First principles interatomic potential for tungsten based on Gaussian
  process regression by Szlachta, Wojciech Jerzy
ar
X
iv
:1
40
3.
32
91
v1
  [
co
nd
-m
at.
mt
rl-
sc
i] 
 13
 M
ar 
20
14
First principles interatomic potential
for tungsten based on
Gaussian process regression.
Wojciech Jerzy Szlachta
Pembroke College
This dissertation is submitted for the degree of Doctor of Philosophy.
September 2013

Declaration
The content of this dissertation describes the work I carried out between October
2009 and September 2013 in the Cavendish Laboratory and the Department of
Engineering at the University of Cambridge.
This dissertation is the result of my own work and includes nothing which is
the outcome of work done in collaboration except where specifically indicated in
the text. It has not been submitted in whole or in part for any degree or dip-
loma at this or any other university, and does not exceed 60,000 words, including
tables, footnotes, bibliography and appendices.
Wojciech Jerzy Szlachta
i

First principles interatomic potential for tungsten
based on Gaussian process regression.
Wojciech Jerzy Szlachta
Pembroke College
Summary
An accurate description of atomic interactions, such as that provided by first
principles quantum mechanics, is fundamental to realistic prediction of the prop-
erties that govern plasticity, fracture or crack propagation in metals. However,
the computational complexity associated with modern schemes explicitly based
on quantum mechanics limits their applications to systems of a few hundreds of
atoms at most.
This thesis investigates the application of the Gaussian Approximation
Potential (GAP) scheme to atomistic modelling of tungsten — a bcc transition
metal which exhibits a brittle-to-ductile transition and whose plasticity behaviour
is controlled by the properties of 1
2
〈111〉 screw dislocations. We apply Gaussian
process regression to interpolate the quantum-mechanical (QM) potential energy
surface from a set of points in atomic configuration space. Our training data
is based on QM information that is computed directly using density functional
theory (DFT). To perform the fitting, we represent atomic environments using
a set of rotationally, permutationally and reflection invariant parameters which
act as the independent variables in our equations of non-parametric, non-linear
regression.
We develop a protocol for generating GAP models capable of describing lattice
defects in metals by building a series of interatomic potentials for tungsten. We
then demonstrate that a GAP potential based on a Smooth Overlap of Atomic
Positions (SOAP) covariance function provides a description of the 1
2
〈111〉 screw
dislocation that is in agreement with the DFT model. We use this potential
to simulate the mobility of 1
2
〈111〉 screw dislocations by computing the Peierls
barrier and model dislocation-vacancy interactions to QM accuracy in a system
containing more than 100,000 atoms.
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1 Introduction
A detailed knowledge of material properties is crucial to understanding and ex-
ploiting their characteristics. As manufacturing and experimental methods shrink
in the length scales they can access, this allows new materials with the desired
properties to be investigated, driving the creation of new products, new indus-
tries, or even opening up of new areas of engineering and science. However, as
experimental characterisation of many materials on the atomic scale is either
impossible or impractical due to technological or economical barriers, atomistic
computational modelling and simulation of materials has became an important
method in the fields of physics, materials science and engineering.
The modern computational schemes based on quantum mechanics (ab initio
methods) are very effective in predicting the structure, properties and behaviour
of a wide range of materials. However, in spite of very rapid advances in compu-
tational power over the last decades, these schemes still remain computationally
very demanding, limiting the size of systems studied to just a few hundreds of
atoms (more details in [1]). As a result, only properties that depend on short
length and time scales can be well described. Although empirical methods can
be used to model larger systems over longer periods of time, they often cannot
predict the physical properties to the required level of accuracy. Consequently,
the modelling of plasticity, fracture, crack propagation or any other phenomena
involving long range interactions, requires computational schemes that are both
accurate and efficient, and also scale favourably with the system size.
One possible way of creating a new empirical model, or improving an existing
one, is through the addition of information based on the results of quantum-
mechanical calculations in an indirect way, usually through parameterisation of
the underlying Hamiltonian (tight binding methods) or parameterisation of the
functional form of the atomic energy function (interatomic potentials). However,
none of these methods are generally capable of providing a sufficient compromise
between accuracy, efficiency and scalability, thus failing to explain many of the
complicated phenomena arising in the field of condensed matter physics.
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This thesis presents my research that explores an alternative way of improv-
ing current models, or creating new empirical models altogether, by augmenting
them with information directly computed using the quantum-mechanical methods
and applying probabilistic inference in order to correct the discrepancies between
empirical and quantum-mechanical predictions.
The existing first principles methods, although restricted by the system size,
are nevertheless capable of producing huge amounts of reliable and consistent
data such as total energies, stresses and individual forces acting on the atoms.
Unlike the experimental results, this data can be easily and cheaply obtained
over a broad range of conditions such as different temperatures and pressures.
Consequently, the problem of transferability can be directly addressed with a
potential specifically tailored to the problem at hand. Furthermore, potentials
for classes of materials so far unexplored by experimient can be generated.
At the same time using state of the art non-linear, non-parametric regression
methods we can construct models that contain an arbitrary amount of information
derived from the quantum-mechanical calculations. This allows then to predict
physical properties of various materials to the required degree of accuracy while
also providing fine and systematic control of the computational cost, which can
be tuned at will for a given application.
The modus operandi is that a variety of configurations are sampled in small
unit cells. This in turn enables simulations of large systems in which the indi-
vidual atomic environments are nevertheless familiar. In this process we rely on
the ability of the existing quantum-mechanical methods to reproduce the exper-
imental results accurately. Consequently, we are aware that any discrepancies
between quantum mechanics and experiment will be reflected in the resulting
potential as our potential is “trained” from the quantum-mechanical data exclus-
ively.
In this work we compute our reference training data using density functional
theory which is the currently widely used band theory. The existing results
of DFT calculations for solid-state systems have been found to be in excellent
agreement with experimental data. However, as higher accuracy techniques are
developed and computational power increases our potentials can be fit to more
and more accurate calculations which should get closer and closer to experimental
results.
2
This thesis is organised as follows: in chapter 2 I introduce the relevant the-
oretical background behind the methods available for computational modelling
of solids, and in chapter 3 I outline the simulation techniques that can be used
with these methods to investigate the character of atomic interactions, enabling
prediction of a wide range of both microscopic and macroscopic properties. In
chapter 4 I describe the methodology of Gaussian process regression, and how it
can can be applied for the purpose of Gaussian Approximation Potential.
I present the outcome of my own work in chapters 5, 6, 7 and 8 — the
methods involved in quantum-mechanical and classical simulations of tungsten
(the transition metal that was selected as a “testing ground” for our Gaussian
Approximation Potential for metals), convergence testing and preliminary results
of these simulations are given in chapter 5. Finally, I present the results on
generating Gaussian Approximation Potentials for tungsten using the bispectrum
atomic descriptor in chapter 6, and using the Smooth Overlap of Atomic Positions
kernel in chapter 7. I conclude this thesis with a brief theoretical investigation of
how some of the limitations of the above potentials can be overcome by applying
the existing methodology of Smooth Overlap of Atomic Positions kernel to a new
bond-based, rather than an atom-centred formulation of Gaussian Approximation
Potential in chapter 8.
3

2 Classical and Quantum
Simulation of Solids
2.1 Introduction
In this chapter I introduce the relevant theoretical background behind the com-
putational modelling of materials, with a particular emphasis on solids. While
most of these methods can be applied to other phases, the work contained in this
thesis is focussed on crystalline solids. Hence, I will only attempt to outline the
most relevant topics and reference the reader to the sources of further information
when appropriate.
I start with a brief discussion of the most common methods for simulating
material properties, using both quantum-mechanical and classical approaches. In
this work we are purely concerned with the description of the physical phenomena
on the atomic level. Thus although we employ quantum-mechanical methods in
our calculations, properties of materials that are solely determined by the electron
behaviour (such as electronic band structure) are beyond the scope of this work
— we are primarily interested in the total energy of the system and its derivatives
(forces, and at times Hessian matrix as well).
In this chapter I review the application of different simulation methods across
a range of length and time scales and their accuracy and associated computational
cost in section 2.2. We follow by outlining the basic theory behind these methods
in sections 2.3, 2.4 and 2.5, where I discuss the quantum-mechanical ab initio ap-
proach to electronic structure calculations, their semi-empirical approximations,
as well as fully classical interatomic potential models.
2.2 Computational Modelling of Solids
The concept of computational modelling of materials, and in particular solids,
spans a multitude of fields, ranging from quantum chemistry, across solid state
5
physics, and extending to materials engineering (to name a few). Each approach
has its advantages and disadvantages, making it appropriate for applications in-
volving a range of time and length scales.
Starting from the smallest scale, the most accurate description of a small
molecule (or indeed an isolated atom) comes from the laws of quantum mechanics,
where properties are dictated by the electronic configuration. In its most basic
form, molecular orbital (MO) theories use a linear combination of atomic orbitals
to represent molecular orbitals of the entire molecule, where the motion of all
electrons is correlated and electronic configurations correspond to a set of discrete
energy levels.
In solids the electron states are very numerous, effectively blending into a
continuous range of configurations, thus making the notion of individual electron
configurations of lower relevance. The currently widely used band theory — dens-
ity functional theory (DFT) — is discussed in more detail in the following section.
However, at present it suffices to say that DFT can be used to compute structure
and underlying quantum-mechanical properties of solids, especially when periodic
boundary conditions dictate the character of the electronic structure (although
DFT has also been successful in predicting molecular properties due to its relative
accuracy and increased speed over other quantum chemical methods).
While all of the modern computational schemes based on quantum mechanics
are very effective in predicting the structure, properties and behaviour of a wide
range of materials, in spite of very rapid advances in computational power over
the past few decades, the computational cost of these methods still remains very
large. Therefore, the size of systems studied is limited to a few thousand atoms
at best, and in many cases to equilibrium configurations (more details in [1]).
Consequently, to describe larger systems one needs to resort to semi-empirical
methods where the granularity (the extent to which a system is broken down into
small parts) is dictated by the size of the system, as well as the time scale of
investigated phenomena.
In practice we find that commonly used modelling techniques that are applied
on the nanometre scale employ interatomic potentials (as outlined in section 2.5),
while modelling on the micrometer scale usually requires coarse-graining schemes
that increase the granularity beyond the atomic level, as summarised in figure
2.1 below.
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Figure 2.1: Representation of the range of length and time scales that
are accessible for modelling techniques ranging from ab initio methods,
through empirical models, and extending to coarse-grained and finite-
element schemes.
Although tight binding (TB) schemes (outlined briefly in section 2.4) attempt
to fill the gap between explicitly quantum-mechanical and fully classical (empir-
ical) methods, they are not completely successful in that task. While they often
provide sufficient accuracy, they have an unfavourable scaling, and their com-
putational cost remains prohibitive. Hence, there is clearly a need for methods
that can approach accuracy of quantum-mechanical schemes, but with a more fa-
vourable scaling and smaller computational cost — namely quantum-mechanical
accuracy, but without explicit treatment of electrons.
2.3 Ab Initio Methods
2.3.1 Born-Oppenheimer Approximation
In order to calculate the electronic structure of materials the theory of quantum
mechanics needs to be employed. However, in general, it is not possible to solve
the many-body Schro¨dinger equation directly (except for very simple, highly sym-
metrical systems), so a number of approximations need to be applied (more details
can be found in [2]).
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Firstly, the Born-Oppenheimer approximation decouples the electronic struc-
ture from the nuclear motion — electronic structure calculations are performed
for fixed nuclear configurations:
HˆΨ =

elec.∑
i
− ~
2
2me
∇
2
i +
elec.
nucl.∑
i,j
Zje
2
4πǫ0|ri −Rj| +
elec.∑
i<k
e2
4πǫ0|ri − rk|

Ψ. (2.1)
Secondly, even the electronic Schro¨dinger equation in general cannot be solved
exactly (again, except for very simple, highly symmetrical systems).
An in-depth description of quantum chemistry Hartree-Fock, post-Hartree-
Fock or Quantum Monte Carlo methods is beyond the scope of this thesis. I will
only mention here that Hartree-Fock methods usually rely on a basis set built from
the linear combination of atomic orbitals (LCAO) ansatz. While the Hartree-
Fock solution is usually a good starting point for an accurate description of small
many-electron systems, its computational cost and nominal scaling of O(N4) is
often prohibitive for condensed matter systems. On the other hand, even though
Quantum Monte Carlo has been successfully applied for the calculation of bulk
and surface energetics of small crystalline systems (more details can be found in
[3]), its computational cost limits this method to a few dozens of atoms at most.
Electron-electron interactions can also be approximated using an alternative
approach, whereby electron exchange and correlation is modelled using general
functionals of electron density (and its derivatives) — density functional theory
(DFT). DFT has been extremely popular in solid-state physics and in many
cases the results of DFT calculations for solid-state systems have been found
to be in excellent agreement with experimental data (in particular for condensed
matter systems). Their computational cost is also significantly lower compared to
Hartree-Fock based methods and their descendants that involve complex, many-
electron wavefunctions (more details in [4]).
2.3.2 Density Functional Theory
Density functional theory relies on the fact that there is a one-to-one correspond-
ence between the ground-state many-electron density and the external potential
acting on it. The ground-state energy is then a functional of the ground-state
density (which uniquely determines the ground-state properties of a many-electron
system), and the external potential acting on the system (more details in [5]).
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Within this framework, the total energy E of the system in an external potential
Vext.(r) is given by the Hohenberg-Kohn functional:
E[n(r)] = FH-K[n(r)] +
∫
Vext.(r)n(r)d
3r, (2.2)
where the ground-state density n0 and ground-state energy E0 can be obtained
through variational minimisation.
The unknown functional FH-K can be rewritten in terms of the kinetic energy
of non-interacting electrons, the Hartree electron-electron interaction energy and
an unknown electron exchange and correlation term, resulting in the Kohn-Sham
energy functional, which for a set of doubly occupied electronic states is given
by:
E = 2
elec.∑
i
∫
ψi
[
− ~
2
2me
∇
2
i
]
ψid
3r+
1
2
e2
4πǫ0
∫
n(r)n(r′)
|r− r′| d
3rd3r′
+ EXC[n(r)] +
∫
Vext.(r)n(r)d
3r, (2.3)
and where the electronic density is given by:
n(r) =
N∑
i
|ψi(r)|2. (2.4)
This, together with Kohn-Sham equations (more details in [6]), provides a way
to systematically map the problem of a strongly interacting electron gas onto a
system of non-interacting electrons moving in an effective potential due to all the
other electrons:
[
− ~
2
2me
∇
2
i +
e2
4πǫ0
∫
n(r′)
|r− r′|d
3r′ + VXC(r) + Vext.(r)
]
ψi = ǫiψi, (2.5)
where the exchange-correlation potential is given by:
VXC(r) =
∂EXC[n(r)]
∂n(r)
. (2.6)
The Kohn-Sham equations need to be solved self-consistently — once the exchange-
correlation energy and the solutions to the set of eigenequations are known, the
occupied electronic states need to generate the charge density that corresponds
to the electronic potential that was used to construct the original equations.
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Within the density functional theory framework the exact value of the
exchange-correlation energy remains unknown and it needs to be approximated.
The local-density approximation (LDA; more details in [6]) assumes that the
exchange-correlation energy per electron at any given point is equal to that of a
homogeneous electron gas of the same density and that the exchange-correlation
energy functional is purely local. A more accurate approximation including the
next term in a derivative expansion of the charge density is provided by the gen-
eralised gradient approximations (GGAs; more details in [7], [8] and [9]) — this
approach is significantly more accurate in many systems.
Pseudopotential theory replaces the strong electron-ion potential with a much
weaker interaction between pseudo-valence electrons and pseudo-ion cores, which
encompasses the features of the valence electron moving through the solid (more
details in [10]). This allows the wave function to be expanded in a relatively
small set of plane waves thus making the solution of Schro¨dinger equation more
tractable computationally.
Finally, aperiodic geometries can be approximated using supercells (more de-
tails in [11]) and iterative minimisation techniques can be used to minimise the
total energy functional.
While density functional theory has established itself as a means of performing
quantum-mechanical calculations in many fields of physics and chemistry these
days, the scope of such calculations is limited by the scaling of the computa-
tional cost which increases asymptotically as the cube of the system size (O(N3))
for plane-wave methods that are applicable to metals (while there exist DFT
schemes approaching O(N) scaling for insulators, these are usually not suitable
for simulation of metallic systems).
2.4 Tight Binding
2.4.1 Empirical Tight Binding
While the need for an accurate description of physical phenomena usually implies
that a quantum-mechanical model of the system is necessary, computationally
efficient alternatives that can handle larger systems are equally important. The
tight binding method is one possible compromise — this approach calculates the
electronic band structure using an approximate set of wave functions for isolated
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atoms based on each lattice site and replaces the Hamiltonian operator with a
parameterised Hamiltonian matrix (more details in [12]):
Hiαjβ =
∑
Rj
exp[ik · (Rj −Ri)]×
∫
ψ∗iα(r−Ri)Hψjβ(r−Rj)dr. (2.7)
The key idea underlying all tight binding calculations, introduced originally by
Slater and Koster (more details in [13]), is to replace the integral in the above
equation with a parameter depending on the internuclear distance alone. In the
original formulation, when the basis functions consist of Bloch sums formed from
Lo¨dwin functions:
ψiα =
∑
i′α′
S
− 1
2
iαi′α′φi′α′ , (2.8)
where φiα are the original atomic orbitals, and Siαi′α′ are the overlap matrix
elements, it can be shown that the Hamiltonian matrix elements can be written
as:
Hiαjβ =
∑
RjJ
exp[ik · (Rj −Ri)]× hαβJ(|Rj −Ri|)GαβJ(k, l,m), (2.9)
where J represents the angular momentum of the bond, hαβJ is the constant for
a given |Rj −Ri| and GαβJ is the angular dependence (as given in [13]).
Since the basis functions do not need to be evaluated in the tight binding
approach, the only information required to compute the electronic structure of
the system are the Hamiltonian matrix elements, which are written in the para-
meterised form. Hence, the system is described by the parameterisation scheme
alone, and the quality of the tight binding calculation is only as good as the
parameters used — band structures of different polymorphs are frequently used
as part of the data set to be fit during construction of tight binding models (more
details in [12]).
The tight binding approximation provides a methodology in which the
quantum mechanics of the system is directly included, but which also (in spite of
its O(N3) scaling due to matrix diagonalisation) is computationally far less de-
manding than ab initio methods. It has been extended more recently, improving
the accuracy and transferability of the tight binding method (tight binding like ab
initio methods — more details in [14], [15] and in section 2.4.2), or alternatively
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improving the scalability and thus increasing the size of the systems that can be
investigated (through linear-scaling, low-order approximations to tight binding,
such as BOP potential — more details in [16] and in section 2.5.6).1
2.4.2 Density Functional Tight Binding
Density functional tight binding (DFTB) tries to avoid the difficulties of empir-
ical tight binding, where the procedure of how to determine the desired matrix
elements is arbitrary. Instead, within the DFTB formalism the elements of the
Hamiltonian and overlap matrices are calculated with the help of density func-
tional theory using integral approximations.
In a similar manner to the Kohn-Sham equations of density functional the-
ory (equation 2.5), a basis set {ψi} of pseudoatomic wave functions can be used
to solve a modified Kohn-Sham equation that consists of a kinetic energy term,
Hartree term, exchange correlation potential, nuclear potential, as well as an
additional term (r/r0)
N . This term is introduced to concentrate charge density
closer to the nucleus and improve band-structure calculations within the LCAO
formalism because the wave function is forced to avoid areas away from the nuc-
leus:
[
− ~
2
2me
∇
2
i +
e2
4πǫ0
∫
n(r′)
|r− r′|d
3r′ + VXC(r) + Vnuc.(r) +
(
r
r0
)N]
ψi = ǫiψi.
(2.10)
Finally, the solutions for {ψi} are used to tabulate the Hamiltonian matrix ele-
ments. The model also needs to be supplemented by a completely empirical pair
repulsion, which is calculated from the energy difference between the DFTB band
energy and that of self-consistent solution to the modified Kohn-Sham equation.
DFTB retains many aspects of the traditional tight binding formalism, and
for that reason it can be seen as an approximate LCAO-DFT scheme. It yields
exactly the same energy expression as common non-orthogonal tight binding
schemes but with a well-defined procedure for determining the desired matrix
elements (more details in [15]).
1While this appears to be an appealing way of closing the gap between ab initio and
empirical methods, these developments have been hindered by the extreme complexity of the
functional forms that result (more details in [12]).
12
2.5 Interatomic Potentials
2.5.1 Linear Scaling
In quantum-mechanical methods the potential energy of the system is a com-
plicated many-body function, incorporating the explicit treatment of electron
interactions and encompassing the non-local character of quantum mechanics.
On the other hand, in classical simulations relying on interatomic potentials,
the atoms are treated as elementary particles (usually represented as point-like
masses) and they interact through a many-body interaction potential, which can
be approximated as:
E =
N∑
i=1
ǫ(x(1) − x(i), ...,x(N) − x(i)) =
N∑
i=1
ǫ({x(j) − x(i)}Nj=1) =
N∑
i=1
ǫi. (2.11)
The sum is over all N atoms in the system and the atomic energy function ǫ
represents local energies of atoms (and therefore embodies the local character of
the classical approximation). Atomic forces on the atoms are simply computed
by differentiating the potential energy function E:
f (i) = −∇(i)E({x(1), ...,x(N)}) = −∇(i)E({x(j)}Nj=1). (2.12)
Another approximation, which is present in essentially all interatomic poten-
tials (if electrostatics effects are removed), is the limited range of the atomic
energy function ǫ:
lim
|x(i)−x(j)|→∞
∂ǫi
∂x(j)
= 0, (2.13)
which is implemented using a finite range cutoff.
These two approximations, namely the decomposability of the potential en-
ergy into the sum of atomic energy functions and the limited range of the atomic
energy functions, result in a small computational cost (since the number of re-
quired computations scales linearly with the number of atoms in a system) and
the ease of parallelisation of the interatomic potentials.
While there have been many developments in the area of interatomic poten-
tials over the last few decades involving the formulation of a wide variety of
many-body potentials, the most relevant in the study of bulk, surface and cluster
properties of metallic compounds appears to be a group of potentials based on
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the second moment approximation to the tight binding method. These include
the embedded atom potential (EAM; originally formulated in [17]), and Finnis-
Sinclair potential (FS; originally formulated in [18]), amongst others. Although
the embedded atom potential and Finnis-Sinclair potential have different func-
tional forms, the underlying formulation is similar, representing the total energy
of the system as a sum of pairwise interactions and an n-body term.
At the same time, over the last decade significant developments have been
made in using machine learning techniques to determine potential energy surfaces
of various systems using artificial neural networks, or more precisely, multilayer
perceptrons (MLP; more details in [19]). This, together with the work drawing
connections between the energy of the system expressed as a functional of the
atomic density distribution function and the corresponding interaction potentials
(more details in [20]), points towards new directions for further development of
the fundamental framework of interaction potentials for materials modelling.
Consequently, the problem of approximating quantum mechanics using in-
teratomic potentials can be related to the problem of fitting an atomic energy
function to the quantifiable properties of the real material. These are governed
by the equations of quantum mechanics, and are calculated using one of the
quantum-mechanical methods. Although the quantum-mechanical potential en-
ergy, in general, cannot be decomposed into separate atomic energy functions,
one relies on the fact that even quantum-mechanical properties are usually local,
which can be verified by investigation of the decay of Hessian matrix elements.
2.5.2 Atomic Environments
In the fitting problem, where one needs to create a mapping from the atomic
environment of the system to the total energy of the system, it is crucial that one
can describe the atomic environment in a quantitative way. Although an array
of three-dimensional vectors provides a simple and complete representation of an
atomic system, distinguishing between structures using this as a sole input is dif-
ficult. This is because the description of the system is affected by re-ordering of
the vectors, as well as simple symmetry transformations such as rotations, trans-
lations, reflections or inversions. Consequently, identical, or very similar (related
by these simple symmetry transformations) structures can have drastically dif-
ferent representations, even though they often correspond to an exactly the same
value of the energy.
There are multiple methods of constructing atomic representation invariants.
In most existing interatomic potentials bond lengths and bond angles are com-
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monly used as function arguments and they are rotationally invariant by defini-
tion. However, they are not, in general, invariant with respect to permutation of
the neighbouring atoms, and furthermore, if the accuracy of such representation
is to be systematically improved (by including higher order, many-body terms),
the size of a complete set of such parameters grows exponentially (as O(Nm),
with m being the highest order term, and N the number of neighbours). There
also exist no systematic way of reducing it.
Hence, an atomic representation that is useful in condensed matter physics
and computational chemistry should remain invariant under rotations, transla-
tions and permutations of the identical atoms at the same time, and also remain
accurate. The most well known and universally established set of such invariants
are the bond-order parameters (originally introduced in [21]) which have been
used extensively to analyse the atomic structure of solids in the field of com-
putational chemistry (more details in [22], [23], [24]). Although the bond-order
parameters do not provide a complete representation of the system (the mapping
between bond-order parameters and the atomic structures is not one-to-one), they
have proved successful in numerous studies of nucleation and phase transitions.
However, the set of bond-order parameters, in fact, forms a subset of a more
general set of invariants called the bispectrum — an infinite array of rotational
and permutational invariants which provides an almost complete representation
of atomic configurations. The bispectrum parameters, originally introduced by
the signal processing community, have been recently adapted for the purpose of
representing crystal structures (more details in [25], [26]) and they provide a sys-
tematic way of obtaining atomic environment representations, with a sensitivity
that can be systematically tuned at will. We will explore the theoretical back-
ground behind this approach, and show how the bispectrum can be used within
the Gaussian Approximation Potential formalism in section 4.5.
2.5.3 Lennard-Jones Potential
One of the simplest interatomic potentials still in use today was originally pro-
posed by John Lennard-Jones in 1924 (more details in [27]). It has the simple
mathematical form of a negative order polynomial which approximates the inter-
action between a pair of neutral noble gas atoms. The most common form of the
Lennard-Jones potential is given by:
ǫ({x(j) − x(i)}Nj=1) =
N∑
j=1
(
A
r12ij
− B
r6ij
)
, (2.14)
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where the r−12 term approximates Pauli repulsion at short range due to overlap-
ping electron orbitals, and the r−6 term approximates the long-range attraction
due to the van der Waals force. While the attractive term has a clear physical
justification (it is van der Waals force between two spheres of constant radii), the
repulsion term has been selected primarily due to its computational efficiency (it
can be written as square of the attractive term) and the fact that it is a reasonable
approximation for Pauli repulsion.
Although we are not going to use the Lennard-Jones potential in this work,
it serves as an excellent demonstration of the concept of a pair-potential — a
potential where the atomic energy can be decomposed into a sum of energies
associated with bonds, V2:
ǫi =
N∑
j=1
1
2
V2(rij), (2.15)
and where the total energy of the system is given by:
E =
N∑
i=1
ǫi =
N∑
i=1
N∑
j=1
1
2
V2(rij)
=
N∑
i
N∑
j
j<i
V2(rij), (2.16)
where the conditional sum avoids double-counting of bonds.
This leads us to a more general concept, that any many-body interatomic
potential can be decomposed into a sum of one-body, two-body, three-body, etc.
contributions (the one-body term V1 describes an external force applied to the
system, so is usually either assumed to be a constant, or is absent altogether):
E =
N∑
i
V1(x
(i)) +
N∑
i
N∑
j
j<i
V2(x
(i),x(j))
︸ ︷︷ ︸
bonds
+
N∑
i
N∑
j
j<i
N∑
k
k<j
V3(x
(i),x(j),x(k))
︸ ︷︷ ︸
angles
+ . . . (2.17)
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For this expression to be useful, we need fast convergence of the total energy E
and the decrease in the value of functions Vn as n increases. Unfortunately, this
is not always the case, and even three-body interatomic potentials are usually not
sufficient to describe simple atomic systems to the required degree of accuracy.
Consequently, to achieve a sufficient level of precision, resembling that of explicitly
quantum-mechanical methods, a truly many-body approach is usually necessary.
2.5.4 Finnis-Sinclair Potential
A large variety of empirical potentials have been introduced since the 1980s, but
among these schemes the one introduced by Finnis and Sinclair (more details
in [18]) has been particularly successful in the description of body-centred cubic
metals. It is based on the second moment approximation to tight binding theory
— it incorporates the band character of metallic cohesion and it has been extens-
ively used to model lattice point defects and grain boundaries (more details in
[28], [29], [30], [31]).
Although simple pair potentials have their merits, one of the drawbacks is that
they cannot account for the Cauchy discrepancy. Unless the elastic constants of a
cubic crystal satisfy C12 = C44 (which is usually not the case for metallic systems),
they cannot be reproduced by a pair potential. The solution proposed by Finnis
and Sinclair is to include in the potential a term which provides the simplest
expression of band character, namely the second moment approximation to the
tight binding model, so the cohesive energy per atom varies with a square root
of atomic coordination. This is achieved by adding an n-body term to the total
energy of the system:
E =
N∑
i
N∑
j
j<i
V2(rij)−A
N∑
i
√
ρi, (2.18)
where:
ρi =
∑
j
j 6=i
φ(rij), (2.19)
and φ(rij) can be interpreted as a sum of squares of overlap integrals.
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The functional forms φ and V2 are fitted to experimental data using a small
number of adjustable parameters:
φ(rij) =
{
(rij − d)2 rij ≤ d
0 rij > d
, (2.20)
and:
V2(rij) =
{
(rij − c)2(c0 + c1rij + c2r2ij) rij ≤ c
0 rij > c
, (2.21)
where the range cutoff parameters c and d usually are assumed to lie between
second and third nearest neighbour.
2.5.5 Embedded Atom Model
The embedded atom model (EAM), as originally formulated by Daw and Baskes
(more details in [17]), shares many ideas with the Finnis-Sinclair potential. The
two were developed independently, but they share the common idea that the
strength of a chemical bond depends on the bonding environment. The EAM
potential is based on the concept that the energy required to place a small im-
purity atom in a lattice is solely a function of electron density at that particular
site. Consequently, each atomic species has a unique energy function that depends
on electron density alone (more details in [32]).
The basic equations of the embedded atom model are:
E =
N∑
i
N∑
j
j<i
V2,αβ(rij) +
N∑
i
Fα(ρi), (2.22)
and:
ρi =
∑
j
j 6=i
fβ(rij), (2.23)
where the model presented here takes into account multiple species, which are
designated by α for atom i, and β for atom j. Consequently, V2,αβ is simply a
pair-wise potential function for species α and β, Fα is an embedding function that
represents the energy required to place atom of type α in the electron cloud and fβ
is the contribution to the electron charge density from an atom of type β. To use
the embedded atom model these three functions must be specified for each atomic
species combination, for example giving three functions for a monoatomic metal,
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seven functions for a binary alloy, etc. They are usually given in a tabularised
form obtained through cubic spline interpolation (example in [33]).
It is easy to see that although physical interpretation is quite different, the
equations for EAM and Finnis-Sinclair potentials for a monoatomic metal are
identical when the embedding function is proportional to a square-root of electron
density, which in turn is taken to correspond to linear superposition of squares
of overlap integrals. This concept has been taken further by Brenner, who also
demonstrated (more details in [34]) that Tersoff and Brenner potentials for co-
valently bonded solids (more details in [35], [36]) can be expressed using similar
equations as EAM and Finnis-Sinclair potentials although with slightly different
functional forms.
2.5.6 Bond Order Potential
Analytic bond order potentials (BOP), formulated by Pettifor and Oleinik (more
details in [37], [38], [39], [40]) are a further extension of the bond order ideas used
in the Finnis-Sinclair, EAM, Tersoff and Brenner potentials, where the analytic
form of the σ and π bond orders are derived as an approximation to the exact
many-atom expansion of bond energy within the two-centre, orthogonal tight
binding representation of the electronic structure.
Without going into too much mathematical detail (which is beyond the scope
of this chapter), the total energy of the system can be expressed as:
E =
N∑
i
N∑
j
j<i
V2,αβ(rij) + Eprom + Ebond, (2.24)
where the first term contains the overlap repulsion interaction between atom α
at site i and atom β at site j. The second term represents the promotion energy
of bringing the sp-valent atoms together from infinity where the (Eαp −Eαs ) term
is the splitting of valence s and p energy levels:
Eprom =
N∑
i
(Eαp −Eαs )(∆Np)αi , (2.25)
and (∆Np)
α
i represents the change in the number of p electrons of atom α at site
i. Finally, the bonding energy term is given by:
Ebond =
N∑
i
N∑
j
j<i
2
∑
L,L′
HαβiL,jL′Θ
βα
jL′,iL, (2.26)
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where HαβiL,jL′ and Θ
βα
jL′,iL represent the Hamiltonian and the bond-order matrix
elements on sites i and j, respectively, L = (l, m) and L′ = (l′, m′) are the
appropriate orbital and magnetic quantum numbers. The factor of 2 accounts for
the spin degeneracy.
Analytic BOP potentials represent the best potentials to date in terms of
accuracy, as far as conventional interatomic potentials are concerned. They are
successful in representing the different properties of the σ and π bonds correctly,
and provide an efficient O(N) method for performing large scale simulations,
although computationally they are significantly more complex and expensive than
FS or EAM methods.
The earlier, non-analytic formulation of the BOP potentials suffer from the
fact that the Hellmann-Feynman forces only become exact as the bond orders
converge to the exact values, which usually cannot be achieved at reasonable
computational expense. Consequently, application of these potentials to large
scale molecular dynamics simulations of transition metals has been limited (more
details in [41], [42], [43] and [44]). Although one could obtain the forces through
direct differentiation of equation 2.24, evaluating derivatives of the bond-order
matrix elements is extremely difficult in practice, and consequently the computed
forces are usually not consistent with the total energy of the system. This situ-
ation has been remedied recently with the development of the valence-dependent
analytic BOP potential for transition metals by Drautz and Pettifor (more details
in [45]), where the true forces can be computed analytically.
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3 Simulation Techniques
3.1 Introduction
In the last chapter I outlined the basic classical and quantum-mechanical ap-
proaches to computational simulation of solids. While the calculation of the total
energy of the system and its derivatives (forces) is critical in describing the in-
stantaneous state of the system, once combined with a number of well established
techniques one can use them to investigate how the atoms interact over time. This
in turn enables prediction of a wide range of both microscopic and macroscopic
properties.
I start this chapter with a review of the molecular dynamics techniques as ap-
plied to the most commonly used thermodynamic ensembles (i.e. microcanonical
and canonical ensembles) in section 3.2. I follow with section 3.3 where I describe
the commonly used minimisation techniques, as used in geometry optimisation
problems. These concepts are taken further in section 3.4, where I briefly outline
the most commonly used methods of transition state searching. Finally, I finish
this chapter with section 3.5, which outlines the Monte Carlo approach to the
problem of predicting material properties.
3.2 Molecular Dynamics
3.2.1 Microcanonical Ensemble
Developed in the 1950s and 1960s, molecular dynamics (MD) is a method of
numerically solving Newton’s equations of motion for a system of interacting
particles. It employs numerical techniques to perform computer “experiments”
that allows one to evaluate the dynamics of the system and therefore compute
structural and thermodynamic properties of complex systems that would other-
wise be impossible to study analytically.
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In its simplest form, a molecular dynamics simulation of an isolated system
of N particles, with masses {mi}Ni=1, where the volume and total energy of the
system are conserved (i.e. the microcanonical ensemble, with N , V and Etotal all
fixed) is carried by integrating Newton’s equation of motion:
fi = −∇iU = mivi (3.1)
and
vi =
∂xi
∂t
, (3.2)
where U is the potential energy of the system, T =
∑N
i=1
1
2
miv
2
i is the kinetic
energy and the total energy of the system is given by Etotal = U + T .
Since molecular dynamics relies on Newtonian equations of motion alone, it is
worth noting here that it is completely independent of how the potential energy U
is computed. As long as one can evaluate its derivatives in order to obtain atomic
forces this method can be used with interatomic potentials or with more complex
quantum-mechanical ab initio methods using exactly the same principles.
We begin the integration of Newton’s equations of motion by computing the
Taylor expansion of the position vector xi:
xi(t +∆t) = xi(t) +
∂xi
∂t
∣∣∣∣
t
∆t +
1
2!
∂2xi
∂t2
∣∣∣∣
t
∆t2 +
1
3!
∂3xi
∂t3
∣∣∣∣
t
∆t3 +O(∆t4). (3.3)
The Euler method is the simplest, first-order method for integrating an ordinary
differential equation. It is implemented through:
xi(t+∆t) = xi(t) + vi(t)∆t +O(∆t2)
vi(t+∆t) = vi(t) +
fi(t)
m
∆t+O(∆t2). (3.4)
The Euler method often serves as a basis for more complicated methods, but
it is very rarely used in practice as it suffers from numerical stability problems
due to its low accuracy. The local error (error per step) is proportional to the
square of the step size, O(∆t2), and the global error (error at any given time) is
proportional to the step size, O(∆t).
The Euler method relies on a forward difference approximation to the first
derivative. A much more accurate method which is no more computationally
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intensive relies on a central difference approximation to the second derivative.
This is usually referred to as the Sto¨rmer method, or more recently as the Verlet
method since being rediscovered by Verlet in 1967 (more details in [46], [47]).
One proceeds again by computing the Taylor expansion of the position vector xi:
xi(t−∆t) = xi(t)− ∂xi
∂t
∣∣∣∣
t
∆t +
1
2!
∂2xi
∂t2
∣∣∣∣
t
∆t2 − 1
3!
∂3xi
∂t3
∣∣∣∣
t
∆t3 +O(∆t4), (3.5)
and by adding and subtracting equations 3.3 and 3.5, we obtain:
xi(t+∆t) = 2xi(t)− xi(t−∆t) + fi(t)
m
∆t2 +O(∆t4)
vi(t) =
xi(t+∆t)− xi(t−∆t)
2∆t
+O(∆t2). (3.6)
Due to a cancellation of errors, the Verlet integration is significantly more accurate
than the Euler method, with no need to evaluate third-order derivatives. The
local error in the position in the Verlet method is of the order O(∆t4), while the
global error is of the order O(∆t2), which can be demonstrated by showing that:
error(xi(t + n∆t)) =
n(n + 1)
2
O(∆t4). (3.7)
While the Verlet integration gives good numerical stability and has time-reversal
symmetry its disadvantages include its treatment of velocities, which always
lag behind the positions. They are recalculated at each time step from atomic
positions using a central difference approximation to the first derivative.
A related method to the Verlet scheme, called the Velocity-Verlet algorithm
(more details in [48]), is more appropriate when a more accurate treatment of
velocities is necessary (for example when calculating kinetic energies):
xi(t+∆t) = xi(t) + vi(t)∆t +
1
2
fi(t)
m
∆t2 +O(∆t4)
vi(t+∆t) = vi(t) +
1
2
fi(t) + fi(t +∆t)
m
∆t +O(∆t4). (3.8)
Velocity-Verlet integration is again more accurate than the Euler method, and as
in the case of the standard Verlet method error, it has a local error in position of
the order O(∆t4) while the global error is of the order O(∆t2).
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3.2.2 Canonical Ensemble
In the canonical ensemble the number of particles N , volume V and temperature
T of the system are conserved, and consequently the total energy of the system is
allowed to change. This is often necessary as in a molecular dynamics simulation
of a relatively small system (a few tens or hundreds atoms) a localised excitation,
caused for example by a process involving annihilation of a lattice defect, could
contribute to an appreciable change of system temperature. One would never
observe this in a macroscopic solid, where any excess energy would be transported
through and shared among an extremely large number of atoms (of the order
≫ 1020).
In a fixed temperature molecular dynamics simulation (popularly referred to
as NV T MD), the energy of exothermic and endothermic processes is exchanged
with a thermostat which adds or removes heat from the system simulating coup-
ling of the system to a heat bath. This allows the temperature of the system
to remain constant, thus better replicating experimental conditions in a spatially
restricted simulation cell (as the system size approaches infinity, the NV T and
NV E ensembles become equivalent, with the system itself acting as its own heat
bath).
There have been a number of schemes proposed to generate constant tem-
perature MD simulations. The first method proposed by Andersen (more details
in [49]) relied on picking particles at random and allocating them new velocities
chosen from the appropriate Maxwell distribution. While this method gener-
ates the correct thermodynamical ensemble it also has a significant effect on the
particle dynamics because the impulses applied to random particles can cause
problematic behaviour.
Another approach was proposed by Berendsen (more details in [50]), where
the kinetic energy is smoothly rescaled towards the target value and the tem-
perature of the system is corrected such that the deviation of the temperature
from its required value decays exponentially with a time constant τ . This gives
a stable and easy to implement method, but for a small system the Berendsen
thermostat does not generates the correct thermodynamic ensemble. For large
systems approaching the size of a few hundreds or thousands of atoms the scheme
usually approximates the correct results for most thermodynamic properties reas-
onably well though. Consequently, the Berendsen thermostat is sometimes used
to equilibrate the temperature of a system before another thermostat that does
generate a canonical ensemble is used to calculate the thermodynamic properties.
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Another popular scheme was proposed by Nose´ and Hoover (more details in
[51], [52]), and it is usually referred to as the Nose´-Hoover thermostat. It relies
on the concept of introducing a heat bath with an extra degree of freedom s,
which has an artificial mass and velocity associated with it. The kinetic energy is
then included explicitly into the Hamiltonian, and the potential energy term (of
the form ∝ ln(s)) can be adjusted, so that the algorithm reproduces a canonical
ensemble for the correct number of independent momentum degrees of freedom
for the system. This leads to the modified Nose´ equations of motion and it can be
demonstrated that sampling a microcanonical ensemble of this extended system
(which allows for fluctuations in s, corresponding to heat transfer between system
and the heat bath) is equivalent to sampling the canonical ensemble in the real
system. In the limit of Nose´-Hoover thermostat with “mass” that approaches
infinity, one recovers the result of a microcanonical ensemble in the real system.
While the Nose´-Hoover thermostat offers many advantages such as existence of
a conserved quantity in the dynamics of the extended system with heat bath, and
it guarantees sampling from a canonical ensemble, it can behave non-ergodically
due to the lack of a stochastic component.
A different approach altogether that guarantees ergodic sampling is given by
Langevin dynamics (more details in [53]), where the equations of motion are mod-
ified to include a dissipative term due to viscous damping caused by fictitious heat
bath particles. The advantages of the Langevin thermostat include straightfor-
ward implementation (it can be easily integrated with Velocity-Verlet method;
more details in [54]), and in addition to maintaining ergodicity it also guarantees
sampling that is thermodynamically consistent with a canonical ensemble.
3.3 Geometry Optimisation
3.3.1 Steepest Descent and Conjugate Gradients
Given the potential energy U({xi}Ni=1) of the system of N particles, one can for-
mulate a problem of finding positions {xi}Ni=1 such that the potential energy is
minimised. This is what we refer to as a geometry optimisation problem, and
local and global minima of the potential energy surface correspond to the stable
and metastable states of the system. Starting from some non-equilibrium config-
uration the usual method of tackling this problem involves iterative movement
of the atoms to reduce the net forces on them (gradients of the potential energy
surface).
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Locating minimum energy states can be performed using a damped MD
method (more details in [55], [56]), but a more common approach involves it-
erative minimisation following the downhill gradient of the potential energy sur-
face. In contrast to MD simulations, which calculate atomic trajectories with
kinetic energy, particle velocities and therefore any effects of temperature are not
included, and hence the minimisation trajectories have no physical sense. Thus
only the final state of the system is of relevance, as it corresponds to the local
minimum energy state of the system when the temperature approaches zero.
In the most general terms, we can define the iteration step of geometry op-
timisation problem as follows:
xn+1 = xn + αnpn, (3.9)
where αn is a positive scalar corresponding to the step length, and pn is the
search direction.
The simplest gradient-based geometry optimisation method, often referred to
as the “steepest descent” method, is given by:
xn+1 = xn − αn∇U, (3.10)
where the step size αn is chosen by the means of line search so that it satisfies the
Wolfe conditions (more details in [57]) and the search direction is simply given
by:
pn = −∇U. (3.11)
A more sophisticated method that usually has a much higher convergence rate
and which is guaranteed to converge in at most n steps for a system consisting
of n degrees of freedom whose energy is quadratic is the “conjugate gradients”
method (more details in [57]). It uses conjugate directions as the search directions
instead of the local gradient of the “steepest descent” method, and consequently
it ensures that each successive step minimises U over the hyperplane that contains
all of the previous search directions. Without going into too much mathematical
detail, in the conjugate gradient algorithm αn is given by:
αn = − r
T
npn
pTnApn
, (3.12)
where A is a symmetric and positive definite matrix that is used to approximate
the underlaying potential surface U = 1
2
xTAx − bTx, and r = ∇U = Ax − b.
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Unlike steepest descents, where each successive search direction is orthogonal to
the previous one, the conjugate gradient method starts by searching along the
steepest descent direction, but each successive pn is a combination of the steepest
direction, and the previous direction pn−1:
pn = −rn + βnpn−1, (3.13)
where:
βn =
rTnApn−1
pTn−1Apn−1
. (3.14)
A comparison of two iterations of steepest-descent and conjugate-gradients
methods for a two-dimensional, quadratic potential well is shown in figure 3.1
below.
Conjugate gradients
Steepest descent
Figure 3.1: Comparison of the first two iterations using steepest-
descent and conjugate-gradient methods in a quadratic potential well.
3.3.2 Newton and Quasi-Newton Methods
Building on the formalism presented in the previous section, extending the equa-
tion 3.11 of the steepest-descent algorithm, the search direction adopted in the
Newton’s method is given by:
pn = −B−1n ∇U, (3.15)
where Bn is the exact Hessian ∇
2U(xn) of the potential energy surface U (one
can think of the steepest descent method as one corresponding to an identity Hes-
sian matrix). However, the major disadvantage of the Newton’s method is that
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inversion of the Hessian matrix is usually quite costly and the method becomes
impractical unless the Hessian matrix can be evaluated easily.
In contrast, quasi-Newton methods such as the Broyden-Fletcher-Goldfarb-
Shanno (BFGS) method (more details in [58]) do not compute the Hessian mat-
rix directly, and instead they attempt to estimate its inverse B−1n from successive
gradient vectors. Consequently, these methods often provide a convergence rate
which approaches that of Newton’s method but at a significantly reduced compu-
tational cost. The BFGS method has been shown to provide good performance,
even when dealing with non-smooth potential energy surfaces and consequently
they are commonly used in the context of atomistic simulations.
3.4 Transition State Search
3.4.1 Nudged Elastic Band
For most systems the dynamics is usually characterised by the property that
some regions of phase space, those of lower energy, are occupied for significant
portion of time, but the system occasionally finds its way through the bottleneck
to another region of phase space. This process can continue with a transition to
new region of phase space or return to a region visited previously. In the language
of reaction dynamics we would call them “reactants” and “products” respectively
although in our situation initial and final state are perhaps more appropriate. The
bottleneck, or transition state separating the two lower energy regions of phase
space in turn corresponds to a saddle point of the potential energy surface which
corresponds to a particular arrangement of the constituent atoms.
Finding transition state structures and their corresponding energies reduces
to the problem of finding first-order saddle points of the potential energy sur-
face — i.e. an atomic configuration that is equivalent to a point in phase space
where the potential energy surface has a minimum in all but one dimension, in
which it has a maximum. It suffices to say that, as was the case with molecu-
lar dynamics or geometry optimisation techniques, essentially any classical or
quantum-mechanical method of evaluating the potential energy surface, be it an
interatomic potential or a DFT method, can be used to find transition states,
although at radically different computational costs. It is also worth mentioning
that one of the byproducts of locating a transition state is the minimum en-
ergy pathway (MEP). In fact the transition state is usually found by guessing
28
the initial MEP, usually by the means of linear approximation, and iteratively
optimising it.
The nudged elastic band (NEB; more details in [59]) is one of the most com-
monly used methods for finding reaction pathways when both the initial and final
states are known. The algorithm works by linearly interpolating a set of inter-
mediate images between the known initial and final states, each image being a
snapshot of the system along the reaction path. The position of the images is
then iteratively adjusted according to the true force acting perpendicular to the
reaction path and the force that results from an artificial spring connecting the
neighbouring images that keeps them spaced along the transition path. In the
original implementation, the total force acting on the image i is given by:
fi = −∇U |⊥ + fSi |‖, (3.16)
where the true force acting perpendicular to the path is given by:
−∇U |⊥ = −∇U + (∇U · τˆ i)τˆ i, (3.17)
and the force due to the artificial spring is given by:
fSi |‖ = k ((Ri+1 −Ri)− (Ri −Ri−1)) · τˆ i, (3.18)
where k is an arbitrarily chosen spring constant, and normalised tangent τˆ is
computed by bisecting two unit vectors:
τ i =
Ri+1 −Ri
|Ri+1 −Ri| +
Ri −Ri−1
|Ri −Ri−1| . (3.19)
Within the NEB formalism, the image positions can be evolved using any
optimisation method, such as damped MD or the conjugate gradients minimiser
(as outlined in the previous section 3.3; more details in [56]). Convergence of
the transition path to the minimum energy pathway can be recognised once the
magnitude of force on the images does not fall any further. However, if the parallel
component of the force is large compared to the perpendicular one (such as near
the inflection points of the MEP), formation of kinks that fluctuate forwards and
backwards can be observed. Finally, particular attention has to be given to an
appropriate selection of the spring constants to avoid “cutting” corners of the
potential energy surface and at the same time to maintain the spacing of the
images. This is critical for obtaining an accurate estimate of the saddle point
energy.
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Recent studies of dislocations with the NEB method also suggest that while
NEB ensures equal spacing of the system images, the dislocation positions are
not distributed uniformly along the MEP. Consequently, clustering of dislocation
positions near potential minima can be observed which results in an error in the
predicted slope of the Peierls barrier and the Peierls stress (more details in [60]).
3.4.2 String Method
The string method (more details in [61], [62]) is similar to the nudged elastic
band method in that it also involves a series of images generated along a guessed
transition path that are iteratively moved towards the MEP. However, unlike the
NEB, the optimisation procedure involves two separate steps: firstly the images
are moved according to the force perpendicular to the transition path. This is
then followed by a reparameterisation step, which in turn ensures that the images
are evenly spaced along the new path.
In the original string method formulation, the transition path, initially ob-
tained by the means of linear interpolation or otherwise “guessed”, is given by γ,
and for the MEP it satisfies the equation:
∇U(γ)|⊥ = 0, (3.20)
i.e. the force acting perpendicular to the path approaches zero, where ∇U |⊥ is
the component of ∇U perpendicular to γ as in equation 3.17.
The idea behind the string method relies on evolving the path γ under the
potential force field. The simplest dynamics for the evolution of such a path is
given by:
vn = −∇U(γ)|⊥, (3.21)
where vn is the normal velocity of the path (only the normal component is of
relevance, as the tangential component redistributes the images along the path).
In order to use this equation numerically, we parameterise path γ = {ϕ(α)}α (the
simplest parameterisation being that of a constant arc length |ϕ(α)| = const.,
although other parameterisations are possible) to obtain:
ϕ˙ = −∇U |⊥ + λτˆ , (3.22)
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where τˆ (α) = ϕα/|ϕα|, ϕα denotes the derivative of ϕ with respect to α, and
the term λτˆ is a Lagrange multiplier term added to enforce our parameterisation
of a constant arc length so that |ϕ(α)| is a constant.
Since the term λτˆ does not affect the evolution of the path (as mentioned
before, only the normal component is of relevance), it does not contribute to the
normal velocity of the curve and in the actual algorithm the action of λτˆ is not
implemented directly but instead is effected by means of a simple interpolation
as a reparameterisation step.
The convergence of the transition path to the MEP is achieved by evaluat-
ing the dynamics of the system, as its stationary states satisfy the condition in
equation 3.20, i.e. that the forces acting perpendicular to the transition path
approach zero.
3.5 Monte Carlo Methods
3.5.1 Rejection Sampling
Molecular dynamics (as outlined in section 3.2) has been an extremely successful
method for obtaining thermodynamic and structural properties throughout the
field of atomistic simulation. As long as the time step and trajectory length
are carefully chosen it universally yields Boltzmann-weighted averages of these
properties:
〈A〉 = lim
t→∞
1
t
∫
t
A(τ)dτ. (3.23)
However, in some cases it is either impractical, or even impossible, to carry out
molecular dynamics simulations — for example the problem of a variable volume
simulation can become unstable in MD unless the simulation cell is sufficiently
large.
Boltzmann-weighted averages of thermodynamic and structural properties of
the system can, however, be obtained using a different method altogether —
namely through the application of Monte Carlo (MC) statistical mechanics. Un-
like MD, where new configurations are generated through application of Newton’s
equations of motion over a small time step to determine the updated values of
atomic positions and velocities, in MC a new configuration is instead generated
through non-uniform, pseudo-random sampling of relevant phase-space dimen-
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sions, provided that the samples are distributed according to Boltzmann statist-
ics:
P (E) ∝ exp(−βE), (3.24)
for the canonical ensemble, where the Boltzmann factor is given by the term:1
exp(−βE) = exp(− E
kBT
). (3.25)
In addition to dealing with situations where MD formulation of the problem is
ill-defined, MC statistical mechanics can also carry other advantages, such as
providing faster convergence of thermodynamic properties in certain situations
(more detail in [63]), or generating less correlated samples obtained at a similar
computational cost.
Essentially all methods of sampling a non-uniform distribution are based on
the availability of a pseudo-random number generator which provides uniformly
distributed samples. The most common and simple algorithm used to manip-
ulate a single, uniformly distributed random variable X , into variable Y that
obeys the required distribution is usually referred to as “rejection sampling”, or
“acceptance-rejection sampling”.
Rejection sampling (more details in [64]) relies on the observation that one can
sample a probability distribution f(x) by sampling an instrumental distribution
g(x) that bounds f(x) instead. In practical terms this means that to sample f(x),
which cannot be sampled directly, it suffices to uniformly sample Mg(x) (which
for M > 1 it bounds f(x)), and probabilistically accept or reject the samples
fromMg(x). The rejection sampling algorithm can be summarised up as follows:
1. Generate sample x0 from g(x).
2. Generate sample y0 from the uniform distribution [0,Mg(x0)].
3. If y0 > f(x0) the sample is rejected. Otherwise, sample x0 is kept.
4. The set of kept (accepted) samples {xi}i is distributed according to f(x).
While rejection sampling has the advantage of being trivial to implement, the
efficiency of this method largely depends on the ratio between the area underneath
g(x), to the area underneath f(x), as demonstrated in figure 3.2 below.
1The Boltzmann factor does not give a probability distribution by itself, since it is not
normalised — the normalisation is given by the inverse of the partition function, which is the
sum of Boltzmann factors for all available states of the system. However, for our purposes this
is not a practical issue, as we can sample probability distribution up to an unknown normalising
constant.
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Accept sample
Reject sample
Mg(x)
f(x)
Figure 3.2: Example of distribution Mg(x), as used for sampling of
distribution f(x).
Furthermore, the rejection sampling method becomes very inefficient when
sampling multi-dimensional probability distributions. In multiple dimensions the
acceptance rate decreases exponentially with the number of sampled dimensions
(more details in [64]).
3.5.2 Slice Sampling
There is a wealth of sampling methods available in the literature that improves
on the drawbacks of rejection sampling: adaptive rejection sampling (more de-
tails in [65], [66], [67]), the Metropolis-Hastings algorithm (more details in [68],
[69]) or Gibbs sampling (more details in [70]) to name a few, but explaining all
of them would be beyond the scope of this work. Instead, I will outline the
background behind the slice sampling method, as proposed by Neal in the early
2000s (more details in [71]). Slice sampling shares many similarities with other
Markov chain methods (such as Metropolis-Hastings and Gibbs sampling), but
it also improves on them as it is capable of adjusting the step size automatically
to match the local shape of the density function. Its implementation is also ex-
tremely straightforward. In its simplest form, slice sampling of a one-dimensional
probability distribution f(x) is achieved in the following way:
1. Pick a starting point x0 (any point underneath f(x) is sufficient).
2. Fix x0 and generate uniform sample y0 from [0, f(x0)].
3. Fix y0 and generate uniform sample x1 from slice {x : f(x) = y0}.
4. Iteration consists of steps 2. and 3. — all samples {xi}i are accepted (and
distributed according to f(x)).
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Sampling x from the slice {x : f(x) = const} can be achieved in a number of
ways, the most common being stepping-out or doubling procedures. In the case
of the stepping out procedure, given an estimate w of the scale of the width of
the slice, we proceed by finding bounds of the slice (L,R) as follows:
1. Pick an interval of size w containing x0.
(a) L bound is given by x0 − w × Uniform(0, 1)
(b) R bound is given by L+ w
2. If L or R in slice, extend the bound by w in that direction, until both L
and R outside of slice.
3. Sample x1 uniformly from (L,R).
4. If x1 in slice, accept the sample, otherwise use it to update L or R respect-
ively.
The stepping-out procedure is appropriate for any distribution as long as an
estimate w of the scale of the width of the slice is known (the size of the interval
can always be limited to mw for any positive integer m). The doubling procedure
can however expand the interval faster than the stepping-out procedure, and it
might be more appropriate. This method works as follows:
1. Pick an interval of size w containing x0.
(a) L bound is given by x0 − w × Uniform(0, 1)
(b) R bound is given by L+ w
2. If L or R in slice, extend the bound by (L − R) in the random direction2,
until both L and R outside of slice.
3. Sample x1 uniformly from (L,R).
4. If x1 in slice, accept the sample, otherwise use it to update L or R respect-
ively.
The general concept of the slice sampling algorithm is summarised in figure 3.3
below.
2Please note that it is essential for the correctness of the method that the slice is extended
in the random direction, as it produces a final interval that is the same as one that could be
obtained from a different sample x0 (more details in [71]).
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x0
y0 y0
x1
Slice
f(x)
Figure 3.3: Summary of the slice sampling algorithm.
Slice sampling algorithm can be extended trivially to multiple dimensions
by sampling each dimension in turn repeatedly (as in Gibbs sampling). The
major benefit of this method (apart from ease of implementation) is that unlike
Metropolis-Hastings algorithm or Gibbs sampling, it is not sensitive to the step
size (which if too small causes slow decorrelation of the random walk, and if
too large leads to a high rejection rate). In effect the step size is automatically
adjusted to match the shape of the sampled density function.
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4 Gaussian Approximation Potential
4.1 Introduction
In this chapter I introduce the theoretical background that underpins the Gaussian
Approximation Potential (GAP) — a new class of interatomic potentials that can
be derived from energy, force and stress data and which is computed using expli-
citly quantum-mechanical ab initio methods, although it is not limited to them as
data obtained from classical calculations can be used equally well. It is often im-
possible or impractical to develop a physical model of the studied phenomena in
a closed functional form of an interatomic potential that relies on a fixed number
of fitted parameters. Consequently, the Gaussian Approximation Potential relies
on a non-parametric approach to multidimensional regression, usually referred to
as Gaussian process regression.
I begin by describing the most common (weight-space view) formulation of
Gaussian process regression in section 4.2, demonstrating how it can be used for
inference of continuous and differentiable functions in multiple dimensions. We
follow this in section 4.3 by outlining how this methodology can be used for fitting
of potential energy surfaces. In section 4.4 I discuss the computational issues of
GAP, that are important in the context of atomistic simulations. Finally, I finish
this chapter with an in-depth discussion of atomic environments, and how they
are relevant in the context of GAP potential in section 4.5.
4.2 Gaussian Process Regression
The problem of finding a classical atomic energy function which reproduces the
quantum-mechanical potential energy, is equivalent to the problem of supervised
learning — a machine learning technique for inferring a function from a training
data set. In our case, the atomic energy function is a continuous value function
and therefore we can classify it as a regression problem.
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Following the analysis in [72], in the Bayesian interpretation of the regression
problem a non-linear function y(x) is assumed to underlie the data {x(n), tn}Nn=1,
where the set of input vectors is given by XN = {x(n)}Nn=1 and the set of corres-
ponding target values is given by tN = {tn}Nn=1. The inference of the function
y(x) is described by the posterior probability distribution using Bayes theorem:
P (y(x)|tN ,XN) = P (tN |y(x),XN)P (y(x))
P (tN |XN) . (4.1)
A common approach when dealing with the regression problems is to parameterise
the function y(x) by restricting it to some well defined class of functions that we
consider, where the prior distribution on functions P (y(x)) is implicit in the
choice of the parametric model. However, in practice, the parameterisation of
the function y(x) is irrelevant to the prediction of future values of tN+1, given the
input vector x(N+1) and the data {x(n), tn}Nn=1. All that is relevant is the assumed
prior distribution P (y(x)) and the assumed noise P (tN |y(x),XN).
A more general approach is to give a prior probability to every possible func-
tion by placing the prior probability distribution P (y(x)) directly over the space
of functions. The simplest type of prior over functions is the Gaussian process
which is a generalisation of the Gaussian probability distribution over a vector
space of finite size to a distribution over an infinite function space. Although it
may appear that the computational complexity associated with the inference of
a function from a space of infinite size is intractable, it is possible to make pre-
dictions of future target values tN+1 with finite computational resources as both
conditional and marginal distributions of a multivariate Gaussian distribution (or
a Gaussian process) are Gaussian as well.
We begin by expanding the function y(x) in an infinite set of basis functions
φ(x) = {φh(x)}h:
y(x) =
∑
h
whφh(x). (4.2)
Assuming that the distribution of w = {wh}h is a Gaussian, we notice that y,
being a linear function of w, must also be Gaussian distributed, and following the
derivation in [72] or [73], it can be shown that:
P (yN) ∝ exp
(
−1
2
yTN(σ
2
wΦΦ
T )−1yN
)
, (4.3)
which is a joint, multivariate Gaussian distribution (elements of the covariance
matrix σ2wΦΦ
T can be calculated by integrating over all values of h) and where
38
the set of function values corresponding to input XN is given by yN = {yn}Nn=1.
The elements of the covariance matrix are given by:
Φ =


φ1(x
(1)) φ2(x
(1)) · · ·
φ1(x
(2)) φ2(x
(2)) · · ·
...
...
. . .
φ1(x
(N)) φ2(x
(N)) · · ·

 =


φ(x(1))
φ(x(2))
...
φ(x(N))

 .
This result is the defining property of a Gaussian process — the probability
distribution of a function y(x) is a Gaussian process, if for any finite set of points
XN the density P (yN) is a Gaussian.
Assuming that each target value tn differs from the corresponding function
value by additive Gaussian noise of variance σ2ν , tn is also Gaussian, and we can
further show that:
P (tN) ∝ exp
(
−1
2
tTN(σ
2
wΦΦ
T + σ2νI)
−1tN
)
. (4.4)
Having defined the probability P (tN), we can now define the probability of
inferring observation tN+1, given the observed vector tN — the last necessary
step for performing regression. Since the joint probability P (tN+1, tN) must be
Gaussian, so is the conditional probability:
P (tN+1|tN) = P (tN+1, tN)
P (tN)
. (4.5)
By rewriting the new covariance matrix in terms of the covariance matrix σ2wΦΦ
T
(according to the analysis outlined in [72] or [73]), and substituting it into the
above equation, one can obtain the expression for conditional probability:
P (tN+1|tN ,XN) ∝ exp
(
−(tN+1 − t¯N+1)
2
2σ2t¯N+1
)
, (4.6)
where:
t¯N+1 = σ
2
wφ(x
(N+1))ΦT · (σ2wΦΦT + σ2νI)−1 · tN (4.7)
σ2t¯N+1 = σ
2
wφ(x
(N+1))φT (x(N+1))
− σ2wφ(x(N+1))ΦT · (σ2wΦΦT + σ2νI)−1 · σ2wΦφT (x(N+1)), (4.8)
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and consequently one can immediately identify t¯N+1 as the predictive mean at
point x(N+1), with σt¯N+1 as its corresponding error.
It is worth noting that in order to predict multiple future target values, the co-
variance matrix needs to be computed and inverted only once. Consequently, the
computation of the covariance matrix elements, which involves integration over
all basis functions, is only performed during the teaching process. By combining
the tools of Bayesian inference and the Gaussian process, we obtain a non-linear,
non-parametric method of solving multidimensional regression problems. Our
choice of the set of basis functions (or the corresponding covariance function),
imposes the prior directly over the infinite space of functions. This allows us to
predict the future values in a very general and rigorous way, which correspond to
a model with an infinite number of parameters. At the same time, the Gaussian
process regression is easy to implement and extend, and it remains computa-
tionally tractable, allowing us to compute predictions at M new points with a
computational cost that scales as O(NM) for the predictive mean, O(N2M) for
the corresponding error and O(N3) for training (where N is the number of the
teaching points).
4.2.1 Covariance Function
In the above treatment of Gaussian process regression we have deliberately left
out the issue of calculating the covariance matrix σ2wΦΦ
T explicitly, as it requires
some further discussion. If the underlying function y(x) that we are trying to
infer is expanded in an infinite set of basis functions φ(x) (as in equation 4.2),
one must wonder how this computation is numerically tractable. In practice it
turns out that if the summation is replaced by integration, and the limits are
taken to be ±∞, one can evaluate that integral analytically.
In the most straightforward case of a one-dimensional regression, we can
demonstrate this using Gaussian radial basis functions as an example:
y(x) =
∑
h
whφh(x) =
∑
h
wh exp
[
−(x− h)
2
2r2
]
. (4.9)
Substituting this expression into the covariance matrix σ2wΦΦ
T and taking the
summation limit to approach infinity, one obtains the following expression for
the element ij of the covariance matrix:1
1An in-depth discussion of this derivation, as well as discussion of the weight-space and
function-space formulations of the Gaussian process regression can be found in MacKay’s (more
details in [72], Part V, Chapter 45) and Rasmussen’s (more details in [73], Chapter 2) books.
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(
σ2wΦΦ
T
)
ij
∝
∫ hmax
hmin
φh(xi)φh(xj)dh
∝
∫ hmax
hmin
exp
[
−(xi − h)
2
2r2
]
exp
[
−(xj − h)
2
2r2
]
dh. (4.10)
Finally, taking the limits of the integration hmin → −∞ and hmax → +∞, the
above integral can be solved analytically:
(
σ2wΦΦ
T
)
ij
∝ exp
[
−(xj − xi)
2
4r2
]
, (4.11)
and we can incorporate the normalising constant inside the σ2w, thus obtaining
the following square-exponential covariance function:
(
ΦΦT
)
ij
= exp
[
−(xj − xi)
2
4r2
]
= C(xi, xj). (4.12)
The above treatment can be directly extended to the multiple-dimensional
case with ease and it demonstrates that Gaussian process regression can be con-
sidered from a different perspective altogether. Instead of specifying the prior
distribution in terms of basis functions, it can be redefined in terms of the cov-
ariance function instead. This is the function-space view. Within the Gaussian
Process regression formalism the only constraint on the choice of the covariance
function is that it must correspond to a non-negative-definite covariance matrix
(more details in [72]).
Table 4.1 below presents the most common covariance functions used for
Gaussian Process regression (more details in [73]):
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Stationary covariance functions:2 C(xi, xj) = C(xi − xj)
Constant θ
Square-Exponential exp
[
− (xi−xj)2
2θ2
]
Exponential exp
[−xi−xj
θ
]
Gamma-Exponential exp
[
− (xi−xj
θ
)γ]
Mate´rn Class 1
2ν−1Γ(ν)
(√
2ν
l
(xi − xj)
)ν
Kν
(√
2ν
l
(xi − xj)
)
Rational Quadratic
(
1 +
(xi−xj)2
2αθ2
)−α
Non-stationary covariance functions:
Dot Product3 θ + xi · xj
Polynomial (θ + xi · xj)p
Table 4.1: The most commonly used covariance functions.
It is also worth mentioning that new covariance functions can be created from
the existing ones, as the sum of two kernels is also a kernel and the product of
two kernels is also a kernel, etc. (more details in [73]).
4.2.2 Hyperparameters
The regression parameters σw, σν , and any other adjustable parameters appearing
in the covariance expression (for example θ in square-exponential covariance in
table 4.1) are usually referred to as hyperparameters and the choice of their value
depends on the prior knowledge of the dataset. We can think of these parameters
as having the following physical meaning:
• σw → prior knowledge of the variance of parameters {wh}h.
• θ→ prior knowledge of the length-scale (width) of the basis functions.
• σν → noise in the data measurement.
In the above scenario, making a prediction of tN+1 would be ideally performed
by integrating over all the available values of the hyperparameters:
2Stationary covariance functions are invariant to translations of the input coordinates.
3Dot product covariance function is invariant to rotation of the input coordinates, but not
to translations.
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P (tN+1|tN ,XN) =
∫
P (tN+1|tN ,XN , σw, θ, σν)P (σw|tN ,XN)
P (θ|tN ,XN)P (σν |tN ,XN) dσw dθ dσν . (4.13)
However, it is usually impossible to evaluate such an integral analytically. Even
if it is possible to carry out such integration by means of numerical methods in
principle, for example using Markov chain Monte Carlo, it is usually not a prac-
tical solution. Instead, one usually relies on the maximum likelihood principle,
effectively assuming that P (σw|tN ,XN), P (θ|tN ,XN) and P (σν |tN ,XN) are delta
functions, which simplifies the above expression to:
P (tN+1|tN ,XN) = P (tN+1|tN ,XN , σmaxw , θmax, σmaxν ), (4.14)
where the hyperparameters are usually selected by hand based on the prior know-
ledge of the known features of the data. Alternatively, in the absence of any prior
knowledge of their values, one can attempt to infer them from the available data
by optimising:
P (σw, θ, σν |tN ,XN) ∝ P (tN ,XN |σw, θ, σν)P (σw, θ, σν), (4.15)
which assuming uniform prior on hyperparameters P (σw, θ, σν) can be achieved
by maximising the likelihood P (tN ,XN |σw, θ, σν). This is usually carried out in
the logarithm space, as this simplifies the problem analytically, using any of the
available optimisation methods (such as those outlined in section 3.3).
4.3 Interatomic Potential
Throughout this work we are interested in either improving an existing interatomic
potentials or creating a completely new one by applying Gaussian process regres-
sion to include information computed directly using quantum-mechanical meth-
ods. Each of these two approaches have their merits. Using an existing, simple
potential (such as Lennard-Jones, Finnis-Sinclair or EAM) which already con-
tains an accurate description of the physical system in its equilibrium configur-
ation means that we only need to train the energy correction in the regions of
phase space where the original, underlying potential differs from the quantum-
mechanical description. However, as we will explore in chapters 6 and 7, this
approach has its disadvantages as the potential energy landscape of energy correc-
43
tion might be more complicated than the original, underlying energy landscape.
On the other hand, using Gaussian process regression to find a new potential
altogether can make the training process significantly more complex as physical
behaviour that we take for granted (such as atomic repulsion for example) needs
to be included explicitly.
In this section we present a formalism that can be applied to either of the
above two cases — assuming that Enew = Ecore + (EQM − Ecore), creating an
energy correction to an existing potential corresponds to a non-zero Ecore term,
whereas for the purpose of creating a new-potential altogether, we simply take
Ecore = 0. Consequently, our new interatomic potential becomes:
Enew = Ecore + (EQM − Ecore)
= Ecore + EGAP
=
N∑
i=1
ǫ
(core)
i +
N∑
i=1
ǫ
(GAP )
i , (4.16)
and we need to find the atomic energy function ǫ(GAP ), such that:
N∑
i=1
ǫ
(GAP )
i = EGAP = EQM −Ecore, (4.17)
where the individual, reference function values ǫ are not available when training
a potential derived from data computed using explicitly quantum-mechanical
method, and the training is from the total energies E instead.
In any computer simulation which involves molecular dynamics, we are also
interested in the forces acting on the atoms. Hence, we also need to be able to
accurately predict forces:
f (i)(new) = f (i)(core) + (f (i)(QM) − f (i)(core))
= f (i)(core) + f (i)(GAP )
= −∇(i)Ecore −∇(i)EGAP
= −∇(i)
N∑
j=1
ǫ
(core)
j −∇(i)
N∑
j=1
ǫ
(GAP )
j . (4.18)
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At the same time, in order to be able to extract the maximum amount of in-
formation from our training data we want to be able to infer the atomic energy
function ǫ from the forces acting on the atoms in our training configurations:
−∇(i)
N∑
j=1
ǫ
(GAP )
j = f
(i)(GAP ) = f (i)(QM) − f (i)(core). (4.19)
as well as from the virial stress tensor which is the stress acting on the simulation
cell (more details in [74]). It can be expressed as a linear combination of atomic
positions and derivatives of the local energy ǫ:
−
N∑
i=1
x(i)α
∂
∂x
(i)
β
N∑
j=1
ǫ
(GAP )
j =
N∑
i=1
x(i)α f
(i)(GAP )
β = τ
(GAP )
αβ = τ
(QM)
αβ − τ (core)αβ . (4.20)
Consequently, our training data is given by EGAP , {f (i)(GAP )}Ni=1 and τ (GAP )αβ
and it follows that we need to be able to train the atomic energy function ǫ(GAP )
from the sum of its values when we are training from total energies, from the
sum of its derivatives when we are training from forces and from the linear com-
bination of atomic positions and its derivatives when training from virial stress
tensor. Additionally, if we are to use the atomic energy function in molecular
dynamics to predict the forces on atoms, we need to be able to calculate its exact
derivative. All of these requirements can be satisfied by adapting the Gaussian
process regression formalism accordingly.
4.3.1 Total Energies
Following the work in [75], Gaussian process regression can be easily extended
to train from the sum of function values. We expand the sum of functions in an
infinite set of basis functions:
EGAP =
N∑
i=1
ǫ
(GAP )
i =
N∑
i=1
ǫ(GAP )(q(i)) =
∑
h
wh
N∑
i=1
φh(q
(i)), (4.21)
and assume that the distribution of w = {wh}h is a Gaussian. Following the
same derivation as in section 4.2, the elements of the covariance matrix σ2wΦΦ
T
now become:
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Φ =


∑N
i=1φ(q
(i))∑N
i=1φ(q
(i))
...


←− teaching configuration 1
←− teaching configuration 2
etc.
The remaining part of the derivation is the same, except for the computation
of the covariance matrix, which now involves the additional cross terms. Con-
sequently, we can find the value of the atomic energy function for atom i (and its
error) by simply adapting equations 4.7 and 4.8:
ǫ¯i = σ
2
wφ(q
(i))ΦT · (σ2wΦΦT + σ2νI)−1 ·E(train) (4.22)
σ2ǫ¯i = σ
2
wφ(q
(i))φT (q(i))
− σ2wφ(q(i))ΦT · (σ2wΦΦT + σ2νI)−1 · σ2wΦφT (q(i)), (4.23)
where E(train) is the vector of the total energy corrections.
4.3.2 Forces and Stresses
In order to train the atomic energy function from the sum of its derivatives we
again follow the work in [75]. We expand the sum of derivatives in an infinite set
of basis functions:
−f (i)(GAP )α =
N∑
j=1
∂ǫ
(GAP )
j
∂x
(i)
α
=
N∑
j=1
∂ǫ(GAP )(q(j))
∂x
(i)
α
=
∑
h
wh
N∑
j=1
∂φh(q
(j))
∂x
(i)
α
=
∑
h
wh
N∑
i=j
ψ
(i)
h,α(q
(j)). (4.24)
and assume that the distribution of w = {wh}h is a Gaussian. Adapting the
derivation in section 4.2 according to [75], the covariance matrix now becomes
σ2wΨΨ
T , with elements:
Ψ =


∑N
j=1ψ
(i)
x (q
(j))∑N
j=1ψ
(i)
y (q
(j))∑N
j=1ψ
(i)
z (q
(j))
...


teaching configuration 1,
←− atom i,
x, y, z components
etc.
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The computation of the covariance matrix again involves additional cross terms,
and we can find the value of the atomic energy function for atom i (and its error)
by adapting equations 4.7 and 4.8:
ǫ¯i = σ
2
wφ(q
(i))ΨT · (σ2wΨΨT + σ2νI)−1 · −f (train) (4.25)
σ2ǫ¯i = σ
2
wφ(q
(i))φT (q(i))
− σ2wφ(q(i))ΨT · (σ2wΨΨT + σ2νI)−1 · σ2wΨφT (q(i)), (4.26)
where f (train) is the vector of the force corrections.
Since the virial stress tensor is simply a linear combination of atomic positions
and derivatives of the local energy, the above methodology extends straightfor-
wardly and the atomic energy function can be inferred from the virial stress tensor
by combining the above two results.
Finally, as described in [75], calculating an exact derivative of the atomic
energy function is equivalent to another Gaussian process and we can find it (and
its error) by computing:
∂ǫ¯j
∂x
(i)
α
= σ2wψ
(i)
α (q
(j))ΦT · (σ2wΦΦT + σ2νI)−1 · E(train)
= σ2wψ
(i)
α (q
(j))ΨT · (σ2wΨΨT + σ2νI)−1 · −f (train) (4.27)
σ2∂ǫ¯j
∂x
(i)
α
= σ2wψ
(i)
α (q
(j))ψ(i)Tα (q
(j))
− σ2wψ(i)α (q(j))ΦT · (σ2wΦΦT + σ2νI)−1 · σ2wΦψ(i)Tα (q(j))
= σ2wψ
(i)
α (q
(j))ψ(i)Tα (q
(j))
− σ2wψ(i)α (q(j))ΨT · (σ2wΨΨT + σ2νI)−1 · σ2wΨψ(i)Tα (q(j)) (4.28)
where E(train) is the vector of the total energy corrections and f (train) is the vector
of the force corrections.
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4.4 Sparsification
As outlined in section 4.2, Gaussian process regression allows us to compute pre-
dictions at M new points with a computational cost that scales as O(NM) for
the predictive mean, O(N2M) for the corresponding error and O(N3) for training
(where N is the number of teaching points). While this method remains com-
putationally tractable for training sets consisting of several thousands of input
points, this limit can be easily exceeded if one needs to train the atomic energy
function from the sums of function values or from the sums of function derivatives
(because of the resultant cross terms). Furthermore, our training data is very of-
ten correlated especially when training from forces, so if we are to train an atomic
energy function that remains accurate in a wide variety of atomic configurations,
the training data must include a wide variety of configurations. We need to use a
sparse model that preserves the desirable properties of the full Gaussian process
regression to maximise accuracy, but at the same time involves a minimal number
of input points to minimise the computational cost.
In recent years there have been many attempts to make sparse approximations
to the original Gaussian process regression (more details in [76]). One which is
especially useful for our application was proposed by Snelson and Ghahramani
in [77]. It uses the covariance, which is parameterised by S pseudo-input points
(such that S ≪ N), consisting of S pseudo-input vectors and S corresponding
pseudo-input targets.
Following the original derivation and using the notation from section 4.2 we
can define the covariance elements corresponding to the sparse pseudo-inputs as:
Φ′ =


φ′(x′(1))
φ′(x′(2))
...
φ′(x′(S))

 ,
and our original equations 4.7 and 4.8 for predictive mean and its corresponding
error become:
t¯N+1 = σ
2
wφ(x
(N+1))ΦT · (σ2wΦΦT + σ2νI)−1 · tN
≈ σ2wφ(x(N+1))Φ′T ·Q−1S · t′S (4.29)
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σ2t¯N+1 ≈ σ2wφ(x(N+1))φT (x(N+1))
− σ2wφ(x(N+1))Φ′T ·
(
(σ2wΦ
′Φ′T )−1 −Q−1S
) · σ2wΦ′φT (x(N+1))
+ σ2ν , (4.30)
where the original covariance matrix (σ2wΦΦ
T + σ2νI) is replaced by QS and the
vector of target values tN is replaced by the pseudo-input targets t
′
S. They can
be computed by evaluating:
t′S = σ
2
wΦ
′ΦT (Λ+ σ2νI)
−1tN , (4.31)
where Λ = diag(λn) is a diagonal matrix constructed from the elements:
λn = (σ
2
wΦΦ
T )nn
+ (σ2wφ(x
(n))Φ′T )T · (σ2wΦ′Φ′T )−1 · (σ2wφ(x(n))Φ′T ), (4.32)
and the new covariance matrix QS is given by:
QS = (σ
2
wΦ
′Φ′T ) + (σ2wΦ
′ΦT ) · (Λ+ σ2νI)−1 · (σ2wΦΦ′T ). (4.33)
By looking at equations 4.29 and 4.30 we can immediately notice that evaluat-
ing the matrix product no longer corresponds to the sum of N elements, but
instead it is replaced by S terms (where S ≪ N). Furthermore, the pseudo-input
targets always correspond to individual atomic energies as opposed to a linear
combination of them (as in the case of total energies or forces or stresses).
The covariance can then be optimised using a gradient-based method, which
optimises the hyperparameters of the covariance function and the locations of the
pseudo-input points (in terms of the input coordinates) in the same joint optim-
isation. Without going into too much mathematical detail (the derivation can be
found in [77]), it suffices to say that our optimisation is achieved by maximising
the marginal likelihood, which corresponds to finding both optimal values of the
hyperparameters and the locations of pseudo-input points that best reproduce the
original input data. We can assess how well our sparse pseudo-inputs reproduce
the original data by comparing our value of the marginal likelihood with that
of the original data with minimised hyperparameters. If they are close enough
for our purposes, we can use our optimised pseudo-inputs to approximate the
Gaussian process regression using the full, non-sparsified original data.
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Consequently, by applying the sparse Gaussian process using pseudo-inputs,
we can eliminate problems arising from both the use of large numbers of input
points due to training from sums and from highly correlated input data. This
allows us to compute predictions atM new points with a computational cost that
scales as O(SM) for the predictive mean, O(S2M) for the corresponding error
and O(S2N) for training, where N is the number of the original input points and
S is the number of sparse pseudo-input points, such that S ≪ N .
4.5 Description of Atomic Environments
Although one could try to compute the Gaussian process regression for the atomic
energy function ǫ using atomic coordinates {x(i)}Ni=1 as input, such an approach
would be both impractical and computationally expensive. To do this one would
need to ensure that all structures related by simple symmetry transformations
are explicitly included in the training dataset (structures related by a rotation,
translation or reflection often correspond to the same energy, as dictated by the
symmetry of the system). At the same time, the computational cost associated
with performing Gaussian process regression can be significantly decreased by
reducing the dimensionality of the input. Hence, in order to reduce the dimen-
sionality and simplify the process of training the atomic energy function from
quantum-mechanical information, we should use a set of invariants as input in-
stead. These need to represents the atomic neighbourhood of atoms accurately
and also occupy a space of fewer dimensions. Consequently, we can approximate
the atomic energy function ǫ as:
ǫi = ǫ({x(j) − x(i)}Nj=1)→ ǫ(q(i)), (4.34)
where we define the atomic neighbourhood as a set of atoms with coordinates
{x(j)}Nj=1, such that the energy ǫi obeys:
∂ǫi
∂x(j)
6= 0, (4.35)
and where q(i) is a vector of parameters associated with the environment of atom
i. If q(i) provides a complete description of the atomic environment, the mapping
is one-to one and the equality between the two sides of our approximation holds.
The problem of finding a mapping {x(j) − x(i)}Nj=1 → q(i) (which we will
refer to as the “descriptor”) that is both complete and invariant to the relevant
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symmetry transformations is not a trivial one. Consequently, we present a more
in-depth discussion of this problem, as well as potential solutions, below.
4.5.1 Rotational and Permutational Invariance
For the purpose of Gaussian process regression and its application in the Gaussian
Approximation Potential, a good descriptor should not only provide a faithful
representation of the atomic environment, ideally, retaining the completeness of
the Cartesian representation. It should also contain all the appropriate sym-
metries such as rotation, translation and reflection, and furthermore it should
also provide permutational invariance with respect to ordering of the atoms. In
the most straightforward example of using Cartesian coordinates as a descriptor,
even if one ensures a consistent method determining the order of the atoms, any
change in the neighbour positions that affects this ordering would lead to discon-
tinuities in the atomic energy function. This by itself would be unphysical, and
make computation of forces which are derivatives of the atomic energy function
ill-defined.
The most common method of providing a rotationally invariant descriptor is
based on calculating a set of geometric parameters describing the system, such
as bond lengths, bond angles, tetrahedral angles, etc. It has rotational symmetry
built in but the size of a complete set of such parameters is highly impractical as
it grows as O(exp(N)) with the number of bonds N surrounding the central atom
(more details in [25]). It is also easy to see that, due to its size, the information
contained in such a set is highly redundant. There is, however, no systematic
way of reducing its size without an associated loss of accuracy.
A more practical, rotationally invariant representation of atomic environment,
where the positions of N neighbours relative to the central atom are given by
{ri}Ni=1, can be constructed by computing the symmetric matrix:
Σ =


r1 · r1 r1 · r2 . . . r1 · rN
r2 · r1 r2 · r2 . . . r2 · rN
...
...
. . .
...
rN · r1 rN · r2 . . . rN · rN

 (4.36)
where the diagonal elements correspond to the bond lengths, and the off-diagonal
elements are related to bond angles (although scaled by the bond lengths). This
representation can be shown to be complete (more details in [78], [25] and [79])
up to an arbitrary rotation and reflection. For a representation that is complete
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up to an arbitrary rotation alone, matrix Σ needs to be complemented with the
appropriate quadrant information:
Σ∗ =

r1r1(cos θ11, sin θ11) r1r2(cos θ12, sin θ12) . . . r1rN(cos θ1N , sin θ1N )
r2r1(cos θ21, sin θ21) r2r2(cos θ22, sin θ22) . . . r2rN(cos θ2N , sin θ2N )
...
...
. . .
...
rNr1(cos θN1, sin θN1) rNr2(cos θN2, sin θN2) . . . rNrN(cos θNN , sin θNN )


(4.37)
which provides a more compact representation than the set of bond lengths, bond
angles, tetrahedral angles, etc., although it is still vastly redundant.
Unfortunately, all of the above solutions suffer from the fact that permuta-
tional invariance cannot be readily included. Permuting the neighbouring atoms
shuffles the columns and rows of matrix Σ and although one could attempt to
compare two structures using a distance metric:
d = min
P
|Σ−PΣPT |, (4.38)
where P is a general permutation operator, and we minimise over all possible
permutations, this metric is not differentiable at locations where the permutation
operator changes (more details in [79]).
One way of achieving permutational invariance is through the use of symmetric
polynomials:
Πk(x1, x2, . . . , xN) = Πk(xP1, xP2, . . . , xPN ), (4.39)
where k corresponds to the degree of the polynomial. In the most straightforward
case for k = 1:
Π1(x1, x2, . . . , xN ) =
N∑
i=1
xi. (4.40)
This representation, however, is not rotationally invariant.
4.5.2 Bond-Order Parameters
The most commonly used set of parameters that is both rotationally and per-
mutationally invariant are the bond-order parameters originally introduced in
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[21], which are widely used to analyse the atomic structure of solids in the field
of computational chemistry (more details in section 2.5.2). However, they do not
provide a complete representation of the system (i.e. the mapping is not one-
to-one). They are nevertheless a good starting point in our analysis that should
lead to a continuous, differentiable set of parameters to accurately describe atomic
configurations that we can use with Gaussian process regression.
To begin, the atomic environment can be approximated by a three-dimensional
density function ρ and in the simplest possible case the neighbouring atoms can
be approximated by point-masses:
ρi = ρ({x(j) − x(i)}Nj=1) =
N∑
j=1
αjδ(x− (x(j) − x(i))), (4.41)
where αj is a weight associated with atomic species j (although for a single-species
case it can be assumed that α = 1), and δ is the three-dimensional Dirac-delta
function.
If the atomic density function is projected onto the surface of a sphere, it can
be expanded using a spherical harmonics basis:
ρ(θ, φ) =
∞∑
l=0
l∑
m=−l
QlmYlm(θ, φ), (4.42)
where:
Qlm =
∫
ρ(θ, φ)Ylm(θ, φ) sin θdθdφ, (4.43)
and Ylm(θ, φ) are orthonormalised spherical harmonic functions and θ and φ are
the polar and azimuthal angles measured with respect to an arbitrary reference
frame.
For the atomic density function ρi of atom i, composed of a sum of (weighted)
Dirac-delta functions, this expansion becomes:
Q
(i)
lm =
N∑
j=1
αjYlm(θ(x
(j) − x(i)), φ(x(j) − x(i))), (4.44)
and consequently for any neighbouring atom j, we can define a set of numbers:
Q
(i)(j)
lm = Ylm(θ(x
(j) − x(i)), φ(x(j) − x(i))), (4.45)
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In the original formulation (more details in [21]), Steinhardt defines a quantity:
Q¯
(i)
lm =
1
Ni
Ni∑
j=1
Q
(i)(j)
lm , (4.46)
where the sum is over all atoms in the neighbourhood of atom i, and it is norm-
alised by the number of neighbours Ni.
Although the parameters Q¯
(i)
lm depend on the choice of the reference frame,
the following rotationally invariant combinations can be constructed from them:
Q
(i)
l =
(
4π
2l + 1
l∑
m=−l
|Q¯(i)lm|2
)1/2
(4.47)
W
(i)
l =
∑
m1,m2,m3
m1+m2+m3=0
(
l l l
m1 m2 m3
)
Q¯
(i)
lm1
Q¯
(i)
lm2
Q¯
(i)
lm3
, (4.48)
which are the second-order and third-order invariants respectively [22] and the
term in brackets is a Wigner 3j symbol. Finally, it is possible to define a reduced
order parameter Wˆ
(i)
l , which is almost insensitive to the precise definition of a
neighbour:
Wˆ
(i)
l = W
(i)
l /
(
l∑
m=−l
|Q¯(i)lm|2
)3/2
. (4.49)
Any combination of Q
(i)
l , W
(i)
l or Wˆ
(i)
l can be used as a set of rotationally and
permutationally invariant parameters that can be expanded or contracted, de-
pending on how precisely we want to describe the atomic neighbourhood of the
atom i. Elements with odd values of l can also be skipped, or one can take
its absolute value, in order to impose reflection symmetry. However, the set of
bond-order parameters is also a highly incomplete descriptor — not only is the
angular representation incomplete (more on that in the following section), but
the representation of any radial information is missing altogether. Furthermore,
in this original formulation, assuming a finite neighbourhood cutoff distance, this
descriptor has a discontinuity at the neighbourhood cutoff. Both the radial sensit-
ivity and continuity properties can be, however, easily fixed by inclusion of radial
information using radial basis functions.
In order to extrapolate the original formulation of the bond order parameters
into a continuous and differentiable descriptor we introduce a continuous and
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differentiable radial weight function wij and modify the quantities Q
(i)(j)
lm and
Q¯
(i)
lm accordingly:
Q
(i)(j)
lm = wij(|x(j) − x(i)|)Ylm(θ(x(j) − x(i)), φ(x(j) − x(i))) (4.50)
Q¯
(i)
lm =
1∑Ni
j=1wij
Ni∑
j=1
Q
(i)(j)
lm . (4.51)
Since, in practice, we use a radial function with a finite range cutoff, we therefore
limit the range of the bond order parameters and the atomic energy function ǫ
which uses the bond order parameters as its coordinates to this cutoff.
Although there is a lot of freedom in the choice of the functional form of the
radial basis (specified by the set of weight functions wij) we use to calculate the
bond order parameters, there are some aspects that require careful consideration.
As already mentioned, our radial basis functions need to be continuous and dif-
ferentiable and decay to zero at some finite cutoff if our bond order parameters
are to remain continuous. Furthermore, within the Gaussian process regression
formalism, the force on an atom is a function of bond order parameter derivative
so, if we are to avoid unwanted force impulses we require the bond order deriv-
atives to be continuous and to also decay to zero at the cutoff. Note that the
requirement of bond order derivatives being continuous is then satisfied as our
bond order parameters need to be differentiable in the first place.
A more detailed analysis of the bond order parameters also reveals that they
correspond to expanding our atomic density function (the function consisting of
Dirac delta functions centred at atomic positions) in a basis of spherical harmonics
and our radial basis and than calculating the corresponding invariants. Sturm-
Liouville theory and, in particular, the theory of the associated eigenfunctions
and their completeness, ensures that we can expand the atomic density function
without any loss of information as long as we choose a suitable radial basis such
as a set of spherical Bessel functions. Then any loss of information about the
atomic environment is attributed entirely to the computation of the associated
invariants.
However, since our expansion becomes complete only as the number of ele-
ments in the basis approaches infinity, we should also consider radial bases that
are not complete but which nevertheless contain sufficient information about our
system when the basis is sparse (i.e. the number of basis elements is small). If
the radial basis functions are, in addition, easy to evaluate, these factors might
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indeed be of greater importance — there is then a direct trade-off between the
accuracy of our atomic environment representation and its dimensionality.
An example of the first few elements of a simple radial basis, with adjustable
parameters rcut and r0, that is continuous and differentiable and is guaranteed to
decay to zero as r approaches rcut is:
R1(r) =
{
1 0 ≤ r < rcut − r0
cos2(π
2
r−rcut+r0
r0
) rcut − r0 ≤ r ≤ rcut
, (4.52)
R2(r) =
{
0 0 ≤ r < rcut − 2r0
cos2(π
2
r−rcut+r0
r0
) rcut − 2r0 ≤ r ≤ rcut
, (4.53)
R3(r) =
{
cos2(π
2
r−rcut+r0
rcut−r0 ) 0 ≤ r < rcut − r0
cos2(π
2
r−rcut+r0
r0
) rcut − r0 ≤ r ≤ rcut
. (4.54)
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Figure 4.1: Bond-order parameters radial basis functions specified in
equations 4.52, 4.53 and 4.54.
A more in depth discussion of radial basis functions including an example of an
orthonormalised basis set can be found in [79].
Finally, we demonstrate how one can calculate the derivatives of the bond
order parameters with respect to the Cartesian coordinates. One needs to be
able to calculate the derivatives in order to learn an energy function ǫ from its
derivatives (forces). This can be achieved using an expression for regular solid
harmonics Rlm in the Cartesian coordinates from [80]:
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Rlm =
√
4π
2l + 1
rlYlm
=
√
(l +m)!(l −m)!
∑
p,q,s
p+q+s=l
p−q=m
1
p!q!s!
(
−x+ iy
2
)p(
x− iy
2
)q
zs, (4.55)
where p, q and s are all positive integers. Consequently, the spherical harmonics
can be rewritten in terms of Cartesian coordinates as:
Ylm =
√
2l + 1
4π
(
x2 + y2 + z2
)−l/2
√
(l +m)!(l −m)!
∑
p,q,s
p+q+s=l
p−q=m
1
p!q!s!
(
−x+ iy
2
)p(
x− iy
2
)q
zs, (4.56)
and finding their derivatives with respect to the Cartesian coordinates is now
equivalent to differentiating a polynomial. In order to find the derivatives of the
bond order parameters with respect to the Cartesian coordinates, one needs to
apply an appropriate coordinate transformation:
∂Q
(j)(k)
lm
∂x
(i)
α
=
∂Q
(j)(k)
lm (x
(k) − x(j))
∂x
(i)
α
=
∂Q
(j)(k)
lm (x
(k) − x(j))
∂(x
(k)
α − x(j)α )
∂x
(k)
α − x(j)α
∂x
(i)
α
=
∂Q
(j)(k)
lm (x)
∂xα
∂x
(k)
α − x(j)α
∂x
(i)
α
= (δik − δij)∂Q
(j)(k)
lm (x)
∂xα
, (4.57)
and the problem simply becomes a matter of applying the chain rule a sufficient
number of times.
4.5.3 Power Spectrum and Bispectrum
In the above analysis of bond-order parameters it is critical to remember that
even as l approaches infinity the bond order parameters do not give a complete
description of the atomic neighbourhood. Although in some situations they do
provide sufficient information about the environment of the atom, their accuracy
can be vastly improved by the application of representation theory concepts, as
carried out by Barto´k-Pa´rtay, Kondor and Csa´nyi (more details in [25], [26] and
[79]).
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Using the bra-ket notation and Einstein summation convention for simplicity,
we can expand the atomic density function ρ in terms of a spherical harmonics
basis:
|ρ〉 = clm|Ylm〉, (4.58)
where the basis functions form an orthonormal set:
〈Yl′m′ |Ylm〉 = δl′lδm′m, (4.59)
and where the inner product is defined as:
〈f |g〉 =
∫
f ∗g sin θdθdφ. (4.60)
An arbitrary rotation Rˆ transforms the spherical harmonics basis functions by
expanding them into a linear combination of spherical harmonics with the same
l index:
Rˆ|Ylm〉 = Dlmm′(Rˆ)|Ylm′〉, (4.61)
where Dl(Rˆ) is the Wigner matrix (more details in [79]) and its elements can be
computed by evaluating:
Dlmm′(Rˆ) = 〈Ylm′|Rˆ|Ylm〉. (4.62)
Consequently, we can again expand the atomic density function ρ under an
arbitrary rotation Rˆ:
Rˆ|ρ〉 = Rˆ (clm|Ylm〉) = clmRˆ|Ylm〉 = clmDlmm′(Rˆ)|Ylm′〉, (4.63)
and so we can observe that under an arbitrary rotation Rˆ, the vector cl transforms
according to:
cl
Rˆ−→ Dl(Rˆ)cl. (4.64)
Now, exploiting the property that Wigner matrices are unitary (more details
in [79]):
(
Dl
)∗
Dl = I, (4.65)
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the simplest rotationally invariant parameter is given by:
pl = c
∗
l cl, (4.66)
where we can immediately observe that its transformation under an arbitrary
rotation Rˆ is given by:
c∗l cl
Rˆ−→ c∗l
(
Dl
)∗
Dlcl = c
∗
l cl. (4.67)
We refer to pl as the rotational power spectrum.
A finite set of rotational power spectrum parameters is unlikely to provide a
complete description of the atomic density function ρ (in fact it is far from being
complete) but the same formalism can be applied to couple multiple angular mo-
mentum channels and therefore obtain a larger, more complete set of rotationally
invariant parameters. Again, following the work of Barto´k-Pa´rtay, Kondor and
Csa´nyi (more details in [25], [26] and [79]), one can define a tensor gl1l2l:
l1+l2⊕
l=|l1−l2|
gl1l2l = C
l1l2 (cl1 ⊗ cl2) , (4.68)
where cl1⊗cl2 is the direct product of cl1 and cl2 , and Cl1l2 is a tensor of Clebsch-
Gordan coefficients (which can be thought of as coupling constants). By construc-
tion, tensor gl1l2l transforms under an arbitrary rotation Rˆ according to:
gl1l2l
Rˆ−→ Dl(Rˆ)gl1l2l, (4.69)
and consequently we can construct a parameter of the next order, that couples
multiple angular momentum channels:
bl l1l2 = c
∗
l gl1l2l. (4.70)
We refer to bl l1l2 as the rotational bispectrum. It is trivial to show that it is
invariant under an arbitrary rotation Rˆ:
c∗l gl1l2l
Rˆ−→ c∗l
(
Dl
)∗
Dlgl1l2l = c
∗
l gl1l2l. (4.71)
Finally, we can rewrite the bispectrum formula in terms of Clebsch-Gordan
coefficients:
bl l1l2 = c
∗
lmC
l l1l2
mm1m2cl1m1cl2m2 , (4.72)
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from which it becomes apparent that Steinhardt bond-order parameters, or the
rotational power spectrum, are in fact a subset of rotational bispectrum para-
meters:
pl ∝ (Ql)2 , (4.73)
bl 0 l = Nc
∗
lmδmm2clm2 = Nc
∗
lmclm ∝ pl ∝ (Ql)2 , (4.74)
bl l l = c
∗
lmC
l l l
mm1m2
clm1clm2 = (−1)mC l l lmm1m2clmclm1clm2 ∝Wl, (4.75)
since the Clebsch-Gordan coefficients are related to the Wigner 3j symbol by:(
l1 l2 l3
m1 m2 m3
)
=
(−1)l1−l2−m3√
2l3 + 1
C l1l2l3m1m2−m3 , (4.76)
and:
clm = (−1)mc∗lm. (4.77)
The rotational bispectrum parameters can be expanded to include radial in-
formation using a treatment analogous to that presented with bond-order para-
meters in the previous section. Consequently, the expansion of the atomic density
function ρ becomes:
|ρ〉 = cnlm|wn, Ylm〉. (4.78)
If the radial basis is orthonormal, we exploit the property:
〈wn′, Yl′m′ |wn, Ylm〉 = δn′nδl′lδm′m, (4.79)
and the rotational power spectrum and bispectrum parameters become:
pn l = c
∗
nlmcnlm, (4.80)
bn l l1l2 = c
∗
nlmC
l l1l2
mm1m2
cn l1m1cn l2m2 . (4.81)
A more in depth discussion of radial basis functions, including discussion of the
treatment when the radial basis functions are not orthogonal, is given in [79].
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As in the case of the bond-order parameters, if our rotational bispectrum
parameters are to remain continuous we require the radial basis set {wn} to be
continuous and differentiable and to decay to zero at some finite cutoff. It is
also important to ensure that individual radial basis functions are sufficiently
coupled — having weakly coupled functions without sufficient overlap can lead
to unphysical rotational invariance of rotating subsets of atoms occupying shells
at similar distance from the origin.
One way of ensuring radial basis coupling is through the selection of basis
functions that cover a wide range of distances — this approach, however, has the
disadvantage of reducing sensitivity to radial information at a specific distance
(usually selected to correspond to the distance of a nearest neighbour shell).
Different radial channels can be also coupled explicitly, although at the cost of
increasing the number of invariant parameters:
pn1n2 l = c
∗
n1lmcn2lm, (4.82)
bnn1n2l l1l2 = c
∗
nlmC
l l1l2
mm1m2cn1l1m1cn2l2m2 . (4.83)
Finally, we note that, as in the case of bond-order parameters, elements clm
transform under the reflection about the origin as:
clm
reflection−−−−−→ (−1)lclm. (4.84)
Consequently in order to impose reflection symmetry we compute absolute value
of the elements with odd values of l or we skip them altogether.
4.5.4 4-dimensional Bispectrum
An alternative method of including radial information in rotational bispectrum
parameters has been suggested by Barto´k-Pa´rtay, Kondor and Csa´nyi (more de-
tails in [25], [26] and [79]). This does not require explicit introduction of a radial
basis set but it still provides representation of a three-dimensional atomic density
function. One can define a four-dimensional sphere S3 with radius r0, where the
surface is defined as a set of points s ∈ R, such that:
s21 + s
2
2 + s
2
3 + s
2
4 = r
2
0, (4.85)
and the polar angles φ, θ and θ0 are defined as:
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s1 = r0 cos θ0
s2 = r0 sin θ0 cos θ
s3 = r0 sin θ0 sin θ cos φ
s4 = r0 sin θ0 sin θ sin φ. (4.86)
We use the projection from three-dimensional space onto the surface of a four-
dimensional sphere defined by:

xy
z

→

φ = arctan
(
y
x
)
θ = arccos
(
z
r
)
θ0 = π
r
r0

 . (4.87)
An arbitrary density function ρ can now be expanded on the surface of a four-
dimensional sphere in terms of a (four-dimensional) hyper-spherical harmonics
basis:
|ρ〉 = cjm′m|U jm′m〉, (4.88)
where the basis functions form an orthonormal set:
〈U j1m′1m1 |U
j2
m′2m2
〉 = δj1j2δm′1m′2δm1m2 , (4.89)
and where the inner product is defined as:
〈f |g〉 =
∫
f ∗g sin2 θ0dθ0 sin θdθdφ. (4.90)
The reminder of the analysis is analogous to that for the three-dimensional
bispectrum, with Wigner matrices Dl(Rˆ) having four-dimensional equivalents
(that are also unitary):
Dlmm′(Rˆ)→ Rjm′1m1m′2m2(Rˆ) = 〈U
j1
m′1m1
|Rˆ|U j2m′2m2〉. (4.91)
The four-dimensional equivalents of Clebsch-Gordan coefficients can be expressed
in terms of the three-dimensional one:
C l l1l2mm1m2 → Hj mm
′
j1m1m′1j2m2m
′
2
= Cj j1j2mm1m2C
j j1j2
m′m′1m
′
2
, (4.92)
62
and the four-dimensional analogue of the equation 4.68 is given by:
j1+j2⊕
j=|j1−j2|
gj1j2j = H
j1j2 (cj1 ⊗ cj2) , (4.93)
Consequently, the four-dimensional equivalents of the rotational power spec-
trum and bispectrum are given by:
pl = c
∗
jcj , (4.94)
bj j1j2 = c
∗
jgj1j2j =
(
cjm′m
)∗
Cj j1j2mm1m2C
j j1j2
m′m′1m
′
2
cj1m′1m1
cj2m′2m2
. (4.95)
Finally, in order to eliminate the invariance with respect to the third polar
angle (which corresponds to translational invariance with respect to the origin),
we can modify the atomic density function by the addition of a Dirac-delta func-
tion corresponding to the central atom as a fixed reference point at (0, 0, 0):
ρ→ ρ′ = δ(0) + ρ. (4.96)
The four-dimensional rotational bispectrum components corresponding to half-
valued j1+j2+j again correspond to terms that change their sign under reflection,
and consequently we either skip them or take absolute values of them in order to
enforce reflection symmetry.
It is also worth noticing that the four-dimensional rotational bispectrum para-
meters have only three indices while containing both angular and radial informa-
tion (unlike the three-dimensional case where the radial basis introduces a fourth
index). There is also no ambiguity in selecting an appropriate radial basis and
the only adjustable parameter is that of r0. Consequently, the four-dimensional
version of the rotational bispectrum provides much more elegant solution to the
descriptor problem in the context of GAP.
4.5.5 Descriptors and Invariance of Covariance Function
So far in our analysis we have considered the problem of potential energy surface
fitting (outlined in sections 4.2 and 4.3), and the problem of finding a faithful rep-
resentation of an atomic environment (outlined in this section so far) completely
independently. However, by simplifying equation 4.7 into:
ǫi = ǫ(q
(i)) =
M∑
j=1
αjK(q
(i),q(j)), (4.97)
where K is the covariance function, {αj}Mj=1 are the coefficients determined by
the Gaussian Process regression fitting procedure, {qj}Mj=1 are the descriptor co-
ordinates of the training data set and qi are the descriptor coordinates of the
environment of atom i, obtained by a mapping:
q(i) = q({x(j) − x(i)}Nj=1), (4.98)
we should realise that it is not the choice of a descriptor mapping that is fun-
damental for the purpose of potential energy surface fitting but, the choice of
the covariance function that is constructed from the descriptors that is of crit-
ical importance. In fact, one can incorporate the descriptor mapping inside the
similarity measure K directly and bypass the idea of a descriptor altogether:{
K(q,q′)
q({x(j) − x}Nj=1)
}
→ K ′({x(j) − x}Nj=1, {x(j) − x′}N
′
j=1). (4.99)
This approach not only gives a better control of the symmetries built inside the
covariance function but also provides a controlled and systematic way of ensuring
that the covariance function changes smoothly with the Cartesian coordinates.
4.5.6 Smooth Overlap of Atomic Positions (SOAP)
The similarity of two atomic environments can be defined as the overlap between
their corresponding atomic density functions ρ and ρ′ computed according to:
S(ρ, ρ′) =
∫
ρ(x)ρ′(x)dx. (4.100)
Consequently, one can propose a similarity kernel (more details in [79]):
k(ρ, ρ′) =
∫ ∣∣∣S(ρ, Rˆρ′)∣∣∣n dRˆ, (4.101)
where we integrate a simple function of the overlap of two atomic environments
over all possible rotations defined by operator Rˆ. While it is easy to see that integ-
rating over all arbitrary rotations ensures rotational invariance, the definition of
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the atomic density function from equation 4.41 clearly satisfies the permutational
invariance as the ordering of the elements in the sum does not matter.
However, in the context of computing an atomic density overlap, retaining
the definition of the atomic density expressed as a sum of Dirac-delta functions
is extremely impractical. It is not an efficient method of capturing the similarity
of two atomic environments with atomic positions that are very close to each
other but not identical. Furthermore, it would result in a kernel k(ρ, ρ′) that is
both discontinuous and non-differentiable. Consequently, we modify the equation
4.41 by expanding the atomic densities in terms of three-dimensional Gaussian
functions instead:
ρi = ρ({x(j) − x(i)}Nj=1) =
N∑
j=1
αj exp
(
−|x− (x
(j) − x(i))|2
2θ2j
)
, (4.102)
where the Dirac-delta function result can be recovered in the limit as θj → 0,
and θj (the width of Gaussians corresponding to atomic species j) can be used
to control the smoothness of the kernel k(ρ, ρ′) corresponding to the change in
Cartesian coordinates of the atomic positions.
The obvious difficulty in evaluating the kernel k(ρ, ρ′) is performing the integ-
ration over all possible rotations Rˆ analytically. However, this can be achieved
by expanding the Gaussian functions using a spherical harmonics basis:
exp
(
−|x1 − x2|
2
2θ2
)
= 4π
(
−r
2
1 + r
2
2
2θ2
)∑
lm
il
(r1r1
θ2
)
Ylm(rˆ1)Y
∗
lm(rˆ2), (4.103)
where il are the modified spherical Bessel functions of the first kind. Con-
sequently, the atomic density function can be expanded as:
ρi =
N∑
j
∑
lm
cjlm(r)Ylm(rˆ), (4.104)
where:
cjlm(r) = 4π exp
(
−r
2 + r2ij
2θ2j
)
il
(
rrij
θ2j
)
Y ∗lm(rˆij). (4.105)
Exploiting the property that an arbitrary rotation Rˆ transforms the spherical
harmonics basis functions in terms of a linear combination of spherical harmonics
with the same index l and expansion coefficients given by the Wigner matrix
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Dl(Rˆ) (as outlined in the previous section), the overlap of two atomic environ-
ments subject to an arbitrary rotation Rˆ is given by:
S(ρ, Rˆρ′) =
∑
i i′
∑
l m
l′m′m′′
Dl
′
m′m′′(Rˆ)
∫ (
cilm(r)
)∗
ci
′
l′m′(r)dr
×
∫
(Ylm(θ, φ))
∗ Yl′m′′(θ, φ) sin θ dθ dφ
=
∑
i i′
∑
l mm′
I˜ i i
′
l mm′D
l′
m′m′′(Rˆ)
=
∑
l mm′
Ilmm′D
l′
m′m′′(Rˆ), (4.106)
where:
I˜ i i
′
l mm′ = 4π exp
(
−r
2
i + r
2
i′
4θ2
)
il
(riri′
θ2
)
Ylm(rˆi)Y
∗
lm′(rˆi′), (4.107)
and:
Il mm′ =
∑
i i′
I˜ i i
′
lmm′ . (4.108)
In order to evaluate the rotationally invariant kernel k(ρ, ρ′) we rely on the
property that the direct product of two Wigner matrices can be decomposed in
terms of a direct sum of Wigner matrices and Clebsch-Gordan coefficients (more
details in [79]). Consequently, by combining the above result with equation 4.101
for n = 2 we obtain (we ignore the case of n = 1 as we recognise that for n = 1
the order of integration can be exchanged and therefore no angular information
is included):
k(ρ, ρ′)|n=2 =
∫
S∗(ρ, Rˆρ′)S(ρ, Rˆρ′)dRˆ
=
∑
lmm′
λµµ′
I∗l mm′Iλµµ′
∫ (
Dlmm′(Rˆ)
)∗
Dλµµ′(Rˆ)dRˆ
=
∑
lmm′
I∗l mm′Ilmm′ . (4.109)
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An analogous result for n = 3 is given by:
k(ρ, ρ′)|n=3 =
∑
l mm′
l1m1m′1
l2m2m′2
I∗lmm′C
l m
l1m1l2m2C
lm′
l1m′1l2m
′
2
Il1m1m′1Il2m2m′2 , (4.110)
where conceptual similarities to the rotational power spectrum and the bispec-
trum should already become obvious.
In practical terms, computation of elements Il mm′ involves summation of
I˜ i i
′
lmm′ terms over all possible pairs of atoms i and i
′. This becomes an increasingly
computationally intensive task in situations where the central atom is surrounded
by a large number of neighbours. To overcome this problem the atomic density
function can be expanded using radial basis functions instead:
ρi =
N∑
j=1
αj exp
(
−|x− (x
(j) − x(i))|2
2θ2j
)
=
∑
nlm
cnlmwn(r)Ylm(rˆ), (4.111)
which eliminates the summation over neighbouring atoms from equation 4.104.
If the radial basis is orthonormal we observe that:∫
w∗n1(r)wn2(r)dr = δn1n2, (4.112)
and the terms Il mm′ become:
Il mm′ =
∑
n
cnlm (c
′
nlm′)
∗
. (4.113)
Substituting the above result into k(ρ, ρ′)|n=2 and k(ρ, ρ′)|n=3, we obtain:
k(ρ, ρ′)|n=2 =
∑
n1n2lmm′
cn1lm
(
c′n1lm′
)∗
(cn2lm)
∗ cn2lm =
∑
n1n2l
pn1n2lp
′
n1n2l
, (4.114)
where pn1n2l is the rotational power spectrum defined in the previous section and:
k(ρ, ρ′)|n=3 =
∑
nn1n2
l l1l2
bnn1n2l l1l2b
′
nn1n2l l1l2
, (4.115)
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where bnn1n2l l1l2 is the rotational bispectrum defined in the previous section.
Consequently, we can recognise that a Smooth Overlap of Atomic Positions kernel
is equivalent to a three-dimensional rotational power spectrum and bispectrum
generated by Gaussian atomic density functions and a dot-product covariance
function.
Finally, the final form of the SOAP covariance function is obtained by scaling
it by a normalising factor (as suggested in [73]), and raising it to a positive power
ζ ≥ 2:
K(ρ, ρ′) =
(
k(ρ, ρ′)√
k(ρ, ρ)
√
k(ρ′, ρ′)
)ζ
. (4.116)
This increases the sensitivity of the covariance function to pairs of atomic envir-
onments with significant overlap.
4.6 Implementation
For the purpose of this work we use an implementation of the Gaussian process
regression developed within the libAtoms [81] software library for the purpose of
carrying out molecular dynamics simulations, for which author of this work is one
of the contributors. The implementation includes all the necessary modifications,
as outlined in section 4.2 in order to fit the atomic energy function ǫ(GAP ) from
the data consisting of total energies, atomic forces and stress virials as input.
Since the amount of noise present in the energy, force and/or stress viral
observations usually differs significantly, the computation of the covariance matrix
has been modified such that each observation can correspond to an independent
value of the noise parameter:
σν →


σ
(energy)
ν N
σ
(force)
ν
σ
(virial)
ν N
(4.117)
where N corresponds to the number of atoms in the simulation cell in the total
energy and stress virial calculations.
Throughout this work we investigate the problem of the atomic energy func-
tion ǫ(GAP ) fitting using a number of descriptors (as outlined in section 4.5).
However, since the bond-order parameters and the rotational power spectrum
constitute a subset of the bispectrum parameters, we only need to outline the
cases of bispectrum and SOAP below.
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For the bispectrum descriptor we use a square-exponential covariance func-
tion, defined as:
k(q(i),q(j)) = exp
(
−(q
(i) − q(j))2
2θ2
)
. (4.118)
However, this form assumes that the characteristic length-scale of the bispectrum
phase space is isotropic, which is often not the case. Consequently, an anisotropic
version of square-exponential covariance is used instead:
k(q(i),q(j)) = exp
(
−1
2
(q(i) − q(j))TΣ(q(i) − q(j))
)
, (4.119)
where Σ is a diagonal matrix of hyperparameters with each element of the di-
agonal corresponding to a different characteristic length-scale of the appropriate
dimension of the bispectrum:
θ → Σ =


1
θ21
1
θ22
. . .

 . (4.120)
The corresponding basis functions are given by:
φh(q
(i)) = exp
(−(q(i) − h)TΣ(q(i) − h)) . (4.121)
In the case of Smooth Overlap of Atomic Positions we use polynomial covari-
ance:
k(q(i),q(j)) =
(
q(i) · q(j))ζ , (4.122)
which has no adjustable parameters that correspond to the characteristic length-
scale of the descriptor, but θ in this case is related to the width of Gaussian
functions representing atoms in the atomic density function instead and it can be
adjusted for systematic control of covariance smoothness. Additionally, one can
tune the sensitivity of the covariance function using a new hyperparameter ζ .
As demonstrated in [73] polynomial covariance of degree ζ corresponds to
polynomial basis functions of the form:
φh(q
(i)) = ϕ(h) · ϕ(q(i)), (4.123)
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where the vector ϕ(q) is constructed from the vector q according to:
ϕ(q) =


√
ζ!
m1!...mD !
qm11 . . . q
mD
D√
ζ!
m1!...mD !
qm11 . . . q
mD
D
...

 , (4.124)
for all possible combinations of {mi}Di=1 such that
∑D
i=1mi = ζ where D corres-
ponds to the dimensionality of vector q and vector elements mi specify the degree
of the polynomial.
Finally, our implementation uses the sparsification scheme based on pseudo-
inputs as outlined in section 4.4. This effectively allows for deconvolution of
teaching information during the fitting process as the weight assigned to the
sparse pseudo-input point with atomic environment q corresponds to the atomic
energy ǫ(GAP )(q) and not to the linear combination of atomic environments (as
in the case of fitting from total energies) or a linear combination of atomic en-
vironments and their derivatives (as in the case of fitting from forces and stress
virials). This property has an extremely favourable effect on the computational
cost of evaluating atomic energies and their derivatives with the GAP interatomic
potential.
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5 Bulk Properties and Lattice Defects
in Tungsten
5.1 Introduction
All the methodology outlined so far in chapters 2, 3 and 4 has been very general,
and can be universally applied to the simulation of any class of solids. It also
serves as a review of the existing research available in the literature.
In this chapter I focus on the details of simulating properties of tungsten —
a transition metal that was selected as a “testing ground” for our GAP potential
for metals. It marks the beginning of the second part of this thesis where I give an
account of my own work which starts with preliminary calculations of tungsten
properties with the existing, well established models and associated testing for
convergence of these results.
I begin in section 5.2 with a brief outline of the basic properties of tungsten,
focusing on the features that are of particular interest from the perspective of
developing an interatomic potential. We follow, in section 5.3, by outlining how
quantum-mechanical methods such as density functional theory can be employed
to predict these properties and what precautions need to be taken to ensure
convergence of the results. Finally, I demonstrate the relevant methods and
techniques employed to compute bulk properties, such as elastic constants or
phonon spectrum, and various lattice defects. Whenever appropriate, I present
the results of these calculations for tungsten using both classical and quantum-
mechanical models.
5.2 BCC Lattice
The body-centred cubic (bcc) structure is a very common crystal structure in
nature. Examples of metals that naturally form bcc crystals include iron, chro-
mium, molybdenum, tungsten, vanadium, niobium and tantalum and their tech-
nological prominence is well established. They have been extensively used by
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humankind since the Iron Age. While there are some considerable differences
among these metals — description of iron, for example, is extremely complicated
with at least four allotropic forms and complex magnetic behaviour — it is, never-
theless, established that some of these properties, such as plasticity in particular,
are generic among most bcc metals and can be attributed to the common lattice
crystallography.
Unlike face-centred cubic (fcc) or hexagonal close-packed (hcp) structures, in
bcc crystals there are no truly close packed planes. Slip can occur in the direction
of the shortest Burgers vector 〈111〉 which contains the nearest neighbour. In
principle any plane containing a 〈111〉 direction can be a potential slip plane.
In practice, however, heat is required to overcome the activation energy for slip
to occur and the activation barrier usually correlates closely with how densely
constituent atoms are packed within the slip plane.
The most densely packed planes of the 〈111〉 zone are the {110} planes. There
are six {110} slip planes each with two possible 〈111〉 directions giving 12 possible
slip systems in total. The second most densely packed slip planes are the {112}
planes forming another 12 possible slip systems and their activation energies are
usually close to those of the {110} planes. There are also a further 24 〈111〉{123}
slip systems and going even further yet another 24 〈111〉{134} slip systems. These
are all, however, significantly less densely packed and consequently they do not
play an important role in the description of plasticity in bcc systems. The sep-
aration of the consecutive planes (in terms of a conventional cell lattice constant
a) of the slip systems mentioned above are given in table 5.1 below:
〈111〉{110} → 1√
2
a
〈111〉{112} → 1√
6
a
〈111〉{123} → 1√
14
a
〈111〉{134} → 1√
26
a
Table 5.1: Separation distance of high symmetry slip planes in the bcc
〈111〉 zone.
It can be easily computed for any other arbitrary plane {hkl} in a cubic system
with lattice constant a using the equation:
1
d2
=
h2 + k2 + l2
a2
. (5.1)
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This ordering of slip systems in terms of physical significance should not come
as a surprise. Physical intuition dictates that as the separation of the planes
decreases the activation energy of a slip system is anticipated to increase in order
to overcome the electrostatic repulsion of atoms in the neighbouring planes as
they get close to each other. A diagram representing the 〈111〉 zone with the
most common slip systems of physical significance in bcc systems is given in
figure 5.1 below.
(110) plane
〈1
1
2
〉
〈111〉
1
2
〈111〉
{112}
{110}
(111) plane
Figure 5.1: Slip systems of bcc 〈111〉 zone.
The above analysis suggests that in our investigation of the properties of tung-
sten we should pay particular attention to the high symmetry crystallographic
directions of 〈110〉, 〈111〉 and 〈112〉 and the corresponding planes.
5.3 Classical and Ab Initio Calculations
In the past, interatomic potentials have been almost exclusively employed to
model bcc metals. Even today, in simulations involving more than a few hundreds
of atoms one is still limited to a Finnis-Sinclair potential (more detail in [18]),
the embedded-atom method (more details in [17]) or more recently developed
bond-order potentials (more details in [43], [44] and [45]). Unfortunately, all of
these potentials have their shortcomings. While Finnis-Sinclair potentials and the
embedded-atom method are computationally simple to evaluate and they often
provide good qualitative description of the system, neither of them is capable of
reproducing the properties of crystal defects to the quantum-mechanical degree
of accuracy in quantitative terms (more details in [44]).
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Some of the limitations of the second-moment EAM- or FS-type interatomic
potentials have been overcome by deriving the analytic form of the potential dir-
ectly using perturbation theory with respect to the underlying electronic struc-
ture, as in the generalised perturbation theory (GPT) potentials developed by
Moriarty (more details in [82] and [83]). These potentials have been very suc-
cessful in modelling the behaviour of period four and five transition metals (more
details in [84] and [85]). At the same time, although the bond-order potential im-
proves significantly on the accuracy of EAM and FS, it is computationally much
more complex and in its non-analytic form it is only capable of computing forces
that approximate the derivatives of the total energy of the system (as outlined
in section 2.5.6, unless analytic BOP is used the Hellmann-Feynman forces only
become exact as the bond orders converge to their exact values).
More recently, various quantum-mechanical schemes have been used to com-
pute the properties of bcc metals. However, these investigations were limited
by the system size and therefore they could not reproduce the large-scale phe-
nomena that directly influence plasticity behaviour such as dislocation glide or
brittle fracture (for details see [86], [87] and [88]). They have, however, been very
successful in predicting elastic, vibrational and even lattice defect properties that
can be simulated in cells consisting of up to a few hundreds of atoms.
In the next few sections we will investigate the most important elastic, vi-
brational and lattice defect properties of tungsten using both classical and ab
initio schemes. This allows us to systematically assess the limitations of both
classical and quantum-mechanical methods in quantitative terms. At the same
time, it will allow us to investigate how training data for the development of GAP
potential for tungsten can be obtained.
Since our investigation into the GAP methodology involves exploring the pos-
sibility of developing a quantum-mechanical correction to the existing interatomic
potential, we decided to use Finnis-Sinclair interatomic potential as an example
classical method. It has the advantages of computational simplicity and it has
been widely used in existing studies of bcc systems. Although there exists an
EAM potential for tungsten, we find that conceptually it is not radically different
from the Finnis-Sinclair potential. At the same time, although the bond-order
potential offers improved accuracy over both the EAM method and the Finnis-
Sinclair potential, its computational complexity and issues related to the compu-
tation of forces make it unsuitable as the core potential in our GAP methodology.
For the purpose of performing ab initio calculations we use the CASTEP
package for the first principles electronic structure calculations (more details in
[89]). CASTEP uses density functional theory to determine the ground state
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electronic structure of the system and in all of our DFT calculations we use the
Perdew-Burke-Ernzerhof exchange-correlation functional (more details in [8]).
We use Finnis-Sinclair potential implementation developed within the
libAtoms [81] software library, for which author of this work is one of the contrib-
utors. We have also developed a driver that allows us to use the CASTEP package
from within the same library. All of the data can then be analysed using quippy
[90] Python interface to the libAtoms/QUIP molecular dynamics framework.
5.3.1 Convergence of DFT Calculations
When performing DFT calculations it is critical to ensure that all quantities of
interest (in our case total energy, forces and stresses) are converged with respect
to any adjustable parameters. In principle, this is as simple as running a series
of calculations while changing a single parameter at a time, and inspecting the
quantities of interest. The most straightforward test case for a bcc system that
provides for a careful inspection of total energy, forces and stresses involves:
1. A simulation cell containing at least two atoms as a primitive unit cell will
have zero forces.
2. Randomised atomic positions and lattice vectors in order to avoid zero forces
and stresses.
In density functional theory calculations involving periodic supercells, the elec-
tronic wavefunctions are expanded in terms of a discrete set of plane waves where
a carefully chosen set of k-points can be used to accurately represent the wave-
function at all k-points. Furthermore, the basis set is truncated by omitting
plane waves with kinetic energies higher than a predefined maximum cutoff en-
ergy. This necessitates a careful analysis of how all quantities of interest converge
with the plane-wave cutoff and the k-point sampling.
Furthermore, when simulating metals using density functional theory partial
band occupancies need to be introduced in order to eliminate the discontinuous
changes in total energy that occur when an energy band crosses Fermi level. An
electronic temperature is introduced through a Gaussian-like smearing of each
energy level. While the energy calculation can be corrected for the effects of
finite electronic temperature using appropriate correction (which permits use of
large smearing widths up to 1 eV; more details in the CASTEP software user
documentation), there is no corresponding expression for a similar correction of
forces or stresses. Consequently, one should analyse the effect of finite electronic
temperature on the calculated values of forces and stresses as there is a trade-off
between accuracy and instability due to reordering of the bands.
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Figure 5.2: Convergence of energy, force and stress virial calculations as a function of
plane-wave energy cutoff, k-point sampling density and smearing width parameters.
We present the outcome of convergence calculations for energies, forces and
stresses as a function of plane-wave cutoff, k-point sampling density and finite
electronic temperature smearing in figure 5.2. Since it is vital for the purpose
of GAP methodology that the training data is both accurate and consistent, our
(conservative) choice of parameters for our subsequent work is summarised in
table 5.2 below:
plane-wave energy cutoff, Ecut → 600 eV
k-point sampling density, ρ → 0.015 A˚−1
smearing width, w → 0.1 eV
Table 5.2: Converged values of DFT parameters.
5.4 Lattice Constant and Elastic Properties
We begin the quantitative assessment of the Finnis-Sinclair interatomic potential
and density functional theory results with a calculation of the tungsten bcc lattice
constant. This is easily achieved using a geometry optimisation approach (as
outlined in section 3.3) but one can also obtain it by computing phase energy-
volume curves and reading the lattice parameter corresponding to the ground
state energy. The energy-volume curve of bcc tungsten is given in figure 5.3
below.
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Figure 5.3: Energy-volume curve of bcc tungsten evaluated using FS
and DFT models.
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The energy-volume phase diagram of tungsten for other common crystal phases
is included in appendix A.
For the purpose of this work it is beneficial to rescale the Finnis-Sinclair in-
teratomic potential so that it has a matching lattice constant to that of DFT cal-
culations. This way comparing the results obtained using classical and quantum-
mechanical approaches is easier and the original result can be always reclaimed
by scaling the lattice back to its original value. Furthermore, since we are plan-
ning to use the Finnis-Sinclair potential as core potential, it should simplify the
fitting process in the development of our GAP method. In fact, for the purpose
of fitting a GAP correction with the Finnis-Sinclair potential core, one can match
the harmonic regime of the energy-volume curves obtained using Finnis-Sinclair
and DFT methods by applying the transformation:
rFS → r′FS = αrFS,
EFS(rFS)→ E ′FS(rFS) = βEFS(αrFS), (5.2)
where the coefficients α and β are defined as:
α =
(
V
(DFT )
0
V
(FS)
0
) 1
3
=
a
(DFT )
0
a
(FS)
0
,
β =
B(DFT )
B(FS)α3
. (5.3)
The parameter B is the bulk modulus. It measures the resistance of the substance
to uniform compression and it effectively corresponds to the quadratic coefficient
of the energy-volume curve. If one defines bulk modulus as B = B0+B
′
0P , finding
the value of B corresponds to fitting the energy as a function of volume in the
Birch-Murnaghan equation of state (more details in [91]):
E(V ) = E0
+
9V0B0
16

[(V0
V
)2/3
− 1
]3
B′0 +
[(
V0
V
)2/3
− 1
]2 [
6− 4
(
V0
V
)2/3] ,
(5.4)
and the problem is equivalent to that of fitting a quadratic polynomial.
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Finally, the rescaled forces can be easily obtained as:
fFS → f ′FS(rFS) = −∇FSE ′FS(rFS) = αβfFS(rFS), (5.5)
and stress virials being a linear combination of forces and atomic positions are
obtained using the same method.
The resulting lattice constant and bulk modulus from the DFT calculation
and corresponding scaling factors for the Finnis-Sinclair potential are given in
table 5.3 below:
a0 = 3.1805 A˚ , α = 0.99519
B = 304.59 GPa , β = 0.99302
Table 5.3: Tungsten DFT lattice parameter and bulk modulus, and
corresponding Finnis-Sinclair potential scaling factors.
5.4.1 Linear Elasticity Theory
In the linear limit of continuous elasticity theory, the relationship between stress
and strain is given by Hooke’s law:
σij = −
3∑
k=1
3∑
l=1
cijklǫkl, (5.6)
where cijkl is the stiffness tensor. For anisotropic cubic structures the tensor cijkl
has only three independent elements and the above equation reduces to (more
details in [92]):

σxx
σyy
σzz
σyz
σzx
σxy


=


C11 C12 C12
C12 C11 C12
C12 C12 C11
C44
C44
C44




ǫxx
ǫyy
ǫzz
ǫyz
ǫzx
ǫxy


, (5.7)
and for isotropic materials this further reduces to only two independent elements
(more details in [92]), since:
C44 =
C11 − C12
2
. (5.8)
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By evaluating stresses for small strains ǫxx and ǫyz we can compute all three
elastic constants C11, C12 and C44 that determine the elastic properties of bcc
tungsten. In order to remain within the linear regime we only use strains of up
to 1% in these calculations. The results for DFT and FS interatomic potential
are given in table 5.4 below:
DFT FS
C11 [GPa] 516.86 514.23
C12 [GPa] 198.18 200.12
C44 [GPa] 142.30 157.21
Table 5.4: Tungsten elastic constants.
In the table above it should come as no surprise that the C11 and C12 para-
meters obtained using DFT and the FS interatomic potential match closely. We
have rescaled our FS potential bulk modulus to match that of DFT and these
are related by B = 1
3
(C11 + 2C12). However, there is approximately a 10% error
in the C44 parameter which is related to shear modulus. This is a manifestation
of a common behaviour often observed while fitting conventional interatomic po-
tentials with fixed number of parameters. All the other elastic parameters such
as Young’s modulus or Poisson’s ratio can also be expressed in terms of C11, C12
and C44 (more details in [92]).
5.4.2 Anharmonic Regime
We now explore the behaviour of DFT and the FS interatomic potential in the
anharmonic regime. We again evaluate the stresses but this time for a large
spectrum of strains ranging from −10% to +10%. We are interested in three
stress-strain curves in particular:
• σxx vs. ǫxx → which corresponds to longitudinal compression (the slope is
equal to C11 in the linear regime).
• σyy vs. ǫxx → which corresponds to transverse expansion (the slope is equal
to C12 in the linear regime).
• σyz vs. ǫyz → which corresponds to shearing (the slope is equal to C44 in
the linear regime).
Plots of the above three curves are given in figure 5.4 below.
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Figure 5.4: Stress-strain curves of bcc tungsten for a range of strains
from −10% to +10%.
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As expected, in the harmonic regime the FS stress-strain curve matches that
of DFT closely which is not surprising since the slope at zero strain corresponds
to C11, C12 and C44 elastic constants respectively. However, for longitudinal
compression, there is a significant deviation between the two for strains above
2.5% and for transverse expansion above 6%, which can be explained by the
onset of non-linearity. This behaviour is something we will attempt to describe
more accurately with our GAP potential.
5.5 Phonon Spectrum
At non-zero temperatures the atoms that compose the crystal lattice fluctuate
randomly around their lattice sites (this random motion corresponds to heat).
Consequently the position of atom i can be written as:
xi = Rl + x
0
i + ui = x
0
l,i + ui, (5.9)
where R represents the lattice vector and u is the displacement away from equi-
librium. One can Taylor expand the potential energy of the system around these
equilibrium lattice sites:
E = E0 +
1
2
∑
l,l′
i,i′
α,α′
∂2E
∂ul,i,α∂ul′,i′,α′
ul,i,αul′,i′,α′ . (5.10)
We have ignored the first-order term as the expansion is around the equilibrium
and the expansion terminates after the second-order term as we are only approx-
imating the harmonic regime.
Consequently, the dynamics of the system is described by a set of coupled
equations of motion:
mi
∂2ul,i,α
∂t2
=
∑
l
′
i′
α′
∂2E
∂ul,i,α∂ul′,i′,α′
ul′,i′,α′, (5.11)
which, in a solid, have wave-like solutions:
ul,i =
1√
Nmi
∑
k,β
A(k, β) exp
(
i(k · x0
l,i − ω(k, β)t)
)
e(k, β, i). (5.12)
Substituting the above solution into the equation of motion 5.11 one obtains a
system of linear equations that can be solved using the usual means employed for
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the treatment of coupled harmonic oscillators (more details in [93]). Hence, one
can obtain ω as a function of wavevector k and polarisation β) which gives the
dispersion relation.
In our analysis of the vibrational properties of bcc tungsten we compute the
dispersion relation for all polarisation modes (two transverse and one longitud-
inal), using the most general wavevector path which exploits the symmetries of
the bcc Brillouin zone {Γ − H − N − Γ − P − H|P − N} (more details in [94]).
For both the Finnis-Sinclair interatomic potential and DFT we use a finite dis-
placement method to calculate phonon spectrum. This involves the calculation
of forces on the atoms in the perturbed supercell where the force constant matrix
is approximated through numerical differentiation. This procedure can be per-
formed for any classical or quantum-mechanical method that delivers accurate
forces, although, a careful analysis of the required supercell size is necessary. The
requirement for a large supercell usually results in a large computational cost for
the DFT phonon spectrum calculations.1
The resulting phonon spectrum of bcc tungsten computed using DFT and the
Finnis-Sinclair potential is shown in figure 5.5 below.
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Figure 5.5: Phonon spectrum of bcc tungsten.
While the FS potential provides a qualitatively good description of the vi-
brational properties of tungsten, in some of the high-symmetry directions in the
Brillouin zone it fails to fully reproduce the DFT result. In particular, description
of the transverse modes of vibration along the path {H − N− Γ} does not fully
match the predictions of the DFT model with FS modes appearing degenerate.
1It can be avoided for insulators by using Density Functional Perturbation Theory, however,
at the time when this work was carried out this method was not available for metallic systems.
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5.6 Vacancy
The simplest lattice defect one can simulate is that of an isolated vacancy. It cor-
responds to removing one atom from its lattice site and optimising the positions
of all the surrounding atoms while looking at the resulting energy change of the
system which gives the vacancy formation energy E
(vac.)
f . This quantity is of
physical significance, since at a finite temperature all materials contain vacan-
cies. The vacancy density is proportional2 to exp(−E(vac.)f /kBT ) where T is the
system temperature and kB is the Boltzmann constant. The vacancy formation
energy is therefore expected to be of fundamental importance in many processes
involving dislocation nucleation and migration.
Given the bcc lattice ground state energy per atom E0 we can compute the
vacancy formation energy at a constant pressure (fixed volume) as:
E
(vac.)
f = min
xi...xN
(E(vac.))−NE0, (5.13)
using the supercell method. In practice one should vary the system size in order
to ensure the convergence of E
(vac.)
f with supercell size to ensure that the inter-
action between the neighbouring vacancy images is negligible. As the supercell
size approaches infinity and calculation is performed at the ground state lattice
constant one can intuitively predict that the boundary conditions corresponds
to a zero pressure situation. However, since the calculation requires a large cu-
bic simulation cell, as the stress field of a point defect has spherical symmetry,
for DFT calculations computational complexity imposes a limit on the accessible
supercell size which leaves us far from the zero pressure limit. Therefore, the
convergence rate to the zero pressure result can be improved by optimising our
simulation energy in terms of the lattice vectors as well as the atomic positions.
Hence we compute:
E
(vac.)
f |P=0 = minxi...xN
V
(E(vac.))−NE0. (5.14)
The formation energy as a function of system size at both, fixed and variable
cell volume, calculated using the Finnis-Sinclair interatomic potential is shown in
figure 5.6 below. As anticipated, the convergence rate of the vacancy formation
energy is better in the zero pressure calculations and consequently we find that we
can obtain accurate estimates of vacancy formation energy (to within 0.01 eV) in
2The entropy of vacancy formation also enters this expression but at low temperatures the
formation energy term is of greater importance.
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a simulation cell of 53 atoms. A brief discussion and calculation of the formation
energies of tungsten di- and tri-vacancies is given in appendix B.
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Figure 5.6: Convergence of vacancy formation energy with the system
size for simulation cells with and without lattice relaxation.
5.7 Surfaces
We use the same methodology to calculate the formation energy of surfaces as we
did for vacancies in the previous section. However, when dealing with plane de-
fects the preparation of the simulation cell requires further consideration. Within
periodic boundary approach convention introducing a free surface with part of
the simulation cell occupied by vacuum corresponds to simulation of a series of
slabs with finite thickness.
Plate thickness
Plate separation
Figure 5.7: Surface simulation cell.
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An example of a free surface simulation cell where the surface atoms have been
highlighted is shown in figure 5.7.3
One should observe that there are always two surfaces per simulation cell and
consequently the formation energy becomes:
E
(surf.)
f =
1
2
(
min
xi...xN
(E(surf.))−NE0
)
, (5.15)
and the surface energy is usually given per unit area. The simulation cell size
in the plane of the surface should not affect the value of the formation energy,
although it does need to be large enough to allow for surface reconstruction. Care
should also be taken in order to ensure that the slab is of sufficient thickness
and distance between the two surfaces should be increased until convergence is
achieved.
In our investigation of surface energies we find it interesting to investigate
how classical and quantum-mechanical methods describe the process of pulling
of the two surfaces apart which creates free surfaces separated by an increasing
amount of vacuum. This provides an interesting insight into the description of
surface behaviour and also gives an indication of the length-scale of the range of
the interactions between the surfaces.
We compute the surface formation energy as a function of slab separation
for the four high symmetry surfaces (100), (110), (111) and (112) (the choice
of surfaces being dictated by our discussion of the crystallographic directions of
physical importance in section 5.2). The results are shown in figure 5.8 below.
We find that while the FS description of surfaces is qualitatively correct,
the calculated surface energies differ from 10% for the (111) surface, to almost
30% for the (100) surface as compared to the DFT result. The ordering of the
surface energies is also different — while DFT predicts that the (110) surface is
energetically the most favourable and (100) the least favourable, the FS potential
predicts the (100) surface as the one with the lowest surface energy. Since an
accurate description of surface energies is critical for the modelling of phenomena
such as crack propagation, for instance Griffith’s criterion for the growth of crack
involves balance between elastic and surface energies, we will attempt to include
an accurate description of free surfaces in our GAP potential for tungsten.
3We use AtomEye atomistic configuration viewer which is also available within quippy Py-
thon interface and libAtoms/QUIPmolecular dynamics framework for visualisation of simulation
cells (more details in [95]).
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(111) and (112) computed with the Finnis-Sinclair potential and DFT
method.
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5.8 Gamma Surfaces
(Generalised Stacking Faults)
The gamma surfaces — a theoretical construct introduced by Vitek in late 1960s
(more details in [96]) — are two-dimensional energy surfaces that give the vari-
ation of energy on displacing the two parts of the crystal relative to each other
along a crystal plane. Since the displacement vector is periodic with the lattice,
one obtains a two-dimensional energy surface bound by the lattice vectors and
formed by all the unique combinations of the relative displacement vector. The
concept was originally introduced as a means of finding potential stacking faults
in metals. This is because a local minimum in the gamma surface corresponds
to a metastable stacking fault and, hence, the concept of a generalised stacking
fault. Furthermore, we also find that together with the data obtained in the pre-
vious section by pulling two surfaces apart (an “orthogonal” concept to that of a
gamma surface) it gives a further insight into the assessment of the accuracy of
interatomic potentials.
We compute the gamma surface of tungsten by adding the relative displace-
ment vector to the lattice vector perpendicular to the gamma surface. This ef-
fectively shears the simulation cell but since the shear is not applied to the atomic
positions, one could visualise this as shearing the simulation cell and moving the
atoms so that there is just one gamma surface per cell. This is the most efficient
method of computing an arbitrary point on the gamma surface as the simulation
cell size can be kept to a minimum. Also, as was the case for free surface, care
should be taken in order to ensure that the simulation cell height and, hence,
the distance separating two adjacent gamma surfaces is sufficiently large. An
example of the gamma surface simulation cell is shown in figure 5.9 below.
While the gamma surface could be investigated in its unrelaxed form, per-
forming relaxation of the atomic positions in the direction perpendicular to the
gamma surface provides a greater physical insight. Relaxation in the directions
parallel to the gamma surface does not make sense as such computation would
bring all points of the gamma surface to one of the metastable (or stable) con-
figurations. Consequently, we can compute the gamma surface energy according
to:
E
(γ surf.)
f = min
x⊥i ...x
⊥
N
(E(γ surf.))−NE0. (5.16)
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Displaced lattice vector x-displacement
y-displacement
Figure 5.9: Gamma surface simulation cell.
We will discuss the physical meaning of the relaxed gamma surface and its relev-
ance to screw dislocations in more detail in the following section.
Even though the only slip planes of physical significance in bcc systems are
those of (110) and (112) (as outlined in section 5.2) for reasons of completeness
and to verify that our theoretical analysis is indeed correct we compute the un-
relaxed gamma surfaces for the four high symmetry surfaces (100), (110), (111)
and (112) (as in the case of free surfaces). The results are shown in figure 5.10
below.
As in the case of the free surfaces we find that the FS description of the gamma
surfaces is qualitatively correct and the shape of the surface is in agreement with
that predicted using DFT method. However, we anticipate that this shape is
largely determined by the arrangement of atoms in the bcc lattice and the result-
ing atomic repulsion. Consequently, a detailed comparison of the FS and DFT
results reveals that in quantitative terms the FS interatomic potential underes-
timates the energy of some of the regions of the gamma surface as compared to
the DFT method.
An accurate description of gamma surfaces is critical for the accurate descrip-
tion of dislocation structure (any dissociation into partial dislocations involves
stacking faults and the partials separation distance is determined by the balance
between elastic and stacking fault energies). Hence, we anticipate that our GAP
potential for tungsten will need to provide a quantitatively more accurate descrip-
tion of the gamma surface energies than that of the FS interatomic potential.
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Figure 5.10: Gamma surface energy for the high symmetry surfaces (100), (110), (111)
and (112) computed with the Finnis-Sinclair potential and DFT method.
The computational cost of calculating relaxed gamma surfaces is significantly
higher due to the need for an independent, constrained geometry optimisation for
each point of the gamma surface. Hence, we only compute the relaxed gamma
surfaces for the two slip planes of physical significance, i.e. (110) and (112)
gamma surfaces. The results are shown in figure 5.11 below.
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Figure 5.11: Relaxed gamma surface energy for the high symmetry
surfaces (110) and (112) computed with the Finnis-Sinclair potential
and DFT method.
5.9 Dislocations
The material properties that are most important for the simulation of plasticity
in metals are directly related to the production, mobility and evolution of dis-
locations. In most metals plastic deformation is controlled by the interaction of
dislocations with the underlying lattice and its defects (be it other dislocations,
solutes or grain boundaries) and by the applied stress.
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While there are some variations in the plasticity behaviour of different bcc
metals, as outlined in section 5.2, their common behaviour can be attributed to
their lattice crystallography. In particular, it is widely believed that the existence
of a ductile-to-brittle transition at low temperatures, in some bcc metals, is a
manifestation of the inability of the dislocations to move at the required rate
at low temperatures in order to relieve stress concentrations. Consequently, an
investigation of the quantum-mechanical and classical description of dislocations
is critical in our development of GAP potential for tungsten.
The dominant type of dislocation observed in bcc metals has a Burgers vector
1
2
〈111〉 which is also the distance of the first nearest neighbour and the shortest
lattice vector of the bcc lattice. 〈100〉 dislocations with Burgers vector corres-
ponding to the second nearest neighbour distance have been observed in some
bcc metals but they are believed to be the products of reactions between 1
2
〈111〉
dislocations (more details in [97]). As mentioned in section 5.2 there are two dis-
tinct slip planes of physical significance in the 〈111〉 zone (i.e. {110} and {112}
planes) but they differ in activation energy and the {110} plane is energetically
the most favourable one. The zonal characteristics of dislocation slip systems
and corresponding TEM observations explain the prominent role of 1
2
〈111〉 screw
dislocations in bcc metals plasticity. Kinematically, at low and moderate tem-
peratures the non-screw dislocations behave as “slaves” to the dominant screw
dislocations (more details in [98]).
5.9.1 Long Range Behaviour (Linear Elasticity Theory)
The theory of elasticity allows us to treat dislocations in the regime far away from
the dislocation line as a continuous medium. At all regions in the crystal, apart
from very close to the dislocation core, the stress is small enough to be treated
by linear elasticity theory. Assuming no grain boundaries this allows us to derive
simple analytical solutions for the elastic energy stored in the displacement field
of a dislocation.
We begin by representing the displacement field in terms of a cylinder of elastic
material modelled by the Volterra deformation (more details in [99]). While this
treatment assumes that the underlying elastic properties of the continuous me-
dium are isotropic, unusually, it is a good first approximation for tungsten prop-
erties. Although we will only attempt to simulate screw dislocations in tungsten,
the formalism for edge dislocations is nearly identical and we will present the
corresponding formulas for the elastic energy stored in an edge dislocation in this
section for reasons of completeness.
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dislocation
Edge dislocation
b ‖ disloc. line b ⊥ disloc. line
Figure 5.12: Screw and edge dislocations described in terms of Vol-
terra’s tube.
As shown in figure 5.12 a radial slit has been cut in the cylinder parallel to the
z-axis and the free surfaces have been displaced with respect to each other by
the distance b, the Burgers vector. The deformation in the cylinder is small and
determined by the periodicity of the lattice everywhere apart from the dislocation
core where the strain is very large and where linear elasticity theory is no longer
appropriate.
It is easy to see that for a screw dislocation the displacement field is given by:
uz =
b× θ
2π
=
b
2π
arctan
(y
x
)
, (5.17)
where the dislocation line is parallel to the z-axis. The displacement field around
the edge dislocation is more complex since the lattice is not deformed in the z-
direction but the strain is found in the x-y plane instead. It is given by (the
derivation can be found in [100]):
ux =
b
2π
(
arctan
(y
x
)
+
xy
2(1− ν)(x2 + y2)
)
, (5.18)
uy =
b
2π
(
1− 2ν
4(1− ν) +
xy
2(1− ν)(x2 + y2)
)
, (5.19)
where ν is the Poisson ratio of the material.
Since the local strain is defined by εij =
1
2
(
duxi
dxj
+
duxj
dxi
), we can obtain the strain
field by direct substitution. Furthermore, by applying Hooke’s law we obtain the
stress field of a screw dislocation:
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σxz = σzx = −µ× b
2π
sin θ
r
, (5.20)
σyz = σzy =
µ× b
2π
cos θ
r
, (5.21)
and similarly for an edge dislocation:
σxx = − µ× b
2π(1− ν)y
3x2 + y2
(x2 + y2)2
, (5.22)
σyy =
µ× b
2π(1− ν)y
x2 − y2
(x2 + y2)2
, (5.23)
σxy = σyx =
µ× b
2π(1− ν)x
x2 − y2
(x2 + y2)2
, (5.24)
where µ is the shear modulus of the material.
Finally, since the elastic energy stored in a material under strain ε is given by
dE = 1
2
∑
σij × εijdV the elastic energy per unit length due to the dislocation is
given by:
Escrew =
µ× b2
4π
ln
R
r
, (5.25)
for screw dislocation, and similarly:
Eedge =
µ× b2
4π(1− ν) ln
R
r
, (5.26)
for an edge dislocation, where R is the outer, external radius which is in practice
determined by the grain size and r is the core radius.
5.9.2 Dislocation Core
Linear elasticity theory alone is not sufficient to describe the structure of the
dislocation core. It is found that core radii are of the order of lattice spacings
and, hence, one needs to take the underlying lattice into account. The structure
of the core is no longer purely dictated by minimising the elastic energy but
instead there is a trade-off between elastic energy and chemical energy of the
bonds involved and the spreading of the dislocation line onto neighbouring atoms
is observed. We refer to the resulting structure as a dislocation core.
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Early hypotheses suggested fcc-like planar splitting of bcc screw dislocation
core to explain the observed slip systems of bcc metals (more details in [101]).
However, it was not until it was suggested that dissociation into equivalent {110}
planes of the 〈111〉 zone is possible, even though no planes in the bcc 〈111〉 zone
contain stable stacking faults, that the observed high Peierls barrier and strong
temperature dependence of the yield stress could be explained (more details in
[98], [102]; representation of 〈111〉 zone is shown in figure 5.1).
At this point we should clarify that although the term “dissociation” might
imply splitting of the dislocation line into multiple partial dislocations this is not
the case for the bcc screw dislocation core. It is perhaps more appropriate to
refer to the particular core reconstruction as “polarisation” (more details in [98]).
In practice, when carrying out atomistic simulations the core structure of a
screw dislocation is determined by two factors: the properties of the interatomic
potential used and the boundary conditions applied to the simulation cell. The
most commonly observed core structures of screw dislocation in bcc systems are
the three-fold structure (non-symmetric, or polarisable) and the six-fold structure
(symmetric, or non-polarisable), as shown in figure 5.13 below. We will refer to
them as non-symmetric and symmetric cores4 as explained in [98].
0
-8 A˚
-4 A˚
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8 A˚
Non-symmetric core Symmetric core
Figure 5.13: Two most commonly observed core structures of 1
2
〈111〉
screw dislocation in bcc metals.
4The description of symmetric core as six-fold symmetric, and non-symmetric core as three-
fold symmetric is misleading, since the symmetry around the {111} axis remains three-fold —
it is the 180◦ rotation symmetry around {110} axes of the 〈111〉 zone that is broken.
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The effects of core structure relaxation for 1
2
〈111〉 screw dislocations in bcc
transition metals (usually molybdenum or tantalum) have been throughly ex-
amined using atomistic simulations employing simple interatomic potentials.
While most classical methods predict a polarised core structure, more recent
studies employing quantum-mechanical methods have called these results into
question (more details in [103], [104], [86], [102]). The mobility of the screw dis-
location is believed to be a direct consequence of the amount of spreading of the
dislocation line into the slip planes of the 〈111〉 zone. In this model, the disloca-
tion effectively anchors itself to the particular lattice site. In order to transition
onto the neighbouring site a significant amount of energy is required to retract its
movement. Consequently, it is widely believed that the atomic rearrangement in
the dislocation core affects the lattice resistance to the dislocation motion, i.e. the
Peierels stress of the screw dislocation in bcc metals is related to the non-planar
character of the core structure (more details in [98]). A precise description of the
dislocation core is therefore necessary for an accurate prediction of dislocation
properties in bcc tungsten.
5.9.3 Gamma Surfaces and Screw Dislocation
As proposed by Vitek (more details in [105], [102]), the calculated core structure
of 1
2
〈111〉 screw dislocations in bcc transition metals can be rationalised in terms
of the strictly planar gamma surface concept. Assuming that the symmetric core
corresponds to the screw dislocation spreading onto all six (110) planes of the
〈111〉 zone, while the non-symmetric core only spreads onto three of them, one
can compute the (110) gamma surface energies associated with the displacement
vector along the 〈111〉 direction. The symmetric or non-symmetric structures are
then expected to be energetically favourable according to the following criterion:
• 6E(γ surf.)f (16b) < 3E(γ surf.)f (13b)→ symmetric core.
• 6E(γ surf.)f (16b) > 3E
(γ surf.)
f (
1
3
b)→ non-symmetric core.
Based on our earlier calculations in section 5.8, we can plot the gamma sur-
face energies along the 〈111〉 lattice vector using DFT and the Finnis-Sinclair
interatomic potential for tungsten. The results are shown in figure 5.14 below.
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Figure 5.14: 〈111〉 cross-section of (110) gamma surface energy for
Finnis-Sinclair and DFT models.
5.9.4 Visualisation of Dislocation Core Structure
Since the displacement field of a screw dislocation is in the direction parallel to
the dislocation line (and therefore impossible to visualise by looking at the atomic
positions alone), one way of quantifying the displacement field of a dislocation is
by using the dislocation displacement maps proposed by Vitek (more details in
[106]). An example of the screw component of the dislocation displacement map
is given in figure 5.13. When looking at the plane perpendicular to the dislocation
line each dot represents a column of atoms. The dislocation displacement map
is constructed by computing the displacement of an atom from the reference
lattice and the arrows indicate the difference between the displacements of the
neighbouring atoms, i.e. the length of the arrow is proportional to the difference
in the magnitude of the displacement.
In the case of a screw dislocation, the characteristics of the calculated core
structure are most easily visualised by plotting the screw component of the dis-
location displacement map, i.e. relative displacement of the neighbouring atoms
due to the dislocation in the direction parallel to the dislocation line. By conven-
tion the differential displacement is always mapped into the domain of (−1
2
b, 1
2
b)
by adding or subtracting the required multiple of b. The arrow lengths are then
normalised by 1
3
b, which is the magnitude of the separation of the neighbouring
atoms in the 〈111〉 direction of the bcc lattice. Finally, since the arrows repres-
enting the screw component of the dislocation displacement map correspond to
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the displacement that is strictly out of the plane, the direction of the arrow is
always such that it connects two neighbouring atoms.
Some of the qualitative aspects of the calculated core structure of a screw dis-
location are also captured by the edge component of the dislocation displacement
map which shows the relative displacement of the neighbouring atoms due to the
dislocation in the direction perpendicular to the dislocation line. For the screw
dislocation these displacements are usually found to be of the order of 10 − 100
times smaller than that of the screw components (they are zero for a perfect screw
dislocation as described by the elasticity theory). Consequently, the scaling of
the arrows is usually adjusted and the direction of the arrows corresponds to the
direction of displacement that is projected onto the plane perpendicular to the
dislocation line.
Dislocation displacement maps, while extremely useful for the description of
the qualitative aspects of simple dislocation core structures, can sometimes be
cumbersome when analysing multiple dissociation schemes. Furthermore, in the
case of mixed dislocations with both screw and edge components and, especially,
when there is no prior knowledge of the Burgers vector, construction of a dislo-
cation displacement map can be a difficult task. It is therefore desirable to have
a robust and automated procedure for visualising the screw and edge aspects of
the dislocation structure in a quantitative manner.
A more general concept that extends the ideas of dislocation displacement
maps relies on the fact that atomic misfit associated with a dislocation can be
quantified using the Nye tensor (more details in [107]). The Nye tensor is cal-
culated from the atomic positions of the dislocated crystal which are compared
to the reference lattice as in the case of dislocation displacement maps. It then
describes the distribution of the resultant Burgers vector in terms of contour
plots.
In order to compute the Nye tensor for each atom of the dislocated lattice
we identify its nearest neighbour atoms as those lying within a sphere of radius
R = 1
2
(R1 + R2) where R1 and R2 are the first and second coordination radii of
the reference lattice. We then define Q(γ) as the radius vectors of the nearest
neighbours (where γ indexes over the neighbours) and compare them to P(β)
which is the equivalent set of radius vectors for the reference lattice. The refer-
ence vector P(β) with the smallest deviation angle |θγβ| is recognised as the one
corresponding to Q(γ). This procedure is followed to establish the correspondence
between all dislocated vectors Q(γ) and reference vectors P(β). If two reference
lattice vectors can be associated with a given bond vector the latter is rejected.
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It is also suggested that bonds with a deviation angle (angle between dislocated
bond vector and that of a reference lattice) exceeding a critical value θmax should
be rejected in order to tune the sensitivity of the resulting Nye tensor for certain
lattice misfit features (it is recommended that θmax is equal to 27
◦ for fcc and 15◦
for bcc lattices; more details in [107], [108]). For example the value of θmax equal
to 27◦ reveals Shockley partials but not stacking faults in the fcc lattice.
Once the association between dislocated vectors Q(γ) and reference vectors
P(γ) is established, the correspondence tensor G is constructed for each atom of
the dislocated lattice. The system of 3γ equations is written in the matrix form:
P = QG. (5.27)
The mean-squares solution of the correspondence tensor G is given by:
G = Q+P, (5.28)
where Q+ is the generalised inverse (Moore-Penrose matrix). It is defined as:
Q+ = (QTQ)−1QT . (5.29)
The Nye tensor α is computed from the spatial derivatives of G by the means
of finite differences for each atom of the dislocated lattice. We define vector A
as:
A(ij)k =
∂Gij
∂xk
, (5.30)
and the finite differences equations can be expressed in a matrix form:
∆kGij = QklA(ij)l. (5.31)
We can compute vector A using equation 5.29:
A(ij)k = Q
+
kl∆lGij, (5.32)
and by repeating this procedure for all nine components the value of the Nye
tensor is obtained as:
αij = −ǫikl ∂Glj
∂xk
= −ǫiklA(lj)k. (5.33)
In order to obtain a contour plot of Nye tensor values in the plane perpen-
dicular to the dislocation line we use bicubic interpolation to resample the values
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obtained for the lattice points. For a screw dislocation with a dislocation line
along the z-direction we are particularly interested in the α13, α23 and α33 com-
ponents of the Nye tensor. The screw component is captured by α33, while the
x-y edge components are captured by α13 and α23 respectively. The overall edge
component can be visualised by computing
√
α213 + α
2
23.
We demonstrate the Nye tensor and dislocation displacement map visualisa-
tions of the polarised screw dislocation core computed using the Finnis-Sinclair
interatomic potential in figure 5.15 below.
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Figure 5.15: Nye tensor and dislocation displacement map visualisa-
tion of non-symmetric screw dislocation core structure computed using
the Finnis-Sinclair interatomic potential.
5.9.5 Simulation Approaches
The symmetry of a single dislocation is not compatible with periodic boundary
conditions of the usual simulation cell. The displacement field introduced by a
100
dislocation line makes it impossible to match the opposite boundaries of a simu-
lation cell without introducing artificial stresses reminiscent of grain boundaries
(more details in [86]). Consequently, the simulation of dislocations requires care-
ful preparation of the simulation environment and two independent approaches
are usually employed:
1. Simulation of dislocation dipoles — dipoles are arranged in a way that
superposition of the strain fields cancels out at the cell boundaries.
2. Simulation of isolated dislocations — suitable boundary conditions and a
vacuum region is used to terminate the dislocation.
The first method was originally employed for DFT treatment of dislocations
in silicon (more details in [109]) but the same ideas have been more recently
used to investigate 1
2
〈111〉 screw dislocations in molybdenum, tantalum and iron
(more details in [103], [104], [110], [111], [112], [113], [114]). In our study we use
a quadrupolar periodic arrangement of screw dislocations which, with an appro-
priate choice of lattice vectors, can be reduced to a cell of half the original size
which contains only two dislocations with opposite Burgers vectors. A schematic
representation of the simulation cell is shown in figure 5.16 below.
Quadrupolar
arrangement
Dipole
simulation cell
b1
b2
Figure 5.16: Schematic representation of dislocation dipole simulation
cell.
The choice of lattice vectors, dislocation separation and the resulting simulation
cell size for our choice of simulation cells is given in table 5.5 below. Note that
lattice vector b1 contains a z-component which is necessary for the superposition
of dislocation strain fields to cancel out at the cell boundaries:
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135 at. (19.85 A˚): b1 = 5u1 b2 =
5
2
u1 +
9
2
u2 +
1
3
u3 b3 = u3
459 at. (36.61 A˚): b1 = 9u1 b2 =
9
2
u1 +
17
2
u2 +
1
3
u3 b3 = u3
1215 at. (59.56 A˚): b1 = 15u1 b2 =
15
2
u1 +
27
2
u2 +
1
3
u3 b3 = u3
1995 at. (76.33 A˚): b1 = 19u1 b2 =
19
2
u1 +
35
2
u2 +
1
3
u3 b3 = u3
3375 at. (99.27 A˚): b1 = 25u1 b2 =
25
2
u1 +
45
2
u2 +
1
3
u3 b3 = u3
7839 at. (151.30 A˚): b1 = 39u1 b2 =
39
2
u1 +
67
2
u2 +
1
3
u3 b3 = u3
Table 5.5: Dislocation dipole simulation cell configurations and cor-
responding dislocation separation distances. Lattice vectors are ex-
pressed in terms of u1 = [112¯], u2 = [1¯10] and u3 =
1
2
[111].
The second approach to the simulation of dislocations involves a single, isol-
ated dislocation. In our study we prepare our simulation cell by creating a cylinder
that is periodic in the direction parallel to the dislocation line and terminated
by a vacuum in the perpendicular directions. We introduce the strain field of an
ideal dislocation inside the cylinder according to linear elasticity theory and sub-
sequently divide the cylinder into an active region (inner cylinder) and inactive
region (outer annulus surrounding the active region). The atomic positions inside
the inactive region are fixed which imposes the boundary conditions equivalent
to that of an idealised dislocation in an infinitely large crystal. When the size
of inactive region is sufficiently large there is no need to worry about dislocation
images due to free surfaces. However, care needs to be taken so that the size of
both active and inactive regions is sufficiently large. The thickness of the inactive
region should be greater than the effective range of the interatomic interactions
while the size of the active region needs to be selected so that the stress field
of our dislocation approximates the long range stress field predicted by the lin-
ear elasticity theory in the inactive region. A schematic representation of the
simulation cell used in this approach is shown in figure 5.17 below.
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(atomic positions fixed)
Active region
(atomic positions relaxed)
Vacuum
Figure 5.17: Schematic representation of isolated dislocation simula-
tion cell.
In order to investigate the convergence of the system size for our simulations
of dislocations using either of the above mentioned methods we use the Finnis-
Sinclair interatomic potential to perform geometry optimisation with respect to
atomic positions. We also optimise the lattice vectors for the dislocation dipole
simulation cells. This allows us to compute the local energy of the dislocation
core which we defined as the local energy of atoms inside a cylinder with a radius
equivalent to two lattice constants. The error in the dislocation core local energy
as a function of system size is shown in figure 5.18 below.
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Figure 5.18: Convergence of dislocation core local energy error with
the system size for dislocation quadrupole and isolated dislocation.
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It is clear that the system size required to simulate a truly isolated dislocation
can be only achieved by the means of interatomic potentials. Even the dislocation
dipole method requires substantial computational effort for the larger simulation
cells which turns out to be prohibitive for the DFT method. We find that the
largest system size for which we can evaluate single-point DFT energies and
forces (at a substantial computational cost) corresponds to the smallest, 135
atom dislocation dipole simulation cell (this figure will, of course, increase over
time).
As demonstrated in figure 5.18 the non-symmetric core when modelled by the
FS interatomic potential cannot be simulated in the 135 atom dislocation dipole
simulation cell unless the core atoms are constrained. However, based on the
results of the DFT calculations available in the literature for other bcc transition
metals (more details in [103], [104], [110], [111], [112], [113], [114]) we anticipate
that for the symmetric core structure the amount of spreading of the dislocation
into the slip planes of the 〈111〉 zone is smaller and therefore a system size of 135
atoms might prove sufficient for verification of our results by means of a DFT
calculation.
Consequently, our modus operandi is as follows: even though a single eval-
uation of energy and forces using DFT method in 135 atom dislocation dipole
cell is computationally tractable we find that carrying out a series of calculations
that would be necessary to perform a geometry optimisation would be highly im-
practical. The calculations would take weeks even while running on hundreds of
computing cores in parallel. Hence, to verify our predictions of dislocation beha-
viour obtained using our GAP potential for tungsten, we will carry out geometry
optimisation using the GAP potential, and verify the resulting configurations with
single-point DFT calculations. Hence, we can use the resulting DFT energies and
forces to benchmark our GAP model.
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6 Bispectrum-GAP Potential
for Tungsten
6.1 Introduction
In this chapter I outline our first attempt at training a GAP interatomic potential
for tungsten based on the 4-dimensional bispectrum descriptor of the atomic
environment and the square-exponential covariance function. In order to simplify
the training process and to reduce the size of the required training database, we
begin by training a quantum-mechanical based GAP correction to the existing
Finnis-Sinclair interatomic potential (as outlined in section 4.3).
In order to generate the DFT training data we combine the sampling tech-
niques and simulation principles outlined in the previous chapters 3 and 5. I will
discuss these procedures in more detail in section 6.2. In section 6.3 I present
the results obtained with the resulting FS/bispectrum-GAP potential for tung-
sten, where we quantitatively assess its performance and present its prediction
of the screw dislocation core structure. I follow this with a discussion of our
investigation into the convergence of the hyperparameters.
Finally, in section 6.4, I finish this chapter with a brief discussion of the res-
ults obtained using the bispectrum-GAP potential compared against the Finnis-
Sinclair interatomic potential and the DFT method and analyse its shortcomings.
6.2 Training Protocol and Dataset
6.2.1 Elastic Constants
In our first attempt at training a quantum-mechanical based GAP correction to
the FS potential, we begin by investigating whether one can generate a more ac-
curate description of the elastic properties of the material than that provided by
the underlying core potential. Although the lattice constant and bulk modulus
in the FS potential can be set to any required value by a simple rescaling (as
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demonstrated in section 5.4), this is not enough to reproduce all the elastic con-
stants predicted using the DFT method. Furthermore, as we showed in section
5.4 in order to predict stress-strain curves in the anharmonic regime, significant
corrections to the potential energy surface are required.
Since all the elastic properties of tungsten can be calculated by computing
simulation stresses as the primitive unit cell is strained (strictly speaking they
can be computed from energies as well, but with lower accuracy1), we find that the
most efficient way of training elastic constants is by training from the DFT values
of these quantities calculated for randomly strained primitive unit cells. Since we
are training the GAP correction from stresses, it is vital that the DFT k-point
sampling density is sufficiently converged so that all the resulting stress data is
reliable and consistent. Since the bcc lattice primitive unit cell contains just a
single atom, our problem of generating training data is equivalent to the problem
of sampling the energy landscape in the phase-space of the lattice parameters. In
principle, this could be achieved by means of a fixed pressure, variable volume
molecular dynamics simulation. However, the concept of MD simulation of a
single atom would be ill-defined as the forces on an atom in a primitive unit cell
are always zero. Consequently, we employ slice sampling (as outlined in section
3.5) to sample the energy landscape in the space of the lattice parameters directly.
Since the energy is invariant to rotations of the simulation cell, the sampled space
is six-dimensional.
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Figure 6.1: Convergence of the three independent elastic constants
C11, C12 and C44 with the volume of training data.
1Calculation from energies involves fitting a quadratic curve, as opposed to fitting a line in
the case of stresses.
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Figure 6.1 shows the convergence of the three independent elastic constants
C11, C12 and C44, as the volume of training data increases.
6.2.2 Phonon Spectrum
As demonstrated in figure 5.5, the phonon spectrum predicted by the Finnis-
Sinclair interatomic potential does not account for some of the acoustic modes of
vibration predicted using DFT method (in particular in the {H−N} and {N−Γ}
parts of the spectrum). Although the FS potential, overall, provides a description
of the phonon spectrum that in a qualitative agreement with DFT, we also find
that some of the phonon frequencies do not match the DFT prediction.
The phonon spectrum describes a collective motion of atoms, which apart
from some highly symmetrical points in the Brillouin zone cannot be captured
within a small simulation cell under periodic boundary conditions. Hence, we find
that in order to represent normal modes of vibration one requires a simulation cell
of a sufficient size. The training data needs to be obtained using simulation cells
whose size reflects that of the simulation cells required to compute the phonon
spectrum using finite displacement method.
We find that when performing DFT calculations with the convergence criteria
described in section 5.3, we are limited to only very small simulation cells (of the
order of 50 atoms) due to the computational cost associated with extremely high
k-point sampling density required to converge stresses. However, stresses are the
most efficient method of providing training data only for small simulation cells. So
as long as we can provide accurate forces which are key for reconstruction of the
dynamical matrix necessary for an accurate description of the phonon spectrum,
we can decrease the density of k-point sampling and simply reject the resulting
stresses from our phonon spectrum training dataset.
When we decrease linear k-point sampling density to 0.03 A˚
−1
, we find that
we can generate training data using 128 atom cubic cells (4 x 4 x 4 supercell
of conventional bcc unit cell) at an acceptable computational cost. However,
even with a unit cell of constant volume, this corresponds to sampling of 381-
dimensional phase space. In practice we anticipate that the only configurations
that are physically relevant for the purpose of describing phonon spectrum are
the ones that are easily accessible when the system is evolved dynamically using
Newton’s equations of motion. Consequently, we sample the accessible states
of the system by the means of a molecular dynamics simulation (as outlined in
section 3.2).
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Even at our reduced k-point sampling density, while it is computationally
feasible to compute energies and forces for a few tens of 128 atom configura-
tions, generating long MD trajectories necessary to obtain uncorrelated training
data is highly impractical. Consequently, we explore two ways of generating MD
trajectories for the purpose of generating our training dataset:
1. The MD trajectory is computed using the Finnis-Sinclair interatomic
potential, with snapshots of the trajectory selected as training samples and
the atomic forces recomputed using DFT method.
2. The MD trajectory is computed using DFT method at an even further
reduced k-point sampling and plane-wave energy cutoff. Snapshots are
taken from this trajectory and forces recomputed using converged values
for these parameters.
While the first method is computationally less expensive, it relies on the fact
that the potential energy surface of the Finnis-Sinclair potential is similar to that
obtained by the means of DFT calculations. Our sampling will correspond to
physically relevant configurations only if there is sufficient overlap between the
two potential energy surfaces. In practice, we find that although near the ground
state the Finnis-Sinclair PES approximates that of the DFT method reasonably
well, they diverge away from the harmonic regime (as demonstrated in section
5.4).
Consequently, in order to generate a meaningful phonon spectrum training
dataset we compute our MD trajectories using DFT at “under-converged” values
of k-point sampling and plane-wave energy cutoff. Due to the computational cost
associated with equilibration of the thermostats, we carry out our simulations at
constant volume and energy over a range of volumes around ±1% of the ground
state volume and temperatures of 300K and 1000K.
6.2.3 Lattice Defects
We follow the same procedure as outlined above to obtain a training dataset for
the lattice defects — i.e. we compute an MD trajectory using DFT at “under-
converged” values of k-point sampling and plane-wave energy cutoff. We then
recompute snapshots from this trajectory as training samples at converged values
of these parameters. We minimise the potential energy stored in the lattice by
the means of a geometry optimisation before the start of the MD simulation. The
initial state of the trajectory is generated by randomising the kinetic energies of
the atoms, such that they are Boltzmann distributed with the velocities being a
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function of simulation temperature. To reduce the computational cost, we again
use a linear k-point sampling density of 0.03 A˚
−1
to obtain converged values of
energy and forces and we discard the stresses.
In order to reproduce the DFT value of vacancy formation energy, we begin
by training with data using 53 atom cubic cells (3 x 3 x 3 supercell). However, we
find that this data alone (which corresponds to a vacancy separation distance of
9.52 A˚) is not sufficient. In order to account for lattice relaxation, we also carry
out simulations over a range of volumes around ±1% of the volume corresponding
to a single vacancy in a simulation cell with relaxed lattice vectors. Our MD runs
are carried out at temperatures of 300K and 1000K, and we also include training
data for different vacancy density and so a limited number of 127 atom cubic
cells (4 x 4 x 4 supercell giving a vacancy separation distance of 12.68 A˚) are also
computed.
We find that generating a GAP potential that reproduces the formation en-
ergies of free surfaces is significantly simpler than doing the same for vacancies.
This can be accounted for by the fact that the atomic environment of the surface
atoms is radically different to that of other lattice defects inside the bulk. Hence,
by considering atomic coordination alone, an atom next to a vacancy might have
its coordination number reduced by a small fraction, but a surface atom has its
coordination effectively halved. Since the bispectrum descriptor can distinguish
such configurations with ease, a reduced volume of training data is required to fit
the GAP potential for description of surfaces. It is then in agreement with our
expectations that the training process is greatly simplified.
Finally, in order to reproduce gamma surface energies we sample the gamma
surface using a 10 x 10 regular grid of points along the lattice vectors. We use
configurations in which the atomic positions are relaxed in the direction per-
pendicular to the surface as the initial configurations. We then carry out short
trajectory MD simulations over a range of volumes (±1%) from the ground state
volume. Due to the significant computational cost associated with these calcula-
tions, we only sample the (110) and (112) gamma surfaces in our MD simulations
(as we believe these are the two slip planes with the most physical significance).
We also restrict ourselves to trajectories at a single temperature of 300K. If we
need to describe high temperature processes in the future, our training dataset
can always be expanded with data obtained at other temperatures.
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6.3 Results
In order to demonstrate how the bispectrum-GAP interatomic potential can be
systematically improved, we repeatedly carry out our training procedure while
increasing the size of the training database. At the same time we monitor the
performance of the potential by calculating the RMS energy and force errors
for the training datasets, and we verify the predicted values of lattice constants,
elastic constants, formation energies of isolated vacancy and surfaces and the
RMS error in the phonon spectrum. A summary of the training databases and
performance of the associated bispectrum-GAP potential is given in table 6.1
below.
We find that as the number of training configurations in the training database
increases the overall performance of the resulting bispectrum-GAP correction to
the Finnis-Sinclair interatomic potential improves. However, we also observe
that when the bispectrum-GAP correction is fitted using an incomplete training
database and benchmarked against the configurations that were not included in
the training process, the performance of the resulting potential can be worse
than that of the FS interatomic potential alone. For example, column FS/b-
GAP2 in table 6.1 corresponds to a bispectrum-GAP potential where no lattice
defects were included in the training database. While this potential improves
the description of bulk properties compared to the FS interatomic potential,
we also observe that the RMS energy and force errors for configurations with
lattice defects are greater than the corresponding errors for the FS interatomic
potential alone. This behaviour, namely that the bispectrum-GAP correction can
decrease the performance of the resulting potential in the extrapolation regime,
is against our initial expectations. However, we offer an in-depth explanation of
this phenomenon in section 6.4 of this chapter.
To investigate the elastic properties of our bispectrum-GAP interatomic
potential in the anharmonic regime (from now on we are using the most complete
bispectrum-GAP potential, designated as FS/b-GAP in table 6.1), we compute
the stress-strain curves corresponding to longitudinal compression, transverse ex-
pansion and shearing for a range of strains from −10% to +10%. The results are
shown in figure 6.2 below.
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FS/b-GAP1 FS/b-GAP2 FS/b-GAP3 FS/b-GAP4 FS/b-GAP FS DFT
Training database errors:
RMS energy error per atom [eV] 0.2093 0.0999 0.0631 0.0251 0.0016 0.0112
RMS force error [eV/A˚] 5.2245 4.8777 2.0360 1.4322 0.1906 0.7411
Number of atomic environments in training database:
bcc primitive cells (MCMC, 2000 × 1 at.) 2000 2000 2000 2000 2000
bcc bulk (MD, 60 × 128 at.) — 7680 7680 7680 7680
vacancy (MD, 400 × 53 at., 20 × 127 at.) — — 23740 23740 23740
100, 110, 111, 112 surfaces (MD, 180 × 12 at.) — — — 2160 2160
110, 112 gamma surfaces (MD, 6183 × 12 at.) — — — — 74196
RMS energy error per atom: [eV]
bcc primitive cells 0.0006 0.0007 0.0009 0.0011 0.0016 0.0158
bcc bulk 0.0038 0.0001 0.0001 0.0001 0.0001 0.0002
vacancy 0.0441 0.0278 0.0001 0.0001 0.0002 0.0013
100, 110, 111, 112 surfaces 0.3120 0.3246 0.3062 0.0003 0.0004 0.0233
110, 112 gamma surfaces 0.2477 0.1071 0.0562 0.0306 0.0019 0.0127
RMS force error: [eV/A˚]
bcc primitive cells — — — — — —
bcc bulk 1.8516 0.1097 0.0867 0.0955 0.0902 0.1460
vacancy 4.0107 2.0216 0.1025 0.1207 0.1267 0.2415
100, 110, 111, 112 surfaces 1.6530 1.9752 2.6188 0.1101 0.1424 0.5706
110, 112 gamma surfaces 5.8994 5.8119 2.4350 1.7404 0.2172 0.8845
lattice const. [A˚] 3.1799 3.1804 3.1805 3.1810 3.1812 3.1805 3.1805
C11 elastic constant [GPa] 479.26 471.52 475.30 475.02 481.34 514.23 516.86
C12 elastic constant [GPa] 200.35 198.02 200.69 199.45 199.89 200.12 198.18
bulk modulus [GPa] 293.32 289.18 292.22 291.31 293.71 304.83 304.41
shear modulus / C44 elastic constant [GPa] 146.25 147.36 148.56 148.84 150.05 157.21 142.30
RMS phonon spectrum error [THz] — 0.232 0.215 0.273 0.342 0.392
vacancy energy [eV] — — 3.25 3.24 3.19 3.61 3.27
100 surface energy [eV / A˚2] 0.302 0.367 0.321 0.251 0.250 0.179 0.251
110 surface energy [eV / A˚2] 0.354 0.437 0.360 0.204 0.205 0.158 0.204
111 surface energy [eV / A˚2] 0.421 0.205 0.218 0.222 0.222 0.202 0.222
112 surface energy [eV / A˚2] 0.263 0.509 0.284 0.215 0.216 0.187 0.216
RMS {110}〈111〉 gamma surface energy error [eV] 1.045 3.359 0.104 0.081 0.162 0.695
RMS dislocation energy error [eV] 2.000 5.599 0.548 0.576 0.179 1.265
Table 6.1: Summary of the training databases and performance of the associated bispectrum-GAP
potential.
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Figure 6.2: FS/Bispectrum-GAP stress-strain curves of bcc tungsten
for a range of strains from −10% to +10%.
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The stress-strain curves computed using the FS/bispectrum-GAP interatomic
potential account for the non-linearity of the longitudinal compression and trans-
verse expansion and they offer a much improved description of the elastic proper-
ties in the anharmonic regime as compared to the FS potential. However, we can
also observe that for compressive strains larger than 8%, the description provided
by the FS/bispectrum-GAP starts to break down. Investigation of the underly-
ing data in detail reveals that this corresponds to an increase in energy over the
ground state of ∼ 0.2 eV per atom. We find that the error in this energy is related
to the fact that our training data was generated only at temperatures of up to
1000K. It is another demonstration of a general property that we observe with
the FS/bispectrum-GAP potential, namely, that it provides good accuracy in the
interpolation regime but its extrapolative powers are limited.
The phonon spectrum of bcc tungsten computed using the bispectrum-GAP
interatomic potential is shown in figure 6.3 below.
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Figure 6.3: FS/Bispectrum-GAP phonon spectrum of bcc tungsten.
While the FS/bispectrum-GAP interatomic potential improves on the description
of the phonon spectrum compared to the FS model (for instance it reproduces
the transverse modes along the {H−N} path), it fails to reproduce all of the non-
degenerate modes along the {N−Γ} path. The RMS error in phonon frequencies
is nevertheless reduced as indicated in table 6.1.
113
A cross-section of (110) gamma surface energies along the 〈111〉 lattice vector
computed using the FS/bispectrum-GAP interatomic potential is shown in figure
6.4 below. We observe a significant increase in accuracy as compared to the
Finnis-Sinclair model and, since we anticipate that the dislocation structure is
dictated by the energetics of (110) and (112) gamma surfaces, we expect to be
able to predict the 1
2
〈111〉 screw dislocation core structure with much improved
accuracy using the FS/bispectrum-GAP potential.
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Figure 6.4: 〈111〉 cross-section of (110) gamma surface energy for GAP,
FS and DFT models.
As an independent test of our training methodology we also investigate how
our FS/bispectrum-GAP interatomic potential copes with predicting the energy
of an idealised, unrelaxed structure of a screw dislocation. With the smallest dis-
location dipole simulation cell consisting of 135 atoms (which corresponds to the
upper limit in terms of the system size that we can evaluate using the DFTmethod
due to computational complexity), we investigate the relationship between the
unrelaxed energy of such dislocation dipole system as a function of the Burgers
vector. Since these are unrelaxed configurations, we only needed to evaluate ten
135 atom cells using DFT in order to verify the FS/bispectrum-GAP predictions
against the target DFT values.2 The values obtained are plotted in figure 6.5
below.
2For Burgers vector values different from ±n
2
〈111〉 and an integer n, the dislocation displace-
ment field does not match the lattice periodicity, which results in a stacking fault connecting the
two dislocation lines pointing in the opposite directions. While somewhat unusual, we find this
test to be a good predictor of the overall capabilities of the potential since it also benchmarks
the accuracy of gamma surface energies.
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Figure 6.5: Unrelaxed dislocation dipole energy as a function of the
Burgers vector for GAP, FS and DFT models.
6.3.1 Screw Dislocation Core Structure
As demonstrated in table 6.1 and in figure 6.2 above, the Gaussian process re-
gression based potential cannot be used to extrapolate energies associated with
atomic environments that are radically different to those included in the train-
ing database. Nevertheless, even though our training database consists of atomic
configurations in small unit cells exclusively, it enables us to carry out simulations
in large systems, provided that the individual atomic environments are familiar.
As discussed in section 5.9, it is believed that the core structure of 1
2
〈111〉
screw dislocation in tungsten can be rationalised in terms of the properties of
the strictly planar gamma surfaces. We will now demonstrate that by including
gamma surfaces in our training dataset, our bispectrum-GAP correction to the
Finnis-Sinclair interatomic potential is capable of predicting the core structure of
1
2
〈111〉 screw dislocations, even though no dislocation configurations are included
in our training database explicitly.
We begin by investigating the convergence of dislocation core local energy
with the system size for our dislocation simulations using both dislocation dipole
and isolated dislocation methods. The error in the dislocation core local energy,
as a function of system size, is given in figure 6.6 below.
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Figure 6.6: Convergence of dislocation core local energy error with the
system size for dislocation quadrupole and isolated dislocation.
Finally, we investigate the screw dislocation core structure obtained by means
of geometry optimisation using the FS/bispectrum-GAP interatomic potential. In
order to validate our results, we use the final atomic coordinates of the geometry
optimisation performed with the FS/bispectrum-GAP interatomic potential as
a starting point of a geometry optimisation using the DFT method in a 135
atom dislocation dipole simulation cell. The 1
2
〈111〉 screw dislocation core struc-
tures computed using the bispectrum-GAP, Finnis-Sinclair and DFT methods
are presented in figure 6.7 below, where we characterise the dislocation struc-
tures using the Nye tensor (as outlined in section 5.9). For the Finnis-Sinclair
and FS/bispectrum-GAP we also compute local energies of individual atoms.
We find that the dislocation core structure predicted by the FS/bispectrum-
GAP significantly improves on the description of the Finnis-Sinclair potential
alone. Both FS/bispectrum-GAP and DFT predict a symmetric core (while
Finnis-Sinclair predicts non-symmetric core) and the screw component (corres-
ponding to out-of-plane displacement of atoms) of FS/bispectrum-GAP and DFT
matches perfectly. However, there is a small difference in the edge component of
the Nye tensor between the FS/bispectrum-GAP and DFT. This suggests that
the two structures are not in full agreement and the displacement of atoms within
the (111) plane is not exactly the same though the differences are small.
When we verify the final atomic coordinates of the geometry optimisation
performed with the FS/bispectrum-GAP interatomic potential by performing a
single-point energy and force evaluation using DFT, we find that the maximum
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force error between FS/bispectrum-GAP and DFT methods is 0.62 eV/A˚. While
this is of the same order of magnitude as the RMS force error of the overall training
database (0.19 eV/A˚), we feel that in order to achieve a more accurate description
of the dislocation core structure, the force errors of the FS/bispectrum-GAP
potential need to be reduced further.
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Figure 6.7: 1
2
〈111〉 screw dislocation core structures evaluated using
bispectrum-GAP, FS and DFT models.
6.3.2 Hyperparameters
In GAP methodology hyperparameters are the adjustable parameters of the co-
variance function that reflect the prior knowledge of the dataset (as outlined
in chapter 4). Consequently, for the bispectrum-GAP interatomic potential our
fitting procedure can be tuned with the following hyperparameters:
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• noise in the training data → {σ(energy)ν , σ(force)ν , σ(virial)ν }
• characteristic length-scale of the atomic descriptor → Σ = { 1
θ21
, 1
θ22
, . . . }
• scale of energy variation in potential energy surface → σw
• 4-dimensional bispectrum expansion cutoff → jmax
• potential cutoff distance → rcut
We have a prior knowledge of the noise in the training data from our investigation
of the convergence of energies, forces and stress virials as a function of plane-
wave energy cutoff, k-point sampling and smearing width. Consequently, we set
σ
(energy)
ν to 0.001 eV/atom and σ
(force)
ν to 0.1 eV/A˚ when the k-point sampling dens-
ity is equal to 0.03 A˚
−1
and σ
(energy)
ν to 0.0001 eV/atom, σ
(force)
ν to 0.01 eV/A˚ and
σ
(virial)
ν to 0.01 eV/atom when the k-point sampling density is equal to 0.015 A˚
−1
.
We find that the training outcome is not very sensitive to changes in the value
of the scale of energy variation in the potential energy surface hyperparameter
σw, as long as it approximates the scale of energy variation of the underlying
potential. Consequently, we find that setting it to 0.5−1.0 eV usually gives good
results and the training outcome does not change significantly when its value is
kept close to this range.
Establishing the characteristic length-scale of the atomic descriptor hyper-
parameter is more complicated. In principle, the length-scale parameter for each
of the bispectrum dimensions can be set independently. In practice, we find, how-
ever, that the best way of investigating its effect on the training outcome is by
deriving its value from the training data explicitly — if our training data corres-
ponds to N observations, and observation i corresponds to bispectrum descriptor
vector h(i), then we can express Σ in terms of a new parameter θfactor such that:
θi =
max({h(j)i }Nj=1)−min({h(j)i }Nj=1)
θfactor
, (6.1)
and the best value of θfactor is found empirically.
Finally, the choice of the jmax parameter is dictated by the accuracy required
of the 4-d bispectrum descriptor. In practice this is a trade-off between compu-
tational cost and descriptor sensitivity, and the choice of rcut is solely dictated
by the physics of the system investigated. We summarise the results of our in-
vestigation into finding suitable values of hyperparameters θfactor, jmax and rcut
in table 6.2 below:
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jmax convergence cutoff convergence θfactor convergence
FS/b-GAP3 training database 2 4 6* 8 10 12 14 4.0 A˚ 5.0 A˚* 6.0 A˚ 1.0 2.0* 3.0
Training database errors:
RMS energy error per atom [eV] 0.1010 0.0760 0.0631 0.0532 0.0729 0.0831 0.0989 0.0477 0.0631 0.0601 0.0887 0.0631 0.0392
RMS force error [eV/A˚] 5.3524 3.7042 2.0360 2.0295 2.4895 2.8476 3.0338 2.8660 2.0360 1.9760 2.9537 2.0360 2.2185
RMS energy error per atom: [eV]
bcc primitive cells 0.0089 0.0027 0.0009 0.0006 0.0004 0.0003 0.0002 0.0008 0.0009 0.0008 0.0006 0.0009 0.0011
bcc bulk 0.0010 0.0003 0.0001 0.0001 0.0001 0.0001 0.0001 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001
vacancy 0.0005 0.0003 0.0001 0.0000 0.0000 0.0000 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001
100, 110, 111, 112 surfaces 0.4708 0.0987 0.3062 0.1976 0.2163 0.2018 0.2114 0.1997 0.3062 0.2521 0.2232 0.3062 0.1108
110, 112 gamma surfaces 0.0930 0.0909 0.0562 0.0552 0.0806 0.0950 0.1148 0.0470 0.0562 0.0592 0.1009 0.0562 0.0438
RMS force error: [eV/A˚]
bcc primitive cells — — — — — — — — — — — — —
bcc bulk 0.3584 0.2347 0.0867 0.0592 0.0470 0.0436 0.0416 0.0755 0.0867 0.1090 0.0777 0.0867 0.0962
vacancy 0.4147 0.2738 0.1025 0.0637 0.0504 0.0444 0.0451 0.0999 0.1025 0.1136 0.0823 0.1025 0.1215
100, 110, 111, 112 surfaces 21.7883 6.4410 2.6188 1.5256 1.4970 1.5692 1.3366 4.9638 2.6188 3.3376 1.8579 2.6188 3.8316
110, 112 gamma surfaces 5.3383 4.3662 2.4350 2.4545 3.0171 3.4533 3.6830 3.3811 2.4350 2.3339 3.5784 2.4350 2.6170
lattice const. [A˚] 3.1842 3.1817 3.1805 3.1800 3.1799 3.1800 3.1801 3.1806 3.1805 3.1802 3.1800 3.1805 3.1810
C11 elastic constant [GPa] 554.76 517.46 475.30 480.44 491.34 497.49 511.86 486.37 475.30 477.39 480.54 475.30 475.94
C12 elastic constant [GPa] 150.84 193.96 200.69 199.65 198.92 200.47 201.49 200.66 200.69 201.51 198.96 200.69 199.30
bulk modulus [GPa] 285.48 301.80 292.22 293.25 296.39 299.48 304.94 295.89 292.22 293.47 292.82 292.22 291.51
shear modulus / C44 elastic constant [GPa] 145.86 140.97 148.56 146.84 143.53 143.95 140.68 146.10 148.56 146.77 146.11 148.56 148.78
RMS phonon spectrum error [THz] — 0.576 0.215 0.202 0.143 0.173 0.203 0.299 0.215 0.338 0.228 0.215 0.261
vacancy energy [eV] 3.75 3.05 3.25 3.25 3.26 3.26 3.27 3.28 3.25 3.29 3.26 3.25 3.26
100 surface energy [eV / A˚2] — — 0.321 0.338 0.355 0.350 0.346 — 0.321 — 0.360 0.321 0.162
110 surface energy [eV / A˚2] — — 0.360 0.378 0.375 0.378 0.413 — 0.360 — 0.435 0.360 0.224
111 surface energy [eV / A˚2] — — 0.218 0.314 0.320 0.341 0.374 — 0.218 — 0.398 0.218 0.114
112 surface energy [eV / A˚2] — — 0.284 0.301 0.318 0.324 0.352 — 0.284 — 0.337 0.284 -0.447
RMS {110}〈111〉 gamma surface energy error [eV] 0.557 0.111 0.104 1.120 0.160 0.235 0.180 1.423 0.104 0.480 0.494 0.104 0.127
RMS dislocation energy error [eV] 0.686 0.382 0.548 1.723 0.305 0.928 0.494 2.484 0.548 0.804 1.143 0.548 0.882
Table 6.2: Convergence of hyperparameters for the bispectrum-GAP potential, where we investigate bis-
pectrum 4-dimensional bispectrum expansion cutoff jmax, potential cutoff distance rcut and characteristic
length-scale θfactor.
6.4 Discussion
While the bispectrum-GAP correction to the Finnis-Sinclair interatomic potential
improves the energetics of all lattice defects that were included in the training
data set, we also find that the accuracy of the resulting potential is decreased for
lattice features that were not explicitly trained — i.e. the FS/bispectrum-GAP
potential works very well within the interpolation regime, however the accuracy
decreases very abruptly as soon as one enters the extrapolative regime. This
behaviour is not only clearly demonstrated in table 6.1, where we analyse RMS
force and energy errors as we add data to our training data set, but it also
manifests itself in the stress-strain relationships in the anharmonic regime (see
figure 6.2).
Our description of the 1
2
〈111〉 screw dislocation core structure relies on the
assumption that it can be rationalised in terms of the properties of the strictly
planar gamma surfaces. While this proves correct to some extent — our GAP
potential predicts the symmetric core structure, which matches the DFT model
— we also find that the edge component of the dislocation structure is not in
the full agreement with the DFT predictions. This discrepancy can be accounted
for by the fact that there is indeed some degree of extrapolation (in the sense of
atomic configuration space) involved when predicting the screw dislocation core
structure from gamma surface energetics alone.
An investigation of the dependence of the bispectrum-GAP potential on the
hyperparameters reveals what we believe to be a major cause of the failure of
our potential in the extrapolative regime. From the theoretical formulation of
the bispectrum descriptor, one expects that the accuracy of the potential can
be systematically improved as the value of jmax increases (as the precision of the
atomic representation improves). However, what we find instead is that we obtain
the best accuracy for jmax values in the range of 6-8, and increasing it beyond
this range results in an increase of RMS force and energy errors (as demonstrated
in table 6.2).
Our explanation of this behaviour is as follows: computing the bispectrum
parameters involves expansion of the atomic density in terms of spherical har-
monics, which can be thought of as calculating a Fourier series for a system that
is rotationally, instead of translationally periodic. However, our atomic density is
composed of Dirac delta functions and, consequently, the Fourier representation
does not converge as the frequency increases because the Fourier transform of
Dirac delta function spans the entire frequency domain. Since we need to trun-
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cate the components of the bispectrum expansion at a finite value of jmax, this
effectively corresponds to truncating the representation of the Dirac delta func-
tion in the frequency domain. The result of truncating a representation of the
Dirac delta function is demonstrated in figure 6.8 below.
Fourier / bispectrum space Real space
Figure 6.8: Representation of a Fourier expansion of Dirac delta func-
tion which was truncated in frequency space.
Consequently, by making an analogy between the bispectrum and a Fourier series,
we can identify the major shortcoming of the bispectrum descriptor of the atomic
environment when used for the purpose of Gaussian Approximation Potential —
including high frequency components of bispectrum representation results in high
frequency oscillations in the representation of the atomic density function when
the potential energy surface is trained. This accounts for both: decreased ac-
curacy of the bispectrum-GAP potential as we increase the value of jmax; and
limited extrapolative power. This “noisyness” of the coordinates of the potential
energy surface, while present in any GAP potential that is based on the bispec-
trum descriptor, is especially problematic in the systems with high coordination
numbers. While one requires spherical harmonics of higher degree in order to
account for angular dependence in systems with many nearest neighbours (such
as metals), there is a clear trade-off between the noise in the resulting PES and
the accuracy of the descriptor.
Finally, we finish this chapter with a summary of the protocol that we de-
veloped for the purpose of training GAP based interatomic potential for bcc
transition metals, based on our results for tungsten. We will use this protocol
again in the next chapter in order to develop a GAP potential based on the
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Smooth Overlap of Atomic Positions descriptor, which we believe provides a
solution to the problems of the bispectrum based potentials mentioned above.
1. Elastic constants → MC sampling in the lattice space
2000 environments temperature: 300K
• slice sampling algorithm
• primitive unit cell
• training from energies and stresses
2. Phonon spectrum → MD, no defects
7680 environments temperature: 300, 1000K
volumes: ground state, ±1%
• 128 at. simulation cell
• training from energies and forces
3. Vacancy → MD, isolated monovacancy
23740 environments temperature: 300, 1000K
volumes: ground state, ±1%
• 53 and 127 at. simulation cell
• training from energies and forces
4. Surfaces → MD, (100), (110), (111), (112)
2160 environments temperature: 300K
volumes: ground state
• 12 at. simulation cell
• training from energies and forces
5. Gamma surfaces → MD, (110), (112)
74196 environments temperature: 300K
volumes: ground state, ±1%
• 12 at. simulation cell
• training from energies and forces
Table 6.3: Summary of the protocol for generating training database
for GAP based interatomic potential for tungsten.
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7 SOAP-GAP Potential for Tungsten
7.1 Introduction
In this chapter I expand on the results obtained while training the FS/bispectrum-
GAP interatomic potential for tungsten. We use the data and protocols developed
in the previous chapter but we improve our methodology. Instead of using the
4-dimensional bispectrum and the square-exponential covariance function we use
the Smooth Overlap of Atomic Positions (SOAP) kernel in order to overcome
the limitations of the bispectrum based potentials. We also explore the idea
of fitting a SOAP-GAP interatomic potential from scratch, without using the
Finnis-Sinclair interatomic potential as a core potential.
In addition to using the training dataset generated for the bispectrum-GAP
potentials, in this chapter we also investigate the interactions between different
types of lattice defects. Consequently, in section 7.2 I discuss how appropriate
training data can be generated. We follow this with a brief discussion of how
iterative GAP potentials can be trained.
In section 7.3 I present the results obtained with the SOAP-GAP potential
for tungsten, trained with and without the Finnis-Sinclair interatomic potential
core. We also demonstrate how the iterative-SOAP-GAP interatomic potential
offers an improved description of the screw dislocation core structure compared
to the bispectrum based GAP potentials. We then use the iterative-SOAP-GAP
potential to calculate the Peierls barrier of an isolated screw dislocation and
dislocation-vacancy interaction map. I finish this chapter with a discussion of
the convergence of the hyperparameters and, in section 7.4, I discuss the results
obtained with the SOAP-GAP interatomic potential for tungsten.
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7.2 Training Protocol and Dataset
7.2.1 Lattice Defects Interaction
In our first attempt at training a SOAP based GAP interatomic potential for
tungsten we reuse all of the training data generated for the purpose of fitting
the bispectrum-GAP potentials. We anticipate that the existing training dataset
is capable of describing an isolated vacancy far away from a screw dislocation
where the effects of the dislocation strain field are negligible. However, in order
to accurately predict the behaviour of a vacancy in the neighbourhood of the
screw dislocation core we need to expand our training dataset. It should include
configurations that are representative of the atomic environments that might be
encountered when the vacancy and dislocation interact.
We again rely on the idea that the (110) gamma surface can be used to
rationalise the 1
2
〈111〉 screw dislocation core structure (as the core spreads along
the (110) planes). Hence, we generate our training data by introducing a vacancy
inside the gamma surface simulation cell either at the first, second or third layer
of atoms from the gamma surface. We also increase the size of the simulation
cell from 12 to 48 atoms as we need to account for the interaction of the vacancy
with its periodic images.
We use the protocol introduced in section 6.2 for generating MD trajectories.
We begin by minimising the potential energy stored in the lattice by means of
geometry optimisation before the start of the MD simulation. The initial state of
the trajectory is generated by randomising the kinetic energies of the atoms, such
that they are Boltzmann distributed with velocities being a function of simulation
temperature. To reduce the computational cost, we again use a linear k-point
sampling density of 0.03 A˚
−1
to obtain converged values of energy and forces and
we discard the stresses.
Due to the considerable computational cost associated with these simulations
(the simulation cell is four times the size of the simulation cell of a gamma
surface), we sample the gamma surface with vacancy at the first, second and
third layer of atoms using a 5 x 5 regular grid at the ground state volume and a
single temperature of 300K only.
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7.2.2 Iterative GAP
As demonstrated in chapter 6, a 135 atom dislocation dipole simulation cell is the
smallest system which can reproduce a screw dislocation, and at the same time it
also corresponds to the largest system for which we can evaluate single-point DFT
energies and forces (although at a substantial computational cost). Computing
an MD trajectory or carrying out a large number of geometry optimisation iter-
ations using the DFT method would be highly impractical for this system as the
calculations would take weeks even while running on hundreds of compute cores
in parallel. However, one can use an existing GAP potential to generate MD and
geometry optimisation trajectories. If the GAP potential can reproduce the DFT
potential energy surface with sufficient accuracy, snapshots of the trajectory can
be taken and energies and forces can be recomputed using the DFT method. One
can then train an improved GAP potential based on the recomputed data and
the potential can be iteratively improved with training data that could not be
obtained otherwise.
By computing the 1
2
〈111〉 screw dislocation core structure with both
bispectrum-GAP and SOAP-GAP potentials we find that inclusion of gamma
surface training data in the training dataset is sufficient to predict a symmetric
core structure which is in qualitative agreement with the DFT result. However,
this by itself does not provide a sufficiently accurate description for a quantitative
study of the dislocation mobility processes (as outlined in the previous chapter).
Hence, in order to overcome this limitation we apply the methodology of “iterat-
ive” training outlined above — from now onwards, we will refer to the resulting
potential as the iterative-SOAP-GAP potential.
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Figure 7.1: Convergence of the RMS energy error of an unrelaxed
dislocation and Peierls barrier with the volume of training data.
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To obtain our iterative potential we generate MD trajectories of a screw dislo-
cation in a 135 atom dislocation dipole simulation cell using the SOAP-GAP in-
teratomic potential. According to the protocol developed in the previous chapter
for generating training data, we carry out the MD simulations at temperatures
of 300K and 1000K. Snapshots of the trajectory are then selected as training
samples and to reduce the computational cost of DFT calculations they are re-
computed at a linear k-point sampling density of 0.03 A˚
−1
. We again discard the
stresses.
In order to assess the accuracy of our description of the screw dislocation
in tungsten, and verify whether our iterative scheme works, we compute the
RMS energy error of an unrelaxed dislocation in the 135 atom dislocation dipole
simulation cell (we use ten DFT values computed in figure 6.5 as reference). We
also compute the Peierls barrier (energy required to migrate the dislocation to
a neighbour lattice site) using the string method (outlined in section 3.4) in the
same 135 atom dislocation dipole simulation cell. The convergence of the RMS
energy error of an unrelaxed dislocation and Peierls barrier, computed using the
iterative-SOAP-GAP potential, as the volume of training data increases is shown
in figure 7.1.
7.3 Results
Similarly to the bispectrum based GAP potentials, in order to demonstrate how
the SOAP-GAP interatomic potential can be systematically improved, we re-
peatedly carry out our training procedure while increasing the size of the training
database. At the same time we monitor the performance of the potential.
We verify the predicted values of lattice constants, elastic constants, formation
energies of the isolated vacancy and surfaces and the RMS error in the phonon
spectrum for the SOAP based potentials, trained with and without the Finnis-
Sinclair interatomic potential core. We also include the results for the iterative-
SOAP-GAP potential. A summary of the training databases and performance of
the associated SOAP-GAP potential is given in table 7.1 below.
126
FS/S-GAP1 FS/S-GAP2 FS/S-GAP3 S-GAP1 S-GAP2 S-GAP3 S-GAP4 S-GAP I-S-GAP FS DFT
Training database errors:
RMS energy error per atom [eV] 0.0225 0.0554 0.0411 0.0391 0.0142 0.0110 0.0004 0.0003 0.0003 0.0095
RMS force error [eV/A˚] 0.7783 1.3053 1.0422 0.8941 0.4575 0.3480 0.0768 0.0629 0.0629 0.6492
Number of atomic environments in training database:
bcc primitive cells (MCMC, 2000 × 1 at.) 2000 2000 2000 2000 2000 2000 2000 2000 2000
bcc bulk (MD, 60 × 128 at.) — 7680 7680 — 7680 7680 7680 7680 7680
vacancy (MD, 400 × 53 at., 20 × 127 at.) — — 23740 — — 23740 23740 23740 23740
100, 110, 111, 112 surfaces (MD, 180 × 12 at.) — — — — — — 2160 2160 2160
110, 112 gamma surfaces (MD, 6183 × 12 at.) — — — — — — 74196 74196 74196
110 gamma surface + vacancy (MD, 750 × 47 at.) — — — — — — — 35250 35250
screw dislocation quadrupole (MD, 100 × 135 at.) — — — — — — — — 13500
RMS energy error per atom: [eV]
bcc primitive cells 0.0010 0.0009 0.0009 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0158
bcc bulk 0.0001 0.0001 0.0001 0.0004 0.0001 0.0001 0.0001 0.0001 0.0001 0.0002
vacancy 0.0009 0.0100 0.0001 0.0065 0.0031 0.0000 0.0001 0.0001 0.0001 0.0013
100, 110, 111, 112 surfaces 0.1195 0.0658 0.0456 0.0773 0.1005 0.0845 0.0001 0.0001 0.0001 0.0233
110, 112 gamma surfaces 0.0252 0.0783 0.0569 0.0536 0.0113 0.0070 0.0004 0.0005 0.0005 0.0127
110 gamma surface + vacancy 0.0082 0.0241 0.0258 0.0209 0.0032 0.0016 0.0005 0.0002 0.0002 0.0045
screw dislocation quadrupole 0.0003 0.0026 0.0023 0.0033 0.0002 0.0001 0.0002 0.0002 0.0002 0.0015
RMS force error: [eV/A˚]
bcc primitive cells — — — — — — — — — —
bcc bulk 0.1993 0.0615 0.0476 0.1635 0.0203 0.0228 0.0284 0.0279 0.0278 0.1460
vacancy 0.3852 0.5824 0.0528 0.2364 0.1442 0.0228 0.0302 0.0294 0.0294 0.2415
100, 110, 111, 112 surfaces 1.0101 1.5858 0.9157 1.1757 0.9613 0.3310 0.0482 0.0508 0.0509 0.5706
110, 112 gamma surfaces 0.9770 1.5896 1.3566 1.0823 0.5995 0.4868 0.0661 0.0684 0.0690 0.8845
110 gamma surface + vacancy 0.7096 1.3774 0.9531 0.9753 0.3337 0.1915 0.1248 0.0785 0.0793 0.3963
screw dislocation quadrupole 0.3262 0.4082 0.3560 0.3626 0.0863 0.0733 0.0469 0.0469 0.0383 0.2702
lattice const. [A˚] 3.1809 3.1808 3.1808 3.1803 3.1803 3.1803 3.1803 3.1803 3.1803 3.1805 3.1805
C11 elastic constant [GPa] 478.66 476.74 475.37 517.74 517.69 517.75 517.68 518.30 518.03 514.23 516.86
C12 elastic constant [GPa] 203.94 204.00 202.46 198.67 198.68 198.88 198.41 198.61 198.46 200.12 198.18
bulk modulus [GPa] 295.51 294.91 293.43 305.02 305.02 305.17 304.83 305.17 304.98 304.83 304.41
shear modulus / C44 elastic constant [GPa] 142.98 142.69 142.83 142.69 142.70 142.73 142.97 142.68 142.98 157.21 142.30
RMS phonon spectrum error [THz] 0.962 0.167 0.197 0.583 0.146 0.142 0.138 0.126 0.129 0.392
vacancy energy [eV] 2.86 — 3.23 0.42 1.86 3.26 3.27 3.28 3.29 3.61 3.27
100 surface energy [eV / A˚2] 0.231 0.064 0.057 0.076 0.068 0.145 0.252 0.252 0.252 0.179 0.251
110 surface energy [eV / A˚2] 0.214 0.073 0.126 0.064 0.055 0.117 0.204 0.204 0.204 0.158 0.204
111 surface energy [eV / A˚2] 0.300 0.085 0.120 0.095 0.088 0.122 0.222 0.222 0.222 0.202 0.222
112 surface energy [eV / A˚2] 0.265 0.078 0.153 0.082 0.079 0.135 0.216 0.216 0.216 0.187 0.216
RMS {110}〈111〉 gamma surface energy error [eV] 0.157 1.767 1.130 1.295 0.097 0.116 0.047 0.042 0.045 0.695
RMS dislocation energy error [eV] 0.327 2.975 2.217 2.683 0.036 0.065 0.166 0.177 0.143 1.265
Table 7.1: Summary of the training databases and performance of the associated SOAP-GAP potential.
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Figure 7.2: Iterative-SOAP-GAP stress-strain curves of bcc tungsten
for a range of strains from −10% to +10%.
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We verify the elastic properties of the iterative-SOAP-GAP interatomic
potential in the anharmonic regime (from now on we are using the most complete
SOAP-GAP potential, namely the iterative-SOAP-GAP potential, designated as
I-S-GAP in table 7.1) by computing the stress-strain curves corresponding to lon-
gitudinal compression, transverse expansion and shearing for a range of strains
from −10% to +10%. The results are shown in figure 7.2.
We find that the elastic behaviour predicted by the SOAP based GAP in-
teratomic potentials is in a perfect agreement with the DFT model. SOAP-GAP
potentials reproduce the stress-strain behaviour correctly even for the range of
strains where the bispectrum-GAP potentials fail. Since both GAP potentials
use the same elasticity training data, this indicates that the SOAP-GAP poten-
tials are capable of providing an improved description of the system, even in the
extrapolative regime.
The phonon spectrum of bcc tungsten computed using the iterative-SOAP-
GAP interatomic potential is shown in figure 7.3 below.
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Figure 7.3: Iterative-SOAP-GAP phonon spectrum of bcc tungsten.
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While both FS and bispectrum-GAP models fail to reproduce some of the trans-
verse modes of vibration along the {N−Γ} path of the phonon spectrum, we find
that the SOAP-GAP potential offers an improved description of tungsten vibra-
tional properties, both at a qualitative and quantitative level. The SOAP-GAP
potential not only accounts for the non-degenerate transverse modes, but the
RMS error in phonon frequencies is also significantly reduced (as demonstrated
in table 7.1).
A cross-section of (110) gamma surface energies along the 〈111〉 lattice vector
computed using the iterative-SOAP-GAP interatomic potential is shown in figure
7.4 below. Again, we observe a significant improvement compared to both FS
and bispectrum-GAP models. While bispectrum-GAP offers a good description
of gamma surfaces on the qualitative level, SOAP-GAP provides accuracy closely
resembling that of DFT model.
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Figure 7.4: 〈111〉 cross-section of (110) gamma surface energy for GAP,
FS and DFT models.
Finally, the energies of an unrelaxed dislocation dipole system as a function
of the Burgers vector computed using iterative-SOAP-GAP interatomic potential
are shown in figure 7.5 below. Again, as was the case with gamma surface energies,
we find that SOAP-GAP provides a further improvement in accuracy over both
FS and bispectrum-GAP models and closely resembles the DFT result.
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7.3.1 Screw Dislocation Core Structure
We begin our investigation of the properties of the 1
2
〈111〉 screw dislocation by
verifying the convergence of dislocation core local energy with the system size for
our dislocation simulations using both dislocation dipole and isolated dislocation
methods. The error in the dislocation core local energy, as a function of system
size, is given in figure 7.6 below.
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Figure 7.6: Convergence of dislocation core local energy error with the
system size for dislocation quadrupole and isolated dislocation.
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1
2
〈111〉 screw dislocation core structures computed by the means of geometry
optimisation using SOAP-GAP, bispectrum-GAP, Finnis-Sinclair and DFT meth-
ods are presented in figure 7.7 below. We again characterise the dislocation
structures using the Nye tensor (as outlined in section 5.9). For the GAP and
Finnis-Sinclair models we also compute local energies of individual atoms.
We find that the dislocation core structure predicted by the SOAP-GAP is
in perfect agreement with the DFT model. This is a clear improvement over the
bispectrum-GAP. The bispectrum-GAP, although it does predict a symmetric
core structure, fails to reproduce the edge component of the Nye tensor of the
DFT result. We also discover that the local energy of core atoms is significantly
different in SOAP-GAP and bispectrum-GAP predictions of the dislocation core
structure. The SOAP-GAP result which reproduces the DFT structure in perfect
detail suggests that the spreading of the dislocation in terms of local atomic
energies is very limited. This is in contrast to both bispectrum-GAP and Finnis-
Sinclair models — the amount of the dislocation spreading is more confined than
we previously anticipated.
As outlined in section 5.9, it is widely believed that the mobility of screw
dislocations is influenced by spreading of the dislocation line into the slip planes
of the 〈111〉 zone. This is because the dislocation effectively anchors itself to
the particular lattice site. In order to transition onto the neighbouring site a
significant amount of energy is required to retract its movement (more details in
[98]). Consequently, we anticipate that the precise structure of the dislocation
core has an influence on the value of the Peierls barrier which we compute in the
next section.
When we verify the final atomic coordinates of the geometry optimisation per-
formed with the SOAP-GAP interatomic potential by performing a single-point
energy and force evaluation using DFT, we find that the maximum force error
between iterative-SOAP-GAP and DFT methods is 0.057 eV/A˚ (as compared to
0.62 eV/A˚ for the FS/bispectrum-GAP model). This is an order of magnitude
reduction in force error and it is very similar in value to the RMS force error of
the overall training database for the iterative-SOAP-GAP potential (0.063 eV/A˚).
This gives us confidence that our model provides a quantitatively accurate de-
scription of the screw dislocation that can be used to investigate dislocation
mobility and interactions with other lattice defects.
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Figure 7.7: 1
2
〈111〉 screw dislocation core structures evaluated using SOAP-GAP,
bispectrum-GAP, FS and DFT models.
7.3.2 Screw Dislocation Peierls Barrier
We carry out our calculation of the Peierls barrier using a transition state search-
ing implementation of the string method (more details in section 3.4). The string
method optimises the transition path in order to find the saddle points of the
potential energy surface and we explore three different starting points for trans-
ition path optimisation, as demonstrated in figure 7.8 below.
“soft” lattice site
“hard” lattice site
Path A
Path B
Path C
Figure 7.8: Screw dislocation Peierls barrier simulation approach,
where we investigate three different paths for dislocation migration.
There are two types of dislocation sites in the (111) plane of the bcc lattice and
they have opposite chiralities. A screw dislocation with Burgers vector pointing
out of the plane will produce a “soft” core (stable, corresponding to ground state
structure), whereas the same dislocation in the other site will produce a “hard”
core (sometimes metastable in some transition metals, corresponding to higher
energy than “soft” core). On the other hand, a dislocation with Burgers vector
pointing into the plane will produce a “hard” core in the first site and “soft” core
in the second site (more details in [103], [111]).
We find that the “hard” core is not metastable in tungsten — carrying out
geometry optimisation of a “hard” core results in the dislocation line migrating
to a neighbour lattice site that corresponds to the “soft” core structure. The
“hard” core might, nevertheless, correspond to a saddle point in the potential
energy surface and, consequently, might be a suitable transition state along the
transition path. Hence, we construct an initial path A, which connects the two
identical “soft” lattice sites directly, and further two alternative paths B and C,
which explore the possibility of the transition path going through a transition
state corresponding to a “hard” core configuration.
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We carry out the transition state search using a string of 65 images and we
find that all three paths A, B and C converge to the same minimum energy
pathway (MEP). The MEP does not have a transition state that corresponds to
a “hard” core structure. For the iterative-SOAP-GAP simulation in the 135 atom
dislocation dipole simulation cell we also verify the energies of the resulting MEP
by performing single-point calculations using DFT method for five points along
the reaction coordinate. The results are shown in figure 7.9 below.
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Figure 7.9: 1
2
〈111〉 screw dislocation Peierls barrier evaluated using
both dislocation quadrupole and isolated dislocation approaches.
As anticipated, we find that the Peierls barrier of the SOAP-GAP is significantly
lower than that of the Finnis-Sinclair potential. This is in agreement with the
suggestions that the mobility of screw dislocations is affected by the amount of
spreading of the dislocation core. By plotting the values of the Nye tensor along
the reaction coordinate we also find that the transition path involves one of the
neighbouring “soft” sites as opposed to the “hard” one — at the mid-point the
screw dislocation appears to be spread between three “soft” dislocation sites.
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7.3.3 Dislocation-Vacancy Interactions
One can calculate the binding energy between a vacancy and a screw dislocation
by comparing the energies of two simulation cells E(disloc.) and E(disloc.+vac.) which
have exactly the same geometry and differ by the presence of the vacancy alone.
If we optimise the atomic positions in these configurations such that energy of
the system is minimised, the dislocation-vacancy binding energy is given by:
E
(disloc.+vac.)
b = min
xi...xN
(E(disloc.+vac.))− min
xi...xM
(E(disloc.))− E(vac.)f + E0, (7.1)
where E
(vac.)
f is the vacancy formation energy and E0 is the ground state energy
per atom of the perfect bcc lattice.
We begin by investigating the convergence of the dislocation-vacancy binding
energy with the number of layers separating successive vacancies measured in
multiples of the Burgers vector. We use an isolated dislocation approach in a
system consisting of 33633 atoms for our simulations. The resulting value of the
binding energy as a function of system depth is shown in figure 7.10 below.
-0.5
-0.4
-0.3
-0.2
-0.1
0
0.1
1 2 3 4 5
33632 at. 100898 at. 168164 at.
B
in
d
in
g
en
er
g
y
[e
V
]
Cylinder depth
S-GAP cylinder
Figure 7.10: Convergence of dislocation-vacancy binding energy with
the number of layers separating successive vacancies measured in mul-
tiples of the Burgers vector.
We find that the simulation cell consisting of three layers is sufficient to obtain
converged values of the dislocation-vacancy binding energy, which is consistent
with the results found in the literature (more details in [115]). Consequently,
we proceed by computing the dislocation-vacancy interaction map in the region
surrounding the dislocation core in a system consisting of 100898 atoms. This
corresponds to carrying out a number of geometry optimisation simulations, each
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corresponding to vacancy position at a different lattice site. The results of our
calculations are shown in figure 7.11 below.
Due to the large simulation cell depth we find that verification of the
dislocation-vacancy binding energies by the means of a single-point calculation
using DFT method is not straightforward. Even in the smallest quadrupole con-
figuration this corresponds to a simulation cell consisting of 404 atoms which is
beyond our computational capabilities. We also anticipate that in such a small
simulation cell dislocation-dislocation interactions would have a non-negligible
effect on the dislocation-vacancy binding energy.
-1.0
0
I-S-GAP FS
0
-15 A˚
-10 A˚
-5 A˚
5 A˚
10 A˚
15 A˚
(011)+
(011)−
(112)
0
-1.0
-0.5
0-15 A˚ -10 A˚ -5 A˚ 5 A˚ 10 A˚ 15 A˚
(011)+
(011)−
(112)
B
in
d
in
g
en
er
g
y
[e
V
]
I-S-GAP
FS
Figure 7.11: Dislocation-vacancy binding energy computed in an isol-
ated dislocation system consisting of 100898 atoms.
While both Finnis-Sinclair and SOAP-GAP models predict attraction between
vacancy and 1
2
〈111〉 screw dislocation which can be regarded as a strong sink for
vacancies, the above result suggest that the FS potential underestimates this at-
traction at the dislocation core. While it is unclear how the vacancy-dislocation
interaction affects the mobility of the dislocation at this stage, this result demon-
strates that such a study can be carried out with the SOAP-GAP interatomic
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potential in the future (in principle, the pinning or mediating effect of the vacancy
on the screw dislocation could be investigated).
7.3.4 Hyperparameters
One of the benefits of the SOAP-GAP potential is that it reduces the number
of adjustable hyperparameters as compared to the bispectrum-GAP potential.
Instead of finding the vector of characteristic length-scales for each dimension of
the bispectrum descriptor, the smoothness of the potential is instead adjusted
with the width of a Gaussian used to represent the atomic density σatom and
the degree of the covariance function polynomial ζ . Consequently, our procedure
for training the SOAP-GAP interatomic potential depends only on the following
hyperparameters:
• noise in the training data → {σ(energy)ν , σ(force)ν , σ(virial)ν }
• width of Gaussian used to represent the atomic density → σatom
• degree of the covariance function polynomial → ζ
• scale of energy variation in potential energy surface → σw
• SOAP radial and angular expansion cutoff → {nmax, lmax}
• potential cutoff distance → rcut
As in the case of the bispectrum-GAP potential, we have a prior knowledge of the
noise in the training data from our investigation of the convergence of energies,
forces and stress virials as a function of plane-wave energy cutoff, k-point sampling
and smearing width. Consequently, we set σ
(energy)
ν to 0.001 eV/atom and σ
(force)
ν
to 0.1 eV/A˚ when the k-point sampling density is equal to 0.03 A˚
−1
, and σ
(energy)
ν
to 0.0001 eV/atom, σ
(force)
ν to 0.01 eV/A˚ and σ
(virial)
ν to 0.01 eV/atom when the
k-point sampling density is equal to 0.015 A˚
−1
. We also set the hyperparameter
corresponding to the scale of energy variation in the potential energy surface σw
to 1.0 eV, which is the same value as the one we used for the bispectrum-GAP
potential.
We find that the width of Gaussian functions that we use to represent the
atomic density σatom is dictated by the underlying physical properties of the
system such as lattice constant and nearest neighbour distance. In the present
case, we set it to the value of 0.5 A˚.
The hyperparameter corresponding to the degree of the covariance function
polynomial, ζ , has the effect of increasing the sensitivity of the covariance func-
tion to change of the atomic positions. It was found empirically to work best
with atomic systems when its value is equal to four or six (more details in [79]).
We summarise the results of our investigation into finding suitable values of
{nmax, lmax} and rcut hyperparameters for the SOAP-GAP interatomic potential
in table 7.2 below:
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nmax, lmax convergence cutoff convergence
S-GAP3 training database 6 8 10 12 14* 16 4.0 A˚ 5.0 A˚* 6.0 A˚
Training database errors:
RMS energy error per atom [eV] 0.0125 0.0067 0.0078 0.0133 0.0110 0.0107 0.0073 0.0110 0.0063
RMS force error [eV/A˚] 0.5964 0.3966 0.3341 0.3386 0.3480 0.3480 0.3308 0.3480 0.3657
RMS energy error per atom: [eV]
bcc primitive cells 0.0002 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001
bcc bulk 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001
vacancy 0.0001 0.0001 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000
100, 110, 111, 112 surfaces 0.0408 0.0257 0.0556 0.1069 0.0845 0.0819 0.0419 0.0845 0.0140
110, 112 gamma surfaces 0.0166 0.0086 0.0064 0.0065 0.0070 0.0070 0.0079 0.0070 0.0088
110 gamma surface + vacancy 0.0039 0.0018 0.0018 0.0015 0.0016 0.0015 0.0018 0.0016 0.0014
screw dislocation quadrupole 0.0002 0.0002 0.0003 0.0001 0.0001 0.0001 0.0002 0.0001 0.0002
RMS force error: [eV/A˚]
bcc primitive cells — — — — — — — — —
bcc bulk 0.0404 0.0251 0.0235 0.0231 0.0228 0.0228 0.0269 0.0228 0.0143
vacancy 0.0440 0.0280 0.0240 0.0231 0.0228 0.0227 0.0303 0.0228 0.0214
100, 110, 111, 112 surfaces 0.5774 0.6908 0.3137 0.3578 0.3310 0.3247 0.3945 0.3310 0.5346
110, 112 gamma surfaces 0.8277 0.5400 0.4624 0.4711 0.4868 0.4865 0.4521 0.4868 0.5045
110 gamma surface + vacancy 0.3607 0.2457 0.2066 0.1952 0.1915 0.1939 0.2204 0.1915 0.2132
screw dislocation quadrupole 0.1194 0.0926 0.0826 0.0748 0.0733 0.0724 0.0888 0.0733 0.0779
lattice const. [A˚] 3.1803 3.1803 3.1803 3.1803 3.1803 3.1803 3.1803 3.1803 3.1803
C11 elastic constant [GPa] 517.52 518.58 517.87 517.83 517.75 517.72 517.50 517.75 518.16
C12 elastic constant [GPa] 198.13 198.89 198.64 198.91 198.88 198.84 197.31 198.88 198.82
bulk modulus [GPa] 304.59 305.45 305.05 305.22 305.17 305.13 304.04 305.17 305.27
shear modulus / C44 elastic constant [GPa] 143.29 143.05 142.74 142.76 142.73 142.72 143.96 142.73 142.75
RMS phonon spectrum error [THz] 0.174 0.153 0.143 0.142 0.142 0.141 0.156 0.142 0.098
vacancy energy [eV] 3.25 3.26 3.25 3.26 3.26 3.26 3.25 3.26 3.25
100 surface energy [eV / A˚2] 0.162 0.160 0.166 0.130 0.145 0.145 0.218 0.145 0.204
110 surface energy [eV / A˚2] 0.229 0.132 0.138 0.096 0.117 0.120 0.189 0.117 0.195
111 surface energy [eV / A˚2] — 0.132 0.155 0.100 0.122 0.157 0.157 0.122 0.080
112 surface energy [eV / A˚2] 0.096 0.146 0.165 0.111 0.135 0.139 0.184 0.135 0.184
RMS {110}〈111〉 gamma surface energy error [eV] 0.297 0.160 0.280 0.159 0.116 0.121 0.270 0.116 0.065
RMS dislocation energy error [eV] 0.316 0.167 0.314 0.062 0.065 0.058 0.229 0.065 0.216
Table 7.2: Convergence of hyperparameters for the SOAP-GAP potential, where we investigate SOAP
radial and angular expansion cutoff {nmax, lmax} and potential cutoff distance rcut.
7.4 Discussion
We demonstrated in this chapter that the Smooth Overlap of Atomic Positions
kernel overcomes some of the limitations that we encountered with the bispectrum-
GAP interatomic potential. Our investigation of the dependance of the SOAP-
GAP potential on the hyperparameters reveals that the accuracy of the SOAP
based potentials can be systematically improved as the values of {nmax, lmax} in-
crease (see table 7.2) and we also find that the resulting potential is much better
behaved in the extrapolative regime (as demonstrated for stress-strain curves in
the anharmonic regime in figure 7.2). We believe that this can be attributed
to the fact that within the SOAP methodology the atomic density function is
expanded using Gaussian functions instead of Dirac delta functions.
By extending the analysis carried out in section 6.4, it is easy to see that the
Fourier representation of a Gaussian function corresponds to another Gaussian
function in real space (albeit with a different width). Consequently, while trun-
cating some of the frequencies in the Fourier representation of a Gaussian still
results in high frequency oscillations in the representation of the atomic density
function, these are convoluted with a Gaussian envelope. Consequently, we anti-
cipate these oscillations to be short-lived in real space and hence the “noisyness”
of the coordinates of the potential energy surface associated with the bispectrum
descriptor is significantly reduced.
Another aspect of GAP potential training that we investigated in this chapter
is the inclusion of the Finnis-Sinclair interatomic potential core. Against our ex-
pectations we found that removing the core potential improves the accuracy of the
resulting SOAP-GAP potential. Comparing the force errors of FS/SOAP-GAP3
and SOAP-GAP3 potentials from table 7.1 demonstrates that in the absence of
the core potential RMS force errors are reduced between two to three times, i.e.
RMS force error for vacancy dataset corresponds to 0.023 eV/A˚ for SOAP-GAP3
and 0.053 eV/A˚ for FS/SOAP-GAP3 (0.103 eV/A˚ for FS/bispectrum-GAP3).
At the same time the total reduction of force errors between SOAP-GAP and
FS/bispectrum-GAP potentials ranges from approximately five times in the in-
terpolation regime to ten times or more in the extrapolation regime (as demon-
strated for the relaxed structure of the screw dislocation where the force errors
were reduced by over an order of magnitude).
In spite of the increased complexity of the SOAP-GAP potential compared to
the bispectrum-GAP, we believe that this improvement in accuracy is worth the
cost as the computational time nevertheless scales linearly. While we only ex-
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plored its applications in systems of up to ∼ 170, 000 atoms, simulation of bigger
systems is a matter of parallelisation alone. We finish this chapter by presenting
the comparison of the computational cost of the SOAP-GAP, bispectrum-GAP,
Finnis-Sinclair and DFT models in figure 7.12 below.
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Figure 7.12: Comparison of the computational cost of SOAP-GAP,
bispectrum-GAP, FS and DFT models.
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8 Bond-based SOAP-GAP Potential
8.1 Introduction
In this chapter I present the outcome my theoretical work on the bond-based
covariance function for the GAP potential, which was carried out in parallel with
the work on the Smooth Overlap of Atomic Positions (SOAP) kernel performed
by members of my research group. In the previous chapter we decided to use
the SOAP kernel in order to improve the bispectrum-GAP potential for tungsten
as it builds directly on the bispectrum descriptor methodology. However, the
analysis below offers a recipe for how a bond-based SOAP-GAP potential can be
implemented and used efficiently for systems where the bond environment can be
determined by the surrounding atoms that lie within a close neighbourhood of
the bond.
The symmetry of the covariance function of a GAP interatomic potential is
dictated by the spherical symmetry of an atom. The covariance is constructed
by integrating over all possible rotations and in three dimensions this corres-
ponds to three independent rotation directions. Carrying out this integration
over all arbitrary rotations analytically is extremely difficult if at all possible.
Consequently, as demonstrated in the previous chapters one needs to resort to
expanding the atomic density function in terms of a spherical harmonics basis
and this expansion needs to be truncated.
Unlike the interatomic potentials, the symmetry of the covariance function
of a bond-based GAP potential is dictated by the cylindrical symmetry of a
bond. There is only one rotation direction (along the axis of the bond), and we
anticipate that integrating over all possible rotations can be achieved in some
situations analytically. However, the idea of allocating local energies to bonds
instead of atoms is also motivated by the success of tight binding and Bond
Order Potential formalism where the most important contribution to the total
energy comes from the interatomic matrix elements which directly correspond to
bond energies.
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I begin in section 8.2 by outlining the concept of a covariance function for the
bond-based GAP potential. In section 8.3 I investigate the functional form of this
covariance function. In section 8.4 I derive an analytic expression for a general,
rotationally invariant covariance function between two bonds that is computed
from smoothly changing atomic density functions. Finally, I finish this chapter
with section 8.5 by discussing some of the numerical and implementation issues
that need addressing.
8.2 Rotationally Invariant Bond Descriptor
In order to fit a bond-based GAP potential we need to be able to evaluate a
covariance function k(ρ, ρ′) between two bonds where ρ and ρ′ are real-valued,
three-dimensional scalar fields (atomic density functions) describing the atomic
environment of the bonds.
If we take the square-exponential covariance function as a starting point in
our analysis:
k(r) = exp
[
− r
2
2θ2
]
, (8.1)
where r is the “distance” between the two atomic environments and σ is defined
as the characteristic length-scale. We can define the “distance” between the
two atomic environments ρ and ρ′ by generalising the concept of the Euclidean
distance:
r2 =
∫
(ρ(x)− ρ′(x))2 d3 x, (8.2)
where we align the bonds so that they are parallel to the z-axis and centred at
the origin before we evaluate the above integral.
However, it is clear that our covariance k(ρ, ρ′) depends on the precise orient-
ation of the bonds. Even when the bonds are aligned in the same direction, the
covariance function is not invariant to individual rotations of any of the bonds
about the z-axis (and our procedure used to align the bonds along the z-axis is
completely arbitrary).
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We can introduce rotational invariance by integrating the covariance function
over all possible rotations about the z-axis. Using an arbitrary rotation operator
Rˆ, we can redefine our covariance as follows:
k(r) =
∫
exp
[
−(Rˆr)
2
2θ2
]
d Rˆ, (8.3)
where the “distance” between the atomic environments of the two bonds is given
by:
(Rˆr)2 =
∫ (
ρ(x)− ρ′(Rˆx)
)2
d3 x. (8.4)
If the bonds in question are between atoms of the same species, the symmetry
of the system also dictates that the covariance function should be invariant with
respect to reflections about the x-y plane. Reflection invariance can be easily
included in the covariance function by summing over all possible mirror images.
Consequently, we redefine our covariance function again by including the mirror
image operator Mˆ that changes the direction of the z-axis and we sum over the
reflections about the x-y plane:
k(r) =
∑
Mˆ
∫
exp
[
−(MˆRˆr)
2
2θ2
]
d Rˆ. (8.5)
It is clear from the above analysis that in order to evaluate the covariance
function k(ρ, ρ′) we need to carry out two integrations: first in real space over the
real-valued, three-dimensional scalar fields describing the atomic environments;
and second over all possible rotations about the z-axis. We find that in order
to carry out this double integration analytically we need to approximate the
functional form of the covariance function.
8.3 Covariance Functions
for Smooth Atomic Density
Our definition of the atomic density function ρ needs to fulfil three conditions:
• It needs to be continuous and smooth in real space.
• It needs to provide permutational invariance when the ordering of the atoms
around the bond changes.
• It needs to be integrable analytically.
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We find that the atomic density function that fulfils all of the above criteria
is provided by the sum of three-dimensional Gaussian functions centred at the
positions of the atoms that lie within the cutoff of the bond environment. This
is also the same atomic density function as used for the purpose of the SOAP
kernel (as outlined in section 4.5). Consequently, the atomic density function ρ
describing the atomic environment of a bond is given by:
ρ =
N∑
i
R(ri) exp
[
−(x− ri)
2
2σ2
]
, (8.6)
where σ is the width of the Gaussian and R(ri) is a scaling function that can be
used to alter the height of the Gaussian (for example for a multi-species bond-
based potential). At the same time it ensures that the descriptor is continuous
at a finite cutoff by smoothly decaying to zero at the cutoff distance. Note that
by definition R(ri) has a radial symmetry about the axis parallel to the bond.
Since the density function consisting of a sum of Gaussian functions can be
integrated analytically, the Euclidean distance r2
ρRˆρ′
between atomic density field
ρ, and field ρ′ under an arbitrary rotation Rˆ is given by:
r2
ρRˆρ′
=
∫ (
ρ(x) − ρ′(Rˆx)
)2
d3 x
=
∫ ( N∑
i
R(ri) exp
[
− (x− ri)
2
2σ2
]
−
N′∑
i′
R(Rˆri′ ) exp
[
− (x− Rˆri′)
2
2σ2
])2
d3 x
=
∫ ( N∑
i
R2(ri) exp
[
− (x− ri)
2
σ2
]
+
N∑
i=2
N∑
j<i
2R(ri)R(rj ) exp
[
− (x− ri)
2 + (x − rj)2
2σ2
])
d3 x
︸ ︷︷ ︸
Cρρ (bond ρ “self” overlap)
+
∫ (N′∑
i′
R2(Rˆri′ ) exp
[
− (x− Rˆri′ )
2
σ2
]
+
N′∑
i′=2
N′∑
j′<i′
2R(Rˆri′)R(Rˆrj′ ) exp
[
− (x− Rˆri′ )
2 + (x− Rˆrj′ )2
2σ2
])
d3 x
︸ ︷︷ ︸
C
Rˆρ′Rˆρ′
(bond Rˆρ′ “self” overlap)
− 2
∫ ( N∑
i
N′∑
i′
R(ri)R(Rˆri′) exp
[
− (x− ri)
2 + (x− Rˆri′)2
2σ2
])
d3 x
︸ ︷︷ ︸
C
ρRˆρ′
(overlap between bonds ρ and Rˆρ′)
Exploiting the fact that R(ri′) is invariant to rotations about the axis parallel to
the bond, we can immediately recognise that:
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R(Rˆri′)→ R(ri′)
C
Rˆρ′Rˆρ′ → Cρ′ρ′ . (8.7)
Consequently the distance r2
ρRˆρ′
can be simplified as:
r2
ρRˆρ′
= Cρρ + Cρ′ρ′ − 2CρRˆρ′ , (8.8)
where the overlap elements are given by:
Cρρ = σ
3π3/2
(
N∑
i
R2(ri) +
N∑
i=2
N∑
j<i
2R(ri)R(rj) exp
[
−(ri − rj)
2
4σ2
])
Cρ′ρ′ = σ
3π3/2
(
N ′∑
i′
R2(ri′) +
N ′∑
i′=2
N ′∑
j′<i′
2R(ri′)R(rj′) exp
[
−(ri′ − rj′)
2
4σ2
])
CρRˆρ′ = σ
3π3/2
(
N∑
i
N ′∑
i′
R(ri)R(ri′) exp
[
−(ri − Rˆri′)
2
4σ2
])
. (8.9)
If the distance r2
ρRˆρ′
between the two environments is defined to lie in the
domain {r ∈ R|0 ≤ r ≤ 1} where 0 corresponds to no similarity and 1 corresponds
to identical environments, we can define the normalised distance rˆ2
ρRˆρ′
as:
rˆ2
ρRˆρ′
=
r2
ρRˆρ′
Cρρ + Cρ′ρ′
= 1− CρRˆρ′1
2
(Cρρ + Cρ′ρ′)
, (8.10)
and we can demonstrate that the characteristics of the square-exponential cov-
ariance function can be approximated by a polynomial covariance function:
kρρ′ = (1− rˆ2ρρ′)n. (8.11)
A plot of the square-exponential covariance function and its polynomial
approximation up to an order of n = 6 is shown in figure 8.1 below.
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Figure 8.1: Polynomial approximation to the square-exponential cov-
ariance function up to an order of n = 6.
Consequently, we can construct a rotationally invariant polynomial covariance
function by integrating over all possible rotations Rˆ:
kρρ′ =
∫ (
1− rˆ2
ρRˆρ′
)n
d Rˆ, (8.12)
and by substituting equation 8.10, we obtain:
kρρ′ =
∫ (
CρRˆρ′
1
2
(Cρρ + Cρ′ρ′)
)n
d Rˆ
=
(
2
Cρρ + Cρ′ρ′
)n ∫ (
CρRˆρ′
)n
d Rˆ
∝
∫ (
CρRˆρ′
)n
d Rˆ, (8.13)
which corresponds to the similarity kernel proposed by Barto´k-Pa´rtay, Kondor
and Csa´nyi for the SOAP covariance function (more details in [79]). The dot-
product kernel of density overlap corresponds to a polynomial approximation of
the square-exponential covariance function.
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As is the case for the SOAP kernel, we do not need to worry about the
normalisation constant
(
2
Ci i+Ci′ i′
)n
as we can always renormalise our covariance
function later by computing:
kˆρρ′ =
(
kρρ′√
kρρ
√
kρ′ρ′
)ζ
, (8.14)
where ζ can be used to further tune the behaviour of kˆρρ′.
Consequently, the problem of evaluating the covariance function kρρ′ is equi-
valent to that of evaluating
∫
(CiRˆi′)
n d Rˆ. As we will demonstrate in the next
section, for the case of a bond-based potential we can evaluate this integration
for an arbitrary rotation Rˆ analytically, for any order n and with no need for
expansion in a spherical harmonics basis (as is the case for the SOAP atomic
descriptor; more details in section 4.5).
8.4 Smooth Overlap for Bond-based
GAP Potential
In order to evaluate
∫
(CiRˆi′)
n d Rˆ we expand CρRˆρ′ using the multinomial the-
orem:
∫ (
CiRˆi′
)n
d Rˆ = σ3nπ3n/2
∫  N∑
i
N′∑
i′
R(ri)R(ri′ ) exp
[
− (ri − Rˆri′)
2
4σ2
]n d Rˆ
∝
N∑
i
N′∑
i′
(R(ri)R(ri′ ))
n
∫
exp
[
−n(ri − Rˆri′)
2
4σ2
]
d Rˆ
+
n!
1!(n− 1)!
N∑
i
j 6=i
N′∑
i′
j′ 6=i′
(R(ri)R(ri′ ))
n−1 (R(rj)R(rj′ )) ∫ exp
[
− (n− 1)(ri − Rˆri′ )
2 + (rj − Rˆrj′)2
4σ2
]
d Rˆ
+ etc.
Since the rotation operator Rˆ(θ) can be defined in terms of the Cartesian co-
ordinates as (up to an arbitrarily chosen angle θ0):
x = r cos(θ0)→ Rˆ(θ)x = r cos(θ0 + θ)
y = r sin(θ0)→ Rˆ(θ)y = r sin(θ0 + θ)
z → Rˆ(θ)z = z, (8.15)
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we can rewrite the exponential terms that include the rotation operator Rˆ(θ) in
the multinomial expansion of CρRˆρ′ as:
exp
[
−n(ri − Rˆri′ )
2
4σ2
]
= exp
[
−n(r
2
i + r
2
i′
− 2zizi′)
4σ2
]
exp
[
−n (xixi′ + yiyi′ ) cos θ + n (yixi′ − xiyi′ ) sin θ
2σ2
]
exp
[
− (n− 1)(ri − Rˆri′)
2 + (rj − Rˆrj′ )2
4σ2
]
= exp
[
−
(n− 1)(r2i + r2i′ − 2zizi′ ) + (r2j + r2j′ − 2zjzj′ )
4σ2
]
× exp
[
−
(
(n− 1)(xixi′ + yiyi′) + (xjxj′ + yjyj′ )
)
cos θ +
(
(n− 1)(yixi′ − xiyi′ ) + (yjxj′ − xjyj′)
)
sin θ
2σ2
]
etc.
Integration over all arbitrary rotations Rˆ can be now evaluated analytically using
a standard integral. Since the integration is over all possible angles:
∫ 2π
0
exp [x cos θ + y sin θ] d θ = 2πI0
(√
x2 + y2
)
, (8.16)
where I0 is the modified Bessel function of the first kind.
Consequently we obtain:
∫ (
C
iRˆi′
)n
d Rˆ = σ3nπ3n/2
∫  N∑
i
N′∑
i′
R(ri)R(ri′ ) exp
[
− (ri − Rˆri′ )
2
4σ2
]n d Rˆ
∝
N∑
i
N′∑
i′
(R(ri)R(ri′ ))
n exp
[
−n(r
2
i + r
2
i′
− 2zizi′ )
4σ2
]
I0
(
1
2σ2
√
n2 (xixi′ + yiyi′)
2 + n2 (yixi′ − xiyi′ )2
)
+
N∑
i
j 6=i
N′∑
i′
j′ 6=i′
n!
1!(n− 1)! (R(ri)R(ri′ ))
n−1 (R(rj)R(rj′ )) exp
[
−
(n− 1)(r2i + r2i′ − 2zizi′) + (r2j + r2j′ − 2zjzj′ )
4σ2
]
× I0
(
1
2σ2
√(
(n− 1)(xixi′ + yiyi′) + (xjxj′ + yjyj′ )
)2
+
(
(n− 1)(yixi′ − xiyi′ ) + (yjxj′ − xjyj′ )
)2)
+ etc.
where all the subsequent terms of the expansion are according to the multinomial
theorem.
150
While the above expression can be evaluated analytically, we need to be able to
compute the derivatives of the covariance function with respect to the Cartesian
coordinates of all atoms in order to train the bond-based GAP potential from
energy derivatives (forces or stresses). In the above formulation we need to ex-
plicitly decide on the choice of x-y coordinates when the bonds are aligned along
the z-axis. This, however, turns out to be problematic — while finding a suit-
able transformation matrix is a simple, well-defined procedure, this matrix turns
out to be discontinuous with respect to the Cartesian coordinates of the atoms.
Consequently, in its existing form the above expression cannot be differentiated.
One is however compelled to make the following observation — since the sim-
ilarity measure
∫
(CiRˆi′)
n d Rˆ is rotationally invariant, its arguments should not
explicitly depend on the choice of the reference frame inside the atomic envir-
onments of bonds ρ or ρ′, i.e. the choice of x-y coordinates when the bonds are
aligned along the z-axis is completely arbitrary. Consequently, it must be possible
to rewrite the above expression in terms of bond radii and angles alone.
We begin by inspecting the above expression for the simple cases of n = 1,
n = 2 and n = 3. We anticipate that only radial information is preserved for
n = 1 as the order of integration in equation 8.13 can be exchanged. As a starting
point, we rewrite the xi and yi coordinates in terms of:
x2i + y
2
i = r
2
i
xixj + yiyj = rirj cos θij
yixj − xiyj = rirj sin θij , (8.17)
where θij is an angle between atoms i and j projected onto the plane perpendicular
to the bond axis.
Carrying out the substitution and simplifying the resulting expression, for the
simplest case of n = 1 we obtain:
kρρ′ |n=1 =
N∑
i
N′∑
i′
R(ri)R(ri′ ) exp
[
− r
2
i + r
2
i′
− 2zizi′
4σ2
]
× I0
(
1
2σ2
√
(xixi′ + yiyi′ )
2 + (yixi′ − xiyi′)2
)
=
∑
i
∑
i′
RiRi′ exp
[
zizi′
2σ2
]
exp
[
− r
2
i + r
2
i′
4σ2
]
I0
(
riri′
2σ2
)
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where, in agreement with our expectations, no angular information is preserved.
The covariance is a function of radial distance and vertical separation alone.
For the more useful cases of n = 2 and n = 3 we obtain respectively:
kρρ′ |n=2 =
∑
i
∑
i′
R2iR
2
i′ exp
[
zizi′
σ2
]
exp
[
− r
2
i + r
2
i′
2σ2
]
I0
(
riri′
σ2
)
+ 2
∑
i
j 6=i
∑
i′
j′ 6=i′
RiRi′RjRj′ exp
[
zizi′ + zjzj′
2σ2
]
exp
[
−
r2i + r
2
i′
+ r2j + r
2
j′
4σ2
]
× I0
(
1
2σ2
√
r2i r
2
i′
+ r2j r
2
j′
+ 2rirjri′rj′ cos(θij − θi′j′ )
)
kρρ′ |n=3 =
∑
i
∑
i′
R3iR
3
i′ exp
[
3
2
zizi′
σ2
]
exp
[
− 3
4
r2i + r
2
i′
σ2
]
I0
(
3
2
riri′
σ2
)
+ 3
∑
i
j 6=i
∑
i′
j′ 6=i′
R2iR
2
i′RjRj′ exp
[
2zizi′ + zjzj′
2σ2
]
exp
[
−
2r2i + 2r
2
i′
+ r2j + r
2
j′
4σ2
]
× I0
(
1
2σ2
√
4r2i r
2
i′
+ r2j r
2
j′
+ 4rirjri′rj′ cos(θij − θi′j′ )
)
+ 6
∑
i
j 6=i
k 6=i,j
∑
i′
j′ 6=i′
k′ 6=i′,j′
RiRi′RjRj′RkRk′ exp
[
zizi′ + zjzj′ + zkzk′
2σ2
]
× exp
[
−
r2i + r
2
i′
+ r2j + r
2
j′
+ r2k + r
2
k′
4σ2
]
× I0
(
1
2σ2
√√√√√√√√√
r2i r
2
i′
+ r2j r
2
j′
+ r2kr
2
k′
+
2rirjri′rj′ cos(θij − θi′j′ )+
2rjrkrj′rk′ cos(θjk − θj′k′)+
2rkrirk′ri′ cos(θki − θk′i′)
)
and we can immediately recognise that for the case of n = 2 angles projected
onto the plane perpendicular to the bond axis for each of the bonds are coupled.
For the case of n = 3 the coupling is between three angles.
Finally, if the bonds in question are connecting atoms of the same species
the covariance function needs to be invariant to reflections about the x-y plane.
Consequently, we need to sum over the possible reflections while swapping the
direction of the z axis. In the above expression all terms dependent on the zi
coordinate are separated into a single exponential. Hence, the summation over
the possible reflections of bond ρ′ can be achieved by rewriting:
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exp
[
zizi′ + zjzj′ + . . .
2σ2
]
reflection−−−−−→ cosh
(
zizi′ + zjzj′ + . . .
2σ2
)
. (8.18)
This is because the summation over the two mirror images is equivalent to:
ex + e−x = 2 cosh (x) . (8.19)
8.5 Implementation Considerations
In order to simplify the implementation of the bond-based SOAP-GAP potential
we can rewrite the expression for kρρ′ derived in the previous section in an altern-
ative form. If one defines elements of the matrix γij as:
γij = rirj(cos θij + i sin θij) = rirje
iθij , (8.20)
we can exploit the property:
ℜ(γijγ∗i′j′) = rirjri′rj′(cos θij cos θi′j′ + sin θij sin θi′j′), (8.21)
and consequently we obtain the expressions for kρρ′ which for the simple cases of
n = 1, n = 2 and n = 3 reduce to:
kρρ′ |n=1 =
∑
i
∑
i′
RiRi′ exp
[
zizi′
2σ2
]
exp
[
− |γii|+ |γi′i′ |
4σ2
]
I0
(
1
2σ2
√
ℜ(γiiγ∗i′i′ )
)
kρρ′ |n=2 =
∑
i
∑
i′
R2iR
2
i′ exp
[
zizi′
σ2
]
exp
[
− |γii|+ |γi′i′ |
2σ2
]
I0
(
1
σ2
√
ℜ(γiiγ∗i′i′ )
)
+ 2
∑
i
j 6=i
∑
i′
j′ 6=i′
RiRi′RjRj′ exp
[
zizi′ + zjzj′
2σ2
]
exp
[
− |γii|+ |γi′i′ |+ |γjj |+ |γj′j′ |
4σ2
]
× I0
(
1
2σ2
√
ℜ(γiiγ∗i′i′ + γjjγ∗j′j′ + 2γijγ∗i′j′ )
)
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kρρ′ |n=3 =
∑
i
∑
i′
R3iR
3
i′ exp
[
3
2
zizi′
σ2
]
exp
[
− 3
4
|γii|+ |γi′i′ |
σ2
]
I0
(
3
2
1
σ2
√
ℜ(γiiγ∗i′i′ )
)
+ 3
∑
i
j 6=i
∑
i′
j′ 6=i′
R2iR
2
i′RjRj′ exp
[
2zizi′ + zjzj′
2σ2
]
exp
[
− 2|γii|+ 2|γi′i′ |+ |γjj |+ |γj′j′ |
4σ2
]
× I0
(
1
2σ2
√
ℜ(4γiiγ∗i′i′ + γjjγ∗j′j′ + 4γijγi′j′ )
)
+ 6
∑
i
j 6=i
k 6=i,j
∑
i′
j′ 6=i′
k′ 6=i′,j′
RiRi′RjRj′RkRk′ exp
[
zizi′ + zjzj′ + zkzk′
2σ2
]
× exp
[
− |γii|+ |γi′i′ |+ |γjj |+ |γj′j′ |+ |γkk|+ |γk′k′ |
4σ2
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× I0
(
1
2σ2
√
ℜ(γiiγ∗i′i′ + γjjγ∗j′j′ + γkkγ∗k′k′ + 2γijγ∗i′j′ + 2γjkγ∗j′k′ + 2γkiγ∗k′i′ )
)
where the expression for any n > 3 is a simple extension using the terms of the
multinomial theorem.
We should also recognise that the elements of the of the matrix γ correspond
to the symmetric matrix Σ described in section 4.5 (and introduced in [78]),
with the only difference being that γ obeys cylindrical symmetry and Σ obeys
spherical symmetry. Consequently, we can think of the functional derived for
our covariance function kρρ′ expressed above as way of introducing permutational
invariance, since:
kρρ′ = k({Σ, z}, {Σ′, z′}). (8.22)
In order to evaluate the above expression for kρρ′ we find that a modified
Bessel function of the first kind Iν can be computed iteratively (as outlined in
[116]):
Iν(z) =
(
1
2
z
)ν ∞∑
k=0
(
1
4
z2
)k
k!Γ(ν + k + 1)
, (8.23)
which for the special case of ν = 0 simplifies to:
I0(z) =
∞∑
k=0
(
1
4
z2
)k
(k!)2
. (8.24)
Furthermore, whenever the argument of I0 is large, in order to ensure numerical
stability (for large values of argument when γij ≫ σ the negative exponential
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term approaches zero whereas the modified Bessel function term approaches ∞)
we use an asymptotic expansion of I0 (more details in [116]):
I0(z) =
exp(z)√
2πz
(
1 +
1
8z
+
9
2!(8z)2
+
9× 25
3!(8z)3
+ . . .
)
. (8.25)
Finally, to evaluate the derivatives of the covariance function kρρ′ we use a deriv-
ative identity for the modified Bessel functions and it becomes simply a matter
of applying chain rule sufficient number of times.
We finish this chapter with a brief analysis of the computational complexity
associated with the bond-based SOAP-GAP covariance function. It is clear that
the number of unique terms in our sum is dictated by the multinomial theorem
and depends on the degree of the polynomial n, the number of atoms N in
the atomic environment of bond ρ and the number of atoms N ′ in the atomic
environment of bond ρ′. Consequently, for an arbitrary n the number of terms
#NN ′ is given by:
#NN ′(n) =
(n +NN ′ − 1)!
n!(NN ′ − 1)! , (8.26)
and we can see that for the simple cases of n = 1, n = 2 and n = 3:
#NN ′ |n=1 = NN ′
#NN ′ |n=2 = 1
2
NN ′(NN ′ + 1)
#NN ′ |n=3 = 1
6
NN ′(NN ′ + 1)(NN ′ + 2). (8.27)
As was the case with the atomic SOAP kernel with no expansion in a radial basis,
this is an increasingly intensive task in situations where the bond is surrounded
by a large number of neighbours. Hence, in spite of the fact that the bond-based
SOAP-GAP covariance function offers an improved accuracy (since no expan-
sion in a spherical harmonics basis is necessary), we find that it emerges as a
solution only in systems that are either less-densely packed (in terms of nearest
neighbours) or where the bond environment is completely determined by a small
number of neighbouring atoms.
155

9 Conclusions and Further Work
Throughout this thesis I explored how the Gaussian Approximation Potential
scheme for generating interatomic potentials can be applied to atomistic stud-
ies of tungsten — a bcc transition metal selected as a “testing ground” for the
development of “GAP for metals” methodology. Since the plasticity behaviour
of metals is largely controlled by the properties of dislocations and their interac-
tions with other lattice defects, our investigation focused primarily on developing
a method that is capable of describing the energetics of these defects with an ac-
curacy approaching that of explicitly quantum-mechanical models. Consequently,
the outcome of the research carried out during my doctoral studies can be sum-
marised as follows:
1. Development of protocol for training GAP potentials for an accurate de-
scription of lattice defects in bcc transition metals:
In our study we systematically improved our training dataset in order to
identify what training data contributes to an accurate representation of spe-
cific properties in the resulting potential. Consequently, we find that to repro-
duce elasticity behaviour, the training data should include primitive lattice cells
sampled using a Monte Carlo approach in the lattice space. In order to reproduce
the vibrational behaviour, the training data should include large cubic simulation
cells sampled using Molecular Dynamics at appropriate temperature, etc.
2. Development of bispectrum-GAP interatomic potential for tungsten:
We find that although the GAP potential based on the bispectrum descriptor
of the atomic environment is successful in reproducing the energetics of the lattice
defects that are included in the training data set explicitly, its predictive power
is significantly limited within the extrapolation regime. Our investigation reveals
that this is caused by the “noisiness” in the representation of the atomic density
function that is used for training of the potential energy surface and it can be
attributed to the fact that atoms are represented by Dirac delta functions with
a truncated representation in bispectrum space.
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3. Development of SOAP-GAP interatomic potential for tungsten:
We improve on the bispectrum-GAP potential by applying the Smooth Overlap
of Atomic Positions kernel to the GAP methodology. This uses Gaussian func-
tions to represent atomic density. We demonstrate that this significantly im-
proves the accuracy of the resulting potential, which is capable of reproducing
our benchmark data with accuracy approaching that of the DFT model. We
confirm that the SOAP kernel allows us to systematically improve the accuracy
of the GAP potential by improving the quality of representation of the atomic
density function and we also demonstrate that training GAP potentials without
a core potential improves the accuracy of the forces and energies.
4. Simulation of the mobility of tungsten 1
2
〈111〉 screw dislocation and
dislocation-vacancy interactions:
We use the SOAP-GAP interatomic potential to calculate the Peierls barrier
and the dislocation-vacancy interaction map for tungsten in an isolated disloca-
tion system of >100,000 atoms and we verify our results against DFT model in a
dislocation dipole system of 135 atoms. We demonstrate that the transition of a
1
2
〈111〉 screw dislocation is not mediated by a meta-stable state and we find that
our description of the dislocation provides accuracy approaching that of the DFT
model.
5. Development of Smooth Overlap of Atomic Positions methodology for bond-
based GAP potentials:
In the last section of my thesis, I derive a method of calculating a rota-
tionally, permutationally (and reflection) invariant covariance function between
bond-environments, where the atomic density is expressed in terms of Gaussian
functions. Unlike the Smooth Overlap of Atomic Positions kernel for the in-
teratomic potential, we obtain an analytical expression for the value of the cov-
ariance function that does not rely on expansion in a spherical harmonics basis
and consequently always offers a fully converged result, where the accuracy can be
tuned by computing terms of higher order than the power spectrum or bispectrum
by coupling multiple angles.
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Although we demonstrate our results for tungsten exclusively, the available lit-
erature on the bcc transition metals suggests that group V and VI elements share
many of their physical properties and therefore we anticipate that our methodo-
logy should be equally applicable to these elements (more details in [103]-[114]).
Consequently, we see multiple avenues for extending the work presented in this
thesis in the future:
1. Application to other metallic systems:
While we anticipate that SOAP-GAP potentials for group V and VI elements
could be developed relatively easily, we believe that the next step in the devel-
opment of GAP methodology is to simulate multi-component systems, such as
alloys, in order to model interactions of dislocations with impurities. Another
challenging system that is of particular interest due to its engineering applic-
ations, is iron — also a bcc metal, but which has significantly more complex
properties than tungsten due to multiple allotropic forms and complicated mag-
netic behaviour
2. Application to other lattice defects:
We believe that our existing tungsten potential can be extended to include
an accurate description of other lattice defects, such as grain boundaries, dis-
location jogs and kinks. Since the GAP potential guarantees linear scaling of
computational cost, these defects could be simulated in systems containing more
than 100,000 atoms (as already demonstrated in this work), in order to pre-
dict properties that influence plasticity behaviour and crack propagation, or to
compute some of the properties that are involved in controlling the onset of the
brittle-to-ductile transition in tungsten, which we anticipate to be a cooperative
phenomenon of many dislocations.
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A Tungsten Energy-Volume
Phase Diagram
We compute tungsten energy-volume curves for the four most common cubic
crystal structures using both the Finnis-Sinclair interatomic potential and DFT
model. The results are shown in figure A.1 below.
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Figure A.1: Energy-volume curves of tungsten for the four most com-
mon cubic crystal structures.
We observe that the Finnis-Sinclair interatomic potential significantly underes-
timates the cohesive energy of the face-centred cubic (fcc) and simple cubic (sc)
phases. It also cannot distinguish between the face-centred cubic and hexagonal
close-packed (hcp) structures.
In order to investigate the suitability of the GAP methodology for represent-
ation of multiple crystal phases we generate a GAP potential from bcc tungsten
training data (with no lattice defects) and the above energy-volume curves. The
energy-volume phase diagram computed using the resulting potential is included
in figure A.1 and we find it to be in an excellent agreement with the DFT model.
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B Tungsten Di- and Tri-Vacancies
We use the same methodology to calculate formation energies of di- and tri-
vacancies as we did for the mono-vacancy outlined in section 5.6. A schematic
representation of the simulation cells comparing that of a mono-vacancy to the
systems of di- and tri-vacancies is shown in figure B.1 below.
Mono-vacancy
Di-vacancy, type I Di-vacancy, type II Di-vacancy, type III
Tri-vacancy, type I, 71◦ Tri-vacancy, type I, 109◦ Tri-vacancy, type I, 180◦
Figure B.1: Representation of mono-, di- and tri-vacancy simulation
cells. The atoms coloured blue are removed and vacancy introduced
instead.
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We carry out a preliminary investigation of the suitability of the GAP method-
ology for description of systems of di- and tri-vacancies. We compute formation
energies of di- and tri-vacancies using DFT in a 53 atom simulation cell. We
then generate a GAP potential from bcc tungsten training data (with no lat-
tice defects) and relaxation trajectories of the di- and tri-vacancies. We verify
the formation energies computed using DFT model with the Finnis-Sinclair in-
teratomic potential and the resulting GAP potential. This is done by recomputing
the energies of the DFT-minimised structures. The results are shown in table B.1
below:
FS DFT GAP
Di-vacancy, type I [eV] 7.02 12.56 12.19
Di-vacancy, type II [eV] 7.02 12.96 12.93
Di-vacancy, type III [eV] 7.54 12.71 12.72
Tri-vacancy, type I, 71◦ [eV] 9.80 15.78 15.87
Tri-vacancy, type I, 109◦ [eV] 10.32 15.89 15.95
Tri-vacancy, type I, 180◦ [eV] 10.20 15.70 15.77
Table B.1: Formation energies of di- and tri-vacancies computed using
DFT model and verified using FS and GAP potentials.
The results of this preliminary investigation suggest that the GAP potential can
describe the energetics of the di- and tri-vacancies — it is in a good agreement
with the DFT model.
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