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POLYNOMIAL HAMILTONIAN SYSTEM IN TWO VARIABLES WITH
W (A
(1)
1 )-SYMMETRY AND THE SECOND PAINLEVE´ HIERARCHY
BY
YUSUKE SASANO
Abstract. We find a one-parameter family of polynomial Hamiltonian system in two
variables with W (A
(1)
1 )-symmetry. We also show that this system can be obtained by the
compatibility conditions for the linear differential equations in three variables. We give a
relation between it and the second member of the second Painleve´ hierarchy. Moreover,
we give some relations between an autonomous version of its polynomial Hamiltonian
system in two variables and the mKdV hierarchies.
1. Introduction
In this paper, we find a 1-parameter family of total differential system in two variables
t, s
(1)


dx =(−2xp− α0)dt+ (−2xz − 2α0w)ds,
dy =(2yp+ α1)dt+ (2yz − 2α1q)ds,
dz =
(
x+ y
2
)
dt+ (−xq + yw − 2p)ds,
dw =(z − 2wp)dt+ (−2xp− 2α0 − α1)ds,
dq =(z + 2qp)dt+ (2yp+ α0 + 2α1)ds,
dp =
(
w + q
2
)
dt+
(
x+ y
2
)
ds,
where the constant parameters αi satisfy the relation α0 + α1 = 1.
In next theorem, we show that this system satisfies the compatibility conditions, and
we can characterize this system by the following holomorphy conditions r0, r1.
Theorem 1.1. Let us consider a system of first order ordinary differential equations
in the polynomial class:
dx
dT
= f1(x, y, z, w, q, p), . . . ,
dp
dT
= f6(x, y, z, w, q, p) fi ∈ C[x, y, z, w, q, p] (i = 1, . . . , 6).
We assume that
(A1) deg(fi) = 2 with respect to x, y, z, w, q, p.
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(A2) The right-hand side of this system becomes again a polynomial in each coordinate
system ri (i = 0, 1) :
r0 : x0 = −(xp + α0)p, y0 = y − 4zp + 4wp2, z0 = z − 2wp, w0 = w,
q0 = q − 2p2, p0 = 1
p
,
r1 : x1 = x+ 4zp+ 4qp
2, y1 = −(yp+ α1)p, z1 = z + 2qp, w1 = w + 2p2,
q1 = q, p1 =
1
p
.
Then we can obtain two systems:
(2)


∂x
∂t
=− 2xp− α0,
∂y
∂t
=2yp+ α1,
∂z
∂t
=
x+ y
2
,
∂w
∂t
=z − 2wp,
∂q
∂t
=z + 2qp,
∂p
∂t
=
w + q
2
and
(3)


∂x
∂s
=− 2xz − 2α0w,
∂y
∂s
=2yz − 2α1q,
∂z
∂s
=− xq + yw − 2p,
∂w
∂s
=− 2xp− 2α0 − α1,
∂q
∂s
=2yp+ α0 + 2α1,
∂p
∂s
=
x+ y
2
.
These two systems satisfy the compatibility conditions:
(4)
∂
∂s
∂x
∂t
=
∂
∂t
∂x
∂s
,
∂
∂s
∂y
∂t
=
∂
∂t
∂y
∂s
, . . . ,
∂
∂s
∂p
∂t
=
∂
∂t
∂p
∂s
.
We remark that these transition functions in r0, r1 satisfy the condition:
(5) dxi ∧ dyi ∧ dzi ∧ dwi ∧ dqi ∧ dpi = dx ∧ dy ∧ dz ∧ dw ∧ dq ∧ dp (i = 0, 1).
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Theorem 1.2. The system (1) admits the extended affine Weyl group symmetry of type
A
(1)
1 as the group of its Ba¨cklund transformations, whose generators s0, s1, π defined as
follows: with the notation (∗) := (x, y, z, w, q, p;α0, α1):
s0 : (∗)→
(
x, y +
4α0z
x
+
4α20w
x2
, z +
2α0w
x
,w, q +
4α0p
x
+
2α20
x2
, p+
α0
x
;−α0, α1 + 2α0
)
,
s1 : (∗)→
(
x− 4α1z
y
+
4α21q
y2
, y, z − 2α1q
y
, w − 4α1p
y
− 2α
2
1
y2
, q, p+
α1
y
;α0 + 2α1,−α1
)
,
π : (∗)→(−y,−x,−z,−q,−w,−p;α1, α0).
2. Lax pair for the system
In this section, we show that the system (1) can be obtained by the compatibility
conditions for the linear differential equations of second order in three variables T, t, s
(6) T∂T~u = A(T, t)~u, ∂t~u = B1(T, t)~u, ~u =
(
u1
u2
)
,
and
(7) T∂T~u = A(T, s)~u, ∂s~u = B3(T, s)~u.
The matrices A(T, t), B1(T, t) and B3(T, s) are explicitly given by
− A(T, t) =
(
ε1 y
0 ε2
)
+
(
2z 4q
−x −2z
)
T +
(
8p −8
−4w −8p
)
T 2 +
(
0 0
−8 0
)
T 3,
B1(T, t) =
(
p −1
0 −p
)
+
(
0 0
−1 0
)
T,
B3(T, s) =
(
z
4
q
2
0 −z
4
)
+
(
p −1
−w
2
−p
)
T +
(
0 0
−1 0
)
T 2.
(8)
Here, the matrices A(T, t), B1(T, t) and B3(T, s) depend on t, s, and εi are constant pa-
rameters.
At first, by the compatibility conditions
(9) ∂t(A(T, t))− T∂T (B1(T, t)) + [A(T, t), B1(T, t)] = 0
for the linear differential equations in two variables T, t
T∂T~u = A(T, t)~u, ∂t~u = B1(T, t)~u,(10)
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we can obtain the non-linear ordinary differential system in the variable t
(11)


dx
dt
= −2xp− 1 + ε1 − ε2,
dy
dt
= 2yp+ ε1 − ε2,
dz
dt
=
x+ y
2
,
dw
dt
= −2wp+ z,
dq
dt
= 2qp+ z,
dp
dt
=
w + q
2
,
where εi satisfy the relations
(12)
{
α0 = −ε1 + ε2 + 1,
α1 = ε1 − ε2.
Next, by the compatibility conditions
(13) ∂s(A(T, s))− T∂T (B3(T, s)) + [A(T, s), B3(T, s)] = 0
for the linear differential equations in two variables T, s
T∂T~u = A(T, s)~u, ∂s~u = B3(T, s)~u,(14)
we can obtain the non-linear ordinary differential system in the variable s
(15)


dx
ds
= −2xz − 2(1− ε1 + ε2)w,
dy
ds
= 2yz − 2(ε1 − ε2)q,
dz
ds
= −xq + yw − 2p,
dw
ds
= −2xp− 2(1− ε1 + ε2)− (ε1 − ε2),
dq
ds
= 2yp+ (1− ε1 + ε2) + 2(ε1 − ε2),
dp
ds
=
x+ y
2
.
3. Polynomial Hamiltonian system
In this section, we show that the system (1) is equivalent to the polynomial Hamiltonian
system in two variables t, s. At first, we show that the system (1) has two first integrals.
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Proposition 3.1. This system (1) has its first integrals:
(16)
{
w − q + 2p2 + 3s =C1,
8sp2 + 4zp− 2wq + x− y + 4sw − 4sq + t+ 6s2 =C2, (C1, C2 ∈ C).
Theorem 3.2. The transformations
(17)


q1 =p,
p1 =x,
q2 =z − 2wp,
p2 =w
take the system (1) to the polynomial Hamiltonian system in two variables t, s
(18)


dq1 =
∂H1
∂p1
dt+
∂H2
∂p1
ds,
dp1 =− ∂H1
∂q1
dt− ∂H2
∂q1
ds,
dq2 =
∂H1
∂p2
dt+
∂H2
∂p2
ds,
dp2 =− ∂H1
∂q2
dt− ∂H2
∂q2
ds
with the polynomial Hamiltonians (cf. [2])
H1 =q
2
1p1 +
3
2
sp1 − C1
2
p1 + α0q1
− p32 + (C1 − 3s)p22 +
(
−3s2 + 2C1s + t
2
− C2
2
)
p2 − q
2
2
2
+ p1p2,
H2 =
p21
2
− 1
2
(C2 − 4C1s+ 6s2 − t)p1 + (2α0 + α1)q2
− p1p22 + 2q21p1p2 + 2q1p1q2 + 2α0q1p2 + (C1 − 3s)p1p2.
(19)
The relations between x, y, z, w, q, p and q1, p1, q2, p2 are given by
(20)


x =p1,
y =4q21p2 − 2p22 + 4q1q2 + 2C1p2 − 6sp2 + p1 − 6s2 + t + 4C1s− C2,
z =q2 + 2q1p2,
w =p2,
q =2q21 + p2 + 3s− C1,
p =q1.
Setting C1 = 0, C2 = 0, s = 0 and α0 :=
1
2
− α2 in the Hamiltonian H1, we can obtain
the Hamiltonian in the variable t given by [4]. This Hamiltonian system is equivalent to
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the second member of the second Painleve´ hierarchy (see [4])
(21) P
(2)
II :
d4u
dt4
= 10u
(
du
dt
)2
+ 10u2
d2u
dt2
− 6u5 + tu+ α2 (α2 ∈ C).
4. Symmetry and holomorphy of the system (18)
Theorem 4.1. The system (18) admits the extended affine Weyl group symmetry of
type A
(1)
1 as the group of its Ba¨cklund transformations, whose generators s0, s1, π defined
as follows: with the notation (∗) := (q1, p1, q2, p2, t, s;α0, α0):
s0 : (∗)→
(
q1 +
α0
f0
, p1, q2, p2, t, s;−α0, α1 + 2α0
)
,
s1 : (∗)→(q1 + α1
f1
, p1 − 4α1(q2 + 2q1p2)
f1
+
4α21(p2 + 2q
2
1 − (C1 − 3s))
f 21
,
q2 − 2α1(2p2 − 2q
2
1 − (C1 − 3s))
f1
+
12α21q1
f 21
+
4α31
f 31
, p2 − 4α1q1
f1
− 2α
2
1
f 21
, t, s;
α0 + 2α1,−α1),
π : (∗)→(−q1,−f1,−(q2 + 4q1(q21 + p2)− 2(C1 − 3s)q1),−(p2 + 2q21 − C1 + 3s), t, s;α1, α0),
where f0 := p1 and f1 := p1 + 4q
2
1p2 − 2p22 + 4q1q2 + 2(C1 − 3s)p2 − C2 + 4C1s− 6s2 + t.
We note that the Ba¨cklund transformations of this system satisfy the universal descrip-
tion for A
(1)
1 root system:
(22) si(g) = g +
αi
fi
{fi, g}+ 1
2!
(
αi
fi
)2
{fi, {fi, g}}+ · · · (g ∈ C(t, s)[q1, p1, q2, p2]),
where {pi, qj} = δij and {pi, pj} = {qi, qj} = 0.
Theorem 4.2. Let us consider a polynomial Hamiltonian system with Hamiltonian
H ∈ C(t, s)[q1, p1, q2, p2]. We assume that
(B1) deg(H) = 5 with respect to q1, p1, q2, p2.
(B2) This system becomes again a polynomial Hamiltonian system in each coordinate
r˜i (i = 0, 1):
r˜0 : (x0, y0, z0, w0) =
(
1
q1
,−(q1f0 + α0)q1, q2, p2
)
,
r˜1 : (x1, y1, z1, w1) =
(
1
q1
,−(q1f1 + α1)q1, q2 + 4q1(q21 + p2)− 2(C1 − 3s)q1, p2 + 2q21
)
.
Then such a system coincides with the Hamiltonian system (18) with the polynomial
Hamiltonians H1, H2.
We note that the conditions (B2) should be read that
r0(H), r0(H − q1),
r1(H), r1(H + 8q
3
1 + 6q1p2 − 4(C1 − 3s)q1)
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are polynomials with respect to xi, yi, zi, wi.
Next, we study a solution of the system (18) which is written by the use of known
functions.
By the transformation π, the fixed solution is derived from
α0 = α1, q1 = −q1, p1 = −f1,
q2 = −(q2 + 4q1(q21 + p2)− 2(C1 − 3s)q1), p2 = −(p2 + 2q21 − C1 + 3s).
(23)
Then we obtain
(24) (q1, p1, q2, p2;α0, α1) =
(
0,
−2t + 3s2 − 2C1s− C21 + 2C2
4
, 0,
C1 − 3s
2
;
1
2
,
1
2
)
.
Applying the Ba¨cklund transformations to this seed solution, we can obtain a series of
special solutions.
Finally, let us consider the relation between the polynomial Hamiltonian system (18)
and a modified type of the mKdV equation. In this paper, we can make the birational
transformations between the polynomial Hamiltonian system (18) and a modified type of
mKdV equation.
Theorem 4.3. The birational transformations
(25)


x =q1,
y =q21 + p2 +
3s
2
− C1
2
,
z =2q31 + 2p2q1 − (C1 − 3s)q1 + q2,
w =6q41 + 8p2q
2
1 + 2q1q2 − 4(C1 − 3s)q21 − p22 + p1 +
t
2
− C1s+ 3s
2
2
+
C21
2
− C2
2
take the Hamiltonian system (18) to the system
(26)

dx =ydt+
(
w − 6yx2 + y(C1 − 3s)
)
ds,
dy =zdt+ h1(x, y, z, w)ds,
dz =wdt+ h2(x, y, z, w)ds,
dw =(10y2x+ 10x2z + 2(C1 − 3s)x3 − 6x5 + 1
2
(−3s2 + 2C1s+ 2t+ C21 − 2C2)x
− (C1 − 3s)z − α0 + 1
2
)dt+ h3(x, y, z, w)ds,
where hi(x, y, z, w) ∈ C(t, s)[x, y, z, w] (i = 1, 2, 3).
Setting u := x, we see that
(27)
∂u
∂t
= y,
∂2u
∂t2
= z,
∂3u
∂t3
= w,
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and
(28)


∂4u
∂t4
=10u
(
∂u
∂t
)2
+ 10u2
∂2u
∂t2
+ 2(C1 − 3s)u3 − 6u5
+
1
2
(−3s2 + 2C1s+ 2t+ C21 − 2C2)u− (C1 − 3s)
∂2u
∂t2
− α0 + 1
2
,
∂u
∂s
=
∂3u
∂t3
− 6u2∂u
∂t
+ (C1 − 3s)∂u
∂t
.
Setting s = 0 and C1 = C2 = 0, the first equation in (28) just coincides with the second
member of the second Painleve´ hierarchy P
(2)
II .
The second equation can be considered as a modified type of the mKdV equation.
5. Autonomous version of the system (18) and mKdV5 equation
In this section, we find an autonomous version of the system (18) given by
(29)


dq1 =
∂K1
∂p1
dt+
∂K2
∂p1
ds,
dp1 =− ∂K1
∂q1
dt− ∂K2
∂q1
ds,
dq2 =
∂K1
∂p2
dt+
∂K2
∂p2
ds,
dp2 =− ∂K1
∂q2
dt− ∂K2
∂q2
ds
with the polynomial Hamiltonians
K1 =q
2
1p1 + α0q1 −
q22
2
− p32 −
3
20
p2 + p1p2,
K2 =
p21
2
− 3
20
p1 − α1q2 − p1p22 + 2q21p1p2 + 2q1p1q2 + 2α0q1p2.
(30)
Proposition 5.1. The system (29) satisfies the compatibility conditions:
(31)
∂
∂s
∂q1
∂t
=
∂
∂t
∂q1
∂s
,
∂
∂s
∂p1
∂t
=
∂
∂t
∂p1
∂s
,
∂
∂s
∂q2
∂t
=
∂
∂t
∂q2
∂s
,
∂
∂s
∂p2
∂t
=
∂
∂t
∂p2
∂s
.
Proposition 5.2. The system (29) has K1 and K2 as its first integrals.
Proposition 5.3. Two Hamiltonians K1 and K2 satisfy
(32) {K1, K2} = 0,
where
(33) {K1, K2} = ∂K1
∂p1
∂K2
∂q1
− ∂K1
∂q1
∂K2
∂p1
+
∂K1
∂p2
∂K2
∂q2
− ∂K1
∂q2
∂K2
∂p2
.
Here, {, } denotes the poisson bracket such that {pi, qj} = δij (δij :kronecker’s delta).
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Proposition 5.4. The system (29) admits the extended affine Weyl group symmetry of
type A
(1)
1 as the group of its Ba¨cklund transformations, whose generators s0, s1, π defined
as follows: with the notation (∗) := (q1, p1, q2, p2, t, s;α0, α1):
s0 : (∗)→
(
q1 +
α0
f0
, p1, q2, p2, t, s;−α0, α1 + 2α0
)
,
s1 : (∗)→(q1 + α1
f1
, p1 − 4α1(q2 + 2q1p2)
f1
+
4α21(p2 + 2q
2
1)
f 21
,
q2 +
4α1(q
2
1 − p2)
f1
+
12α21q1
f 21
+
4α31
f 31
, p2 − 4α1q1
f1
− 2α
2
1
f 21
, t, s;α0 + 2α1,−α1),
π : (∗)→(−q1,−f1,−(q2 + 4q1p2 + 4q31),−(p2 + 2q21), t, s;α1, α0),
where f0 := p1 and f1 := p1 + 4q
2
1p2 − 2p22 + 4q1q2 − 310 .
Here, the parameters αi satisfy the relation α0 + α1 = 0.
Proposition 5.5. The system (29) admits a rational solution:
(34) (q1, p1, q2, p2;α0, α1) =
(
0,
3
20
, 0, 0; 0, 0
)
.
Proposition 5.6. Let us consider a polynomial Hamiltonian system with Hamiltonian
K ∈ C[q1, p1, q2, p2]. We assume that
(C1) deg(K) = 4 with respect to q1, p1, q2, p2.
(C2) This system becomes again a polynomial Hamiltonian system in each coordinate
Ri (i = 0, 1):
R0 : (x0, y0, z0, w0) =
(
1
q1
,−(q1f0 + α0)q1, q2, p2
)
,
R1 : (x1, y1, z1, w1) =
(
1
q1
,−(q1f1 + α1)q1, q2 + 4q1p2 + 4q31, p2 + 2q21
)
,
where f0 := p1 and f1 := p1 + 4q
2
1p2 − 2p22 + 4q1q2 − 310 .
(C3) α0 + α1 = 0.
Then such a system coincides with the Hamiltonian system (29) with the polynomial
Hamiltonians K1, K2.
We note that the conditions (C2) should be read that
R0(K), R1(K)
are polynomials with respect to xi, yi, zi, wi.
Let us consider the relation between the polynomial Hamiltonian system (29) and
mKdV5 equation. At first, we can make the birational transformations between the
polynomial Hamiltonian system (29) and mKdV5 equation.
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Theorem 5.7. The birational transformations
(35)


x =− q1,
y =− (p2 + q21),
z =− (q2 + 2q1p2 + 2q31),
w =−
(
p1 + 2q1q2 − p22 + 8q21p2 + 6q41 −
3
20
)
take the Hamiltonian system (29) to the system
(36)


dx =ydt+ (w − 6x2y)ds,
dy =zdt +
(
4x2z − 2xy2 − 6x5 − 3
10
x+ α0
)
ds,
dz =wdt+
(
−30x4y − 2y3 + 4xyz + 4x2w − 3
10
y
)
ds,
dw =
(
10xy2 + 10x2z − 6x5 − 3
10
x+ α0
)
dt
+ (−24x7 + 10x4z − 80x3y2 + 10x4z + 12xyw
− 2y2z + 4xz2 − 6
5
x3 + 4α0x
2 − 3
10
z)ds.
Setting u := x, we see that
(37)
∂u
∂t
= y,
∂2u
∂t2
= z,
∂3u
∂t3
= w,
and
(38)


∂4u
∂t4
=10u
(
∂u
∂t
)2
+ 10u2
∂2u
∂t2
− 6u5 − 3
10
u+ α0,
∂u
∂s
=
∂3u
∂t3
− 6u2∂u
∂t
.
The first equation in (38) coincides with an autonomous version of P
(2)
II , and the second
equation just coincides with the mKdV equation. The independent variables t and s in
the second equation coincides with the ones of the polynomial Hamiltonian system (29).
We see that the first equation in (38) is a compatible vector field for the mKdV equation.
Making a partial derivation in the variable t for the first equation of (38), we obtain
(39)


∂5u
∂t5
=− 30u4∂u
∂t
+ 10
(
∂u
∂t
)3
+ 40u
∂u
∂t
∂2u
∂t2
+ 10u2
∂3u
∂t3
− 3
10
∂u
∂t
,
0 =
∂u
∂s
− ∂
3u
∂t3
+ 6u2
∂u
∂t
.
Adding each system in (39), we can obtain mKdV5 equation
(40)
∂5u
∂t5
= 10
(
u2 − 1
10
)
∂3u
∂t3
+ 40u
∂u
∂t
∂2u
∂t2
+ 10
(
∂u
∂t
)3
− 30
(
u2 − 1
10
)2
∂u
∂t
+
∂u
∂s
.
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Now, let us solve the polynomial Hamiltonian system (29) in the variable p2.
Theorem 5.8. The birational transformations
(41)


x1 =− 2q1p1 − 6q2p2 − α0,
y1 =p1 − 3p22 −
3
20
,
z1 =q2,
w1 =p2
take the Hamiltonian system (29) to the system
(42)

dw1 =z1dt+ (x1 + 6z1w1)ds,
dz1 =y1dt+ f1(x1, y1, z1, w1)ds,
dy1 =x1dt+ f2(x1, y1, z1, w1)ds,
dx1 =(− 1
10(3 + 60w21 + 20y1)
(9w1 + 360w
3
1 + 3600w
5
1 − 100x21 + 300y1w1 + 6000yw31
+ 1600y21w1 − 1200x1z1w1 + 180z21 + 1200y1z21 + 100α20)dt+ f3(x1, y1, z1, w1)ds,
where fi(x1, y1, z1, w1) ∈ C(x1, y1, z1, w1).
Setting v := w1, we see that
(43)
∂v
∂t
= z1,
∂2v
∂t2
= y1,
∂3v
∂t3
= x1,
and
(44)


2
(
∂2v
∂t2
+ 3v2 +
3
20
)(
∂4v
∂t4
+ 6
(
∂v
∂t
)2
+ 6v
∂2v
∂t2
)
−
(
∂3v
∂t3
+ 6v
∂v
∂t
)2
+ 4v
(
∂2v
∂t2
+ 3v2 +
3
20
)2
= −α20,
∂v
∂s
=
∂3v
∂t3
+ 6v
∂v
∂t
.
The first equation in (44) coincides with an autonomous version of the second member of
the Painleve´ P34 hierarchy, and the second equation just coincides with the KdV equation.
We remark that the independent variables t and s in the second equation coincides with
the ones of the polynomial Hamiltonian system (29).
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Theorem 5.9. The rational transformations
(45)


x1 =
1
10
(3x− 100xw2 + 60x5 − 20xy − 60zw − 100x2z − 10α0),
y1 =− 2w2 − y − 2xz,
z1 =− 2xw − z,
w1 =− x2 − w
take the system (38) to the system (44).
The fourth transformation in (45) just coincides with the Miura transformation:
(46) v = −
(
∂u
∂t
+ u2
)
,
where u := x, w1 := v.
Next, let us solve the polynomial Hamiltonian system (29) in the variable p1.
Theorem 5.10. The birational transformations
(47)


x2 =− 2q1p1 − α0,
y2 =p1,
z2 =− 2(−4q1p1p2 + p1q2 − 2α0p2),
w2 =− 2(p1p2 − q21p1 − α0q1)
take the Hamiltonian system (29) to the system
(48)


dy2 =x2dt+
(
3x2(x2 − α0)(x2 + α0)
2y22
− 3
y2
x2w2 + z2
)
ds,
dx2 =w2dt+ f1(x2, y2, z2, w2)ds,
dw2 =z2dt+ f2(x2, y2, z2, w2)ds,
dz2 =(
3(3x2 − α0)(3x2 + α0)(x2 + α0)(x2 − α0)
8y32
− w2(17x
2
2 − 5α20)
2y22
+
7w22 + 6x2z2
2y2
− 2y22 +
3
10
y2)dt+ f3(x2, y2, z2, w2)ds,
where fi(x2, y2, z2, w2) ∈ C(x2, y2, z2, w2).
Setting U := y2, we see that
(49)
∂U
∂t
= x2,
∂2U
∂t2
= w2,
∂3U
∂t3
= z2,
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and
(50)


∂4U
∂t4
=
3(3∂U
∂t
− α0)(3∂U∂t + α0)(∂U∂t + α0)(∂U∂t − α0)
8U3
−
∂2U
∂t2
(17
(
∂U
∂t
)2 − 5α20)
2U2
+
7
(
∂2U
∂t2
)2
+ 6∂U
∂t
∂3U
∂t3
2U
− 2U2 + 3
10
U,
∂U
∂s
=
3∂U
∂t
(∂U
∂t
− α0)(∂U∂t + α0)
2U2
− 3
U
∂U
∂t
∂2U
∂t2
+
∂3U
∂t3
.
Setting
(51) deg(U) = 1, deg
(
∂U
∂t
)
= 2, deg
(
∂2U
∂t2
)
= 3, deg
(
∂3U
∂t3
)
= 4,
(52) deg
(
∂U
∂s
)
= 4, deg(α0) = 2,
the second equation in (50) can be considered as homogeneous equation of degree 4.
For the second equation in (50), we see that this system admits travelling wave solutions
u(t, s) = U(t + cs), where U(T ) (T := t+ cs, c ∈ C) satisfies the equation
(53) c
dU
dT
=
3dU
dT
(
dU
dT
− α0
) (
dU
dT
+ α0
)
2U2
− 3
U
dU
dT
d2U
dT 2
+
d3U
∂T 3
.
After integrating once, this equation becomes
(54)
d2U
dT 2
=
3
2U
(
dU
dT
)2
− 3α
2
0
2U
+ cU.
Setting x := U, y := dU
dT
, the birational transformations
(55)


x1 =
1
x
,
y1 =
y + α0
x
take the system
(56)


dx
dT
=y,
dy
dT
=
3y2
2x
− 3α
2
0
2x
+ cx
to the Hamiltonian system
(57)


dx1
dT
=
∂K
∂y1
= −x1y1 + α0x21,
dy1
dT
=− ∂K
∂x1
=
1
2
y21 − 2α0x1y1 + c
with the polynomial Hamiltonian K
(58) K := −1
2
x1y
2
1 + α0x
2
1y1 − cx1.
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Elimination of y1 from this system gives the second-order ordinary differential equation
for x1
(59)
d2x1
dT 2
=
1
2x1
(
dx1
dT
)2
+
3
2
α20x
3
1 − cx1.
It is well-known that this equation is an autonomous version of the fourth Painleve´ equa-
tion.
Next, let us solve the polynomial Hamiltonian system (29) in the variables p1 and p2.
Theorem 5.11. The birational transformations
(60)


x3 =− 2q1p1 − α0,
y3 =p1,
z3 =q2,
w3 =p2
take the Hamiltonian system (29) to the system
(61)


dx3 =
(
(x3 + α0)(x3 − α0)
2y3
− 2y3w3
)
dt
+
(
w2(x3 + α0)(x3 − α0)
2y3
+
3
10
y3 + 2y3w
2
3 − 2y23
)
ds,
dy3 =x3dt+ (2x3w3 − 2y3z3)ds,
dz3 =
(
−3w23 + y3 −
3
20
)
dt+
(
(x3 + α0)(x3 − α0)
2y3
− 2y3w3
)
ds,
dw3 =z3dt+ x3ds.
Setting u1 := y3 and v1 := w3, we see that
(62)
∂u1
∂t
= x3,
∂v1
∂t
= z3,
∂v1
∂s
= x3 =
∂u1
∂t
and
(63)


∂2u1
∂t2
=
(∂u1
∂t
+ α0)(
∂u1
∂t
− α0)
2u1
− 2u1v1,
∂2v1
∂t2
=− 3v21 + u1 −
3
20
and
(64)
∂u1
∂s
= 2
∂u1
∂t
v1 − 2u1∂v1
∂t
.
Finally, let us solve the polynomial Hamiltonian system (29) in the variables q1 and q2.
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Theorem 5.12. The birational transformations
(65)


x4 =q1,
y4 =p1 − 3p22 −
3
20
,
z4 =q2,
w4 =p2 + q
2
1
take the Hamiltonian system (29) to the system
(66)

dx4 =w4dt+
(
2w24 − 2x24w4 + y4 + 2x4z4
)
ds,
dw4 =(z4 + 2x4w4)dt+ h1(x4, y4, z4, w4)ds,
dz4 =y4dt+
(
− 3
10
w4 − 6w34 +
3
5
x24 + 24x
2
4w
2
4 − 30x44w4 + 12x64 − 2y4w4 + 4x24y4 + 2α0x4
)
ds,
dy4 =
(
− 3
10
x4 − 6x4w24 + 12x34w4 − 6x54 − 2x4y4 − 6z4w4 + 6x24z4 − α0
)
dt
+ h2(x4, y4, z4, w4)ds,
where hi(x4, y4, z4, w4) ∈ C[x4, y4, z4, w4].
Setting u2 := x4 and v2 := z4, we see that
(67)
∂u2
∂t
= w4,
∂v2
∂t
= y4,
and
(68)

∂2u2
∂t2
=v2 + 2u2
∂u2
∂t
,
∂2v2
∂t2
=− 3
10
u2 − 6u2
(
∂u2
∂t
)2
+ 12u32
∂u2
∂t
− 6u52 − 2u2
∂v2
∂t
− 6v2∂u2
∂t
+ 6u22v2 − α0
and
(69)

∂u2
∂s
=2
(
∂u2
∂t
)2
− 2u22
∂u2
∂t
+
∂v2
∂t
+ 2u2v2,
∂v2
∂s
=− 3
10
∂u2
∂t
− 6
(
∂u2
∂t
)3
+
3
5
u22 + 24u
2
2
(
∂u2
∂t
)2
− 30u42
∂u2
∂t
+ 12u62 − 2
∂v2
∂t
∂u2
∂t
+ 4u22
∂v2
∂t
+ 2α0u2.
Setting
(70)
deg(u2) = 1, deg(v2) = 3, deg
(
∂u2
∂t
)
= 2, deg
(
∂v2
∂t
)
= 4, deg
(
∂u2
∂s
)
= 4,
the first equation in (69) can be considered as homogeneous equation of degree 4.
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6. MkdV equation and Lax pair
In this section, we study the following differential equations in three variables T, t, s
(71){
∂t(A(T, t, s)) = [B1(T, t, s), A(T, t, s)](= B1(T, t, s)A(T, t, s)− A(T, t, s)B1(T, t, s)),
∂s(A(T, t, s)) = [B3(T, t, s), A(T, t, s)](= B3(T, t, s)A(T, t, s)− A(T, t, s)B3(T, t, s)),
where the matrices A,B1 and B3 (cf. [20, 21, 22, 23], see Section 2) are given by
− A(T, t, s) =
(
ε1 y
0 ε2
)
+
(
2z 4q
−x −2z
)
T +
(
8p −8
−4w −8p
)
T 2 +
(
0 0
−8 0
)
T 3,
B1(T, t, s) =
(
p −1
0 −p
)
+
(
0 0
−1 0
)
T,
B3(T, t, s) =
(
z
4
q
2
0 −z
4
)
+
(
p −1
−w
2
−p
)
T +
(
0 0
−1 0
)
T 2,
(72)
where x, y, z, w, q, p denote unknown complex variables in t, s, and εi are constant complex
parameters. These Lax pairs are well-known as the ones of the soliton equations.
Considering the autonomous limit δ = 0 for the following equations
∂t(A(T, t, s))− δT∂T (B1(T, t, s)) + [A(T, t, s), B1(T, t, s)] = 0,
∂s(A(T, t, s))− δT∂T (B3(T, t, s)) + [A(T, t, s), B3(T, t, s)] = 0,
δT∂T~u = A(T, t, s)~u, ∂t~u = B1(T, t, s)~u, ∂s~u = B3(T, t, s)~u, ~u =
(
u1
u2
)
,
(73)
we can obtain the above system (71).
By solving the system (71), we will obtain the Hamiltonian system (29) given in Section
5. Here, α0, α1 are complex parameters satisfying the relation:
(74)


α0 = −ε1 + ε2,
α1 = ε1 − ε2,
α0 + α1 = 0.
The latter part of this section is devoted to showing the above results.
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At first, we study a 1-parameter family of total differential system in two variables t, s
(75)


dx =(−2xp− α0)dt+ (−2xz − 2α0w)ds,
dy =(2yp+ α1)dt+ (2yz − 2α1q)ds,
dz =
(
x+ y
2
)
dt + (−xq + yw − 2δp)ds,
dw =(z − 2wp)dt+ (−2xp+ α1 − 2δ)ds,
dq =(z + 2qp)dt+ (2yp+ α1 + δ)ds,
dp =
(
w + q
2
)
dt+
(
x+ y
2
)
ds,
where the constant parameters αi satisfy the relation:
(76) α0 + α1 = δ (δ ∈ C).
This system can be considered as a modified version of the system (1) with the constant
parameter δ.
We similarly show that the system (75) can be obtained by the compatibility conditions
for the second-order linear differential equations in three variables T, t, s
(77) δT∂T~u = A(T, t, s)~u, ∂t~u = B1(T, t, s)~u, ~u =
(
u1
u2
)
,
and
(78) δT∂T~u = A(T, t, s)~u, ∂s~u = B3(T, t, s)~u.
Now, let us consider the case δ = 0. In this case, we consider the following system
(79)


dx =(−2xp− α0)dt+ (−2xz − 2α0w)ds,
dy =(2yp+ α1)dt+ (2yz − 2α1q)ds,
dz =
(
x+ y
2
)
dt+ (−xq + yw)ds,
dw =(z − 2wp)dt+ (−2xp + α1)ds,
dq =(z + 2qp)dt+ (2yp+ α1)ds,
dp =
(
w + q
2
)
dt+
(
x+ y
2
)
ds.
We easily see that each equation
(80)
∂z
∂s
= −xq + yw − 2δp, ∂w
∂s
= −2xp + α1 − 2δ, ∂q
∂s
= 2yp+ α1 + δ
is changed into
(81)
∂z
∂s
= −xq + yw ∂w
∂s
= −2xp + α1, ∂q
∂s
= 2yp+ α1.
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We see that the system (79) can be obtained by solving the following Lax equations:
(82) ∂t(A(T, t, s)) = [B1(T, t, s), A(T, t, s)]
and
(83) ∂s(A(T, t, s)) = [B3(T, t, s), A(T, t, s)].
The Lax pairs (82) and (83) are well-known as the ones of the soliton equations.
Next, let us show that the system (79) is equivalent to the polynomial Hamiltonian
system (29) in two variables t, s.
We see that this system (79) has its first integrals:
(84)


w − q + 2p2 =0,
4zp− 2wq + x− y = 3
10
,
where we select the integral constants C1, C2 as
C1 = 0, C2 =
3
10
.(85)
We similarly show that the birational transformations
(86)


q1 =p,
p1 =x,
q2 =z − 2wp,
p2 =w
take the system (79) to the Hamiltonian system (29) with the polynomial Hamiltonians
(30) given in Section 5. We remark that the independent variables t and s in the system
(29) coincide with the variables of the Lax pairs (82) and (83).
The relations between x, y, z, w, q, p and q1, p1, q2, p2 are given by
(87)


x =p1,
y =4q21p2 − 2p22 + 4q1q2 + p1 −
3
10
,
z =q2 + 2q1p2,
w =p2,
q =2q21 + p2,
p =q1.
Here, let us calculate the determinant of the matrix A:
det(A) =− 64T 5 − 32T 4(2p2 − q + w)− 8T 3(−2qw + x− y + 4pz)
+ 4T 2(qx+ wy − z2 − 2(ε1 − ε2)p) + T (xy − 2(ε1 − ε2)z) + ε1ε2.
(88)
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Next, let us calculate the characteristic polynomial of the matrix A:
λ2 + det(A) = 0.(89)
If the eigenvalues of the matrix A are independent in the variables t and s, we obtain the
following conditions:
2p2 − q + w =K3,
−2qw + x− y + 4pz =K4,
(90)
and
xy − 2(ε1 − ε2)z =K1,
qx+ wy − z2 − 2(ε1 − ε2)p =K2,
(91)
where, K1, K2, K3, K4 ∈ C. By using the relation (87), we see that the first conditions
(90) with K3 = 0, K4 =
3
10
are equivalent to the conditions (84), and the second conditions
(91) just coincide with the polynomial Hamiltonians (30) given in Section 5.
We see that the phase space of the partial differential system (29) corresponds to the
algebraic surface {(q1, p1, q2, p2)|f1 = f2 = 0}, where f1 and f2 are explicitly given as
follows:
(92)


f1(q1, p1, q2, p2) =q
2
1p1 + α0q1 −
q22
2
− p32 −
3p2
20
+ p1p2 −K1,
f2(q1, p1, q2, p2) =
p21
2
− 3p1
20
− α1q2 − p1p22 + 2q21p1p2 + 2q1p1q2 + 2α0q1p2 −K2.
By solving the equation f1 = 0 with respect to the variable p1, we can obtain the hyper-
suface {(q1, q2, p2) ∈ C3|F (q1, q2, p2) = 0};
F (q1, q2, p2) =
− 1600p42q41 − 800p52q21 − 1600p32q31q2 − 240p22q41 − 800q31q32 + 400p62 − 400p22q21q22 − 1600p42q1q2
− 800p2q41q22 − 800p2q1q32 − 2400α0p22q31 + 1600α0p2q21q2 + 1600α0q41q2 + 1600α1p2q21q2
+ 800α1q
4
1q2 − 240p2q31q2 − 1600K1p2q41 + 120p42 + 800K2q41 − 100q42 − 1600α0p32q1
− 800K1p22q21 − 1600K1q31q2 + 60q21q22 − 240p22q1q2 + 18p2q21 + 1600K2p2q21 + 800α1p22q2
+ 400α0q1q
2
2 − 1600K1p2q1q2 − 120α0q31 − 400α20q21 + 120K1q21 − 400K1q22 + 9p22
+ 800K2p
2
2 + 800α0K1q1 − 400K21 .
(93)
Here, we see that deg(F ) = 8 with respect to q1, q2, p2.
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7. Autonomous version of P
(3)
II and mKdV equation
In this section, we find a one-parameter family of polynomial Hamiltonian system in
two variables given by
(94)


dq1 =
∂K1
∂p1
dt+
∂K2
∂p1
ds, dp1 = −∂K1
∂q1
dt− ∂K2
∂q1
ds,
dq2 =
∂K1
∂p2
dt+
∂K2
∂p2
ds, dp2 = −∂K1
∂q2
dt− ∂K2
∂q2
ds,
dq3 =
∂K1
∂p3
dt+
∂K2
∂p3
ds, dp3 = −∂K1
∂q3
dt− ∂K2
∂q3
ds
with the polynomial Hamiltonians
K1 =q
2
1p1 − α0q1 −
p42
2
− g
2
p2 +
1
2
p23 + p1p2 − q2q3 + p2q23 − 2p22p3,
K2 =− 1
4
q22 −
1
4
gp22 +
1
2
q23p3 −
1
2
α0q3 − 1
4
gp3 − α0q1p2 + 1
2
p1p3 + q1p1q3 − p2p23
+
1
2
p22q
2
3 − p32p3 + q21p1p2 (g ∈ C).
(95)
Here, α0 and α1 are constant complex parameters.
Proposition 7.1. The system (94) satisfies the compatibility conditions:
∂
∂s
∂q1
∂t
=
∂
∂t
∂q1
∂s
,
∂
∂s
∂p1
∂t
=
∂
∂t
∂p1
∂s
,
∂
∂s
∂q2
∂t
=
∂
∂t
∂q2
∂s
,
∂
∂s
∂p2
∂t
=
∂
∂t
∂p2
∂s
,
∂
∂s
∂q3
∂t
=
∂
∂t
∂q3
∂s
,
∂
∂s
∂p3
∂t
=
∂
∂t
∂p3
∂s
.
(96)
Proposition 7.2. Two Hamiltonians K1 and K2 satisfy
(97) {K1, K2} = 0,
where
(98) {K1, K2} = ∂K1
∂p1
∂K2
∂q1
− ∂K1
∂q1
∂K2
∂p1
+
∂K1
∂p2
∂K2
∂q2
− ∂K1
∂q2
∂K2
∂p2
+
∂K1
∂p3
∂K2
∂q3
− ∂K1
∂q3
∂K2
∂p3
.
Here, {, } denotes the poisson bracket such that {pi, qj} = δij (δij :kronecker’s delta).
Theorem 7.3. The system (94) has K1 and K2 as its first integrals.
Theorem 7.4. The system (94) admits the extended affine Weyl group symmetry of
type A
(1)
1 as the group of its Ba¨cklund transformations, whose generators s0, s1, π defined
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as follows: with the notation (∗) := (q1, p1, q2, p2, q3, p3, t, s;α0, α1):
s0 : (∗)→
(
q1 − α0
f0
, p1, q2, p2, q3, p3, t, s;−α0, α1 + 2α0
)
,
s1 : (∗)→(q1 − α1
f1
, p1 +
4α1(q2 + 2q1p3 + 2q1p
2
2)
f1
+
4α21(p3 − p22 + 4q1q3 + 4q21p2)
f 21
,
q2 − 4α1(p3 − 2q
2
1p2)
f1
+
8α21(q3 + q1p2 − 2q31)
f 21
+
8α31(p2 + 2q
2
1)
f 31
, p2 +
4α1q1
f1
− 2α
2
1
f 21
,
q3 +
4α1(p2 − q21)
f1
+
12α21q1
f 21
− 4α
3
1
f 31
, p3 +
4α1q3
f1
+
8α21(p2 − q21)
f 21
+
16α31q1
f 31
− 4α
4
1
f 41
,
t, s;α0 + 2α1,−α1),
π : (∗)→(−q1,−f1,−(q2 + 4q1p3 + 8q21q3 + 8q31p2),−(p2 + 2q21),−(q3 + 4q1p2 + 4q31),
− (p3 + 4q1q3 + 8q21p2 + 4q41), t, s;α1, α0),
where f0 := p1 and f1 := p1 + 4q1q2 + 2q
2
3 − 4p2p3 + 4q21p3 + 4q21p22 − g.
Here, the parameters αi satisfy the relation α0 + α1 = 0.
Proposition 7.5. The system (94) admits a rational solution:
(99) (q1, p1, q2, p2, q3, p3;α0, α1) =
(
0,
g
2
, 0, 0, 0, 0; 0, 0
)
.
For the system (94), we find the holomorphy condition of this system. Thanks to this
holomorphy condition, we can recover the Hamiltonian system (94) with the polynomial
Hamiltonians K1, K2.
Theorem 7.6. Let us consider a polynomial Hamiltonian system with Hamiltonian
K ∈ C[q1, p1, q2, p2, q3, p3]. We assume that
(D1) deg(K) = 4 with respect to q1, p1, q2, p2, q3, p3.
(D2) This system becomes again a polynomial Hamiltonian system in each coordinate
Ri (i = 0, 1):
R0 : (x0, y0, z0, w0) =
(
1
q1
,−(q1f0 − α0)q1, q2, p2, q3, p3
)
,
R1 : (x1, y1, z1, w1) =(
1
q1
,−(q1f1 − α1)q1, q2 + 4q1p3 + 8q21q3 + 8q31p2, p2 + 2q21,
q3 + 4q1p2 + 4q
3
1, p3 + 4q1q3 + 8q
2
1p2 + 4q
4
1),
where f0 := p1 and f1 := p1 +4q1q2 +2q
2
3 − 4p2p3 +4q21p3 +4q21p22− g, and the parameters
αi satisfy the relation α0 + α1 = 0. Then such a system coincides with the Hamiltonian
system (94) with the polynomial Hamiltonians K1, K2.
We note that the conditions (D2) should be read that
R0(K), R1(K)
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are polynomials with respect to xi, yi, zi, wi, qi, pi.
Next, let us consider the relation between the polynomial Hamiltonian system (94) and
mKdV hierarchy. In this paper, we can make the birational transformations between the
polynomial Hamiltonian system (94) and mKdV equations.
Theorem 7.7. The birational transformations
(100)

x =q1,
y =p1 + 2q1q2 − 2p2p3 + q23 + 10p32 + 40q1p2q3 + 12q21p3 + 60q31q3 + 112q21p22 + 240q41p2
+ 120q61 −
g
2
,
z =q2 + 2q1p3 + 12q1p
2
2 + 10q
2
1q3 + 40q
3
1p2 + 24q
5
1,
w =p2 + q
2
1,
q =q3 + 2q1p2 + 2q
3
1,
p =p3 + 2q1q3 + 8q
2
1p2 + 6q
4
1,
s =2S
take the Hamiltonian system (94) to the system
(101)

dx =wdt+ (p− 6x2w)dS,
dy =(70w2q − gx+ 42xq2 + 56xwp− 140x3w2 − 70x4q + 20x7 + 14x2z + α0)dt
+ f1(x, y, z, w, q, p)dS,
dz =ydt+ f2(x, y, z, w, q, p)dS,
dw =qdt+ f3(x, y, z, w, q, p)dS,
dq =pdt+ f4(x, y, z, w, q, p)dS,
dp =zdt + f5(x, y, z, w, q, p)dS,
where fi(x, y, z, w, q, p) ∈ C[x, y, z, w, q, p] (i = 1, 2, 3, 4, 5).
Setting u := x, we see that
(102)
∂u
∂t
= w,
∂2u
∂t2
= q,
∂3u
∂t3
= p,
∂4u
∂t4
= z,
∂5u
∂t5
= y,
and
(103)

∂6u
∂t6
=14u2
∂4u
∂t4
+ 56u
∂u
∂t
∂3u
∂t3
+ 42u
(
∂2u
∂t2
)2
− 70
(
u4 −
(
∂u
∂t
)2)
∂2u
∂t2
− 140u3
(
∂u
∂t
)2
+ 20u7 − gu+ α0,
∂u
∂S
=
∂3u
∂t3
− 6u2∂u
∂t
.
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Polynomial Hamiltonian
system (94) in two variables
Polynomial Hamiltonian
system (104) in two variables
Autonomous version of P
(3)
II
s = 0 s = 0
(t, s) (t, s)
in the variable t
Figure 1.
The first equation in (103) coincides with an autonomous version of P
(3)
II , and the second
equation just coincides with the mKdV equation.
8. Autonomous version of P
(3)
II and mKdV5 equation
In this section, we find a one-parameter family of polynomial Hamiltonian system in
two variables given by
(104)


dq1 =
∂K1
∂p1
dt+
∂K3
∂p1
ds, dp1 = −∂K1
∂q1
dt− ∂K3
∂q1
ds,
dq2 =
∂K1
∂p2
dt+
∂K3
∂p2
ds, dp2 = −∂K1
∂q2
dt− ∂K3
∂q2
ds,
dq3 =
∂K1
∂p3
dt+
∂K3
∂p3
ds, dp3 = −∂K1
∂q3
dt− ∂K3
∂q3
ds
with the polynomial Hamiltonians
K1 =q
2
1p1 − α0q1 −
p42
2
− g
2
p2 +
1
2
p23 + p1p2 − q2q3 + p2q23 − 2p22p3,
K3 =
1
4
p21 −
1
4
gp1 − α0
2
q2 − α0q1p3 + q1p1q2 − α0q1p22 +
1
2
p1q
2
3 − p1p2p3
+ q21p1p3 + q
2
1p1p
2
2 (g ∈ C).
(105)
Here, α0 and α1 are constant complex parameters. We remark that the polynomial Hamil-
tonians K2 and K3 are different (see figure 1). For example, deg(K2) = 4 with respect to
q1, p1, q2, p2, q3, p3. On the other hand, deg(K3) = 5 with respect to q1, p1, q2, p2, q3, p3.
Proposition 8.1. The system (104) satisfies the compatibility conditions:
∂
∂s
∂q1
∂t
=
∂
∂t
∂q1
∂s
,
∂
∂s
∂p1
∂t
=
∂
∂t
∂p1
∂s
,
∂
∂s
∂q2
∂t
=
∂
∂t
∂q2
∂s
,
∂
∂s
∂p2
∂t
=
∂
∂t
∂p2
∂s
,
∂
∂s
∂q3
∂t
=
∂
∂t
∂q3
∂s
,
∂
∂s
∂p3
∂t
=
∂
∂t
∂p3
∂s
.
(106)
Proposition 8.2. Two Hamiltonians K1 and K3 satisfy
(107) {K1, K3} = 0.
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Theorem 8.3. The system (104) has K1 and K3 as its first integrals.
Proposition 8.4. The system (104) admits the extended affine Weyl group symmetry
of type A
(1)
1 as the group of its Ba¨cklund transformations, whose generators s0, s1, π defined
as follows: with the notation (∗) := (q1, p1, q2, p2, q3, p3, t, s;α0, α1):
s0 : (∗)→
(
q1 − α0
f0
, p1, q2, p2, q3, p3, t, s;−α0, α1 + 2α0
)
,
s1 : (∗)→(q1 − α1
f1
, p1 +
4α1(q2 + 2q1p3 + 2q1p
2
2)
f1
+
4α21(p3 − p22 + 4q1q3 + 4q21p2)
f 21
,
q2 − 4α1(p3 − 2q
2
1p2)
f1
+
8α21(q3 + q1p2 − 2q31)
f 21
+
8α31(p2 + 2q
2
1)
f 31
, p2 +
4α1q1
f1
− 2α
2
1
f 21
,
q3 +
4α1(p2 − q21)
f1
+
12α21q1
f 21
− 4α
3
1
f 31
, p3 +
4α1q3
f1
+
8α21(p2 − q21)
f 21
+
16α31q1
f 31
− 4α
4
1
f 41
,
t, s;α0 + 2α1,−α1),
π : (∗)→(−q1,−f1,−(q2 + 4q1p3 + 8q21q3 + 8q31p2),−(p2 + 2q21),−(q3 + 4q1p2 + 4q31),
− (p3 + 4q1q3 + 8q21p2 + 4q41), t, s;α1, α0),
where f0 := p1 and f1 := p1 + 4q1q2 + 2q
2
3 − 4p2p3 + 4q21p3 + 4q21p22 − g.
Here, the parameters αi satisfy the relation α0 + α1 = 0.
Proposition 8.5. The polynomial Hamiltonian system (104) becomes again a polyno-
mial Hamiltonian system in each coordinate Ri (i = 0, 1):
R0 : (x0, y0, z0, w0) =
(
1
q1
,−(q1f0 − α0)q1, q2, p2, q3, p3
)
,
R1 : (x1, y1, z1, w1) =(
1
q1
,−(q1f1 − α1)q1, q2 + 4q1p3 + 8q21q3 + 8q31p2, p2 + 2q21,
q3 + 4q1p2 + 4q
3
1, p3 + 4q1q3 + 8q
2
1p2 + 4q
4
1),
where f0 := p1 and f1 := p1 + 4q1q2 + 2q
2
3 − 4p2p3 + 4q21p3 + 4q21p22 − g.
Next, let us consider the relation between the polynomial Hamiltonian system (104)
and mKdV5 equation.
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Polynomial Hamiltonian
system (94) in two variables
Polynomial Hamiltonian
system (104) in two variables
Autonomous version of P
(3)
II
s = 0 s = 0
(t, s) (t, s)
in the variable t
||
Coupled system with autonomous version
of P
(3)
II and mKdV equation
||
Coupled system with autonomous version
of P
(3)
II and mKdV5 equation
Figure 2. One is equivalent to coupled system with an autonomous version
of P
(3)
II and mKdV equation and the other is equivalent to coupled system
with an autonomous version of P
(3)
II and mKdV5 equation.
Theorem 8.6. The birational transformations
(108)

x =q1,
y =p1 + 2q1q2 − 2p2p3 + q23 + 10p32 + 40q1p2q3 + 12q21p3 + 60q31q3 + 112q21p22 + 240q41p2
+ 120q61 −
g
2
,
z =q2 + 2q1p3 + 12q1p
2
2 + 10q
2
1q3 + 40q
3
1p2 + 24q
5
1,
w =p2 + q
2
1,
q =q3 + 2q1p2 + 2q
3
1,
p =p3 + 2q1q3 + 8q
2
1p2 + 6q
4
1,
s =2S
take the Hamiltonian system (104) to the system
(109)

dx =wdt+ (y − 10x2p− 40xwq − 10w3 + 30x4w)dS,
dy =(70w2q − gx+ 42xq2 + 56xwp− 140x3w2 − 70x4q + 20x7 + 14x2z + α0)dt
+ g1(x, y, z, w, q, p)dS,
dz =ydt+ g2(x, y, z, w, q, p)dS,
dw =qdt+ g3(x, y, z, w, q, p)dS,
dq =pdt+ g4(x, y, z, w, q, p)dS,
dp =zdt + g5(x, y, z, w, q, p)dS,
where gi(x, y, z, w, q, p) ∈ C[x, y, z, w, q, p] (i = 1, 2, 3, 4, 5).
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Setting u := x, we see that
(110)
∂u
∂t
= w,
∂2u
∂t2
= q,
∂3u
∂t3
= p,
∂4u
∂t4
= z,
∂5u
∂t5
= y,
and
(111)

∂6u
∂t6
=14u2
∂4u
∂t4
+ 56u
∂u
∂t
∂3u
∂t3
+ 42u
(
∂2u
∂t2
)2
− 70
(
u4 −
(
∂u
∂t
)2)
∂2u
∂t2
− 140u3
(
∂u
∂t
)2
+ 20u7 − gu+ α0,
∂u
∂S
=
∂5u
∂t5
−
(
10u2
∂3u
∂t3
+ 40u
∂u
∂t
∂2u
∂t2
+ 10
(
∂u
∂t
)3
− 30u4∂u
∂t
)
.
The first equation in (111) coincides with an autonomous version of P
(3)
II , and the second
equation just coincides with mKdV5 equation.
9. Autonomous version of the second Painleve´ system and the mKdV
equation
In this section, we study a one-parameter family of partial differential systems of poly-
nomial type in two variables given by
(112)


dq1 =
∂q1
∂t
dt+
∂q1
∂s
ds
=
(
q21 + p1 −
1
2
)
dt+
(
q21 + p1 −
1
2
)
ds,
dp1 =
∂p1
∂t
dt +
∂p1
∂s
ds
=(−2q1p1 − α)dt+ (−2q1p1 − α)ds.
We easily see that the system (112) satisfies the compatibility conditions:
(113)
∂
∂s
∂q1
∂t
=
∂
∂t
∂q1
∂s
,
∂
∂s
∂p1
∂t
=
∂
∂t
∂p1
∂s
.
In this paper, we will make the birational transformations between the system (112) and
the mKdV equation
(114)
∂3u
∂t3
= 6u2
∂u
∂t
− ∂u
∂s
.
Proposition 9.1. The system (112) has the Hamiltonian H
(115) H = q21p1 +
p21
2
− p1
2
+ αq1
as its first integrals.
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Proposition 9.2. The system (112) admits the extended affine Weyl group symmetry
of type A
(1)
1 as the group of its Ba¨cklund transformations, whose generators s0, s1, π defined
as follows: with the notation (∗) := (q1, p1, t, s;α);
s0 : (∗)→
(
q1 +
α
f0
, p1, t, s;−α
)
,
s1 : (∗)→
(
q1 − α
f1
, p1 +
4αq1
f1
− 2α
2
f 21
, t, s;−α
)
,
π : (∗)→(−q1,−f1, t, s;−α),
where f0 := p1 and f1 := p1 + 2q
2
1 − 1.
Proposition 9.3. The system (112) admits some particular solutions:
(116) (q1, p1;α) =
(
0,
1
2
; 0
)
and
(117) (q1, p1;α) =
(
± 1√
2
, 0; 0
)
,
and
(118) (q1, p1;α) =
(
− 1√
2
tanh
(
t + s + c√
2
)
, 0; 0
)
(c ∈ C).
Theorem 9.4. The system (112) is invariant under the following auto-Ba¨cklund trans-
formations T0, T1 defined as follows: with the notation (∗) := (q1, p1, t, s;α);
T0 : (∗)→
(
−q1 + α
p1 + 2q21 − 1
, 1− 2q21 − p1, t, s;α
)
,
T1 : (∗)→
(
−q1 − α
p1
, 1− p1 − 2(q1p1 + α)
2
p21
, t, s;α
)
,
where T0 := πs0, T1 := πs1.
Applying these Ba¨cklund transformations Tm0 and T
n
1 (m,n = 1, 2, 3, ..), we can obtain
a series of its particular solutions.
Next, let us consider the relation between the system (112) and the mKdV equation.
In this paper, we can make the birational transformations between the system (112) and
the mKdV equation.
Theorem 9.5. The birational transformations
(119)


x =q1,
y =q21 + p1 −
1
2
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take the system (112) to the system
(120)
{
dx =ydt+ yds,
dy =(2x3 − x− α)dt+ (2x3 − x− α)ds.
Setting u := x, we see that
(121)
∂u
∂t
=
∂u
∂s
= y
and
(122)


∂2u
∂t2
=2u3 − u− α,
∂u
∂s
=
∂u
∂t
.
The first equation in (122) coincides with an autonomous version of PII .
Making a partial derivation in the variable t for the first equation of (122), we obtain
(123)


∂3u
∂t3
=6u2
∂u
∂t
− ∂u
∂t
,
0 =
∂u
∂t
− ∂u
∂s
.
Adding each system in (123), we can obtain the mKdV equation
(124)
∂3u
∂t3
= 6u2
∂u
∂t
− ∂u
∂s
.
It is known that the Hamiltonian system with a special parameter α = 0
(125)


dq1
dt
=
∂H
∂p1
= q21 + p1 −
1
2
,
dp1
dt
=− ∂H
∂q1
= −2q1p1
can be solved by using Jacobi’ s elliptic function sn(t). Setting its solution ϕ(t)
d2ϕ(t)
dt2
= 2ϕ(t)3 − ϕ(t),
we can make a stationary solution u(t, s) of the system (124);
(126) u(t, s) := ϕ(t + s+ c) (c : constant).
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