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Abstract-We present a hybrid method for the minimization of the effective free energy of certain 
physical systems. The three stages of this method approximate the system interaction potential in 
three forms: (1) square-well, (2) quadratic, and (3) L ennard-Jones. The first stage uses a geometric 
method to minimize the free energy, based on a square-well potential. The second stage, assuming the 
pair interaction is quadratic, gives an analytical form for the minimization. The last stage, introducing 
more realistic physics, i.e., a Lennard-Jones pair interaction, uses the Monte Carlo method to perform 
minimization. 
The first stage is less accurate but much more efficient and eliminates most of the local minima 
of the free energy from further consideration. The refinement done by the latter steps reduces the 
error and delivers accurate results. 
Global minimization of the free energy for a physical system has traditionally been tried by 
Monte Carlo methods. Unfortunately, Monte Carlo methods are normally extremely slow to 
deliver results with sufficient accuracy. 
In this letter, we show a family of schemes working in tandem efficiently to give accurate results 
for global minimization. We have successfully applied the method a three-dimensional biological 
system, involving the binding of protein on DNA [l]. 
We believe this method is applicable to a variety of spatial pattern recognition problems. 
In three dimensions, let sets P and D, of IPI and IDI points respectively, be given. Each set 
forms a rigid body. Assume that there is a match between subsets P’ c P and D’ c D, in the 
following sense: 
1. 
2. 
There is a one to one correspondence between the points of these two subsets, say 
(Xl,Yl>,. * * ,(X,,Y,,,),whereXi~P*andYi~D*,i=l,..., k. 
For some E E &, the orientation preserving subgroup of the Euclidean group of rigid 
motions, 
m;x{llXi - EY;II} I c, 
where E is a predetermined distance. 
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The match constructed according to the above two properties corresponds to energy minimiza- 
tion for a square well potential. As a next step, we consider a quadratic free energy 
F(P*, D’) = min 
1 
~~~Xi-E~11’:EEElJ . (1.2) 
i= 1 I 
A closed form solution may be given for the energy minimization (1.2), starting from all 
solutions obtained by the geometric method. Thus, we can further predict a smaller number of 
candidates (than those predicted by the geometric method), whose interaction makes a meaningful 
contribution to the system’s free energy, and we obtain a good starting point for the Monte Carlo 
search. 
At this stage, we want to minimize 
S(R,b) = & ,,x - RXi - b112, 
i=l 
where R is given by the polar decomposition of the covariance matrix of D’ and P’, and b is the 
separation of related centroids. 
Let us define 
h=h(R)=&l$‘RXi 
i=l 
and 
being a 3 x 3 matrix. It can be proved as an extension of results from [2]. 
THEOREM 1. A square matrix N can be factored in the form N = QDP, where D is a diag- 
onal matrix with diagonal elements dl 2 d2 2 Idal, Q and P are orthogonal matrices and the 
determinant I&PI = 1. 
COROLLARY 1. Let N be a 3 x 3 matrix. Let R,,, = PtQt be the rotation matrix constructed 
from the polar decomposition of N as in Theorem 1, and Jet D be the associated diagonal matrix. 
Then 
dl + dz + d3 = tr{R,,,N) 1 tr{RN} 
for any rotation matrix R. 
Therefore, from the polar decomposition defined in Theorem 1, we can derive a rotation matrix 
R, = P’Q”, such that the global minima of S is 
2 llyil12 - ‘44 + dz + 4) + k llXil12. 
i=l i=l 
Using the configuration obtained by the above polar decomposition as a starting point, we 
employ a Monte Carlo method to further minimize more complex potentials, such as Lennard- 
Jones potential F. This stage is the traditional Metropolis accept-reject method. 
Details of this method and initial applications to a problem in biology are presented in [l]. 
REFERENCES 
1. Y. Deng, J. Glimm, Q. Yu and M. Eienberg, Efficient 3-D pattern recognition for the binding of proteins on 
DNA, SIAM Journal of Optimization (to appear). 
2. G. &rang, Linear Algebra and its Applications, Third Edition, Academic Press, New York, (1988). 
