Abstract. Liapunov's direct method has been used very effectively for a hundred years on various types of differential equations. It has not, however, been used with much success on non-differentiated equations. In this paper we construct a Liapunov function for a nonlinear integral equation with an infinite delay which is of nonconvolution type. From that Liapunov function we deduce conditions for boundedness, stability, and the existence of periodic solutions. The kernel of the integral equation is a perturbation of a positive kernel and there are estimates showing how large the perturbation can be. The advantage of the Liapunov approach over classical methods for integral equations is the simplicity of analysis, once a Liapunov function is constructed.
Introduction
Liapunov functions and functionals have been used very effectively on ordinary, functional, and partial differential equations, but have had little application to nondifferentiated equations (cf. Miller [12;  p. 337] and Gripenberg et al [5; p. 426] ). The reason for this is simple. Given
and any differentiable scalar function
if x(t) is a solution, then V (t, x(t)) is a scalar function of t and we can compute dV (t, x(t))/dt = grad V · f + ∂V /∂t.
That is, we can find the derivative of V along the solution directly from the differential equation. If it turns out, for example, that dV /dt ≤ 0, then this may yield much information about the behavior of the unknown solution.
By contrast, if
x(t) = a(t) + Our thesis here is that the direct method of Liapunov is of great interest in functional equations and we present examples to support that view.
In this paper we construct Liapunov functionals for equations of the form (1) x(t) = a(t) − which are closely related to a combination of Liapunov functionals constructed by Levin ([7] , [8] ) for variants of
D(t, s)g(x(s))ds
and by the author [1] for
x (t) = Ax + t 0 B(t, s)x(s)ds.
These Liapunov functionals have properties in sharp contrast to those for differential equations.
In the classical theory of Liapunov's direct method for a functional differential equation of the form
(see Lakshmikantham and Leela [6] or Yoshizawa [14] for standard theory and explanation of notation), one seeks a functional V (t, φ) with at least the property that
where W is a strictly increasing function. Thus, if V (t, x t ) ≤ 0, then the zero solution is stable. Such functions W are prominently missing for integral equations and one is forced to other methods. The interesting part is that one can frequently derive the required W along solutions; and that is all that is needed to prove the classical relations.
Equations of this sort are often written as
where A(t) now contains both a(t) and Much has been written about this equation when D is of convolution type, often using the theory of positive kernels. A selection may be found in Levin [9] , Londen [10] , MacCamy [11] , and Staffans [13] . Physical problems described by such equations are found 
A scalar integral equation
Let D : R × R → R with both D and 
If φ : (−∞, t 0 ] → R is a given bounded and continuous initial function, then there is a continuous solution x(t, t 0 , φ) defined on an interval [t 0 , α) and satisfying (1) on that interval, while agreeing with φ on (−∞, t 0 ], provided that ϕ is chosen so that (1) is an identity at t = t 0 (see, [12] and [5; p. 538]). If the solution remains bounded then it can be continued for all future time. It is always assumed that ϕ is chosen so that the solution is continuous.
We suppose that there are continuous functions B, Q : R × R → R with 
and (9)
PROOF. We apply Schwarz's inequality to (7) and have
B(t, t).
Integrate by parts and use (5), together with the fact that there is a bounded initial function to obtain
The first term on the right is zero. When B is separated as in (2) and (1) is used, we have
Denote the last term in V by Z(t) and compute
as required.
Many interesting consequences can be derived from (8) and (9) . We begin with two extreme cases.
COROLLARY 1. If a(t) = Q(t, s) = 0 and if
along any solution x(t) we have
and
Thus, x(t) is bounded, x = 0 is stable, and
We later give three kinds of conditions to ensure that x(t) → 0 as t → ∞ when α = 0.
Remark. Notice that Cor. 1 has no growth condition on g, but there will be in Cor.
2 and 3 when Q(t, s) = 0. In effect, Q is a "perturbation term" and the bounds on Q 
there is a β < 2 with PROOF. Let > 0 be given and choose P > 0 so that
The next lemma will be used repeatedly. PROOF. We have
for some M > 0, and the proof is complete. COROLLARY 3. Suppose there is a k ≥ 1 and a β < 2 such that
and that a(t) is both bounded and L 1 [0, ∞). Then for any solution x(t) of (1) on [t 0 , ∞) we 
PROOF. By (9), (10) , and Lemma 2 we have V (t, x(·)) ≤ −c 1 x(t)g(t, x(t)) + M|a(t)|.
Since V ≥ 0, the first conclusion holds. Next, if φ is the bounded initial function on
Since |g(t, x)| ≤ J |x|, it follows that
x(s)g(s, x(s))ds < ∞. Thus, by Lemma 1, ( * ) tends to zero as t → ∞ and the conclusion follows from (1).
A classical result for a finite delay equation x = F (t, x t ) states (see [14; p. 191] ) that if there is a V (t, φ) and increasing function W i with
(ii) V (t, x t ) ≤ −W 3 (|x(t)|), and (iii) |F (t, φ)| is bounded for φ bounded, then x = 0 is uniformly asymptotically stable. Condition (iii) assures us that a bounded solution is Lipschitz; hence, ∞ W 3 (|x(t)|)dt < ∞ implies that x(t) must tend to zero. The following result is a counterpart for integral equations and it leads us to a priori bounds for periodic solutions.
, a(t) → 0 as t → ∞, and either Q(t, s) = 0 or |g(t, x)| ≤ J |x| for some J > 0. Also, for each t 0 ∈ R and each P > 0 let both Q(t, s) = 0.
Finally, suppose there are k ≥ 1 and β < 2 such that (10) holds and an M > 0 such that 
and |t 1 − t 2 | small. Then every solution x(t) is defined on [t 0 , ∞) and x(t) → 0 as t → ∞.
PROOF. By the proof of Cor. 3 we have V bounded and
there is an > 0 and a sequence {t n } ↑ ∞ with |x(t n )| ≥ . Since V is bounded, if Q = 0, then from (8) and a(t) → 0, we have x(t) bounded. If Q = 0, then |g(t, x)| ≤ J |x| so ∞ x(t)g(t, x(t))dt < ∞ yields ∞ g 2 (t, x(t))dt < ∞; and this implies that
and this tends to zero. By (8) , again, x(t) is bounded and so, in any case, |g(t,
From the boundedness of x(t) and ∞ xg 1 (x)dt < ∞, we can suppose that |x(t n )| = and choose another sequence {s n } ↑ ∞ with |x(s n )| = /2 and ≥ |x(t)| ≥ /2 for
Thus,
|D(s n , s)|ds ≤ B. This yields |t n − s n | ≥ δ for some δ > 0, contradicting
This completes the proof.
There is a third way to drive x(t) to zero.
D s (t, s)ds be bounded. Suppose also that for each P > 0 we have
2 ds → 0 as t → ∞ and that there is an M independent of P with
PROOF. From (8), if V (t, x(·)) → 0, so does x(t). Since x(t) is bounded by (8) and the fact that V is bounded, we have ∞ g 2 (t, x(t))dt < ∞. By Schwarz's inequality we obtain
The last integral is bounded by M, while its coefficient tends to zero as P → ∞. This completes the proof.
Remark. In the next result, notice that the a priori bound does not require V to be positive, as in [3] . The a priori bound comes from V' alone.
COROLLARY 6. Let (10) hold and suppose there is a T > 0 with a(t + T ) = a(t),
addition, that xg 1 (x) → ∞ as |x| → ∞, and that there is an M > 0 with |g(t, x)| ≤ M|x|,
and that
and there is a T -periodic solution.
PROOF. Let 0 ≤ λ ≤ 1 and write (1) as
then we obtain
We now show that there is an a priori bound on any T -periodic solution x(t) of (1 λ ). If
x(s)λg(s, x(s))ds + Gλ where G = MT a ; thus, λ divides out and we have
T 0
x(s)g(s, x(s))ds ≤ G/c 1 . Next, let 0 ≤ t 1 ≤ t 2 ≤ T , |x(t 1 )| = x , and consider (recalling that |g(t, x)| ≤ M|x|)
then this is an a priori bound. If
. Thus, the required bound on x exists for 0 ≤ λ ≤ 1.
Next, let (P, · ) be the Banach space of continuous T -periodic functions with the supremum norm. For 0 ≤ λ ≤ 1 we define a mapping H λ : P → P by φ ∈ P implies that
The degree-theoretic work of Granas [4] , as discussed in [2] and [3] , will show that (1) has a T -periodic solution provided so we can show that:
(a) H λ : P → P ;
(b) For fixed λ, H λ maps bounded subsets of P into compact subsets of P ;
(c) H λ is jointly continuous in (λ, φ); and (d) There is a number B such that any T -periodic solution x of (1 λ )
We have already shown (d). To show (a) we compute
whenever φ ∈ P . To show that H λ (φ) is continuous in t and lies in a compact set we let φ ∈ P with φ ≤ K, where K is an arbitrary positive number. Then
Hence, H λ (φ) is equicontinuous and bounded by a function of K. This establishes both (a) and (b). To show that H(λ, φ) is jointly continuous in λ and φ, for fixed t and for φ i ∈ P we have
Hence, H is continuous in φ for fixed λ, uniformly continuous in λ for fixed φ, and so is jointly continuous in (λ, φ). This completes the proof.
Remark. When B(t, s) = 0, a more flexible Liapunov functional is Other uses of the (k − 1)-term are illustrated in Burton [1] .
A linear vector equation
Let D be a continuous n × n matrix with It turns out that all of the work in Section 2 can be done for (13) except that we have been unable to obtain a counterpart of (8) . Thus, we readily prove that solutions are L 2 , that they converge to a(t), and that there are periodic solutions. But we must rely on techniques independent of (8) to show boundedness. Formal counterparts of (2)- (6) 
