1.
Introduction. If the function ƒ(2) is analytic in the interior R of a Jordan curve C and continuous in the corresponding closed region R, then in that closed region/(JS) can be uniformly expanded in a series of polynomials in z. This result is due to Walsh,f who recently encouraged the writer to study the problem of polynomial approximation to a function f(z) analytic interior to C but not necessarily continuous in R or even bounded in R. Professor Walsh suggested (1) that if f(z) is bounded in R, there might exist polynomials p n (z), (w = l, 2, • • • ), which approximate to ƒ(z) in R in such a way that the limit as n->oo of the least upper bound of |/> n (2)| for z in R does not exceed the least upper bound of I/O) J fors in R; (2) that if the double integral over R of \f(z) | p , (ƒ>>()), exists, there might be a sequence of polynomials {p n (z)\ which approximate to ƒ (z) in R so that the limit as w->oo of the double integral over R of \f(z) -p n (z) \ p is zero. It is the purpose of the present note to show that the existence of such approximating polynomials can be established in both cases by a method due to CarlemanJ not only for a Jordan region but also for regions of somewhat more general boundary.
It is a well known characteristic of a finite simply connected region R bounded by a Jordan curve C that the totality of points of the extended plane not belonging to R + C form a single region (also simply connected) whose boundary is precisely C. But the class of regions characterised by this property includes not only all finite Jordan regions but regions of more general boundary as well. § And it has been found that the results sug-* Presented to the Society, March 31, 1934 . t Walsh, Mathematische Annalen, vol. 69 (1926 
In a subsequent paper the writer hopes to tell what is the most general finite simply connected region to which each of these two theorems can be extended.
Proof of Theorem
, be a set of uniformly bounded simply connected regions such that the closed region G = G+B lies in every G n and the region G is the kernel f of every infinite subsequence of the sequence {G n }. Let the function \f/ n (z) map the region G n conformally onto the region G in such a way that a fixed point z 0 in G and a fixed direction at ZQ remain invariant. It follows then from results of BieberbachJ that
are analytic in the closed region G and they converge to f(z) continuously in G. Moreover, it is to be noted that
for every n, since the set of values which f n {z) takes on in G is precisely the set of values which f(z) takes on in the transform of G by the mapping relation ^n{z), and this transform of G lies interior to G. By a theorem of Walsh* the function f n (z) can be uniformly approximated as closely as desired in G by a polynomial in z. If we choose polynomials {p n (z)} so that \fn{z)~p n {z)\ ^e n for z in G, where lim n _ >oo € n = 0, we have at once a set of polynomials {pn(z)} which converge to ƒ{z) continuously in G and which satisfy (1).
We have not used here the fact that the derivative of ^w(z) converges to unity continuously in G as n--><*>. This fact will, however, be required in the proof of Theorem 2.
3. Proof of Theorem 2. We require for later application in the proof of this theorem the following lemma on double integrals.
LEMMA. If the f unctions f (Z) and<j>(z) are continuous in a region R of the z-plane and such that
To prove this lemma consider the real continuous non-negative function g{z) which is equal to \f{z)\ when \f(z)\ = |<Kz)| and is equal to the greater of these two absolute values when they are unequal. It follows at once from the definition of g(z) that the double integral over R of [g(z) ] p exists and that
But since \f(z)-<t>(z)\ S \f(z)\ +\<j>{z)\ ^2g(z)
, it is clear that (3) follows from (4), and the lemma is proved. Let \G n } and {ifs n (z)} denote respectively the regions used in the proof of Theorem 1 and their mapping functions. Let T n denote the region into which G is transformed by ^n(^). If the proper determination of each of the functions
*»(*)=ƒ[*»(*)][*.'(*) f', (»= 1,2,...),
be chosen (and we will suppose that this has been done), then the functions F n {z) are analytic everywhere in the closed region
But by the theorem of Walsh used in the proof of Theorem 1 each function F n (z) can be uniformly approximated as closely as desired in G by a polynomial in z. So it is clear that there exist polynomials {^(2)} which converge to ƒ(z) continuously in G and for which
It remains to show that these polynomials also satisfy (2). This will be done by application of the lemma together with the fact that the convergence of the polynomials to ƒiz) is continuous in G. Let e be an arbitrarily small positive number. Let H be any subregion of G such that the closed region H lies interior to G and also such that (6) f f I ƒ(*) \'dS < e.
The polynomials {p n (z)} established in the preceding paragraph are such that from a certain value of n on, say for n 0 Sn, the following three conditions are simultaneously satisfied :
(8)
(9) Iff \Pn(z)\"dSff\f(z)\'dS
From (6), (7), and (9) it follows that where the second integral on the right has been appraised by the lemma. The quantity m(e) =Ae p +2 p (4:e) is clearly a function of e which approaches zero as limit along with 6.Consequently the polynomials \p n {z)} which converge tof(z) continuously in G and for which (5) holds must also satisfy (2).
A Comparison of the Two Theorems.
It may not be without interest to compare these two theorems with each other and with Runge's* fundamental theorem on polynomial approximation, at least in the case of a simple example. For our example we take /> = 1, ƒ(z) = z, and for G the interior of the unit circle, \z\ <1. The polynomials p n (z) =nz n +z, (n = l, 2, • • • ), converge to f(z) continuously in G, but they do not satisfy (2), for * See, for instance, Osgood, Lehrbuch der Funktioneniheorie, vol. 1, 1928, p. 578. lim
On the the other hand the polynomials P n (z) = z n +z not only converge to ƒ(z) continuously in G but also satisfy (2), as may be readily verified. They do not, however, satisfy (1), for bound [| P n {z) I, z in G] =2 for every n. Finally the polynomials T n (z) = (z n /n)-\-z converge to f(z) continuously in G and at the same time satisfy (1).
5.
A Remark on Theorem 1. Theorem 1 can not be extended to the most general finite simply connected region. Essentially the same remark was made without amplification by Carleman in the paper cited. The writer feels, however, that the following detailed justification of the remark is not unworthy of consideration. A region such that Theorem 1 can not hold for an arbitrary function ƒ(z) analytic and bounded therein is any finite simply connected region R such that the complete boundary of R is not the boundary of an infinite region, as for instance a circle from which one radius has been removed or again a region consisting of the points of a strip which lies inside a circle, is closed at one end, and winds around infinitely often, approaching as limit every point of the circle. Let B denote that portion of the boundary of R which is the boundary of an infinite region. All the points of the plane which can be joined to a fixed point of R by a Jordan arc containing no point of B form a region S which contains not only all the points of R but boundary points of R as well. Let f(z) be a function which maps R conformally onto the interior of the unit circle. If polynomials {pn(z)} existed which converged to f(z) in R and for which (1) held, it would follow from the continuity of these polynomials in the closed region R that the {p n (z)} would be uniformly bounded in S and hence form a normal family in S. * A subsequence of these polynomials could then be found which would * See Montel, Leçons sur les Familles Normales de Fonctions Analytiques, 1927, pp. 21-33. 
