Abstract: A new family of interpolatory stationary subdivision schemes is introduced by using radial basis function interpolation. This work extends earlier studies on interpolatory stationary subdivision schemes in two aspects. First, it provides a wider class of interpolatory schemes; each 2L-point interpolatory scheme has the freedom of choosing a degree (say, m) of polynomial reproducing. Depending on the combination (2L, m), the proposed scheme suggests different subdivision rules. Second, the scheme turns out to be a 2L-point interpolatory scheme with a tension parameter. The conditions for convergence and smoothness are also studied.
Introduction
Subdivision is an efficient method for constructing curves and surfaces in Computer Aided Geometric Design and Computer Graphics. By this method, at each recursion step, new discrete values on a final grid can be computed by weighted sums of the already existing discrete values. In the limit of the recursive process, data are defined on a dense set of points. Considering these data as function values, under certain conditions, a limit continuous function can then be defined by this process.
Starting with a given set of control points at level 0 with the topology of a regular grid P 0 = {p 0 n : n ∈ Z}, the stationary uniform binary subdivision scheme is a process that recursively defines a sequence of nets of control points P k = {p k n : n ∈ Z} k∈Z + by a rule of the form p which is denoted formally by P k = S k P 0 . A point of P k is defined by a finite linear combination of points in P k−1 , with two different rules, or masks, in the curve case (univariate), and four masks in the surface case (bivariate). In general, for each level k, only a finite number of coefficients a n are non-zero so that changes in a control point only effect a limited number of patches. Also, this property clearly facilitates the practical implementation of (1.1). A general discussion of stationary subdivision schemes can be found in the works of Cavaretta, Dahmen, and Micchelli ( [3] ) and Dyn ([6] ).
Since the present topic is considering schemes where each component of the surface is a scalar function generated by the same subdivision scheme, the analysis of a binary subdivision scheme can be reduced to the scalar case to initial sets of control points. Therefore, starting with values f 0 = {f 0 n ∈ R : n ∈ Z}, this study considers scalar sets of control points f k = {f k n ∈ R : n ∈ Z} generated by the relation
What follows provides the definition of the convergence of a binary subdivision scheme. Definition 1.1. A binary subdivision scheme S is termed (uniformly) convergent if for every initial data f 0 = {f 0 n ∈ R : n ∈ Z} there exists a continuous function f on R such that lim
and f is not identically zero for some initial data f 0 .
Let the function f denoted by S ∞ f and called a limit function of S or a function generated by S. Also introduced is the notion of the basic limit function of a scheme S,
Then, any limit function of the subdivision process can be expressed as
The subdivision scheme S is called C γ if its basic limit function, and hence all functions generated by it, is C γ . A binary subdivision scheme is called interpolatory if a 2n = δ 0,n , n ∈ Z, since then P k ⊂ P k+1 and therefore P 0 ⊂ P k for any k ∈ Z + . An example of an interpolatory subdivision scheme is the four-point scheme by Dyn, Gregory, and Levin ( [7] ):
In this paper, we are interested in developing a new family of stationary subdivision schemes obtained by using radial basis function interpolation, which is one of the most well-established methods for data representation problems. Specifically, the insertion rule is obtained by taking the value at the inserted point of radial basis interpolation to the data at 2L symmetric points to the inserted one. This work extends earlier studies on interpolatory subdivision schemes in two aspects. First, it provides a wider class of interpolatory scheme; each 2L-point interpolatory scheme has the freedom of choosing a degree (say, m) of polynomial reproducing. Hence, depending on the combination (2L, m), the scheme suggests different subdivision rules. Second, the scheme proposed here turns out to be a 2L-point interpolatory scheme with a tension parameter. Thus, each aforementioned interpolatory rule can be a special case of the proposed interpolatory scheme. Then, the fundamental questions of interest for the new subdivision scheme are as follows: Does the scheme converge? What is its smoothness? What is its approximation order? Note that for interpolatory subdivision schemes, convergence implies uniform convergence, since the values {f k n } are on the limit function. The general setting and basic theory of radial basis function interpolation will be discussed in section 2. Among the many radial basis functions, the major concern here is with the basis functions
which is the so-called multiquadrics. One of the reasons for choosing this particular function is the desire to use the parameter λ as a 'tension' parameter. The paper is organized as follows: section 2 introduces the general theories related to radial basis function interpolation, then constructs a new class of interpolatory subdivision schemes using radial basis function interpolation. In section 3, we study the convergence and smoothness of the new subdivision scheme, and then find its approximation order.
Throughout this paper, for any positive integer n, Π n stands for the subspace C(R) consisting of all algebraic polynomials of degrees less than n. All matrices and vectors are written in bold character, for example g.
Interpolatory Subdivision Scheme using Radial Basis Function

Radial Basis Function Interpolation
Radial basis function interpolation is a very popular and convenient tool for data representation problems. This section introduces the general setting and basic theory of radial basis function interpolation. Suppose that a continuous function f : R → R is known only at a set of discrete points X := {x 1 , · · · , x N } in Ω ⊂ R. The radial basis function interpolation to f on X starts with choosing a basis function φ, and then it defines an interpolant by 
For a wide choice of functions φ and polynomials in Π m , including the case m = 1, the coefficients of S f,X are required to satisfy the (N + m) × (N + m) system of linear equations, which can be written in a matrix form as
where A and P are the N × N and N × m matrices that have the elements A ij = φ(x i − x j ) and P ij = p j (x i ) respectively. Further, a ∈ R N and b ∈ R m are the vectors of the coefficients of S f,X , and the components of f are the data f (x j ) with j = 1, · · · , N . In a fundamental paper by Micchelli ([11] ), the existence and uniqueness of the solution of the linear system (2.2) is ensured when the basis function φ is a conditionally positive definite function:
Definition 2.1. Let φ : R → R be a continuous function. We say that φ is conditionally positive definite of order n ∈ N := {1, 2, · · · } if for every finite set of pairwise distinct points
is positive definite.
In particular, the radial basis function interpolant S f,X in (2.1) has a Lagrange-type representation:
where u n are the Lagrange functions from the space span{φ
They satisfy not only the above properties but also reproduce polynomials up to a degree less than m, i.e.,
Introducing vectors
) T can be obtained by solving the linear system
A reader interested in knowing more about the state-of-the-art in the area of radial basis function method may find it useful to consult the surveys of Buhmann ([2]), Dyn ([5] ), and Powell ([12] ). Another important source is the works of Wu and Schaback ( [13] ) and particularly Madych and Nelson ( [9] , [10] ), who developed a theory of interpolation based on reproducing kernel Hilbert spaces. In addition, approximation orders on Sobolev space by using smooth radial basis functions (e.g, multiquadric) have been studied by Yoon ([14] , [15] ).
Subdivision Scheme using Radial Basis Function Interpolation
An interesting class of this study is the family of univariate interpolatory subdivision schemes. Interpolatory subdivision schemes are refinement rules based on symmetric 2L-points and defined by interpolating the values at the 2L-points via a linear combination of suitable 2L functions. The subdivision schemes considered in this paper are stationary uniform in the sense that they are independent of the positions and levels of refinement. The general form of a 2L-point interpolatory subdivision scheme is as follows:
This condition guarantees that the point set f k = {f k n : n ∈ Z} belongs to the limit function. Now, we present a stationary 2L-point interpolatory subdivision scheme using radial basis function interpolation. Its construction is based on the Lagrange-type representation in (2.3): consideringf k as the underlying function of the set {f k n } n∈Z , i.e.,f k (n2 −k ) = f k n , on the stage k, the value at a point of the finer level k + 1 is determined by evaluating the value of the radial basis function interpolation (see (2.1)) at the insertion point. More specifically, denoting
and invoking the Lagrange-type representation of the radial basis function interpolation in (2.3), the values f k+1 2j+1 are defined by
j,n indicates the Lagrange function on X k,j . This means that the mask set of the proposed subdivision scheme is defined by
Here, the mask set {a n } looks like it depends on the position j and level k. Yet, it will be seen that it is independent of j and k under certain suitable conditions of the basis function. Further, among many radial basis functions, aiming at the construction of an interpolatory subdivision scheme, the major concern of this study is with the multiquadrics
whose properties are quite well understood, both theoretically as well as practically. One of the reasons for choosing this particular function is the desire to use the parameter λ as a 'tension' parameter. In particular, for the purpose of making a stationary subdivision scheme, the tension parameter λ is dilated depending on the level k. That is, for each level
The following theorem proves that the mask set {a n } is independent of the location j and level k, which means the binary subdivision scheme (henceforth, called S a ) associated with this rule is said to be stationary and uniform. Proof. Let j ∈ Z. Then, since each element x ∈ X j has the form x := 2 −k (j + ) with = −L + 1, · · · , L, we can write
where the second equality is immediate by the fact λ k = 2 −k λ. Therefore, invoking (2.6) and where the matricesĀ,P,R, andS have elements of the form
It is clear from the system (2.9) that u is independent of the position j and level k. Hence, the proposed scheme S a is stationary uniform.
Due to the above theorem, recalling (2.8), the definition of the masks a 1−2n can be induced as follows: Table 1 . General forms of the mask sets {a 1−2n } with n = −L + 1, · · · , L of 2L-point interpolatory subdivision scheme S a using φ λ . This is for the case that m > 2(L − 2). Here, m will be used as the smoothing factor (see (3.3)). By computing ||( 
It is also of interest to point out that besides the polynomial reproducing property of a 1−2n in (2.4), the mask set {a n } reproduces the functions φ λ (· − ) with ∈ X 0 in the sense that Table 1 provides the general form of the mask set {a 1−2n }, n = −L + 1, · · · , L, of 2L-point interpolatory subdivision scheme S a for the case m > 2(L − 2). For a chosen basis function φ λ (x) = (x 2 + λ 2 ) β/2 , the parameter w in Table 1 is given in terms of λ, i.e., w = w(λ). But, since the explicit forms of w(λ) are too long to provide here (see Appendix for an example), the relations between w(λ) and λ are described via graphs in Figure 1 for λ ∈ [0, 30]. It is observed from Figure 1 that for all λ ∈ [0, 30], each w(λ) belongs to the range in the above Table 1 . Also as L increases, the ranges of w in Table 1 become narrower. It is also interesting to point out that for each pair m = 2n − 1, 2n with 1 ≤ n ≤ L, the same mask set is obtained. It would seem that this is because of the symmetric properties of the mask set. Further, when m > 2(L − 1), this scheme is identical to Deslauriers-Dubuc's 2L-point interpolatory scheme. The 4 and 6-point rules in [6] are special cases of the proposed scheme with m = 1, 3 and 2L = 4, 6 respectively. Note that for these 4 and 6-point schemes, Table 1 provides wider ranges of 0 < w < 0.183 and 0 < w < 0.042 than the known results of 0 < w < 0.154 and 0 < w < 0.02 in [6] respectively. Finally, it should be remarked that β in φ λ has no effect on either the smoothness of S a or the general form of a 1−2n . Usually, β and m are chosen to be β ≥ m. Remark. From a practical point of view, the tension parameter λ > 0 in (3.4) is supposed to be a rather small number. Indeed, if λ is large, the linear system becomes numerically highly unstable (see [1] ). However, one interesting question arising with our scheme S a using φ λ -interpolation is whether the scheme S a converges as λ tends to ∞. Our observation is that as λ tends to ∞, the mask set {a n } asymptotically approaches the mask set of Deslauriers and Dubuc's scheme. For instance, the 4-point scheme S a with β = 1 and m = 1 has the tension parameter w(λ) in the mask set a(λ) = {a 1−2n } = {−w(λ), Table 1 . From Figure 1 , it is seen that as λ → ∞, w(λ) converges to 16 −1 . That is, a(λ) converges to the mask set of Deslauriers and Dubuc's 4-point scheme (see also (1.3) ). Similarly, for the 6, 8 and 10-point schemes, it can be seen from Figure 1 that as λ → ∞, w(λ) converges to 3/256, 5/2048 and 35/65536 respectively, which constitute the mask sets of Deslauriers-Dubuc's interpolatory schemes. Actually, these convergence properties may be proved in the sense of the asymptotical equivalent relation between (non-stationary) subdivision schemes, yet this is not the concern of the current paper. A detailed analysis on non-stationary schemes is presented in the manuscript [8] . Now, with the mask set {a n } at hand, the fundamental questions related to this scheme are as follows: Does the scheme converge? What is its smoothness? What is the approximation order of S a ? The following sections discuss these questions. Note that for interpolatory subdivision schemes, convergence implies uniform convergence, since the values f n := {f k n : n ∈ Z} are on the limit function.
Smoothness Analysis
The goal of this section is to show the convergence and smoothness of the interpolatory binary subdivision scheme S a constructed in section 2.2. A necessary condition for the uniform convergence of an interpolatory subdivision scheme associated with the mask set {a n : n ∈ Z} is n∈Z a 1−2n = 1.
Here, one should note that a 2n = δ 0,n . In fact, invoking the definition a 1−2n = u n (2 −1 ) with the Lagrange function u n (see (2.9)), this condition is an immediate consequence of the polynomial reproducing property of u n in the sense of (2.4).
To simplify the presentation of a subdivision scheme and its analysis, it is convenient to assign to each rule, defined by a set of masks a n , the Laurent polynomial
The fact that only a finite number of coefficients a n are non-zero implies that the Laurent polynomial a(z) has a finite degree. Further, the Laurent polynomial corresponding to the iterated scheme (S a ) , > 0, is given by
where the scheme corresponding to {a
With the above setting, the main tool for the analysis of convergence of a stationary subdivision scheme is given as follows:
Theorem 3.1. ( [6] ) Let S 1 be a subdivision scheme with the property For the existence of the subdivision scheme S 1 , and for more details about the above discussion, the readers are referred to the paper [6] . In the following theorem, a sufficient condition for S a to be in C γ , γ ≥ 1 is provided. 
If S a 1 corresponding to the Laurent polynomial a 1 (z) is C γ , the scheme S a is a convergent, and the basic limit function ϕ of S a is in C γ+1 (R).
Checking if S a is C 1 is reduced to verifying that S a 1 is C 0 . It says that to assure a certain smoothness of the scheme S a , the Laurent polynomial should have the factor 2 − (1 + z) with ∈ N, which directly depends on the order of the polynomial reproducing property of the mask set. Recalling the definition of radial basis function interpolation in (2.1), we find that S f,X reproduces polynomials up to degree m − 1, i.e., S p,X (x) = p(x) for any p ∈ Π m . Then, the Laurent polynomial a(z) associated to the scheme S a by radial basis function interpolation has the form: Proposition 3.3. Let S a be a 2L-point interpolatory subdivision scheme using radial basis function interpolation S f,X as in (2.1). Assume that S p,X (x) = p(x) for any p ∈ Π m , and let {a n } be the mask set S a . Then the Laurent polynomial a(z) associated to S a is given by
with a suitable Laurent polynomial q(z).
Proof. It is sufficient to prove that a ( ) (−1) = 0 with < m. From (3.1), we find that this is equivalent to showing that n∈Z (−1) n n a n = 0.
For this proof, observe that
Applying the polynomial reproducing property of {a 1−2n } (see (2.4)), it is easy to obtain the identity n∈Z (1 − 2n) a 1−2n = δ 0, . Hence, (3.3) is concluded. Table 2 . Smoothness of 2L-point interpolatory subdivision scheme using the multiquadric function φ λ (x) = (x 2 + λ 2 ) β/2 with β ∈ 2N − 1. For each chosen β and smoothing factor m in (3.3), the corresponding smoothness is given. When m > 2(L − 1), this scheme is identical to Deslauriers-Dubuc's 2L-point interpolatory scheme.
The norm of the subdivision scheme S a is given by
Moreover, invoking (3.2), the norm of the iterated scheme S a is given by
Then, according to Theorem 3.1, the proof of convergence (further smoothness) of the subdivision scheme S a can be done by the following two steps: first, derive the mask set of the scheme 1 2 S 1 , and second, compute (
If S a converges, such a number M exists. In fact, the Laurent polynomial corresponding to S 1 is denoted by
Based on establishing the uniform convergence of the scheme S a , the next issue is proving the smoothness of S a . Using Theorem 3.2, we consider the scheme S 2 associated to the Laurent polynomial
and compute (
By continuing this process, we can find the smoothness of the given scheme S a .
The remainder of this section is devoted to proving the smoothness of the 2L-point interpolatory scheme S a by computing ( 1 2 S ) k ∞ with = 1, 2 · · · . As observed in section 2.2, the masks a 1−2n associated to the scheme S a are obtained by evaluating the Lagrange function u n (2 −1 ) where
Here, depending on the choice of λ and β, we provide various subdivision rules, i.e., the masks a 1−2n . Furthermore, for each 2L-point subdivision rule S a , there is a freedom of the degree m of polynomial reproducing. When considering all these ingredients, it is basically almost impossible to analyze the smoothness of S a without the help of a computer program. Thus, the MAPLE program is utilized to figure out the convergence and smoothness of S a with different inputs of 2L, λ and m. In particular, we could get the smoothness as in Table 2 Table 2 displays the smoothness of the 2L-point scheme S a . When m > 2(L − 2), as observed in Table 2 , the 2L-point scheme provides the possible highest smoothness. Finally, there is no restriction on the choice of β, yet β and m are normally chosen to be m ≤ β. Also, we remark that β has no effect on either the smoothness of S a or to the general form of a 1−2n .
Approximation Order
Suppose that the given initial data is of the form f 0 := {f 0 n = f (hn) : n ∈ Z}, h > 0, with an underlying function f . Then the limit of a subdivision scheme, say f ∞ , approximates the sampled function f if f is smooth enough. It is basic to expect that f ∞ approximates f better as h tends to 0. The quality of approximation is improved with the reduction of the density of sampling. Asymptotic approximation powers are usually quantified by the notion of approximation order in terms of h. In particular, this study is interested in approximating functions f in a homogeneous Sobolev space. For any γ ∈ Z + , the homogeneous Sobolev space W γ ∞ (R) consists of all functions g for which g (γ) ∈ L ∞ (R). Definition 4.1. A binary subdivision scheme S has the approximation order γ on a compact set K ⊂ R if for a given initial data f 0 := {f 0 n = f (hn) : n ∈ Z} with a smooth function f ,
where the constant C is independent of x and h, but may depend on f .
