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The present work pretends to be an introduction to the forensic analysis of 
digital images of mobile devices. The work focuses on the identification of an 
area making use of the content of the image. Firstly, a revision of the main 
methods of detection and description of interest points in an image is made. 
Then, an algorithm for identifying a geographic area using SIFT descriptors for 
features and keypoints extraction of the image is presented. In the process of 
identification, we create a database of images of the area under investigation 
with downloaded images from Google Street View to perform, then, the search 
and identification of the area. Finally, several experiments in order to evaluate 
the performance of the algorithm were performed. 
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El presente trabajo pretende ser una introducción al análisis forense de 
imágenes digitales de dispositivos móviles. El trabajo se centra en la 
identificación de una zona a partir del contenido de la imagen. Primero se 
realiza una revisión de los principales métodos de detección  y descripción de 
puntos de interés en una imagen. A continuación, se presenta un algoritmo de 
identificación de una zona geográfica que utiliza los descriptores SIFT para la 
extracción de características y puntos clave de la imagen. En el proceso de 
identificación se crea una base de datos de imágenes de la zona objeto de 
investigación con imágenes descargadas desde Google Street View para 
realizar, a continuación,  la búsqueda e identificación de la zona. Finalmente,  se 
realizó una serie de experimentos para evaluar el funcionamiento del algoritmo.  
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Hoy en día es común el uso de teléfonos móviles inteligentes con el que se 
pueden tomar fotos de alta calidad y almacenar información relevante sobre la 
captura de la imagen en metadatos Exif.  La inclusión de información para geo-
localización en metadatos Exif, convierte en un proceso trivial la identificación 
del punto exacto desde el cual fue tomada una fotografía. Sin embargo, existen 
escenarios en los que es necesario  contar herramientas que ayuden a realizar 
un análisis de imágenes que no contienen metadatos con el objetivo de 
identificar el lugar donde fue tomada una foto: 
 La mayoría de usuarios de teléfonos móviles desactivan los dispositivos 
GPS haciendo imposible el almacenamiento de información de 
geolocalización en los metadatos Exif.  
 El creciente uso de las redes sociales como Facebook, Twitter o Flickr, en las 
que se pueden publicar fotos directamente de los dispositivos móviles hace 
necesaria la optimización del almacenamiento requerido por cada imagen. 
Entre otros procesos, eliminando los metadatos Exif cuando un usuario sube 
una imagen.  
Por tanto, es necesario utilizar el contenido de la imagen como herramienta 
para realizar la tarea de geo-localización. El procesamiento digital de imágenes 
permite analizar y manipular imágenes en un ordenador para obtener 
información de una determinada escena captada por una cámara fotográfica 
digital. Esta información permite, entre otras aplicaciones, mejorar la calidad, 
restaurar una imagen, detectar alteraciones en la imagen, medir características 
geométricas y de color de diferentes objetos, detección de la presencia de 
características, realizar un seguimiento de patrones. Sin embargo, la extracción 
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de información de interés en una imagen digital es uno de los principales retos 
del campo del procesamiento de imagen.  
Como resultado de este análisis la motivación principal de este proyecto es  
el diseño e implementación de una herramienta de apoyo que permita 
identificar el lugar donde fue tomada una fotografía utilizando herramientas de 
procesamiento digital de imágenes para detectar características que permitan su 
localización  y delimitando el área de análisis a una región urbana específica. 
1.2. Objetivos 
El presente Trabajo de Fin de Grado (TFG) tiene los siguientes objetivos: 
 Realizar un estudio de las técnicas de extracción de características de 
imágenes digitales  con objeto de clasificar las propuestas más relevantes.  
 Presentar las principales técnicas de análisis forense que determinan la 
geolocalización de una imagen digital.  
 Diseñar e implementar en el lenguaje de programación Python un algoritmo 
que permita obtener la posición geográfica imagen digital utilizando 
técnicas de extracción de características. 
1.3. Estructura 
La memoria está organizada en 6 capítulos siendo el primero la presente 
introducción.  
En el capítulo 2 se hace una introducción de las principales técnicas de 
detección y extracción de características de imágenes y del servicio de Street 
View. 
El capítulo 3 presenta un estudio del uso de Street View y descriptores de 
 3 
imágenes en la localización de imágenes.  
El capítulo 4 presenta una descripción del método desarrollado para la 
geolocalización de imágenes basado en el uso de descriptores Sift  y Street 
View. En el capítulo se detallan las fases de funcionamiento del mismo. 
El capítulo 5 presenta los experimentos realizados para evaluar el 
funcionamiento del algoritmo. 





2. TÉCNICAS DE DETECCIÓN Y DESCRIPCIÓN DE IMÁGENES. 
En este capítulo se presenta el uso de los puntos claves o características y 
descriptores dentro del contexto de procesamiento de imágenes digitales y el 
uso del servicio de Street View como herramienta para la obtención de dichas 
imágenes. Las secciones 2.1 a 2.5 se presentan una introducción a los conceptos 
de  puntos claves o características y descriptores explicando su uso y una 
clasificación de los mismos. En la sección 2.6 se presenta una descripción del 
servicio de Street View de Google Maps. 
2.1. Características de una Imagen 
En procesamiento de imágenes digitales los puntos clave son puntos donde se 
encuentra una característica, por lo que a menudo, ambos conceptos se usan 
indistintamente. De esta manera, las características o puntos clave de una 
imagen se definen como patrones que pueden ser fácilmente encontrados, 
únicos, y fácilmente comparables. A pesar que no hay una definición exacta de 
qué constituye una característica, se puede definir como una parte interesante 
de una imagen. Los descriptores, por su parte, contienen información en una 
región alrededor del punto clave, de tal manera que permitan comparar las 
características de dos imágenes. 
Las características de una imagen tienen gran cantidad de aplicaciones en la 
vida real. Entre otras, se encuentran las siguientes: 
 Reconocimiento y categorización de objetos [1][2]. 
 Reconstrucción tridimensional (3D) [3]. 
 Detección de movimiento[4]. 
 Reconocimiento de modelos[5]  
 Generación de panorámicas [6] 
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Para explicar el uso de las características en la generación una imagen 
panorámica se presenta el siguiente ejemplo: 
Partiendo de varias fotos  tomadas de un paisaje se desea generar una foto 
panorámica como se observa en la Figura 2.1. 
 
Fig. 2.1. Obtención de una panorámica a partir de 2 imágenes contiguas. 
El primer paso es detectar las características en ambas imágenes y comparar 
las regiones de dichas imágenes usando dichas características. La Figura 2.2 
ilustra este proceso. 
 
Fig. 2.2. Comparación de imágenes usando características. 
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2.2. Detección de Características 
La búsqueda de características o puntos clave en una imagen digital se puede 
ver como la resolución de un puzle, en los que se debe formar una imagen, a 
partir de cientos de piezas. Sin embargo, nunca se pregunta el proceso que se 
sigue para resolver el puzle. Si se observa detenidamente, se realiza un proceso 
de búsqueda de características, patrones, … que sean fáciles de encontrar en las 
piezas y fácil de comparar. Dada la complejidad en la definición de dichas  
características, se utilizará el siguiente ejemplo para definirlas. 
En la Figura 2.3 se muestran 6 piezas (A-F) pertenecientes a la imagen del 
edificio. 
 
Fig. 2.3. Ejemplo de características en una imagen 
A y B son superficies planas (A es parte del cielo y B es parte de la pared del 
edificio) por lo que es muy difícil saber cuál es la posición exacta de estas piezas 
en la imagen original. C y D son bordes del edificio. Se puede saber 
aproximadamente de donde es la pieza, pero al repetirse la pieza, no se podrá 
definir su posición exacta. Por último, E y F son esquinas que inmediatamente 
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Fig. 2.5 Casos posibles en la detección de características 
Una vez encontradas las características, se pretenderá encontrarlas en otras 
imágenes, en nuestro caso, para ver si las imágenes tienen algo en común. Para 
ello, se actual de la misma manera que actuaría una persona: Describiendo la 
región alrededor del punto clave, explicándolo como por ejemplo, para el 
parche D: “La parte de arriba es cielo azul, la parte de abajo son cristales del 
edificio, …”. Esta descripción recibe el nombre de “Descripción de 
Características”[7] [8]. 
2.3. Tipos de Características 
Como se ha comentado anteriormente, definir lo que es una característica es 
complicado, pudiendo definirse como una parte o región de la imagen que 
resulta “interesante” por sus características. Se pueden clasificar los tipos de 
características en las siguientes categorías:  
 Bordes (Edges): Se pueden definir los bordes como puntos que separan dos 
regiones en una imagen. También se pueden definir bordes como puntos en 
los que el brillo de la imagen cambia de manera notoria. 
 Esquinas (Corners): Como se ha visto anteriormente, las esquinas son 
buenas características, ya que ofrecen un alta variación al mover la región. 
Formalmente las esquinas pueden ser definidas como la intersección de dos 
bordes. A menudo, se habla de “esquinas” como “puntos de interés”. 
 Regiones (Blob): Las regiones son áreas o partes de la imagen. De esta 
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manera los detectores y descriptores de este tipo de características describen 
la imagen en función de regiones, al contrario que los que detectan 
características anteriores que describen en función de puntos. 
De esta manera se pueden clasificar los detectores de características más 
conocidos según el tipo de características que detectan [9]. 
2.4. Detectores de Características 
A continuación se exponen las distintas técnicas de detección de características, 
enumerando los detectores más utilizados de cada caso. 
2.4.1. Detección de Bordes  
La detección de bordes es el conjunto de métodos matemáticos que tiene como 
objetivo encontrar bordes, es decir, puntos en los que el brillo de la imagen 
cambia drásticamente.  
La detección de bordes es una herramienta fundamental en procesamiento de 
imágenes y visión computacional. Está demostrado que los cambios en el brillo 
de la imagen (bordes) se corresponden a menudo con: 
 Cambios de profundidad. 
 Cambios en la orientación de la superficie. 
 Cambios en las propiedades del material 
 Variaciones en la iluminación de la escena. 
De esta manera, la aplicación de un detector de bordes a una imagen puede 
revelar información interesante (límites de objetos, …) que puede servir para 






























































































2.4.3. Detección de Regiones 
La detección de regiones hace referencia a los métodos matemáticos que tienen 
como objetivo la detección de regiones en una imagen digital que difieren en 
propiedades, como brillo o color, comparadas con áreas que rodean a dichas 
regiones. Informalmente, una región es un área de la imagen en la que algunas 
propiedades son constantes o varían dentro de un rango determinado de 
valores. Por ejemplo, todos los puntos en una burbuja pueden ser considerados 
de ser similares entre sí [12]. 
La motivación de este tipo de detectores es que proporcionan información 
que no pueden proporcionar los detectores de bordes y esquinas. 
Un problema de los detectores de esquinas vistos anteriormente es que no 
son invariantes con respecto a la escala. Esto significa que las características, en 
este caso esquinas, de  una misma escena con distintos niveles de zoom (escala) 
no serán detectadas. 
En la Figura 2.7. se ve la misma esquina representada en dos escalas 
distintas. Sin embargo, al pasarle el detector, en la imagen de la izquierda 
clasificará las características como bordes y no como esquinas, mientras que en 
la imagen de la derecha si la clasificará como esquina. Los detectores de 
regiones que se exponen a continuación, solucionan este problema. 
 
Fig. 2.7. Un borde puede convertirse en esquina al cambiar la escala. 
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Se distinguen dos clases principales de detectores de regiones: métodos 
diferenciales, basados en derivadas de la función con respecto a la posición y 
métodos extremos, que están basados en encontrar  máximos y mínimos locales 
de la función. 
Los detectores de regiones más comunes y utilizados son los siguientes: 
 La Laplaciana de Gauss 
 La Diferencia de Gauss 
 El Determinante de Hessian 
 Hessian-Laplace 
Seguidamente se describen en detalle cada uno de ellos: 
La Laplaciana de Gauss 
Uno de los detectores de regiones más utilizados es el llamado operador 
Laplaciana de Gauss. La ventaja de este detector es que sus características 
detectadas son invariantes  por cambios de escala. Para conseguir esta 
propiedad  este detector incorpora la función de Gauss bidimensional, para 
introducir el parámetro σ que representa la escala [12]. 
2 2( )/(2 )1( , , )
2
x yG x y e  
 
 
Así, se construye la función espacio-escala L , que  se define como la 
convolución de G, con f(x,y), siendo esta última la función que define a la 
imagen [11]. 
( , , ) ( , , )* ( , )L x y G x y f x y   
De esta manera, se tiene una representación “escala-espacio”, es decir, para 
diferentes valores de σ tenemos la imagen en diferentes escalas. Esta función es 
la base de todos los operadores detectores que tienen la propiedad de ser 
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invariantes por los cambios de escala. 
En concreto este detector utiliza la Laplaciana de la función escala-espacio que 
viene dada por la suma de las derivadas segundas de L [12]. 
2
xx yyL L L    
Así, para  detectar los puntos de interés con su escala correspondiente, se 
encontrarán los máximos y mínimos de la laplaciana. El problema es que 
dependen de la relación entre el tamaño de la imagen y la escala, para evitar 
este problema se utiliza la laplaciana normalizada [12]: 
2 ( , , ) ( )xx yynormL x y L L     
Y detectar los máximos y mínimos de esta función 
0 0 0 ( , , )
2( arg max min, , ) ( ( , , ))x y normx y L x y    
que proporcionarán las regiones de interés. 
La diferencia de Gauss [12] 
La diferencia de Gauss es una aproximación a la laplaciana de Gauss, por lo que 
obtiene resultados muy similares. Se obtiene como el límite de la diferencia 
entre dos imágenes suavizadas Gaussianamente. 
2 ( , , ) ( , , )
( , , )







Así se define la diferencia gaussiana como: 
( , , ) ( , , ) ( , , )x yD L x y k L x y     
A partir de esta aproximación se trabaja obteniéndolos extremos locales de la 
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función ( , , )x yD  . Este detector es el usado por el descriptor SIFT, por lo que se 
explica en profundidad más adelante. 
El determinante del Hessiano. 
La matriz Hessiana de la función escala-espacio L también se pude utilizar para 
detectar puntos característicos. En concreto, el determinante de la matriz 
Hessiana de L [12]: 
2 2det ( , , ) ( )
xx yy xyHL x y L L L    
0 0 0 ( , , )( arg max min, , ) (det ( , , ))x yx y HL x y   
 Permite encontrar los puntos clave calculando los máximos locales de dicho 
determinante. 
El híbrido Hessiano - Laplaciano. 
Esta función es un operador híbrido entre el Laplaciano y el determinante del 
Hessiano. La idea es encontrar los puntos clave en el espacio mediante el 
determinante del Hessiano y, para estos puntos seleccionados, se encuentra la 
escala maximizando en  la escala  mediante el Laplaciano [13]: 
0 0 ( , )( arg max min, ) (det ( , , ))x yx y HL x y   
2
0 0 0arg max min ( ( , , ))L x y    
Este operador ha sido usado para detección de imágenes, reconocimiento de 
objetos y análisis de texturas. 
La Tabla 2.1 presenta un resumen de los principales detectores de 
características. 
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Detector de Características Bordes Esquinas Regiones 
Canny [14] X   
Harris & Stephens / Plessey[15] X X  
SUSAN X X  
Shi & Tomasi  X  
FAST  X X 
Laplaciana de Gauss  X X 
Diferencia de la Gausiana  X X 
Determinante del Hessiano  X X 
Tabla 2.1.  Tipos de detectores de características. 
2.5. Descriptores de Características 
Como se ha comentado la detección de características tiene gran cantidad de 
aplicaciones. Sin embargo, en muchos casos no solo se necesita detectar las 
características en una imagen, sino compáralas con las encontradas en otra 
imagen. Es el caso de nuestro propósito, en el que se tiene que comparar la 
imagen que queremos geolocalizar, con las imágenes que tenemos en la base de 
datos. A los algoritmos que se encargan de esta tarea se les llaman “descriptores 
de características” (Feature descriptors). 
Existen gran cantidad de posibilidades para ello. La opción más simple es 
coger un área cuadrada de píxeles alrededor de cada característica o punto de 
interés detectado. 
Se supone que la imagen tomada que queremos geolocalizar está en la base 
de datos. Dichas imágenes representan lo mismo pero pueden diferir en 
diferentes parámetros, como la orientación o el zoom. Así se necesita que tanto 
los detectores de características como los descriptores de características sean 
invariantes con respecto a estos parámetros. 
El detector Harris,  que detecta esquinas, es invariante respecto a cambios en 
la posición y orientación, puesto que las esquinas siguen siendo esquinas 
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aunque las giremos. Sin embargo, este detector no es invariante con respecto a 
los cambios en la escala. 
Los descriptores de características recogen gran cantidad de información 
alrededor del punto de interés, por lo que se tiene que conseguir que sean 
invariantes con los distintos parámetros [8]. 
Los descriptores de características más conocidos y usados son los siguientes: 
 SIFT (Scale Invariant Feature Transform) 
 SURF  
 GLOH 
 HOG 
2.5.1. Descriptores SIFT 
El objetivo de los descriptores SIFT [16] es obtener características invariantes de 
imágenes que puedan ser usadas para la comparación fiable de distintas vistas 
de un objeto u escena. 
Para ello las características deben ser altamente distintivas, lo que permite 
encontrar la correspondencia de una determinada característica en una base de 
datos con un gran número de características. 
El algoritmo propuesto sigue las siguientes fases o etapas: 
1. Detección de los extremos escala-espacio. Se encuentran puntos de interés 
o características que son invariantes con respecto a la escala y la orientación 
usando la diferencia de Gauss (DoG). 
El descriptor SIFT usa una aproximación de la Laplaciana de Gauss, la 
Diferencia de Gauss, por ser menos costosa computacionalmente hablando.  
El proceso de la búsqueda de extremos locales se lleva a cabo de la siguiente 
manera:  
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Para un primer valor de escala sigma (primera octava) se calculan la función 
escala-espacio mediante la convolución de la imagen con la función 
gaussiana con sigma en 5 niveles.  
En cada escala se calcula la diferencia de Gauss entre dos niveles 
consecutivos (véase Figura 2.8.). 
 
Fig. 2.8. Obtención de las Diferencias de Gauss 
Una vez que se obtienen las Diferencias de Gauss, se buscan los extremos 
locales sobre la escala y el espacio. Por ejemplo, un pixel en una imagen es 
comparado con sus 8 vecinos y también con los 9 píxeles de la siguiente 
escala y los 9 píxeles de la escala anterior. Si es un extremo local, significa 
que el punto clave es mejor representado en esa escala (véase Figura 2.9.). 
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Fig. 2.9. Comparación de un píxel con sus vecinos 
Cada matriz representa píxeles en una determinada escala. La X de la matriz 
del centro representa al potencial punto clave, que es comparado con todos 
los puntos verdes (píxeles vecinos). 
2. Extracción de los puntos clave. Para cada característica candidata se 
determina la localización y la escala. Una vez que los potenciales puntos 
clave han sido localizados, se debe hacer un filtrado con el objetivo de 
obtener mejores resultados. A continuación, se seleccionan los puntos clave 
en base a su estabilidad. 
3. Asignación de la orientación de los puntos claves: Para obtener invariancia 
con respecto a la rotación de la imagen, se asigna una orientación a cada 
punto clave detectado. Esta orientación mide hacia donde se produce más 
variación. 
4. Creación de descriptores: Se crea el descriptor de cada punto clave. Para 
ello, se coge una matriz cuadrada de 16x16 alrededor de cada punto clave. A 
continuación, cada bloque se divide en un subbloque de 4x4. Para cada uno 















































































































































interés hasta la asignación de orientación a cada punto clave. 
La diferencia reside en la creación de los descriptores de cada punto clave. 
En este paso crea por cada punto clave crea un vector de 272 dimensiones que 
posteriormente se reduce mediante Análisis de Componentes Principales [20]. 
2.5.4. Descriptores HOG 
Al contrario que los SURF y GLOH, los descriptores HOG [21] no están basados 
en SIFT. El principal objetivo de los descriptores HOG es el reconocimiento de 
objetos, obteniendo muy buenos resultados con el reconocimiento de personas.  
La implementación se basa en dividir la imagen en pequeñas regiones 
conectadas, llamadas celdas, y para cada una de ellas obtener un histograma de 
las direcciones del gradiente para los píxeles de la celda. La combinación de  
estos histogramas representa el descriptor. 
Los descriptores HOG son invariantes a transformaciones geométricas y 
fotométricas, pero no son invariantes con respecto a la orientación.  
2.6. Google Street View 
Una vez presentados los diferentes detectores y descriptores de características 
de imágenes digitales. Es indispensable conseguir una base de datos urbana 
para geo-localizar las imágenes. En internet se pueden encontrar grandes 
cantidades en redes sociales como Flickr, Facebook, entre otras. Flickr, por 
ejemplo, permite a los usuarios subir fotos y compartirlas, ofrecen millones de 
fotografías de todo el mundo pero es una base de datos poco uniforme, ya que 
la mayoría de las fotografías urbanas son de zonas turísticas. Por tanto, se 
necesita un mecanismo que permita crear una base de datos de imágenes lo más 
homogénea posible de una zona urbana que sirva como base para geolocalizar 
una imagen determinada.  
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Google Maps es un servicio de Google lanzado en 2005 que ofrece mapas así 
como imágenes de satélite de prácticamente todo el mundo. En mayo de 2007 
Google incorporó a Google Maps una nueva funcionalidad: Google Street View. 
Google Street View permite al usuario “navegar” por las calles de ciudades de 
todo el mundo ofreciendo panorámicas de 360º.  
En un principio (2007), Google Street View sólo incluía 5 ciudades 
estadounidenses. Desde entonces no ha parado de incorporar nuevas ciudades 
y actualmente (2014), está presente en los cinco continentes. Es de destacar que 
tanto Europa y EEUU están digitalizados prácticamente al completo. 
Las imágenes son obtenidas mediante vehículos que incorporan varias 
cámaras que capturan continuamente imágenes que son almacenadas junto con 
otros datos, como la ubicación GPS, velocidad y dirección del vehículo, .... 
Posteriormente estas imágenes son procesadas y convertidas es panorámicas de 
360º. La visualización de estas imágenes en Internet es trivial. Sin embargo, su 
descarga, no lo es, ya que no está pensado para ello. De esta manera, existen dos 
principales formas de descargar imágenes de Google Street View: 
2.6.1. API estática oficial de Google Street View 
La API estática de imágenes de Google Street View [22] ofrece la posibilidad de 
obtener una imagen deseada, mediante distintos parámetros que se le pueden 
indicar en la siguiente url. 
http://maps.googleapis.com/maps/api/streetview?parametros 
Los parámetros van separados por el carácter & y son los siguientes: 
 size: Tamaño de la imagen a obtener, hasta un máximo de 640 x 640 píxeles. 
 location: Localización de la imagen. Puede ser una cadena de texto con la 
dirección de la imagen o las coordenadas en forma de latitud, longitud. 
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 sensor (true, false): Para indicar si la petición procede de un dispositivo que 
use sensor de ubicación, con el fin de determinar la ubicación enviada en la 
solicitud 
 heading:  Indica el ángulo de la cámara (0-360) 
 fov: Indica el zoom de la imagen. Valores pequeños indican valores más 
elevados de zoom. 
 pitch: Inclinación del ángulo de la cámara hacia arriba o hacia abajo. Se 
expresa en grados. 
Un ejemplo de conseguir una imagen de la fachada de la facultad de 
Informática utilizando esta API es la siguiente petición: 
http://maps.googleapis.com/maps/api/streetview?size=640x640&location=Facultad
%20de%20informatica,madrid&fov=90&heading=180&pitch=10&sensor=false 
El resultado de esta petición se presenta en la Figura 2.11.  
 
Fig. 2.11. Ejemplo de descarga con la API estática de Google Street View 
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A pesar de que el proceso de obtener una imagen es bastante sencillo, 
construir una base de datos que contenga todas las imágenes necesarias es 
complicado. Otro inconveniente que presentan las imágenes descargadas con 
esta API es que su resolución de 640 x 640 píxeles.  
2.6.2. API estática no publicada de Google Street View 
Esta API de Google Street View fue creada  por Jamie Thompson en 2010 [23]. 
Con esta API se pueden obtener los “tiles” (baldosas) que componen las 
imágenes esféricas de Google Street View. Un ejemplo de cómo funciona se 
puede encontrar en [24], donde se pueden visualizar cada uno de los tiles que 
componen una imagen esférica. 
El funcionamiento de esta API es el siguiente [25]: 
http://cbk0.google.com/cbk?output=tile&panoid=[id]&zoom=[zoom]&x=[]&y=[] 
 output=tile: Indica que lo que se quiere obtener es una baldosa 
 panoid: El id de la imagen esférica de la que se quiere extraer los tiles. 
 zoom: Nivel de zoom 
 x: Determina la posición en el eje X de la cuadrícula de la imagen esférica. 
(Empieza en 0) 
 y: Determina la posición en el eje Y de la cuadrícula de la imagen esférica. 
(Empieza en 0) 
En la Figura 2.12 se puede ver una representación de la cuadrícula de una 
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3. USO DE STREET VIEW Y DESCRIPTORES EN EL PROCESO DE 
GEOLOCALIZACIÓN DE IMÁGENES DIGITALES 
En [26] se propone un método para encontrar de forma automatizada los 
elementos arquitectónicos que son representativos de una ciudad dada una 
base de datos de una ciudad. Los elementos descubiertos, a través del algoritmo 
propuesto son, además de discriminantes geográficamente, significativos para 
las personas, haciéndolo útil para numerosas aplicaciones.  
Se utilizó Google Street View para capturar las  imágenes del área a estudiar 
y así crear la base de datos de imágenes de cada ciudad. Por cada panorámica, 
se extrajeron dos imágenes, una a cada lado del coche que toma las fotos, 
aproximadamente 10000 fotos por cada ciudad. Se utilizaron 12 ciudades para 
realizar los experimentos.  
Para encontrar los elementos característicos de cada lugar, se buscan 
patrones que sean frecuentes en dicho lugar y que solo aparezcan en este lugar 
y en ningún otro. Por tanto, la base de datos se divide en dos partes: 
 Conjunto positivo: Base de datos de la ciudad a la que se quiere encontrar 
sus elementos característicos  
 Conjunto negativo: Base de datos del resto de ciudades. 
El algoritmo utilizado es el siguiente: 
1. Se comienza con un número determinado de parches candidatos aleatorios, 
y a cada parche se le da la oportunidad de ver si converge a un conjunto que 
es frecuente y discriminativo. 
2. Para la descripción de cada parche se utilizaron los descriptores  HOG más 
un descriptor de color. 
3. Se procesan los vecinos de cada candidato y se rechazan aquellos candidatos 
que tienen muchos vecinos en el conjunto negativo. 
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4. Se construyen conjuntos aplicando aprendizaje discriminante iterativo a 
cada candidato. 
La salida del algoritmo se muestra en la Figura 3.1, en la que se pueden 
observar elementos característicos de las calles de París, como pueden ser los 
rótulos de las calles, las farolas o las puertas principales de los edificios. 
 
Fig. 3.1. Elementos característicos extraidos de París [26] 
En [27] se trata de localizar imágenes usando como base de datos imágenes 
en 3D basado en la afirmación que un modelo 3D de imágenes aporta más 
información que es útil para conseguir una mayor precisión en la localización 
de una imagen. La construcción de modelos 3D del tamaño de una ciudad 
basados en millones de puntos es posible gracias a los avances en la 
investigación en SFM  (Structure for Motion). El tamaño de estos modelos crea 
la necesidad de crear métodos que puedan manejar grandes bases de datos. El 
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trabajo se basa en mejorar la comparación de 2D a 3D (“2D to 3D matching) y 
en un framework para realizar esta tarea de forma eficiente, asociando puntos 
3D a un vocabulario visual. 
Para llevar a cabo la tarea de localizar una imagen, establecen 
correspondencias entre las características 2D de la imagen consultada y los 
puntos 3D del modelo. La forma habitual de hacerlo es comparando los 
descriptores SIFT de ambas imágenes (Direct Matching). Dado que esta 
búsqueda se vuelve inasumible cuando se tiene un gran número de 
descriptores, los tiempos de búsqueda se reducen usando “indirect matching”. 
Los experimentos se realizaron construyendo 3 bases de datos: base de datos 
de Roma y Dubroknik usando fotos de Flickr y una base de datos de Viena con 
imágenes obtenidas por una única cámara. 
En [28] utiliza Google Street View como apoyo al desarrollo de los sistemas 
de asistencia a la conducción. El trabajo describe como acceder a la API de 
Google Street View para obtener la información necesaria para llevar a cabo sus 
diferentes aplicaciones. Por ejemplo, ponen el reconocimiento de señales 
usando las imágenes obtenidas de Google Street View. Así se indica que no está 
claro si se incumplen los términos de uso de la API de Google Street View 
aunque mencionan que Google concede acceso gratuito e ilimitado a 
universidades. Los datos que obtienen de la API de Google Street View son los 
siguientes: 
 Thumbnail dadas unas coordinadas GPS: Dadas unas coordinadas GPS se 
puede obtener una imagen jpeg de 360º con un tamaño máximo de 300x128 
píxeles. 
 XML: Dadas unas coordinadas GPS se puede obtener información adicional 
de una imagen como su id o el tipo de calle. 
 Tile: Dado un id se puede obtener una imagen indicando las coordenadas x 
e y, y un nivel de zoom 
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 Thumbnail dado un id: Dado un id devuelve una imagen de 360º, como en 
el primer punto. 
En [29] se presenta un algoritmo que permite localizar una imagen usando 
Google Street View y localizar una imagen de mala calidad usando otras 
imágenes del mismo álbum. En este algoritmo, la imagen que se quiere localizar 
es comparada con una imagen geolocalizada de una base de datos. La 
localización de esta última es usada para encontrar la localización GPS de la 
imagen que buscamos. Como base de datos de referencia se utiliza Google 
Maps Street View. De las imágenes de Google Street View se extraen los 
descriptores SIFT organizados usando árboles y utilizan el método de Nearest 
Neighbor para recorrer los árboles. Se introduce el concepto de confianza de 
localización que se mide mediante la distribución de los votos de kurtosis. Así. 
cuando mayor es el valor de kurtosis mayor es el valor de la variable confianza 
de localización.  
La base de datos utilizada en este trabajo está formada por imágenes 
tomadas de Google Street View. Google Street View toma una foto de 360º cada 
12 metros. Las ventajas de GSV son la precisión (360º cada 12 m) y la 
uniformidad de la base de datos (la tarea de localizar es independiente de la 
popularidad del sitio). Aunque también presenta complicaciones, ya que la 
necesidad de capturar un gran número de imágenes y las limitaciones de 
almacenamiento hace necesario almacenar esas imágenes en una calidad 
inferior exigiendo que el algoritmo sea capaz de funcionar con una base de 
datos de imágenes de mala calidad. En los experimentos se utilizaron 100000 
imágenes de GSV de Pittsburgh y Orlando. Las imágenes de esta base de datos 
son capturadas aproximadamente cada 12 metros y por cada punto se capturan 
5 imágenes: las 4 de los lados y una de arriba. 
El proceso para localizar una imagen sigue el siguiente: 
1. Descargar las imágenes de la ciudad/región que queremos procedentes de 
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Google Street View.  
2. Detectar los puntos de interés de las imágenes descargadas usando los 
descriptores SIFT.  
3. Obtener los descriptores de los puntos de interés detectados, y se organizan 
en un árbol usando FLANN. 
4. Extraer los puntos de interés y sus descriptores de la imagen de la que se 
desconoce sus coordenadas GPS.  
5. Encontrar los NN de cada descriptor obtenido en la base de datos. Cada uno 
de los NN de los que se encuentra coincidencia en la base de datos, suma un 
voto para la imagen de la base de datos a la que corresponde. 
6. Realizar una función de poda, con el fin de eliminar las coincidencias no 
deseadas. En este caso una función de poda toma más importancia ya que 
muchos de los descriptores procesados pertenecen a objetos no informativos 
como personas, coches, entre otros. 
7. Selecciona la imagen con mayor número de votos. 
En [30] se presenta un método que busca las vistas de una escena urbana a 
partir de una imagen digital utilizando un método basado en votos con 
descriptores SIFT. Para evaluar la efectividad del algoritmo realizaron 
experimentos con una base de datos de fotos urbanas de la ciudad de París, 
tomadas a mano.  La propuesta forma parte del proyecto iTowns, en el que un 
usuario puede hacer una foto de un sitio, como un restaurante, por ejemplo, y la 
aplicación le responde con información acerca del sitio, en este caso del 
restaurante. Para conseguir la imagen en la base de datos que corresponde a la 
imagen objeto de investigación, se compara ésta con todas las imágenes de la 
base de datos. De esta forma, la imagen que obtenga más votos es la que 
corresponde con la imagen analizada. Sin embargo, al ser un algoritmo con 
coste lineal, es inasumible para grandes bases de datos. Por tanto,  un método 
más efectivo es encontrar las mejores coincidencias comparando los puntos 
clave (keypoints) de la imagen consultada con los puntos clave de todas las 
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imágenes de la base de datos. El algoritmo utilizado es el siguiente: 
1. Para cada punto de la imagen consultada, encontrar el vecino más cercano 
(k-NN) en la base de datos 
2. Para cada vecino encontrado, añadir un voto a la correspondiente imagen. 
3. Ordenar las imágenes por número de votos en orden descendiente. 
La principal diferencia con el primer método es que en este caso cada punto 
clave de la imagen consultada tiene k coincidencias. En consecuencia, puntos de 
la imagen consultada que no tienen puntos correspondientes en la base de datos 
(puntos de objetos que no están en la base de datos, por ejemplo) seguirán 
votando. Estos votos son aleatoriamente distribuidos a lo largo de las imágenes 
y contribuyen a incrementar la posición en el ranking de imágenes irrelevantes.  
Para eliminar la influencia de esos puntos irrelevantes se aplica una 
restricción geométrica a las coincidencias. 
 Búsqueda del vecino más cercano:  Hay varias técnicas para la búsqueda 
del vecino más cercano en grandes bases de datos. En este caso, los autores 
eligieron Multicurvas [31]. En particular, usaron Multicurvas con 4 curvas, 
cada una de ellas indexando 32 de las 128 dimensiones que componen el 
espacio de entrada SIFT. 
 Consistencia geométrica: Para eliminar la influencia de los puntos 




4. DISEÑO E IMPLEMENTACIÓN DE UNA HERRAMIENTA DE 
GEOLOCALIZACIÓN DE IMÁGENES DIGITALES 
En este capítulo se presentan todos los elementos relacionados con el ciclo de 
vida del proyecto a un alto nivel. Entre estos aspectos se debe resaltar la 
planificación y el seguimiento del mismo. En la sección 4.1 se presenta la 
planificación del proyecto. Las principales características se presentan en la 
sección 4.2. La sección 4.3 describe los diferentes módulos que conforman el 
proyecto. A continuación, se presenta el pseudocódigo del mismo en la sección 
4.3. Las herramientas utilizadas en el desarrollo el proyecto se presentan en la 
sección 4.4 De igual forma, se presentan se realiza una clasificación de los 
medios y recursos que han sido necesarios en el transcurso del proyecto. 
4.1. Planificación del Proyecto 
El proyecto se ha desarrollado en 4 fases: Definición, Ejecución, Control y 
Documentación del Proyecto.  
1. Fase de definición del proyecto: Esta fase tiene como objetivo la definición 
y delimitación del proyecto. En esta fase se realizaron varias reuniones con 
los tutores para exponer y enmarcar el proyecto de fin de grado,  establecer 
las pautas del trabajo y definir horarios de tutorías y seguimiento del 
mismo. La fase tuvo una duración de 40 días e inició el 28 de octubre de 





Reuniones con los tutores 10 lun 28/10/13 vie 08/11/13 
Estudio del estado del arte 21 vie 08/11/13 vie 06/12/13 
Definición del proyecto 10 lun 09/12/13 vie 20/12/13 
Tabla 4.1.  Actividades de la fase de definición del proyecto 
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2. Fase de ejecución del proyecto: Esta fase tiene como objetivo el desarrollo 
del proyecto. En esta fase se realizaron actividades de especificación de 
requisitos, diseño, implementación y experimentos. La fase tuvo una 
duración de 139 días e inició el 8 de enero de 2014. Las actividades 





Análisis y especificación de requisitos 33  mié 08/01/14 vie 21/02/14 
 Investigación sobre características de 
imágenes 18  mié 08/01/14 vie 31/01/14 
o Tipos de características 4  mié 08/01/14 lun 13/01/14 
o Detectores de caracteristicas 4  mar 14/01/14 vie 17/01/14 
o Descriptores de características 4  lun 20/01/14 jue 23/01/14 
o SIFT 4  vie 24/01/14 mié 29/01/14 
 Especificación de requisitos sobre 
descarga de imágenes 7  jue 30/01/14 vie 07/02/14 
 Estudio y especificación de requisitos 
de extracción y comparación de 
descriptores de imágenes 
10  lun 10/02/14 vie 21/02/14 
Diseño del sistema 30  lun 24/02/14 vie 04/04/14 
 Diseño de pantalla inicial de 
geolocalización 3  lun 24/02/14 mié 26/02/14 
 Diseño de descarga y almacenamiento 
de dataset de imágenes 5  jue 27/02/14 mié 05/03/14 
 Diseño de extracción y almacenamiento 
de descriptores de dataset de imágenes 6  jue 06/03/14 jue 13/03/14 
 Diseño de comparación y filtrado de 
imágenes 12 días vie 14/03/14 lun 31/03/14 
 Diseño de presentación de resultados 4 días mar 01/04/14 vie 04/04/14 
Implementación del sistema 69 días lun 07/04/14 jue 10/07/14 
 Descarga de imágenes 16 días lun 07/04/14 lun 28/04/14 
  Obtención de coordenadas a descargar 7 días mar 29/04/14 mié 07/05/14 
  Extracción y almacenamiento de 
descriptores 9 días jue 08/05/14 mar 20/05/14 
  Comparación de imágenes 16 días mié 21/05/14 mié 11/06/14 
  Interfaz de resultados 4 días jue 12/06/14 mar 17/06/14 
Realización de pruebas 15 días vie 20/06/14 jue 10/07/14 
Tabla 4.2.  Actividades de la fase de Ejecución del Proyecto. 
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3. Fase de control: Esta fase tiene como objetivo realizar actividades de 
seguimiento y control de todo el avance del proyecto, realizando los ajustes 
necesarios. La fase tuvo una duración de 139 días e inició el 8 de enero de 
2014. Esta fase se realiza en paralelo a la fase de ejecución. 
4. Fase de documentación: Esta fase tiene como objetivo generar toda la 
documentación del proyecto en las fases de Ejecución y control. La fase tuvo 
una duración de 176 días e inició el 8 de enero de 2014. Esta fase también se 
realiza en paralelo a la fase de ejecución y termina con la generación de la 
memoria final del proyecto y la presentación de la misma. Las actividades 





Generación de documentación del 
proyecto 139 días mié 08/01/14 lun 21/07/14 
Redacción de la memoria  25 días mar 22/07/14 lun 25/08/14 
Preparación de la presentación 13 días lun 25/08/14 mié 10/09/14 
Tabla 4.3.  Actividades de la fase de documentación del proyecto 









La aplicación diseñada para este trabajo se divide en 3 grandes procesos: 
a. Descarga de imágenes: En un primer lugar se idéntica la zona en la 
que podría estar la imagen. Para ello se indica, a través de Google 
Maps, los puntos del mapa de los que se quieren descargar las 
imágenes para componer la base de datos. A continuación, se procede 
a descargar las imágenes a través de Matlab.  
b. Extracción de descriptores: Una vez descargadas todas las imágenes 
que forman la base de datos, se procede a extraer sus puntos clave y 
sus correspondientes descriptores, almacenando dicha información 
en disco. 
c. Comparación de descriptores: Por último, se extraen los descriptores 
de la imagen a consultar y se comparan sus descriptores con los de 
todas las imágenes de la base de datos. 
4.3. Módulos del Proyecto 
En esta sección se presenta la estructura principal de la aplicación desarrollada, 
mostrando de forma específica el diseño y la implementación de los módulos 
que la conforman. 
4.3.1. Descarga de Imágenes  
Una parte imprescindible de este trabajo es la obtención de las imágenes que 
compondrán nuestra base de datos. Como se indica, se pretende utilizar el 
servicio “Street View” de Google, puesto que compone la mayor base de datos 
de escenas urbanas. 
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Como se explica en el apartado 2.1 la API no oficial de Google Street View 
permite obtener imágenes de mayor resolución, lo que para este trabajo es de 
especial importancia. 
De esta manera, en una segunda fase de investigación, se encontró el trabajo 
“Building Streetview Datasets for Place Recognition and City Reconstruction” [33] 
que facilita la descarga de imágenes de GSV  con el fin de construir bases de 
datos que sirvan para el reconocimiento de lugares y la reconstrucción de 
ciudades y que precisamente utiliza esta API. 
Para construir la base de datos, divide el proceso en dos partes: 
En primer lugar obtiene los datos necesarios de las imágenes que quiere 
descargar, es decir, las id de las imágenes de la ciudad o ciudades de las que se 
quiere construir la base de datos. Para ello utiliza la API javascript de Google 
Maps creando un html, en el que se le especifica en el código las coordenadas 
de la ciudad a descargar y al ejecutarse procede a obtener los id de las imágenes 
deseados. 
Una vez obtenida esta información, en forma de datos con los que el usuario 
se crea dos ficheros de texto, se ejecuta un código Matlab que es el encargado de 
descargar las imágenes individuales (miles de pequeños cuadrados) y 
ensamblarlos. 
De esta manera el código Matlab genera dos tipos de imágenes: 
 cutouts: imágenes en paralelo al coche de Google 
 Perspective view images: Imágenes esféricas tal y como son generadas 
para la aplicación de Google Street View. 
Las imágenes esféricas tienen una calidad enorme: 6656x3328 píxeles 
cubriendo una gran área. Sin embargo este tamaño presenta inconvenientes en 
cuanto a rendimiento. 
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Los cutouts son imágenes de una calidad aceptable y una resolución más 
asumible (936x537 píxeles). Por cada punto se descargan dos imágenes, una al 
lado izquierdo y otra del lado derecho lo que permite reconstruir una calle de 
manera bastante sencilla. 
El gran inconveniente de este trabajo, es que descarga imágenes de la ciudad 
indicada, al azar. De manera que es necesario miles de imágenes para 
reconstruir una ciudad completa, y el coste se vuelve inasumible para un 
trabajo como el que se quiere llevar a cabo. 
4.3.1.1. Identificación de la Zona 
El objetivo inicial, es construir una base de datos que conste de  unas pocas 
calles. Para ello se debe de modificar el código del HTML para obtener los id de 
las imágenes que queremos descargar. 
La manera más sencilla es dando coordenadas a mano de todos puntos que 
se quieren descargar. Sin embargo, es bastante laborioso. Así, se procedió a 
diseñar un algoritmo que permita al usuario obtener estas coordenadas de 
manera visual. Se optó por utilizar la API javascript de Google Maps, de tal 
manera que el usuario pueda hacer clic en el mapa dando puntos, formando el 
recorrido que se desea descargar. Internamente, el algoritmo se encarga de 
interpolar los puntos intermedios en línea recta. 
En la Figura 4.2 se puede apreciar como el usuario ha dado 7 puntos 
(marcadores). El código se encarga de interpolar los puntos intermedios entre 
los marcadores para conseguir que se descarguen imágenes cada 
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correspondientes a las imágenes de Google Street View que se quieren obtener. 
Así, se introdujeron las siguientes mejoras (Ver Figura 4.3): 
 Creación del algoritmo previamente explicado, para que el usuario pueda 
especificar de forma interactiva que región quiere descargar. Cada vez que 
el usuario elige un punto se llama a una función(obtienePuntos) que se 
encarga de realizar la interpolación de los puntos intermedios. Los puntos se 
almacenan en un array de puntos declarado como variable global. 
 Incorporación de una caja de texto en la que el usuario pueda especificar el 
nombre de la descarga. 
 Incorporación de una caja de texto sobre el mapa que permite al usuario 
buscar y posicionarse en la zona o lugar que desea descargar. 
 Incorporación de un botón con el texto “Obtener ficheros”. Cuando el 
usuario hace clic sobre este botón se llama a una función, de creación propia, 
se encarga de obtener las id de las imágenes correspondientes de cada 
punto, con la función ya creada de Gronat, y  se encarga de escribir en dos 
variables de tipo String, el contenido de los dos ficheros que se pretenden 
descargar.   
 Incorporación de una barra de progreso que ofrece al usuario feedback de 
cómo va avanzando el proceso anterior (“Obtener ficheros”) 
 Incorporación de dos botones con el texto “Descargar mapping.txt” y 
“Descargar download.txt”. Estos botones están inicialmente ocultos y se 
muestran cuando el usuario hace clic sobre el botón “Obtener Ficheros”. 
Una vez que el usuario hace clic sobre estos botones se llama a las funciones 
correspondientes, que haciendo uso de FileSaver.js [34], permite al usuario 
descargar los ficheros mapping.txt y download.txt. 
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4.3.2. Extracción de Descriptores 
Para la extracción de puntos clave y descriptores se usó la librería OpenCV que 
proporciona una función que dada una imagen previamente cargada en 
Python,  obtiene sus puntos clave y sus correspondientes descriptores.  
En primer lugar se procede a cargar todas las imágenes de la carpeta en la 
que se han descargado en un array. Seguidamente se procede a recorrer dicho 
array, con el fin de obtener los puntos clave y los descriptores de cada foto. 
Dado que esta operación tiene un coste computacional y en tiempo 
importante,  no tenía sentido extraer los descriptores de todas las imágenes de 
la base de datos por cada vez que se quisiera consultar una imagen, así que se 
decidió guardar los puntos clave y los descriptores en disco. 
Para guardar los puntos clave y los descriptores en disco se decidió utilizar el 
módulo de Python “cPickle” [36] que permite la serialización de objetos, es 
decir, transformar el estado de un objeto en un formato que se pueda 
almacenar, recuperar y transportar. Sin embargo, cPickle no permite guardar el 
objeto cv2.KeyPoint de OpenCV, por lo que se diseñó un método que guarda los 
atributos de cada punto clave en un array, junto con su descriptor y el nombre 
de la foto. Así , se construye un array cuyos elementos son arrays que contienen 
toda la información de cada foto (sus puntos clave, descriptores y nombre de la 
foto). 
Finalmente se guarda el array en disco, indicando que guarde un archivo 
binario, (lo más eficiente). 
4.3.3. Comparación de descriptores 
Una vez obtenida las imágenes y la base de datos de descriptores se puede 
proceder a la comparación de la imagen que se quiere geolocalizar con todas las 
imágenes de la base de datos 
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Los pasos que se siguen en este proceso, muy abstraído, son los siguientes: 
1. Se extraen los puntos clave y los descriptores de la imagen a consultar. 
2. Se cargan los puntos clave y los descriptores de la base de datos de 
imágenes de Google Street View previamente obtenidos. 
3. Se comparan los descriptores de la imagen a consultar con los descriptores 
de cada una de las imágenes de la base de datos. 
4. Se ordenan los resultados de mayor a menor número de coincidencias. 
5. Se presentan los resultados. 
4.3.3.1. Extracción de puntos clave y descriptores de la imagen a consultar 
En este paso se carga la imagen que ha seleccionado el usuario en una variable. 
A continuación se extraen los puntos clave y descriptores de dicha imagen, 
haciendo uso de la función correspondiente de OpenCV. 
4.3.3.2. Carga de la base de datos de descriptores y puntos clave 
En este paso se procede a cargar la base de datos de descriptores y puntos 
claves previamente creada.  Para ello se diseñó un método que abre el archivo 
binario almacenado en disco y recupera el array guardado. Seguidamente se 
desempaqueta dicho array recorriéndolo, y cargando en listas los puntos clave, 
descriptores y los nombres de cada foto. 
4.3.3.3. Comparación  
En este paso se procede a realizar la comparación de la imagen a consultar con 
los descriptores de cada una de las imágenes de la base de datos.  
En primer lugar se crea un comparador basado en FLANN [37]. FLANN es 
una librería que facilita las búsquedas del vecino más cercano  en altos espacios 
dimensionales, como en este caso (un descriptor tiene 128 dimensiones). De esta 
manera proporciona una seria de algoritmos para llevar a cabo de la forma más 
eficiente este tipo de búsqueda. En este caso, el vecino más cercano se define 
como el punto clave cuyo descriptor tiene la menor distancia euclidea. 
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Al comparador le indicamos que use árboles kd [38] como algoritmo de 
indexación de los vecinos más cercanos. Un árbol kd es una estructura para 
almacenar un conjunto de puntos en un espacio dimensional k. 
Seguidamente se procede a obtener los mejores resultados. Para ello se utiliza 
el comparador, indicando k = 2, como en el paper de Lowe [16], con el fin de 
obtener los dos vecinos más cercanos por cada punto clave. 
A continuación se procede a realizar un filtrado con el fin de obtener solo las 
buenas coincidencias y descartar los posibles falsos positivos. Para ello se define 
un umbral (menor que 1): si la distancia euclidea de la primera coincidencia es 
menor que la distancia euclidea de la segunda coincidencia multiplicada por 
dicho umbral, estamos seguros de que es una buena coincidencia, ya que el 
segundo vecino más cercano está lo suficientemente lejos. En este trabajo se 
utiliza un umbral de 0.6 frente al 0.8 del paper de Lowe, con el fin de obtener 
menos falsos positivos.  
De esta forma se recorren todas las coincidencias, realizando la 
comprobación del umbral para realizar el filtrado, y almacenando el número 
final de coincidencias en una variable contador. 
Finalmente se crea un nuevo objeto de la clase ImagenConCoincidencias que 
contiene toda la información de la comparación de esa imagen de la base de 
datos con la de que se pretende obtener la localización: 
 Nombre de la imagen de la base de datos 
 Lista de puntos clave 
 Lista de coincidencias 
 Parámetros de dibujo 
 Número de coincidencias. 
Este objeto se almacena en una lista que contiene toda la información de las 
comparaciones realizadas. Al finalizar todas las comparaciones se procede a 
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ordenar dicha lista por el número de coincidencias, de mayor número a menor. 
4.3.3.4. Resultados 
Al usuario se le presentan los 10 mejores resultados obtenidos en la 
comparación. Por cada uno de ellos se presenta: 
 Número de coincidencias con la imagen a consultar. 
 Coordenadas de la imagen de Google Street View (latitud, longitud). 
 Imagen de Google Street View. 
 Imagen comparativa de la imagen a consultar con la de Google Street 
View 
Aparte de toda la información anterior, al usuario se le ofrece la posibilidad 
de abrir la localización de la imagen en Google Maps en el navegador. 
Para obtener dicha información se diseñó una función que recibe como 
parámetros la lista con la información de todas las comparaciones realizadas y 
tanto la imagen a geolocalizar como sus puntos clave. 
La función recorre las 10 mejores coincidencias de la lista. Por cada una de ellas: 
1. Se obtiene la imagen de la comparación entre ambas imágenes. Es decir, una 
imagen en la aparecen las dos imágenes contiguas con los puntos clave 
marcados con círculos rojos y las correspondencias representadas con líneas 
verdes  entre dichos puntos clave. Un ejemplo se puede ver en la Figura 4.4. 
2. Se guarda la imagen de Google Street View en una carpeta de resultados, 
renombrada con el número correspondiente al resultado (1.jpg para la 
imagen con más coincidencias, 2.jpg para la siguiente, ...) 
3. Se obtiene la latitud y longitud de la imagen de Google Street View. Como 
se indica en el punto 4.2.2, el nombre de cada imagen de las descargadas de 
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3. El usuario continua seleccionando puntos en el mapa (obteniéndose por 
interpolación los puntos intermedios), hasta que completa la zona de la que 
pretende descargar las imágenes. 
4. Se obtienen los identificadores de las imágenes de Google Street View 
5. El usuario se descarga los ficheros con la información necesaria para 
descargar las imágenes. 
6. Se descargan las baldosas (tiles) que componen cada imagen esférica de 
Street View. 
7. Se componen las imágenes esféricas 
8. Se generan las imágenes en paralelo a las fachadas de los edificios que se 
utilizan en el trabajo. 
El proceso de Extracción  de descriptores es el siguiente: 
1. Se carga cada una de las imágenes de la base de datos 
2. Se extraen los puntos clave y los descriptores de cada una de las imágenes 
3. Se guarda dicha información en un array. 
4. Una vez extraídos todos los puntos clave y los descriptores de todas las 
imágenes de la base de datos, se guarda el array en un archivo binario en 
disco. 
El proceso de comparación de la imagen objeto de investigación con las 
imágenes de la base de datos: 
1. Se carga la imagen que se desea geolocalizar y se extraen sus puntos clave y 
sus descriptores. 
2. Se abre el archivo binario que contiene el array con los puntos clave y 
descriptores de la base de datos. 
3. Se comparan los descriptores de la imagen que se pretende geolocalizar con 
los descriptores de cada una de las imágenes de la base de datos 
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4.5. Herramientas de Desarrollo 
Para el desarrollo del proyecto se utilizaron los siguientes lenguajes de 
programación: python, HTML + javascript, Matlab.   
4.5.1. Python 
Se ha utilizado el lenguaje de programación Python en su versión 2.7.6 ya que 
tiene una licencia de código abierto (Python Software Foundation License). Esta 
licencia es compatible con la Licencia pública general de GNU a partir de la 
versión 2.1.1. 
Se han utilizado las siguientes librerías: 
 NUMPY: Librería para la realización de cálculos matemáticos, y 
proporciona otras funciones muy útiles como la transformada discreta de 
Fourier. 
 MATPLOTLIB: Es una biblioteca para la generación de gráficos a partir de 
datos contenidos en listas o vectores. 
 OPENCV: Librería de código abierto que proporciona una infraestructura 
común para aplicaciones de visión por computador. La versión utilizada es 
3.0, aunque esta versión todavía en desarrollo, proporciona nuevas 
funciones indispensables para este trabajo. 
 CPICKLE: Módulo que permite la serialización de objetos, para, por 
ejemplo, guardarlos en disco. 
 WEBBROWSER: Módulo que permite la apertura en el navegador de 
páginas web. 
 SHUTIL: Módulo que permite operaciones de alto nivel con ficheros, como 
copia, borrado, ... 
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 SUBPROCESS: Módulo que permite ejecutar procesos por línea de 
comandos. 
4.5.2. Wget 
Para la descarga de imágenes de Google Street View, se hace uso del comando 
wget. Para ello es necesario descargar la versión para Windows, desde la página 
del proyecto GnuWin32. 
4.5.3. Matlab 
Se utiliza para descargar las imágenes de Google Street View. Se utilizó la 
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descriptores de una imagen con otra. De esta manera se puede comprobar 
cómo, a pesar de que en la escena el objeto aparece rotado y en distinta 
perspectiva, el código es capaz de detectar un gran número de 
correspondencias, aunque también aparecen algunos falsos positivos (líneas 
verdes que van al vaso y el bote). Como se comentará más adelante el filtrado 
de estos falsos positivos es fundamental para conseguir buenos resultados. 
Tras este primer contacto con la comparación de imágenes, se realizaron 
pruebas con escenas urbanas. Para ello se recorrieron varias calles andando, 
para tomar fotografías con el teléfono móvil, en este caso, un Samsung Galaxy 
SIII, con una cámara de 8 megapíxeles, con el fin de comparar dichas fotografías 
con las descargadas de Google Street View.  
Las calles fotografiadas fueron las siguientes: 
 Calle Isla de Oza 
 Calle Aurora 
 Calle Isla de Nelson 
 Avenida Complutense 
5.2. Pruebas individuales 
En un primer lugar se realizaron comparaciones de las imágenes seleccionando 
a mano la imagen de Google Street View correspondiente a la tomada con el 
teléfono móvil. De esta manera, se realizaron 18 pruebas, haciendo uso de 
descriptores SIFT y SURF con el fin de descubrir con cual de ellos se obtienen 
mejores resultados. 
Puesto que las imágenes tomadas con el teléfono móvil tienen mucha 
resolución, se procedió a reducirlas de resolución y comprimirlas con jpeg, con 
el fin de que la comparación se realizara de manera más rápida y pareja. Así las 
imágenes pasaron de ocupar unos 3 MB a 200 kb. 
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Puesto que muchas de las pruebas son muy similares entre si, a continuación 
se muestran 6 pruebas que cubren la mayoría de los distintas escenas urbanas 
que se pueden encontrar. En la Tabla 5.1 se resumen dichas pruebas, indicando 
en cada una de ellas, el tiempo aproximado de ejecución del algoritmo y el 
número de coincidencias obtenidas entre las imágenes utilizadas. 










1 Isla de Oza 10 10 135 66 
2 Isla de Oza 8 7 98 98 
3 Isla de Oza 10 8 6 1 
4 Calle Mayor 3 2 14 21 
5 Av. 
Complutense 
30 23 0 0 
6 Calle Aurora 10 15 5 0 
Tabla 5.1. Resultados tras la realización de pruebas individuales. 
5.2.1. Isla de Oza I 
La primera prueba se trata de una tienda. Como se puede observar en la 
Figura 5.2, las imágenes están tomadas desde una perspectiva ligeramente 
diferente. Otro aspecto a destacar es que las imágenes están tomadas en fechas 
diferentes, lo que en este caso se traduce en que el escaparate de la tienda es 
distinto (en la de Google Street View la tienda está en liquidación total y en la 
tomada con el teléfono la tienda ya ha cerrado).  Este es un factor muy a tener 
en cuenta, ya que la diferencia entre la fechas en la que se tomaron las imágenes 
puede hacer que la geolocalización no tenga éxito, si la escena urbana ha 
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decir, dada una imagen de la cual queremos conocer su posición geográfica 
(latitud, longitud), se comparan los descriptores de dicha imagen con los 
descriptores de cada una de las fotos de la base de datos. 
De esta manera, se procedió a aplicar el algoritmo creado, tomando como 
imágenes a localizar, imágenes utilizadas en la fase anterior de pruebas, 
desechando aquellas que tuvieron un mal resultado, puesto que ya se sabe que 
el resultado va a ser similar. En la Tabla 5.2 se resumen las pruebas realizadas, 
indicando en cada una de ellas, el número de imágenes de la base de datos 
utilizada, el tiempo aproximado de ejecución del algoritmo y la posición en la 
que aparece la imagen de la base de datos que corresponde a la consultada, tras 
ordenar las comparaciones realizadas de mayor a menor número de 
coincidencias. 






1 Calle Mayor 15 1 min 1ª 
2 Isla de Oza 74 7 min 1ª 
3 Isla de Oza 74 9 min 3ª 
4 Isla de Oza 74 14 min 2ª 
5 Isla de Oza 74 8 min 1ª 
6 Isla de Oza 74 10 min 1ª 
7 Calle Aurora 38 4 min 1ª 
8 Calle Aurora 38 5 min 3ª 
Tabla. 5.2. Resultados de las pruebas conjuntas 
5.3.1. Calle Mayor II 
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Después de analizar el trabajo realizado se pueden extraer las siguientes 
conclusiones: 
1. Las características y descriptores de imágenes son fundamentales en la 
actualidad teniendo gran cantidad de aplicaciones que van desde la 
monitorización de objetos en movimiento hasta la navegación de robots de 
forma autónoma. En este trabajo se presenta otra aplicación relevante: 
análisis forense de imágenes. 
2. De los tipos de detectores de características los más completos y útiles para 
el objetivo del trabajo son los detectores de regiones, ya que proporcionan 
información que no pueden proporcionar los detectores de bordes y 
esquinas. Además este tipo de detectores son invariantes a cambios de 
escala, algo que no ocurre en otros detectores y que es fundamental para 
obtener buenos resultados. 
3. Google Street View proporciona a investigadores una base de datos de 
imágenes de grandes dimensiones que ofrece distintas ventajas sobre otras 
bases de datos de imágenes tradicionales como Flickr. Una de las principales 
ventajas es la homogeneidad de la base de datos, dando la posibilidad de 
obtener imágenes de cualquier lugar, sea más o menos turístico (algo que en 
Flickr no ocurre). Esto hace que Google Street View sea la base de nuevos 
trabajos como obtener los elementos significativos de una ciudad o 
geolocalizar una imagen. 
4. Tras la realización de 18 pruebas individuales en las que se comparaban dos 
imágenes entre si, aplicando SIFT y SURF, se concluye que en la mayoría de 
las ocasiones SURF es más rápido que SIFT (tiempo de ejecución menor). Sin 
embargo, SIFT obtiene resultados algo más consistentes (menos falsos 
positivos). 
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5. Tras realizar las pruebas individuales (comparar dos imágenes) y las 
conjuntas (comparar una imagen con cada una de las imágenes de una base 
de datos, se concluye que el algoritmo de comparación obtiene buenos 
resultados para escenas urbanas en las que abundan elementos significativos 
o distintivos. Estos elementos pueden ser rótulos, letreros, señales. Al 
contrario, en escenas donde escasean este tipo de elementos, o las superficies 
son uniformes, el algoritmo suele obtener peores resultados. 
Cabe destacar el caso de las escenas con mucha vegetación. Los detectores, 
tanto SIFT como SURF, detectan en ellas muchos puntos clave. En estos casos 
el algoritmo de comparación se comporta mal, arrojando, en numerosas 
ocasiones gran cantidad de falsos positivos y ralentizando el tiempo de 
ejecución. 
Por otra parte, tras analizar las pruebas, se puede concluir que la 
perspectiva y el nivel de zoom con el que están tomadas las fotografías que 
se quieren geolocalizar, influye en los resultados. De esta manera se obtienen 
mejores resultados para fotografías que se han tomado cerca y que tienen 
una perpectiva bastante similar a la de Google Street View (en paralelo). 
Finalmente, es de destacar que la diferencia entre las fechas en las que se 
han tomado la imagen del usuario y la de Google Street View puede ser 
determinante si cambia la escena urbana en ese periodo de tiempo (cambios 
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