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Abstract: The dominant navigation system for low-cost, mass-market Unmanned Aerial Vehicles
(UAVs) is based on an Inertial Navigation System (INS) coupled with a Global Navigation Satellite
System (GNSS). However, problems tend to arise during periods of GNSS outage where the navigation
solution degrades rapidly. Therefore, this paper details a model-based integration approach for fixed
wing UAVs, using the Vehicle Dynamics Model (VDM) as the main process model aided by low-cost
Micro-Electro-Mechanical Systems (MEMS) inertial sensors and GNSS measurements with moment of
inertia calibration using an Unscented Kalman Filter (UKF). Results show that the position error does
not exceed 14.5 m in all directions after 140 s of GNSS outage. Roll and pitch errors are bounded to
0.06 degrees and the error in yaw grows slowly to 0.65 degrees after 140 s of GNSS outage. The filter
is able to estimate model parameters and even the moment of inertia terms even with significant
coupling between them. Pitch and yaw moment coefficient terms present significant cross coupling
while roll moment terms seem to be decorrelated from all of the other terms, whilst more dynamic
manoeuvres could help to improve the overall observability of the parameters.
Keywords: GNSS; INS; VDM; Model-Based Navigation; Unscented Kalman Filter
1. Introduction
The dominant navigation system for low-cost, mass-market Unmanned Aerial Vehicles (UAVs) is
based on Inertial Navigation System (INS)/Global Navigation Satellite System (GNSS) integration [1–5].
However, problems tend to arise during GNSS outages where the navigation solution error grows
unboundedly [6–9]. This can happen due to intentional or unintentional corruption, even against
cryptographically secured GNSS signals [10], rapid dynamics [11], loss of line of sight, and interference [12].
Rapid drift of the navigation solution during GNSS outages has been investigated extensively.
Some authors have proposed using additional aiding exteroceptive sensors such as cameras [7,13,14]
and range finders [1,7,15], which other than adding extra weight and cost, suffer from inherent
limitations due to dependency on external sensing. Others have explored advanced integration
schemes [2,3,11], and others have investigated advanced error modelling schemes [9,16], saving on
weight but introducing additional software complexities.
More recently, research has been conducted on the inclusion of the Vehicle Dynamics Model (VDM)
in providing a bounded navigation solution during periods of extended GNSS outages [15,17–20]. This
approach preserves system autonomy while avoiding the addition of extra weight, cost, and power,
essential for low-cost applications.
The use of both GNSS and Inertial Measurement Unit (IMU) measurements in aiding a VDM
during extended GNSS outages with direct estimation of moment of inertia terms using an Unscented
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Kalman Filter (UKF) has not been explored before. Therefore, a model-based integration approach is
proposed in this paper with the aforementioned architecture. The approach offers improved consistency
and efficiency in the estimation of the navigation solution and model parameter terms, especially
during periods of extended GNSS outage. The performance of the architecture is evaluated by a
Monte Carlo simulation study with a predefined trajectory and a variable wind profile, assuming
the use of commercial off-the shelf low-quality Micro-Electro-Mechanical Systems (MEMS) inertial
sensors. The assessment is made in terms of navigation accuracy and filter consistency, especially
during periods of extended GNSS outage.
Section 2 details current available solutions in using the VDM for navigation and the proposed
architecture, focusing on similarities and differences with the available solutions. Section 3 details the
performance assessment of the proposed architecture for a fixed wing UAV, highlighting the coordinate
frame, equations of motion and filtering methodology. Section 4 details simulation results and the
discussion of the results, and Section 5 concludes the report and highlights future work.
2. Solutions
A detailed description of the available solutions follows, and the proposed concept will be explained
in the ensuing section, focusing on the differences and similarities with the presented solutions.
2.1. Available Solutions
Research explores two main concepts in using the VDM for navigation, namely, model-aided and
model-based navigation. Model-aided navigation employs an INS as the main process model and a
VDM as an aiding tool [17–19,21]. Model-based is the less common, more recent approach that uses a
VDM as the main process model and an INS as the aiding system [20,22,23]. Authors have reported a
similar level of accuracy with different computational efficiencies in the two approaches and some
have considered multi-process model architectures, but the final solution is still derived from an INS.
Koifman and Bar-Itzhack [17] presented one of the early works in using the aircraft dynamics
model to aid an INS using an Extended Kalman Filter (EKF). With perfectly known dynamics, the study
showed that position error for the aided INS was relatively low during the entire flight as opposed to
the pure INS case. In the presence of parameter uncertainties, state vector augmentation to include
model parameters was found to improve navigation performance. Further, it was indicated that, slalom
manoeuvres improved observability of different modes. The integration approach considered both the
aircraft dynamics model and the INS at the same level in a multi-process model as shown in Figure 1.
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Figure 1. Koifman and Bar-Itzhack model-aided strapdown INS Figure 1. Koifman and Bar-Itzhack model-aided strapdown INS.
A multi-process model approach is inherently computationally intensive as it introduces duplicate
states. Additionally, the authors indicated using low-grade inertial sensors, but the presented error
stochastics suggest high-end sensors.
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Julier and Hugh [24] investigated the role of vehicle process models in sensor-based navigation
systems for autonomous land vehicles using an EKF. Using a high-fidelity model of a high-speed
automated ground vehicle implemented in the multibody dynamics simulation ADAMS software [24],
the study showed that higher-order models suffer from observability problems in VDM parameters but
imposing weak constraints helps to mitigate the problem. The authors show that the error between the
true vehicle and the process model manifests itself in terms of a penalty which must be applied to the
process noise covariance and nature of this penalty is time varying. It was shown that modest changes
to the process model reduced orientation errors by 90% and position errors by 40%. The authors
focused on land vehicles using constraints in their process model which are not directly applicable to a
fixed wing aircraft. However, the general principles and deductions highlight the importance of a
VDM in improved navigation performance.
Bryson and Sukkarieh [18] investigated the use of the VDM in aiding position, velocity,
and orientation estimates provided by an INS with low-cost inertial sensors for a fixed wing UAV
using an EKF. Two approaches were considered, as seen in Figure 2. The first approach compared and
corrected the velocity and attitude, as predicted by both the INS and VDM. The second approach used
the VDM predicted acceleration and rotation rates to provide direct calibration of the IMU. In both
configurations, the INS formed the main process model and VDM aiding was activated during a
GNSS outage.
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With a 5% parameter uncertainty, the east position error was below 100 m for configuration 1 
and above 800m for configuration 2 after 50 s of GNSS outage, indicating the superior performance 
of the first configuration. The good performance in configuration 1 was attributed to the marginal 
error growth in velocity and attitude that can be estimated and rejected with greater ease than the 
rapid error dynamics in acceleration and rotation rates. Both configurations did not include the direct 
estimation of wind and online parameter calibration and the final navigation solution was still 
dependent on an INS, which would be disabled in case of IMU failure. 
Vissière et al. [25] reported the successful hovering flight of a model helicopter with low-cost 
inertial sensors by the addition of an accurate dynamics model, which improved the prediction of the 
EKF. Dassault Systèmes’s CATIA software was used to model 688 different parts in order to obtain 
the inertia matrix and centre of gravity position [25]. An autonomous outdoor flight under a 20km/h 
wind showed bounded position errors to within 1m vertically and 3 m horizontally. Attitude errors 
remained bounded to within 3 degrees in roll and pitch and 15 degrees in yaw. However, the 
architecture did not include a mechanism for online inertia calibration, instead CATIA was used for 
this purpose which can be time consuming. 
Figure 2. (a) Vehicle Dynamics Model (VDM) outputting pose estimates, (b) VDM outputting raw
accelerations and rates.
With a 5% parameter uncertainty, the east position error was below 100 m for configuration 1 and
above 800m for configuration 2 after 50 s of GNSS outage, indicating the superior performance of
the first configuration. The good performance in configuration 1 was attributed to the marginal error
growth in velocity and attitude that can be estimated and rejected with greater ease than the rapid error
dynamics in acceleration and rotation rates. Both configurations did not include the direct estimation
of wind and online parameter calibration and the final navigation solution was still dependent on an
INS, which would be disabled in case of IMU failure.
Vissière et al. [25] reported the successful hovering flight of a model helicopter with low-cost
inertial sensors by the addition of an accurate dynamics model, which improved the prediction of the
EKF. Dassault Systèmes’s CATIA software was used to model 688 different parts in order to obtain the
inertia matrix and centre of gravity position [25]. An autonomous outdoor flight under a 20km/h wind
showed bounded position errors to within 1m vertically and 3 m horizontally. Attitude errors remained
bounded to within 3 degrees in roll and pitch and 15 degrees in yaw. However, the architecture did not
include a mechanism for online inertia calibration, instead CATIA was used for this purpose which
can be time consuming.
Dadkhah et al. [26] investigated the use of model-aiding from knowledge of the dynamics of a
helicopter to aid an Attitude Heading Reference System (AHRS) using low-cost rate gyros using an EKF.
The helicopter dynamics model was developed using frequency domain system identification using
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attitude and position information gathered from 6 high-speed MX-40 cameras [26]. The authors argued
that parametric errors in the EKF measurement stream resulting from the VDM were the main cause
of suboptimal performance in gyro bias estimates. They also argued that state vector augmentation
to account for correlation would improve the solution. The online calibration of model parameters
was not considered even though the authors mention the potential benefits of such capability. Wind is
neither estimated directly nor modelled as an external unknown in the system design in which the
final navigation solution is still dependent on an INS.
Vasconcelos et al. [15] implements an embedded INS with VDM for a model helicopter using
low-cost inertial sensors. The approach used both error states and total states, as can be seen in Figure 3.
The execution time of the embedded VDM was 400 s, 26.3% lower with both angular and linear velocity
aiding, and 310 s, 42.9% lower with only linear velocity aiding, as opposed to the external VDM aiding.
However, both external and embedded VDM aiding where computationally intensive as opposed
to the classical INS/GNSS with the external VDM aiding execution time being 85.32% greater than
the classical INS/GNSS. Both the embedded and external VDM presented similar levels of accuracy.
However, the use of both total and error states presents a complex integration approach.
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Crocoll et al. [19] investigates a unified INS and VDM using a modified EKF by incorporating two
valid state pr dictions achiev ng a reduced state vector size and computat onal load over the class cal
VDM i ing. It was shown nalytically that inclu ion of position states as pseudo-measurements led
to filter divergence due to zero pr cess noise. Making the velocity and orientation states relatively
equal and with a higher update rate improved the accuracy of the navi ation solution. It was show
that the accuracy of the u ified approac is simil r to that presented in Koifman and Bar-Itzhack [17].
The ability for online parameter calibration [27] and win estimation [28] investigated at a later stage,
revealed significan navigation performance improv ments. Their model, however, was for a quadrotor
and gnored rotationa dynamics.
Sendobry [22] completely av ids the use f duplicate states by propagating the state vector using
the VDM. The state vector is augmented to include vehicle ccelerati ns in the EKF and applied to a
quadrotor. The quadrotor propulsion model was parameterised th ough wind tunnel experiments. An
expe imental investiga ion showed the robustness of the p oposed solution using a ground vehicle.
The position solution showed a drift-free navigation p rformance near buildings where the raw GNSS
solution presented errone us measuremen s and some mes even total outage. The architectur ,
however, was not i vestigated du ing periods of extended GNSS utage and simulation studies wer
based on a quadrotor and did not consider a fixed wing aircraft.
Khaghani and Skaloud [20,29] present an extension to the model-based approach presented
by Sendobry [22,30] with specific application to fixed wing UAVs. Simulation results indicated 2
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orders of magnitude improvement in navigation performance from the standard INS/GNSS integration
using an EKF. The approach included the estimation of wind and model parameters but did not
include the online calibration of moment of inertia terms and an account of the influence of their
perturbation on navigation performance was not made. In further developments, experimental results
indicated attitude errors of a VDM/GNSS integration being 1 to 2 orders of magnitude larger than
the conventional INS/GNSS integration [31]. This was attributed mostly to unresolved errors in the
moment terms that resulted to poor attitude determination in the absence of IMU data [29].
Zahran et al. [32] investigates the use of hybrid machine learning to train a VDM and enhance
inertial navigation accuracy during periods of GNSS outage using low-cost inertial sensors in a
quadcopter. The machine learning module (regression and classification) acts as a substitute, providing
a position and velocity solution during periods of GNSS outage. An EKF with 21 states is used as
the fusion filter with regression and classification schemes resulting in lower position errors during
GNSS outages, as opposed to using a regression only scheme. The model, however, did not include a
mechanism for online inertia tensor estimation during a GNSS outage. Further, training of the VDM
happens only during periods of GNSS availability.
Mohammadkarimi and Nobahari [33], investigated a model-aided inertial navigation approach
during landing of a UAV. The algorithm estimates and removes the Ground Effect uncertainties during
the last phase of landing in close proximity to the ground. The architecture utilises both a Kalman
filter (KF) and an UKF for INS state propagation and VDM state propagation, respectively. With
perturbations in model parameters the integration architecture is seen not to handle estimation of a
variable wind profile without an air data system. Moreover, the model included duplicate states and
did not include a mechanism for online inertia estimation.
2.2. Proposed Concept
As mentioned earlier, a model-based integration approach is proposed that includes the estimation
of wind, IMU errors, model parameters and moment of inertia terms. This is achieved using direct
IMU and GNSS measurements. The key concept with a model-based approach is to use available
control inputs from the autopilot system to drive the navigation solution using the dynamics model of
the aircraft. A feature unique to the proposed architecture is the online estimation of moment of inertia
terms without additional sensors and hardware setup in a fixed wing UAV. This improves not only
the confidence in the navigation solution but also allows to meet stringent size, weight, and power
requirements in low-cost applications. The architecture is platform-specific and therefore requires
careful modelling.
The proposed architecture is preferred over the model-aided architectures [18,26,32] for a number
of reasons. In low-cost applications, the quality of the inertial sensors used is relatively low and
inherently affected by significant noise sources. In case of a GNSS outage, the noise in these sensors
will cause rapid drift in the navigation solution in a short time and, in case of an IMU failure,
the navigation solution is disabled altogether. Further, the use of direct IMU measurements to drive
the navigation solution can become unreliable in the presence of significant thermal loading unless
thermal models [16] are used to eliminate stochastic variations with temperature. Accurate IMU
error modelling requires considerable time and effort and, in some cases, special equipment. This is
avoided in the proposed architecture since the VDM is unaffected by thermal loading and uses the
IMU and GNSS measurements only to update the navigation solution. Moreover, INS-dependent
solutions are generally affected by secondary effects such as coning and sculling [12,15,25] as a result of
vibrations on the host platform which, if not compensated, can cause significant drift in the navigation
solution. The VDM-derived solution is unaffected by the platform’s vibrations making the architecture
considerably robust. Multi-process models [17], in which the final navigation solution depends on the
INS, have similar limitations and therefore the proposed approach is preferred over them as well.
The proposed approach is also preferred over the more recent model-based schemes [20,22] even
though similarities exist in using the VDM as the main process model. Full-scale oscillation tests
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or other related inertia modelling schemes take considerable time and require special equipment.
The proposed concept does not rely on an accurate inertia matrix allowing the estimation of the terms
in flight. This minimizes the effort in system design and improves confidence in the derived navigation
solution, especially in the presence of perturbations. Moreover, the process model adopted allows for
the variation of these terms during the course of a flight and even though not investigated in this work,
could improve the robustness of a model-based approach in applications where mass and moment of
inertia could change allowing for a more general application of the scheme.
3. Performance Assessment
This section details the performance assessment of a model-based navigation architecture with the
VDM as the main process model, aided by the IMU and GNSS measurements using a UKF. A description
of the coordinate frame, atmospheric model, equations of motion and filtering methodology follows.
3.1. Coordinate Frame
A local navigation frame initialised at the position of the airplane’s centre of gravity just before
take-off is treated as an inertial frame. The body-fixed frame defines a right-handed orthogonal
coordinate frame with the origin at the centre of gravity of the aircraft, as can be seen in Figure 4.
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Inertial speed in the body frame (vb) is given as the sum of wind speed in the local navigation
frame (Wn) transformed to the body frame and airspeed vector in the body frame (Vb).
vb = Vb+ RbnW
n (1)
where ‘Rbn’ is the rotation matrix from the local level frame to the body frame.
The airspeed, angle of attack (α), sideslip angle (β), and dynamic pressure (q ) are represented as:
Vb =
√
u2T + v
2
T+ w
2
T ,
α = arctan
(
wT
uT
)
,
β = arcsin
(
vT
Vb
)
,q =
ρVb
2
2
(2)
where, ‘uT’, ‘vT’ and ‘wT’ represent the components of the airspeed vector in the body frame.
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3.2. Atmospheric Model
The atmospheric model adopted for use is modelled in accordance with the international standard
atmosphere [34,35] given by:
T = T0[1 + ah/T 0]
ρ =
po[1 + ah/T0]
5.2561
RT
(3)
where ‘ρ’ is the density, ‘R’ is the specific gas constant, ‘To’ is the sea level temperature, ‘po’ is the sea
level pressure, and ‘a’ is the lapse rate [34]. This atmospheric model is valid up to an altitude of 11,000
m and therefore can be used to capture the relatively small altitude variations considered in simulation.
3.3. Equations of Rigid-Body Motion
For the purpose of simulation, it is assumed that the aircraft is flying over a small region of the
earth and thus the earth is assumed locally flat (Rearth →∞ ) and therefore, centripetal acceleration
resulting from earth’s curvature is neglected. Coriolis acceleration due to rotation of the earth is
neglected and thus the earth is treated as an inertial (Galilean) frame of reference, where Newton’s
laws are applicable. The equations of motion are presented as:
.
xN
.
xE
.
xD
= Rnb

vbx
vby
vbz
,
Rnb =

cosψ cos θ cosψ sinφsin θ− cosφsinψ sinφsinψ+ cosφcosψ sin θ
cos θ sinψ cosφcosψ+ sinφsinψ sin θ cosφsinψ sin θ− cosψ sinφ
− sin θ cos θ sinφ cosφcos θ

(4)
where ‘xN, xE, xD’ represent position in the North, East, and Down direction, ‘Rnb’is the rotation matrix
from the body frame to the local level frame, and ‘φ, θ, ψ’ represent the Euler angles: roll, pitch,
and yaw, respectively.
.
vbx.
vby.
vbz
 =

−gsinθ
gsinφcos θ
gcosφcos θ
+ 1m


FT
0
0
+Rbw

FwX
FwY
FwZ

−

ωyvbz −ωzvby
ωzvbx −ωxvbz
ωxvby −ωyvbx

Rbw =

cosα cosβ − cosα sinβ − sinα
sinβ cosβ 0
cosβ sinα − sinα sinβ cosα

(5)
where ‘m’ is the mass and ‘Rbw’ is the rotation matrix from the wind frame to the body frame. ‘FT’ is
the thrust force along the body x-axis, ‘FwZ ’ is the lift force in the wind frame, ‘F
w
Y ’ is the lateral force,
and ‘FwX ’ is the drag force in the wind frame and ‘g’ is the acceleration due to gravity.
.
φ
.
θ
.
ψ
 = Rφ

ωx
ωy
ωz
, Rφ =

1 tan θ sinφ tan θ cosφ
0 cosφ − sinφ
0 sinφ/ cos θ cosφ/ cos θ
 (6)
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where ‘ωx, ωy, ωz’ represent the roll, pitch, and yaw angular rates around the respective body axes.
.
ωx
.
ωy
.
ωz
 = (Ib)−1


Mbx
Mby
Mbz
−

ωx
ωy
ωz
× Ib

ωx
ωy
ωz

,
Ib =

Ixx 0 Ixz
0 Iyy 0
Izx 0 Izz

(7)
where ‘Mbx , M
b
y, M
b
z ’ represent the roll, pitch, and yaw moments around the body axes respectively,
and ‘Ib’ represents the body-fixed inertia matrix with ‘Ixx, Iyy, Izz, Ixz’ representing the components of
the inertia matrix about the respective axes.
The propeller first-order dynamics model is given by:
.
n= − 1
τn
n +
1
τn
nc (8)
where ‘nc’ represents the commanded propeller speed and ‘τn’ is the time constant. Other actuators
could also be modelled with similar dynamics but for simplicity this is not considered.
In developing the equations of motion, mass (m) and moments of inertia (Ib) are assumed constant.
The aerodynamic forces (FwX , F
w
Y , F
w
Z ) and thrust force (FT) are represented as:
FwZ = qS(CFZ1 +CFZαα) (9)
FwY = qSCFY1β (10)
FwX = qS
(
CFX1 +CFXαα+CFXα2α
2 +CFXβ2β
2
)
(11)
FT = ρn2D4(CF T1+CFT2 J + CFT3 J
2 ) (12)
where, J = VDpin and ‘n’ is the propeller speed, ‘CF[X Y Z]j ’ are the aerodynamic force derivatives and
‘CFTi=[1 2 3] ’ are the thrust derivatives, ‘S’ is the wing area, and ‘D’ is the propeller diameter.
The aerodynamic moments are represented as:
MbX = qSb(CMXδαδα +CMXωxωx +CMXωzωz +CMXββ)
ωx =
ωxb
2V
, ωz =
ωzb
2V
(13)
MbY = qSc(CMYδeδe +CMYωyωy +CMYαα+CMY1)ωy =
ωyc
2V
(14)
MbZ = qSb(CMZδrδr +CMZωzωz +CMZββ) (15)
where, ‘c’ is the wing cord, ‘b’ the wing span, ‘CM[X Y Z]j ’ are the moment derivatives, and ‘δα, δe, δr’
are the aileron, elevator, and rudder deflections, respectively.
3.4. Filtering Methodology
An unscented Kalman filter [4,36,37] is used to provide an integrated navigation solution where
the VDM forms the main process model and the inertial sensors and GNSS provide correcting
measurements. As mentioned earlier, the state vector is augmented to include the vehicle navigation
states (Xn), IMU errors (Xe), wind velocity (Xw), and 22 VDM parameters and 4 moment of Inertia
terms (XP). A UKF captures higher-order moments and avoids biases introduced from first-order
linearization assumptions. The UKF avoids the derivation of the Jacobian matrices, a nontrivial aspect
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of a highly nonlinear system. A complete description of the UKF is not given here but the interested
reader can see the referenced text.
3.4.1. Process Models
The VDM states (Xn) are propagated using the equations of motion already presented directly,
without the need for any linearization.
IMU errors in the navigation filter are modelled as a random constant superposed in a random
walk process given by:
.
Xe = GeeWe
Xe =
[
bax bay baz bgx bgy bgz
]T
ba|g[x y z] : Accelerometer and Gyroscope bias
(16)
where, ‘Gee’ represents the noise shaping matrix and ‘We’ is the noise vector. The actual sensor model
implementation follows a first-order Gauss–Markov (GM) process. Bias variations with temperature,
quantization noise, and scale factors are not considered in the simulation.
.
Xe = −βeXe + nXe (17)
where, ‘nXe’ represents the GM process driving noise and ‘βe’ is the inverse of the correlation time.
Wind velocity in the navigation filter is modelled as a random walk process to capture
small transitions. .
Xw = GwWw
Xw = [wN wE wD]
T
(18)
where, ‘Gww’ represents the wind vector noise shaping matrix and ‘Ww’ is the noise vector. The actual
wind implementation in simulation follows a first order Gauss–Markov process with a constant
component having a magnitude of 3.8 m/s, a correlation time of 200s, and process uncertainty of 0.1m/s.
Most of the VDM parameters and inertia terms are static (
.
Xp) otherwise changes in mass
distribution during flight could change the mass moment of inertia terms and therefore, for generality,
the parameters are modelled as a random walk process with very small process noise to capture small
transitions in time. It should be noted that during the simulation the parameters are fixed.
Xp =

CFT1 CFT2 CFT3 CFX1 CFXα CFXα2 CFXβ2 CFZ1
CFZα CFY1 CMXδα CMXβ CMXωx CMXωz CMY1
CMYα CMYδe CMYωy CMZδr CMZωz CMZβ τn
IXX IYY IZZ IXZ

3.4.2. Observation Model
The measurement vector consists of IMU (Zimu) and GNSS receiver (Zgnss) measurements presented
as:
Z =
[
Zimu Zgnss
]T
(19)
The discrete measurement model (zk) is a function of the measurement function (h) presented as:
zk = h[xk, uk]+rk (20)
where ‘xk’ is the predicted state vector at the current time index ‘k’, ‘uk’ is the known control input
vector at the current time index and, ‘rk’ is the white sequence vector. The expectation operator on the
white sequence and its transpose is given by: E
[
rkrTk
]
= Rk. ‘Rk’ is the measurement covariance matrix.
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The measurement function for the IMU (himu) is presented as:
himu =
[
haccel
hgyro
]
=
[ .
v− g+ [ω×]v[3×1] + Xe([1 2 3])
ω[3×1] + Xe([4 5 6])
]
[ω×] =

0 −ωz ωy
ωz 0 −ωx
−ωy ωx 0

(21)
where ω[3 × 1] =
[
ωx ωy ωz
]T
and v[3 × 1] =
[
vbx vby vbz
]T
. The measurement function for the GNSS
receiver (hgnss) is presented as:
hgnss =

xN
xE
xD
 (22)
3.4.3. Structure
The process model and observation model together are used in the implementation of the UKF, as
can be seen in Figure 5. It should be noted that the states are propagated internally in the sigma points
processing block.Sensors 2019, 19, x FOR PEER REVIEW 10 of 22 
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Figure 5. VDM Unscented Kalman Filter (UKF) Structure as implemented in simulation.
‘δXn , δXw, δXe, δXp’ are estimated errors in the navigation, wind, Inertial Measurement Unit
(IMU) bias states and model parameters, respectively. ‘X[n w e p]i’ represents the generated sigma points
for the navigation, wind, IMU bias states and model parameters respectively; ‘X∗
[n w e p]’ represents the
corresponding weighted averages of the propagated sigma points; ‘Xˆ[n w e p]’ represents the updated
state vector using the true and predicted measurements (Zm del
[IMU GNSS] ); ‘Pyz’ and ‘Pvv’ represent the
cross-covariance and innovation covariance, respectively.
The sigma points processing block has been expanded, as can be seen in Figure 6.
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Figure 6. VDM UKF Sigma Points Processing Block. The sigma point processing block uses the mean
and covariance weights to estimate the a priori states and the resulting covariance matrices.
The update block outputs correction values for the states and consists of standard Kalman filter
update routines after the mean and covariance have been estimated in the sigma point processing block.
The interested user can refer to Gelb et al. [38] and Brown and Hwang [4] for a complete overview.
3.4.4. Implementation
Table 1 presents a summary of the error characteristics implemented in simulation. The filter does
not use the true error stochastics to maintain a situation close to reality that error stochastics cannot be
precisely known but only approximated. Since the application is targeting low-cost applications, most
of these stochastics, in an experimental implementation, would come either directly from Manufacturer
specifications or characterisation techniques such as Allan Variance or Generalised Wavelet Moments.
Table 1. IMU error characteristics.
Property Accelerometer Gyroscope
Random bias (σ) 10 mg 1000 ◦/hr
White noise (PSD) 100 µg/
√
Hz 21.6◦/hr/sqrt(Hz)
First-order Gauss–Markov 0.05 mg 20 ◦/hr
Correlation Time (τ) 200 s 200 s
Sampling Frequency 100 Hz 100 Hz
For the GNSS receiver, independent white noise on each channel (north, east, down) is modelled
with a standard deviation of 1 m and the sampling frequency is 1 Hz.
The initial uncertainties considered for the augmented state vector are presented in Table 2.
For a full list of aerodynamic coefficient, moments of inertia and their values considered for the
purpose of simulation, the reader is directed to Ducard [35].
A hundred Monte Carlo runs were performed in Matlab to evaluate autonomous navigation
performance and investigate the system robustness against random initialisation errors and sensor
errors. Evaluating the sample statistics for different runs revealed that 60 Monte Carlo runs resulted
in a precision, difference between the population mean and sample mean, of less than 1 metre in all
the estimated position states with a 95% confidence level, as can be seen in Figure 7. With 60 runs,
the precision for all the other states is well below the uncertainty bounds considered for the states.
The combined standard deviation from different sample runs for each state is used in evaluating the
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precision for the state. Therefore, 100 Monte Carlo runs seemed reasonable in attaining a precision of less
than 1 metre in the estimation of position states whilst guaranteeing similarly lower precision for all the
other states and include a margin of safety to account for some of the underlying assumptions adopted.
Table 2. Initial uncertainty [Po].
State Standard Deviation (σ)
Position 1 m
Velocity [1, 0.5 , 0.5] m/s
Attitude [3.5 ◦, 3.5 ◦, 5◦]
Rotation rates 1.5 ◦/s
Propeller speed 15 rad/s
Model parameters 10%
Moment of Inertia 10%
The process noise for the filter is presented in Table 3 in terms of the standard deviations.
Table 3. Process Noise.
State Standard Deviation (σ)
Position 10−6
Velocity 0.008
Attitude 10−6
Rotation rates 10−4
Propeller speed
Accelerometer Bias
Gyroscope Bias
Wind
10−4
2 × 10−5
2 × 10−6
10−3
Model parameters 0.015% of True Values
Moment of Inertia 0.015% of True Values
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The same trajectory is used for all of the scenarios and the wind profile is kept constant during the
runs. The trajectory is presented in Figure 8, which includes a take-off segment which the autopilot
system marks as complete at an altitude of 200 m, a climb segment which completes at 700 m, and a
cruise segment where a GNSS outage is induced followed by a descent approach segment. The outage
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is induced 200 s into the flight and lasts for 140 s. The total flight time is 340 s. The impact of autopilot
agility on navigation performance is not investigated in this research.
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Control activity during the different flight segments is presented in Figure 9 with altitude used as
a representative of the flight segment. The commands from the autopilot are logged at 100 Hz and
used alongside simulated sensor data and processed with the developed algorithm.
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4. Results
The accelerometer and gyroscope bias estimation error is presented in Figure 10. The filter is able
to effectively and consistently estimate accelerometer and gyroscope bias errors within the first 50 s
with GNSS presence. Ninety-eight percent of the initial turn-on gyroscope bias and bias variation are
resolved well within 100 s of GNSS presence. The errors are also seen to be bounded during 140 s
of GNSS outage owing to the inherent ability of the dynamics model to offer a bounded navigation
solution during periods of GNSS outage. Also, the 1σ prediction error is seen to be consistent with the
true error, attributed to a correctness in filter setup.
Results indicate that theZ-axis andX-axis accelerometer bias are slightly delayed in their estimation,
this might be attributed to the inherent coupling between the gyroscope and accelerometer errors
under low dynamics and more separation and observability might be achieved with high dynamics.
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Wind magnitude error is shown in Figure 11. As stated earlier, a slow varying wind is implemented
in simulation and the filter estimates the constant component of wind during the flight. Wind is
estimated within 60 s of GNSS presence and the error is less than 0.12m/s 150 s into the flight. The error
in wind speed estimation remains bounded even after 140 s of GNSS outage, with the final wind
estimation error being less than 0.2m/s. The filter is also seen to be consistent in the estimation of wind
speed as it can be seen from the 1 σ prediction even without an air data system attributed to correctness
in the filter setup and the ability of the UKF to capture higher-order moments. The navigation
performance of a model-based approach is generally prone to errors resulting from unknown external
disturbances, such as wind, and therefore the filters ability to estimate wind even without an air data
system makes this approach robust against external wind disturbances.
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The position errors are presented in Figure 12 in the local level frame. It can be seen that for the 
most part during periods of GNSS availability, the filter prediction is consistent with the actual errors 
except during short periods of high dynamics between 34 s and 50 s where the filter slightly 
underestimates the north and east position errors. The slight underestimation might be attributed to 
the unresolved initialisation errors. During periods of GNSS outage, the filter is seen to be slightly 
conservative in prediction of position errors, however, the growth rate is rather slow reaching only 
14.5 m in the North channel, 8 m in the East, and 4.3 m in the Down direction after 140 s of VDM 
coasting. The slight conservative prediction of position errors during periods of GNSS outage might 
be attributed to the coupling between wind speed and position errors.  
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The position errors are presented in Figure 12 in the local level frame. It can be seen that for
the most part during periods of GNSS availability, the filter prediction is consistent with the actual
errors except during short periods of high dynamics between 34 s and 50 s where the filter slightly
underestimates the north and east position errors. The slight underestimation might be attributed to
the unresolved initialisation errors. During periods of GNSS outage, the filter is seen to be slightly
conservative in prediction of position errors, however, the growth rate is rather slow reaching only
14.5 m in the North channel, 8 m in the East, and 4.3 m in the Down direction after 140 s of VDM
coasting. The slight conservative prediction of position errors during periods of GNSS outage might
be attributed to the coupling between wind speed and position errors.
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ca se of the elaye an slightly o ti istic esti ate ring SS availability. he ang lar rates are
q ickly esti ated within 20 s of GNSS availability due to the presence of direct observations from the
gyroscope. Roll and pitch errors remain within 0.06 degrees after 140 s of GNSS outage ile ya
error i creases slo ly a re ai s it i 0.65 egrees after 140 s of SS o tage. e 1 σ re ictio
is see to e co siste t it t e tr e error even uring periods of SS outage.
i re 14 s o s t e root ea s are ( S) of ositio errors for t e ro ose /
arc itect re it ert r e a a e te e t f i ertia ter s c are t t e /
arc itect re it ert rbe b t ot a g e te o e t of i ertia ter s. o i orta t e ctio s
are a e fr t e res lts. irst, t e a i ati erf r a ce i ter s f siti err rs is si ilar f r
t e t set s it ar i al iffere ces f r 100 o te arlo runs. Sec l , t set s r i e
c siste t siti esti ates a t e iffere ces are ell it i t e recisi f t e te arl
r s. It is i rta t t te t at t ese e cti s are relati el si ilar f r t e re ai i a i ati
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states. Even though the relative strength of the proposed architecture as opposed to the EKF/VDM
architecture is not obvious at this point, the similarities in navigation performance validates the
proposed architecture.Sensors 2019, 19, x FOR PEER REVIEW 16 of 22 
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architecture ith perturbed o ent of inertia terms.
The RMS of the mean error of 22 VDM parameters and 4 moment of inertia terms, collectively
addressed as VDM terms in this context, is presented in Figure 15. With an initial uncertainty of 10%
considered in each of the VDM terms, the filter is seen to be slightly optimistic in their estimation.
Generally, the initial error in the VDM terms is seen to reduce quickly during periods of GNSS
availability and the mean of the VDM terms remains bounded during periods of GNSS outage.
The mean VDM error reduces quickly to less than 7.5% within 50 s of GNSS availability and then
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gradually to 6.6% at the onset of the GNSS outage. The optimistic filter estimation might be attributed
to the strong coupling and correlation of the VDM terms but the difference between the mean error
and the filter prediction is less than 19% at the end of the flight. Perhaps, more dynamic manoeuvres,
exciting different modes, could improve their overall estimation but the current results are deemed
well enough for the purpose of navigation owing to the consistent estimate in navigation states.
It is worth mentioning that, for a similar setup, the EKF/VDM architecture with perturbed but not
augmented inertia terms is seen to be overly optimistic in the estimation of the VDM parameters with
a 48.5% difference between the mean error and the prediction at the end of the flight. This is not very
surprising and highlights the strength of the proposed UKF/VDM architecture in the estimation of
highly correlated terms. This also shows that the proposed architecture could be used with greater
confidence in the presence of inertia tensor perturbations saving both time and cost associated with
inertia modelling.
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The error in the estimation of the moment of inertia terms is presented Figure 16. With an initial
uncertainty of 10% in the moment of inertia terms it can be seen that errors in roll and pitch inertia
terms are quickly resolved within 50 s of GNSS availability, even though the filter appears to be slightly
optimistic in estimating these terms. The estimates remain bounded even during periods of extended
GNSS outage lasting 140 s and the difference between the filter’s estimate and the actual error at the
end of the flight is 24.4% and 33% for roll and pitch inertia terms, respectively. The moment of inertia
term in yaw seems to be resolved after the initial errors in the roll and pitch terms have been resolved
and continues to be o servable ven during p rio s of GNSS out ge with a difference of 23% between
the filter’s estimate and the actual error at the end of the flight. The product of inertia term seems to be
slightly estimated in the initial phase of the flight within 30 s but then gradually diverges afterwards
for the remainder of the flight. This might be attributed to the degree of coupling and lack of enough
excitation for the product of inertia to be observable and perhaps more dynamic manoeuvres could
improve the overall estimation.
Since the filter has shown consistency in the estimation of the navigation states, IMU errors,
and wind, whilst being slightly optimistic in the estimation of VDM terms, the degree of correlation
between the actual errors and the filter prediction warrants further discussion on uncertainty evolution
of all states as well as correlation between the states.
The uncertainty evolution of all the states during periods of GNSS availability is presented in
Figure 17. The uncertainty evolution during GNSS availability is presented as a ratio of the uncertainty
at the moment of GNSS outage (200 s) to the uncertainty at initialisation. Generally, most states,
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including the VDM parameters and moments of inertia terms, are observable and remain bounded
during GNSS availability. Some parameters including thrust coefficients and lift coefficients are
not very well-estimated during periods of GNSS availability. Generally, the observability of VDM
parameters is trajectory-dependent but the estimation is sufficient for the purpose of navigation.Sensors 2019, 19, x FOR PEER REVIEW 18 of 22 
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The uncertainty evolution of all of the states during 140 s of GNSS outage is presented in Figure 18.
This is presented as a ratio of the uncertainty at the end of the flight or outage period (340 s) to
the uncertainty at the onset of the outage (200 s). Interestingly, the moment of inertia terms are
well-bounded during the outage period and some terms are even estimated. Further, the VDM
parameters are also well-bounded with the uncertainty of some parameters increasing slightly.
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the moment derivatives which is not surprising, owing to the formulation of the rigid body equations. 
Further, it can be seen that the moment derivative terms are correlated within groups. Pitch and yaw 
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Figure 18. VDM states uncertainty evolution during GNSS outage.
For a better understanding of the correlation properties between the different states, a correlation
matrix is presented in Figure 19. It can generally be se n that th moment f inertial terms were
decorrelated from most of the navigation states, however, they present strong correlation with the
moment derivatives which is not surprising, owing to the formulation of the rigid body equations.
Further, it can be seen that the moment derivative terms are correlated within groups. Pitch and yaw
moment terms presents significant cross correlatio while roll moment terms o not present significant
cross correlation with the other terms. T e high dyn mics in the roll might be the reason for the overall
group observability in roll moment terms as opposed to low-level dynamics in pitch and yaw. It’s
also important to note that the VDM parameters are well-decorrelated from all the other states. Wind
presents significant correlation with position and velocity states and could help explain the significant
growth in position error during periods of GNSS outage.
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5. Conclusions
In this paper, the use of a UKF and direct measurements from a low-cost MEMs-grade IMU and
GNSS receiver in a loosely coupled approach has been investigated for a fixed wing UAV. It was
found that the approach is able to consistently and efficiently estimate the navigation states whilst also
calibrating or estimating model parameters. Further the state vector was augmented to include the
moment of inertia terms since it was of interest to estimate this in flight as well. It was shown that the
filter was able to estimate the moment of inertia terms even with a 10% initial uncertainty. Further,
the filter was able to consistently estimate wind velocity without additional sensors which helped
in improving the navigation solution especially during periods of extended GNSS outage where the
position error in all directions was shown to be less than 14.5 m. The use of a UKF has been found to
produce consistent estimates even with considerable initialisation errors. The real-time implementation
of the approach is a subject for future work where other effects could also be investigated including
control input noise, presence of coloured noise in measurements, and other practical considerations
such as derivation of initial aerodynamic parameters and proper time stamping of measurements
and inputs.
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