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Uusia keinoja toteuttaa ohjelmistotestaus tulisi tutkia ja ottaa käyttöön, jotta ohjelmistojen 
laatu ja asiakastyytyväisyys pystyttäisiin varmistamaan. Testiautomaatio on tunnettu ohjel-
mistojen testausmenetelmä, mutta siinä esiintyy usein ongelmia, kun ohjelmisto muuttuu oh-
jelmistokehityksen aikana.  
Mallipohjaisella testauksella voidaan vastata tulevaisuuden testauksen haasteisiin. 
Malli luodaan testijärjestelmää vasten ja testitapaukset generoidaan mallia käyttäen. Malli-
pohjaisella testauksella voidaan vähentää testauksen kustannuksia ja helpottaa testitapauksien 
ylläpidettävyyttä. Sitä voidaan myös käyttää käyttötapauksien testaamiseen.  
 
Käytännön osuudessa kolme käyttötapausta mallinnettiin ja ei-toiminnalliset testitapaukset 
analysoitiin. Mobiililaitteet, jotka valittiin tutkimusta varten, olivat Nokia älypuhelimet Nokia 
Lumia 800 ja Nokia Lumia 900. Testiympäristö otettiin käyttöön ja testitapaukset luotiin mal-
leista. Järjestelmä perustuu TEMA-työkaluun, joka on kehitetty erityisesti mallipohjaista tes-
tausta varten Tampereen teknillisessä yliopistossa.  
 
Saimme paljon uutta tietoa mallipohjaisten robottiympäristön käyttöön liittyvistä eduista ja 
haasteista. Etuihin lukeutuu se, että robotti, johon on liitetty keinotekoinen sormi ja kamera, 
voi jäljitellä oikeaa loppukäyttäjää. Tästä huolimatta robottiympäristö ei täysin pysty kor-
vaamaan ihmistä ohjelmistotestaajana. Mallipohjaista testausta voidaan kuitenkin käyttää 
todentamaan, että ohjelmistossa ei ole uusia virheitä. Ei-toiminnallisten testitapauksien suo-
rittaminen vaatii testausympäristön ohjelmiston ja laitteiden päivityksen. Pilotin aikana huo-
masimme, että on olemassa monia testausvaiheita, joihin voisimme käyttää kyseistä järjes-
telmää Nokian tuotetestauksessa Jos uusia ominaisuuksia ja laitteita, kuten kameroita, mitta-
uslaitteita ja antureita lisätään testausjärjestelmään, sitä voi käyttää entistä laajemmassa mit-
takaavassa.  
Asiasanat: mallipohjainen testaus, testiautomaatio, ohjelmistotestaus, teollisuusrobotit, opti-
nen merkintunnistus  
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New ways of executing software testing should be searched and applied. Products must be 
published with a good quality, or the customers will not buy the products. Test automation is 
well known software testing method, but typically problems occur, when there are changes in 
software during the software development phase.  
 
Model-based testing can respond the future challenges of testing. A model is created from the 
system under test, and test cases are generated automatically. Model-based approach reduces 
testing and eases test maintenance costs. It can also be used for covering use cases.  
 
In empirical part, three use cases were modelled for mobile devices and non-functional test 
cases were analysed. The mobile devices selected for executing the test runs are Nokia 
smartphones, Nokia Lumia 800 and Nokia Lumia 900.  During this phase, the model-based 
system was implemented, and test cases were generated from the models. The system is 
based on model-based TEMA tool, which has been developed in the Tampere University of 
Technology.     
 
As results of this study, we gained information on of advantages and challenges of model-
based approach using industrial robots. One of the advantages is that the robot with artificial 
finger and camera can mimic the real end user. Model-based testing can be used with the cur-
rent setup to verify that there are no new errors occurred. Non-functional test cases cannot be 
run with the current testing environment, the software and hardware needs to be updated. 
During pilot project we noticed that there are many testing phases that we could use this sys-
tem in our product testing purposes. Adding new features and hardware like cameras and 
sensors would improve the testing system and it could be used on a larger scale. 
 
Keywords: model based testing, test automation, software testing, robots, OCR(Optical char-
acter recognition)  
 
 
 
 
 
  
  
 
Preface  
 
This Master’s Thesis was done on assignment by Nokia Windows Phone research and devel-
opment unit between September 1st 2011 and January 15st 2015. The topic was of high inter-
est to me, and I was able to draw much valuable knowledge and experience about robotics, 
testing automation and model based testing from this process. 
I would also like to express my especially high appreciation to M.Sc. Raine Koponen’s great 
ideas that were of great help during the practical part of the work. 
Tampere  
 
Kalle Kyllönen 
  
 
ABBREVIATIONS AND DEFINITIONS ....................................................................... 7	  
1	   INTRODUCTION ................................................................................................... 8	  
1.1	   Structure of the thesis ..................................................................................... 9	  
2	   SOFTWARE  TESTING ....................................................................................... 11	  
2.1 Overview of software testing ........................................................................... 11	  
2.1.1	  Test flow ............................................................................................. 12	  
2.1.2	  Test characteristics ............................................................................. 13	  
2.1.3	  Test scales ........................................................................................... 14	  
2.2	   Software testing in Nokia Windows product testing ................................... 15	  
2.2.1	  Basic Acceptance testing (BAT) ........................................................ 16	  
2.2.2	  Feature test area .................................................................................. 16	  
2.2.3	  Feature interactions testing (FIT) ....................................................... 16	  
2.2.4	  Non-functional testing (NFT) ............................................................. 16	  
2.2.5	  Regression tests .................................................................................. 17	  
3	   SOFTWARE TEST AUTOMATION ................................................................... 18	  
3.1 Common methods of software test automation ............................................... 18	  
3.1.1	  Defining notations .............................................................................. 18	  
3.1.2	  A manual testing process .................................................................... 19	  
3.1.3	  A capture replay testing process ......................................................... 20	  
3.1.4	  A script based testing process ............................................................. 22	  
3.1.5	  A keyword driven automated testing process ..................................... 23	  
3.2	   Model based testing ..................................................................................... 24	  
3.2.1	  Offline model based testing ................................................................ 24	  
3.2.2	  Online model based  testing ............................................................... 25	  
3.3	   TEMA tools ................................................................................................. 26	  
3.3.1	  Model based testing using TEMA toolset .......................................... 26	  
4	   DEVICES AND SOFTWARE NEEDED FOR THE ROBOT TEST AUTOMATION 
ENVIRONMENT ........................................................................................................... 29	  
4.1	   Robotics vs Human tester in GUI testing .................................................... 29	  
4.2	   How to read letters, numbers and symbols from the screen? ....................... 32	  
4.3	   How to measure frame rates and scroll performance on UI ........................ 33	  
4.5 35	  
5	   TEST AUTOMATION ENVIRONMENT AND UPDATE RECOMMENDATION 
FOR THE ENVIROMENT ............................................................................................. 36	  
5.1	   Current test automation environment ........................................................... 36	  
5.2	   Updated test automation environment ......................................................... 39	  
6	   CASE STUDIES ................................................................................................... 43	  
6.1	   CASE I: Open and close all applications on UI ........................................... 43	  
6.1.1	  Modeling opening and closing functions of the applications ............. 44	  
6.1.2	  Results ................................................................................................ 51	  
  
6.2	   CASE II: Using Browser via 3G and Wlan (flight mode) ........................... 52	  
6.2.1	  Modeling of the applications Using Browser via 3G and Wlan (flight mode)
 ............................................................................................................ 52	  
6.2.2	  Results ................................................................................................ 56	  
6.3	   USE CASE III: Voice call between two devices with interfering simultaneous 
actions .......................................................................................................... 57	  
6.3.1	  Modeling of the applications: Voice call between 2 devices with interfering 
actions. ................................................................................................ 57	  
6.3.2	  Results ................................................................................................ 59	  
6.4	   CASE IV: Evaluation of Nokia KPI test cases ............................................ 60	  
6.4.1	  Score from Sunspider Benchmark web page ...................................... 61	  
6.4.2	  Frame rate when panning in HERE Maps .......................................... 63	  
6.4.3	  People application launch time ........................................................... 65	  
6.4.4	  Results ................................................................................................ 67	  
7	   CONCLUSION ..................................................................................................... 68	  
REFERENCES ............................................................................................................... 70	  
APPENDIX 1 .................................................................................................................. 73	  
  
ABBREVIATIONS AND DEFINITIONS 
Action machine    A model component that describes the functionality of the SUT at 
the level of action words. 
Action word  A high-level action executable by the SUT, implemented with 
keywords 
CMOS   Complementary Metal Oxide Semiconductor. 
DUT   Device under test 
GUI   Graphical User Interface. 
Initialization machine   A model component that defines necessary initialization proce-
dures for the SUTs. 
KPI Key Performance Indicator  
I/O   Input/Output. 
MBT   Model-Based Testing. 
OCR   Optical Character Recognition. 
OCV   Optical Character Verification. 
OS   Operating System. 
PLC   Programmable Logic Controller. 
RATA  Robot Assisted Test Automation. 
Refinement  machine A model component that contains keyword implementing  actions 
words.  
SCARA   Selective Compliance Assembly Robot Arm. 
SDK   Software Development Kit. 
SUT   System Under Test. 
TCP/IP   Transmission Control Protocol / Internet Protocol. 
TEMA   A tool for model-based testing. 
 
Test model  A formal model that describes the functionality of the SUT in 
model based testing  
 
Use case  An action sequence that an actor performs within the system to 
accomplish a particular goal.  
  
UML   Unified Modeling Language. 
USB   Universal Serial Bus. 
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1 INTRODUCTION  
A growing number of mobile phone manufacturers is developing software for the mobile 
devices. Competition is getting harder; customers are demanding more high quality features, 
all the time have therefore more features are being developed.  This means that these new 
features need to be tested as well. The fastest company to get the product out to the markets 
makes the best result. Testing is a crucial part of software development since it costs a lot of 
money, especially when done automatically [10, 11, p, 26].   
 
Mobile phone manufactures are looking for better ways to conduct software testing before 
releasing their products. To improve in this field of software testing: Automation is one tech-
nique used in improving testing. The techniques of writing test scripts, generating test cases, 
and introducing more advanced automated testing including robots can improve and speed up 
the product’s software quality and delivery [22].  
 
For the background, I found from Nokia internal thesis gallery 15 different Master thesis 
concerning test automation. I evaluated topics that already been done and which of them have 
successful. After I got an idea about model based testing using industrial robots. I presented 
the topic to my manager and he accepted the topic. Also pilot project based on my idea of the 
thesis was started with company called Optofidely ltd [26].  
 
The thesis is done at Nokia Windows Phone Quality Operations organization, where I am 
currently working as a specialist product test engineer. Test automation using different kinds 
of robot technology is a new thing even within Nokia and sounded interesting to me. Person-
ally, I am interested in software development and software testing, so this master’s thesis 
gives me a great possibility to learn more about the field, and at the same time to create use-
ful information to the mobile phone industry and the scientific community about model based 
testing with industrial robot technology.  
 
The research problem of this thesis: how model based testing   that includes the use of robot 
platform technology can be used for automated test executions for smart phones? Both for 
Functional and Non-functional use cases. Can robots replace humans? What are the pros and 
cons when robots are used in software test automation?  
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My hypotheses for this thesis is that the model based testing can be used with robot platform 
technology to test smart phone applications. But can it be used for testing multiple applica-
tions at the same time?  Or for UI related performance tests? Are there some test cases that 
cannot be tested with the current environment?  In addition, this thesis gives a recommenda-
tion on how system should be updated so that non-functional test cases can be tested. Also, 
can multiple smart phones be tested with models created using TEMA tools [23]? Currently, 
the adaption software that controls the functionality for multiple smart phones is missing 
from the robot platform, but it will be implemented in the practical part of this thesis.  
 
For the test automation purpose, the main objective of this thesis is to find out the answers to 
the following questions:  Can the industrial robot technology be controlled via model based 
action machines, which are used to define related tests for the smart phone? Does the current 
testing environment described in [22] need an update in order to be able to test all the needed 
tests? Can robots act like humans, and what are the limitations of the robots when compared 
to human performance?  The reference smart phones used in this study are Nokia Lumia 800 
and Nokia Lumia 900.   
 
Features that can be tested using automation include such as using web browser, camera ap-
plication, phone calls and video player at the same time. This thesis aims to describe the au-
tomated test environment of model based testing system, when using robot environment 
technology. In addition, it examines, if model based testing using industrial robot technology 
is an efficient and viable option in smart phone testing.  
1.1 Structure of the thesis 
By the end of this thesis, the reader will have an overall idea of  
• how to make use of model based approach, when using robot testing technology, 
• how setup can be used for mobile device software automation testing, and 
• what new changes needs to be done, so that the system can manage with different test 
phases.  
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This thesis includes seven chapters, and it is structured as follows: chapter 2 provides theoret-
ical background for software testing types, describes different software testing approaches and 
their definitions. In addition, Nokia smart device testing areas are introduced. Chapter 3 de-
scribes different kind of test automation methods, and introduces the TEMA tool set for mod-
el-based testing. 
 
Chapter 4 describes how robot platform technology can be used on test automation purposes. 
In this chapter, the robots are compared to human testers, Tesseract engine, and optical char-
acter recognition (OCR) and Optical Character Verification are introduced. The new needed 
SW and HW parts that should be updated to current robot platform are also discussed. Chap-
ter 5 shows how the industrial robot technology configuration setup is build and how it works. 
Chapter 6 introduces and examines the use cases defined for this thesis.  Lastly, conclusions 
and future considerations are presented in Chapter 7. 
11 
 
2 SOFTWARE  TESTING  
Software testing is an essential part of the software development life cycle, which helps in 
improving the quality of software and giving an overview of the software maturity in differ-
ent phases of the development project. The purpose of the software testing is to search for 
errors systematically in software programs. The software testing can be manually done or 
automated. Test automation is a part of the software testing that can improve the testing effi-
ciency. The software testing work consists of test planning, test environment establishment, 
test executing and evaluating the test results.   
2.1 Overview of software testing  
Testing can be divided into different types depending on what kind and what phase the Sys-
tem Under Test (SUT) is. It is important to know the testing techniques, flows, and the strate-
gy used for SUT. Figure 1 illustrates different testing types; the vertical axel shows the test 
scales that can be used for small unit testing or testing the whole system, the forthcoming axis 
the characteristics from functional to usability testing and the horizontal axis shows the kind 
of information is used to design the test cases. How test case designed in the test flow.   
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Figure 1. Software testing types adapted from [2]. 
2.1.1 Test flow  
Black-box testing  
 
In black-box testing, also known as functional testing, the tester focuses solely on the func-
tionality of the tested software, not the implementation.  When testing a program’s function-
ality, knowledge of the internal structure of the program or programming a solution should 
not be used. Using this technique, the tester cannot make any assumptions about the software 
internal structure. In theory, the only way to show that no errors are present in the program is 
to execute it with every possible input. [4]. 
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The tester is only interested in finding situations in which the program does not behave ac-
cording to its specifications. In order to find these situations, the tester feeds the system with 
input and compares the output of the system to the specified correct output, hence the name 
data-driven testing. However, this is important from the end user perspective, because the 
developer cannot cover all the functionality in their code from the end users perspective. 
 
White box testing  
 
White box testing, sometimes called glass box testing is a test design method that uses the 
control structure of the procedural program code to derive a test case [4]. White box testing 
typically requires coding skills, because the testers need to know how the code is implement-
ed. The understanding code is given and tester verifies that is works as specified.  
2.1.2 Test characteristics 
Functional testing  
Furthermore testing is testing the features and operational behaviour of a product to ensure 
they correspond to its specifications.  Internal program structure or mechanism are not known, 
testing only measures the output from the program when inputs are fed into the program. 
Functional testing is one type of black box testing [6]. This important testing phase ensures 
that all the defined functional requirements are working as specified. Functional testing is the 
testing phase that has been done manually for many years; is also the phase that companies 
are most often trying to automate.  
 
Robustness testing 
Robustness testing is a test type based on testing protocol messages or file formats with ex-
ceptional elements. For example, text based protocols can be tested for their robustness 
against parse errors when encountering unexpected fields in a message [5]. The Robustness 
testing can be seen as conformance testing with negative test cases. Regression testing is any 
kind  of software testing that seeks to uncover new errors, or regressions, in existing func-
tionality after changes have been made to a system, such as functional enhancements, patches 
or configuration changes. Usually, the regression testing is automated and has huge amount 
of test cases. This is because it is supposed to test every possible combination of errors in 
different formats or protocols, for example in video or audio files. 
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Capability testing  
 
Capability testing, known also as performance testing, measures how fast an aspect of a sys-
tem performs user a determined workload. The system is tested in various scenarios in order 
to check its speed and to determine how much stress or load the system can stand [6]. The 
smart phone memory consumption test is a good example of performance testing.  
 
Usability testing  
 
Usability testing concentrates on finding user interface problems, which may cause the soft-
ware to be difficult to use, or may cause the user to misinterpret the output [5]. For instance, 
usability testing is used to test, if smart phone’s web browser is easy to use.  After problems 
are found, the information of the usability problems can be used to improve the application. 
Especially the usability problems of mobile device should be fixing as soon as possible be-
cause the users want to use   
2.1.3 Test scales 
 
Unit Testing 
 
A unit in unit testing, in object oriented paradigm, can be a class or an object, and unit tests 
are done by the developer. Generally, and in programming languages that are not object-
oriented, a unit could be understood as a specific idea and all the code that supports it [7]. 
The idea behind comprehensive unit testing is to build the developers confidence: the more 
tests there are, the safer it is to make changes to the source code. The developers should only 
test a small part of the software, and keep the tests at a simple level and make them quickly 
runnable.   
 
 Module Testing  
 
The main target of module testing is to validate the functionality of each module separately. 
A module is a small part of a program and it is based on program design and specifications. 
Normally, one module contains less than 1,000 code lines. Usually, the developer of the 
module executes the module testing as well. The test cases are planned using module design 
documents. Module testing requires carefully documented and saved test cases, test cases can 
be used for the regression testing [1 p.167]. 
15 
 
 
Integration Testing  
 
Integration testing is the phase where the main focus is on combining different modules and 
module groups together. The test cases are planned based on the architectural design docu-
ments of the project. When the testing is performed, it is important to ensure that various 
modules can communicate with each other using module interfaces [1 p.221].  
 
 System Testing  
 
The system testing is the most demanding testing phase and there are no general methodolo-
gies of how the system testing should be performed. The test cases are planned using the 
functional specifications of the system. Usually, the system testing is carried out when the 
integration testing is completed. The System testing includes several different types of testing 
such as performance testing, interoperability testing, usability testing, recovery testing, and 
localization testing, field-testing and memory management testing [1 p.382]. System testing 
is an important testing phase for the smart phones, because applications and features are 
growing with a fast pace, and they need to interact between each other. 
2.2 Software testing in Nokia Windows product testing  
Nokia’s current main business partner is Microsoft; they are providing the operating system 
for the new Nokia mobile phones [9]. Nokia’s primary task in this partnership is to wake up 
the operating system in Nokia hardware, add own content to the devices, test functionality 
and sell these devices to the global market.  Microsoft tests the platform using automated, 
semi-automated, and manual test cases. When Windows Phone operating system is given to 
Nokia it is already tested from Microsoft side comparing Symbian or Meego products that 
Nokia produced before. The need of testing has therefore reduced. Nokia is looking for a way 
to automate all the testing phases, since the company aims at minimizing resources and sub-
contracting. Thorough manual testing is not possible with current resources, which is why the 
focus has changed from manual testing to automated test engineering. The testing types 
Nokia is currently employing are introduced in this chapter.  
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2.2.1  Basic Acceptance testing (BAT) 
Basic Acceptance testing (BAT) is a subset of functional tests which aims at enabling first 
glance, and ensuring coarse correctness of the tested asset. BAT test does not need to be thor-
ough, but they should be quick to run. BAT is being used to quickly establish basic sanity of 
the software asset. This phase is typically done using manual tests; it is taking a lot time to 
run. BAT test set could contain 70 manual test cases, and it could take 16 hours to run all the 
test cases. Because Windows platform has already been tested, it would be beneficial for 
Nokia to be able to automate this testing phase. Model based testing with robot technology 
which is the focus of this thesis, could provide one possible way to do that.  
2.2.2 Feature test area  
 Feature test area (most likely functional) are used to test newly introduced feature. It is ex-
pected that at some point batches of functional test are assimilated by regression testing. Fea-
ture testing is divided into following testing areas: audio, video, system, security, location, 
connectivity, communications, and networking.  
 
2.2.3 Feature interactions testing (FIT) 
Functional testing consists of set of tests that test the algorithm (functional) correctness of a 
software asset. In other words, testing ensures that the asset responds correctly to input. FIT 
is the most important testing phase. This is because applications and features are tested dur-
ing development process, but their interactions are not typically tested. Normally feature in-
teractions can be tested when the latest software is in the latest mobile device hardware. A 
good example of FIT test case could be: video can be played and voice call can be established 
during video playback. 
2.2.4 Non-functional testing (NFT)  
Non-functional testing (NFT) is often seen as parallel to functional tests, for example test that 
confirms non-algorithmic aspects of software correctness. Nokia formally recognizes two 
sub-types of non-functional testing: performance and reliability test.  
 
17 
 
Performance tests are non-functional tests aimed at confirming adequate performance of a 
mobile system. Both performance and device system are relatively loose terms. The former 
denotes the amount of useful work accomplished by a computer system given specific supply 
of time and resources. 
 
Key Performance Indicator (KPI) test set is chosen by Nokia quality organization. KPI user 
interface Performance testing is needed to ensure that the device’s responsiveness and 
smoothness is good enough for the end user, and that the system capabilities are utilized in 
the optimal way. The end user must be able to perform key activities in a reasonable time for 
the device to meet the expectations. The end user actions are repeated and the UI perfor-
mance level is measured, noticing also the real usage types, where there is not only one ongo-
ing activity, but several concurrent actions performed at the same time. Measurements are 
taken with external user interface performance tools from real HW, and from all the upper 
software layers. The testing is now done manually, and it takes a lot of time to run all the 
needed tests. 
 
Reliability tests are non-functional tests that aim at confirming adequate reliability (robust-
ness) of a software asset. The reliability is measured in the time between failures (crash, error, 
freeze, state corruption) in various conditions. The testing conditions try to emulate various 
environments, and they tend to fall into the soak and stress categories. Soak testing emulates 
prolonged normal use, whereas stress testing emulates adverse conditions (resource depletion, 
sudden error condition, connection outages). Soak testing is likely to identify slow resource 
leaking defects, when stress testing can identify robustness defects (e.g. system response to 
the broad spectrum of possible states).  
2.2.5 Regression tests  
Regression testing is the process in which a software test asset is re-tested after a modifica-
tion. Regression tests can be (functional or otherwise), re-testing is needed to review, if pro-
posed modification had or had not introduced regression. Regression testing phase is typical-
ly automated, because the test cases remain the same. This phase has already been automated 
in Meego and Symbian testing organizations, but only by using automated tools that are call-
ing methods inside. These tools, however, do not utilize the research subjects of this thesis: 
model based testing or finger robots.  
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3 SOFTWARE TEST AUTOMATION  
In test Automation is the use of software used to control the execution of tests, the compari-
son of actual outcomes to predicted outcomes, the setting up of test preconditions, and other 
test control and test reporting functions. Commonly, test automation involves automating a 
manual process already in place that uses a formalized testing process. Manual testing pro-
cess should be working well before automation can be done [18]. Also the process to move 
from manual testing to automated testing is not always easy as it seems to be.  For example, 
video playback quality is not an easy task to automate, because the quality of video and 
sound cannot be measured without special or external tools.  
3.1 Common methods of software test automation  
Test automation is not an effective method for all testing phases; execution and analyzing of 
tests are the phases most amenable to automating. Automated user interface testing is always 
a hard tasks to do, user interface typically changes almost every release and this means that 
test automation scripts or codes needs updates quite often.  Software must be tested to gain 
confidence that it will work as it should in its intended environment. Software testing needs 
to be effective at finding any defects that are there, but it should also be efficient, i.e. perform 
the tests as quickly and cheaply as possible [18]. 
3.1.1 Defining notations  
There are many process notations related to software testing automation and to manual test-
ing processes. This section begins with a description of manual testing process, followed by 
several testing processes that use automated test execution. A diagram will be used to de-
scribe each testing process for descriptions see Figure 2. 
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Some of the notations that are used to define the diagrams are as follows: 
 
 
Figure 2. Notations used in process diagrams, adapted from [5, p. 20]. 
3.1.2 A manual testing process  
Manual testing is the way of testing that is still broadly used. The test design is traditional 
done manually based on requirements documents or system specifications. Documents can 
used to define high-level plan to overview of the testing goals [5, p.20-21].   
 
After the high-level plan of the testing goals is designed the output can be manual test cases.  
The test execution is also done manually as shown in Figure 3. For each test case, a manual 
tester execute the step of that test case, e.g. interacts directly with the System Under Test 
(SUT), compares the SUT output with the predictable output, and records the test result. 
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Figure 3. Manual testing process, adapted from [5, p. 21 
This manual testing process is executed for every new software release, it is time consuming 
and very expensive because it is done manually, it takes time and money of the project. Be-
cause the lack of automation these same tests are repeated for multiple times. Problems might 
be also that if most of the manual test cases are always passed the tester will get bored to 
his/her test execution tasks. At some point when project budget near to end, typically projects 
start to reduce manual testing, to keep costs low. This might be a problem to an end user of 
the distributed software product because software can be incomplete, not mature and stable 
because of lack of testing [5, p.21-22]. 
3.1.3 A capture replay testing process  
Capture/replay process is trying to reduce cost of testing by recording inputs during manual 
testing, inputs are generated to scripts that can be executed later. Because test are recorded 
manually, it also takes time. When the new software release is available, the recorded test 
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cases can be run against it, if there are failed test cases, it gives report to tester that something 
went wrong comparing to the older software release.    
 
Capture/replay tests are often used to support the automated regression testing. Changes to 
SUT might increase the work amount of the tester because the new functionality or changes 
in user interface are needed to record again and even the change is really small the old rec-
orded script might not work anymore. Figure 4 describes Capture/Replay testing process [5, 
p. 22-23].  
 
 
 
 
 
Figure 4. A Capture/Replay testing process adapted from [5, p. 21] 
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3.1.4 A script based testing process 
Script based automation process is based on testing scripts that are used to automate the test 
execution in SUT as show in Figure 5. One test script is covering typically one or more test 
case specifications. Test scripts are typically created with some standard programming or 
scripting language. Within Nokia software testing projects scripts are written in python and 
perl.  
 
Scripting is a good way to automated basic manual test cases, scripts for example open appli-
cation and close application type test cases. Like Capturing/replay process script based auto-
mation can be used for regression testing. Basic test cases that are not failing usually are easy 
to automate with scripts and test cases can be run for the new software releases [5, p. 23-24].  
 
Problems might occur if the requirements of the software are changed, because scripts are 
programmed to work as specifications, so it also increases the work load of the tester if 
scripts needs to be updated after every new software release. For example, if an application 
has now more features, scripts are not testing the whole application any more, just the old 
features [6]. 
 
 
 
Figure 5. Script based automation process, adapted from [5, p. 23]  
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3.1.5 A keyword driven automated testing process 
A keyword driven testing automation process is based on a sequence of action keywords 
within the test cases. As shown in Figure 6, the code adapter acts as an interface between the 
script and the test execution tool. Adapter changes the sequence of keywords and data values 
into executable test cases. The main idea is create as abstract test cases as possible, test cases 
should be in general level. Then the changes of SUT would not create a lot of maintenance 
problems.    
 
Even the abstraction level is higher than for example script based automation, there is still a 
need for manual work from the test designer. One good thing about keyword driven automat-
ed keyword are that tester who are not programmers can at least read the keywords and un-
derstand keywords idea and what it is testing. Comparing to scripts that might be just a pure 
code and cannot be understood so easily. [5, p. 24-25]. 
 
 
 
 
Figure 6. Keyword-driven automation process, adapted from [5, p. 23] 
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3.2 Model based testing  
The Model Based Testing (MBT) can be separated into two different categories; offline and 
online testing. Comparing previously described testing processes, the MBT process includes 
the test generation and test execution and are both automated. With offline testing the test 
suite is generated from the model and test scripts are saved. Test scripts are run using tool 
dedicated for the SUT. Online testing differs from the offline testing that the tests are gener-
ated and executed at the same time. The online testing can react changes within the software 
and make independent decision how to continue testing. With this feature it possible to test 
non-deterministic systems and run infinite test runs [11; 12]. 
 
3.2.1 Offline model based testing  
The Offline MBT is based on that the test generation and execution are not executed at the same 
time. The offline MBT testing process is shown in Figure 7. The requirements specification is 
used for baseline for models, the model is imported to the test generator. The outcome of the test 
generator are the test suites from the model with test requirements. Test suites are run using the 
test executor and test suites are run against the SUT, when the test run is ready, system gives a 
report of the results. Typically the executors are third party tools [13; 14]. 
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Figure 7. Offline model based testing approach, adapted from [5; 15] 
The offline MBT approach is good for regression testing because test suites can be saved and run 
anytime again. So same test suites can be used without renegading the test suites.  This fastens the 
testing time and when the new software release is ready it can be tested. If software changes the 
test modeler needs to changes the models, not the scripts. So this is also saving some time to 
comparing previously described test automation processes. The offline MBT generator generates 
abstract test cases, which have to be made executable before running them. MBT offline mode 
can be part of the tool chain of the software project because the executor can be third party tool 
and there are many tools available [15].  
3.2.2 Online model based  testing  
Online MBT approach is based on that the model is created based on system and program 
requirements. After that the model and test requirements are imported to the MBT tool. Fig-
ure 8 describes the method of online model based testing approach. The biggest change com-
paring to offline MBT is that the test generator and an executor are in the same tool, that 
gives a possibility create test and run tests at the same time. The adapter needs to be imple-
mented before the testing can be started. The adapter is the interpreter between the SUT and 
26 
 
the MBT tester. Online MTB tool runs the imported model and test execution can be started. 
Test results are generated and if results are not following the designed models, fails are rec-
orded to the test report [15]. 
  
 
Figure 8: Online model based testing approach, adapted from [5; 15.]. 
3.3 TEMA tools 
TEMA tool set is developed and owned by Tampere University of Technology, Department 
of Software Systems. TEMA toolset can be used for MBT purposes for domain in the 
smartphone application GUI testing. Tampere University of Technology has researched TE-
MA toolset with practical use cases and with real companies. For example with Nokia. The 
TEMA tools main idea is that the models are described in higher level and are reusable with 
multiple different mobile platforms [16.]. 
3.3.1 Model based testing using TEMA toolset  
TEMA toolset can be used for designing and execution of the model based test suites. TEMA 
toolset is for online MBT test execution. The toolset can be divided in five different parts, 
and the structure of the TEMA toolset architecture is demonstrated in Figure 9 inside a dotted 
boxes.    
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Figure 9. TEMA Tools architecture, adapted from [18] and [22]. 
The first part is Test Modeling, Models are designed against requirements by test modeler. 
Models and their equivalent data tables, localization tables are created. The second part is 
Test Design and Control where tests are launched and perceived, by test designer and chief 
tester.  
The third part consists of Test Generation, this part is for collecting all the needed test togeth-
er for the test run and monitoring that the all test are executed. Fourth part is the keyword 
execution part that combines the SUT and test engine together. Keywords are used to link the 
SUT and test engine so they can work together. Fifth part is Test Debugging, Test log is ana-
lyzed after the test execution. Test debugger and Test engineer can use the test log for debug-
ging purposes [18]. 
 
Model designer is used for creating data tables and models. There are two types of models 
and both are in different level. The main functionality is modeled in the action word level and 
refinement level is describing the functionality in more detailed level. Action machines are 
called as action words, are in the higher level, and their functionality is in general level. Re-
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finement machines are in the lower level and communicate with action word using keywords 
[22]. 
 
In the Data tables the data is includes the external data that is used in data statements. Locali-
zation tables can included for example different language for keywords so test cases can be 
run for different language variants.  
 
After the models are designed, the Web GUI is used for launching test runs. TEMA tools 
consist different types of possibility how to run the test models, the tester can chose from the 
Web GUI that what kind of parameters are used. Parameters like number of SUT’s, number 
of adapter used, types of SUTs, and what kind of algorithm is used to generate the test suite. 
When all the parameters are chosen, a test controller starts the test engine and test generation 
can be started.  
 
Needed information is sent to the test generation part and tests run is started. Test logs is 
started at the same time and it collects all needed information to the log file. Test execution 
can be followed from the Web GUI and controls the test run in real-time. Test control and test 
engine are reporting the execution progress status into the test log.  [18, p. 18].  
 
For this thesis, Nokia Lumia 800 based SUT is used, so adapter controlling the keywords 
inside the models and changing those in form that the robot can use them as a test case. The 
test engine transfers them to the adapter application, and passes the response to the industrial 
robot that is controlling the testing of connection to SUTs. The adapter tool not only converts 
keywords into the form understood by the SUT, but it also manages the gradual execution of 
complex keywords and returns data on whether the keyword execution was successful or not 
back to test engine [22]. More information about TEMA tools, modeling and test execution 
can be found from [18] and especially about TEMA tools used with robot frame work can be 
found from [22].  
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4 Devices and software needed for the robot test automation 
environment  
 
This chapter introduces the robot platform and how robotics can be used in GUI software test 
automation. The following questions are dealt in this chapter: why robots are good for soft-
ware test automation, and why they are bad? Can robots replace human testers?  
 
The robot platform of this thesis is the same that was used in Natalia Leinonen’s master thesis 
[22]. The robot includes camera and Tesseract engine, that can be used for Optical Character 
recognition (OCR) and Optical Character Verification (OCV). The current robot platform 
does not include all the needed HW and SW. This and the following chapter five define the 
kind of HW and SW that are needed to test all the software areas presented in chapter 2. 
4.1 Robotics vs Human tester in GUI testing  
Tampere University of Technology has a project called “Robot Assisted Test Automation” 
(RATA). They have researched different kind of concepts, where robotics and test automa-
tion can be combined [24][25][29]. There are many different kinds of robot available for dif-
ferent use cases. In this thesis Sony XRS robot [28] is used to run the use cases; the robot is 
presented in Figure 10.  
 
Robots can be used for GUI testing because they are able to mimic the end user well enough 
[29].The robot, camera and finger can be used to press buttons, to find text strings, numbers, 
write texts, create gestures and swipes, and locate icons and symbols on the screen [27]. This 
means that the robot can basically do almost the same things than human tester with hands 
and eyes. In comparison to a human, the robot always performs the actions with same speed 
and power, for example the length of the swipe and power of the pressing the UI is always 
the same. However, those values can be changed just by giving the parameter new values. 
The robot can see only what camera captures, which means that if something happens outside 
the camera range, the robot does not recognize it. Meanwhile a human can easily see every-
thing what is happening on the background.  
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The current robot platform supports adding only two devices to test bench at the same time. 
The coordinates of the places, where these devices are located, need to be taught for the robot 
platform. If two or more devices or tables need to be tested, it demands a bigger robot and 
bigger robots cost more. A human tester can test all kind of devices and all sizes of them. 
Another problem of using robotics is that the current robot platform cannot change UI mode 
of the device from portrait to landscape.  This functionality would require also an HW update 
which makes it more costly.  
 
When the robot is used for long test runs, the mechanical parts can move 1-2 mm, which 
might cause the robot finger not pressing the right coordinates of the device, and the test case 
or test run can easily go to a state of error. When comparing the performance to a human test-
er, the human always presses that right spot, and if the human makes an error press, they can 
make another try, and the test cases run can be continued. Also the test model can be created 
with an error handler, but the error handler does not work, if the hard coded mechanical coor-
dinates are dislocated. The mechanical parts of the robot might get broken or maintenance 
might be needed, and this is another aspect which increases the expenses. In addition, prob-
lems might occur, if the robot gets broken during the test phase, and it needs to be fixed. 
Consequently, if the robot provider cannot offer an immediate fix, the test results will be late. 
The worst case scenario would be that the robot is broken for two weeks and it cannot be 
fixed before the spare part is ordered combined with that the manual test sets have been 
planned to run with the robot, and there are not human test resources available [27].  
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Figure 10. Picture of Sony SRX-611 robot with Nokia Lumia 800 and Nokia Lumia 900 on the test bench.   
The robot platform can only test what is tested in test models. This restricts its ability to mim-
ic the end user, because the robot cannot handle a simple pop-up on the UI, f it is not coded to 
test model. A human can always see what happens on the screen, and act based on that. The 
same problem appears when the SW release has new features or it has been changed from the 
previous version: a human can see the difference immediately, but the robot needs updated 
test models. The test models can be coded to be very complex and big, but this makes it hard-
er to maintain them. When compared to test automation methods that are run inside the soft-
ware robots are better, because the robot finger is touching the screen, and not just “pressing” 
some software component that generates the action. Robots are run by electricity, which 
makes them able to perform test cases during the evenings, night or weekends, as long as they 
are on state. On the opposite, a human tester typically works only during office hours, takes 
breaks, eats, drinks and might even get bored having to run same test cases again and again – 
robots never get tired or bored.  
 
The robot platform can run GUI test cases, but currently they cannot test features or modules 
that are shown on the UI. Also debugging the problems that are happening in the low level of 
software are problematic, because the robot testing does not generate any software level log. 
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The log is just about how the models are run. One possible development idea is that the logs 
inside the mobile and the robot testing logs could be added together.  
 
Exploratory testing and usability testing are areas that robots could not do, since both areas 
need human testers. This is because robots do only test cases that are coded and it do not 
know, for example, if a button is at the right place or if it is usable from the human point of 
view.  
 
Robots can also harm the test devices, if the calibration or something else goes wrong before 
the testing starts. For example, the robot finger can press the screen too deep and break it. 
Also, if something goes wrong, the mechanical parts of the robot can cause physical harm to 
a tester, who is too close to the robot. This is why the robot platform needs to be located in a 
part of the office, where there is limited access to the robot. This secures people from getting 
hurt. Compared to what has been said above, a human tester cannot break the device with 
hands, and human tester typically is not hazardous to another human tester.  
4.2  How to read letters, numbers and symbols from the screen?  
The test robot includes a camera, and it takes pictures of the mobile device’s UI. The UI of 
the mobile device consists of text strings, icons and symbols. Tesseract engine can be taught 
to recognize letters, numbers, icons and symbols, and after the teaching process is done all 
taught letters, numbers and symbols can be used within the test models [34]. All taught things 
need to be named and saved. The current robot platform does not have a library where are all 
the needed letters, numbers and icons could be saved, which is why those are located in a 
folder on the PC. If the robot platform is used globally, should the letters, numbers and icons 
be saved in a cloud service, where everyone can access them.   
 
Tesseract engine allows the usage of the OCR and ORV [35]. OCR searches what is seen on 
the screen, and OCV verifies it. The Tesseract engine is like a human brain that decides what 
do next. For example, if the text string” Phonebook” is searched from the UI, and if it can be 
seen, the Tesseract engine looks it via camera that is included to the robot platform and 
moves on the top of the “Phonebook” text string. After this the robot finger can perform the 
test model. Tesseract is open source software so it is not the fastest and the most reliable en-
33 
 
gine available. Recognitions might be quite slow and accuracy is not the best. This might 
slow down the testing time, if the Tesseract engine is using for example 10s of time per one 
icon or test string. Comparing OCR and OCV to human tester, a human can see what happens 
on the screen, and use a finger to press an icon or text, which does not take 10s. However, 
Tesseract and a human both can make mistakes, but a mistake made by Tesseract can cause 
serious problems. For example, if a test run is planned to take 12 hours and an error occurs 
during this time, it might delay testing significantly. 
 
Currently there is no tool that could be used from the PC with an UI, so that the tester could 
easily teach new text and icons to the robot. Having this option would shorten the teaching 
time of the text and symbols.  
4.3  How to measure frame rates and scroll performance on UI 
Robot aided testing can be almost like manual testing, but how does it compare to human 
eyes?  Using a human tester makes it possible to detect, if frame rates are slow, when mobile 
devices UI is scrolled, or application are opened and opening time seems to be very slow. 
This is something that the robot measures, but does not see as a fault. A good side of the ro-
bot platform is that HW and SW can be integrated to the system. Nokia KPI test set needs 
external tools that are provided by Optofidelity ltd [26], but which are not part of the current 
robot platform. Nokia KPI test set is presented in chapter 7. KPI is currently tested using 
product called WatchDog [35] that is shown in figure 11. WatchDog [or WD from now on] is 
a product that Optofidelity has developed, and it includes software and a high-speed camera 
with a multimodal unit. It can be used to measure latency, response time, and it reports test 
results to the user. WD frame rates can be measured frame by frame, the start point and end 
point can be marked, and, for example, the time it takes to open a video application can be 
measured very accurately.   
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Figure 11. Picture of WatchDog testing tool [26].  
Scroll Performance Analyzer (SPA) [35] is a software part of the WD, and it can be used to 
measure the user experience. It recognizes even the smallest changes on the UI. It can meas-
ure, for example, the frame rate of the movement on UI, when maps applications map is 
scrolled with a finger. A human tester can see that the UI is lagging, but it cannot measure the 
frame rate of the movements on the UI. WD and SPA can give very specific numeric test 
results on the frame rate performance on the screen of the mobile device.  At a Nokia test lab, 
we have a WatchDog with SPA, but for now it can be used only manually, and it takes quite a 
time to run all the needed tests. Earlier it was not possible to automate Nokia KPI test set, but 
now when we have a robot platform where WD can be integrated, we are able to automate the 
test set.  
                          
New software is flashed to the device using Nokia internal flashing tools. One of the prob-
lems is that device needs to be flashed manually, when the software is released. This might 
ruin the calibration of the device. In addition, it takes a lot of time to take the device from the 
robot bench and put is back after it has been flashed manually. With the current robot plat-
form it is not possible to flash the device automatically when it is mounted and calibrated. 
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There is software called Jenkins, an open source tool, that be used to continue integration 
purposes [36]. Using that the devices can be automatically flashed together with Nokia inter-
nal flashing tools. Jenkins can also be used to run different kind of test sets, and this is when 
it works like a task manager. If a device could be flashed, when it is mounted to robot plat-
form, it would save a lot of time. When the new software is released, Jenkins would detect 
that and flash the device, after which automated testing could be started. With this addition 
tests could be run whenever new software is released.  
 
4.5 How to follow and record test runs  
 
Currently only a test log is produced, when test models are run. If problems occur during a 
test run, it would be useful to be able to capture a picture or a video from the screen, since a 
log by itself might not reveal the reason for the problems. One possible development is to 
make it possible to add a surveillance camera to the robot platform.  The camera needs to be 
implemented to the software level, and when the test run starts, it should record the whole test 
run. If an error happens, it could be tagged to the test model log, so when the test engineer is 
checking out the test results, it would be possible to check the video recording of that what 
really happened when the error occurred. This would be important improvement in compari-
son to a human tester, who always sees what happens on the screen during the test run.  
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5 TEST AUTOMATION ENVIRONMENT AND UPDATE 
RECOMMENDATION FOR THE ENVIROMENT 
 
 
The main goal of this thesis is to evaluate the current robot platform in use that is described in 
thesis of Natalia Leinonen [22]. Environment models that are created using TEMA tool set 
are run using this robot platform.  This chapter studies how this system works from the soft-
ware point of view. It describes how keywords and test cases are handled, how information is 
flowing, when camera takes a picture from the mobile devices UI, and how the robot with 
finger is controlled. The adapter unit for TEMA consists of three main parts: TEMA adapter 
unit, a robot control module, and a camera control module.  
 
The current test automation environment can be used only for the first use case of this thesis. 
The other use cases, where two phones are needed, require some changes to the adapter unit. 
This chapter describes the current test automation environment and gives recommendations 
on the how test automation environment should be updated in the future so that it can be used 
to run Nokia testing phases better. It is also discussed, how the new SW and HW discussed in 
chapter 4 should be included to the current test automation environment.  
 
This chapter does not give detailed description of all the functionalities and how the system is 
working. More detailed information for example about the camera model, SDK-versions and 
program languages can be found from [22,p 38-44].  
5.1 Current test automation environment  
The current test automation environment is verified to work with simple use cases and with 
only one DUT [22]. Figure 12 shows all modules, and the information flow within the mod-
ules. In table 1 it is described how different modules are working with the current test auto-
mation environment. Table 1 also describes the information flow, how the models are han-
dled, and how models are changed for the test cases. The most important three parts of the 
test automation environment are the TEMA adapter, the camera control module and the robot 
control module, since the most important decisions are done within these three modules. The 
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TEMA adapter is used to execute the keywords that come from the engine. The adapter is 
used to ensure that the robot, camera and finger can work together.  Natalia Leinonen [22] 
created approximately 30 keywords for her thesis. For this thesis, 18 new keywords were 
introduced, because we could not test all what we needed to test using the already existing 
keywords. All the new keywords were verified within the current system, and they are listed 
in Appendix 1.  
 
 
 
Figure 12. Block diagram of test case execution with an industrial robot integrated to the TEMA Toolset 
adopted from [22].  
The robot control module is acting based on the keywords that the test cases can be run on the 
DUT. The Robot control module is created to mimic a human tester, but there are naturally 
limitations to its performance when compared to a human. The robot control module can per-
form all the simple and basic functionalities, but there are problematic aspects as well, as it 
was discussed in chapter 4.   
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Table 1. Descriptions of the modules that are presented in figure 12 [22].  
Name	  of	  the	  module	  	   Description	  of	  the	  module	  
DUT	   Nokia	  Lumia	  900.	  Only	  one	  device	  can	  be	  tested	  
IDS	  uEye	  Camera	   Takes	  an	  image	  of	  the	  DUT	  displays	  UI	  
Camera	  Driver	   A	  link	  between	  image	  analyzing	  and	  camera	  control	  module	  
PyuEye	  Wrapper	   Allows	  using	  uEye	  camera	  under	  Python,	  Images	  are	  captured	  directly	  as	  an	  array	  format	  
Camera	  control	  	  
module	  
Reading	  the	  text	  on	  the	  UI,	  locating	  buttons	  and	  icons,	  and	  verifying	  
results	  
PyTesser	  Wrapper	  
PyTesser	  saves	  the	  given	  image	  data	  as	  an	  image	  file	  ,	  opens	  a	  command	  
line	  interpreter,	  runs	  Tesseract	  using	  the	  saved	  image	  as	  an	  input,	  reads	  
the	  text	  file	  created	  by	  Tesseract	  and	  outputs	  the	  textual	  data	  as	  a	  text	  
string	  to	  the	  user	  
Tesseract	  OCR	  Engine	  	   Is	  ran	  from	  the	  command-­‐line	  interface,	  the	  application	  takes	  the	  path	  to	  the	  saved	  image	  as	  an	  input,	  and	  creates	  a	  text	  file	  as	  an	  output	  
TEMA	  Tool	   Sends	  keywords	  to	  the	  TEMA	  adapter	  and	  receives	  the	  test	  results	  after	  executions	  
TEMA	  adapter	   Executes	  the	  keywords	  received	  from	  the	  TEMA	  test	  engine	  
Robot	  Control	  Module	  
Moves	  the	  robot	  finger	  with	  camera	  to	  the	  wanted	  coordinates.	  This	  is	  
done	  by	  sending	  commands	  to	  the	  robot	  through	  serial	  port.	  The	  robot	  
listens	  to	  the	  serial	  port	  and	  performs	  given	  orders	  
Sony	  SRX	  SCARA	  Ro-­‐
bot	  
Robot	  control	  module	  moves	  the	  robot	  with	  finger	  that	  is	  touching	  the	  
UI	  of	  DUT	  
 
The camera control module is shooting pictures from the UI of the DUT, and forwarding 
them within the system after the test case is run, so that the next test model can be run. There 
are two use cases for the camera control module. In the first one the icon or text is known and 
it is given to the module, after which the module returns the coordinates, where the text or 
icon can be found from the UI of the device. In the second use case the text or icon is not 
known, and the module searches the UI of the device, and tries to find the object. After the 
object is found, the module gives its coordinates. [22]. Both of these use cases are very im-
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portant from the mobile device testing point of view, because mobile device UIs and applica-
tion names consist of test strings and icons. The camera control module and the software re-
lated to it should work very accurately, because if the camera control module returns wrong 
coordinates, the robot finger will push wrong coordinates on the UI, and the test case will 
fail.  
 
As it can be seen in Figure 12, only one device can be tested, and the support for two devices 
is missing. For this thesis the adapter module was coded to support two devices at the same 
time, but we noticed that it takes a lot of time, effort, and money to make changes to the 
software modules of the test automation environment. We decided that the rest of the new 
requirements will be implemented by Optofidelity after the pilot project. The needed changes 
are discussed in this chapter, but the actual implementation will happen later in the second 
robot project, if it is possible. The problems related to running the KPI test cases that were 
analyzed in chapter 4 also present a significant defect in this test automation environment.	   
5.2 Updated test automation environment  
If the Nokia KPI set is automated, the new features and modules of the Tema adapter need to 
be added, the mobile device needs to be flashed using Jenkins, and WD with SPA needs to be 
added to the current robot platform. Negotiations concerning these changes should be started 
with Optofidelity and Tampere University of Technology, if the project is to be continued 
within Nokia. 
 
Figure 13 shows the new requirements and how they should be included to test automation 
environment.  The surveillance camera is marked with the green frame, and its functionality 
should be added to the new SW layer alongside with the TEMA adapter. WD with SPA is 
marked with a brown square, and the functionality should be added to the new SW layer. The 
new SW layer is depicted in the figure 13 as “NEW SW”.  The two-device support is marked 
with a grey square, and it is already implemented, but it also needs to be implanted to new 
SW layer.   
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Figure 13. Updated picture of the test automation environment 
Table 2 describes shortly the functionality of the new requirements, and how it should work 
from the testing point of view. A new SW layer should be implemented, and the new re-
quirements should be added to it. The new functionality should be implemented within the 
TEMA adapter, and another layer on it. The new SW layer should control the Watchdog with 
SPA, the surveillance camera, and the support for the two DUTs. The new SW layer will be 
quite complex, because it needs to handle test runs, WD and measurements, change focus 
between the two DUTs during the test, and at the same time follow the surveillance camera 
recording. When the complexity of the software is growing, the odds that something goes 
wrong during testing grows. But if all the testing phases that Nokia Lumia products need, 
especially KPI test sets, are going to be tested using MBT and robots, these above mentioned 
new requirements need to be implemented.  
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Table 2.  Updated requirements and descriptions for the test automation environment 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
USB connection with flashing support and Jenkins is marked with a black square. It does not   
need to be added to the new SW layer, because Jenkins can handle the flashing of the device, 
and start the test runs. For example when a new image is ready for testing, Jenkins flashes the 
device, and starts the needed test runs. After the test run is ready, the test results are sent to an 
e-mail account. After this Jenkins is waiting until the next image is released, and starts testing 
again.  
 
 
 
 
 
 
 
 
 
 
 
Name	  of	  the	  
module	  	  	  	   Description	  of	  the	  module	  
WatchDog	  	  
WatchDog	  is	  designed	  to	  measure	  the	  key	  elements	  of	  
the	  user	  interface	  performance	  –	  speed,	  latency	  and	  
response	  times	  of	  the	  device.	  
Scroll	  
Performance	  
Analyzer	  
	  A	  camera	  based	  measurement	  tool	  for	  detecting	  con-­‐
tent	  and	  updating	  frequency	  from	  DUT	  display.	  Is	  used	  
to	  detect	  changes	  in	  the	  content,	  and	  it	  should	  be	  
moving	  on	  display.	  Detects	  how	  the	  content	  is	  updat-­‐
ed	  from	  frame	  to	  frame	  
Surveillance	  
camera	  
Records	  what	  really	  happens	  on	  DUT	  display.	  
Timestamps	  are	  connected	  with	  tested	  keywords	  
2	  Devices	  
under	  test	  	  
2	  devices	  under	  test	  can	  be	  tested	  using	  the	  same	  
robot	  
Internal	  
flashing	  tools	  
with	  USB	  
DUTs	  can	  be	  flashed	  before	  testing	  using	  a	  USB	  con-­‐
nection	  
Jenkins	  	  
Commands	  flashing	  and	  test	  runs,	  provides	  continu-­‐
ous	  integration	  services	  for	  software	  development	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6 CASE STUDIES  
The case studies presented in this section are implemented using Nokia Lumia 800 and Nokia 
Lumia 900. The main objective is to find out if the configuration can be used with two differ-
ent yet similar mobile devices. After the models have been created for Nokia Lumia 800, 
their reusability with Nokia Lumia 900 is tested. The maintainability should be low, since 
new mobile devices often come with different screen sizes. The main idea is to prove that 
after the models have been created and run using TEMA adapter with industrial robot; it does 
not matter whether we are testing Nokia Lumia 800 or Nokia Lumia 900. A typical problem 
of test automation is that if DUT is changed, the test cannot be run. With model based testing, 
TEMA tool, and test environment configuration this should be possible.  
6.1 CASE I: Open and close all applications on UI  
An example of a very simple mobile device testing phase is the opening and closing of all the 
applications. This testing method can be used between releases. When new release is coming 
out, these basic tests should be run for it, because it gives implications if the applications are 
working or not. In this case, not all the applications were chosen. The applications chosen for 
the testing in this case are:  
 
• Alarm  
• Calendar  
• Camera  
• Phone  
• Pictures  
• Music+Video  
• Internet Explorer  
• People  
• Messaging 
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6.1.1 Modeling opening and closing functions of the applications 
The model creation is good to start by writing down what needs to be modeled. After doing 
this the modeling with Model Designer becomes a lot easier when compared to the situation 
where the modeling is just being started without a good plan.  
 
Opening and closing chosen applications goes as follows:  
 
1) Go to the start screen by pressing the Windows button.  
 
2) Go to the application menu by dragging the screen to the left 
 
3) Choose the application from the application menu  
a. Search for a text string e.g. 'Messaging'. 
b. If it is found, tap the text string. 
c. Else, scroll down and go to step a.  
 
4) Verify 'Messaging' text string.  
a. If 'Messaging' is found, close the application pressing the back button.  
b. Else, log error "messaging application text string not found". 
 
 
After the steps are defined, Model Designer is used for modeling the applications. The model 
consists of two levels: the action machine level and the refinement machine level. The action 
machine level is quite abstract, and it uses action words for state transitions, action words are 
denoted using aw within the model. The action machine is illustrated in figure 14. This same 
action machine is used for every application; the difference the verifications is created under 
a refinement machine. 
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Figure 14. The action machine for opening and closing an application.  
Refinement machines are used for dividing the actions into smaller steps. The smaller steps 
are called ‘keywords’ and they are denoted by using the abbreviation ‘kw’.  The refinement 
machine of the messaging application is illustrated in figure 16.  
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Figure 16. The refinement machine for opening and closing an application. 
The action words are refined in a refinement machine using start_ and ended with end_. All 
the states and refinements between those two prefixes define the implementation of the action 
word. The keywords are defined in the TEMA adapter using Python code. The adapter inter-
prets the keywords and the robot executes the tests. 
 
Opening and closing the applications requires keywords that should be used when executing 
the tests. The following keywords are needed for this open and close applications model:  
• Kw_SelectFromList  
• Kw_VerifyText 
• Kw_VerifyObject  
• Kw_TapObject 
Using a keyword above, all the functionalities of the use case can be executed. For example, 
Kw_SelectFromList is used to tap the messaging application text that can be found from the 
list view. After the application is started, kw_VerifyText is used for verifying that the defined 
text can be found in the user interface of the application.  Kw_VerifyObject is used for veri-
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fying the object in the application user interface. Kw_TapObject can be used for tapping the 
back button of the application, or the Windows Phone button that returns the user interface to 
the main state.  
 
The Windows Phone button and back key button can be hard coded to the model, because 
their places are not changing. However, hard coding of symbols should be avoided, because it 
may cause problems, if something changes within the user interface. 
 
Opening and closing applications structure is illustrated in figure 15. The action machines 
and the refinement machines are at different levels. All the applications under test are defined 
in the structure. At first we created concurrent units per application, but we soon noticed that 
the maintainability is better, if we use only one concurrent unit.  After the modeling phase is 
ready, the SUT is added to the model.  
One action machine is created for error handling. One goal of the first use case was the sys-
tem’s easy recovery from the error state. For example, if an error occurs, and the messaging 
application cannot be opened, it is defined in the model that the error goes to an error handler, 
which tries to open it again. If that is not possible, the model tries to run the next application. 
The error handler is an easy way to continue the test run, because TEMA tool basic function-
ality stops the test runs when an error occurs.  
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Figure 15. After the model is ready, it consists of many action and refinement machines.   
When the model is ready it needs to be exported from Model Designer and loaded to the 
TEMA tool’s Web GUI for the test generation and execution. Web GUI has different modes 
that can be used for testing the created models. In this case the bug hunt mode is used, be-
cause it does not matter in which order the test cases are run. We just need to verify that all 
the chosen applications can be opened and closed after verifying text and objects in the user 
interface.  
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Figure 16. Main menu of the test run  
After bug hunt mode is selected, it is time to start the test execution. During this phase prob-
lems occur, if the model is not well-designed. The adapter checks the configuration, the mod-
el, and then starts to compose the test cases from the model. If the problems are in the model, 
the test run does not start. If everything works, the adapter connects to the robot and the test 
run starts. The main menu of the test run is shown in figure 16.  
 
 
Figure 17. Select mode of the test  
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Figure 17 illustrates the testing modes that can be selected for the test run. Different modes 
are presented in chapter 3.3.3. After the test mode is chosen, the test run can be started. The 
user interface for starting the test run is shown in figure 18. The adapter can be started from 
the command line, where the commands are sent to the TEMA test engine. The testing will 
start, if the configuration is ready for the test run. Starting commands are shown in figure 19.  
 
 
Figure 18. The main user interface for starting the test run 
 
 
Figure 19. Starting commands of the test run.  
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The TEMA test engine reads the test model and sends keywords to the adapter for the key-
word execution. The logs are running on the screen and they can be downloaded after the test 
run. The logs are created as plain text files, and if the test run is long, the results can be hard 
to interpret. This is why we created the Python code reading all the needed test results from 
the test file, after which it prints the results into separate text files. Using the code makes it 
easy to see, what really happened during the test run. It can log, for example, how many 
times the messaging application was started, and how many times it failed to start.  Figure 20 
shows the test executions flows and the test logs.  
 
 
Figure 20. Test process and test log of the test run  
6.1.2 Results 
Creating models was easy; the hardest part was to get started. We used existing master’s the-
ses, research papers, and asked help from Tampere University of Technology, after where the 
models creation continued well. We successfully ran the models, and only small changes 
needed to be done to the model in order to the TEMA adapter and industrial robot to be able 
to run the generated test cases as well. OCR recognized symbols and text, but the recognition 
took too long time. Also, the robot’s speed was too slow. 
 
In this test we used a location table for two different languages: Finnish and English. They 
both worked well. So one good testing area for this kind of testing could be language variant 
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testing, since the locations of the text on mobile devices user interface with different lan-
guages are tested mostly manually.  We also ran test during the night time, but there were 
some difficulties, because if the mobile device faces a situation where it cannot continue and 
the error handler cannot fix the problem, of the run will stop there. Another result of this use 
case was that model based testing, TEMA tools and Industrial robots can be used together for 
testing mobile devices.  However, this requires that the two other use cases can be also pi-
loted.  
 
The use case could be run with both devices: Nokia Lumia 800 and Nokia Lumia 900. Only 
the calibration needed to be redone before testing. System is calibrated that the screen size of 
Nokia Lumia 900 is bigger than of Nokia Lumia 800. After giving this information the model 
and generated test cases were run successfully.  
6.2 CASE II: Using Browser via 3G and Wlan (flight mode) 
The second use case is more complicated than the first one. The main goal of this use case is 
to ensure the correct browser behavior during changes on network connection status. A com-
plex test case was created: it included connection creation, application interactions, error 
handling and recovering from unexpected states. In addition, a negative testing aspect was 
added to see how tools act under such circumstances.  
 
 There are manual test cases for changing the network settings to different states and verify-
ing that the browser still works. It is important to verify with this use case that the system 
notices, when test case passes on fails. The model can be used for negative testing as well 
Fail state can be caused by activating flight mode and not WLAN connection. For example, if 
the mobile device’s airplane mode is on, it cuts of all the network connections, and if browser 
is used, it should not be possible to connect the internet.  
6.2.1  Modeling of the applications Using Browser via 3G and Wlan (flight mode) 
After getting the results of the first use case, we tried to simplify the model’s steps creation. 
We also added the pass and the fail criteria for the second use case:   
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• Pass criteria: Browser can be used after 3G is changed to WLAN and Flight mode is 
on. Browser cannot be used while there is no connection available. 
• Fail criteria: If browser cannot be refreshed and shows the message: ”cannot be con-
nected to network” when there is a connection available,  or when out of network 
browsing succeeds. 
 
Steps for model of use case II goes as follows: 
  
• Start browser in 3G mode.  
• Go to settings and put flight mode on.  
• Go to settings and open Wi-Fi.  
• Turn Wi-Fi on.  
• Go back to browser and refresh the browser.  
• Go back to settings and turn off WLAN.  
• Go back to browser and refresh the browser. 
 
There are three action machines for this use case, and the models can be seen in figure 21. 
The browser is an action machine, where the models main functionality is defined. The 
browser action machine level model is shown in figure 21 and the refinement machine is 
shown in figure 23. As it can be observed from those pictures, model grows quite easily for 
example when it opens and refreshes the webpage. When complexity is added to the models, 
the numbers of mistakes within the model can be figured out easier than for example in use 
case I. During use case II, we started to use iterative model creation process. When the action 
machine level was ready, it was tried with TEMA adapter without the robots. Using this pro-
cess, we were able to see that the models could be run using TEMA adapter.  
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                                                Figure 21. Model tree for use case II 
 
 
Figure 22. Action machine of the Browser  
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Figure 23. Refinement machine 
An html test page was created for this use case. The functionality of the web page is simple: 
there is a word, an object and a number, all of which change, if links are opened. The test 
web page is used to verify that browser is open and can be refreshed. The appearance of the 
test web page is shown in figure 24. The settings action machine is handling all the settings 
related activities that are defined in the model steps part. The error handler works the same 
way as in use case I. It tries to recover the test run, so that the test system would not go to the 
end state.  
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Figure 24. HTML test page for OCR 
6.2.2 Results 
The second use case was more complex than the first one. We used more time for modeling, 
but we could create the model relatively fast. We used a fake adapter in Linux to test that the 
models work in theory. After verifying that models are working, the test cases were generated 
and run using the industrial robot platform. The model worked and even an error handler ac-
tion machine could be tested, airplane mode has a certain object to the left right corner of the 
mobile device’s user interface. The object was blocked during the test run, and the model was 
working right: the test run went to the error handler and tried to run it again. 
 
 Both of the goals for this use case were reached. The browser could be opened with 3G and 
with the WLAN. When airplane mode was on, the browser could not connect the internet. 
This use case proves that the model based testing could be used for network testing as well. 
Test cases can be easily added to the model and test case number can be expanded. We also 
noticed that the error handler should be somehow optimized, because if an error occurs it 
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repeats the same checkups and this takes too much time.  During the run with the actual robot 
the OCR was a bit better after some parameter changes to the test run. The next use case was 
run with more powerful Linux PC.  
 
Some problems occurred when Nokia Lumia 900 was tested. Because browser applications’ 
virtual keyboard is bigger than Nokia Lumia 800 browsers keyboard, the keyboard was 
taught again for the TESSERACT. It took some time, but after it is done once, it does not 
need to be done again. Otherwise the model was working well between these DUT’s. 
 
6.3 USE CASE III: Voice call between two devices with interfering simul-
taneous actions 
The third use case is about verifying that two devices can be tested at the same time. The 
main goal of use case III is to ensure that voice call between two devices is possible while 
listening to music or watching video clip on target device. Models can be created for two 
devices, but the problem is the robot and camera that is part of the robot. There are two de-
vices on the test bench, but camera can only read one device. If there are two devices and 
OCR can not be used because it would find same test string and symbols from the user inter-
face. We thought that the modeling of the two mobile devices would be hard task to do, but 
we were wrong. It was as easy it is for the use case one.   
 
6.3.1  Modeling of the applications: Voice call between 2 devices with interfering 
actions. 
In this use case we used Nokia Lumia 800 and Nokia Lumia 900 at the same time.  
 
Steps for use case III are as follows:  
 
• Start media playback (select audio or video based on DUT2 clock) on DUT2   
• Initiate voice call from DUT1.  
• DUT2 receives the call and has the 30 second conversation.  
• Voice call is ended and media playback continues on DUT2. 
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The pass and fail criteria were defined so that we would know if the configuration can 
handle two devices at the same time.  
 
• Pass criteria: Media can be played and voice call can be established during media 
playback. 
• Fail criteria: Media playback fails or voice call cannot be established expectedly. 
 
The main problem in this use case was to find out how to design the models of two DUT’s so 
that they can be tested. The camera cannot read two devices at the same time, because user 
interfaces are showing same symbols and text strings. Kw_SetTarget is used within the model 
to tell to the adapter and robot that DUT1 is changed to DUT2.  When the test flow comes to 
kw_SetTarget, the model jumps to DUT2 and adapter knows that now DUT2 is tested. After 
the test flow is done, the test flow is change back to DUT1. DUT1 action machine where 
kw_SetTarget is used is illustrated in Figure 26.  
 
 
 
Figure 25. Models for use case III.  
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Figure 26. DUT1 action machine  
The generated test cases could be run and the system worked according to the models de-
signed shown in figure 27. 
 
6.3.2 Results 
The modeling of the two devices can be done, but there are some limitations, like if there is 
an ongoing phone call and the system cannot for some reason end the call. The pass criteria 
were met, but the system needs more features. The call is on for 30 seconds but it cannot be 
verified that the call audio quality is good.  
 
The error handler is more complex, when two devices are tested. If an error handler cannot 
recover the mistake that might be on with the one or both of the devices, the next test run 
cannot be started. This might happen, for example, if the phone call is already on and it 
should be started again. We could run the model for 10 times and pass criteria was met. Mu-
sic and video playbacks can be started and played, but quality cannot be verified. Both Nokia 
Lumia 800 and Nokia Lumia 900 could be tested. We had already taught all the needed 
things to OCR, so no extra work was required for changing the devices.   The future devel-
opment ideas would be that new features and devices are added to the system. For example, 
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voice quality could be compared to reference audio quality clip, and video would have black 
and white taps implemented to video clip and camera could calculate the frame rate of the 
video clip.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
6.4 CASE IV: Evaluation of Nokia KPI test cases 
The first three use cases proved that test models can be created using TEMA, models can be 
run using the robot platform with two devices at the same time. A test run could be done for 
functional test cases, but an important part of Nokia SW product testing is the NFT testing, 
especially Nokia KPI test cases. The Nokia KPI test set includes three different kinds of test 
cases. Currently Nokia KPI test cases are run manually, but some of the test cases need to be 
run using external tool, like WD with SPA. This chapter introduces and analyzes some of 
these KPI test cases. 
 
The test cases under scrutiny can be seen in table 3. The test cases can be divided into three 
different categories; in the first category are the benchmark test cases, typically some web 
page that gives benchmark test results for the device that is used within the web page. The 
second category is a frame rate testing during panning of the device UI. When a finger is used 
to swipe the UI, and WD with SPA is measuring the frame rate of the movement on UI. The 
third category is the application launch time: how fast the application opens after the applica-
tion name or icon has been pushed.  
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TEMA models are not created for the test cases, because in chapter 4 we noticed that WD 
with SPA is missing from the current robot testing platform. This is why the test cases could 
not be run, or if they would be run, the test results would be missing from the reports.  
 
The pilot project did not have the budget to implement WD and SPA to the robot platform. 
However, the test cases are analyzed, so that we could include the missing requirements to 
the future project planning backlog.  The test cases are taken from Nokia testing tool that is 
used for manual runs.  
 
Table 3. KPI test cases. 
Test	  case	  name	   SPA	  	   WD	  	  
Score	  from	  Sunspider	  www	  page	  
	    Frame	  rate	  when	  panning	  in	  here	  
maps	   x	  
	  Time	  for	  launching	  people	  application	  
	  
x	  
 
6.4.1  Score from Sunspider Benchmark web page 
Score from the Sunspider[Sun] benchmark test case has some problems from robot platform 
testing point of view. This test case steps can be found in table 4. Writing the www-name to 
the browser already validated earlier, so Sunspider web page can be accessed, and the test 
button can be pushed using robot. The test case includes some pre-test steps: the browser 
cache needs to be deleted, and device needs to be boot up again.  Now it is done manually 
before the testing starts, if the robot platform is to be used, automated flashing using Jenkins 
is needed. Also, the USB-cable needs to be connected to the device, and robot platform SW 
adaption layers needs a functionality to turn the device off in order to enable the boot-up. 
 
 
Table 4. Test cases steps of score	  from	  Sunspider	  www	  page 
Step 
Name  Description  Expected Result  
Pre-
conditions  
  
Internet access to http://www.webkit.org/perf/sunspider/sunspider.html needed. 
 
Browser has been opened earlier 
Browsing history / cache has been emptied 
Home screen has been returned using Windows hardware key 
   
Step Turn the device off and boot it up again. Device is rebooted. 
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1  
Step 
2  After waiting for 5 minutes, open the browser application 
Browser is opened with the 
default home page 
Step 
5  
Repeat the measurement two more times (clear browser history and cache and wait for couple of 
minutes between  iterations) and use the median of three metrics as official measurement result 
Median benchmark score is 
calculated and reported 
Step 
3  
Browse to http://www.webkit.org/perf/sunspider-0.9.1/sunspider-0.9.1/driver.html 
Use 0.9.1 version otherwise results are not comparative to previous test results. 
The Sunspider benchmark 
web page is opened 
Step 
4  
Start the Sunspider benchmark by clicking the "Start SunSpider 0.9.1 now!" link and wait for the 
benchmark to complete and use the ms metric as the first measurement result. 
Sunspider benchmark runs 
and gives the final score as 
ms metric 
 
 
The Sunspider test can be started, and test results can be seen on the UI, the example test re-
sults are shown in Figure 27. As it can be seen, the results are shown with a quite small font. 
Human eye can see the results, but that text size is too small for the Tesseract engine. It could 
not recognize the test results from the UI of the device. The lens of the camera that is includ-
ed to robot platform needs to be changed, and Tesseract engine also needs to be changed to a 
commercial version to support more accurate ORC. After these changes, the test results can 
be read and printed to the test report.  
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 Figure 27. SunSpider test results, screenshot from Nokia Lumia 900 UI. 
6.4.2  Frame rate when panning in HERE Maps 
The second test case uses Nokia’s application HERE Maps [36], and the UI of the maps is 
panned using a finger. Test case steps can be found in Table 5. One of the problems related to 
this test case is that Global Positioning System (GPS) repeater is needed to add tothe robot 
test lab, because the signal cannot be received inside the laboratory.  Also, a WLAN connec-
tion is needed, but usage of the WLAN connection is validated earlier. The maps need to be 
downloaded to the device. This might take several minutes, but it is not a problem, because 
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the test model can be designed to wait until the maps have been downloaded and the test run 
can be started.  
 
 
Table 5. Test case steps of the frame	  rate	  when	  panning	  in	  HERE	  Maps 
Step 
Name  Description  Expected Result  
Pre-
conditions  
Internet access is available. Preferred method order, the first available 
one is used: 1) WLAN  
Location/GPS is set on. 
 
HERE Maps has been opened earlier and map content has been loaded if 
not available already. 
 
Home screen has been returned using back hardware key 
   
Step 
1  Open the maps application Maps is opened with the default home page 
Step 
2  Wait for the maps to load Maps fully loaded and graphics rendered 
Step 
5  
Do some quick up/down dragging on screen to ensure panning is work-
ing Maps content is moving up and down 
Step 
6  
Swipe the HERE Maps UI from bottom to upwards with moderate speed 
with releasing the finger at the end. Use the panning frame rate result as 
the first measurement. 
Map content moves downwards as long as kinetic 
power allows 
Step 
7  
Swipe the HERE Maps UI from top to downwards with moderate speed 
with releasing the finger at the end. Use the panning frame rate result as 
the second measurement. 
Map content moves upwards as long as kinetic 
power allows 
Step 
8  
Repeat the both measurements two more times, analyze the measure-
ments and use the average of the three * two measurements as official 
measurement result. Notify the frame drops in comments. 
The average frame rate is calculated and reported 
and possible drops highlighted. Remember to add 
the app version number to comments 
Step 
3  Seacrh for "Pateniemi" 
Pateniemi is found and map content is zoomed to a 
level showing Pateniemi area. 
Step 
4  Press Back hardware  key to hide the search  results Search results are hidden 
 
 
 
When application is started and a place, for example “Pateniemi”, is searched, the place can 
be found and verified using ORC. The UI of HERE Maps application can be seen in Figure 
29. A finger is used to swipe the UI which makes the panning to happen. SPA is used to 
measure the movement on the screen. The robot platform could bring some extra value to the 
frame rate testing, because the robot platform can repeat test cases for 100 times, and the ges-
ture length can also be defined and varied easily. What is the frame rate after 100 swipes? If 
100 swipes are tested by a human tester, it will take hours of time, while therobot could do 
that during a night time, and results are in the inbox of the tester on the morning. Also, the 
average swipe can be calculated with robot platform. This is why it would be extremely im-
portant to implement the WD with SPA to the robot platform.  
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Figure 28. HERE Maps application screenshot from Nokia Lumia 900 UI 
6.4.3  People application launch time 
People application includes the contacts that can be called. The test case steps are shown in 
Table 6. The first problem is to get 100 contacts to the People application. The robot can 
write the contacts to the device one by one, but it would take hours to update all 100 connec-
tions to the device. Using a Hotmail account the backup can be used so 100 contacts can be 
returned to the device. But this is a bit complicated way to handle issue: how is one able to 
verify that all the returned contacts are in the device already? To ensure this one might need 
an update to the robot platform adaption SW, and new keywords would also need to be de-
fined. Another thing is that after the new software is released, the device needs to be flashed 
again, and all the contacts will disappear. This is why it would be important to create a way to 
use backups with the robot platform. 
 
 
 
 
 
Table 6. Test cases steps of People application launch time 
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Step 
Name  Description  Expected Result  
Pre-
conditions  
People application needs 100 contacts.  
People application has been opened earlier. 
Home screen has been returned using Windows hardware key. 
   
Step 
1  
Open the People application by tapping the People tile and use the touch release event as the 
measurement starting point. Notice the People application opening, and the moment when it is 
fully visible and rendered is used as the measurement ending point. 
 
People application is opened 
with listing the contact in-
formation. 
Step 
2  
Return to the home screen using Windows hardware key and repeat the measurement two 
more times, analyze the measurements and use the median of three measurements as official 
measurement result. 
 
Median launch time is calcu-
lated and reported. 
 
 
 
When the People application is opened, the user can see the list of contacts that is shown in 
Figure 28.  
When the People icon is pushed on the home screen that is the starting point from measure-
ment, and the measurement ends, when there are no changes visible on the People UI. Testing 
is done manually using WD that tells on a frame rate level when the finger touched the icon, 
and when the last movement happened. The test is done 3 times, and a median value is used 
to report the test result. When a human tester is doing this manually, it takes time to push the 
People icon, and the frame rates need to be analyzed visually using eyes. The robot platforms 
finger could push the icon, and the analyzing part could be done in the adaption SW. This 
would shorten the testing time. Also, 100 measurements could be done more easily, and 
money and time could be saved.  
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Figure 28. People application screenshot from Nokia Lumia 900 UI     
6.4.4 Results  
As discussed in chapter 4 WD with SPA is currently missing from the robot platform so NFT 
related test cases cannot be run. We did not have a budget big enough to implement WD with 
SPA during our pilot project. But it is obvious that it would be extremely important that the 
both measurement tools could be used with the robot platform. It would shorten the testing 
time of the KPI test set. In addition Nokia does not have the needed resources to for the im-
plementation, so the projects need to be continued by the robot platform provider. Flashing 
the device automatically with Jenkins is also a bottle neck, since most of the Nokia KPI relat-
ed test cases boot up, and flashing is needed. A surveillance camera could be very helpful in a 
long period of testing, since errors or actual actions on the UI of the DUT could be seen on 
the recording.  
 
When the NFT test cases will be modeled using the TEMA tool, there might be a need to pre-
test model or test cases that would include downloading the needed map data and contacts, 
opening browsers, returning the backups, settings, etc. So, if the pre-test run is passed, the 
Nokia KPI test set run could be then started. However, the robot platform using the TEMA 
tools could bring extra value to the NFT testing. The co-operation with robot platform pro-
vider should be continued so that also the new requirements would be implemented on a de-
tailed level and timely feedback could be given. For example, Sunspider test results cannot be 
currently read on the UI, the robot platform provider would need to be requested to fix that 
and to provide a better lens for the camera.  
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7 CONCLUSION   
 
The problem with the model based testing tools is that adopting them as the main testing au-
tomation method is not an easy process; it takes time and resources. Also, the current 
knowledge of the model based testing tools or robot platforms, for example inside Nokia test-
ing organizations, is not at a high level. People may have a vague perception about the topic, 
but they do not know how it can or should be used. In addition, model based testing differs 
from classic test automation configurations, since robot platforms are used mainly for hard-
ware testing or simple touch user interface testing.  
 
There are problems related to installing the TEMA tool or a Web GUI, and we noticed that 
there are no good instructions available on how to install or use the TEMA tool. The 
knowledge is in Tampere University of Technology, and one of the problems is that the TE-
MA tool project lacks funding.  If Nokia is now starting to use the TEMA tool more in prod-
uct testing, a way to develop TEMA tool should be found. Also, a good communication level 
with the robot platform provider is needed, because there were quite a many problems with 
the HW of the robot, and urgent help was needed at times.  
 
The models should be created very carefully, because the TEMA tools are based on open 
source software. During modeling the case, we noticed many difficulties: Everything may 
seem to be working fine, but when the model is run using the TEMA adapter, error messages 
come up. With some error situations the problem could not be found, and the TEMA tool 
needed to be uninstalled and re-installed. Problems connected with modifications were also 
faced, such when an action word or keyword is created, and modification is done for the state, 
after which the Model designer only remembers the old state. This causes problems when the 
adapter is launched. The adapter does not find the right keywords, and testing procedure can-
not be started. 
 
We got some promising results from the test runs that we did. Those can be used in a basic 
test between releases. The classic way of using model based testing is to develop a model at 
the same time with the development of new software. But since this was not possible in our 
case, we used it more for the verifying that when the new code that was added, it did not 
break anything. Earlier regression testing has been done using manual testing or with using 
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intrusive test automation. Manual testing is expensive, and test automation scripts are usually 
difficult to maintain. With model based testing we could have a short maintenance time and 
fast test execution times for models. Also, the change of the tested device did not bring out 
any problem, even though Nokia Lumia 800 has 3.5” screen and Nokia Lumia 900 4.3”; the 
test could be run for both phones.  
 
The robot platform can mimic human tester quite well, but there are still many problems in 
using robots to all Nokia product testing phases. Robots are tireless workers and they do not 
get bored with simple tasks, but a human tester can still be more accurate and solve better the 
problems that might occur during testing. After we analyzed the current robot platform we 
found that WD with SPA, flashing capability with Jenkins and a surveillance camera are 
needed to be included in the platform, so that the NFT test cases can be run and test reporting 
improved.  
 
When many mobile device products are developed at the same time, there should be a lot of 
testing and regression testing for verifying purposes of every device. This system could be 
used for this kind of testing, and if features and hardware devices would be added to the test 
environment, more information could be gotten from the testing results. Models can be done 
easily, but the main challenge is the creation of models that are easy to maintain and reuse.  
 
During this master’s thesis many new ideas were found during the model creation phase. This 
thesis proves that model based testing tools with a robot platform should be continued and 
tried with complex use cases, and with more test cases. However, both the HW and SW adap-
tion levels needs to be updated, and dedicated resources for the robot testing are also needed. 
After these changes the model based testing tools could be used more the testing of a mobile 
device, and they would be more useful.  
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APPENDIX 1  
Keyword Description 
SetTargetDut <dut ID>  Activates DUT  
TapObject <object>  Taps the object  verified from UI 
TapText ’<text>’  Taps the text verified from UI 
TapTextBox ’<label>’  Taps text box verified from the UI 
SetSlider  <ON/OFF>, ’<la-
bel>’  Sets Slided ON or OFF  
LongPressText ’<text>’  Presses text found from UI for 2s  
Type ’<text>’ Writes text using keyboard  
SetTime[<reference>+], <ti-
me> Set times for alarm  
PressKey <key> Presses the phones hard key  
SwipeUp Swipes the UI down to up  
SelectFromList <object>  Selects object from  the list  
SelectFromTextList ’<text>’  Selects text from the list  
VerifyText ’<text>’  
Verifies that can text be found from the 
UI 
WaitObject <object>, <time>  Waits that object appears to UI 
WaitText ’<text>’ Waits that the text appears to UI 
Delay <time> Waits defined time(s) 
 
