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Abstract
In this paper we continue the study, begun in [7], of properties of the ring HA of Hurwitz series
over a commutative ring A with identity. In particular, we show that with its \natural" topology,
HA is a complete metric space, and all of the natural mappings are continuous. Further, there is
a composition which satises the usual properties, i.e., it is continuous, associative, has a two-
sided identity, is additive and multiplicative in the left (outer) factor, and, of particular interest
from the point of view of dierential algebra, satises the chain rule. We also show that HA
provides formal solutions to homogeneous linear ordinary dierential equations, using Picard's
method of successive approximations. It is noteworthy that these results hold independently of
the characteristic of the ring A. c© 2000 Elsevier Science B.V. All rights reserved.
MSC: Primary 12H05, 13N99; secondary 13A35, 13J05, 13J10
1. Introduction
The ring A[[t]] of formal power series over a commutative ring A has elements which
behave much like formal analytic functions. A close relative of A[[t]], the ring HA of
Hurwitz series over A, has been shown to have many important properties, including
potential applications to the study of dierential algebra. In this paper, we continue the
study of HA, where we especially consider Hurwitz series as formal functions.
Throughout this paper, all rings are commutative with identity. All notation will be
standard, as in [4], unless otherwise noted. In particular, N will denote the natural
numbers f0; 1; 2; 3; : : :g, Z the ring of integers, and Q and R the elds of rational and
real numbers, respectively. Also, Cmn will denote the binomial coecient dened for
all m; n 2 N with m  n by m!=(n!(m− n)!).
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The ring HA of Hurwitz series over a ring A was introduced in [7], wherein it was
shown that for commutative rings A with positive characteristic, the structure of HA is
very closely related to that of A, much more so than for its close relative, the ring of
formal power series over A. We recall the denition of HA below.
Recall rst that a dierential ring consists of a ring A with a derivation  : A ! A.
By a derivation we mean an additive mapping that satises the product rule (ab) =
(a)b+ a(b) for all a; b 2 A.
The forgetful functor U from the category of dierential rings to the category of
commutative rings has a right adjoint H . The action of H on objects assigns to each ring
A the ring of Hurwitz series over A, denoted by HA. The elements of HA are countable
sequences in A of the form (a0; a1; a2; : : :), or more simply (an), where an 2 A and
n 2 N. The ring operations are dened by (an) + (bn) = (an+ bn) and (an)(bn) = (cn)
where cn =
Pn
k=0 C
n
k akbn−k . We denote (1; 0; 0; : : :), the multiplicative identity in HA,
by 1HA. The derivation @A : HA ! HA is given by
@A((a0; a1; a2; : : :)) = (a1; a2; a3; : : :):
Note also that there is a mapping A : A ! HA dened for any r 2 A by
A(r) = (r; 0; 0; 0; : : :):
Observe that A makes HA into an A-algebra, and that for any r 2 A and x =
(x0; x1; x2; : : :) 2 HA, rx = A(r)x = (rx0; rx1; rx2; : : :): These notions were rst in-
troduced in [7].
We note that for any ring A, there is a natural dierential ring homomorphism
 A : (A[[t]]; d=dt) ! (HA; @A) such that for any formal power series
P1
n=0 ant
n 2
A[[t]],  A
(P1
n=0 ant
n

= (n!an). Moreover, if A is a ring containing the eld of rational
numbers Q, then  A : (A[[t]]; d=dt)! (HA; @A) is an isomorphism.
The reader should observe that because of the simple \shift by one" nature of the
derivation @A on HA, it is also possible to integrate formally a Hurwitz series. For
any \constant of integration" c 2 A and any h 2 HA with h = (a0; a1; a2; : : :), we
dene ic(h) = (c; a0; a1; a2; : : :). Clearly @A(ic(h)) = h, and ic(@A(h)) and h agree ex-
cept at their constant (i.e., 0th) terms. Note that in contrast to the simple integration of
Hurwitz series, it is not always possible to integrate a formal power series. For
example, if p is any prime number, it is clearly impossible to integrate xp−1 2
(Z=pZ)[[x]]. The simple integration of Hurwitz series will play a central role in what
follows.
In this article we will examine various ways in which Hurwitz series closely resemble
analytic functions. To do this it will be helpful to introduce a topology on HA, called
the natural topology. First, for each i 2 N, dene a mapping i : HA −! A by
i((a0; a1; a2; : : : :)) = ai. We also dene the order of h 2 HA, denoted by ord(h), to be
the minimum i 2 N such that i(h) 6= 0; in the event that h = 0 we set ord(0) = 1.
We also dene H0A = fh 2 HA j ord(h) > 0g. Note that H0A is an ideal in HA, and
moreover for each f; g 2 HA,
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 ord(f + g)  minford(f); ord(g)g,
 ord(fg)  ord(f) + ord(g), and
 if f 2 H0A and f 6= 0, then ord(@A(f)) = ord(f)− 1.
Next, we dene a mapping ! : HAHA −! N[f1g by !(f; g) = ord(f−g). Observe
that !(f; g)  n if and only if f and g agree up to their nth terms, i.e., i(f) = i(g)
for i = 0; 1; : : : ; n. Further we dene d : HAHA −! R by d(f; g) = ( 12!(f;g), where
as usual
(
1
2
1
= 0.
Let HAn denote the n-fold cartesian product of HA with itself. HAn has the prod-
uct topology which is metrizable by dn((g1; : : : ; gn); (h1; : : : ; hn)) = maxfd(gi; hi)g,
[3, p. 191].
Theorem 1.1. For any ring A; the map d : HA  HA −! R; dened above; makes
HA into a complete metric space. Moreover; addition and multiplication are both
continuous as maps HA2 ! HA; and the derivation @A : HA −! HA is continuous as
well.
Proof. It is immediate that d is a metric on HA. The completeness of d is totally
analogous to the completeness of the corresponding metric on A[[t]]. Continuity of
addition, multiplication and the derivation is easily veried.
Note: If A is a local ring, then A[[t]] is a complete local ring [4]. Here the topology on
A[[t]] is the m-adic topology, where m denotes the maximal ideal in A[[t]]. For a local
ring (A;m), if m0 = −10 (m), then (HA;m0) is also local [7], but the natural topology
on HA is, in general, distinct from the m0-adic topology on HA, even if A is a eld.
2. Divided powers
It is known that there is a composition of formal power series which satises many
properties, including the chain rule [2]. We wish to dene the composition of Hurwitz
series in a similar fashion, insuring that the chain rule will hold. We begin with a
denition.
For any f 2 HA and n 2 N, we dene f[n] 2 HA, called the nth divided power of f,
inductively by f[0] = 1HA, and if n  1, f[n] = i0(f[n−1]@A(f)). It is immediate from
the denition that the following \power rule" holds, i.e., for any n  1, @A(f[n]) =
f[n−1]@A(f).
Let x 2 HA denote the Hurwitz series dened by x = i0(1HA), so that x =
(0; 1; 0; 0; : : :). Then x[n] is the unique Hurwitz series that satises n(x[n]) = 1 and
for all j 6= n, j(x[n]) = 0. It is clear that for all h 2 HA we have h =
P1
n=0 n(h)x
[n],
where the innite sum is a limit in the usual sense, in the natural topology on HA.
Lemma 2.1. 1: For any f; g 2 HA; f = g if and only if 0(f) = 0(g) and @A(f) =
@A(g).
2: For any f; g 2 H0A; f = g if and only if @A(f) = @A(g).
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Proof. This is immediate from the denitions of 0 and @A.
Lemma 2.2. For all n 2 N and h 2 H0A; ord(h[n])  n(ord(h)).
Proof. We proceed inductively on n. Since h[0] = 1A, and ord(1A) = 0, the result is
true for n = 0. We now assume that ord(h) = k and that ord(h[n−1])  (n−1)k. Thus,
ord((h[n−1])@A(h)) ord(h[n−1]) + ord(@A(h))
 (n− 1)k + (k − 1)
and so
ord(i0((h[n−1])@A(h))) (n− 1)k + (k − 1) + 1
= nk;
that is, ord(h[n])  n(ord(h)).
The reason for calling h[n] the nth divided power becomes evident in the next result.
Proposition 2.3. Let f 2 HA; g; h 2 H0A; and m; n 2 N. Then
1. (g+ h)[n] =
P
i+j=n g
[i]h[j].
2. (fh)[n] = fnh[n].
3. h[m]  h[n] = Cm+nn h[m+n].
4. (h[m])[n] = (mn)!(m!)nn!h
[mn] if m > 0.
5. n!h[n] = hn.
Proof. We prove only 1. using induction and Lemma 2.1; the others are proved simi-
larly.
@A((g+ h)[n]) = (g+ h)[n−1]@A(g+ h)
=
0
@ X
i+j=n−1
g[i]h[j]
1
A (@A(g) + @A(h))
=
X
i+j=n−1
g[i]@A(g)h[j] +
X
i+j=n−1
g[i]h[j]@A(h)
=
X
i+j=n−1
(@A(g[i+1])h[ j] +
X
i+j=n−1
g[i]@A(h[ j+1])
=
X
i+j=n
@A(g[i]h[ j])
= @A
 X
i+j=n
g[i]h[ j]
!
:
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Note. It follows from Proposition 2.3 that the h[n] for h 2 H0A and n 2 N form a
system of divided powers on H0A as in [1], since H0A is an ideal in HA.
3. Composition of Hurwitz series
For f 2 HA and g 2 H0A, we would like to dene the composition of f and g by
f  g =P1j=0 j(f)g[j], where g[j] is the jth divided power of g as in Section 2. We
rst must show that this series converges.
Lemma 3.1. If f 2 HA and g 2 H0A; the sequence f
Pn
j=0 j(f)g
[j]g1n=0 converges.
Proof. If g = 0, the result is immediate, so assume g 6= 0, and let k = ord(g). Select
arbitrary  > 0 and select some N 2 N such that (1=2)N < . Now select arbitrary
m; n 2 N such that mk > N and nk > N. We may also, without loss of generality,
assume that m  n. We have
mX
j=0
j(f)g[j] −
nX
j=0
j(f)g[j] =
mX
j=n+1
j(f)g[j];
and so we have
ord
0
@ mX
j=n+1
j(f)g[j]
1
A  nk > N;
and thus
d
0
@ mX
j=0
j(f)g[j];
nX
j=0
j(f)g[j]
1
A  (1=2)N < :
We conclude that the sequence fPnj=0 j(f)g[j]g1n=0 is Cauchy and thus converges
since HA is a complete metric space.
Denition 3.2. For any f 2 HA and g 2 H0A, we dene the composition of f and g,
denoted by f  g, by f  g =P1j=0 j(f)g[j].
Note. It follows from Lemma 3.1 that f  g 2 HA. Moreover, it is clear that the
requirement that g 2 H0A is necessary, for otherwise the sequence fg[j]g1j=0 may fail
to converge to 0. Note that g[n] = x[n]g. Note also that 0(fg) = 0(f). Furthermore,
if f is a constant, i.e., if @A(f) = 0, then f  g = f.
Lemma 3.3. If g; h 2 H0A and for some M 2 N we have j(g) = j(h) whenever
j  M; then for all n 2 N and for all j  M we have j(g[n]) = j(h[n]):
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Proof. The result is clear for n = 0. We proceed by induction and assume that the
result is true for n− 1, where n  1. Recall that
g[n] = i0((g[n−1])@A(g)); and h[n] = i0((h[n−1])@A(h)):
By our inductive assumption, for all j  M; we have
j(g[n−1]) = j(h[n−1]):
We also have for all j  M − 1,
j(@A(g)) = j(@A(h));
and so we have for all j  M − 1
j((g[n−1])@A(g)) = j((h[n−1])@A(h)):
Thus for all j  M we have
j(i0((g[n−1])@A(g))) = j(i0((h[n−1])@A(h))):
From this we conclude j(g[n]) = j(h[n]) whenever j  M:
Lemma 3.4. Suppose that f1; f2; g1; g2 2 H0A; and suppose that there is some M 2 N
such that for all j  M we have j(f1) = j(f2) and j(g1) = j(g2): Then for all
j  M we have j(f1  g1) = j(f2  g2).
Proof. We have
f1  g1 = lim
n!1
 
nX
i=0
i(f1)g
[i]
1
!
and
f2  g2 = lim
n!1
 
nX
i=0
i(f2)g
[i]
2
!
:
Since g1 2 H0A it follows from Lemma 2.2 that ord(g[i]1 )  i. Thus we also have
j(f1  g1) = j
 jX
i=0
i(f1)g
[i]
1
!
=
jX
i=0
i(f1)j(g
[i]
1 ):
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Similarly, we have
j(f2  g2) =
jX
i=0
i(f2)j(g
[i]
2 ):
Since we have assumed that g1; g2 2 H0A with j(g1) = j(g2) whenever j  M it
follows from Lemma 3.3 that for i  j  M we have
j(g
[i]
1 ) = j(g
[i]
2 ):
Since we also have assumed that j(f1) = j(f2) whenever j  M we have
jX
i=0
i(f1)j(g
[i]
1 ) =
jX
i=0
i(f2)j(g
[i]
2 ):
We conclude that
j(f1  g1) = j(f2  g2)
whenever j  M .
Theorem 3.5. The mapping −  − : HA H0A −! HA is continuous.
Proof. Select f(fi; gi)g1i=0, an arbitrary convergent sequence in HA  H0A. Since
f(fi; gi)g1i=0 is convergent it follows that for all non-negative integers n there is a
non-negative integer Nn such that for all j  n and all k; l  Nn we have
j(fk) = j(fl) and j(gk) = j(gl):
Thus, it follows from Lemma 3.4 that
j(fk  gk) = j(fl  gl);
again for all j  n and all k; l  Nn. In other words, ffi  gig1i=0 converges. Thus
−  − : HA H0A −! HA is continuous.
Theorem 3.6. Let f; g 2 HA; h 2 H0A; n 2 N and let x = (0; 1; 0; 0; : : :). Then
1. (f + g)  h = f  h+ g  h and (fg)  h = (f  h)(g  h).
2. x  h = h and f  x = f.
3. (Chain Rule) @A(g  h) = (@A(g)  h)@A(h).
4. If g 2 H0A; then (g  h)[n] = g[n]  h.
5. If g 2 H0A; then (f  g)  h = f  (g  h).
Proof. The proofs of 1. and 2. are straightforward, and are left to the reader.
3. Recall that @A : HA ! HA is a continuous function and thus if fhig1i=0 is a
convergent sequence in HA then so is f@A(hi)g1i=0 and moreover @A (limi!1 hi) =
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limi!1 @A(hi). Now, we have
@A(g  h) = @A
0
@ lim
n!1
0
@ nX
j=0
j(g)h[ j]
1
A
1
A
= lim
n!1
0
@ nX
j=0
j(g)(@A(h[ j]))
1
A
= lim
n!1
0
@ nX
j=1
j(g)(h[ j−1])@A(h)
1
A :
Since multiplication by @A(h) is a continuous function we get
lim
n!1
0
@ nX
j=1
j(g)(h[ j−1])@A(h)
1
A=
0
@ lim
n!1
0
@ nX
j=1
j(g)(h[ j−1])
1
A
1
A @A(h)
= (@A(g)  h)@A(h):
4. We proceed by induction on n. The result is clear when n = 0. Assume the result
for n− 1, where n  1. Noting that x[n]  g = g[n], we have
@A((g  h)[n]) = @A(x[n]  (g  h))
= (x[n−1]  (g  h))@A(g  h)
= (x[n−1]  (g  h))((@A(g))  h)@A(h)
= ((x[n−1]  g)  h)((@A(g))  h)@A(h)
= (((x[n−1]  g)@A(g))  h)@A(h)
= ((@A(x[n]  g))  h)@A(h)
= @A((x[n]  g)  h)
= @A(g[n]  h):
The equation marked with a \*" follows from the induction hypothesis. The result now
follows from Lemma 2.1.
5. Since we have g; h 2 H0A we know that 0((f g)h) = 0(f) = 0(f  (gh)).
Since composition is right distributive over addition, we conclude that for all n 2 N
we have0
@ nX
j=0
j(f)g[j]
1
A  h= nX
j=0
(j(f)(g[j]  h))
=
nX
j=0
j(f)(g  h)[ j];
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and, thus,
lim
n!1
0
@
0
@ nX
j=0
j(f)g[j]
1
A  h
1
A = lim
n!1
0
@ nX
j=0
j(f)(g  h)[j]
1
A :
Since the mapping −  − : HA H0A ! HA is continuous we have
(f  g)  h=
0
@ lim
n!1
0
@ nX
j=0
j(f)g[ j]
1
A
1
A  h
= lim
n!1
0
@
0
@ nX
j=0
j(f)g[ j]
1
A  h
1
A
= lim
n!1
0
@ nX
j=0
j(f)(g  h)[ j]
1
A
=f  (g  h):
Lemma 3.7. If f =
P1
j=1 ajx
[j] 2 H0A; and g =
P1
j=1 bjx
[j] 2 H0A; then for any
positive integer n we have
n(f  g) = a1bn + Pn(a2; : : : ; an; b1; : : : ; bn−1);
where Pn is a polynomial with non-negative integer coecients that is linear in a2; : : : ;
an.
Proof. The proof by induction, similar to the corresponding result for formal power
series as found in [2, pp. 15{16], is straightforward and is omitted.
Theorem 3.8. Let f 2 H0A. There is some g 2 H0A such that f  g = x if and only
if 1(f) is a unit in A. In this case; g is unique; 1(g) is a unit in A; and g f = x.
Proof. The proof follows from Lemma 3.7, and is completely analogous to the corre-
sponding result in [2].
Comment: At this point one might ask if there is a natural evaluation ev : HA A !
A : (h; a) 7! h(a) that is compatible with composition and multiplication, that is, which
satises (fg)(a) = f(a)g(a) and (fg)(a) = f(g(a)) for all f 2 HA and g 2 H0A. Let
K be a eld of characteristic p > 0, let 0 6= a 2 K , and let x = (0; 1; 0; 0; : : :) 2 HK .
Then (x(a))p = (xp)(a) = 0, since xp = 0 in HK . It follows that x(a) = 0, and hence
x[n](a) = 0 for all n 2 N. This leaves the zero evaluation as the only evaluation.
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4. Dierential equations
We will see that rings of Hurwitz series provide formal solutions to homogeneous
linear ordinary dierential equations. We begin with an example to illustrate the tech-
nique that we will employ to solve dierential equations formally. If y = (y0; y1; y2; : : :)
is any Hurwitz series, we will write y(0) to denote 0(y) = y0.
Example. Let A be any ring, and let r; c 2 A. We will formally solve the dierential
equation y0 = ry subject to the initial condition y(0) = c using Hurwitz series and
Picard's method of successive approximations. Now consider the operator P : HA −!
HA dened for any  2 HA by P() = ic(r). If we let 0 = 0 = (0; 0; 0; : : :), then
we have
P(0) = (c; 0; 0; : : :) = 1;
P(1) = (c; cr; 0; 0; : : :) = 2;
P(2) = (c; cr; cr2; 0; 0; : : :) = 3;
and so forth. It is easy to see that the sequence fng1n=0 converges in the natural
topology on HA to the Hurwitz series z = (c; cr; cr2; cr3; : : :), and that z satises @A(z) =
rz and z0 = c. Hence z is a formal solution to the dierential equation.
Now we consider a rst order homogeneous linear system8<
:y0i =
nX
j=1
ijyj
9=
;
n
i=1
;
where ij 2 HA. Using matrix notation, we let
 = (ij)ni; j=1 and Y =
0
B@
y1
...
yn
1
CA :
We extend dierentiation and integration to vectors in the usual way, i.e., if Y is as
above, then
Y 0 =
0
B@
y01
...
y0n
1
CA ; and for c =
0
B@
c1
...
cn
1
CA 2 An;
we set
ic(Y ) =
0
B@
ic1 (y1)
...
icn(yn)
1
CA :
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As above, we let HAn denote the n-fold product of HA with the natural topology, and
we dene F : HAn −! HAn by
F( ) = ic( ):
It is clear that F depends upon the choice of c 2 An, and of course upon  2 (HA)nn
Theorem 4.1. F : HAn −! HAn; as dened above; is a contraction mapping.
Proof. Let f; g 2 HAn and N 2 N be such that dn(f; g)  ( 12 )N . Letting
f =
0
B@
f1
...
fn
1
CA and g =
0
B@
g1
...
gn
1
CA ;
we have for all i; j with 1  i  n and 1  j  N , j(fi) = j(gi). We have coordinate
representations
f =
0
BBBBBBB@
nX
k=1
1kfk
...
nX
k=1
nkfk
1
CCCCCCCA
and g =
0
BBBBBBB@
nX
k=1
1kgk
...
nX
k=1
nkgk
1
CCCCCCCA
:
For each i; j with 1  i  n and 1  j  N , we have
j
 
nX
k=1
ikfk
!
=
nX
k=1
 jX
l=0
Cjl l(ik)j−l(fk)
!
:
For 0  l  j we have j − l  j, so that j−l(fk) = j−l(gk). Therefore, it follows
that
j
 
nX
k=1
ikfk
!
= j
 
nX
k=1
ikgk
!
;
and hence we have
dn(f;g)  (1=2)N :
From the action of ic it is clear that
dn(ic(f); ic(g))  (1=2)N+1:
This shows that F is a contraction mapping as required.
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Corollary 4.2. The rst order homogeneous linear system of dierential equations
fy0i =
Pn
j=1 ijyjgni=1; where ij 2 HA for 1  i; j  n has a unique solution in HAn;
subject to the initial conditions yi(0) = ci for c1; : : : ; cn 2 A.
Proof. With F( ) = ic( ), c = (c1; : : : ; cn), the unique xed point of F is the
required solution.
Corollary 4.3. For any h0; : : : ; hn−1 2 HA and any c0; : : : ; cn−1 2 A; the nth-order
monic homogeneous linear dierential equation
y(n) =
n−1X
j=0
hjy(j)
has a unique solution in HA; subject to the initial value conditions
y(i)(0) = ci for i = 0; : : : ; n− 1:
Proof. As in the usual case, a solution to y(n) =
Pn−1
j=0 hjy
(j) is equivalent to a solution
to the rst order homogeneous linear system
y01 = y2
y02 = y3
...
y0n−1 = yn
y0n =
nX
i=1
hi−1yi
subject to the initial conditions yi(0) = ci−1 for i = 1; : : : ; n.
Example. Let A be any ring, and consider Airy's equation y00 − xy = 0, where x =
i0(1HA) = (0; 1; 0; 0; : : :), subject to the initial conditions y(0) = a, y0(0) = b, where
a; b 2 A are arbitrary. As in the proof of Corollary 4.3, a solution to Airy's equation is
equivalent to a solution of the system of two rst-order equations y01 = y2, y
0
2 = xy1.
Using the matrix notation introduced above, we let
 =

0 1
x 0

and Y =

y1
y2

:
Then
Y 0 =

y01
y02

; and for c =

a
b

2 A2;
we set
ic(Y ) =

ia(y1)
ib(y2)

:
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Now let F : HA2 −! HA2 be dened by F( ) = ic( ). Taking
 0 =

0
0

;
we get a sequence ( n) for n 2 N dened by  n+1 = F( n). We see immediately that
 1 =

(a; 0; 0; : : :)
(b; 0; 0; : : :)

;
 2 =

(a; b; 0; 0; : : :)
(b; 0; a; 0; : : :)

;
 3 =

(a; b; 0; a; 0; : : :)
(b; 0; a; 2b; 0; : : :)

;
and so forth. The solution to Airy's equation is the unique xed point of F , which can
be seen to be (a; b; 0; a; 2b; 0; 4a; 10b; 0; 28a; : : :).
Example. We note that there is also a \method of Frobenius" for solving linear ordi-
nary dierential equations using Hurwitz series, which we illustrate with an example.
Let A be any ring, and consider the equation y00 + a2y = 0, subject to the initial con-
ditions y(0) = 0, y0(0) = a, where a 2 A is arbitrary. If we let w = (w0; w1; w2; : : :) 2
HA denote an arbitrary Hurwitz series, then since @2A(w) = (w2; w3; w4; : : :) and a
2w =
(a2w0; a2w1; a2w2; : : :), we get a sequence of linear equations
fwn+2 = −a2wng1n=0:
Using the initial conditions w0 = 0, and w1 = a, we see that the solution to the
sequence of linear equations is w2n = 0 for n 2 N and w2n+1 = (−1)na2n+1 for
n 2 N. Hence we see that the formal Hurwitz series solution to the equation is s =
(0; a; 0;−a3; 0; a5; 0;−a7; 0; : : :). Of course, the \actual" solution to this equation is the
transcendental function sin(at), and s = (0; a; 0;−a3; 0; a5; 0;−a7; 0; : : :) is the Hurwitz
series expansion of sin(at) in HA. If we let c = (1; 0;−a2; 0; a4; 0;−a6; 0; : : :), then we
see that @A(s) = ac, @A(c) = −as, and s2 + c2 = 1HA. We will explore these ideas
further in a subsequent paper.
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