Genomic selection (GS) is increasingly applied in breeding programmes of major aquaculture 14 species, enabling improved prediction accuracy and genetic gain compared to pedigree-based 15
and the genetic relationships between training and validation sets. The accuracy of correctly 23 identifying KHVD resistant animals using genomic selection was between 8 and 18 % higher 24 than pedigree best linear unbiased predictor (pBLUP) depending on the tested scenario. 25
Furthermore, minor decreases in prediction accuracy were observed with decreased SNP 26 density. However, the genetic relationship between the training and validation sets was a key 27 factor in the efficacy of genomic prediction of KHVD resistance in carp, with substantially 28 While SNP arrays are available for several aquaculture species, and are commonly used in 66 some of the most advanced commercial breeding programmes (e.g. Atlantic salmon), they tend 67 to be relatively expensive and can suffer from ascertainment bias (Robledo et al. 2017) . 68
Genotyping by sequencing technology, such as RAD-seq (Baird et al. 2008 ) and subsequent 69 variants, have also been effective in studying complex traits such as disease resistance in 70 aquaculture species, and testing genomic selection (Vallejo et al. 2016 ; Barría et al. 2018 ; 71 Palaiokostas et al. 2018b ; Aslam et al. 2018 ). Disease resistance is particularly amenable to 72 genomic selection, because typically it is not possible to record on selection candidates 73 themselves (Yáñez et al. 2014) , and is typically measured on their close relatives (e.g. full 74 siblings) in aquaculture breeding programmes (Gjedrem and Rye, 2016). While effective, the 75 limitations of current genomic selection methods in aquaculture include (i) that the genotyping 76 is typically expensive, partially due to the high-density marker genotyping, and (ii) the 77 accuracy of prediction drops rapidly when the genetic relationship between the training and 78 validation populations decreases (e.g. Tsai et al., 2016) . 79
Family-based breeding programmes are at a formative stage in common carp, including a 80 programme focused on the Amur mirror carp breed in Europe (Prchal et al., 2018a,b) , where 81 improvement of disease resistance is a major breeding goal. The main aim of the current study 82 was to investigate the potential of GS to predict host resistance to KHVD in common carp 83 using genome-wide SNP markers generated by RAD sequencing. An additional aim was to 84 investigate the importance of SNP marker density in genomic prediction accuracy, with a view 85 to future low-density SNP panels for cost-effective genomic selection. Finally, the impact of 86 genetic relationship between the training and validation sets was assessed by comparing 87 prediction accuracy in groups of closely and distantly related fish. 88
89

Materials and Methods
90
Population origin and disease challenge 91
The origin of the samples and the details of the disease challenge experiment have been fully 92 described previously . In brief, the study was performed on a 93 population of Amur mirror carp that was created at the University of South Bohemia in České 94
Budějovice, Czech Republic in May 2014 using an artificial insemination method (Vandeputte 95 et al. 2004 ). The population was the result of four factorial crosses of five dams x ten sires (20 96 dams and 40 sires in total). A cohabitation KHV challenge was performed on randomly 97 sampled progeny of these crosses. Mortality of individual fish was recorded for a period of 35 98 days post infection (dpi), by which stage the mortality level had returned to baseline. In total, 99 phenotypic records regarding survival/mortality were documented for 1,425 animals. Presence 100 of KHV in a sample of dead fish (n = 100) was confirmed by PCR according to guidelines by 101 Overall binary survival (0 = dead, 1 = alive) was used as the phenotype to assess the potential 127 of genomic selection for improved resistance to KHVD in common carp. Several commonly 128
used genomic selection models were tested on the data using the R package BGLR for binary 129 traits (Pérez and de los Campos 2014): specifically rrBLUP, BayesA, BayesB (Meuwissen et 130 al. 2001) and BayesC (Habier et al. 2011 ). In addition, pedigree-based BLUP (Henderson 131 1975) was evaluated using the same software. The general form of the fitted models was: 132
where l is the vector of latent variables, b is the vector of the fixed effects (intercept, standard 134 length), X is the incidence matrix relating phenotypes with the fixed effects, the incidence 135 matrix relating the underlying liability with the genotypes and the vector of SNP effects 136 using the corresponding prior distribution for each of the aforementioned Bayesian models. 137
The parameters of each model were estimated by Markov chain Monte Carlo (MCMC) using 138
Gibbs sampling (110,000 iterations; burn-in: 10,000; thin: 10). Convergence of the resulting 139 posterior distributions was assessed both visually (inspecting the resulting MCMC plots) and 140 analytically using the R package coda v0.19-1 software (Plummer et al. 2006) . 141
Prediction metrics for KHVD resistance 142
The prediction performance of the utilized models was tested using the following metrics: 143
• Accuracy 144
• Receiver operator characteristic (ROC) curves 145
The prediction accuracy was approximated as: 146
where y is the vector of recorded phenotypes, (G)EBV is the (genomic) estimated breeding 148 values and h is the square root of the heritability (h 2 = 0.50 using the genomic relationship 149 Genomic prediction models were applied using datasets of varying SNP density using either 157 MAF or linkage disequilibrium (LD) values as thresholds for filtering. In particular, to obtain 158 the reduced density SNP panels for genomic prediction, a strategy of retaining SNPs surpassing 159 a sequentially increased MAF threshold was applied, as described in Robledo et al. (2018) . proportional to the overall survival of the challenged population. In the validation sets, the 172 phenotypes of the animals were masked, and their (genomic) estimated breeding values -173 (G)EBV -were estimated based on the prediction model derived from the training set. This 174 cross-validation procedure was repeated five times to minimize potential bias. 175
Testing the impact of genetic relationship on genomic prediction 176 177
Four different scenarios were tested for evaluating the impact of genetic relationships between 178 training and validation sets. In scenario 1 (S1), the formation of training and validation sets 179 required the existence of full-siblings in both sets for each family. For scenario 2 (S2) the 180 formation of validation and training sets allowed the existence of only half siblings between 181 the two sets (and no full siblings). Both in S1 and S2 the cross validation procedure was 182 repeated five times in order to reduce potential bias, while the size of the validation set was 183 290 animals on each replicate. In scenario (S3) the genomic prediction models were tested by 184 sequentially assigning each of the four factorial crosses (mean = 315 animals; sd = 81 animals) 185 as a validation set, using the remaining three as a training set. This approach resulted in 186 relatively unrelated training and validation sets, since it avoided the inclusion of full / half sibs 187 in both the training and the validation sets. The genomic prediction models were tested on the 188 dataset comprised of the full SNP data. Since pedigree information was not available for prior 189 generations, pBLUP could not be used for obtaining meaningful predictions across the factorial 190 cross groups. Finally, a scenario 4 (S4) was performed as control where no restrictions were 191 applied in the formation of training and validation sets (i.e. they were taken at random). Cross 192 validation in S4 was performed five times with the size of the validation sets being set to 290 193 animals. The S4 scenario was in fact similar with the approaches tested in the previous section 194 regarding varying SNP densities with the only difference being the size of the validation set. 195
The full SNP dataset was used for all the tested scenarios. was assessed and compared to prediction using a pedigree-based approach. Prediction accuracy 232 with pBLUP was 0.49, compared to 0.53 -0.54 for the genomic prediction models applied 233 using D1 (Table 1) . Prediction accuracies for D2 ranged between 0.52 -0.53, while in the case 234 of D3 and D4 prediction accuracy for all genomic models was 0.49 and 0.46 respectively 235 (Figure 2a) . Following estimation of ROC curves, the genomic models for D1 had a maximum 236 AUC estimate of 0.74 as opposed to 0.71 using pBLUP. AUC for D2 was 0.73 for all genomic 237 models. In the case of D3 and D4 the AUC for all genomic models was 0.71 and 0.70 238 respectively. 239
240
Regarding the reduced density SNP datasets obtained using LD pruning, the number of SNPs 241 in the sets with the LD thresholds of 0.15, 0.25, and 0.35 were 1,006 (LD1), 2,895 (LD2) and 242 5,118 (LD3) respectively. The genomic prediction accuracy obtained for LD1 was very slightly 243 higher than pBLUP using the BayesB and BayesC models (< 1% increase), while the AUC 244 was the same. In the case of rrBLUP and BayesA for the same SNP dataset the estimates were 245 2 % and 1 % lower compared to pBLUP for accuracy and AUC respectively. Using datasets of 246 higher SNP density resulted in the increase of both the accuracy and the AUC metrics as 247 observed previously for the reduced density datasets filtered by MAF. In particular, accuracy 248 for LD2 and LD3 ranged between 0.52 -0.54 and AUC between 0.72 and 0.74 (Figure 2b For the scenario S1, where all animals in the validation set had full sibs in the training set the 254 genomic prediction accuracy was approximately 0.56, which was marginally higher (~ 4% 255 increase) than the random allocation of animals into training and validation sets described 256 above. In S2 where the design of the validation set allowed the inclusion of only corresponding 257 half sibs in the training and validation set, the genomic prediction accuracy fell to ~ 0.53. In 258 S3 where the training and validation sets were set up to correspond to separate factorial crosses, 259 the mean accuracy for the genomic models was markedly lower, and ranged between 0.16 -260 0.20. Finally, in the scenario where training and validation sets were set up without posing any 261 restrictions estimated, such that close relatives are likely to be included in both sets, accuracy 262 ranged between 0.52 -0.54 for the genomic prediction models and 0.49 for pBLUP (Table 2) . 263
264
The obtained AUC values from the ROC curves were 0.74 (BayesB; Figure 3 ) and 0.72 for S1 265 and S2 for the genomic prediction models, while the corresponding AUC values from pBLUP 266 were 0.72 and 0.69 respectively. For S3 the estimated AUC values for the genomic models 267 were again substantially lower and ranged between 0.57 -0.58. In S4, where no restrictions 268
were applied regarding the inclusion of full/half sibs on both training and validation sets, the 269 AUC values were between 0.72 -0.74, comparable to S1 and S2 (Table 2) . Since genotyping cost is generally related to SNP marker density, determining the lowest SNP 290 density that retains maximum genomic prediction accuracy is a logical goal. In the current 291 study, reducing SNP density from 15,615 to 2,895 resulted in minor decreases in prediction 292 accuracy, with 1,000 -1,600 SNPs giving approximately the same accuracy as pBLUP. 293
Furthermore, the LD-pruned dataset of approximately 5,000 SNPs resulted in the same 294 prediction accuracy performance as the full dataset (15,615 SNPs). A more drastic impact of 295 genetic relationship between training and validation sets on prediction accuracy was observed. 296
The highest prediction efficiency was observed in scenario S1 where animals in the validation 297 set had full siblings in the training set. Prediction efficiency decreased 6 -8 % in the scenario 298 allowing for only the inclusion of half-siblings (and no full siblings) in the training and 299 validation sets but was still comparable to the results when the sets were established at random. 300
Interestingly, the impact of the lower genetic relationships on pBLUP accuracy was greater, 301 and it dropped by approximately 16 % between S1 and S2. This may indicate that genomic 302 prediction models have the potential to utilize distant relationships compared to pBLUP, 303 especially in the current set up where there was only a two generation pedigree. Furthermore, 304 when the training set comprised three of the factorial cross groups and the validation set 305 comprised the fourth, thus resulting in no shared full/half sibs between the two sets, the 306 accuracy dropped massively to 0.16 -0.17 (15,615 SNPs). The decrease in prediction accuracy 307 with more distant relationships is to be expected, thus close relationships between training and 308 validation sets is a necessary prerequisite for successfully implementing GS (Meuwissen et al. 309 2013), and it highlights the importance of obtaining genotype and phenotype records on close 310 relatives of selection candidates in future carp breeding programmes using genomic (and 311 pedigree) selection. 312
Testing genomic prediction on binary traits such as survival, presents a challenge to define a 313 suitable test metric for selecting the best performing model, especially when survival deviates 314 significantly from 50 %. Solely relying on correlation derived accuracy for model assessment 315 in this case could result in suboptimal selection decisions. Suitable metrics for evaluating 316 prediction efficiency in binary traits and thus selecting the best performing models for 317
estimating breeding values include the AUC from ROC curves. 318
319
The AUC values provide a commonly used metric for assessing the prediction efficacy of 320 binary classifiers, taking into consideration both the rate of false positives and false negatives 321 with values of one suggesting 100% successful classification. This approach has been routinely 322 used to test the efficacy of prediction models in disease resistance studies both in humans 323 (Wray et al. 2010) , livestock (Tsairidou et al. 2014 ) and aquaculture (Palaiokostas et al. 2018c ) 324 amongst others. In the current study, genomic prediction using the marker density scenarios of 325 ~ 3,000 SNPs and above resulted in a slight improvement (~ 4%) of AUC compared to pBLUP. 560  561  562  563  564  565  566  567  568  569  570  571  572  573  574  575  576  577  578  579  580  581  582  583  584  585  586  587  588  589  590  591  592  593  594  595  596  597  598 Figures  600  601  602   603  604  Figure 1.  605  606  607  608  609  610  611  612  613  614  615  616  617  618  619  620  621  622  623 
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