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VARIATIONAL CONVERGENCE
OVER METRIC SPACES
KAZUHIRO KUWAE AND TAKASHI SHIOYA
Abstract. We introduce a natural definition of Lp-convergence
of maps, p ≥ 1, in the case where the domain is a convergent
sequence of measured metric space with respect to the measured
Gromov-Hausdorff topology and the target is a Gromov-Hausdorff
convergent sequence. With the Lp-convergence, we establish a
theory of variational convergences. We prove that the Poincare´
inequality with some additional condition implies the asymptotic
compactness. The asymptotic compactness is equivalent to the
Gromov-Hausdorff compactness of the energy-sublevel sets. Sup-
posing that the targets are CAT(0)-spaces, we study convergence
of resolvents. As applications, we investigate the approximating
energy functional over a measured metric space and convergence
of energy functionals with a lower bound of Ricci curvature.
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1. Introduction
Let Mi → M and Yi → Y (i = 1, 2, 3, . . . ) be two pointed Gromov-
Hausdorff convergent sequences of proper metric spaces, where ‘proper ’
means that any bounded subset is relatively compact, and let us give
measures on Mi which converge to a measure on M . We are interested
in the convergence and asymptotic behavior of maps ui : Mi → Yi and
also energy functionals Ei defined on a family of maps from Mi → Yi.
Note that there are several attempts to define natural energy function-
als on the mapping space from M to Y by the measured metric struc-
ture of M and the metric structure of Y (see, for example, [9, 30, 4]
for the case of Y = R and [10, 20, 23, 29] for the general Y ). We
introduce a natural definition of the Lp-convergence of ui : Mi → Yi to
u : M → Y , p ≥ 1, and establish a general theory for energy functionals
Ei by extending the theory of variational convergences, mainly studied
by Mosco [27]. Mosco introduced the asymptotic compactness of energy
functionals {Ei}, which is a generalization of the Rellich compactness.
The asymptotic compactness is useful to obtain the convergence of en-
ergy minimizers, i.e., harmonic maps, and also to investigate spectral
properties in the linear case. Under a uniform bound of Poincare´ con-
stants and some property of the metric on M , we prove the asymptotic
compactness of {Ei}. We focus on a Γ-convergence with the asymp-
totic compactness, say compact convergence. If {Ei} is asymptotically
compact, it has a compact convergent subsequence. We prove that the
compact convergence is equivalent to the Gromov-Hausdorff conver-
gence of the energy-sublevel sets, which is a geometric interpretation
of compact convergence. We also prove that the compact convergence
of Ei is equivalent to a convergence of associated resolvents, provided
that Yi are all CAT(0)-spaces and Ei are lower semi-continuous con-
vex functionals. Such the resolvent was defined by Jost [11] using the
VARIATIONAL CONVERGENCE OVER METRIC SPACES 3
Moreau-Yosida approximation. As applications of our theory, we study
the approximating energy functional and its spectral property. We also
obtain the compactness of energy functionals if Mi are Riemannian
manifolds with a lower bound of Ricci curvature.
We mention further details. Let Mi → M and Yi → Y be as above.
For p ≥ 1 and two measurable maps u, v : M → Y , the Lp-distance
dLp(u, v) between u and v is defined by
dLp(u, v) :=
(∫
M
dY (u(x), v(x))
p dx
) 1
p
.
Consider the Lp-metric space of measurable maps from M to Y (resp.
from Mi to Yi) and denote it by X (resp. Xi). To define the L
p-
convergence of maps ui ∈ Xi to a map u ∈ X , we take Gromov-
Hausdorff approximations ϕi : Mi → M , which are (not necessarily
continuous) Borel maps almost preserving the distances. Assume first
that Yi = Y for all i. It is natural to consider that ϕi ◦ u converges to
u, so that if a sequence ui : Mi → Y (= Yi) satisfies dLp(ϕi ◦ u, ui)→ 0
as i → ∞, then we say that ui Lp-converges to u. However, this
definition is natural only if u is continuous, because the convergence
of the measures on Mi is only weak (see Remark 3.15 for the detailed
explanation). If Yi = Y is (a subset of) a Banach space, then we can
take a continuous Lp-approximation u˜ǫ of a measurable u : M → Y ,
ǫ > 0, such that dLp(u˜ǫ, u) < ǫ. If
(1.1) lim
ǫ→0
lim
i→∞
dLp(ϕi ◦ u˜ǫ, ui) = 0,
then ui L
p-converges to u. For general Yi, Y , we embed all Yi and Y
into a Banach space and employ the same definition as above. This
induces a topology on the disjoint union
⊔
iXi⊔X , say the Lp-topology.
We prove that the Lp-topology is independent of the Gromov-Hausdorff
approximation {ϕi} and also of the embedding of Yi, Y into a Banach
space. See Section 3.2 for the Lp-topology.
The Lp-topology on
⊔
iXi ⊔ X has some nice properties involving
the Lp-metric structure of Xi and X , such as, if Xi ∋ ui, vi → u, v ∈ X
respectively in Lp, then dLp(ui, vi)→ dLp(u, v). By their properties we
present a set of axioms for a topology on
⊔
iXi ⊔X for general metric
spaces (Xi, dXi) and (X, dX). We call such a topology satisfying the ax-
ioms the asymptotic relation between {Xi} and X (see Definition 3.1).
Since Xi and X are typically improper, the asymptotic relation can
be thought as a non-uniform variant of Gromov-Hausdorff convergence
Xi → X .
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After establishing the foundation of asymptotic relation, we give, in
Section 4.1, a formulation of variational convergences of general func-
tions Ei : Xi → [ 0,+∞ ] to E : X → [ 0,+∞ ]. {Ei} is said to
be asymptotically compact if for any bounded sequence ui ∈ Xi with
supiEi(ui) < +∞, it has a convergent subsequence, where ‘bounded ’
means that dXi(ui, vi) is bounded for some convergent sequence vi ∈ Xi.
We say that Ei Γ-converges to E if the following (Γ1) and (Γ2) are both
satisfied.
(Γ1) For any u ∈ X there exists a sequence ui ∈ Xi such that ui → u
and Ei(ui)→ E(u).
(Γ2) We have limiEi(ui) ≥ E(u) for any convergent sequence Xi ∋
ui → u ∈ X .
We say that Ei compactly converges to E if Ei Γ-converges to E and if
{Ei} is asymptotically compact.
In Section 4, we study the asymptotic compactness and the compact
convergence of {Ei}. It is important to investigate under what condi-
tion the asymptotic compactness is obtained. We introduce a concept
of the local covering order of a locally compact metric space (see Defi-
nition 4.13), which is a quantity measuring the local size of the metric
space. Assume thatMi andM are all compact. Under a bound of local
covering order of M and a uniform bound of Poincare´ constants for Ei
on Mi, we prove the asymptotic compactness of {Ei} (see Theorem
4.15). Since we do not need the doubling condition, our theorem can
be applied to infinite-dimensional spaces. There is a mistake in the
linear version in [22]. We correct it by introducing the local covering
order.
Motivated by Gromov’s study of spectral concentration, Section 31
2
.57
of [8], we prove that the compact convergence Ei → E is equiva-
lent to that for any c ∈ R there exists a sequence ci ց c ∈ R
such that the sublevel set ({ u ∈ Xi | Ei(u) ≤ ci }, oi) converges to
({ u ∈ X | E(u) ≤ c }, o) with respect to the pointed Gromov-Hausdorff
topology, where oi ∈ Xi is a sequence converging to a point o ∈ X (see
Theorem 4.25).
In Section 5, we study variational convergences over CAT(0)-spaces,
where a CAT(0)-space is a globally nonpositively curved metric space.
Typical examples of CAT(0)-spaces are Hadamard manifolds and trees.
If the target space is CAT(0) then the L2-mapping space is also CAT(0),
and an energy functional defined in a suitable way becomes convex
and lower semi-continuous. Thus, it is reasonable to assume that Xi
and X are all CAT(0)-spaces, and Ei and E are convex lower semi-
continuous functions with Ei, E 6≡ +∞. For any λ ≥ 0 and u ∈ X ,
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there exists a unique minimizer, say JEλ (u) ∈ X , of v 7→ λE(v) +
dX(u, v)
2. This defines a map JEλ : X → X , called the resolvent of
E (see [11]). Note that if X is a Hilbert space and if E is a closed
densely defined symmetric quadratic form on X , then we have JEλ =
(I + λA)−1, where A is the infinitesimal generator associated with E.
The one-parameter family [ 0,+∞ ) ∋ λ 7→ JEλ (u) gives a deformation
of a given map u ∈ X to a minimizer of E (or a harmonic map),
limλ→+∞ J
E
λ (u) (if any). Jost [14] studied convergence of resolvents
and Moreau-Yosida approximations. Although his study is only on a
fixed CAT(0)-space, we extend it for a sequence of CAT(0)-spaces with
an asymptotic relation. We investigate the relation between asymptotic
compactness and resolvents (see Proposition 5.18). This is new even
on a fixed CAT(0)-space. As the main theorem in this section (see
Theorem 5.22), we prove that Ei compactly converges to E + c for
some constant c ∈ R iff the following (1) and (2) are both satisfied.
(1) For any λ > 0 and for any bounded sequence ui ∈ Xi, JEiλ (ui)
has a convergent subsequence.
(2) JEiλ (ui) converges to J
E
λ (u) for any λ > 0 and for any convergent
sequence Xi ∋ ui → u ∈ X .
In the case where Ei and E are symmetric quadratic forms on Hilbert
spaces, this theorem is obtained in our previous paper [22] (see also
Section 5.4 of this paper) and is applied to the study of the spectral
properties of the Laplacian of convergent Riemannian manifolds. This
also has some applications to a homogenization problem, [31], and con-
vergence of Dirichlet forms, [16, 17, 28], including finite-dimensional
approximation problems, [18, 19]. The results of such studies could
possibly extend to the nonlinear case.
In Section 6, we give some applications. Define the ρ-approximating
energy Eρ(u), ρ > 0, of a measurable map u : M → Y by
Eρ(u) :=
1
2
∫
M
1
|B(x, ρ)|
∫
B(x,ρ)\{x}
dY (u(x), u(y))
p
ρp
dydx ∈ [ 0,+∞ ],
where |B(x, ρ)| is the measure of the open metric ρ-ballB(x, ρ) centered
at x. If M and Y are both complete Riemannian manifolds, then as
ρ→ 0+, Eρ Γ-converges to the usual energy functional upto a constant
multiple over the Lp-mapping space. If M is a Riemannian manifold
and if Y is a metric space, then Eρ Γ-converges to some functional E,
which is often called the Korevaar-Schoen energy functional (see [20]).
We prove that {Eρ} is asymptotically compact and so the convergence
Eρ → E becomes compact, providedM is a compact Riemannian man-
ifold and Y is a proper metric space. More generally, this is true in the
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case where M is a compact measured metric space with some property
(called the measure contraction property) stated in [30, 23]. Note that
each Eρ does not have the Rellich compactness property. This brings
an example of an asymptotically compact sequence {Ei} with noncom-
pact Ei. In the real-valued case (i.e., Y = R), the functionals E
ρ and E
are symmetric quadratic forms and we denote their infinitesimal gener-
ators by Aρ and A respectively. The operator A is the Laplacian if M
is a Riemannian manifold. Each Aρ has nonempty essential spectrum,
whose bottom is divergent to +∞ as ρ → 0+. The kth eigenvalue of
Aρ converges to that of A as ρ→ 0+ for any fixed k ∈ N.
We next study the convergence of energy functionals under a lower
bound of Ricci curvature. For a constant n ≥ 2, let Mi be a sequence
of n-dimensional closed Riemannian manifolds of Ricci curvature ≥
−(n−1) which converges to a compact measured metric space M with
respect to the measured Gromov-Hausdorff topology. Let Yi → Y be
a pointed Gromov-Hausdorff convergent sequence of proper pointed
metric spaces. Consider the Korevaar-Schoen type energy, denote Ei,
on the L2-mapping space from Mi to Yi (see [20]). We prove that {Ei}
is asymptotically compact and has a compactly convergent subsequence
(see Theorem 6.6). If Yi = Y is a fixed complete Riemannian manifold,
then Kasue’s result [16] together with Cheeger-Colding’s one [5] shows
that Ei converges in some sense to a naturally defined energy functional
E on the L2-mapping space from M to Y . Combining this with our
result yields that Ei compactly converges to E.
2. Preliminaries for Gromov-Hausdorff convergence
The Hausdorff distance dZH(X, Y ) between two subsets X and Y of
a metric space Z is defined to be the infimum of r > 0 such that
X ⊂ B(Y, r) and Y ⊂ B(X, r), where B(X, r) denotes the open r-
neighborhood of X . Let X and Y be two compact metric spaces.
The Gromov-Hausdorff distance dGH(X, Y ) between X and Y is the
infimum of dZH(X, Y ), where Z is any metric space into which X and Y
are isometrically embedded. The distortion disϕ of a (not necessarily
continuous) map ϕ : X → Y is defined by
disϕ := sup
x,y∈X
|d(ϕ(x), ϕ(y))− d(x, y)|,
where d denotes the distance function. If a map ϕ : X → Y satisfies
disϕ < ǫ and B(ϕ(X), ǫ) = Y , then it is called an ǫ-approximation. It
is known that if dGH(X, Y ) < ǫ then there exists a 2ǫ-approximation
from X to Y . Conversely, if there exists an ǫ-approximation from X
to Y then dGH(X, Y ) < 2ǫ.
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Let {i} be a directed set and {(Xi, oi)} a net of pointed proper metric
spaces, where ‘proper ’ means that any closed and bounded subset is
compact. We say that (Xi, oi) converges to a pointed proper metric
space (X, o) with respect to the pointed Gromov-Hausdorff convergence
if for any r > 0 there exist two nets of positive numbers ri ց r, ǫi →
0+, and ǫi-approximations ϕi : B(oi, ri) → B(o, r) with ϕi(oi) = o.
This is equivalent to the existence of ǫi-approximations ψi : B(oi, r
′
i)→
B(o, ri) such that ψi(oi) = o, ǫi → 0+ and r′i > ri → +∞. We call such
a {ψi} a pointed Gromov-Hausdorff approximation. This convergence
induces a topology, called the pointed Gromov-Hausdorff topology, on
the set of pointed proper metric spaces.
Note that a notion of convergence of a sequence of countable elements
is not enough to define a topology and we need convergence of a net
with indexed by a directed set for it.
The following definition seems not to be in a common knowledge.
Definition 2.1 (Compact Hausdorff convergence). Let Ai, A be closed
subsets of a metric space Z. We say that Ai converges to A in the
compact Hausdorff convergence if for some point o ∈ Z and for any
r > 0 there exists a net ri ց r such that
dZH(Ai ∩ B(o, ri), A ∩ B(o, r))→ 0.
Remark 2.2. If the restrictions of the metric on Ai and A are all proper,
then a compact Hausdorff convergence Ai → A implies the pointed
Gromov-Hausdorff convergence (Ai, oi) → (A, o) for any net oi ∈ X
converging to a point o ∈ X .
The following proposition seems to be well-known.
Proposition 2.3 (cf. Proof of 3.5(b) of [8]). Let (Xi, oi) be a net of
pointed proper metric spaces converging to a pointed proper metric space
(X, o) in the pointed Gromov-Hausdorff topology. Then, there exists a
proper metric dX on the disjoint union X :=
⊔
iXi ⊔X such that
(1) the restrictions of dX on Xi and X coincide with the original
metrics dXi and dX respectively;
(2) Xi converges to X in the compact Hausdorff convergence in
(X , dX );
(3) dX (oi, o)→ 0.
Proof. Since the proof is standard, we here give an outline. Take a
dense countable subset {pn}n∈N ⊂ X with p1 = 0. By the convergence
(Xi, oi)→ (X, o), there exist a net N(i)ր∞ of natural numbers and
points pn,i ∈ Xi for n = 1, 2, . . . , N(i) with p1,i = oi such that
| dXi(pm,i, pn,i)− dX(pm, pn) | < 1/N(i)
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for any m,n = 1, 2, . . . , N(i). Set dX := dXi on Xi ×Xi and dX := dX
on X × X . We define the distance dX (x, y) between any two points
x ∈ Xi and y ∈ X by
dX (x, y) := inf
n=1,2,...,N(i)
dXi(x, pn,i) + dX(y, pn) + 1/N(i).
and the distance dX (x, y) between x ∈ Xi and y ∈ Xj for i 6= j by
dX (x, y) := inf
z∈X
dX (x, z) + dX (y, z).
Then, dX is a unique minimal distance function on X satisfying (1)
and the condition that dX (pn,i, pn) = 1/N(i) for all n = 1, 2, . . . , N(i).
In particular we have (3). It is easy to verify (2). This completes the
proof. 
We assume that all measure spaces are locally compact Polish spaces
with positive Radon measures of full support, where a Polish space is,
by definition, homeomorphic to a complete separable metric space.
Definition 2.4 (Measure approximation, [22]). LetMi andM be mea-
sure spaces. A net {ϕi : Mi ⊃ D(ϕi)→ M} of maps is called a measure
approximation if the following (M1) and (M2) are satisfied.
(M1) Each ϕi is a measurable map from a Borel subset D(ϕi) of Mi
to M .
(M2) The push-forward by ϕi of the measure on Mi vaguely (or
weakly-star) converges to the measure on M , i.e., for any f ∈
C0(M),
lim
i
∫
D(ϕi)
f ◦ ϕi(x) dx =
∫
M
f(x) dx,
where C0(M) is the set of continuous functions onM with com-
pact support.
Note that it is nonsense to define a topology on the set of measure
spaces by the existence of a measure approximation. This is because,
if the total measure of Mi converges to a finite number a, then the
map from Mi to the set of a single point with mass a forms a measure
approximation. However, the following definition makes sense.
Definition 2.5 (Measured Gromov-Hausdorff topology, [7, 8]). LetMi
and M be compact measured metric spaces. We say that Mi converges
to M in the sense of the measured Gromov-Hausdorff convergence if
there exists a measure approximation {ϕi : Mi → M} such that each
ϕi is an ǫi-approximation for some ǫi → 0+.
The pointed version is also defined. LetMi andM be pointed proper
measured metric spaces. We say that Mi converges to M in the sense
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of the pointed measured Gromov-Hausdorff convergence if there exists
a pointed Gromov-Hausdorff approximation that is a measure approx-
imation, which we call a measured pointed Gromov-Hausdorff approxi-
mation.
The (pointed) measured Gromov-Hausdorff convergence induces a
topology, called the (pointed) measured Gromov-Hausdorff topology,
on the set of compact (resp. pointed proper) measured metric spaces,
which is stronger than the (pointed) Gromov-Hausdorff topology.
3. Asymptotic relation
In Section 3.1, we present a set of axioms of asymptotic relation and
prove some lemmas needed in the later sections. Then, in Section 3.2,
we prove that Lp-mapping spaces Xi and X as in Introduction satisfy
the axioms. The axioms are more flexible than our previous ones in
the linear case, [22].
3.1. Foundation. Throughout this paper, we denote by i any element
of a given directed set {i}. Let {Xi} be a net of metric spaces and X
a metric space. Define
X :=
(⊔
i
Xi
)
⊔X (disjoint union).
We sometimes consider the following additional condition:
(L) Given a field K = R or C, Xi and X are all topological linear
spaces overK whose topologies are compatible with their metric
structure.
Definition 3.1 (Asymptotic relation). We call a topology on X satis-
fying the following (A1)–(A4) an asymptotic relation between {Xi} and
X .
(A1) Xi and X are all closed in X and the restricted topology of X
on each of Xi and X coincides with its original topology.
(A2) For any x ∈ X there exists a net xi ∈ Xi converging to x in X .
(A3) If Xi ∋ xi → x ∈ X and Xi ∋ yi → y ∈ X in X , then we have
dXi(xi, yi)→ dX(x, y).
(A4) If Xi ∋ xi → x ∈ X in X and if yi ∈ Xi is a net with
dXi(xi, yi)→ 0, then yi → x in X .
Supposing (L), we say that an asymptotic relation between {Xi} and
X is linear if the following (AL) is satisfied.
(AL) If Xi ∋ xi → x ∈ X and Xi ∋ yi → y ∈ X in X , then
axi + byi → ax+ by in X for any scalers a, b ∈ K.
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By the definition, an asymptotic relation on X is a Hausdorff topol-
ogy.
Remark 3.2. Notice that a Gromov-Hausdorff convergence Xi → X
induces an asymptotic relation (see Proposition 3.5(b) of [8] and also
Proposition 2.3 of this paper). Thus, the existence of an asymptotic
relation between {Xi} and X can be thought as a generalization of
Gromov-Hausdorff convergence Xi → X in a sense. However, it seems
not to be suitable to call an asymptotic relation a convergence. This is
because the existence of an asymptotic relation between {Xi} and X
induces one between {Xi} and any Y ⊂ X as the restriction.
Definition 3.3 (Metric approximation). A net {fi : X ⊃ D(fi)→ Xi}
of (not necessarily continuous) maps is called a metric approximation
for {Xi} and X if the following (B1) and (B2) are satisfied.
(B1) D(fi) is monotone nondecreasing in i and
⋃
iD(fi) is dense in
X .
(B2) For any x, y ∈ ⋃iD(fi) we have dXi(fi(x), fi(y))→ dX(x, y).
Under (L), a metric approximation {fi : X ⊃ D(fi) → Xi} is said to
be linear if the following (BL) is satisfied.
(BL) Each fi is a linear map from a linear subspace D(fi) ⊂ X to
Xi.
The concept of metric approximation is needed to define Lp-topology
in Section 3.2.
Definition 3.4 (Compatibility). For an asymptotic relation and a met-
ric approximation {fi} between {Xi} and X , we consider the following
compatibility condition, (C), between them.
(C) fi(x)→ x in X for any x ∈
⋃
iD(fi).
If the compatibility condition holds, we say that the asymptotic relation
and the metric approximation {fi} are compatible to each other.
Lemma 3.5. (1) For a given (linear) asymptotic relation between
{Xi} and X, there exists a (linear) metric approximation {fi}
compatible with it such that D(fi) = X for all i in the nonlinear
case and that D(fi) consists of finite linear combinations of a
given complete basis on X in the linear case.
(2) For a given (linear) metric approximation {fi} for {Xi} and X,
there exists a unique (linear) asymptotic relation between {Xi}
and X compatible with {fi}
Proof. (1): Let an asymptotic relation between {Xi} and X be given.
By (A2), for each x ∈ X we can choose a net xi ∈ Xi such that xi → x
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with respect to the asymptotic relation and set fi(x) := xi. This defines
a map fi : D(fi) = X → Xi. (A3) implies (B2).
Assume that the asymptotic relation is linear and let B be a com-
plete linear basis on X . We define a map fi on B in the same way as
above. Then it extends to a linear map from the set of finite linear
combinations of B, say D(fi), to Xi. D(fi) is a dense linear subspace
of X .
(2): Let {fi} be a metric approximation for {Xi} and X . We define
a convergence Xi ∋ xi → x ∈ X by the following condition: There
exists a sequence x˜j ∈
⋃
iD(fi), j = 1, 2, . . . , converging to x in X
such that
lim
j
lim
i
dXi(xi, fi(x˜j)) = 0
(compare (1.1)). This convergence together with (A1) induces a unique
topology on X . We shall show that this topology is an asymptotic
relation. In fact, (B1) implies (A2). Let us verify (A3). Assume Xi ∋
xi → x ∈ X and Xi ∋ yi → y ∈ X . Then there exist x˜j , y˜j ∈
⋃
iD(fi)
such that
x˜j → x, lim
j
lim
i
dXi(xi, fi(x˜j)) = 0,
y˜j → y, lim
j
lim
i
dXi(yi, fi(y˜j)) = 0.
Since {fi} is a metric approximation, we have
lim
j
lim
i
dXi(fi(x˜j), fi(y˜j)) = lim
j
dX(x˜j , y˜j) = dX(x, y).
Therefore the triangle inequalities show that dXi(xi, yi) → dX(x, y).
(A4) is obtained from the definition of the convergence and a triangle
inequality. Thus the topology on X defined here is an asymptotic
relation. It is obvious that the compatibility condition is satisfied.
Supposing that {fi} is linear, it is easy to see that the asymptotic
relation defined above is linear. 
Definition 3.6 (Asymptotic continuity). Let {Xi} and X have an
asymptotic relation. A compatible metric approximation {fi} is said
to be asymptotically continuous if D(fi) = X for any i and if fi(xi)→ x
in X holds for any net X ∋ xi → x ∈ X .
Lemma 3.7. Assume that {Xi} and X have a (linear) asymptotic
relation and that X is separable. Then, there exists an asymptotically
continuous (linear) metric approximation {fi : D(fi) = X → Xi}
compatible with it such that each fi is a Borel map.
Proof. Let us first consider the nonlinear case. Take a dense countable
subset {ak}k∈N of X and set An := {a1, a2, . . . , an}. For a given x ∈ X
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we choose ak with smallest k among the points in An nearest to x;
then we set πn(x) := ak. This defines a Borel map πn : X → An.
By Lemma 3.5, there exists a metric approximation {gi : X → Xi}
compatible with the given asymptotic relation between {Xi} and X .
Let
ǫn,i := sup{ |dXj(gj(a), gj(a′))− dX(a, a′)| | j ≥ i, a, a′ ∈ An }.
Then, for each n ∈ N we have limi ǫn,i = 0. Hence, there exists a net
n(i) → ∞ such that limi ǫn(i),i = 0. Define fi := gi ◦ πn(i). Since the
image of each πn(i) consists of finitely many points, it is a Borel map.
We take any x, x′ ∈ X and fix them. It then follows that
| dXi(fi(x), fi(x′))− dX(x, x′) |
≤ | dXi(fi(x), fi(x′))− dX(πn(i)(x), πn(i)(x′)) |
+ | dX(πn(i)(x), πn(i)(x′))− dX(x, x′) |
≤ ǫn(i),i + dX(πn(i)(x), x) + dX(πn(i)(x′), x′)
→ 0,
so that {fi} is a metric approximation. The rest of the proof is to
show the asymptotic continuity of {fi}. Take points xi, x ∈ X such
that xi → x. Since πn(i)(xi) and πn(i)(x) both tend to x, we have
dX(πn(i)(xi), πn(i)(x)) → 0, which together with ǫn(i),i → 0 implies
dX(fi(xi), fi(x)) → 0. By (A4), we obtain fi(xi) → x in X . This
completes the proof in the nonlinear case.
Assume that the asymptotic relation is linear. Since X is separable,
there is a countable complete linear basis B = {a1, a2, . . . } of X such
that dX(o, ak) is bounded away from zero and from infinity as k →
∞. We have a unique Hilbert metric on X for which B is a complete
orthonormal basis. It follows that the topology of the Hilbert metric
on X coincides with that of dX . Let An be the linear subspace spanned
by a1, a2, . . . , an and πn : X → An the orthogonal projection. Every
πn is continuous and satisfies that πm = πm ◦ πn for n ≤ m. By
Lemma 3.5, we find a linear metric approximation {gi} compatible
with the asymptotic relation such that D(gi) consists of finite linear
combinations of B. Let
ǫn,i := sup{ |dXj(gj(a), gj(a′))−dX(a, a′)| | j ≥ i, a, a′ ∈ An∩B(o, 1/n) }.
where o ∈ X is the origin. The rest of the proof is same as in the
nonlinear case above. 
Lemma 3.8. Assume that {Xi} and X have an asymptotic relation
and {fi} an asymptotically continuous metric approximation compatible
with it. Then, for any compact subset C ⊂ X we have dis fi|C → 0.
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Proof. If not, there exist a number δ > 0 and nets xi, yi ∈ C such that
(3.1) |dXi(fi(xi), fi(yi))− dX(xi, yi)| ≥ δ.
Since C is compact, by replacing the nets by subnets, we may as-
sume that xi → x, yi → y for some points x, y ∈ C. Then we have
dX(xi, yi)→ dX(x, y) and, by the asymptotic continuity of {fi},
dXi(fi(xi), fi(x))→ 0, dXi(fi(yi), fi(y))→ 0.
Moreover, dXi(fi(x), fi(y)) → dX(x, y). Thus, by using triangle in-
equalities, the left-hand side of (3.1) tends to zero. This is a contra-
diction. 
We shall briefly mention a connection between asymptotic relation
and Gromov-Hausdorff convergence.
Definition 3.9 (Asymptotic compactness). Assume that {Xi} and X
have an asymptotic relation. We say that a net xi ∈ Xi is bounded if
dXi(xi, oi) is bounded for some convergent net oi ∈ Xi. The asymptotic
relation is said to be asymptotically compact if any bounded net xi ∈ Xi
has a convergent subnet in X with respect to the asymptotic relation.
Proposition 3.10. If there exists an asymptotically compact asymp-
totic relation between {Xi} and X, then X is proper.
Proposition 3.11. Let Xi and X be proper metric spaces, let oi ∈ Xi
be a net, and let o ∈ X be a point. Then, the pointed space (Xi, oi)
converges to (X, o) in the Gromov-Hausdorff topology iff there exists
an asymptotically compact asymptotic relation between {Xi} and X
for which oi converges to o.
The proofs of Propositions 3.10 and 3.11 are easy. Also, they both
follow from Theorem 4.25 blow by setting Ei := 0 and E := 0.
3.2. Asymptotic relation between Lp-spaces. LetM be a measure
space (as we said in Section 2, it is a locally compact Polish space with
a full supported Radon measure), Y a metric space, and p ≥ 1 a real
number. Given two measurable maps u, v : M → Y , we define the
Lp-distance dLp(u, v) between them by
dLp(u, v) :=
(∫
M
dY (u(x), v(x))
p dx
) 1
p
≤ +∞,
where
∫
M
dx means the integrating over M by the measure on M . For
a measurable map ξ : M → Y we define
Lpξ(M,Y ) := { u : M → Y | measurable map with dLp(u, ξ) < +∞ }.
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We identify two maps in Lpξ(M,Y ) if they are equal a.e. on M , so that
Lpξ(M,Y ) becomes a metric space with metric dLp. If Y is complete
(resp. separable), then Lpξ(M,Y ) is also complete (resp. separable).
We first introduce a natural asymptotic relation between Lp-spaces
in the case where the target space is a Banach space. Let B be a Ba-
nach space over R with norm ‖ · ‖ and origin o. Note that Lpo(M,B) is
a Banach space with respect to dLp. The support ‘supp u’ of a measur-
able map u : M → Y is defined to be the subset of M satisfying the
condition that x ∈ M \ supp u iff there exists an open neighborhood
U of x such that u = o a.e. on U . Denote by Co(M,B) the set of
continuous maps u : M → B with compact support supp u. We have
the following lemma in a standard way and the proof is omitted.
Lemma 3.12. Co(M,B) is a dense linear subspace of L
p
o(M,B).
Let {ϕi : Mi ⊃ D(ϕi) → M} be a measure approximation for mea-
sure spaces Mi and M . For u ∈ Co(M,B), we define
(3.2) Φiu(x) :=
{
u ◦ ϕi(x) for x ∈ D(ϕi),
o for x ∈Mi \ D(ϕi).
For each i, Φiu : Mi → B is a measurable map and Φi is a linear map
from Co(M,B). Define D(Φi) to be the set of u ∈ Co(M,B) such that
dLp(Φju, o) < +∞ for any j ≥ i. It is easy to prove that D(Φi) is a
linear subspace of Co(M,B).
Proposition 3.13. We have
(1)
⋃
iD(Φi) = Co(M,B);
(2) {Φi : Lpo(M,B) ⊃ D(Φi) → Lpo(Mi,B)} is a linear metric ap-
proximation.
Proof. We take any two maps u, v ∈ Co(M,B) and fix them. SinceM ∋
x 7→ ‖u(x)− v(x)‖p is a continuous function with compact support, it
follows from Definition 2.4(M2) that
dLp(Φiu,Φiv)
p =
∫
D(ϕi)
‖u ◦ ϕi(x)− v ◦ ϕi(x)‖p dx
→
∫
M
‖u(x)− v(x)‖p dx = dLp(u, v)p.
In particular,
lim
i
dLp(Φiu, o) = lim
i
dLp(Φiu,Φio) = dLp(u, o) < +∞,
which implies (1). By recalling that Co(M,B) is dense in L
p
o(M,B), we
obtain (2). This completes the proof. 
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Definition 3.14 (Lp-topology). As is seen in Lemma 3.5, the metric
approximation {Φi} induces a unique linear asymptotic relation be-
tween Xi := L
p
o(Mi,B) and X := L
p
o(M,B). We call the topology
on X = (⊔iXi) ⊔ X the Lp-topology and a convergence for it an Lp-
convergence.
Remark 3.15. In the proof of Proposition 3.13, the continuity of the
maps u and v is necessary, so that the dense property of Co(M,B)
in Lpo(M,B) is important to define the L
p-topology. If the target Y
is a general metric space, then Co(M,Y ) is not necessarily dense in
Lpo(M,Y ) (e.g. in the case where Y is disconnected).
We next consider the case where the targets are spaces of a Gromov-
Hausdorff convergent net. Let (Yi, yi) and (Y, y0) be pointed proper
metric spaces such that (Yi, yi) converges to (Y, y0) in the pointed
Gromov-Hausdorff topology.
Lemma 3.16. There exists a separable real Banach space (B, ‖·‖) into
which all Yi and Y are embedded isometrically.
Proof. By Proposition 2.3, all Yi and Y can isometrically be embedded
into the metric space Y := (⊔i Yi) ⊔ Y with metric dY . As is well-
known, we can isometrically embed Y into the real Banach space, say
(B, ‖·‖), consisting of continuous bounded functions on Y with uniform
norm. The embedding map is
Y ∋ y 7→ dY(y, ·)− dY(y0, ·) ∈ B.
Since Y is separable, so is B. 
We take (B, ‖ · ‖) as in the lemma. Let ξi : Mi → Yi ⊂ B be
measurable maps and ξ :M → Y ⊂ B a continuous map such that
(3.3) lim
i
∫
D(ϕi)
‖ξi(x)− ξ ◦ ϕi(x)‖p dx = 0,
and consider Lpξi(Mi, Yi) and L
p
ξ(M,Y ). We embed them to L
p
o(Mi,B)
and Lpo(M,B) respectively by
ιi : L
p
ξi
(Mi, Yi) ∋ u 7→ u− ξi ∈ Lpo(Mi,B),
ι : Lpξ(M,Y ) ∋ u 7→ u− ξ ∈ Lpo(M,B),
(3.4)
both which are isometric.
Remark 3.17. If Yi and Y are real Banach spaces (not necessarily iso-
metric to each other) and if ξi and ξ are their origins, then the embed-
dings (3.4) are linear maps.
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Definition 3.18 (Lp-topology). We define the Lp-topology on(⊔
i
Lpξi(Mi, Yi)
)
⊔ Lpξ(M,Y )
as the restriction of that of (
⊔
i L
p
o(Mi,B)) ⊔ Lpo(M,B).
In the following, let us see that the Lp-topology defined here has
some natural properties.
We need a lemma. |A| denotes the measure of a measurable set A.
Lemma 3.19. (1) For any open subset O ⊂M we have
lim
i
|ϕ−1i (O)| ≥ |O|.
(2) For any closed subset F ⊂M we have
lim
i
|ϕ−1i (F )| ≤ |F |.
We omit the proof of Lemma 3.19.
We give two measure approximations {ϕi : Mi ⊃ D(ϕi) → M} and
{ψi :Mi ⊃ D(ψi)→M}.
Definition 3.20 (Equivalence relation between measure approxima-
tions). We say that {ϕi} and {ψi} are equivalent if for any compact
subset C ⊂ M and for any ǫ > 0 there exists i(C, ǫ) such that for any
i ≥ i(C, ǫ) and any x ∈ D(ϕi) ∩ D(ψi) ∩ (ϕ−1i (C) ∪ ψ−1i (C)) we have
dM(ϕi(x), ψi(x)) < ǫ, where dM is a distance function onM compatible
with the topology of M .
Note that the equivalence relation defined here is independent of the
distance function dM , because it can be described only by the uniform
structure on M .
Lemma 3.21. If {ϕi} and {ψi} are equivalent, then the two Lp-topologies
induced from {ϕi} and {ψi} coincide.
Proof. Assume that {ϕi} and {ψi} are equivalent. Take any u ∈
Co(M,B) and fix it. We set C := supp u. By the uniform continuity of
u, for any ǫ > 0 there is i(C, ǫ) such that for any x ∈ D(ϕi) ∩ D(ψi) ∩
(ϕ−1i (C)∪ψ−1i (C)), i ≥ i(C, ǫ), we have ‖u ◦ϕi(x)−u ◦ψi(x)‖ < ǫ and
therefore,
dLp(Φi(u),Ψi(u))
p ≤ ǫp |ϕ−1i (C) ∪ ψ−1i (C)|,
where Ψi is defined for ψi in the same manner as (3.2). By using
Lemma 3.19(2), this implies that limi dLp(Φi(u),Ψi(u)) ≤ 2ǫp|C|. By
the arbitrariness of ǫ we have limi dLp(Φi(u),Ψi(u)) = 0. Since this
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holds for any u ∈ Co(M,B), the two measure approximations {Φi}
and {Ψi} induce the same asymptotic relation between Lpo(Mi,B) and
Lpo(M,B). The restriction in Definition 3.18 has the same topology.
This completes the proof. 
Lemma 3.22. The Lp-topology of Definition 3.18 is independent of the
Banach space B and the embedding Yi, Y →֒ B.
Proof. Assume we have two embeddings α : Yi, Y →֒ Bα and β :
Yi, Y →֒ Bβ into two real Banach spaces. Let Z be the gluing of Bα
and Bβ along the isometric images α(Y ) and β(Y ), and dZ the metric
on Z defined by
dZ(x, y) :=
{
‖x− y‖ if x, y ∈ Bα or if x, y ∈ Bβ,
infz∈Y(‖x− z‖ + ‖z − y‖) otherwise,
for x, y ∈ Z. Then we embed (Z, dZ) into a real Banach space B
isometrically, so that we have the embeddings Yi, Y →֒ Bα,Bβ →֒ B.
Identifying Bα and Bβ with their isometric images in B, we assume that
α and β each take their values in B. Let ui ∈ Lpξi(Mi, Yi) and set
uˆαi := α ◦ ui, uˆβi := β ◦ ui ∈ Lpξi(Mi,B),
uαi := α ◦ ui − α ◦ ξi, uβi := β ◦ ui − β ◦ ξi ∈ Lpo(Mi,B).
Take a map u ∈ Co(M,B) with | supp u| > 0, and set uˆ := u + ξ.
Assume that
lim
i
dLp(u
α
i ,Φi(u)) < ǫ
for a number ǫ > 0. Let us estimate dLp(u
β
i ,Φi(u)) by ǫ. We have
dLp(u
β
i ,Φi(u))
p =
∫
ϕ−1i (suppu)
‖uβi (x)− u ◦ ϕi(x)‖p dx
+
∫
Mi\ϕ
−1
i (suppu)
‖uβi (x)‖p dx.
Since ‖uβi (x)‖ = dYi(ui(x), ξi(x)) = ‖uαi (x)‖, the β of the second term
of the right hand-side of the above can be replaced by α and is less
than ǫp for i large enough. We estimate the first term. Note that, by
(3.3), the limsup of the first term is less than or equal to
(3.5) lim
i
∫
ϕ−1
i
(supp u)
‖uˆβi (x)− uˆ ◦ ϕi(x)‖p dx.
Let R be a number with R > supz∈uˆ(supp u) ‖α(y0) − z‖. Note that
α(y0) = β(y0). There is i(ǫ) such that ‖α(y)− β(y)‖ < ǫ | supp u|−1/p
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for any i ≥ i(ǫ) and any y ∈ B(yi, 2R)(⊂ Yi). In particular, if a point
x ∈Mi for i ≥ i(ǫ) satisfies ui(x) ∈ B(yi, 2R), then
(3.6) ‖uˆαi (x)− uˆβi (x)‖ < ǫ | supp u|−1/p.
Denote by Sǫ,i the set of all x ∈ ϕ−1i (supp u) such that ui(x) 6∈ B(yi, 2R).
Then, (3.6) holds for any x ∈Mi\Sǫ,i, i ≥ i(ǫ). Since limi infx∈Sǫ,i ‖uˆαi (x)−
α(y0)‖ ≥ 2R and uˆ ◦ ϕi(x) ∈ uˆ(supp u), the triangle inequality implies
that limi infx∈Sǫ,i ‖uˆαi (x)− uˆ ◦ ϕi(x)‖ ≥ R and so
(3.7)
Rp lim
i
|Sǫ,i| ≤ lim
i
∫
Sǫ,i
‖uˆαi (x)−uˆ◦ϕi(x)‖p dx ≤ lim
i
dLp(u
α
i ,Φi(u))
p < ǫp.
Since ‖uˆαi (x)− α(yi)‖ = ‖uˆβi (x)− β(yi)‖, we have
(3.8) lim
i
∣∣ ‖uˆαi (x)− uˆ ◦ ϕi(x)‖ − ‖uˆβi (x)− uˆ ◦ ϕi(x)‖ ∣∣ ≤ 2R.
By (3.6), (3.7), and (3.8), we see that (3.5) is
≤ lim
i
{∫
ϕ−1i (supp u)\Sǫ,i
(‖uˆαi (x)− uˆ ◦ ϕi(x)‖ + ǫ | supp u|−1/p)p dx
+
∫
ϕ−1i (supp u)∩Sǫ,i
(‖uˆαi (x)− uˆ ◦ ϕi(x)‖ + 2R)p dx
}
≤ lim
i
∫
ϕ−1i (suppu)
2p−1‖uˆαi (x)− uˆ ◦ ϕi(x)‖p dx+ 2p−1(ǫp + 2pǫp)
≤ (2p + 22p−1)ǫp.
Since ǫ is arbitrary, we obtain
lim
i
dLp(u
β
i ,Φi(u)) ≤ Cp lim
i
dLp(u
α
i ,Φi(u)),
where Cp is a constant depending only on p.
Now, assume that uαi ∈ Lpo(Mi,B) Lp-converges to a map u ∈ Lpo(M,B).
There is a continuous approximation u˜j ∈ Co(M,B) of u, j = 1, 2, . . . ,
such that | supp u˜j| > 0 and dLp(u˜j, u) → 0 as j → ∞. Since uαi → u
in Lp, we have
lim
j
lim
i
dLp(u
β
i ,Φi(u˜j)) ≤ Cp lim
j
lim
i
dLp(u
α
i ,Φi(u˜j)) = 0,
which implies that uβi L
p-converges to u. This completes the proof. 
Remark 3.23. The condition (3.3) depends on the embedding Yi, Y →֒
B. Assume (3.3) holds for some embedding Yi, Y →֒ B, and take an-
other embedding Yi, Y →֒ B′. Then, replacing each D(ϕi) with a suit-
able subset, we can keep (3.3) for Yi, Y →֒ B′. Since the restriction of
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ϕi is equivalent to the original one, and by Lemma 3.21, these induce
the same Lp-topology.
Fix an embedding Yi, Y →֒ B. Let us prove that (
⊔
i L
p
ξi
(Mi, Yi)) ⊔
Lpξ(M,Y ) is closed in (
⊔
i L
p
o(Mi,B)) ⊔ Lpo(M,B).
Lemma 3.24. Let ui ∈ Lpξi(Mi, Yi) be a net such that vi := ui − ξi
converges to a map v ∈ Lpo(M,B) in the Lp-topology. Then, u := v + ξ
belongs to Lpξ(M,Y ).
Proof. Suppose that u = v + ξ does not belongs to Lpξ(M,Y ). Then,
|{x ∈ M | u(x) 6∈ Y }| > 0. There is a small number δ > 0 such that
U := {x ∈M | dB(u(x), Y ) > δ} has positive measure, where dB is the
distance function induced from the Banach norm ‖ · ‖ on B. For the v
and any ǫ > 0, there exists a continuous map v˜ǫ ∈ Co(M,B) such that
dLp(v, v˜ǫ) < ǫ. Setting u˜ǫ := v˜ǫ + ξ we have
ǫp >
∫
dB(u(x),Y )>δ, dB(u˜ǫ(x),Y )≤δ/2
‖u(x)− u˜ǫ(x)‖p dx
≥ (δ/2)p|{x ∈ U | dB(u˜ǫ(x), Y ) ≤ δ/2}|
and therefore
lim
ǫ→0+
|{x ∈M | dB(u˜ǫ(x), Y ) > δ/2}| > 0.
Since u˜ǫ is continuous, applying Lemma 3.19(1) yields
lim
ǫ→0+
lim
i
|{x ∈ D(ϕi) | dB(u˜ǫ ◦ ϕi(x), Y ) > δ/2}| > 0,
which implies
lim
ǫ→0+
lim
i
∫
D(ϕi)
‖ui(x)− u˜ǫ ◦ ϕi(x)‖p dx > 0.
This is a contradiction to vi → v in the Lp-topology and (3.3). 
Lemma 3.25. Let (Z, dZ) be a separable metric space. For any closed
subset F ⊂ Z there exists a Borel map ψ : Z → F such that dZ(ψ(z), z) ≤
2dZ(z, F ) for any z ∈ Z.
Proof. It is necessary that ψ(z) = z for z ∈ F . We shall define ψ
on Z \ F . Take a dense countable subset {zn}n∈N ⊂ Z \ F and set
rn := dZ(zn, F ) and Bn := B(zn, rn/2). {Bn}n∈N is an open covering
of Z \ F . Let B′n := Bn \
⋃n−1
k=1 Bk. Then, {B′n}n∈N is a covering of
Z \ F consisting of disjoint Borel sets. For each n ∈ N there is a point
an ∈ F such that dZ(an, zn) < 3rn/2. We set ψ(z) := an for z ∈ B′n.
This defines a Borel map ψ : Z → F . The triangle inequality shows
that dZ(ψ(z), z) ≤ 2dZ(z, F ) for any z ∈ Z. 
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The following lemma verifies (A2) of Definition 3.1.
Lemma 3.26. For any u ∈ Lpξ(M,Y ) there exists a net ui ∈ Lpξi(Mi, Yi)
converging to u in the Lp-topology.
Proof. Let u ∈ Lpξ(M,Y ). By Lemma 3.12, for any ǫ > 0 there exists a
map u˜ǫ ∈ C(M,B) such that u˜ǫ−ξ ∈ Co(M,B) and dLp(u˜ǫ, u)p < ǫ. Set
Cǫ := supp(u˜ǫ − ξ). Note that Cǫ and u˜ǫ(Cǫ) are compact. Applying
Lemma 3.25 we have a Borel map ψi : B→ Yi such that ‖ψ(y)− y‖ ≤
2dB(y, Yi) for any y ∈ B. We define, for x ∈Mi,
uǫ,i(x) :=
{
ψi ◦ u˜ǫ ◦ ϕi(x) if x ∈ ϕ−1i (Cǫ),
ξi(x) if x ∈Mi \ ϕ−1i (Cǫ).
It then follows that uǫ,i(Mi) ⊂ Yi and∫
D(ϕi)
‖uǫ,i(x)− u˜ǫ ◦ ϕi(x)‖p dx
=
∫
ϕ−1i (Cǫ)
‖ψi ◦ u˜ǫ ◦ ϕi(x)− u˜ǫ ◦ ϕi(x)‖p dx
+
∫
D(ϕi)\ϕ
−1
i (Cǫ)
‖ξi(x)− ξ ◦ ϕi(x)‖p dx.
By (3.3), the second term of the right-hand side tends to zero as i→∞.
The first term is
(3.9) ≤ 2p
∫
ϕ−1i (Cǫ)
dB(u˜ǫ(x) ◦ ϕi(x), Yi)p dx.
Since u˜ǫ(Cǫ) is compact and (Yi, yi)→ (Y, y0), we have
lim
i
sup
y∈u˜ǫ(Cǫ)
|dB(y, Yi)− dB(y, Y )| = 0.
Therefore, the limit of (3.9) is
= lim
i
2p
∫
ϕ−1i (Cǫ)
dB(u˜ǫ(x) ◦ ϕi(x), Y )p dx
= 2p
∫
Cǫ
dB(u˜ǫ(x), Y )
p dx ≤ 2p dLp(u˜ǫ, u)p < 2pǫ.
Thus, setting Φˆiu := Φi(u− ξ) + ξi, we obtain
lim
i
dLp(uǫ,i, Φˆiu˜ǫ)
p = lim
i
∫
D(ϕi)
‖uǫ,i(x)− u˜ǫ ◦ ϕi(x)‖p dx < 2p ǫ,
so that there exists a net of positive numbers ǫi → 0 such that
dLp(uǫi,i, Φˆiu˜ǫi)
p < 2p ǫi
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for any i. Since Φˆiu˜ǫi converges to u in the L
p-topology, so does ui :=
uǫi,i. This completes the proof. 
We summarize Lemmas 3.22, 3.24, 3.26, and Remarks 3.23, 3.17 into
the following:
Theorem 3.27. The Lp-topology on (
⊔
i L
p
ξi
(Mi, Yi)) ⊔ Lpξ(M,Y ) de-
fined in Definition 3.18 is
(1) independent of a representative {ϕi} of the equivalence class of
the measure approximations, (but may depend on an equivalence
class),
(2) independent of the Banach space B and the embedding Yi, Y →֒
B,
(3) an asymptotic relation.
Moreover, (
⊔
i L
p
ξi
(Mi, Yi)) ⊔ Lpξ(M,Y ) is closed in (
⊔
i L
p
o(Mi,B)) ⊔
Lpo(M,B). If Yi and Y are real Banach spaces and if ξi and ξ are their
origins, then the Lp-topology is linear as an asymptotic relation.
For a pointed Gromov-Hausdorff convergent net Mi → M of proper
pointed measured metric spaces, we have a unique associated equiva-
lence class (as measure approximations) of measured pointed Gromov-
Hausdorff approximations, so that the Lp-topology is uniquely deter-
mined.
We have the Lp-topology on the disjoint union⊔
M,(Y,y0)
Lpy0(M,Y ),
where M runs over all isomorphic classes of pointed proper measured
metric spaces, and (Y, y0) runs over all isometric classes of pointed
proper metric spaces. We can think the union above as the fiber space
over the product space {(M, (Y, y0))} of {M} and {(Y, y0)} with fibers
Lpy0(M,Y ).
4. Variational convergence over metric spaces
We first give some definitions for variational convergences, e.g. as-
ymptotic compactness and Γ-convergence, in Section 4.1. In the second
section, 4.2, we prove the asymptotic compactness under a bound of
the Poincare´ constants and a bound of local covering orders, which
is one of the main results of this paper. In the third section, 4.3,
we prove the equivalence between the compact convergence and the
Gromov-Hausdorff convergence of the energy-sublevel sets.
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4.1. Basics. Let Xi and X be metric spaces and an asymptotic rela-
tion between them be given. We take functions Ei : Xi → [ 0,+∞ ] and
E : X → [ 0,+∞ ]. The following is the Rellich compactness property.
Definition 4.1 (Compactness). We say that E is compact if for any
bounded net xj ∈ X with limE(xj) < +∞ there exists a convergent
subnet of {xj}.
The next lemma is obvious.
Lemma 4.2. The following (1) and (2) are equivalent.
(1) E is lower semi-continuous and compact.
(2) {x ∈ X | E(x) ≤ a} is proper for any a ≥ 0.
The Rellich compactness is generalized into the following.
Definition 4.3 (Asymptotic compactness, [27]). The net {Ei} of func-
tions is said to be asymptotically compact if for any bounded net xi ∈ Xi
with limEi(xi) < +∞ there exists a convergent subnet of {xi}.
Definition 4.4 (Γ-convergence). We say that Ei Γ-converges to E if
the following (Γ1) and (Γ2) are satisfied:
(Γ1) For any x ∈ X there exists a net xi ∈ Xi such that xi → x and
Ei(xi)→ E(x).
(Γ2) If Xi ∋ xi → x ∈ X then E(x) ≤ limiEi(xi).
Definition 4.5 (Compact convergence). We say that Ei compactly
converges to E if Ei Γ-converges to E and if {Ei} is asymptotically
compact.
Lemma 4.6. If Ei Γ-converges to E, then E is lower semi-continuous.
Proof. Let a sequence xj ∈ X , j ∈ N, converge to a point x ∈ X .
By (Γ1), for each j there is a net xj,i ∈ Xi converging to xj such
that limiEi(xj,i) = E(xj). There is a sequence i(j) → +∞ such that
|Ei(j)(xj,i(j))−E(xj)| < 1/j and xj,i(j) → x. We have
lim
j
E(xj) = lim
j
Ei(j)(xj,i(j)) ≥ E(x).
This completes the proof. 
We have the following theorem in the same way as in the linear
version, Lemma 2.14 of [22]. The proof is omitted.
Theorem 4.7. Assume that Xi and X are all separable. Then, for
any {Ei} there always exists a Γ-convergent subnet of {Ei}.
As an immediate consequence of the theorem, we have:
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Corollary 4.8. Assume that Xi and X are all separable. If {Ei} is
asymptotically compact, it has a compactly convergent subnet.
The following is a generalization of Remark 2.6 of [22].
Proposition 4.9. Assume that X is separable. If Ei compactly con-
verges to E, then E is compact.
Proof. Let xj ∈ X be a bounded net with limj E(xj) < +∞. By (Γ1),
for each j there is a net xj,i ∈ Xi such that, as i → ∞, xj,i → xj and
Ei(xj,i) → E(xj). Take a dense countable subset {ξn}n∈N ⊂ X and,
for each n, a net ξn,i ∈ Xi with ξn,i → ξn as i → ∞. Let us fix a
net Nj ∈ N tending to ∞. By (A3), for any j there is i(j) such that
i(j)→∞ as j →∞,
(4.1)
| dXi(xj,i, ξn,i)− dX(xj , ξn) | < 1/Nj, and |Ei(xj,i)−E(xj) | < 1/Nj
for any i ≥ i(j) and n = 1, 2, . . . , Nj. Since
lim
j
Ei(j)(xj,i(j)) = lim
j
E(xj) < +∞,
the asymptotic compactness of {Ei} implies that, by replacing {j} by
a sub-directed set, {xj,i(j)}j converges to some point x ∈ X . It follows
from (4.1) that
lim
j
dX(xj, ξn) = dX(x, ξn)
for any n ∈ N. For any ǫ > 0 there is n ∈ N such that dX(x, ξn) < ǫ
and hence dX(xj, ξn) < ǫ if j is large enough. Therefore, by the triangle
inequality, dX(xj , x) < 2ǫ for all sufficiently large j. This completes the
proof. 
Definition 4.10 (Asymptotic minimizer). An asymptotic minimizer of
{Ei} is defined to be a net xi ∈ Xi such that limi(Ei(xi)− inf Ei) = 0.
An asymptotic minimizer of {Ei} always exists whenever Ei 6≡ +∞.
Proposition 4.11. Assume that E 6≡ +∞.
(1) If Ei Γ-converges to E and if an asymptotic minimizer of {Ei}
converges to a point x ∈ X, then x is a minimizer of E.
(2) If Ei compactly converges to E, then any bounded asymptotic
minimizer of {Ei} has a subnet converging to a minimizer of
E.
Proof. We omit the proof of (1) because it is easy.
Let us prove (2). Since there is a point y ∈ X with E(y) < +∞,
(Γ1) implies that inf Ei is bounded. Let xi ∈ Xi be a bounded asymp-
totic minimizer of {Ei}. Then Ei(xi) is bounded. By the asymptotic
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compactness of {Ei}, {xi} has a convergent subnet. By (1), its limit is
a minimizer of E. This completes the proof. 
4.2. Asymptotic compactness under a bound of Poincare´ con-
stants and local covering order. Let Mi and M be compact mea-
sured metric spaces such that Mi converges to M with respect to
the measured Gromov-Hausdorff topology. Let (Yi, yi) and (Y, y0) be
pointed proper metric spaces such that (Yi, yi) converges to (Y, y0) in
the pointed Gromov-Hausdorff topology. By Definition 3.18, we have
the Lp-topology on (
⊔
i L
p
yi
(Mi, Yi)) ⊔ Lpy0(M,Y ) for p ≥ 1.
Remark 4.12. Since Mi and M are compact, for any maps ξi : Mi → Yi
and ξ : M → Y as in Section 4.2, by the compactness of ξ(M) we
have Lpξ(M,Y ) = L
p
y0
(M,Y ) and there is i0 such that L
p
ξi
(Mi, Yi) =
Lpyi(Mi, Yi) for any i ≥ i0. The Lp-topologies on (
⊔
i≥i0
Lpξi(Mi, Yi)) ⊔
Lpξ(M,Y ) and (
⊔
i≥i0
Lpyi(Mi, Yi)) ⊔ Lpy0(M,Y ) coincide.
Let E : Lpy0(M,Y )→ [ 0,+∞ ] be a functional and set
D(E) := { u ∈ Lpy0(M,Y ) | E(u) < +∞}.
Let c, C, ρ, and R be constants with c ≥ 1, C > 0, and 0 ≤ ρ ≤ R.
B(M) denotes the family of Borel subsets ofM . Consider the following
condition (P )p,c,C,ρ,R.
(P )p,c,C,ρ,R: For any u ∈ D(E), there exists a finitely subadditive
function µu : B(M)→ [ 0,+∞) with µu(M) ≤ E(u) such that
1
|B(x, r)|
∫∫
B(x,r)×B(x,r)
dY (u(y), u(z))
p dydz ≤ Crp µu(B(x, cr))
for any x ∈ M and r ∈ ( ρ, R ], where |A| denotes the measure of
A ⊂ M .
The inequality in (P )p,c,C,ρ,R is called a (weak) Poincare´ inequality.
Koskela, Shanmugalingam, and Tyson proved in [21] that (P )2,c,C,0,R for
Y = R implies (P )2,c,C′,0,R for general Y under some natural assumption
for E.
Definition 4.13 (Local covering order). Let (S, d) be a locally compact
metric space. Recall that the order of a covering U of S at a point x ∈
S, say ordx U , is the number of sets in U containing x and that the order
of U is defined to be supx∈S ordx U . For c ≥ 1 and r > 0, we denote by
Kc,S(r) the maximum of the order of the covering {B(xλ, cr)}λ, where
{xλ} runs over all discrete subsets of S such that d(xλ, xλ′) ≥ r for all
λ 6= λ′. For a function f(r), we say that the c-local covering order of
S is at most f(r) if Kc,S(r) ≤ f(r) for any r > 0.
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The function f(r) is usually taken as the Landau symbols o(rq) and
O(rq), where limr→0 o(r)/r = 0 and limr→0 |O(r)|/r < +∞.
The proof of the following lemma is straightforward and omitted.
Lemma 4.14. If a net of compact metric spaces Si Gromov-Hausdorff
converges to a compact metric space S, then for any r > 0,
lim
i
Kc,Si(r) ≤ Kc,S(r).
One of the main results of this paper is the following:
Theorem 4.15. Let p, c, C, and R be positive constants with p, c ≥ 1.
Assume that the c-local covering order ofM is at most o(r−p) as r → 0.
Let Ei : L
p
yi
(Mi, Yi) → [ 0,+∞ ] be a net of functionals such that each
Ei satisfies (P )p,c,C,ρi,R for some net ρi → 0 with 0 ≤ ρi ≤ R. Then,
{Ei} is asymptotically compact.
In Section 6, we give some interesting applications to the theorem.
As an immediate consequence of the theorem, we have the following
Rellich compactness result.
Corollary 4.16. Let p, c, C, and R be positive constants with p, c ≥ 1.
Assume that the c-local covering order ofM is at most o(r−p) as r → 0.
Let E : Lpy0(M,Y ) → [ 0,+∞ ] be a functional satisfying (P )p,c,C,0,R.
Then E is compact.
Note that the doubling condition implies the boundedness of the
c-local covering order, so that our assumption is weaker than the dou-
bling condition. Under the doubling condition for the measure on M ,
Corollary 4.16 is well-known. According to a result by Cheeger [4], the
Poincare´ inequality and the doubling condition together imply that M
is essentially of finite dimension. Theorem 4.15 and Corollary 4.16
hold even for infinite-dimensional spaces, such as, the space Q∞ of the
following example.
Example 4.17. Let us consider the infinite product Q∞ := [ 0, 1 ] ×
[ 0, 1/2 ]× · · ·× [ 0, 1/2n ]× · · · with ℓ2 norm. This is a compact metric
space of infinite dimension. We observe that the c-local covering order
of Q∞ is at most O(r
− log2(c+1)). In fact, on Rn we have Kc,Rn(r) ≤
(c+1)n by calculating the volumes of balls. Considering Qn := [ 0, 1 ]×
[ 0, 1/2 ]×· · ·× [ 0, 1/2n ] ⊂ Rn we have Kc,Qn(r) ≤ Kc,Rn(r) ≤ (c+1)n.
There exists a universal constant a > 0 such thatKc,Q∞(r) ≤ aKc,Qn(r)
if n ≥ log2(1/r)+a. Thus we have Kc,Q∞(r) ≤ O(r− log2(c+1)) by taking
n := [log2(1/r) + a + 1]. Note that if 2
p > c + 1 then the assumption
for the c-local covering order of Theorem 4.15 is satisfied for M = Q∞.
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Let µn be the Lebesgue measure on Qn normalized as µn(Qn) = 1
and µ∞ the product probability measure on Q∞. Then, Qn measured
Gromov-Hausdorff converges to Q∞. Under the Neumann condition,
we define natural p-energy functionals E (p)n and E (p)∞ on Lp(Qn) and
Lp(Q∞) respectively as follows. For a smooth function u : Qn → R,
E (p)n (u) :=
∫
Qn
(
n∑
k=1
(
∂u
∂xk
)2)p2
dµn.
For a smooth cylindrical function u : Q∞ → R (i.e., u is a function of
the Qn-factor for some n ∈ N),
E (p)∞ (u) :=
∫
Q∞
(
∞∑
k=1
(
∂u
∂xk
)2) p2
dµ∞,
where the sum is in fact a finite sum. These are both closable (see [24])
and we denote their closure by the same notations E (p)n and E (p)∞ . Then,
E (p)n Γ-converges to E (p)∞ . We assume p = 2. Then, the generator of E (2)n
is the Laplacian on Qn. The 1-local covering order of M is at most
o(r−2). We have (P )2,1,C,0,R for E (2)n for some positive constants C and
R, where C is independent of the dimension n (see [1]). Thus, Theo-
rem 4.15 implies that E (2)n compactly converges to E (2)∞ . This compact
convergence is also obtained in the following direct way. The eigen-
functions of the Laplacian on Qn form the products of one-dimensional
eigenfunctions with Neumann boundary condition. They produce all
the eigenfunctions of the generator of E (2)∞ . By this, we can prove that
E (2)n compactly converges to E (2)∞ . The compact convergence also holds
for an infinite Riemannian product N1 ×N2 × · · · ×Nn × · · · of closed
Riemannian manifolds Nn such that the first nonzero eigenvalue of the
Laplacian on Nn is divergent to infinity as n→ ∞. Since the proof is
elementary, we omit the details.
Remark 4.18. To Theorems 5.1, 5.2, and Corollary 5.1 of [22], we have
to add the assumption that the c-local covering order of X is at most
o(r−2), which has been missed there.
The basic strategy of the proof of Theorem 4.15 is same as in the
linear case in our previous paper [22]. However, we need much more
delicate discussions and besides recover a mistake in [22].
In [20], Korevaar and Schoen proved a Rellich-type compactness the-
orem, the idea of which proof seems not to work to obtain our Theorem
4.15.
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Proof of Theorem 4.15. We suppose the assumption of the theorem.
As in Section 3.2, we embed (Yi, yi) and (Y, y0) into a Banach space
(B, ‖ · ‖) and consider the embeddings (3.4). We assume that y0 = o,
the origin of B. Let ui ∈ Lpyi(Mi, Yi) be such that
sup
i
(Ei(ui) + dLp(ui, yi)
p) <∞.
Since yi → y0 = o and |Mi| → |M | < ∞, we have ‖ιi(ui) − ui‖Lp =
‖yi‖ |Mi|1/p → 0, where ιi is the inclusion map in (3.4). Hence, ‖ui‖Lp is
uniformly bounded. It suffices to prove that {ui} has an Lp-convergent
subnet in the sense of Definition 3.14. Take a sequence of numbers
rj ց 0, j = 1, 2, . . . with rj ≤ R. For any i and j, we find a maximal
rj-discrete net {xijk}
N ij
k=1 of Mi, i.e., a maximal subset {xijk}
N ij
k=1 of Mi
such that dMi(x
i
jk, x
i
jk′) ≥ rj for all k 6= k′. Take a sequence of positive
numbers Dj such that
(4.2) Dpj > sup
i,k
2‖ui‖pLp
|B(xijk, rj)|
.
Note that since the measures onMi andM are of full support, |B(xijk, rj)|
is bounded away from zero for all i and k if we fix j. Set
Bijk := { x ∈ B(xijk, rj) | ‖ui(x)‖ < Dj }
and define u¯ijk ∈ B as the vector-valued integral
u¯ijk :=
1
|Bijk|
∫
Bi
jk
ui(x) dx.
Claim 4.19. For any i, j, and k with ρi < rj, we have
∫
B(xi
jk
,rj)
‖ui(x)− u¯ijk‖p dx ≤ 2Crpj µui(B(xijk, crj)).
Proof. It follows that
‖ui‖pLp ≥
∫
Bi
jk
‖ui(x)‖p dx ≥ Dpj |Bijk|,
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which together with (4.2) implies |Bijk| > |B(xijk, rj)|/2. Therefore, by
Ho¨lder’s inequality and (P), we have∫
B(xi
jk
,rj)
‖ui(x)− u¯ijk‖p dx
≤ 1|Bijk|
∫∫
B(xi
jk
,rj)×Bijk
‖ui(x)− ui(y)‖p dxdy
≤ 2|B(xijk, rj)|
∫∫
B(xi
jk
,rj)×B(xijk ,rj)
‖ui(x)− ui(y)‖p dxdy
≤ 2Crpj µui(B(xijk, crj)).

Set U ijk := B(x
i
jk, rj) \
⋃k−1
l=1 B(x
i
jl, rj). Note that U
i
jk ∩ U ijl = ∅ for
any k 6= l and that ⋃N ijk=1U ijk = Mi. We define a step map u¯ij :Mi → B
by u¯ij := u¯
i
jk on each U
i
jk.
Claim 4.20. We have
lim
j
lim
i
dLp(ui, u¯
i
j) = 0.
Proof. Claim 4.19 shows that if ρi < rj then
dLp(ui, u¯
i
j)
p =
N ij∑
k=1
∫
U i
jk
‖ui(x)− u¯ijk‖p dx ≤ Crpj
N ij∑
k=1
µui(B(x
i
jk, crj))
≤ Crpj Kc,Mi(rj)µui(Mi).
By Lemma 4.14 and the assumption, we have
lim
i
Kc,Mi(rj) ≤ Kc,M(rj) ≤ o(r−pj ).
Since µui(Mi) ≤ Ei(ui) are bounded above, this completes the proof of
Claim 4.20. 
For convenience in the later discussions, we define on a metric space
(S, d) a function ρ[x, a, b] : S → [ 0, 1 ] for a < b and x ∈ S by
ρ[x, a, b](y) :=


1 if d(x, y) ≤ a,
(b− d(x, y))/(b− a) if a < d(x, y) < b,
0 if d(x, y) ≥ b,
for any y ∈ S. We see that ρ[x, a, b] is a Lipschitz function with Lips-
chitz constant 1/(b− a).
Claim 4.21. For any fixed j and k, {u¯ijk}i has a convergence subnet
in B.
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Proof. We fix j and k. Let ǫ be any number with 0 < ǫ < 1. Since
ui(x) ∈ Yi ∩ B(o,Dj) for any x ∈ Bijk, there is a finite sequence of
points pi1, p
i
2, . . . , p
i
n(i) ∈ Yi ∩ B(o,Dj) depending on ǫ such that∥∥∥∥∥∥u¯ijk −
1
n(i)
n(i)∑
l=1
pil
∥∥∥∥∥∥ < ǫ.
There is i(ǫ) such that Yi ∩ B(o,Dj) ⊂ B(Y, ǫ) for any i ≥ i(ǫ). Let
i ≥ i(ǫ). We find qil ∈ Y such that ‖pil − qil‖ < ǫ and ‖qil‖ < Dj + ǫ for
any l. By the triangle inequalities, we have∥∥∥∥∥∥u¯ijk −
1
n(i)
n(i)∑
l=1
qil
∥∥∥∥∥∥ < 2ǫ,
so that u¯ijk for any i ≥ i(ǫ) is in the 2ǫ-neighborhood of the closed con-
vex hull, say C, of Y ∩B¯(o,Dj+1). Consequently we have limi dB(u¯ijk, C) =
0. We apply Mazur’s compactness theorem which says that the closed
convex hull of any compact subset of a Banach space is compact (see
[26]). Since Y ∩ B¯(o,Dj + 1) is compact, C is compact. This proves
Claim 4.21. 
There is a measure approximation {ϕi : D(ϕi) = Mi → M} such
that each ϕi is an ǫi-approximation for some ǫi → 0+. There is a sub-
directed set Ij of {i} depending on j such that for every k = 1, . . . , N ij ,
the limits xjk := limi ϕi(x
i
jk), Nj := limiN
i
j , and u¯jk := limi u¯
i
jk all
exist. Replacing with a sub-directed set of Ij, we assume that Nj = N ij
for all i ∈ Ij . We may also assume that Ij+1 ⊂ Ij for any j. Therefore,
by a diagonal argument, we find a common cofinal subnet of all Ij and
denote it by I. Set Ujk := B(xjk, rj) \
⋃k−1
l=1 B(xjl, rj). For any ǫ > 0,
x ∈M , and any set A, we define
χǫB(x,rj) := ρ[x, rj − 2ǫ, rj − ǫ] : M → [ 0, 1 ],
χǫUjk := χ
ǫ
B(xjk ,rj)
·
k−1∏
l=1
(1− χǫB(xjl,rj)) : M → [ 0, 1 ],
IA(x) :=
{
1 if x ∈ A,
0 if x /∈ A.
Claim 4.22. We have
lim
ǫ→0+
‖χǫUjk − IUjk‖Lp(M) = 0,(4.3)
lim
ǫ→0+
lim
i∈I
‖χǫUjk ◦ ϕi − IU ik‖Lp(Mi) = 0(4.4)
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for any j = 1, 2, . . . and k = 1, . . . , Nj.
Proof. Take any j = 1, 2, . . . and k = 1, . . . , Nj and fix them. Let ǫ
be any positive number. We set A(x, r, r′) := B(x, r′) \ B(x, r). Since
{IUjk 6= χǫUjk} ⊂
⋃Nj
l=1A(xjl, rj − 2ǫ, rj − ǫ), we have
‖IUjk − χǫUjk‖pLp(M) ≤
Nj∑
l=1
|A(xjl, rj − 2ǫ, rj − ǫ)|,
which implies (4.3).
Let i ∈ I satisfy disϕi < ǫ/2. For any y ∈Mi and l = 1, . . . , Nj , we
have
| dMi(xijl, y)− dM(xjl, ϕi(y)) | < ǫ/2
and hence {IU i
jk
6= χǫUjk ◦ϕi} ⊂
⋃Nj
l=1A
i
lǫ, where A
i
lǫ := A(x
i
jl, rj−3ǫ, rj−
ǫ/2), so that
‖IU i
jk
− χǫUjk ◦ ϕi‖pLp(Mi) ≤
Nj∑
l=1
|Ailǫ|.
Setting
αlǫ := ρ[xjl, rj − ǫ/4, rj − ǫ/8] · (1− ρ[xjl, rj − 5ǫ, rj − 4ǫ]) : M → [ 0, 1 ],
we have IAi
lǫ
≤ αlǫ ◦ ϕi for large i and so
lim
i∈I
|Ailǫ| ≤ lim
i∈I
∫
Mi
αlǫ ◦ ϕi dx =
∫
M
αlǫ dx,
which tends to zero as ǫ→ 0. This completes the proof of the claim. 
For u¯jk = limi u¯
i
jk we define two maps u¯j, u˜
ǫ
j : M → B by
u¯j(x) :=
Nj∑
k=1
IUjk(x)u¯jk and u˜
ǫ
j(x) :=
Nj∑
k=1
χǫUjk(x) u¯jk, x ∈M.
Claim 4.22 proves:
Claim 4.23. For any j = 1, 2, . . . we have
lim
ǫ→0+
dLp(u˜
ǫ
j, u¯j) = 0 and lim
ǫ→0+
lim
i
dLp(Φiu˜
ǫ
j, u¯
i
j) = 0,
where Φi is defined by (3.2). Consequently, u¯
i
j L
p-converges to u¯j.
Claim 4.24. {u¯j} is Cauchy in Lpo(M,B).
Proof. By Claim 4.23 and (A3), for any j and j′,
dLp(u¯j, u¯j′) = lim
i
dLp(u¯
i
j, u¯
i
j′) ≤ lim
i
(dLp(u¯
i
j, ui) + dLp(ui, u¯
i
j′)),
which tends to zero as j, j′ →∞ because of Claim 4.20. 
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We set u := limj→∞ u¯j ∈ Lpo(M,B). Since u¯ij Lp-converges to u¯j, by
Claim 4.20, and by (A4), we obtain that ui L
p-converges to u. This
completes the proof of Theorem 4.15. 
4.3. Gromov-Hausdorff convergence of energy-sublevel sets.
We give an asymptotic relation between metric spaces Xi and X . As-
sume in this section that Xi and X are all separable. Define, for c ∈ R,
Xc := { x ∈ X | E(x) ≤ c }, Xci := { x ∈ Xi | Ei(x) ≤ c },
the c-sublevel sets of E and Ei. The main purpose of this section is to
prove:
Theorem 4.25. Assume that E and Ei are all compact, i.e., X
c and
Xci are all proper for any c ∈ R. Then the following (1) and (2) are
equivalent.
(1) Ei compactly converges to E.
(2) For any c ∈ R there exist a net ci ց c of numbers and a
net oi ∈ Xi of points converging to a point o ∈ X such that
the pointed space (Xcii , oi) converges to (X
c, o) in the Gromov-
Hausdorff topology which is compatible with the asymptotic re-
lation between {Xi} and X.
The condition (2) of the theorem is corresponding to the spectral
concentration due to Gromov (see Section 31
2
.57 of [8]).
We give a simple example.
Example 4.26. Let Mi := {ai, bi} be a net of metric spaces consisting
of two different points ai and bi such that dMi(ai, bi) → 0, and let
M := {a} be a space consisting of a single point a. We equipMi andM
with measures dxi := α dδai +β dδbi and dx := (α+β) dδa respectively,
where α and β are positive constants and δz denotes Dirac’s δ-measure
at a point z. Mi converges toM with respect to the measured Gromov-
Hausdorff topology. For a pointed proper metric space (Y, y0), let us
consider Xi := L
2
y0
(Mi, Y ) and X := L
2
y0
(M,Y ). X is isometric to√
α+ β Y , where c Y means the space Y with metric multiplied by a
positive constant c. It follows that
dL2(u, v)
2 = α dY (u(ai), v(ai))
2 + β dY (u(ai), v(ai))
2, u, v ∈ Xi.
Therefore, Xi is isometric to the product
√
αY ×√β Y . We have the
map ϕi : Mi → M defined by ϕ(ai) := ϕ(bi) := a, which induces a
map Φi : X → Xi, Φi(u) := u ◦ ϕi. This coincides with the diagonal
embedding √
α + β Y →֒ √αY ×
√
β Y, y 7→ (y, y).
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We define natural energy functionals on Xi and X as follows:
Ei(u) :=
dY (u(ai), u(bi))
2
dMi(ai, bi)
2
, E(v) := 0
for any u ∈ Xi and v ∈ X . Then, we observe that for a fixed number
c ≥ 0, Xci shrinks to Xc = X =
√
α + βY .
For the proof of the theorem we present some definitions and nota-
tions.
Definition 4.27 (limiAi, limiAi). Let Ai ⊂ Xi. We define two subsets
limiAi and limiAi of X by the following (LI) and (LS):
(LI) x ∈ limiAi iff there exists a net xi ∈ Ai converging to x.
(LS) x ∈ limiAi iff there exist a sub-directed set {j} of {i} and a
net xj ∈ Aj such that xj → x.
It is obvious that limiAi ⊂ limiAi.
Notation 4.28. Let c ∈ R be any number. We define
Xc := lim
i
Xci and X
c
:= lim
i
Xci .
Let oi ∈ Xi be a net converging to a point o ∈ X . For r > 0, we denote
by B¯(o, r) the closure of the ball B(o, r) and define
Xci (r) := X
c
i ∩ B¯(oi, r), Xc(r) := Xc ∩ B¯(o, r),
Xc(r) := Xc ∩ B¯(o, r), Xc(r) := Xc ∩ B¯(o, r).
To prove the implication (1) ⇒ (2) of Theorem 4.25, we need some
lemmas.
Lemma 4.29. Under (1) of Theorem 4.25, we have⋂
c′>c
Xc
′
=
⋂
c′>c
X
c′
= Xc
for any c ∈ R.
Proof. By using (Γ1), it is easy to show that Xc
′ ⊃ Xc for any c < c′,
and hence ⋂
c′>c
Xc
′ ⊃ Xc.
Take any x ∈ ⋂c′>cXc′ . For the lemma it suffices to show that x ∈ Xc.
In fact, for any c′ > c, since x ∈ Xc′, there exist a sub-directed set {j}
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of {i} and a net xj ∈ Xc′j such that xj → x. By (Γ2) we have
E(x) ≤ lim
j
Ej(xj) ≤ c′.
By the arbitrariness of c′ with c′ > c, we obtain x ∈ Xc. This completes
the proof of the lemma. 
Lemma 4.30. Under (1) of Theorem 4.25, for any c ∈ R and r > 0
X
c
(r) is compact.
Proof. By Lemma 4.29, X
c
is contained in Xc. It follows from a di-
agonal argument that X
c
is a closed subset of X . Since Xc is proper,
X
c
(r) is compact. 
Lemma 4.31. Under (1) of Theorem 4.25, for any c ∈ R, ǫ > 0 and
r > r0 > 0, there exists c
′ = c′(c, ǫ, r, r0) > c such that
Xc(r0) ⊂ Xc′(r0) ⊂ Xc
′
(r) ⊂ B(Xc(r), ǫ).
Proof. Lemma 4.29 implies that Xc(r0) ⊂ Xc′(r0) for any c′ > c,
and Xc
′
(r0) ⊂ Xc
′
(r) is obvious. Thus, it suffices to prove X
c′
(r) ⊂
B(Xc(r), ǫ) for some c′ with c′ > c. Suppose the contrary, so that there
exists a sequence cj ց c of numbers and a sequence xj ∈ Xcj(r) \
B(Xc(r), ǫ). By Lemma 4.30, xj has a convergent subsequence and we
may assume that xj converges to a point x ∈ X . Then x belongs to⋂∞
j=1X
cj
(r) \ B(Xc(r), ǫ). However, by Lemma 4.29, ⋂∞j=1Xcj(r) =
Xc. This is a contradiction and completes the proof. 
Lemma 4.32. Assume (1) of Theorem 4.25 and let {fi : X → Xi}
be asymptotically continuous metric approximation compatible with the
asymptotic relation between {Xi} and X (such a {fi} always exists
by Lemma 3.7). Then for any c′ > c and ǫ, r > 0 there exists i0 =
i0(c, c
′, ǫ, r) such that
Xci (r) ⊂ B(fi(X
c′
(r)), ǫ)
for any i ≥ i0.
Proof. Suppose not. Then, there exists a net xi ∈ Xci (r) such that
(4.5) dXi(xi, fi(X
c′
(r))) ≥ ǫ.
Since {Ei} is asymptotically compact, xi has a convergent subnet and
we denote its limit by x. It follows that x belongs to B¯(o, r). By recall-
ing the definition of X
c
, we have x ∈ Xc(r). Since dXi(xi, fi(x)) → 0,
this contradicts (4.5). 
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Lemma 4.33. Under (1) of Theorem 4.25, for any c′ > c, ǫ > 0, and
r > r0 > 0 there exists i1 = i1(c, c
′, ǫ, r, r0) such that
fi(X
c′(r0)) ⊂ B(Xc′i (r), ǫ)
for any i ≥ i1.
Proof. Suppose not. Then there exists a point x ∈ Xc′(r0) such that
dXi(fi(x), X
c′
i (r)) ≥ ǫ. By the definition of Xc
′
, there exists a net
xi ∈ Xc′i converging to x. Since dX(o, x) ≤ r0 < r, if i is sufficiently
large, xi belongs to X
c′
i (r). We also have dXi(fi(x), xi) → 0, which is
a contradiction. 
Proof of Theorem 4.25. Let us first prove (1) ⇒ (2). We assume (1).
Let r0 > 0. Since
⋂
r>r0
Xc(r) = Xc(r0), for any ǫ > 0 there exists
r > r0 such that dH(X
c(r), Xc(r0)) < ǫ. Combining this with Lemmas
4.31, 4.32, and 4.33 proves
lim
i
dGH(X
c(r0), X
c′
i (r)) < 4ǫ.
Therefore, by taking a sequence ǫj ց 0, there exist sequences rj ց r0
and cj ց c such that
lim
i
dGH(X
c(r0), X
cj
i (rj)) < ǫj ,
so that we can find a divergent sequence i(j) such that for any i ≥ i(j),
dGH(X
c(r0), X
cj
i (rj)) < ǫj .
Therefore, there exists a monotone increasing divergent net {j(i)} such
that
dGH(X
c(r0), X
cj(i)
i (rj(i))) < ǫj(i),
which implies (2).
Let us prove (2) ⇒ (1). Assume (2). To prove the asymptotic
compactness of {Ei}, we take a net xi ∈ Xci (r) for some fixed c ∈ R
and r > 0. It suffices to prove that xi has a convergent subnet. In fact,
since (Xcii , oi) converges to (X
c, o) in the Gromov-Hausdorff topology
for some ci ց c and since xi belongs to Xcii , it has a convergent subnet.
To prove (Γ2), we take a net xi ∈ Xi converging to a point x ∈ X .
We may assume that limiEi(xi) < +∞. Let c be any number with
c > limiEi(xi). There exists a subnet {j} of {i} such that limiEi(xi) =
limj Ej(xj) and Ej(xj) < c for any j. By the assumption, (X
cj
j , oi)
converges to (Xc, o) for some net cj ց c. Since xj belongs to Xcjj , x
belongs to Xc. By the arbitrariness of c, we have E(x) ≤ limiEi(xi).
Finally we shall prove (Γ1). Let x ∈ X . If E(x) = +∞, then
(A2) of Definition 3.1 tells us to find a net xi ∈ Xi converging to
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x and we have Ei(xi) → E(x) by (Γ2). Assume E(x) < +∞ and
set c := E(x). Since there exists a net ci ց c such that (Xcii , oi)
converges to (Xc, o), we can find a net xi ∈ Xcii converging to x. Then
we have Ei(xi) ≤ ci ց c = E(x), which together with (Γ2) shows
E(xi)→ E(x). This completes the proof of Theorem 4.25. 
Definition 4.34 (Essentially critical value). A value c of E is said to
be essentially critical if the closure of the set { x ∈ X | E(x) < c } is a
proper subset of Xc.
A metric space is called a geodesic space if any two points in the
space is joined by a length-minimizing curve, called a geodesic, and the
distance between them coincides with the length of the geodesic.
Proposition 4.35. If X is a geodesic space and if E : X → [ 0,+∞ ] is
a convex function, then any non-minimal value of E is not essentially
critical.
Proof. Let c ∈ R be a non-minimal value of E and take a point x ∈ X
with E(x) = c. It suffices to prove that there exists a sequence in
{E < c} converging to x. In fact, since c is not minimal, we can find a
point y ∈ X with E(y) < c and join x and y by a geodesic segment γ.
It follows from the convexity of E that γ \{x} is contained in {E < c}.
This completes the proof. 
Theorem 4.36. Assume that E and Ei are all compact. If Ei com-
pactly converges to E and if a number c ∈ R is not an essentially
critical value of E, then for any net ci → c (not necessarily mono-
tone), (Xcii , oi) converges to (X
c, o) in the Gromov-Hausdorff topology
compatible with the asymptotic relation between {Xi} and X, where
oi ∈ Xi is any net converging to a point o ∈ X.
Proof. Since c is not essentially critical, we have
Xc = {E < c} =
⋃
δ>0
Xc−δ,
and hence, as δ ց 0, Xc−δ converges to Xc in the compact Hausdorff
convergence. On the other hand, since
Xc =
⋂
δ>0
Xc+δ,
as δ ց 0, Xc+δ converges to Xc in the compact Hausdorff conver-
gence. Applying Theorem 4.25 yields that for any δ > 0 there exist
two nets ρi ց 0 and ρ′i ց 0 such that (Xc−δ+ρii , oi) → (Xc−δ, o) and
(X
c+δ+ρ′i
i , oi) → (Xc+δ, o) in the Gromov-Hausdorff topology, where
36 KAZUHIRO KUWAE AND TAKASHI SHIOYA
oi ∈ X is a net converging to a point o ∈ X . Let ci be any net of num-
bers converging to c. For all sufficiently large i, we have c − δ + ρi <
ci < c + δ + ρ
′
i and so X
c−δ+ρi
i ⊂ Xcii ⊂ Xc+δ+ρ
′
i
i . Therefore, (X
ci
i , oi)
converges to (Xc, o) in the Gromov-Hausdorff topology. 
5. Variational convergence over CAT(0)-spaces
5.1. CAT(0)-spaces. A geodesic in a metric space is a rectifiable curve
joining two points x and y in the metric space that is length-minimizing
among all curves joining x and y. Assume that all geodesics have
parameters proportional to arclength. A geodesic space is a metric
space any two points of which can be joined by a geodesic and the
distance between them coincides with the length of the geodesic. Note
that a geodesic joining two fixed points is not necessarily unique. We
denote by xy one of geodesics joining x to y. A triangle △xyz in a
geodesic space consists of three edges xy, yz, and zx. For any triangle
△xyz there is a triangle△x˜y˜z˜ in R2 having same side lengths as△xyz.
We call such a △x˜y˜z˜ a comparison triangle of △xyz. A geodesic space
(H, dH) is called a CAT(0)-space if the following triangle comparison
condition is satisfied.
(T) Take any triangle △xyz in H and a comparison triangle △x˜y˜z˜
of it. For any points a ∈ xy, b ∈ xz, a˜ ∈ x˜y˜, and b˜ ∈ x˜z˜ with
dH(x, a) = dH(x˜, a˜) and dH(x, b) = dH(x˜, b˜), we have dH(a, b) ≤
dH(a˜, b˜).
Let H be a complete CAT(0)-space. It follows from (T) that for
given two points x, y ∈ H , a geodesic xy is unique. However geodesics
in H may branch in general. Let C ⊂ H be a closed convex set. Then
for any x ∈ H there exists a unique point in C nearest to x, which we
denote by πC(x). The map πC : H → C is 1-Lipschitz (see II.2 of [2]).
IfM is a measure space and if Y is CAT(0) then L2ξ(M,Y ) is CAT(0)
for any measurable map ξ : M → Y (see [13]).
Assume that an asymptotic relation between metric spaces {Xi} and
X is given. Consider the following condition:
(G) If γi : [ 0, 1 ] → Xi and γ : [ 0, 1 ] → X are geodesics such
that γi(0) → γ(0) and γi(1) → γ(1), then γi(t) → γ(t) for any
t ∈ [ 0, 1 ].
Proposition 5.1. (1) If (G) is satisfied and if each Xi is geodesic
(resp. CAT(0)), then so is X.
(2) If each Xi is CAT(0) and X is geodesic, then (G) is satisfied
and X is CAT(0).
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Proof. We omit (1) and prove only (2). Let γi : [ 0, 1 ] → Xi and
γ : [ 0, 1 ]→ X be geodesics such that γi(0) → γ(0) and γi(1) → γ(1).
By (A2), for a given t ∈ [ 0, 1 ] there exists a net xi ∈ Xi converging to
γ(t). It follows from (A3) that dXi(γi(0), xi)→ tl and dXi(xi, γi(1))→
(1 − t)l, where l := dX(γ(0), γ(1)). Applying the triangle comparison
condition, (T), to △xiγi(0)γi(1) shows that dXi(xi, γi(t)) → 0. Thus,
by (A4), we have γi(t) → γ(t). We have obtained (G). By using (1),
X is CAT(0). 
5.2. Weak convergence. LetHi andH be complete separable CAT(0)-
spaces that have an asymptotic relation. We have (G) by Proposition
5.1(2). In what follows, strong convergence means convergence with
respect to the asymptotic relation.
Definition 5.2 (Weak convergence). We say that a net xi ∈ Hi weakly
converges to a point x ∈ H if for any net of geodesic segments γi in
Hi strongly converging to a geodesic segment γ in H with γ(0) = x,
πγi(xi) strongly converges to x.
It is easy to prove that a strong convergence implies a weak con-
vergence and that a weakly convergent net always has a unique weak
limit.
Lemma 5.3. Assume that Hi ∋ xi → x ∈ H weakly and Hi ∋ yi →
y ∈ H strongly. Then, we have
(1) dH(x, y) ≤ lim dHi(xi, yi);
(2) dHi(xi, yi)→ dH(x, y) iff xi → x strongly.
Proof. (1): We set γ := xy. Take a net xˆi ∈ Hi strongly converging to
x and set γi := xˆiyi. It follows from the assumption that πγi(xi) → x.
We have
lim dHi(xi, yi) ≥ lim dHi(πγi(xi), yi) = dH(x, y).
(2): The part of ‘if’ is obvious. We shall prove the part of ‘only if’.
Since the equalities in the proof of (1) hold, we have dHi(xi, πγi(xi))→ 0
by the triangle comparison. Hence, the limits of xi and πγi(xi) should
coincide to each other and is x. 
Lemma 5.4. Let xi ∈ Hi be a net and γi, σi : [ 0, 1 ] → Hi geodesic
segments such that
lim
i
dHi(γi(0), σi(0)) = lim
i
dHi(γi(1), σi(1)) = 0.
Then we have
lim
i
dHi(πγi(xi), πσi(xi)) = 0.
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Proof. It follows from the assumption and the convexity of [ 0, 1 ] ∋ t 7→
dHi(γi(t), σi(t)) (see II.2 of [2]) that
(5.1) lim
i
sup
t
dHi(γi(t), σi(t)) = 0.
We set yi := πγi(xi), zi := πσi(xi), and take si, ti ∈ [ 0, 1 ] as to satisfy
γi(si) = yi and σi(ti) = zi. (5.1) leads to
lim
i
dHi(σi(si), yi) = lim
i
dHi(γi(ti), zi) = 0.
Since dHi(xi, yi) ≤ dHi(xi, γi(ti)) and dHi(xi, zi) ≤ dHi(xi, σi(si)), we
have
lim
i
|dHi(xi, yi)− dHi(xi, zi)| = 0,
lim
i
|dHi(xi, yi)− dHi(xi, γi(ti))| = 0.
By the triangle comparison,
dHi(γi(ti), yi)
2 + dHi(xi, yi)
2 ≤ dHi(xi, γi(ti))2.
Therefore, dHi(γi(ti), yi)→ 0 and so dHi(yi, zi)→ 0. 
Lemma 5.5. Any bounded sequence xi ∈ Hi has a weakly convergent
subnet.
Proof. The proof is based on that by Jost [10]. We may assume that
{xi} is a countable sequence, i.e., i = 1, 2, . . . . Take a dense countable
subset {ξν}ν∈N ⊂ H . Let y0 ∈ H and y0,i ∈ Hi be such that y0,i → y0
strongly. For each ν ∈ N, we take a sequence ξν,i ∈ Hi converging
to ξν . Then we have γ
0
ν,i := y0,iξν,i → γ0ν := y0ξν (i → ∞). Since
dHi(xi, y0,i) is bounded, w
0
ν,i := πγ0ν,i(xi) has a convergent subsequence
whose limit, say w0ν , is a point in γ
0
ν . By a diagonal argument, we can
choose a common subsequence of {i} independent of ν for which w0ν,i
converges to w0ν as i → ∞ and denote the subsequence by the same
notation {i}. We take a sequence ǫm → 0+, m = 0, 1, 2, . . . . Let us
define ym,i and ym inductively as follows. Suppose that ym,i and ym are
defined and satisfy limi ym,i = ym. We shall define ym+1 and ym+1,i. By
setting γmν,i := ym,iξν,i, the sequence w
m
ν,i := πγmν,i(xi) has a convergent
subsequence, which can be chosen to be independent of ν by a diagonal
argument. We replace the sequence {i} by such a subsequence and set
wmν := limi w
m
ν,i. There exists a number ν(m+ 1) ∈ N such that
dH(ym, w
m
ν(m+1)) > sup
ν∈N
dH(ym, w
m
ν )− ǫm.
Define ym+1 := w
m
ν(m+1) and ym+1,i := w
m
ν(m+1),i. This defines sequences
ym,i and ym, m, i = 1, 2, . . . , such that limi ym,i = ym for each m.
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By the triangle comparison, we have
dHi(ym,i, ym+1,i)
2 + dHi(ym+1,i, xi)
2 ≤ dHi(ym,i, xi)2.
Taking a subsequence of {i} again, we assume that, for eachm, dHi(ym,i, xi)
converges to some number, say λm. Since dH(ym, ym+1)
2+ λ2m+1 ≤ λ2m,
{λ2m} is monotone non-increasing and dH(ym, ym+1) → 0. For any
ν ∈ N,
(5.2)
lim
i
dHi(ym,i, w
m
ν,i) = dH(ym, w
m
ν ) < ǫm + dH(ym, ym+1) =: ǫ
′
m → 0.
There exists {ν(l, i)} such that limi ξν(l,i) = yl. By (5.2), if ν ≪ i then
dHi(ym,i, w
m
ν,i) ≤ ǫ′m. We may assume that ν(l, i)≪ i. Then we have
lim
i
dHi(ym,i, w
m
ν(l,i),i) ≤ ǫ′m.
Since limi γ
m
ν(l,i),i = ymyl, we can choose a common subsequence {i}
independent of m and l for which wmν(l,i),i ∈ γmν(l,i),i converges to some
point on ymyl, say xm,l. By the above inequality,
dH(ym, xm,l) ≤ ǫ′m.
It follows from Lemma 5.4 that πym,iyl,i(xi) → xm,l as i → ∞. Since
πym,iyl,i(xi) = πyl,iym,i(xi) we have xm,l = xl,m. Therefore,
dH(yl, ym) ≤ dH(yl, xl,m) + dH(xl,m, ym) ≤ ǫ′l + ǫ′m
and {ym} is a Cauchy sequence. Let x := limm ym. By (5.2), for
any geodesic γ emanating from x, there exists a sequence of geodesic
segments γi ⊂ Hi strongly converging to γ such that πγi(xi) → x
strongly. Moreover, it follows from Lemma 5.4 that xi → x weakly.
This completes the proof. 
Remark 5.6. A weakly convergent net xi ∈ Hi is not necessarily bounded.
For example, let γi, i = 1, 2, . . . , be an infinite sequence of different rays
in R2 emanating from the origin o, and let H be the subspace of R2
consisting of the union of all γi. We assume that H is equipped with
its intrinsic (geodesic) metric. Then, H is a CAT(0)-space (actually a
tree). The sequence γi(i) is unbounded, but weakly converges to the
origin o
5.3. Mosco convergence and resolvent. We give functions Ei :
Hi → [ 0,+∞ ] and E : H → [ 0,+∞ ].
Definition 5.7 (Mosco convergence). We say that Ei converges to E
in the Mosco sense if both (Γ1) in Definition 4.4 and the following (Γ2’)
hold.
(Γ2’) If Hi ∋ xi → x ∈ H weakly, then E(x) ≤ limEi(xi).
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Note that (Γ2’) is a stronger condition than (Γ2), so that a Mosco
convergence implies a Γ-convergence.
Jost’s definition of Mosco convergence in [14] seems not fitting in
view of original Mosco’s one. We adopt the original definition of Mosco
convergence in Definition 5.7.
It is easy to prove the following proposition. The proof is omitted.
Proposition 5.8. Assume that {Ei} is asymptotically compact. Then
the following (1)–(3) are all equivalent to each other.
(1) Ei converges to E in the Mosco sense.
(2) Ei Γ-converges to E.
(3) Ei compactly converges to E.
Definition 5.9 (Moreau-Yosida approximation and resolvent, [11]).
For E : H → [ 0,+∞ ] we define Eλ : H → [ 0,+∞ ] by
Eλ(x) := inf
y∈H
(λE(y) + dH(x, y)
2), x ∈ H, λ > 0,
and call it the Moreau-Yosida approximation of E. If E is lower semi-
continuous and convex and if E 6≡ +∞, then for any x ∈ H there exists
a unique point, say JEλ (x) ∈ H , such that
Eλ(x) = λE(JEλ (x)) + dH(x, J
E
λ (x))
2.
This defines a map JEλ : H → H , called the resolvent of E.
Note that if H is a Hilbert space and if E is a closed densely defined
quadratic form on H , then we have JEλ = (I + λA)
−1. Here, I is
the identity operator and A the infinitesimal generator associated with
E, i.e., the self-adjoint operator on H such that D(E) = √A and
E(x) = (
√
Ax,
√
Ax)H for any x ∈ D(E), where (·, ·)H is the Hilbert
inner product on H .
Definition 5.10 (Strong convergence of maps). We say that a net of
maps fi : Hi → Hi strongly converges to a map f : H → H if fi(xi)
strongly converges to f(x) for any strongly convergent net Hi ∋ xi →
x ∈ H .
Lemma 5.11. Let Ei : Hi → [ 0,+∞ ] be lower semi-continuous and
convex. If Ei Γ-converges to E, then E is lower semi-continuous and
convex.
Proof. The lower semi-continuity of E follows from Lemma 4.6. We
prove the convexity of E. Let γ : [ 0, 1 ] → X be a given geodesic.
There are two nets xi, yi ∈ Xi converging to γ(0), γ(1) respectively
such that Ei(xi)→ E(γ(0)) and Ei(yi)→ E(γ(1)). For each i we take
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a geodesic γi : [ 0, 1 ] → Xi joining xi to yi. Let t ∈ [ 0, 1 ] be any
number. The convexity of Ei says that
Ei(γi(t))) ≤ (1− t)Ei(γi(0)) + tEi(γi(1)).
Since γi(t) converges to γ(t) and by (Γ2), we have
E(γ(t)) ≤ lim
i
Ei(γi(t))) ≤ (1− t)E(γ(0)) + tE(γ(1)).
This completes the proof. 
In what follows, we assume that functions Ei : Hi → [ 0,+∞ ] and
E : H → [ 0,+∞ ] are all lower semi-continuous, convex, and are not
identically equal to +∞. Let J iλ and Jλ be the resolvents of Ei and E
respectively.
Proposition 5.12. If Ei converges to E in the Mosco sense, then for
any λ > 0 we have the following (1) and (2).
(1) Eλi strongly converges to E
λ.
(2) J iλ strongly converges to Jλ.
Proof. Assume that Ei converges to E in the Mosco sense and let Hi ∋
xi → x ∈ H . We set yi := J iλ(xi) and y := Jλ(x). Since E 6≡ +∞, we
have Eλ(x) < +∞ and hence E(y) < +∞. We shall prove that
(5.3) lim
i
Eλ(xi) ≤ Eλ(x) = λE(y) + dH(x, y)2 < +∞.
In fact, by (Γ2), there exists a net zi ∈ Hi such that zi → y and
Ei(zi) → E(y). It follows that Eλ(xi) ≤ λE(zi) + dHi(xi, zi)2, the
right-hand side of which converges to λE(y) + dH(x, y)
2. This proves
(5.3).
Since Eλ(xi) = λE(yi) + dHi(xi, yi)
2, this and (5.3) together imply
that {yi} is bounded, so that it has a weakly convergent subnet. We
replace {yi} with the weakly convergent subnet and denote its weak
limit by y′. By (Γ2’) and Lemma 5.3 we have
λE(y) + dH(x, y)
2 ≤ λE(y′) + dH(x, y′)2
≤ lim
i
(λE(yi) + dH(xi, yi)
2).
By (5.3), the inequalities above become equalities and so we have y =
y′ and dHi(xi, yi) → dH(x, y). Thus, yi strongly converges to y and
Eλ(xi)→ Eλ(x). 
Proposition 5.13. If Eλi strongly converges to E
λ for any λ > 0, then
Ei Γ-converges to E.
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Proof. The proof is essentially same as in Lemma 1.4.3 of [14]. Assume
that Eλi strongly converges to E
λ for any λ > 0. Let a net xi ∈ Hi
converge to a point x ∈ H . Then we have
lim
i
Ei(xi) ≥ lim
i
1
λ
Eλi (xi) =
1
λ
Eλ(x)→ E(x) as λ→ 0+.
The rest is to prove the existence of a net yi ∈ Hi such that yi → x
and limiEi(yi) ≤ E(x). We may assume that E(x) < +∞. It follows
from the assumption that for any λ > 0,
E(x) ≥ 1
λ
Eλ(x) = lim
i
1
λ
Eλi (xi).
A diagonal argument shows that there exists a net λi → 0+ such that
if we set yi := J
i
λi
(xi) then
E(x) ≥ lim
i
1
λi
Eλii (xi) = lim
i
(Ei(yi) +
1
λi
dHi(xi, yi)
2).
This implies that E(x) ≥ limiEi(yi) and dHi(xi, yi)2 → 0. Thus, yi
converges to x. This completes the proof. 
Remark 5.14. For quadratic forms in Hilbert spaces, the strong conver-
gence Eλi → Eλ is equivalent to the Mosco convergence Ei → E (see
Theorem 5.27). We do not know if this still holds in the general case.
Remark 5.15. The converse of Proposition 5.13 does not hold. In fact,
let H be a Hilbert space and {ei}i∈N a complete orthonormal basis
on H . We define Ei(x) := ‖x − ei‖2H and E(x) := ‖x‖2H + 1 for any
x ∈ H , where ‖ · ‖H denotes the Hilbert norm. Then, it is easy to see
that Ei strongly converges to E and in particular, Ei Γ-converges to
E. However, we have, for any λ > 0,
Eλi (o) =
λ
1 + λ
, Jλi (o) =
λ
1 + λ
ei,
Eλ(o) = 1, Jλ(o) = o.
Thus, Eλi (resp. J
λ
i ) does not strongly converge to E
λ (resp. Jλ).
Propositions 5.8, 5.12, and 5.13 together imply the following
Corollary 5.16. Assume that {Ei} is asymptotically compact. Then,
the following (1) and (2) are equivalent.
(1) Ei compactly converges to E.
(2) Eλi strongly converges to E
λ for any λ > 0.
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Definition 5.17 (Asymptotic compactness of maps). We say that
a net of maps {fi : Hi → Hi} is asymptotically compact if for any
bounded net xi ∈ Hi, {fi(xi)} has a strongly convergent subnet. We
say that fi : Hi → Hi compactly converges to a map f : H → H if {fi}
is asymptotically compact and strongly converges to f .
Proposition 5.18. Assume that there exists a bounded net zi ∈ Hi
such that {E(zi)} is bounded. Then the following (1) and (2) are equiv-
alent.
(1) {Ei} is asymptotically compact.
(2) {J iλ} is asymptotically compact for any λ > 0.
Proof. (1) =⇒ (2): Assume (1). Let xi ∈ Hi be a bounded net and λ >
0 be fixed. Then, Ei(J
i
λ(xi)) + dHi(J
i
λ(xi), xi)
2 ≤ Ei(zi) + dHi(xi, zi)2
is bounded. Hence, the asymptotic compactness of {Ei} yields that
{J iλ(xi)} has a strongly convergent subnet. Thus we obtain (2).
(2) =⇒ (1): Assume (2). Let xi ∈ Hi be a bounded net such that
supiEi(xi) =: C < +∞. To prove (1), it suffices to show the existence
of a convergent subnet of {xi}. Since λE(J iλ(xi)) + dHi(J iλ(xi), xi)2 ≤
λE(xi), we have
(5.4) dHi(J
i
λ(xi), xi)
2 ≤ λC.
By (2), we have a convergent subnet of J iλ(xi) depending on each λ > 0.
Take a sequence λk → 0+. By a diagonal argument, there exists a
common subnet of {xi} for which yk,i := J iλk(xi) converges for all k. Set
yk := limi yk,i. It follows from (5.4) that dHi(yk,i, yl,i) ≤ (
√
λk+
√
λl)
√
C
and hence dH(yk, yl) ≤ (
√
λk +
√
λl)
√
C, so that {yk} is a Cauchy
sequence in H . Denote the limit of {yk} by y. Again by a diagonal
argument, we can choose a subnet {i(k)} of {i} in such a way that yk,i(k)
converges to y. Since dHi(k)(yk,i(k), xi(k)) ≤
√
λkC → 0, the sequence
{xi(k)} converges to y. This completes the proof. 
Remark 5.19. The existence of {zi} in Proposition 5.18 is necessary. In
fact, if such a net {zi} does not exist, then (1) is always true, but (2)
does not necessarily hold.
Corollary 5.20. The following (1) and (2) are equivalent.
(1) E is compact.
(2) Jλ is compact for any λ > 0, i.e., any bounded subset of H is
mapped by Jλ to a relatively compact set.
Proof. Set Ei = E in Proposition 5.18. 
Corollary 5.21. The following (1) and (2) are equivalent.
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(1) Ei compactly converges to E.
(2) Eλi strongly converges to E
λ and {J iλ} is asymptotically compact
for any λ > 0.
Proof. (1) =⇒ (2): We assume (1). Let us see the existence of a
bounded net zi ∈ Hi such that {Ei(zi)} is bounded. In fact, this follows
from the Γ-convergence of Ei to E and E 6≡ +∞. Thus, Corollary 5.16
and Proposition 5.18 imply (2).
(2) =⇒ (1): Assume (2). By Corollary 5.16 and Proposition 5.18,
it suffices to prove the existence of a bounded net zi ∈ Hi such that
{Ei(zi)} is bounded. To see this, we fix a number λ > 0. Since E 6≡
+∞, we have a point x ∈ H with Eλ(x) < +∞. Find a net xi ∈ H
converging to x. Then, (2) implies that Eλ(xi) → Eλ(x) < +∞.
Setting zi := J
i
λ(xi), we have E
λ(xi) = λEi(zi)+dHi(xi, zi)
2. Therefore,
{zi} and {Ei(zi)} are both bounded. This completes the proof. 
Theorem 5.22. The following (1) and (2) are equivalent.
(1) Ei compactly converges to E + c for some constant c ∈ R.
(2) J iλ compactly converges to Jλ for any λ > 0.
To prove Theorem 5.22, we need the concept of semigroup, which is
studied by Jost and Mayer.
Definition 5.23 (Semigroup, [25, 14]). Let E : H → [ 0,+∞ ] be a
lower semi-continuous and convex function and D(E) := { x ∈ H |
E(x) < +∞}. For any x ∈ D(E) and t > 0, there exists the limit
TEt (x) := lim
n→∞
(JEt/n)
n(x)
(see [25, 14]). Define TE0 to be the identity map. The family of the
maps TEt : H → H , t ≥ 0, is called the semigroup associated with E.
Define
|∇(−E)|(x) := lim
y→x
y 6=x
−E(y) + E(x)
dH(x, y)
, x ∈ D(E).
Theorem 5.24 (Jost-Mayer [25, 14]). (1) For each t ≥ 0, TEt :
D(E) → H is Lipschitz continuous with Lipschitz constant 1.
For each x ∈ D(E), t 7→ TEt (x) is continuous on [ 0,+∞ ) and
locally Lipschitz continuous on ( 0,+∞ ).
(2) For any s, t ≥ 0 we have
TEs+t = T
E
s ◦ TEt .
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(3) For any fixed x ∈ D(E), setting c(t) := TEt (x), t ≥ 0, we have
lim
h→0+
dH(c(t + h), c(t))
h
= lim
h→0+
−E(c(t+ h)) + E(c(t))
dH(c(t+ h), c(t))
= |∇(−E)|(c(t)).
Lemma 5.25. Let E, F : H → [ 0,+∞ ] be two lower semi-continuous
convex functions with E, F 6≡ +∞. Then the following (1)–(3) are
equivalent.
(1) D(E) = D(F ) and E − F is constant on D(E).
(2) JEλ = J
F
λ for any λ > 0.
(3) D(E) = D(F ) and TEt = T Ft for any t ≥ 0.
Proof. The implications (1) =⇒ (2) =⇒ (3) are obvious by the
definitions of the resolvent and semigroup.
Let us prove (3) =⇒ (1). Applying Theorem 5.24(3) yields that for
any x ∈ D(E),
E(x)− inf E =
∫ +∞
0
{|∇(−E)|(TEt (x))}2 dt.
Theorem 5.24(3) implies that |∇(−E)| is determined only by the semi-
group TEt . Since T
E
t = T
F
t for any t ≥ 0, we have |∇(−E)| = |∇(−F )|,
so that E(x)− inf E = F (x)− inf F . This completes the proof. 
Proof of Theorem 5.22. (1) =⇒ (2) follows from Proposition 5.12 and
Corollary 5.21.
Let us prove (2) =⇒ (1). Assume (2). Since {J iλ}i is asymptot-
ically compact for any λ > 0, Proposition 5.18 implies that {Ei} is
asymptotically compact and has a compactly convergent subnet. It
suffices to show that the limit of any compactly convergent subnet of
{Ei} coincides with E. Take a compactly convergent subnet of {Ei}
and denote it by the same notation {Ei}. Let F : H → [ 0,+∞ ] be its
limit. By Proposition 4.9 and Lemma 5.11, F is compact and convex.
By Proposition 5.12, J iλ strongly converges to J
F
λ for any λ > 0. By
(2) we have JEλ = J
F
λ for any λ > 0. Applying Lemma 5.25 yields that
D(E) = D(F ) and E − F is constant. This completes the proof. 
Problem 5.26. What can we say about the semigroup TEit of Ei as-
sociated with the convergence of Ei? See Theorem 5.27 below for the
Hilbert case.
5.4. Case of Hilbert spaces. Throughout this section, we assume
that H and Hi are real Hilbert spaces that have an asymptotic re-
lation. Let A and Ai be selfadjoint operators on H and Hi with
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their spectral measures µ and µi respectively. Denote by {Tt}t≥0 and
{T it }t≥0 the strongly continuous contraction semigroups (Tt := e−tA,
T it := e
−tAi , t ≥ 0), and by {Jλ}λ>0 and {J iλ}λ>0 the strongly con-
tinuous resolvents (Jλ := (I + λA)
−1 and J iλ := (I + λAi)
−1, λ > 0).
We have a densely defined closed quadratic form E on H defined by
E(u, v) := (√Au,√Av)H , u, v ∈ D(E) := D(
√
A). We also have Ei
in the same manner. We say that a continuous function ϕ : R → R
vanishes at infinity if lim|x|→∞ f(x) = 0.
By Lemma 3.5(1), we have a compatible, linear metric approximation
{fi} for {Hi} and H such that D(fi) is the subspace consisting of finite
linear combinations of a basis of H . Therefore, Assumption 2.1 of [22]
is satisfied. The strong (weak) topology of Definition 2.4 (2.5) of [22]
is compatible with that of this paper. Thus, by the results of Section
2 of [22], we obtain the following:
Theorem 5.27. The following are all equivalent:
(1) Ei → E with respect to the Mosco topology (resp. Ei → E com-
pactly).
(2) J iλ → Jλ strongly (resp. compactly) for some λ > 0.
(3) T it → Tt strongly (resp. compactly) for some t > 0.
(4) ϕ(Ai) → ϕ(A) strongly (resp. compactly) for any continuous
function ϕ : [ 0,∞ )→ R with compact support.
(5) ϕi(Ai) → ϕ(A) strongly (resp. compactly) for any net {ϕi :
[ 0,∞ )→ R} of continuous functions vanishing at infinity which
uniformly converges to a continuous function ϕ : [ 0,∞ ) → R
vanishing at infinity.
(6) µi(( a, b ]) → µ(( a, b ]) strongly (resp. compactly) for any two
real numbers a < b which are not in the point spectrum of A.
(7) (µiui, vi)Hi → (µu, v)H vaguely for any nets ui, vi ∈ Hi and
any u, v ∈ H such that ui → u strongly and vi → v weakly
(resp. ui → u weakly and vi → v weakly).
Definition 5.28. The strong graph limit Γ∞ of {Ai} is defined to be
the set of pairs (u, v) ∈ H ×H such that there exists a net of vectors
ui ∈ D(Ai) with ui → u and Aiui → v strongly.
Theorem 5.29. The following are all equivalent:
(1) Ei → E with respect to the Mosco topology.
(2) ϕi(Ai) → ϕ(A) strongly for any net {ϕi : [ 0,∞ ) → R} of
bounded continuous functions uniformly converging to a bounded
continuous function ϕ : [ 0,∞ )→ R.
(3) The strong graph limit Γ∞ of {Ai} coincides with the graph of
A.
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Proposition 5.30. If Ei → E with respect to the Mosco topology, then
σ(A) ⊂ lim
i
σ(Ai),
i.e., for any λ ∈ σ(A) there exist λi ∈ σ(Ai) tending to λ.
Define n(I) := dimµ(I)H and ni(I) := dimµi(I)H for a Borel subset
I ⊂ R. Note that if A has only discrete spectrum, then n(I) coincides
with the number of the eigenvalues in I of A with multiplicities.
Proposition 5.31. Let a < b be two numbers which are not in the
point spectrum of A. If Ei → E with respect to the Mosco topology, we
have
(5.5) lim
i
ni(( a, b ]) ≥ n(( a, b ]).
Theorem 5.32. Assume that Ei → E compactly. Then, for any a, b ∈
R\σ(A) with a < b, we have ni(( a, b ]) = n(( a, b ]) for sufficiently large
i. In particular, the limit set of σ(Ai) coincides with σ(A).
Remark 5.33. Assume that Ei → E compactly. Then, E is compact and
so A has only discrete spectrum. Even if Ei are not necessarily compact,
Theorem 5.32 shows that the bottom of the essential spectrum of Ai is
divergent to +∞. Thus, for each k ∈ N, the kth eigenvalue of Ai is well-
defined if i is large enough compared with k. We shall see an example
of asymptotically compact {Ei} with noncompact Ei in Section 6.1.
Corollary 5.34. Assume that Ei → E compactly. Denote by λk (resp. λik)
the kth eigenvalue of A (resp. Ai) with multiplicity. (λ
i
k is defined if i is
large enough compared with k.) We set λk :=∞ for all k ≥ dimH + 1
if dimH < ∞, and λik := ∞ for all k ≥ dimHi + 1 if dimHi < ∞.
Then we have
lim
i
λik = λk for any k.
Moreover, let {ϕik}k=1,2,... be a (possibly incomplete) orthonormal basis
on Hi such that ϕ
i
k is an eigenvector for λ
i
k of Ai. Then, by replacing
with a sub-directed set of {i} if necessarily, for each fixed k ∈ N with
k ≤ dimH, the vector ϕik strongly converges to some eigenvector ϕk
for λk of A such that {ϕk}dimHk=1 is a complete orthonormal basis on H.
6. Application
6.1. Compact convergence of approximating energy functional.
Let (M, dM) be a compact measured metric space and (Y, dY ) a proper
metric space. Let p ≥ 1 be a number, b(x, r) a positive function of
x ∈ M , r > 0, and hρ(x, y) := ρ or dM(x, y) for x, y ∈ M , ρ > 0. For
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a number ρ > 0 and a measurable map u : M → Y , we define the
ρ-approximating energy density eρu : M → [ 0,+∞ ) of u by
eρu(x) :=
1
b(x, ρ)
∫
B(x,ρ)\{x}
(
dY (u(x), u(y))
hρ(x, y)
)p
dy, x ∈M,
and the ρ-approximating energy Eρ(u) of u by
Eρ(u) :=
1
2
∫
M
eρu(x) dx ∈ [ 0,+∞ ],
(see [10, 20, 30, 23]). We assume the following two conditions:
(M) There exists a positive function Θ(R), R > 0, with limR→0Θ(R) =
1 such that for any ρ, R with 0 < ρ ≤ R/2, and for any mea-
surable map u :M → Y , we have
eRu ≤ Θ(R) eρu a.e. on M.
(AR) There exists a constant κ ∈ ( 0, 1 ] such that
κ b(x, r) ≤ |B(x, r)| ≤ b(x, r)
for any x ∈M and r > 0.
In [30, 23], it is shown that some Bishop and Bishop-Gromov type
inequalities (called the measure contraction property) imply the con-
dition (M). In particular, closed Riemannian manifolds with volume
measure and compact Alexandrov spaces with Hausdorff measure all
satisfy (M) and (AR) for a suitable function b(x, r) (see [23]). It follows
from (M) that, as ρ → 0, Eρ Γ-converges to a lower semi-continuous
functional E on the set of measurable maps from M to Y with respect
to dLp (see [30, 23]). We call the Γ-limit E the energy functional. If
Y = R, then Eρ and E are both quadratic forms. If M and Y are
Riemannian, then, for a suitably chosen b(x, r), E is the usual energy
functional defined by their Riemannian metrics upto a constant multi-
ple. If M is Riemannian and if Y is a general metric space, then E is
what Korevaar and Schoen studied in [20].
Theorem 6.1. Assume that the 1-local covering order of M is at
most o(r−p) and that (M) and (AR) are both satisfied. Then, the ρ-
approximating energy functional Eρ compactly converges to the energy
functional E as ρ→ 0 with respect to dLp.
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Proof. Since Eρ Γ-converges to E, it suffices to prove that {Eρ} is
asymptotically compact. For any r and ρ with 0 < ρ ≤ r, we have
1
B(x, r)
∫∫
B(x,r)×B(x,r)
dY (u(y), u(z))
p dzdy
≤ 1
B(x, r)
∫
B(x,r)
∫
B(y,2r)
dY (u(y), u(z))
p dzdy
≤ 2 b(x, r) (2r)
p
|B(x, r)|
∫
B(x,r)
e2ru (y)dy
≤ 2p+1κ−1Θ(2r) rp
∫
B(x,r)
eρu(y)dy,
which verifies the Poincare´ inequality (P )p,1,C,ρ,R for some C and R.
Applying Theorem 4.15 yields the asymptotic compactness of {Eρ}.
This completes the proof. 
Theorem 6.1 and Proposition 4.9 imply the following:
Corollary 6.2. E is compact with respect to dLp.
Theorem 6.1 and Proposition 4.11(2) imply:
Corollary 6.3. Let ρi → 0 be a sequence of positive numbers and
let a net of measurable maps ui : M → Y be a dLp-bounded asymptotic
minimizer of {Eρi} (see Definition 4.10). Then, {ui} has a subsequence
Lp-converging to a minimizer of E.
The following proposition says that Eρ is non-compact typically,
though {Eρ} is asymptotically compact.
Proposition 6.4. Assume that hρ(x, y) := ρ and let y0 ∈ Y be a point.
Then, Eρ is compact for a number ρ > 0 iff Lpy0(M,Y ) is proper.
Proof. If Lpy0(M,Y ) is proper, the compactness of E
ρ is trivial.
Let us prove the converse. Take any measurable map u : M → Y .
Since
dY (u(x), u(y))
p ≤ 2p−1 (dY (u(x), y0)p + dY (u(y), y0)p),
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we have
Eρ(u) =
1
2
∫∫
0<dM (x,y)<ρ
1
b(x, ρ)
dY (u(x), u(y))
p
ρp
dxdy
(6.1)
≤ 2
p−1
2ρp infx∈M b(x, ρ)
∫∫
M×M
(dY (u(x), y0)
p + dY (u(y), y0)
p) dxdy
≤ 2
p−1 |M |
ρp infx∈M b(x, ρ)
dLp(u, y0)
p.
It follows from (AR) that infx∈M b(x, ρ) > 0. Assume that E
ρ is com-
pact. Take an Lp-bounded net ui ∈ Lpy0(M,Y ). Then, by (6.1), Eρ(ui)
is bounded. The compactness of Eρ tells us that {ui} has an Lp-
convergent subnet. This completes the proof. 
We now assume that p = 2 and Y = R, so that Eρ and E are densely
defined, nonnegative, and quadratic forms on L2(M). Proposition 6.4
and Theorems 6.1, 5.32 imply:
Corollary 6.5. The spectrum for E is discrete (with only finite mul-
tiplicities). Whenever L2(M) has infinite dimension, each Eρ is non-
compact and has nonempty essential spectrum. As ρ→ 0+, the bottom
of the essential spectrum for Eρ is divergent to +∞ and for any fixed
k ∈ N, the kth eigenvalue for Eρ converges to that for E. The eigen-
functions for Eρ also converge to eigenfunctions for E in the sense of
Corollary 5.34.
6.2. Compactness and convergence with a lower bound of Ricci
curvature. For constants n ≥ 2 and D > 0, letM be the family of n-
dimensional closed Riemannian manifold of Ricci curvature ≥ −(n−1)
and diameter ≤ D. We employ the probability measure induced from
the Riemannian volume measure on each M ∈ M. The Gromov com-
pactness theorem shows that the measured Gromov-Hausdorff closure
of M is compact (see (2.11) of [7]). Let Y be a Gromov-Hausdorff
compact family of proper pointed metric spaces. For M ∈ M and
(Y, y) ∈ Y , we denote by EM,Y : L2y(M,Y ) → [ 0,+∞ ] the Korevaar-
Schoen type energy (see [20]). Consider the family EM,Y of EM,Y for
all M ∈M and Y ∈ Y . We have the following:
Theorem 6.6. Any net of EM,Y is asymptotically compact and has a
compactly convergent subnet.
Proof. By a result of Buser [3] we have a uniform bound of Poincare´
constants, namely (P )2,c,C,0,R in Section 4.2 holds for Y = R and
EM,Y ∈ EM,Y . Moreover, we have a uniform doubling constant by the
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Bishop-Gromov volume comparison theorem, which implies that any
measured Gromov-Hausdorff limit of M satisfies the doubling condi-
tion. According to [21], (P )2,c,C,0,R for Y = R implies (P )2,c,C,0,R for
general Y . Thus, the assumption of Theorem 4.15 is satisfied for any
net of functionals in EM,Y . This completes the proof. 
Consequently, by Theorem 4.25, the family of ({u ∈ L2y(M,Y ) |
EM,Y (u) ≤ c}, y), M ∈ M, (Y, y) ∈ Y , is relatively compact with re-
spect to the pointed Gromov-Hausdorff topology. Let H be a Gromov-
Hausdorff compact family of proper pointed CAT(0)-spaces. Then,
Proposition 5.18 implies that for any net {Ei} in EM,H, the net of the
resolvents J iλ of Ei is asymptotically compact. By Theorem 5.22, J
i
λ
has a compactly convergent subnet. Also, by Propositions 5.8, 5.12,
and Theorem 4.7, the Moreau-Yosida approximation Eλi of Ei has a
strongly convergent subnet.
Combining Theorem 6.6 and Kasue’s result (Theorem 5.1 of [16])
together with the work of Cheeger and Colding [5] implies the following.
Corollary 6.7. Assume that (Y, y) is a pointed complete Riemannian
manifold. Let Mi ∈ M be a net converging to a measured metric space
with respect to the measured Gromov-Hausdorff topology. Then, EMi,Y
compactly converges to the energy functional defined in [15, 16].
Relative to this corollary, we refer Theorem 5.4 and Remark 5.1 of
[22] for the case Y = R.
Conjecture 6.8. Assume that a net Mi ∈ M measured Gromov-
Hausdorff converges to a measured metric space M and that a net
(Yi, yi) ∈ Y pointed Gromov-Hausdorff converges to a proper metric
space (Y, y). The limit of EMi,Yi could uniquely determined only by M
and (Y, y).
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