Abstract. We obtain the local Harnack estimate of mean curvature flow in Euclidean space R n+1 , under the condition −m(t)g ab ≤ h ab ≤ M g ab , s.t. 0 ≤ m(t) ≤ M , and Dtm(t) ≥ (n+3)mM 2 , on t ∈ [0, π 2 4(n+1)M 2 ]. As a corollary, we get a sharp gradient estimate of mean curvature in some directions.
Where C only depends on n, C 1 is a positive constant.
Then by using the inequality, Hamilton get a theorem of curvature bound at finite distance for Ricci-flow in [3] .
Motivated by his work, the author do a similar work in mean curvature flow. Maybe the work will be used in mean cuvature flow as the same way.
Let M n be a smooth manifold without boundary, and let F 0 : M n → R n+1 a smooth immersion. Let
be a one-parameter family of smooth hypersurface immersions in R n+1 . We say that it is a solution to mean curvature flow if ∂ ∂t F (x, t) = H(x, t) − → ν , x ∈ M n , t > 0, where H and − → ν are mean curvature and unit inward unit normal respectively, so H − → ν is the mean curvature vector.
Set U ⊂ M n is an open subset, and on U × [0, t 0 ], s.t. t 0 < T , we have the
is a geodesic ball centered at O, R is the radius at time t, s.t.
Through out the paper, we call the curvature condition
we can find some constant B > 0, depend only on n and C 0 , then the local Harnack estimate holds,
Then we get a sharp gradient estimate of mean curvature:
we have
C is depend only on n and C 0 .
Now we introduce the structure of the paper. In section 2, we introduce the notations and conventions. In section 3, we use the Huisken-Ecker gradient estimate in [4] to get a proper form of gradient estimate of curvature under the curvature condition (⋆). In section 4, we introduce a good extra term, it has positive lower bound and it play an important role in the local Harnack estimate. In section 5, we estimate the lower bound of another extra term in Harnack calculation, using the gradient estimate we got in section 3. Then we use the good extra term to get local Harnack estimate under condition (⋆) in section 6. In section 7, we have some remarks to verify the inequality and the method are not trivial.
Notations and conventions.
M is an n-dimensional manifold without boundary immersed in Euclidean space R n+1 , it is parametrized locally by
The unit normal − → ν = {N α } is defined by
On the convex surfaces we take − → ν to be inward. The metric G = {g ij } induces a LeviCivita connection Γ = {Γ i jk } on M . So we can take covariant derivatives D = {D i } of tensors on M .
We denote A = {h ij } be the second fundamental form of M , H = g ij h ij is the mean curvature.
3. Gradient Estimate of second fundamental form. In this section, we will use Hessian comparison theorem and Huisken-Ecker gradient estimate in [4] to get the gradient estimate in a proper form.
We know on
We now use the Hessian comparison theorem in Chapter6 in [5] .
If g r represents the metric in the polar coordinates, then we have
where
By this theorem, we get
.
is a geodesic ball centered at O, R is the radius at time t. Set
, so we get
It is easy to verify that lim x→0 xctgx = lim x→0 x coth(x) = 1, and on [0, π), xctgx is a decreasing fuction, x coth(x) is a increasing funtion.
where C is a positive constant depend only on n.
Proof. Because
And
Now we state the Theorem3.7 in [4] as follow.
So we get the gradient estimate in a proper form as follow.
Corollary 2 (Derivative estimates of second fundamental form). If on
, holds the curvature condition (⋆), then we have on
Where C is a positive constant depend only on n.
4. Good extra term. In this section, we will change the Harnack quantities in [1] , then we will find a good positive extra term.
We now recall the Harnack quantities in [1] .
We now change the
When 0 ≤ H ab ≤ M g ab , we see 2H
positive. We will show the details in section 6.
Estimate of another extra term.
Under the condition (⋆), we will have another extra term, we call it CN S. So in this section we will estimate it.
First, under the condition (⋆), we change the quantities in last section again as follow.
We will define E ab later. Recall the equation
We hope (D t − ∆) Z have following form,
So we get
Now we calculate them carefully as follow. 1.
2.
3.
6.
4(H
On the other hand
The last inequality is hold by curvature condition (⋆).
Local Harnack estimate for curvature condition (⋆)
. In this section we will prove the local Harnack estimate for curvature condition (⋆).
If we add some fucntion ϕ, and set E ab = H bc −1 W ac , then we get the equality
Now we prove Main theorem 1.
Proof of the Main Theorem 1.
at (x 0 , t 0 , V ) for the first time, then it must be
. And we know
So X a = 0. On the other hand, we see Z+ϕ− X a V a = W +ϕ = 0. We set the expansion of V as Y ab = 0, and we see CN S ≥ −CmM
If we can hold the right hand side > 0, then the theorem holds. We calculate the R.H.S. as follow.
. Now we can prove the corollary 1.
Proof of Corollary 1. So for M ≥ 1,
and for 0 ≤ M < 1 ,
Remark1. If we set m(t) = 0, then it is obviously satisfies the condition (⋆), then we also get the local Harnack under the conditon 0 ≤ H ab ≤ M g ab as a corollary.
7. Conclusion remarks. (R 2 −4d 2 ) 2 + 1 t ) ≥ 0 directly without using "good extra term". We can have some calculation to show the hard point.
If we set
