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Abstract
We study the dynamics and the spread of entanglement of two-level systems (TLSs)
in amorphous solids at low temperatures (around 1K). By considering the coupling to
phonons within the framework of the Lindblad equation, we show that the wide distribu-
tion of disorder leads to all sorts slow dynamics for the TLSs, that can be interpreted within
the theory of many-body localization (MBL). In particular, we show that the power-law
decay of the concurrence, which is typical of MBL isolated systems, survives the coupling
to phonons in a wide region of parameter space. We discuss the relevance and implications
for experiments.
PACS numbers:
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I. INTRODUCTION
Recent years have witnessed several advances in our understanding of the dynam-
ics of many-body quantum systems. On one hand, the mechanism by which thermal
equilibrium appears in isolated quantum systems has been explained via the Eigen-
state Thermalization Hypothesis or ETH1–3, and its connection to the classic von
Neumann ergodic theorem has been made clear4. On the other hand, a generic mech-
anism by which quantum systems can avoid going to thermal equilibrium has been
identified in many-body localization (MBL)5–11. Analogous phenomena take place
in driven periodic systems (time crystals)12–14, and in systems without disorder15–23.
These progresses give now a more or less complete picture of the various ways of
thermalization in quantum systems, under different conditions.
One of the places in which one routinely finds disorder and quantum effects
at the same time is in the study of the low-temperature properties of glasses. A
series of classic experiments24,25 has shown that the low-temperature properties of
glasses at temperatures of 1K and below show a surprising degree of universality,
and deviate significantly from the Debye theory. Several theoretical ideas aimed
at explaining these results, mostly on the lines of two seminal works26,27. In those
works, the idea of bi-stable tunnelling systems (or two-level systems, TLSs), whose
parameters (energy difference and tunnelling rates) are very broadly distributed, was
introduced. With an appropriate choice of these distributions, one could reproduce
quantitatively the values of several equilibrium quantities, including specific heats,
conductivity, and sound attenuation. The range of TLS models has been expanded
considerably beyond the original works to account for various experimental facts28,
and even criticized as a glorified curve-fitting procedure29–31.
The interaction among TLSs (as observed in several experiments32–37) can occur
via phonons or photons (if they have an electric dipole moment). The interaction is
needed to explain, via the so-called spectral diffusion mechanism, frequency depen-
dence of the results of hole-burning experiments32. The interaction is also responsible
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for the equilibration of the TLSs at the temperature of the phonon bath. If the TLSs
were not coupled to phonons (or photons), at the theoretical level they would be
just a set of local independent degrees of freedom, isolated from the environment.
The purpose of this paper is exactly to discuss, in view of the theoretical ideas
born in the field of MBL, the mechanism for thermalization of TLSs coupled to
phonons. We will idealize the system TLSs + phonons as an isolated system and —
with some approximations — study the phenomenon of thermalization and entangle-
ment between TLSs and phonons, and between different TLSs. We will achieve this
by deriving a Lindblad equation for the reduced density matrix of the TLSs, tracing
out the phonons. Note that the phonons of our system are delocalized (as should
be the case for extremely low energy, even in disordered atoms arrangements)65.
We focus in particular on entanglement creation and spreading as measured by the
concurrence38–40 and the entanglement entropy. The former measures the amount
of entanglement between two TLSs; under time evolution it grows to a maximum,
and then decays. The latter instead increases monotonically with time to reach a
thermodynamic value. We study both an artificially isolated, coherent TLS system
(only virtual processes coupling to phonons are considered), for which the effective
Hamiltonian is MBL, and the open system (both virtual and real dephasing processes
from coupling to phonons are considered). In the first case, we can confidently see
the thermodynamic limit (our numerics goes up to N = 60 TLSs) and prove that
the concurrence decays as a power-law in time t−βi , to a plateau value which is
exponentially small in the number of TLSs. This is typical of an MBL system. In
the second case, the open system, we see that the concurrence decays indefinitely,
again with the power-law t−βo , without ever reaching a plateau (the open system is
effectively infinite). The exponents βi,o in the two scenarios are of the same order of
magnitude. Their comparison shows that, within the statistical errors and finite-size
corrections, β increases in presence of dissipation.
We found that the timescales involved are of the order of few femtoseconds
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(i.e. 10−15 s), and that the quantum dynamics signatures observed in this pa-
per might be experimentally accessible to investigations using ultra-fast laser probes.
The structure of the paper is as follows. In Sec. II we introduce the Hamiltonian
and comment on the various parameters that are needed to describe TLSs in amor-
phous media. In Sec. III we integrate out the phonons, obtaining a Lindblad equation
for the TLSs. We explain in detail how interactions are generated among TLSs, and
sketch a dynamical phase diagram. In Sec. IV we consider only the coherent part
of the dynamics, and show what are the signatures of MBL on the entanglement
quantifiers. In Sec. V we introduce also the dissipation into the dynamics, and show
how the results of Sec. IV change. Finally, in Sec. VI we summarize our results and
indicate future directions.
II. THE TLS MODEL
A. The Hamiltonian
We define the total Hamiltonian of the TLSs system and the thermal bath as41–43
H = HTLS +HB +Hint. (1)
The phonon bath is described by
HB =
∑
k
~ωkψ†kψk,
ψk (resp. ψ
†
k) being the annihilation (resp. creation) operator of a phonon with
wavevector and polarization k = (q, α). The dispersion relation in amorphous solids
is, to a good approximation at low temperatures44, ωqα ' vαq with v = vL for
longitudinal modes and v = vT for transverse modes
66. Typically vT ' 4 km/s and
vL ' 1.5 vT .
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The TLS Hamiltonian is
HTLS =
∑
i
(∆iσ
x
i + εiσ
z
i ).
where the two states of TLSs are represented as Pauli spins, εi is the energy splitting
and ∆i the tunnelling amplitude in the double-well i. According to the original
works26,27, we consider ε as drawn from a uniform distribution of width W :
p(ε) =
1
W
Θ(W − ε)Θ(ε) (2)
(Θ is the Heaviside step function). The tunnelling amplitudes ∆i are usually as-
sumed to be very broadly distributed. The most reasonable distribution from a
simplicity standpoint has been argued to be26
p∆(∆) =
Θ(∆−∆min)Θ(∆max −∆)
ln(∆max/∆min)∆
(3)
where
∆min = ∆ · 10−n∆/2, ∆max = ∆ · 10n∆/2
with n∆ defining the span of the distribution: ∆max/∆min = 10
n∆ . Typically in
the literature it is considered n∆ ∼ 6. However, in our numerical simulations we
will employ also less broad distributions, for which it is possible to disentangle the
different contributions to the dynamics (as will be clarified in the following). Since
〈ln ∆〉 = ln ∆, we notice that ∆ is the typical value of the distribution.
The interaction Hamiltonian of the localized degrees of freedom with the strain
field is, to lowest order41–43,
Hint =
∑
ik
σzi (ξikψk + h.c.) , (4)
with
ξjk = −i
√
~
2V ρωk
γjD
ab
j e
ab
k e
iq·rj , (5)
where ρ is the material density, V the volume, γjD
ab
j the elastic dipole tensor of the
j-th TLS (the strength γj has the dimension of an energy and D
ab
j is dimensionless),
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and eabk :=
1
2
(
qaeˆbk + q
beˆak
)
(q is the wavevector and eˆk the unit (q, α)-polarization
vector).
B. Disorder distributions of the parameters
Most of the parameters defining the Hamiltonian in Eq. (1) are drawn from very
wide probability distributions, which span several orders of magnitude. Thus, in
our numerical simulations we make some simplifications that, we argue, will not
qualitatively alter the physical content and the predictions of the model.
In the literature25, εi is usually drawn from a uniform distribution over [0,W ]
(see Eq. (2)), with W of order 1 eV. We fix W ≡ 1, thus setting the energy scale.
Moreover, the typical parameters for the distribution of the tunnelling amplitudes
∆i (Eq. (3)) are n∆ = 6 and ∆/W ∈ [10−3, 10−2], making p∆(∆) very wide. Since
numerically we can access only small system sizes, we set ∆/W = 10−1, unless
otherwise specified, and n∆ = 2.
The probability distribution of the TLS-phonon couplings γi and of the dipole
moments Dabj is induced by the distribution of the shapes and the directions of the
TLSs in space. In the literature25,28, it is argued that γi should be of the same
order of magnitude of W , since the former is related to the energy shift induced in a
TLS by a phonon, and it must be comparable with the energy imbalance of the two
minima in the double-well. Therefore, for simplicity we set γi ≡ W , absorbing in the
dipoles Dabj all the disorder fluctuations: they become random variables of order 1.
We will not specify the full distribution of their entries, since in Secs. III B 1-III B 2
we will show that only some combinations of the entries are needed. We refer to
those sections for more details.
We fix the material density as ρ = 2 g/cm3, and the speed of sound in glasses as
vL,T = 5 km/s, irrespective of the polarization.
Finally, we consider the TLSs as uniformly distributed in a cube with side L,
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and compute their distances rij using periodic boundary conditions. The cube side
depends on the number of TLSs as L = L0N
1/3, so that we keep fixed the TLS
density. Numerical45 and experimental28 results claim that L0 ' 10 nm; however, if
not otherwise stated, all our simulations are performed rescaling L0 → L0/R with
R = 103, in order to enhance the effects of the interactions (see Sec. III B 2).
This choice of the parameters makes the on-site frequencies νi, the interactions,
and the decoherence terms of comparable orders of magnitude. Our results will be
discussed in view of this competition.
III. THE LINDBLAD MASTER EQUATION
In order to study the dynamics of the TLSs, we integrate out the phonons. This
can be done at several degrees of approximation, depending on the assumptions
made.
We study the system in the framework of the Lindblad master equation46 (re-
viewed in App. A to fix the notation) thus working in the weak coupling limit, whose
validity has to be checked a posteriori. In the Lindblad framework one assumes that
at all times the influence of the TLSs on the phonon thermal populations is negligi-
ble (Born approximation). Since the TLSs are a dilute system in the (amorphous)
lattice, we expect this to be valid to a good extent. The Lindblad framework im-
plies two further approximations: the Markov approximation and the rotating-wave
approximation. The former entails that all the bath excitations decay on a very fast
timescale w.r.t. that of the TLSs. This is not guaranteed when working at ultra-low
temperatures, but it is still a good starting point. The latter is more subtle for our
particular system because it consists in considering only resonant channels for the
interactions. This results in TLS-TLS interactions that commute with the evolution
of the single TLSs, simplifying the many-body physics w.r.t. other models commonly
used in the literature. For these reasons, in future studies it might be interesting to
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go beyond the Lindblad master equation.
A. The free TLS eigenoperators
To apply the Lindblad formalism to the Hamiltonian in Eq. (1), we note that
each TLS is coupled via σzi to the environment operator Ei ≡
∑
k
(
ξikψk + ξ
∗
ikψ
†
k
)
.
To proceed, one has to find the operator decomposition of σzi that evolves trivially
under the free dynamics of a single TLS: [HTLS , S
ν
i ] = −~νSνi (see App. A for more
details). Solving the 2× 2 eigenvalue problem, one finds the eigenfrequencies
ν0 = 0, ν± = ±2~
√
ε2 + ∆2.
and the corresponding eigenoperators
S0i = ~vi,0 · ~σi, S±i = ~vi,± · ~σi,
where (~v0)
T = − 2~ν (∆, 0, ε) and (~v±)T = 2~ν (−ε,±i~ν/2,∆). The operators Sµi ’s are
normalized in such a way that thay obey the same algebra of the Pauli matrices.
The free TLS Hamiltonian reads
HTLS = −1
2
∑
i
~νiS0i .
Note that, because of our choice of parameters (Sec. II B), ~νi will be typically
of order W .
B. Coupling to phonons
The coupling with phonons induces both dephasing and TLS–TLS interactions.
The phonons are assumed to be in a thermal state ρTB at all times, therefore are not
influenced by their coupling to the TLSs. Under this assumption, the strengths of
the induced interactions and of the dephasing are quantified by (see App. A)
Γνij =
1
~2
∫ ∞
0
ds eiνs TrB
[
ρTB Eˆ
†
i (t) Eˆj(t− s)
]
.
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FIG. 1: The TLSs are uniformly distributed in a cube of size L, at constant density. Their
pair interaction Jij in Eq. (8) is mediated by phonons, that are also responsible for the
dissipator in Eq. (10). The boundary conditions are periodic to minimize finite-size effects.
The time-evolved environment operators are found upon using the canonical com-
mutation relations:
Eˆi(t) =
∑
k
(
ξike
−iωktψk + ξ∗ike
iωktψ†k
)
.
It follows
~2Γνij =
∫ ∞
0
ds eiνs TrB
{
ρTB
∑
kl
(
ξike
−iωktψk + h.c.
)(
ξjle
−iωl(t−s)ψl + h.c.
)}
=
∫ ∞
0
ds eiνs
∑
k
{
ξikξ
∗
jk e
−iωks TrB
[
ρTBψkψ
†
k
]
+ ξ∗ikξjk e
iωks TrB
[
ρTBψ
†
kψk
]}
=
∫ ∞
0
ds eiνs
∑
k
[
ξikξ
∗
jk e
−iωks (fT (~ωk) + 1) + ξ∗ikξjk eiωks fT (~ωk)
]
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where we introduced the Bose-Einstein distribution function at inverse temperature
β = 1/kBT : fT () := (e
β − 1)−1. We perform the time integral, using the formula∫ ∞
0
ds eiζs = iPV
1
ζ
+ piδ(ζ).
From Eqs. (4)-(5), we arrive at
Γνij =
γiγj
8ρ
∑
abcd
Dabi D
cd
j
∑
α
∫
d3q
(2pi)3
1
~ωk
(qaeˆbk + q
beˆak)(q
ceˆdk + q
deˆck)
×
[
(fT (~ωk) + 1)
(
iPV
1
ν − ωk + piδ(ν − ωk)
)
eiq·(ri−rj)
+ fT (~ωk)
(
iPV
1
ν + ωk
+ piδ(ν + ωk)
)
e−iq·(ri−rj)
]
. (6)
1. The decoherence rates
The decoherence rates Y νij are morally the real part of Γ
ν
ij (App. A, Eq. (A13)).
One can set the two-site rates Y νi 6=j = 0 because, in view of the wideness of the
frequency distribution, is very unlikely to have two TLSs with the same eigenfre-
quencies νi = νj. Moreover, one has Y
0
ii = 0 because the phonon density of states at
zero frequency vanishes. Thus, the only surviving terms are Y ±ii .
The rates can be found after a lengthy but straightforward calculation reported
in App. B. Defining
Yi =
γ2i ∆
2
i (~νi)
30piρ~4
[〈〈DiDi〉〉Υ,L
v5L
+
〈〈DiDi〉〉Υ,T
v5T
]
,
where the 〈〈DiDi〉〉Υ,α represent angular averages of the dimensionless dipole mo-
ments (see App. B), we have
Y +ii = Yi(fT (~νi) + 1), Y
−
ii = YifT (~νi). (7)
Having set ~νi ∼ W ∼ 1 eV, at temperature T ∼ 1 K and below, our system
is effectively at zero temperature. Thus, one can neglect the contribution of the
Bose-Einstein distribution function, obtaining
Y +ii ≈ Yi, Y −ii ≈ 0.
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Moreover, as anticipated in Sec. II B, instead of drawing the single matrix ele-
ments of the dipole moments Dabj , we will directly extract the scalars 〈〈DiDi〉〉Υ,α.
Since, by construction, they must be positive, we take them to be the square of a
Gaussian variable: 〈〈DiDi〉〉Υ,α ∼ χ21 (i.e. the chi-square distribution), irrespective of
polarization.
2. The Lamb-Stark shift Hamiltonian
Tracing out the phonons generates also TLS–TLS interactions. In the Lindblad
framework, they are diagonal in the eigenbasis of the free TLS evolution, and repre-
sent the Stark and Lamb shifts combined (Eq. (A12)). In App. C we show that there
is a predominant channel for the interactions, since the rotating-wave approximation
forces νi = νj and this condition is satisfied only for ν = 0. Thus the Lamb-Stark
Hamiltonian reads
HLS =
∑
ij
JijS
0
i S
0
j ,
where the interaction strengths Jij derive from the imaginary part of Γ
0
ij (App. C,
Eq. (A14)):
Jij = − 1
8piρr3ij
γiεi
~νi
γjεj
~νj
[〈〈DiDj〉〉Π,L
v2L
+
〈〈DiDj〉〉Π,T
v2T
]
. (8)
In the previous equation, Aij can be either positive or negative, and the terms
〈〈DiDj〉〉Π,α are again angular averages of the dipole moments as the ones in Eq. (7)
(see App. C for more details). For our purposes, we will assume them to be normally
distributed: 〈〈DiDj〉〉Π,α ∼ N (0, 1), independently of polarization.
The interaction between TLSs is responsible for the unitary evolution dephasing.
If one artificially turns off the jump operators, i.e. sets the decoherence rates Yi ≡ 0,
diffusive transport is suppressed (since the Hamiltonian commutes with S0i ), but
the entanglement spreading persists. As we will see in the next Section, in this case
the entanglement can grow indefinitely due to the interaction-induced dephasing as
11
in canonical MBL systems, and the concurrence decays with a power-law in time.
Note that, since we have effectively removed the temperature contribution, the
typical relative strength of the decoherence and interaction terms is
~Yi
Jij
∼
(
∆
W
)2(
W
~τ−1
)3
. (9)
In the previous equation τ = r/v, with r the typical distance between TLSs and
v the speed of sound in the glass. If the decoherence is not much larger than the
interaction one should be able to see signatures of the MBL phase in the dynamics
of the system, and in particular in the spreading of entanglement. Fig. 2 shows a
temptative phase diagram for the system.
Recall that in experiments ∆ ∼ 10−3–10−2 eV while W ∼ 1 eV and, considering
v ∼ 5 km/s and r ∼ 10 nm, we have ~τ−1 ∼ 1 meV. The ~Y/J ratio is then between
104 and 106, making the non-unitary dynamics much faster than the interaction part
of the unitary dynamics. However, by changing the density of TLSs or the speed of
sound, or considering phenomena which have natural speeds of propagation much
faster than the typical km/s in glasses, one could go deep inside the MBL regions.
In order to explore the phase diagram given by the Lindblad master equation,
we compute Eq. (8) scaling the average distance of the TLSs by a factor R−1 with
R > 1, i.e. we substitute rij → rij/R. This effectively changes the interactions by a
factor by R3 (see also Sec. II B).
C. The full Lindblad equation
Combining the terms obtained so far, the Lindblad equation is
∂tρ(t) = − i~ [HTLS +HLS, ρ(t)] +
∑
i
YifT (~νi)
[
S+i ρ(t)S
−
i + S
−
i ρ(t)S
+
i − 4ρ(t)
]
+
∑
i
Yi
[
S+i ρ(t)S
−
i +
{
ρ(t), S0i
}− 2ρ(t)] , (10)
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FIG. 2: Sketch of the expected phase diagram for TLSs in glasses. From Eq. (9) we see
that a MBL transient regime can be observed before thermalization takes place, if the
typical timescales of interaction are short w.r.t. the dissipation timescales (blue-shaded
area). To our knowledge, the typical parameter values found in experiments lie in the
red-shaded area. However, the uncertainty in their estimate is sizeable.
which can be rewritten in terms of jump superoperators Li as
∂tρ(t) = − i~ [HTLS +HLS, ρ(t)] +
∑
i
Liρ(t).
This is the starting point of our analysis of the dynamics of TLSs.
First of all we notice that, in the absence of decoherence and dissipation, the
evolution would be unitary, governed by the Hamiltonian
HTLS +HLS = −1
2
∑
i
~νiS0i +
∑
ij
JijS
0
i S
0
j . (11)
HTLS +HLS has precisely the form of a l-bit Hamiltonian, typical of MBL systems.
In other words, the value assumed by each S0i is conserved by the dynamics: they
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are local integrals of motion (LIOMs)8,47–50. However, there are two main differences
with respect to a typical MBL system. First, these l-bits are formed by a single spin,
not exponentially localized groups of them. Second, the interaction between the l-
bits is power-law Jij = J(rij) with J(r) ∝ r−3, rather than exponential. We will
see, however, that these will not qualitatively alter the dynamics of entanglement.
This picture is broken by the introduction of the jump operators governing dissi-
pation and decoherence. On one hand, dissipating terms in the Lindblad equation
kill long-time coherence because they drive the system to a thermal phase. On the
other hand, our particular Lindbladian contains the operators S+i and S
−
i , which do
not commute with the LIOMs S0i , and cause a non-trivial dynamics even at shorter
times.
Sometimes in the literature28,51,52, the flip-flop operators (S+i S
−
j + h.c.) and
(S+i S
+
j + h.c.) are introduced by hand in the Hamiltonian. According to our
derivation and with many other studies41–43,53 we will however restrict the analysis
to the Hamiltonian in Eq. (11) (see App. D for more details).
In order to interpolate between the coherent MBL and the decoherent dynamics,
we decrease the jump operator terms in the Lindbladian by a factor  ≤ 1 as follows:
∂tρ(t) = − i~ [HTLS +HLS, ρ(t)] + 
∑
i
Liρ(t). (12)
We will be interested in eventually setting → 1 to decouple the effects of interac-
tions and dissipation.
IV. UNITARY EVOLUTION OF THE TLS
This Section is entirely devoted to the study of the time evolution of a system of
N TLSs governed by the Hamiltonian (11), starting from an initial factorized state.
The Hamiltonian (11) is in the l-bit form, i.e. the values assumed by the operators
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S0i are local integrals of motion, as discussed in Sec. III C. Studying the dynamics
induced only by the Hamiltonian is equivalent to set  = 0 in the Lindblad equation
(12), i.e. to assume that the timescales of decoherence/dissipation are much longer
than those of the interactions, and a coherent many-body dynamics can take place
before thermal equilibrium is reached. This situation corresponds to the MBL phase
depicted in the phase diagram of Fig. 2.
The assumption that the initial state is factorized allows us to track precisely the
entanglement growth and spreading. The choice of the appropriate entanglement
measure is not obvious: since we are dealing with an open quantum system, we want
such measure to discriminate between the entanglement among two TLSs and the
entanglement among a TLS and the rest of the system, being this rest composed of
both other TLSs and phonons (i.e. thermal entropy). A reliable measure of pairwise
entanglement in open quantum systems is the concurrence38–40 Cij, where i and
j are TLS indices. The concurrence quantifies the distance of the two-site reduced
density matrix ρij from the manifold of mixed, separable states, which have the form
ρ =
∑
a paρ
sep
a where ρ
sep
a are separable, and pi ≥ 0. This implies that, if Cij > 0,
there is no mixture of separable states that can account for the correlations between
sites i and j. It can be shown40 that Cij = max {0, λ1 − λ2 − λ3 − λ4} where λ2a are
the eigenvalues of the matrix Rij = ρij(σy ⊗ σy)ρ∗ij(σy ⊗ σy) sorted in descending
order.
It is known that in MBL systems the concurrence decays in time as a power-law54,
the exponent depending on the details of the Hamiltonian. In general, power-law
decays of correlation functions are known55 to be a feature of MBL dynamics, and the
concurrence (albeit not an operator nor a correlation function) follows the same rule.
We find that this is valid in the case of TLSs as well, even though the Hamiltonian
governing the unitary dynamics, HTLS + HLS, is different from the standard l-bit
Hamiltonian of MBL systems, as pointed out in Sec. III C.
Its particular definition allows the concurrence to quantify the entanglement
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only between the two TLSs considered, irrespective of how they are entangled with
other degrees of freedom. Thus, it spots entanglement between two TLSs even if
they are thermal, i.e. also entangled with a bath. For this reason, we can employ
the concurrence as a well-defined entanglement measure also in the presence of
dissipation, as we will show in Sec. V.
In the rest of this Section, we will discuss how we performed the numerical sim-
ulations of a group of N TLSs evolving according to the Hamiltonian (11), and the
results we obtained. Thanks to the diagonal nature of the Hamiltonian and the
choice of initial product states, few-sites observables are efficient to compute, as was
recognized in previous studies54,56. It is not necessary to perform the time evolution
of the whole 2N × 2N density matrix, but only to carry out O(N) operations. In
this way, one can easily simulate a system of N = 60 TLSs.
To illustrate the idea, we show how to compute the two-site density matrix ρij
with O(N) steps. Call the initial density matrix
ρ0 =
N⊗
i=1
ρ0,i =
N⊗
i=1
∑
si,s′i
ρ
sis
′
i
0,i |si〉 〈s′i| .
Time evolving the density matrix according to the von Neumann equation and
rearranging the sum:
ρ(t) =
∑
s,s′
∏
i
ρ
sis
′
i
0,i |s〉 〈s′| e−i(H[s]−H[s
′])t/~
where H[s] = −1
2
∑
i ~νisi +
∑
ij Jijsisj, with si = ±1 projection of the spin-1/2 on
the 0-axis. Without loss of generality, one can trace out all the spins but the first
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two. The matrix elements of the two-site reduced density matrix read
〈s1s2| ρ12(t) |s′1s′2〉 = 〈s1s2|Tr3···N ρ(t) |s′1s′2〉
=
∑
s3···sN
ρ
s1,s′1
0,1 ρ
s2,s′2
0,2 ρ
s3,s3
0,3 · · · ρsN ,sN0,N e−i(H[s1s2s3···sN ]−H[s
′
1s
′
2s3···sN ])t/~
= ρ
s1,s′1
0,1 e
−i∆H12[s]t/~ρs2,s
′
2
0,2
N∏
j=3
[
ρ↑,↑0,je
−i∆H12j [s]t/~ + ρ↓,↓0,je
i∆H12j [s]t/~
]
where
∆H12[s] := −~ν1
2
(s1 − s′1) +−
~ν2
2
(s2 − s′2) + 2J12(s1s2 − s′1s′2),
∆H12j[s] := 2J1j(s1 − s′1) + 2J2j(s2 − s′2).
An analogue procedure gives the k-site reduced density matrix with O(k2N) steps.
Thus, when one is interested in few-sites observables this technique permits to
simulate systems of very large size.
The results of our simulations for the quantity
C(t) ≡ 1
N
∑
1≤i<j≤N
Cij(t) (13)
are shown in Figures 3, 4, and 5. The normalization factor 1/N in the definition of
C(t) (instead the seemingly natural 1/N2) is due to the monogamy of entanglement.
Each TLS i can be highly entangled only with another TLS, so among theN(N−1)/2
terms in the sum, only O(N) will be non-negligible.
One can see that the concurrence raises linearly from the initial value 0 (the
initial state is factorized) to a value independent of N (but slightly dependent on
∆). It then falls to a plateau through a power-law decay:
C(t) ∼

t if t < t1,
t−βi if t1 < t < t2,
e−αN if t > t2.
,
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FIG. 3: When the dynamics is unitary, after a linear raise C ∼ t (black dashed-dotted line),
the average concurrence decays with a power-law C ∼ t−βi (dashed lines), in accordance
with the MBL theory, down to a value which is exponentially small in N . We set ∆ = 0.1,
R = 103; the results are averaged over 5000 disorder realizations. Inset: The exponent
βi depends on N and reaches a finite value in the thermodynamic limit. The errors are
computed by using the statistical uncertainties of the concurrence values. Not all datasets
were shown in the main figure to improve readability.
whose exponent βi depends on ∆. We found that t1 does not depend on N signifi-
cantly but t2 grows with N and diverges in the thermodynamic limit.
The behavior of the concurrence can be compared with the half-system entangle-
ment entropy (HSEE), that we call SE. Since the system is three-dimensional, and
the TLSs do not fall on a regular lattice, we decided to bipartite the system in the
following way. For each TLS, a bubble is constructed around it so that N/2 TLSs
fall inside and N/2 outside the bubble. The entanglement entropy relative to the bi-
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FIG. 4: Results for the isolated system. (a) Plateau value of the average concurrence at
long times (dots). From a fit (solid line) we find that C(∞) ∝ e−αN with α ≈ 0.73. This is
considerably larger than the value given by the ETH prediction, i.e. a random state, which
obeys C ∝ e−a2N with a ≈ 0.127 (see App. E). The plot shows the results for R = 103
and ∆ = 0.1, averaged over at least 1000 disorder realizations. (b) Average concurrence
for different interaction strengths R. Rescaling the time as t → tR/103 (we normalize to
R = 103 to compare to the other plots) we see that the curves collapse, showing that the
value of R only shifts the timescale but does not modify the shape of the curve C(t). This
plot has been obtained for N = 50, ∆ = 0.1, and averaging over 1000 disorder realizations.
partition is computed, and then averaged over all such bipartitions. The results are
shown in Fig. 6, compared with the behavior of C(t). We see that SE(t) increases
monotonically until it reaches a plateau roughly proportional to N , indicating a
volume law. Indeed, while the concurrence reaches its maximum on a timescale
of order ∼ ~/Jij and then decreases because of the spreading of the entanglement
among many TLSs, the entanglement entropy keeps growing. From our data, the
HSEE seems to be growing logarithmically in time, despite the fact that the usual
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FIG. 5: Results for the isolated system. Dependence of the concurrence decay exponent
on ∆. We set N = 50, R = 103 and averaged over 5000 disorder realization. We see that
the smaller ∆, the faster the decay, which remains however power-law C(t) ∼ t−βi (dashed
lines). Inset: Dependence of βi on ∆.
argument for MBL8,57 should not apply for our long-range, 3d interactions.
V. INTRODUCING THE DISSIPATOR
This Section is devoted to the study of the time evolution of the TLS system
governed by the Lindblad master equation (Eq. (12)), rewritten here for readability
∂tρ(t) = − i~ [HTLS +HLS, ρ(t)] + 
∑
i
Liρ(t).
We will consider  6= 0, i.e. the system will be in the presence of dissipation and
decoherence. Increasing , we decrease the typical timescale of dissipation. For
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FIG. 6: Results for the isolated system. HSEE, as defined in the main text, per unit
volume SE(t)/N for various system sizes (solid lines). We set ∆ = 0.1, R = 10
3, and
averaged over 1000 disorder realization. The average concurrences C(t) (Eq. (13)) are
shown as dashed lines for comparison. We see that the concurrence reaches a maximum
at short times, as nearby TLSs start to evolve coherently. Then, it starts to decay because
the entanglement becomes many-body, as shown by the increase in the HSEE. In this
regime, the growth of the HSEE is compatible with log(t): the dotted line is a fit for
N = 16. Inset: The HSEE saturates to a volume law, as expected for a MBL system:
the phase of each spin depends on all the others. The error bars are computed from the
statistical fluctuations of the plateau values.
our particular choice of parameters (Sec. II B), when  = 1, it ultimately becomes
comparable with the timescales of the interactions Jij.
To investigate the time evolution of the system, one has to integrate numerically
the Lindblad master equation for the TLS density matrix (see App. F for more
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FIG. 7: C(t) as defined in Eq. (13) for  = 0, 10−6, 1, and different values of N . We see
that the presence of the dissipative term in the Lindblad master equation (12) decreases
the concurrence maximum and moves it at earlier times. We set ∆ = 0.1, R = 103, and
averaged over at least 1000 disorder realizations.
details on the numerical integration). In this way, we could access systems up to
N = 9; indeed, because of the doubling of the Hilbert space dimension, we are forced
to these very small system sizes. In the following analyses, we varied both N (to
perform a finite-size scaling) and .
As can be seen from Fig. 7, when  is small enough the concurrence C(t) reaches
its maximum at the same time as with unitary dynamics ( = 0). Then, while in the
unitary case C(t) decays as a power-law, stabilizing around a finite value dependent
on N (see Sec. IV), the dissipation forces C(t) to vanish. We find that, for  = 10−6,
C(t) decays from the plateau with a stretched exponential functional form (Fig. 8).
Furthermore, Fig. 7 shows that, increasing the strength of the dissipation ( = 1),
the concurrence maximum becomes smaller and is reached at earlier times. The
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FIG. 8: Stretched exponential fit of the concurrence normalized to the  = 0 plateau:
C(t; )/C(∞;  = 0). Using as fitting function α exp {−( t+t0τ )δ}, we obtained δ ' 0.2 and
τ = O(1). This plot shows the results for ∆ = 0.1, R = 103, averaged over at least 1000
disorder realizations.
decay from it follows a power-law behavior, as reported in Fig. 9a. We can ascribe
this feature to the TLS coupling with phonons in the following way. In the presence
of dissipation, TLSs can interact also with the thermal bath making the system
actually infinite, and preventing the concurrence from stabilizing around the plateau
value C(∞;  = 0). Hence, this interaction among TLSs and phonons unsurprisingly
leads to a concurrence decay resembling the power-law behavior found in the case of
the unitary dynamics, albeit with a different exponent βo. This exponent depends
on  and N , as shown in Fig. 9b, and remains finite in the thermodynamic limit.
Due to the small sizes accessible when integrating the full Lindblad master equation,
we expect the extrapolated thermodynamic value of βo to be underestimated (see
Fig. 9b).
We notice that the behavior of the concurrence is determined only by the ratio
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FIG. 9: (a) Power-law fit of C(t) at large times for  = 1. (b) Power-law exponents
βi ( = 0; data from Fig. 3) and βo ( = 1) as a function of 1/N . We see that the
concurrence decays faster as  increases (dashed lines). However, our data can capture the
behavior of C(t) in the presence of dissipation only at small N , i.e. in the pre-asymptotic
region. We expect the large N behavior to give a larger exponent βo, as it happens for
βi (dashed-dotted line). We set ∆ = 0.1, R = 10
3, and averaged over at least 5000
disorder realizations. The errors are computed by using the statistical uncertainties of the
concurrence values.
~Yi/Jij. Indeed in the unitary case, where the dissipation is absent, changing the
typical strength of Jij through the parameter R (Sec. III B 2) only shifts the timescale
of C(t), without modifying the shape of the curve (see Fig. 4b). In the presence
of decoherence, instead, modifying R but keeping the ratio ~Yi/Jij fixed changes
the behavior of the concurrence: for instance, decreasing  would correspond to an
increase in R.
Complementary to the concurrence is the half-system entanglement entropy
SE(t), as defined in Sec. IV. Its behavior for various N and  is shown in Fig.
10. As in the unitary case, HSEE starts to increase roughly when C(t) reaches its
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FIG. 10: Half-system entanglement entropy SE(t), as defined in Sec. IV, per number of
TLSs for various N and . The plot shows the results for ∆ = 0.1 and R = 103, averaged
over at least 1000 disorder realizations. For  = 10−6, we see that the entanglement
spreading takes place in two steps: first, the TLSs become entangled with other TLSs and
SE(t)/N reaches the plateau found in the case of unitary dynamics ( = 0); then, HSEE
grows further due to the spread of the entanglement among TLSs and phonons. For  = 1,
SE(t)/N is almost independent of N , indicating a volume law.
maximum, i.e. as TLSs start to evolve coherently. It keeps increasing at larger times
when the entanglement spreads among more and more TLSs. From the data at
 = 10−6, it can be clearly seen that the entanglement spreading takes place in two
steps: first, the TLSs become entangled and SE(t) reaches the plateau found with
unitary dynamics ( = 0); then, HSEE increases further due to the dissipative term
in the Lindbladian (12). In fact, for  6= 0 the TLSs entangle also with the thermal
bath.
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VI. CONCLUSIONS
We have studied the dynamics of tunnelling two-level systems in glasses coupled
to phonons. Within the framework of the Lindblad master equation, we computed
the phonon-mediated interaction terms and the dissipation rate for each TLS in the
weak-coupling approximation. We found that, as a consequence of disorder, the
unitary part of the dynamics has an extensive set of LIOMs, and is thus many-
body localized. This is manifest in the dynamics of entanglement, in particular in
the power-law decay of the average concurrence between different TLSs. The non-
unitary contribution breaks MBL driving the system to thermal equilibrium at long
times. However, the dynamics of entanglement, as measured by the power-law decay
of the concurrence, is unchanged. This is amenable to experimental verification.
By tuning interaction and decoherence strengths, one can explore the dynamical
phase diagram of the model, which includes a quickly thermalizing region and a
bona fide MBL region. In the MBL region for small system sizes, the concurrence
plateaus to an exponentially small value. For small decoherence rates, the decay
from the plateau takes a stretched exponential functional form.
Considering the typical disorder distributions found in the literature, it seems
that real materials sit close but not in the bulk of the MBL region of the phase
diagram. However, the uncertainty and big variety (from material to material)
of the disorder distributions have never been precisely characterized, and there is
plenty of chances that the dynamics we have depicted in this paper be (or have
already been!) observed in real glassy materials at ultra-low temperatures. For
instance, it has been found that at high frequency even interactions between ther-
mal TLSs cannot account for the discrepancy between theory and experiments36.
Understanding whether these discrepancies can be explained in terms of localization
is an interesting open question which we plan to address in future work, building
on the present one.
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Appendix A: Derivation of the Lindblad equation
To provide a self-contained study, we review here the main steps leading to the
Lindblad equation. The derivation can be found in more detail in many books46.
Consider a Hamiltonian of the form
HT = HTLS ⊗ IdB + IdTLS ⊗HB + γHint
with γ  1, where T stands for “total”, and B for “bath”. The interaction Hamil-
tonian is of the form
Hint =
∑
i
Si ⊗ Ei,
with Si acting on the TLSs and Ei on the bath only.
The time evolution of the density matrix is governed by the von Neumann equa-
tion:
∂tρT = − i~ [HT , ρT ].
To account for the interaction perturbatively, we switch to the interaction picture:
for any operator O in the Schro¨dinger picture, one has Oˆ(t) in the interaction picture
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defined as
Oˆ(t) = eiH0t/~O e−iH0t/~
where H0 := HTLS +HB. The von Neumann equation reads
∂tρˆT (t) = −iγ~ [Hˆint(t), ρˆT (t)],
and the corresponding integral form is
ρˆT (t) = ρˆT (0)− iγ~
∫ t
0
ds [Hˆint(s), ρˆT (s)].
Iterating once:
∂tρˆT (t) = −iγ~ [Hˆint(t), ρˆT (0)]−
γ2
~2
∫ t
0
ds
[
Hˆint(t), [Hˆint(s), ρˆT (s)]
]
.
Neglecting o(γ2), this is equivalent to
∂tρˆT (t) ' −iγ~ [Hˆint(t), ρˆT (0)]−
γ2
~2
∫ t
0
ds
[
Hˆint(t), [Hˆint(s), ρˆT (t)]
]
, (A1)
where the unknown ρˆT (t) appears only at time t.
Now the environment can be traced out. Calling the reduced density matrix
TrBρˆT := ρˆ, we get
∂tρˆ(t) = TrB
[
∂tρˆT (t)
]
(A2)
= −iγ
~
TrB[Hˆint(t), ρˆT (0)]− γ
2
~2
∫ t
0
dsTrB
[
Hˆint(t), [Hˆint(s), ρˆT (t)]
]
. (A3)
At this point, we make the following assumptions:
• The initial density matrix is factorized:
ρT (0) = ρ(0)⊗ ρB(0). (A4)
• The initial bath density matrix is thermal at inverse temperature β = 1/kBT :
ρB(0) = ρ
T
B :=
e−βHB
Z
. (A5)
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Moreover, we also employ the following approximation:
ρˆT (t) = ρˆ(t)⊗ ρTB. (A6)
This means that the influence of the TLSs on the phonon bath is negligible at all
times.
Using TrB(ρBEi) = 0 (every constant shift can be reabsorbed in HTLS ), Eq. (A2)
becomes
∂tρˆ(t) = −γ
2
~2
∫ t
0
dsTrB
[
Hˆint(t),
[
Hˆint(s), ρˆ(t)⊗ ρTB
]]
.
This equation is non-Markovian: it depends on the initial condition at t = 0 for
ρ(t). We can get a Markovian equation by extending the range of time integration
to the infinitely far past:
∂tρˆ(t) = −γ
2
~2
∫ ∞
0
dsTrB
[
Hˆint(t),
[
Hˆint(t− s), ρˆ(t)⊗ ρTB
]]
. (A7)
This is known as Redfield equation. Unfortunately, this equation does not preserve
the positivity of the density matrix in general.
At this point it is convenient to find the explicit expression of Hˆint(t). We there-
fore decompose (note that in the absence of hats the picture is Schro¨dinger’s!)
Si =
∑
ν∈Fi
cνi S
ν
i , S
ν
i being s.t. [HTLS , S
ν
i ] = −~νSνi . (A8)
The coefficients cνi could be reabsorbed into the definition of the operators Si, but
in this way the notation matches with the main text.
We denote as Fi the set of all the eigenfrequencies of Si. It follows
Hˆint(t) =
∑
j
∑
ν∈Fj
cνj e
−iνtSνj ⊗ Eˆj(t).
Plugging this equation into the triple commutator and regrouping terms yields
∂tρˆ(t) =
∑
ij
∑
ν∈Fj
∑
ν′∈Fi
{
cν
′∗
i c
ν
j e
i(ν′−ν)t Γνij
[
Sνj ρˆ(t), S
ν′†
i
]
+ h.c.
}
32
with
Γνij :=
γ2
~2
∫ ∞
0
ds eiνs TrB
[
ρTB Eˆ
†
i (t) Eˆj(t− s)
]
. (A9)
To proceed further, and recover the positivity of ρ(t), we perform the so-called
rotating-wave approximation, i.e. we retain only the resonant ν = ν ′ terms:
∂tρˆ(t) =
∑
ij
∑
ν∈Fi∩Fj
cν∗i c
ν
j
{
Γνij
[
Sνj ρˆ(t), S
ν†
i
]
+ Γν∗ji
[
Sνj , ρˆ(t)S
ν†
i
]}
. (A10)
Finally, we transform everything back to the Schro¨dinger picture:
∂tρ(t) = − i~ [HTLS +HLS, ρ(t)] +
∑
ij
∑
ν∈Fi∩Fj
Y νij
[
Sνj ρ(t)S
ν†
i −
1
2
{
Sν†i S
ν
j , ρ(t)
}]
(A11)
where HLS is the Lamb-Stark shift Hamiltonian
HLS :=
∑
ij
∑
ν∈Fi∩Fj
Jνij S
ν†
i S
ν
j (A12)
and
Y νij := c
ν∗
i c
ν
jΥ
ν
ij := c
ν∗
i c
ν
j
(
Γνij + Γ
ν∗
ji
)
, (A13)
Jνij := c
ν∗
i c
ν
j ~Πνij := cν∗i cνj
~
2i
(Γνij − Γν∗ji ). (A14)
The celebrated Lindblad equation is obtained upon diagonalizing the ij indices:
∂tρ(t) = − i~ [HTLS +HLS, ρ(t)] +
∑
κ
∑
ν∈Fκ
[
Lνκρ(t)L
ν†
κ −
1
2
{
Lν†κ L
ν
κ, ρ(t)
}]
(A15)
In the main text we will stick however to Eqs. (A11)–(A14).
Appendix B: The thermalization rates
The decoherence rates Υνij can be computed from Eq. (A13) and Eq. (6). Noting
that Fi ∩Fj = {0} with high probability if i 6= j, and since Υ0ij = 0 (as will become
evident later on), the main contribution to the relaxation comes from Υ±ii .
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Hence, we find
Υνii =
piγ2i
4ρ
∑
abcd
Dabi D
cd
i
∑
α
∫
d3q
(2pi)3
1
~ωk
(qaeˆbk + q
beˆak)(q
ceˆdk + q
deˆck)
× [(fT (~ωk) + 1)δ(ν − ωk) + fT (~ωk)δ(ν + ωk)] .
The computation of Υνii is simplified by splitting the polarization sum into transverse
and longitudinal modes. For the latter eˆq,L = qˆ and ~ωq,L = vL|q|. It follows that
the angular integral can be performed rather easily:∑
abcd
Dabi D
cd
i
∫
dΩ
(
qˆaqˆbqˆcqˆd + (a↔ c; b↔ d))
=
16pi
15
∑
ab
(Daai D
bb
i +D
ab
i D
ab
i +D
ab
i D
ba
i ) =:
16pi
15
〈〈DiDi〉〉Υ,L.
Then the longitudinal contribution to Υνii is[
Υνii
]
L
=
γ2i 〈〈DiDi〉〉Υ,L
30piρ~
∫ ∞
0
dq q4
1
vLq
[
(fT (~vLq) + 1)δ(ν − vLq)
+ fT (~vLq)δ(ν + vLq)
]
.
One has to consider separately the cases for the different ν ∈ Fi. If ν = νi,0 = 0,
then
[
Υ0ii
]
L
= 0 (the phonons have zero density of states at zero frequency). Each
one of the other two cases, ν = νi,±, selects just one of the two delta functions.
Calling νi := |νi,±|, we arrive at[
Υ+ii
]
L
=
γ2i 〈〈DiDi〉〉Υ,L(~νi)3
30piρ~4v5L
(fT (~νi) + 1),
[
Υ−ii
]
L
=
γ2i 〈〈DiDi〉〉Υ,L(~νi)3
30piρ~4v5L
fT (~νi).
For the transverse modes, instead, it holds∑
α trans.
eˆaq,αeˆ
b
q,α = δ
ab − qˆaqˆb, (B1)
and the angular integral gives∑
abcd
Dabi D
cd
j
∫
dΩ
(
qˆaqˆc(δbd − qˆbqˆd) + (a↔ c; b↔ d))
=
4pi
15
∑
ab
(Dabi D
ab
i − 4Daai Dbbi − 4Dabi Dbai ) =:
16pi
15
〈〈DiDi〉〉Υ,T .
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As for the longitudinal modes, each ν ∈ Fi has to be treated separately. We find[
Υ0ii
]
T
= 0 and[
Υ+ii
]
T
=
γ2i 〈〈DiDi〉〉Υ,T (~νi)3
30piρ~4v5T
(fT (~νi) + 1),
[
Υ−ii
]
T
=
γ2i 〈〈DiDi〉〉Υ,T (~νi)3
30piρ~4v5T
fT (~νi)
Appendix C: The Lamb-Stark shift Hamiltonian
The Lamb-Stark shift Hamiltonian is expressed in terms of Πνij, defined in Eq.
(A14). From Eq. (6) we find
Πνij =
γiγj
8ρ
∑
abcd
Dabi D
cd
j
∑
α
PV
∫
d3q
(2pi)3
1
~ωk
(qaeˆbk + q
beˆak)(q
ceˆdk + q
deˆck)
×
[
(fT (~ωk) + 1)
1
ν − ωk e
iq·(ri−rj) + fT (~ωk)
1
ν + ωk
e−iq·(ri−rj)
]
. (C1)
We can proceed as in the previous section: we split the different polarization con-
tributions, then evaluate the angular integrals, and finally the |q| integral. The
angular integrals will be of two types: either they contain four unit q-vectors (these
appear both for longitudinal and transverse polarizations) or they contain two unit
q-vectors (for transverse polarizations only). This follows upon using Eq. (B1). We
therefore put the zˆ-axis parallel to (ri − rj) and define
Iabcd(ζ) :=
1
4pi
∫
dΩ qˆaqˆbqˆcqˆdeiζ cos θ, Iab(ζ) :=
1
4pi
∫
dΩ qˆaqˆbeiζ cos θ.
They explicitly read
Ixxyy(ζ) =
1
3
Ixxxx(ζ) = −3ζ cos ζ + (ζ
2 − 3) sin ζ
ζ5
,
Ixxzz(ζ) = −ζ(ζ
2 − 12) cos ζ − (5ζ2 − 12) sin ζ
ζ5
,
Izzzz(ζ) =
4ζ(ζ2 − 6) cos ζ + (ζ4 − 12ζ2 + 24) sin ζ
ζ5
,
Ixx(ζ) =
−ζ cos ζ + sin ζ
ζ3
,
Izz(ζ) =
2ζ cos ζ + (ζ2 − 2) sin ζ
ζ3
.
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Similar ones are obtained exchanging x and y and permuting the indices; all the
others are zero. We can then parametrize them as
Iabcd(ζ) =
1
ζ5
4∑
l=0
C labcd ζ
l sl(ζ)
Iab(ζ) =
1
ζ3
2∑
l=0
C lab ζ
l sl(ζ)
where
sl(ζ) :=
sin ζ l evencos ζ l odd.
At this point, we can simplify a bit the tensorial sums. For the longitudinal mode
we have ∑
abcd
Dabi D
cd
j
(
Iabcd + (a↔ c; b↔ d)
)
=
∑
abcd
D
{ab}
i D
{cd}
j Iabcd
where {ab} stands for the symmetrized sum:
D
{ab}
i := D
ab
i +D
ba
i .
For the transverse modes instead∑
abcd
Dabi D
cd
j
(
Iacδ
bd−Iabcd+(a↔ c; b↔ d)
)
=
∑
abc
D
{ac}
i D
{bc}
j Iab−
∑
abcd
D
{ab}
i D
{cd}
j Iabcd.
1. Longitudinal contribution
The longitudinal case is clearly easier. We have, setting ζ := qrij and taking into
account the parity of sl(ζ),
[
Πνij
]
L
=
γiγj
16pi2ρ~
1
v2Lr
3
ij
4∑
l=0
[∑
abcd
D
{ab}
i D
{cd}
j C
l
abcd
]
× PV
∫ ∞
0
dζ ζ l−2sl(ζ)
[
1
eβ~vLζ/rij − 1
2rijν/vL
(rijν/vL)2 − ζ2 +
1
rijν/vL − ζ
]
.
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We note that, because of the condition ν ∈ Fi∩Fj, essentially only the frequency
ν = 0 will contribute to the interaction. With this simplification, we separate the
zero-point from the temperature-dependent contributions by defining
Jzpl := lima→0
PV
∫ ∞
0
dζ
ζ l−2sl(ζ)
a− ζ , Jl(b) := lima→0 PV
∫ ∞
0
dζ
ζ l−2sl(ζ)
ebζ − 1
2a
a2 − ζ2 . (C2)
The limit a→ 0 has to be taken after the integration, since the principal value needs
a two-sided limit around the singularity.
We can now compute all the integrals.
a. l = 0, 1. As a first thing, we note that for l = 0 and l = 1 both Jzp0,1
and J0,1(b) are IR divergent. However, looking back at Eq. (C1), there cannot be
infrared divergences: this suggests that the divergences compensate. To see it more
explicitly, we add and subtract a term as follows:
Jzp0 ≡ lim
a→0
{
PV
∫ ∞
0
dζ
sin ζ − ζ
ζ2(a− ζ) + PV
∫ ∞
0
dζ
1
ζ(a− ζ)
}
,
Jzp1 ≡ lim
a→0
{
PV
∫ ∞
0
dζ
cos ζ − 1
ζ(a− ζ) + PV
∫ ∞
0
dζ
1
ζ(a− ζ)
}
.
The added and subtracted term is the same for the two integrals, and it makes them
convergent. Moreover, it is easy to check that C0abcd = −C1abcd. This means that the
divergent parts cancel exactly, and one is left with a finite result. The regularized
integrals can be evaluated exactly:
Jzp0 =
pi
4
+ Jzpdiverg, J
zp
1 =
pi
2
+ Jzpdiverg.
The same can be done with the temperature-dependent part:
J0(b) ≡ lim
a→0
{
PV
∫ ∞
0
dζ
2a (sin ζ − ζ)
ζ2(ebζ − 1)(a2 − ζ2) + PV
∫ ∞
0
dζ
2a
ζ(ebζ − 1)(a2 − ζ2)
}
,
J1(b) ≡ lim
a→0
{
PV
∫ ∞
0
dζ
2a (cos ζ − 1)
ζ(ebζ − 1)(a2 − ζ2) + PV
∫ ∞
0
dζ
2a
ζ(ebζ − 1)(a2 − ζ2)
}
.
As for the zero-point contribution, the added and subtracted term is the same for
the two integrals and makes them convergent. Since C0abcd = −C1abcd, the divergent
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parts cancel exactly. Moreover, since Jl(b) ∝ a, the finite contributions given by the
regularized integrals go to 0 when a→ 0. Hence,
J0(b) = Jdiverg(b), J1(b) = Jdiverg(b),
and the temperature-dependent parts do not contribute.
b. l = 2. The zero-point contribution can be evaluated exactly:
Jzp2 = −
pi
2
The temperature-dependent integral is instead finite for a 6= 0, and goes to zero in
the limit a→ 0.
c. l = 3, 4. It holds Jzp3,4 = 0: the limit a → 0 can be taken inside the
integral, which becomes conditionally convergent to 0. Also, as for l = 2, the
temperature-dependent integrals go to 0 with a.
d. Collecting results. From what found above, it follows[
Π0ij
]
L
= − γiγj
32piρ~
1
v2Lr
3
ij
∑
abcd
D
{ab}
i D
{cd}
j
[
1
2
C0abcd + C
2
abcd
]
=: − γiγj
32piρ~
〈〈DiDj〉〉Π,L
v2Lr
3
ij
.
(C3)
2. Transverse contribution
The transverse modes have both a term almost equal to the longitudinal one, and
one involving Iab:
[
Πνij
]
T
=
γiγj
16pi2ρ~
1
v2T r
3
ij
2∑
l=0
[∑
abcd
D
{ac}
i D
{cb}
j C
l
ab
]
× PV
∫ ∞
0
dζ ζ lsl(ζ)
[
1
eβ~vT ζ/rij − 1
2rijν/vT
(rijν/vT )2 − ζ2 +
1
rijν/vT − ζ
]
− (. . . )
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where the omitted term is really equal to Eq. (C3), as long as one changes vL to vT .
The new term is very similar to that of the longitudinal modes; one has just to shift
l→ l + 2. The result is
[
Π0ij
]
T
= − γiγj
32piρ~
1
v2T r
3
ij
∑
abcd
D
{ab}
i D
{cd}
j
[
C0acδ
bd − 1
2
C0abcd − C2abcd
]
=: − γiγj
32piρ~
〈〈DiDj〉〉Π,T
v2T r
3
ij
.
3. Final result
The final result for the Lamb-Stark interactions is obtained by adding the longi-
tudinal and the transverse contributions:
Π0ij =
[
Π0ij
]
L
+
[
Π0ij
]
T
= − γiγj
32piρ~r3ij
[〈〈DiDj〉〉Π,L
v2L
+
〈〈DiDj〉〉Π,T
v2T
]
. (C4)
Note that this expression has been found in a previous study41 by means of time-
independent perturbation theory.
Appendix D: Higher order effects
In the framework of the Lindblad master equation, the interactions of the Lamb-
Stark shift Hamiltonian have a particular structure. Because of the rotating-wave
approximation, only terms that commute with the free TLS evolution can appear.
It may happen, however, that some rare couples of TLS resonate and terms ∝
(S+i S
−
j + h.c.) and ∝ (S+i S+j + h.c.) have to be introduced. These terms were also
introduced on heuristic grounds in some previous works28,51,52.
If such terms are present in the Hamiltonian, a different analysis has to be per-
formed. The Hamiltonian becomes that of a system of dipoles, whose MBL transition
has been already addressed60–62.
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Appendix E: Concurrence in a random state
Let us consider a system of N spin-1/2. A (uniformly distributed) random state
is |ψ〉 = U |ψ0〉 with U being a Haar-random unitary, and |ψ0〉 a reference state.
Equivalently, a random state is |ψ〉 = ∑{s}A{s} |{s}〉, with the coefficients A{s}
being (uniformly) distributed over CPM−1, with M = 2N .
If we compute the concurrence of two spins, say sites 1 and 2 without loss
of generality, we need the square roots of the eigenvalues of the matrix R12 =
ρ12(σy ⊗ σy)ρ∗12(σy ⊗ σy). The exact determination of such eigenvalues has evaded
our analytical attempts, but we can give an heuristic argument that captures the
scaling with N . Consider, instead of the square roots of the eigenvalues of R12, di-
rectly the eigenvalues λa of ρ12. Classical works
63,64 give us their probability density
function:
p(λ1, λ2, λ3, λ4) ∝ δ
(
1−
4∑
a=1
λa
) 4∏
a=1
λM−4a
∏
a<b
(λa − λb)2
with also the constraint λa > 0, a = 1, . . . , 4. With hindsight, we perform the
change of variables
ρ12 ≡ 1
4
Id +
1
4
√
M − 4τ12, λa ≡
1
4
+
µa
4
√
M − 4 ,
so that
p(µ1, µ2, µ3, µ4) ∝ δ
( 4∑
a=1
µa
) 4∏
a=1
(
1 +
µa√
M − 4
)M−4 ∏
a<b
(µa − µb)2
∝ δ
( 4∑
a=1
µa
)
exp
[
−1
2
∑
a
µ2a +O
(
1√
M − 4
)]∏
a<b
(µa − µb)2.
We see that at this order we can let µa range from −∞ to +∞ if N is big enough.
At this point we note that not only the eigenvalues of τ12, but every entry of the
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matrix is at most of order 1 because of our rescaling. This enables us to expand
√
R12 =
[
1
16
Id +
1
16
√
M − 4
[
τ12 + (σy ⊗ σy)τ ∗12(σy ⊗ σy)
]
+O
(
1
M − 4
)]1/2
=
1
4
Id +
1
8
√
M − 4
[
τ12 + (σy ⊗ σy)τ ∗12(σy ⊗ σy)
]
+O
(
1
M − 4
)
The matrix 1
2
[τ12 +(σy⊗σy)τ ∗12(σy⊗σy)] is traceless and very roughly its eigenvalues
will have a joint probability density function very similar to that of τ12. For this
reason, we approximate the average concurrence with
〈C〉 ≈
∫
d~µ p(~µ) max
{
0,
2µ1 − 1
4
√
M − 4 −
1
2
}
,
where we have used the δ-function constraint and called µ1 the largest eigenvalue.
Integrating only on µ1, and forgetting the presence of µ2, µ3, µ4 (otherwise the
integration becomes rather cumbersome), we find
〈C〉 ≈ e
−(M+√M−4)/2
2
√
2pi(M − 4)3/2 ,
from which
log2
(− log〈C〉) ≈ log(a) + bN + · · · (E1)
with a = 1/2 and b = 1. As can be seen from Figure 11, this scaling is correct, but
the numerical factor a is different.
Appendix F: Integration of the Lindblad master equation
The density matrix of the system can be parametrized as
ρ(t) =
∑
µ1···µN
Cµ1···µN (t)S
µ1
1 ⊗ · · · ⊗ SµNN ,
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FIG. 11: The average concurrence in a random state follows the scaling 〈C〉 ∼ e−a2bN .
The dots show the concurrence averaged over 107 randomly generated states, and over
every couple of spins for each state. A linear fit is shown for comparison: b = 1.009(6),
but a = 0.127(3), differing from a = 1/2 of Eq. (E1).
where {µi} = {Idi, S+i , S−i , S0i }. Writing explicitly the Lindblad equation (see Eqs.
(10) and (11) in the main text), we get
∂tρ(t) =
i
~
[1
2
∑
i
~νiS0i −
∑
ij
JijS
0
i S
0
j , ρ(t)
]
+
∑
i
YifT (~νi)
[
S+i ρ(t)S
−
i + S
−
i ρ(t)S
+
i − 4ρ(t)
]
+
∑
i
Yi
[
S+i ρ(t)S
−
i +
{
ρ(t), S0i
}− 2ρ(t)] .
In absence of the interactions (i.e. ignoring the term
∑
ij JijS
0
i S
0
j ), the evolution
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can be easily computed, and the density matrix evolves as
∂tCµ1···µN =
[∑
i
λµii
]
Cµ1···µN +
∑
i
4Yi δ
µi3Cµ1···0i···µN ,
where the δµi3 are Kronecker deltas, the λµii ’s are given by
λ3i = −4Yi(1 + 2fT ), λ±i =
1
2
λ3i ± iνi,
and λ0i = 0. When interactions are suppressed, the TLSs evolve independently one
from the other and any factorized initial state will remain such at all times. One
has
ρ(t) =
N⊗
i=1
∑
µi
P µii (t)S
µi
i =⇒ Cµ1···µN (t) = P µ11 (t) · · ·P µNN (t) ∀t.
The interactions among TLSs make the evolution more complicated. Computing
the commutator
[
S0i S
0
j , S
µi
i S
µj
j
]
= S0i S
µi
i
[
S0j , S
µj
j
]
+
[
S0i , S
µi
i
]
S
µj
j S
0
j
= 2
∑
νiνj
[
(δµi0δνi3 + δµi3δνi0 + δµi+δνi+ − δµi−δνi−)(δµj+δνj+ − δµj−δνj−)
+ (δµj0δνj3 + δµj3δνj0 − δµj+δνj+ + δµj−δνj−)(δµi+δνi+ − δµi−δνi−)]Sνii Sνjj ,
and defining
ζµν := δµ0δν3 + δµ3δν0, κµν := 2δµ+δν+ − 2δµ−δν−,
one arrives at∑
i 6=j
Jij
[
S3i S
3
j , S
µi
i S
µj
j
]
= 2
∑
i<j
Jij
∑
νiνj
[
ζµiνiκµjνj + (i↔ j)]Sνii Sνjj .
Note that we have used νi both for the eigenfrequencies and as a mute index, labeling
{Idi, S+i , S−i , S0i }. Its usage should be clear from the context.
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The full evolution of the density matrix is given by
∂tCµ1···µN =
∑
i
λµii Cµ1···µN +
∑
i
4Yi δ
µi3Cµ1···0i···µN
− 2i
~
∑
i<j
Jij
∑
νiνj
(ζµiνiκµjνj + κµiνiζµjνj)Cµ1···νi···νj ···µN .
This is a systems of 4N partial differential equations. We solved it by matrix ex-
ponentiation, using the library for linear algebra with sparse matrices contained in
SciPy(Python).
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