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I N T R O D U C C I Ó N
las series temporales desde la mirada de la teoría de
la información.
El estudio en Física de los fenómenos naturales puede analizarse por
medio de dos caminos. El primero, es a través del conocimiento de
una ecuación o de un sistema de ecuaciones que describan dicho fe-
nómeno, lo cual permite determinar y caracterizar el comportamiento
del sistema. No obstante, en muchos sistemas ”de la vida real”, este
camino no siempre es aplicable, ya que por su naturaleza compleja,
la obtención de ecuaciones descriptivas es casi imposible.
Ante esto, es necesario entonces tomar un segundo camino. Éste es, en
cierto sentido, inverso al anterior, ya que permite observar el compor-
tamiento del fenómeno natural y tomar mediciones sobre el mismo
para luego buscar la causa subyacente que lo genera. En este último
camino, lo único que se tiene sobre el sistema, es una secuencia de
mediciones sucesivas en el tiempo, es decir, una serie temporal. En el
presente trabajo, analizaremos este tipo de series de tiempo por me-
dio de diferentes métodos.
Muchas de las señales reales son el resultado de dinámicas muy com-
plejas o de varias dinámicas acopladas, características del sistema que
los originan. Esta situación se puede encontrar en series tempora-
les originadas en sistemas biológicos. Por ejemplo, en el procesos de
reacción-difusión, de gran relevancia en la quimiotaxis, en la gene-
ración de señales eléctricas registradas en un EEG, o en las acciones
colectivas de los genes para una producción específicas de proteínas
[1–3].
Otro ámbito en que los efectos emergentes de un acoplamiento de
diversas dinámicas, y que ha sido materia de estudios exhaustivos en
los últimos años, es el de las Ciencias Sociales [4, 5]. Como ejemplo
podemos nombrar la valoración de los activos en el mercado accio-
nario y los análisis de complejidad aplicados a ellos. [6]. En la física,
uno de los retos es describir estas señales complejas de forma sencilla,
para permitir la extracción de la información significativa y relevante.
[7–9].
Por otra parte el estudio estadístico de las series temporales ha sido
abordado desde la matemática pura y en el contexto de diversas apli-
caciones (meteorología, finanzas, etc.) [10, 11]. En los últimos años los
métodos de estudio de las series temporales se han visto enriquecidos
con conceptos y técnicas provistas por la teoría de la información y
por herramientas provenientes de distintos campos de la física, tales
como la teoría de los sistemas caóticos, la fractalidad y las medidas
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de complejidad [12, 13].
Desde los trabajos pioneros de E. Jaynes en el año 1957 [14], la teo-
ría de la información se ha incorporado plenamente al ámbito de la
física. Además, los estudios del concepto de complejidad han tenido
gran impacto en varias áreas del conocimiento como por ejemplo, las
neurociencias, la biología y los sistemas dinámicos no lineales. En las
últimas décadas ha habido un crecimiento notable en la definición de
distintas medidas de complejidad. Basta mencionar la complejidad al-
gorítmica de Kolmogorov, la complejidad de Lempel-Ziv, la entropía
de permutación de Bandt y Pompe, entre otros.
De particular interés para nosotros, y por su relevancia en el ámbi-
to clínico, son los estudios realizados a series temporales de origen
fisiológico (EEG, ECG, etc.) a través de conceptos tales como caos,
auto-organización, fractaliadad y otros provenientes del ámbito de
la física estadística [15–17]. La conjunción de todos estos temas apli-
cados al análisis de series temporales, fundamentalmente de origen
fisiológico, constituirá el eje principal de desarrollo del presente tra-
bajo.
organización de la tesis
El trabajo descripto a continuación está dividido en cinco capítulos.
El capítulo 1 comenzará con una introducción a los sistema determi-
nísticos y aleatorios, además se expondrán conceptos básicos de la
teoría de la información tales como entropía, información mutua y
divergencias entre distribuciones de probabilidades [18].
El capítulo 2 estará constituido de dos partes principales. En la pri-
mera parte se introducirá la noción de entropía de permutación desa-
rrollada por Bandt y Pompe [19], y estudiará tanto sus propiedades
como sus aplicaciones. En la segunda parte se utilizará esta herra-
mienta para cuantificar la evolución de un paciente con epilepsia bajo
tratamiento farmacológico [20].
En el capítulo 3 se cambia la mirada sobre las series temporales y
las abordará desde un punto de vista más determinista. Para ello se
verá el concepto de la complejidad de Kolmogorov [21], y la noción
de complejidad algorítmica desarrollada por A. Lempel y J. Ziv [22].
Luego se desarrollará una nueva idea basada en la combinación de las
ideas de Bandt y Pompe y la complejidad de Lempel-Ziv, generando
una nueva medida a la que llamaremos la complejidad de permuta-
ción de Lempel-Ziv [23]. Se mostrarán las ventajas del uso de esta
complejidad para señales multidimensionales.
En el capítulo 4 se verá una nueva forma de asignación de señales
continuas de una correspondencia alfabética [24]. Posteriormente se
usará la divergencia de Jensen-Shannon para establecer distancias es-
tadísticas que permitan determinar cuán similares son dos secuencias
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diferentes, previamente "mapeadas"por medio de una corresponden-
cia alfabética. Luego se utilizará el cálculo de la divergencia de Jensen-
Shannon dentro de una ventana móvil a lo largo de la señal a analizar.
Esto permite determinar los cambios en las distribuciones de proba-
bilidad asociadas con la señal, para poner a prueba este método se
usaran señales provenientes de la dinámica no lineal y de secuencias
aleatorias no-gaussianas, de uso común en la bibliografía [25], así
también se usaran señales reales provenientes de registros de ECG y
mediciones realizadas sobre el eje de un motor eléctrico.
En el capítulo 5, se utilizará un plano complejidad de Lempel-Ziv vs.
entropía de permutación, ya que permite un análisis simultáneo tanto
estadístico como determinístico de las señales. Mediante el análisis de
señales caóticas, ruidos correlacionados y no correlacionados, se mos-
trará la utilidad de este plano para la distinción entre ruido y caos.
Este tipo de plano permite ampliar los resultados expuestos en el ca-
pítulo dos y discutir sus ventajas a la hora de visualizar la evolución
clínica de un paciente con epilepsia bajo tratamiento farmacológico,
retomando también la investigación sobre la cuantificación de la evo-
lución de dicho paciente.
Finalmente se hará una conclusión general sobre los resultados ex-
puestos en esta tesis, la cual describirá algunas posibles líneas de
investigación futuras.
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I N F O R M A C I Ó N Y C O M P L E J I D A D
En el siguiente capítulo se darán las bases teóricas de las herramientas
de análisis a utilizar a lo largo de la tesis. En la primera parte se dará
una introducción a los sistemas dinámicos no lineales, en donde se
explicarán las propiedades de estabilidad y se definirá el concepto
de caos determinístico. En la segunda parte se entrará en el campo
de la teoría de la información, en donde se definirá los conceptos de
entropía, información mutua y divergencias. Finalmente en la tercera
parte se abordará el tema de la complejidad de Lempel Ziv.
1.1 una aproximación determinista a los sistemas diná-
micos
1.1.1 Sistemas dinámicos continuos y discretos
El concepto de sistema dinámico fue introducido por Isaac Newton,
al usar un conjunto de ecuaciones diferenciales para describir la evo-
lución en el tiempo de fenómenos naturales. Hoy en día, se acepta
que muchos sistemas físicos se pueden describir en términos de va-
riables de estado = (x1, ..., xm); x ∈ Rm, cuya evolución temporal está
determinada por las ecuaciones diferenciales ordinarias de primer or-
den [26–29]. Un sistema dinámico determinístico se define como un
conjunto de variables de estado o un vector de estado x(t), que des-
cribe el sistema en algún instante de tiempo t y una ley dinámica que
gobierna la evolución temporal de las correspondientes variables de
estado.
dx(t)
dt
= f(x,µ, t) (1)
Los sistemas dinámicos se llaman determinísticos si existe una suce-
sión de estados únicos para cada posición inicial x0 = x(t = 0). La
función f puede ser lineal o no lineal. En cada caso el correspondiente
sistema se llama sistema lineal o no lineal. La variable µ comprende
a un conjunto de parámetros de control o de bifurcación. Los siste-
mas dinámicos se denominan estacionarios si f(x,µ, t) ≡ f(x,µ) y
en el caso contrario no estacionarios. Con el fin de lograr una cierta
profundidad en el conocimiento de las propiedades cualitativas de
un sistema, sin llegar a resolver las ecuaciones diferenciales, es con-
veniente representar la dinámica m-dimencional del espacio de las
fases de manera mas abstracta, donde cada dimensión corresponde
a un estado particular de las variables. Por lo tanto, cada uno de los
puntos representados en el espacio de las fases especifica el estado de
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un sistema y viceversa.
A medida que el sistema evoluciona en el tiempo, guiado por el cam-
po de velocidad v = f(x,µ, t), produce un camino o una trayectoria
x(t) en el espacio de las fases. Entonces se puede estudiar la dinámi-
ca del sistema mediante el análisis de la trayectoria del sistema en el
espacio de fases.
Un sistema dinámico se llama disipativo cuando un volumen del espa-
cio de la fases, que contiene todas las posibles condiciones iniciales
x = x0, se contrae con el transcurso del tiempo; de lo contrario se
llama conservativo.
En un sistema disipativo todas las trayectorias eventualmente se apro-
ximarán (después de algún tiempo transitorio) permaneciendo cerca
la una de la otra. Si este subconjunto de puntos es invariante bajo las
leyes dinámicas se lo llama atractor.
Un subconjunto de todas las condiciones iniciales que asintóticamen-
te conduce al mismo atractor se lo llama cuenca de atracción. Si por
ejemplo una trayectoria se aproxima a un punto fijo x∗ tal que v(x∗) =
0, este punto corresponde a un estado de equilibrio del sistema. Si las
pequeñas perturbaciones en el entorno de x∗ son amortiguadas en el
transcurso del tiempo, entonces este punto se llama un atractor de
punto fijo estable.
Un sistema dinámico en el que también se observan auto-oscilaciones
sostenidas alrededor de un punto, se lo denomina atractor de ciclo lími-
te. Como en el caso de un punto fijo estable, pequeñas perturbaciones
en el entorno del ciclo límite estable serán suprimidas.
Los ciclos límites son fenómenos intrínsecamente no lineales y pue-
den ser solamente observados en sistemas que posean al menos dos
variables de estado. También son posibles atractores con geometrías
y topologías mas complejas, que van desde un m-toro a estructuras
fractales 1. Este último se llama un atractor extraño y corresponde a
un sistema caótico determinista mientras que el anterior representa
oscilaciones cuasi-periódicas.
Los atractores de los sistemas caóticos disipativos generalmente tie-
nen una estructura muy complicada con dimensiones no enteras. Por
lo tanto, el conocimiento de la geometría y la topología del atractor
(por ejemplo, su dimensión) proporciona una comprensión más pro-
funda de la naturaleza del sistema dinámico subyacente.
Los sistemas dinámicos deterministas con tiempo discreto se definen
por una relación recursiva o por un mapeo
xn+1 = f(xn,µ) (2)
donde el vector de fase xn es proyectado sobre el vector de fase en
el tiempo xn+1 (x ∈ Rm y m,n ∈ N). De este modo, mediante el
establecimiento de un vector en el estado inicial x0, es posible por
1 Para profundizar sobre el tema de fractalidad y fractales se recomienda la siguiente
bibliografía [? ? ]
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medio de iteraciones calcular el estado vector xn, para un paso de
tiempo arbitrario en el futuro. En analogía con los sistemas de tiempo
continuo, el estado de equilibrio x∗n se define como x∗n = f(x∗n,µ), así
como la dinámica periódicas (por ejemplo, con período-T ) se define
como xn+T = f(xn,µ) para cualquier n.
Hay que tener en cuenta que el mapeo de la función f podría no ser
necesariamente biyectiva y por lo tanto, el mapeo inverso de xn+1
en xn no siempre se define de forma única. Esto se traduce en la
pérdida de información parcial sobre el estado del sistema durante
una iteración hacia adelante, y por lo tanto en una dinámica bastante
compleja. En otras palabras, el estado futuro se vuelve impredecible
a pesar de que la evolución temporal es determinista.
1.1.2 Estabilidad de los sistemas dinámicos
La estabilidad es un tema central en el análisis de la evolución tem-
poral de los sistemas dinámicos [30–32]. Es natural preguntarse si un
pequeño cambio en las condiciones iniciales de un sistema dinámico
puede llevar a un comportamiento asintóticamente similar, o si dos
segmentos cercanos en la trayectoria del espacio de faces se manten-
drán contiguos el uno del otro en el transcurso del tiempo. Formal-
mente, un punto de equilibrio xe de un sistema dinámico se llama
Lyapunov estable si para cualquier  > 0 existe δ ≡ δ() > 0 de tal ma-
nera que, si ‖xe − x(t0)‖ < δ, entonces ‖xe − x(t)‖ <  para cualquier
t > t0. El exponente Lyapunov λ de un sistema dinámico, es una
magnitud que caracteriza la tasa de separación de la trayectoria de
dos segmentos x1 y x2 infinitesimalmente cerca en el transcurso del
tiempo, es decir, δx(t) = eλt δx(t0), donde δx = ‖x1 − x2‖ y t0 = 0.
Por lo tanto, un valor positivo del exponente de Lyapunov caracte-
riza a la divergencia exponencial o inestabilidad de la dinámica. En
general, existe un rango completo de los exponentes característicos,
los cuales son una cantidad que caracteriza el grado de separación
de dos trayectorias infinitesimalmente próximas. El sistema dinámico
puede exhibir inestabilidad sólo a lo largo de algunas direcciones de
dicho espacio, pero puede permanecer estable a lo largo de las otras.
La existencia de al menos un exponente Lyapunov positivo, indica
un comportamiento caótico en la evolución temporal de los sistemas
dinámicos. En esta situación, incluso una pequeña incerteza sobre el
estado inicial, la separación entre dos trayectorias crecerá exponen-
cialmente en el tiempo.
El resultado de esta imprevisibilidad a largo plazo es una consecuen-
cia de la inestabilidad inherente a los sistemas dinámicos, y esta pro-
piedad se denomina dependencia sensible de las condiciones inicia-
les.
Otra propiedad importante de los sistemas dinámicos es su estabi-
lidad estructural, es decir, su robustez frente a ligeros cambios de
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parámetros de control µ. De hecho, muchos de los sistemas naturales
no son estructuralmente estables, e incluso pequeñas perturbaciones
de los parámetros de control estos a un cambio topológico y geomé-
trico del atractor produce cambios drásticos en el comportamiento
asintótico de un sistema dinámico.
Los parámetros de control donde se producen los cambios cualitati-
vos de los atractores del sistema se llaman puntos de bifurcación [30, 33].
Por lo tanto, los sistemas dinámicos estructuralmente inestables de-
ben residir en las proximidades de un punto de bifurcación. Como
ejemplo, se tiene la transición de un estado de equilibrio inicial a os-
cilaciones auto-sostenidas. Esto puede considerarse como un proceso
en el que, debido a cambios en los parámetros de control, un punto
fijo atractor estable pierde su estabilidad, mientras que algunos ciclos
límite se vuelven estables.
1.1.3 La reconstrucción de los espacios de estado y el análisis no lineal de
las series de tiempo
El espectro de exponentes característicos y la dinámica del atractor
del sistema dinámico son invariantes bajo una transformación pro-
ducida en el espacio de fases. Esta importante propiedad garantiza
que las estimaciones de las cantidades medidas en el sistema, deben
permanecer constantes e independientes mas allá de los detalles del
proceso de medición y de la reconstrucción del espacio. Esto los hace
a los invariantes muy útiles y atractivos en las aplicaciones prácticas.
Sobre la base de estas consideraciones se han propuesto diferentes
algoritmos para la estimación de estas cantidades a partir de datos
experimentales [26, 30]. Sin embargo, con el fin de proceder con el
análisis de los sistemas dinámicos no lineales, se debe abordar el pro-
blema de la reconstrucción del espacio de fase desde series de tiempo
experimentales x(t) = M(X(t)), donde M es la función de medición
y es una proyección del estado original del espacio X en alguna varie-
dad (por ejemplo los ejes cartesianos).
Pero, ¿ que es una reconstrucción?. Formalmente un atractor Γ se re-
construye si se puede construir un espacio vectorial U con un atractor
topológicamente equivalente Γe. De hecho, es bien sabido que una re-
construcción del espacio de fases original no es necesaria y que a
menudo es suficiente para construir un nuevo espacio con un atrac-
tor topológicamente equivalente al original. Para ello hay que definir
un mapa suave φ : φ(Γ) ⊂ U tal que φ es un difeomorfismo2 entre
Γ y φ(Γ). Dicho mapa φ se llama ”inmersor” de una variedad Γ en el
espacio U. Todavía no está completamente claro cómo el espacio U se
puede construir y cómo se puede encontrar una inmersión adecuada.
Una solución para este problema fue encontrado por Takens [34]. De
2 Un difeomorfismo es una función invertible que mapea una variedad diferenciable
sobre otra, de tal manera que tanto la función y su inversa son lisas.
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acuerdo con el teorema de Takens el espacio reconstruido U puede
formarse con la ayuda de los llamados vectores de retraso Xd(t) =
(x(t), x(t − τ), .., x(t − (d − 1)τ)) donde d es la dimensión de inmer-
sión y τ es un tiempo de retardo [34]. Este teorema se basa en los
resultados de Whitney, que establecen que la dimensión de inmer-
sión debe cumplir d > 2D+ 1, donde D es la dimensión del atractor
(ver [26] y referencias en él). En general, el valor de tiempo de retardo
τ no es objeto de estudio del teorema de Takens. Sin embargo exis-
ten muchos trabajos posteriores ya que es bastante importante una
elección apropiada de este parámetro [35, 36]. Se debe señalar que la
no linealidad de la función de medición M (por ejemplo, cuando la
función M no es homeomorfa3), puede conducir a la pérdida parcial
de la información acerca de la topología del atractor.
1.1.4 Caracterizar el comportamiento caótico en sistemas dinámicos no li-
neales
La invención de la técnica de inmersión de retardo ha ampliado drás-
ticamente el campo de análisis de series temporales no lineales, y
sobre todo el análisis numérico de los sistemas dinámicos no linea-
les. Mediante ella se ha demostrado que en varios procesos naturales
que fueron antes considerados como estocásticos, pueden de hecho
ser descriptos satisfactoriamente como sistemas dinámicos caóticos
determinísticos [26, 30, 37].
El lado dinámico del caos determinístico se manifiesta en la depen-
dencia sensible de la evolución temporal de las condiciones iniciales.
Estimaciones numéricas del espectro de los exponentes de Lyapunov
proporcionan hoy en día un conjunto de herramientas estándar pa-
ra caracterizar y cuantificar el grado de caoticidad deterministica en
sistemas dinámicos y en series de tiempo. Recuérdese que la existen-
cia de al menos un solo exponente de Lyapunov positivo, indica un
comportamiento caótico en la evolución temporal de los sistemas di-
námicos. Una estimación para la dimensión del atractor reconstruido
a partir de una serie de tiempo, puede proporcionar una buena medi-
da de su complejidad.
La integral de correlación generalizada ofrece hoy en día una for-
ma estándar para estimar la dimensión de un conjunto de espacios
dimensionalmente altos [26]. La estimación de la integral de corre-
lación para varios sistemas dinámicos no lineales ha demostrado la
existencia de atractores de dimensiones no enteras (o fractales).
En este trabajo se utilizaran varios mapas caóticos, sacados del libro
de Sprott [25] los cuales están detallados en el apéndice C.
3 Una función se llama homeomorfa si es biyectiva (uno a uno), continua y tiene una
inversa continua. Se sabe que una función homeomorfa preserva la topología de un
conjunto [30]
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1.1.5 Variables aleatorias y procesos estocásticos
En muchos casos, los sistemas dinámicos son demasiado complejos
como para ser descritos en términos de un sistema de ecuaciones
diferenciales. Varios sistemas físicos en la naturaleza poseen un nú-
mero muy grande de grados de libertad, por eso es muy difícil ana-
lizar dichos sistemas mediante la resolución de las ecuaciones dife-
renciales que describen la evolución temporal de los mismos. Por
ejemplo, un gas en condiciones normales contiene aproximadamente
NL = 2,43× 1016 partículas por milímetro cúbico. Esta es una limita-
ción evidente desde el punto de vista de la mecánica macroscópica.
Para lidiar con este problema se desarrolló la física estadística, la cual
es una rama de la física que describe propiedades emergentes 4 de
dichos sistemas.
Un ejemplo sumamente interesante es el provisto por el movimien-
to browniano. Como es sabido éste tiene que ver con el movimiento
de partículas diminutas en suspensión. Grandes investigadores teóri-
cos como Einstein, Smoluchowski y Langevin, han realizado un en-
foque estocástico para la descripción de este fenómeno macroscópico
[38, 39]. Con este enfoque se pretendió ofrecer una descripción de-
terminista pura de la evolución del sistema en el espacio de fases y,
además, utilizar conceptos probabilísticos.
Estos estudios han demostrado que en muchos casos un sistema di-
námico no puede considerarse como completamente aislado, ya que
las influencias de perturbaciones externas tienen que ser tomadas en
cuenta. Tales perturbaciones son introducidas mediante la adición de
términos aleatorios en las ecuaciones de movimiento. Generalmente
un sistema dinámico se llama estocástico si para cualquier estado ini-
cial hay una distribución de probabilidades de los posibles estados
futuros.
1.1.6 Variables aleatorias discretas y continuas
Un concepto fundamental para cualquier tratamiento estadístico es el
de variable aleatoria. Se ha hablado de la probabilidad de que ocurra
un dado evento a través de la asignación de un número, de tal manera
que este número represente la probabilidad de que este evento ocurra.
Una variable aleatoria es un objeto X definido por:
1. un conjunto de posibles valores (llamados ”rango”, ”conjunto
de estados” o ”espacio de fase”)
2. una distribución de probabilidades sobre ese conjunto.
4 Las propiedades emergentes de los sistemas físicos macroscópicos (temperatura, pre-
sión, etc.) son típicos para muchos sistemas de muchos-cuerpos. Son el resultado de
la interacción de sus constituyentes y estas cantidades no existen a nivel microscópi-
co.
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El conjunto puede ser discreto, como por ejemplo el número de ac-
ciones compradas por una compania o el número de latidos de un
corazón en un cierto tiempo. O puede ser un conjunto continuo en
un intervalo dado: la velocidad de una componente de una partícula
Browniana ( en el intervalo −∞,+∞) o el potencial eléctrico medido
a través de un electroencefalograma (intervalo −∞,+∞). Mas aún el
conjunto de estados puede ser multidimensional; en este caso X es un
vector [40].
En el caso continuo unidimensional, la función densidad de probabilidad
(FDP) viene dada por g(x), la cual es no negativa
g(x) > 0
, y normalizada en el sentido que:∫
g(x)dx = 1
donde la integral se extiende sobre todo el rango de posibles valores a
tomar. La FDP g(x) significa que para un dx lo suficientemente peque-
ño, g(x)dx es la probabilidad de ocurrencia del evento x ∈ (x, x+dx).
De una manera similar se define un vector aleatorio d-dimencional
x ≡ (x1, ..., xd) ∈ Rd.
La probabilidad de ocurrencia de un número real X, el cual pertenece
al intervalo [x1, x2] se define como
P(x1 6 x 6 x2) =
∫x2
x1
g(x)dx (3)
Así, la probabilidad para que cada componente de un vector x ≡
(x,y, ...) pueda ser incluida en el intervalo x ∈ (x1, x2),y ∈ (y1,y2), ...
se define como
P(x1 6 x 6 x2; y1 6 y 6 y2; ...) =
∫x2
x1
∫y2
y1
... g(x,y, ...) dx dy... (4)
La densidad de probabilidad g(x,y, ...) es ahora una función en Rd
y se llama densidad de probabilidad conjunta de las variables alea-
torias X, Y, .... Mediante la integración sobre algunas de las variables
aleatorias de una dada FDP se puede obtener lo que se llaman las
distribuciones marginales de la FDP.
En teoría de la probabilidad se define A|B para un evento A, que es-
tá teniendo lugar bajo la condición que ocurra B. Por definición, la
función de densidad condicional para la variable aleatoria X bajo la con-
dición del resultado de Y se define como g(x|y) = g(x,y)/g(y). Una
variable aleatoria X es estadísticamente independiente de Y si y sólo
si g(x,y) = g(x) g(y) y por lo tanto g(x|y) = g(x).
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1.1.7 Procesos estocásticos
Los procesos estocásticos proporcionan un marco matemático impor-
tante para describir diferentes procesos dinámicos que no pueden
ser adecuadamente representados por una secuencia independiente e
idénticamente distribuida (i.i.d) de variables aleatorias [40, 41].
Sea una variable estocástica X como se la ha definido en la sección
anterior, e infinitas variables estocásticas z definidas como funciones
de X mediante algún mapeo f. Si en particular a esa cantidad le su-
mamos una variable t que representa el tiempo
z(t) = f(X, t)
z(t) se la denomina un proceso estocástico. Este proceso estocástico en
simplemente una función de dos variables, en la cual una es el tiem-
po t y la otra una variable estocástica X.
Si se supone, por simplicidad, que el tiempo es discreto, se puede
decir que un proceso estocástico es una secuencia de variables alea-
torias, es decir, {z(ti)}Ni=1. Por lo tanto, un proceso estocástico z(t)
dentro del intervalo [t1, ..., tN] se define de forma única con la fun-
ción de densidad g(z(t1), ..., z(tN)).
En general, el estado de un proceso estocástico en el paso de tiempo
tn, depende de su historia completa
g(z(tn)|z(tn−1), ..., z(t0)).
En muchas situaciones prácticas es sin embargo, bastante razonable
suponer que un proceso estocástico tiene una memoria limitada. En
este caso su estado en el paso de tiempo tn es independiente en su
historia completa y se define de forma únivoca solo cuando se da el
estado del proceso al paso de tiempo tn−1, es decir,
g(z(tn)|z(tn−1), ..., z(t0)...) = g(z(tn)|z(tn−1)).
El proceso que posee esta propiedad se denomina proceso de Markov
(o cadena) de primer orden 5.
La propiedad de Markov se define como una idealización que per-
mite especificar completamente un proceso estocástico por la función
densidad, para el estado del proceso la cual posee un valor inicial
g(z(t0)) mediante la densidad condicional g(z(tn)|z(tn−1)), también
conocida como función densidad de transición. Un proceso estocás-
tico es estacionario en sentido estricto si la función de distribución
conjunta de cualquier subconjunto de variables es constante respecto
a un desplazamiento en el tiempo. Por lo tanto, para un proceso de
Markov estacionario de primer orden se tiene que:
5 Es muy sencillo generalizar esta definición para los procesos de Markov de orden k
como g(z(tn)|z(tn−1), ..., z(t0)...) = g(z(tn)|z(tn−1), ..., z(tn−k))
1.2 elementos de teoría de la información 13
g(z(tn), z(tn−1), .., z(t0)) = g(z(tn)|z(tn−1)) ... g(z(t1)|z(t0))g(z(t0))
En el caso de una secuencia de variables aleatorias i.i.d, es evidente
que la función de densidad de transición se reduce a
g(z(tn)|z(tn−1)) = g(z(tn))
Un proceso estocástico de dice que es ergódico respecto a la media si,
es estacionario en sentido estricto y el promedio temporal es igual a
la media.
En esta parte del capítulo se ha dado un breve repaso de la noción de
sistemas no lineales, variable aleatoria y procesos estocásticos. En la
sección siguiente se introducirán los conceptos de teoría de la infor-
mación.
1.2 elementos de teoría de la información
1.2.1 Entropía de Shannon
El concepto de entropía viene de la termodinámica (entropía de Boltz-
mann) y encontró su contraparte en el dominio de la comunicaciones
(o más precisamente en teoría de la información) a través del traba-
jo Shannon de 1948 [42] 6. El objetivo fue definir una medida de la
incertidumbre asociada con una variable aleatoria de estado discreto.
Esta medida tiene que ser invariante frente a la permutación de las
probabilidades asociadas a la variable aleatoria, aumentando con la
dimensión del espacio de fase cuando la distribución es uniforme, y
teniendo que satisfacer la propiedad de recursividad (la regla de per-
dida de entropía cuando se unen dos estados en uno).
Una manera intuitiva de definir la entropía desde el punto de vista
de la información es verla como la cantidad de información prome-
dio que contienen los símbolos usados en un mensaje. Los símbolos
con menor probabilidad son los que aportan mayor información; por
ejemplo, si se considera como sistema de símbolos a las palabras en
un texto, palabras frecuentes como ”que”, ”el”, "a"aportan poca in-
formación, mientras que palabras menos frecuentes como ”corren”,
”auto”, ”perro” aportan más información. Si de un texto dado se bo-
rra un ”que”, seguramente no afectará a la comprensión y el mismo
se podrá entender, no siendo así si se excluye la palabra ”auto” del
mismo texto original. Cuando todos los símbolos son igualmente pro-
bables, todos aportan información relevante y la entropía es máxima.
6 El concepto de entropía, desde la noción clásica de la termodinámica desarrollada
por L. Boltzmann, y desde la teoría de la información desarrollada por C. Shannon,
no poseen una correlación directa. Sin embargo se han hechos muchos análisis para
relacionar estos dos conceptos, entre ellos los trabajos de Jaynes [43]
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Tomando un alfabeto discreto A de tamaño finito |A| <∞, con la fun-
ción probabilidad pX(x) = Pr[X = x], x ∈ A, la entropía de la variable
aleatoria X está dada por [18]
H[X] = −
∑
x∈A
p(x) log(p(x)). (5)
En la definición de Shannon, el logaritmo se expresa en la base 2 y H
en bits; también puede ser utilizado el logaritmo natural, y por tanto
H se expresa en nats. La ecuación 5 puede ser reescrita como el valor
medio del logaritmo de P(X) de la siguiente manera:
H(X) = 〈log (P(X))〉 (6)
La llamada entropía de Shannon es una distribución funcional de X
y no depende de los valores tomados por la variable aleatoria X. Es
sencillo demostrar que:
0 6 H[X] 6 log|A|,
donde H[X] = 0 es mínima cuando p(x) = δx,x0 (delta de Kronecker),
para un determinado x0 ∈ A (es conocida toda la información sobre
X ) y H[X] = log(|A|) es máxima cuando la distribución es uniforme
sobre A. Entonces podemos normalizar la entropía como
h[X] =
−
∑
x∈A
p(x) log(p(x)).
log(|A|)
(7)
en el caso |A|→∞, este cociente se llama tasa de entropía.
La definición de la entropía fue extendida naturalmente al caso en
que |A|= +∞, para este caso la entropía no posee límites, y la distri-
bución de probabilidades correspondiente al valor máximo de entro-
pía puede no ser un distribución uniforme [18].
La extensión de una variable aleatoria continua no es natural y fue
propuesta por analogía con la definición discreta mediante la sustitu-
ción de las probabilidades con la función de densidad de probabili-
dad y la suma discreta por una integral [18]. Sin embargo, la llamada
entropía diferencial pierde muchas de las buenas propiedades de la
entropía, como ser la independencia de sus estados [18]. En el contex-
to del análisis de las señales, cuando no se conoce la distribución de
probabilidad de los datos, la entropía no puede ser evaluada y debe
estimarse a partir de los datos.
En el contexto de estados discretos, a partir de una secuencia obser-
vada de símbolos, la distribución se puede estimar a través de las
frecuencias de aparición de cada uno de ellos. Por el contrario, en el
contexto estados continuos, la estimación de la entropía diferencial es
un problema dificultoso [44, 45].
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1.2.2 Entropía conjunta y Entropía condicional
Sean X e Y dos variables aleatorias, con distribución conjunta p(X =
x, Y = y) = p(x,y). La entropía conjunta H(X, Y) se define como:
H(X, Y) = −
∑
x∈X
∑
y∈Y
p(x,y) log(p(x,y)) (8)
en donde X es el rango de X, Y es el rango de Y y las suma se extiende
sobre todo el rango de cada variable. Esta expresión de la ecuación
cuantifica la incertidumbre asociada al par de variables aleatorias o,
la información promedio asociada al observar las variables simultá-
neamente. La ecuación 8 se puede reescribir de otra forma
H(X, Y) =
〈
log
(
1
P(X, Y)
)〉
p(x,y)
(9)
donde 〈 〉 es el valor medio, calculado usando la distribución conjun-
ta P(X, Y).
Ahora, si se supone que se tiene dos variables aleatorias y se conoce
el resultado de una, ¿cuánta incertidumbre se tiene respecto a la otra
variable?. O dicho de otra forma ¿cuánta información promedio se ob-
tiene al observar una variable dada, si ya se conoce el resultado de la
otra?. Para ello se define la entropía condicional de una variable alea-
toria, como el valor esperado de las entropías de las distribuciones
condicionales, promediadas sobre la variable aleatoria condicionada.
Siendo H(Y|X = x) = −
∑
y∈Y
p(y|x) log(p(y|x)) tenemos que:
H(Y|X) =
∑
x∈X
p(x) H(Y|X = x) (10)
=
〈
log
(
1
P(Y|X)
)〉
p(x,y)
. (11)
Esta cantidad da la información promedio de observar Y dado que
ya se conoce X, pero sin importar el valor particular de X. [Notar que
en la definición, ec. 10, se promedia sobre todos los posibles valores
de X (multiplicado por cada probabilidad de ocurrencia, p(x))]. Algo
que se debe tener en cuenta es que la entropía conjunta de dos va-
riables aleatorias X e Y es igual a la entropía de una más la entropía
condicional de la otra, es decir
H(X|Y) = H(X) +H(Y|X) (12)
= H(Y) +H(X|Y)
La prueba de esto se lo puede ver en [18].
Se puede decir que la información promedio que se obtiene al obser-
var un par de variables aleatorias, es igual a la información promedio
de observar una de ellas sumada a la información promedio de ob-
servar la segunda condicionada a la primera. En el caso particular en
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que las variables aleatorias son independientes, P(X, Y) = P(X) P(Y)
por lo tanto H(Y|X) = H(Y), con lo que la Ec 12 se reduce a H(X, Y) =
H(X)+H(Y). Esto significa, tal como se dijo antes, que la información
asociada a dos variables aleatorias independientes es la suma de las
informaciones individuales.
1.2.3 Entropía relativa e Información mutua
Hasta aquí se ha interpretado a la entropía de una variable aleatoria
como la cantidad de información requerida para describir dicha va-
riable. En esta sección se introducen dos conceptos relacionados: la
entropía relativa y la información mutua.
La entropía relativa es una medida de la distancia entre dos distribu-
ciones de probabilidad. En estadística surge como un logaritmo de
la razón de verosimilitud. Concretamente la entropía relativa D(p,q)
es una medida de la consecuencia de asumir que la distribución pa-
ra la variable aleatoria X es q(x) cuando la verdadera distribución es
p(x). Es decir, si se considera la verdadera distribución p(x), la lon-
gitud promedio de un código construido con la variable X, es H(p)
(bits); mientras que si la distribución es q(x), la longitud promedio es
H(p) +D(p,q) bits.
1.2.3.1 Divergencia de Kullback-Leibler
Se define la Entropía relativa o la Divergencia Kullback-Leibler (DKL)
entre dos distribuciones de probabilidad P(X) y Q(x) asociada a la
variable aleatoria X
DKL(P,Q) =
∑
x∈X
p(x) log
(
p(x)
q(x)
)
=
〈
log
(
P
Q
)〉
p
. (13)
A continuación se enumera algunas de sus propiedades.
1. Si P(X) y Q(X) son dos distribuciones posibles para la variable
aleatoria X entonces se cumple que:
DKL(P(X),Q(X)) > 0 (14)
con DKL(P(X),Q(X)) = 0 si y sólo si P(x) = Q(x), ∀x ∈ X. Por
esta propiedad es que a menudo se utiliza la DKL como una
medida de disimilitud entre las distribuciones de probabilidad.
2. No es simétrica respecto a sus argumentos:
DKL(P(X),Q(X)) 6= DKL(Q(X),P(X)) (15)
3. No posee cota superior.
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1.2.3.2 Información Mutua
Considere dos variables aleatorias X e Y con una distribución de pro-
babilidad conjunta p(x,y) y con probabilidades marginales y p(x) y
p(y). La información mutua I(X; Y) es la entropía relativa entre la
distribución conjunta y la distribución del producto p(x) p(y):
I(X; Y) =
∑
x∈X
∑
y∈Y
p(x,y) log
(
p(x,y)
p(x)p(y)
)
(16)
= DKL(p(x,y)|p(x) p(y)) (17)
=
〈
log
(
p(X, Y)
p(X) p(Y)
)〉
p(x,y)
(18)
Se puede generalizar esta definición para variables aleatorias conti-
nuas [18].
1.2.3.3 Relación entre la Entropía y la Información Mutua
Podemos reescribir la definición de la información I(X; Y) como
I(X; Y) =
∑
x,y
p(x,y) log
(
p(x,y)
p(x) p(y)
)
= −
∑
x,y
log p(x) +
∑
x
log p(x|y)
= H(X) −H(X|Y) (19)
Por lo tanto, la información mutua I(X; Y) es la reducción en la incer-
tidumbre de X debido al conocimiento de Y. Por simetría, también se
deduce que
I(X; Y) = H(Y) −H(Y|X) (20)
Vemos entonces que, X dice tanto sobre Y como Y dice sobre X. Usan-
do H(X, Y) = H(X) +H(Y|X), tenemos
I(X; Y) = H(X) +H(Y) −H(X, Y). (21)
Por último, se puede observar que
I(X;X) = H(X) −H(X|X) = H(X). (22)
Por lo tanto, la información mutua de una variable aleatoria consigo
misma es la entropía de la variable aleatoria. Se pueden demostrar
las siguientes propiedades: [18]
I(X; Y) = H(X) −H(X|Y) (23)
= H(Y) −H(Y|X) (24)
= H(X) +H(Y) −H(X, Y) (25)
= I(Y;X) (26)
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1.2.4 Divergencia de Jensen-Shannon
Si bien la DKL como medida de disimilitud aparece de manera na-
tural en el contexto de la teoría de la información, tiene también im-
portantes limitaciones ya mencionada en la Sección 1.2.3.1. Debido
a estas limitaciones es que J. Lin [46] introduce una nueva cantidad
relacionada con la DKL, denominada divergencia de Jensen-Shannon,
definida como:
DJS1/2(P|Q) =
1
2
(
DKL
(
P,
P+Q
2
)
+DKL
(
Q,
P+Q
2
))
. (27)
La cantidad así definida tiene las siguientes propiedades:
1. Es simétrica.
2. Es definida positiva.
3. Es acotada y está siempre bien definida (no requiere la condi-
ción de continuidad absoluta entre las distribuciones de pro-
babilidad, a diferencia de lo que ocurre con la divergencia de
Kullback-Leibler)
Utilizando la definición de la DKL, ec 13, es posible reescribir la di-
vergencia Jensen-Shannon en término de la entropía:
DJS1/2(P|Q) = H
(
P+Q
2
)
−
1
2
(H(P) +H(Q)). (28)
Mas adelante Lin generaliza la expresión para proponer la divergen-
cia de Jensen-Shannon (DJS) entre dos distribuciones P y Q a cada
una de las cuales, se le asigna un peso diferente:
DJSpi(P|Q) = H(pi1P+ pi2Q) − (pi1H(P) + pi2H(Q)), (29)
siendo pi1 y pi2 los pesos asociados a las distribuciones P y Q, res-
pectivamente. Estos pesos son números reales no negativos tales que
pi1 + pi2 = 1.
La DJSpi propuesta por Lin fue inspirada en un trabajo previo de C.R.
Rao [47], en el cual propone una cantidad llamada diferencia de Jen-
sen para una entropía general.
1.2.4.1 Algunas propiedades de la divergencia de Jensen-Shannon
Se procederá a hacer un repaso de las propiedades más importantes
que tiene la DJS: Si se usa el logaritmo en base 2, la DJS es acotada:
0 6 DJS(P|Q) 6 1
Por otro lado la DJS en la versión en que los pesos son iguales, Ec. 27,
posee dos propiedades adicionales a las del caso general, que son:
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1. Es simétrica respecto a sus argumentos:
DJS1/2(P|Q) = DJS1/2(Q|P); (30)
2. Es el cuadrado de una métrica [48], esto significa que:
dJS(P|Q) =
√
DJS1/2(P|Q)
3. Satisface la desigualdad triangular: si P(X), Q(X) y R(X) son
distribuciones de probabilidad, entonces
dJS(P|Q) 6 dJS(P|R) + dJS(R|Q)
Estas propiedades hacen que la DJS sea una buena medida de disimi-
litud entre distribuciones de probabilidad y que dJS sea una verdade-
ra distancia7. Este concepto será muy utilizado en capítulos posterio-
res para medir la similitud entre dos señales.
1.2.4.2 Divergencia de Jensen-Shannon generalizada
Una de las características más interesantes de la DJS es que puede ser
generalizada para comparar un número arbitrario de distribuciones.
Sean m distribuciones de probabilidad P(1),P(2), ...,P(m) con pesos
asociados pi1,pi2, ...,pim, con las restricciones habituales tanto para las
distribuciones como para los pesos, que sea no negativa y normaliza-
da. La divergencia de Jensen-Shannon generalizada se define enton-
ces de la siguiente manera [18]:
DJS(P
(1),P(2), ...,P(m)) = H
(
m∑
i=1
pii P
(i)
)
−
(
m∑
i=1
pii H
(
P(i)
))
(31)
Cabe destacar, las propiedades mencionadas en la sección anterior
para el caso de dos distribuciones se verifican también para esta ver-
sión generalizada. Así la DJS es no negativa y se anula si y sólo si
todas las distribuciones son iguales, y está siempre bien definida (no
requiere distribuciones absolutamente continuas). Además es “simé-
trica” ante el intercambio de dos distribuciones cualesquiera siempre
y cuando al intercambiar las distribuciones también se intercambien
sus respectivos pesos.
1.2.4.3 Aplicaciones
La divergencia Jensen-Shannon se ha aplicado a diferentes ramas de
la física, biología, ciencias sociales entre otras. Se destaca:
7 Distancia en el sentido matemático: la cual debe cumplir que sea definida positiva,
simétrica, que se anule sólo si los elementos que está comparando son iguales y que
cumpla la desigualdad triangular.
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• Bioinformática y comparación de genomas, [49–51],
• Biofísica: comparación de proteínas de superficie [52],
• Ciencias sociales: estudios de opinión [53], estudio cuantitativo
de la historia [54],
• Física cuántica: para distinguir entre estados cuánticos mezcla-
dos [55, 56], para medir grados de entrelazamiento [57],
• Distinguir entre sistemas caóticos y aleatorios [58, 59],
• Análisis de EEG [16] .
Para profundizar en las interpretaciones deDJS en diferentes ámbitos
de la física y biología se recomienda ver [60]. En esta segunda parte
de este primer capítulo se ha realizado un breve introducción a la
nociones de entropía, divergencias y medidas de información. En la
siguiente sección se hará un introducción a la complejidad de Lempel
Ziv.
1.3 complejidad de lempel-ziv
1.3.1 Complejidad de Kolmogorov y compresión de datos
El interés de Kolmogorov en la aleatoriedad y la complejidad lo llevó
al desarrollo de la noción de complejidad algorítmica [21, 61–63]. En
contraste con la noción de tasa de entropía de los procesos estocásti-
cos introducida por Shannon varios años antes, Kolmogorov propuso
una medida de complejidad que no se basa explícitamente en la no-
ción de la probabilidad de un evento. En este caso es posible definir
una medida de complejidad de un objeto finito (una cadena) sin la
necesidad de asociar una distribución de probabilidad de este objeto,
la cual es necesaria para una definición rigurosa de la tasa de entro-
pía de los procesos estocásticos.
El problema de buscar la descripción de algún objeto por una secuen-
cia finita de símbolos (por ejemplo, una cadena binaria). En principio,
hay numerosas descripciones posibles. Es bastante lógico considerar
la longitud más corta para la descripción de un objeto como una me-
dida para su complejidad.
Kolmogorov [62], define la noción de complejidad de un cadena fini-
ta con respecto a un cierto número de cómputos universales fijos8.
Formalmente, la complejidad de Kolmogorov (algorítmica) K(S) de
una cadena S, es la longitud del programa binario más corto (prog),
realizada por una máquina universal U, es decir,
K(S) = mı´n
prog
{largo(prog)} (32)
8 Por ejemplo, se puede considerar la máquina universal de Turing como la forma más
simple de computación universal. Para más detalles, véase [18]
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La principal contribución de Kolmogorov fue que esta definición so-
bre la complejidad de una cadena es independiente de la elección
de la computadora. Varias versiones de esta noción de complejidad
fueron descriptas independientemente por otros autores, (ver referen-
cias, [18, 21]).
Para demostrar el concepto de complejidad de Kolmogorov se pue-
de considerar primero una larga cadena periódica binaria Sper =
000100010001000100010001.... Es obvio que esta cadena se puede ge-
nerar con un programa corto de computadora progper tal que se
utilice n− veces la subcadena 0001 para imprimir Sper. En contras-
te con esto, una cadena generada de manera puramente aleatoria de
la misma longitud Sal = 010101000100110101010... sólo puede ser
generada por un programa progal que usa Sal para imprimir Sal,
el cual es al menos tan larga como la longitud de Sal. Esto indica
que la complejidad Kolmogorov de la cadena periódica mencionada
tiene un valor constante K(Sper) = 4 + c y es independiente de la
longitud de la cadena, mientras que la complejidad Kolmogorov pa-
ra la cadena aleatoria crece linealmente con la longitud de la cadena
K(Sal) = largo(Sal) + c. Aquí c es alguna constante que depende de
los detalles de implementación de los programas de ordenador uti-
lizados. Debido a la naturaleza más bien abstracta de la definición
anteriormente dada de la complejidad de Kolmogorov, hay una nece-
sidad de dar una definición más práctica de esta medida. Siempre se
puede argumentar que el programa más corto para generar alguna
cadena S, debe ser definido como un prog∗ que usa S∗ para imprimir
S, donde S∗ es la versión comprimida de la cadena S. El problema
de encontrar la complejidad de Kolmogorov de una cadena S puede
ser reducido al problema de encontrar un esquema de compresión sin
perdida 9 de la cadena.
1.3.2 Complejidad de Lempel-Ziv
Una clase importante de técnicas para la compresión de cadenas ha si-
do desarrollada por Lempel y Ziv. Los algoritmos de compresión pro-
puestos por los autores hacen uso de diccionarios adaptativos [64, 65].
Esta idea se remonta a la época del telégrafo. Los pioneros de las te-
lecomunaciones reconocieron que era más práctico generar un libro
con los códigos de las frases con mayor frecuencia de uso, que codifi-
car letra por letra cada vez que se enviaba un mensaje. Por lo tanto,
era posible que el remitente comprimiera un mensaje a transmitir y
el receptor lo descomprimiera de nuevo sin ninguna pérdida de infor-
mación, siempre y cuando ambas partes tuvieran el acceso a la lista
de códigos. Lempel y Ziv tomaron esta idea y la mejoraron generan-
9 Un esquema de compresión sin pérdidas se define como un proceso de compresión
sin pérdida de información. En este caso, mediante el uso de la versión comprimida
de la cadena S∗ siempre es posible reconstruir la cadena original S.
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do un diccionario autoadaptado.
Se considera una secuencia de tamaño finito S0:T−1 = S0...ST−1 de
símbolos de un alfabeto A de tamaño finito |A|. Basados en la idea
de complejidad de Kolmogorov, y particularizando a la idea de un
programa construido con solo dos operaciones, Lempel y Ziv avan-
zaron en su esquema de compresión. Las operaciones básicas que un
programa podía realizar son la copia y el pegado recursivo, es decir
la ”reproducción” y la ”producción”.
reproducción : consiste en extender la secuencia S0:T−1 de longi-
tud T , a una nueva secuencia S0:T+N−1 de longitud T +N, por
medio de operaciones recursivas de copiar-pegar sub-secuencias
Q0:N−1 (S0:T+N−1 = S0:T−1Q0:N−1), donde Q0:N−1 pertene-
cientes en su totalidad a S0:T−2 la cual se denota como SQpi.
Esto se lo puede entender como, que toda la ”información” rele-
vante que posee la secuencia S0:T+N−1 se encuentra en S0:T−1.
producción : la secuencia extendida S0:T+N−1 es tal que ahora
piSQ = S0:T+N−2 puede ser reproducida por la secuenciaS0:T−1,
pero el último símbolo de la extensión, puede ser un ”nuevo”
símbolo, dando una secuencia no reproducible íntegramente
por S0:T−1.
Para ilustrar esta idea se considera el siguiente ejemplo:
Tenemos la secuencia 0010 la cual podemos determinar por los si-
guientes pasos
1. El primer dígito siempre se introduce.→ 0
2. S = 0, Q = 0, SQ = 00, SQpi = 0, Q ∈ SQpi→ 0 · 0
3. S = 0, Q = 01, SQ = 001, SQpi = 00, Q /∈ SQpi→ 0 · 01·
4. S = 001, Q = 0, SQ = 0010, SQpi = 001, Q ∈ SQpi→ 0 · 01 · 0
Cualquier secuencia puede considerarse construida a través de una
sucesión de producciones, llamada "historia". Como ejemplo, una se-
cuencia puede ser producida símbolo por símbolo. Sin embargo, una
secuencia dada no tiene una historia única; varios procesos de pro-
ducción pueden conducir a la misma secuencia. En el espíritu de la
complejidad de Kolmogorov, Lempel y Ziv estaban interesados en la
"historia óptima"; es decir, la mínima producción necesaria para gene-
rar una secuencia: la llamada ” Complejidad Lempel-Ziv ", denotada
como CLZ(S0:T−1), es este número de pasos mínimo de producción
necesaria para la generación de S0:T−1. En cierto sentido, CLZ des-
cribe la mínima información necesaria para generar la secuencia por
medio de operaciones recursivas de copiado y pegado. Para nuestro
ejemplo anterior 0 · 01 · 0 la CLZ es la cantidad de partes separadas
por los puntos, por ende CLZ = 3.
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El enfoque de Lempel y Ziv, y diversas variaciones [64, 66], dio lugar
a varios algoritmos de compresión (como el famoso ’gzip’). Este, se
puede entender como el mínimo de secuencias de producción utili-
zadas, que nos permiten reproducir la secuencia original [22]. Esto
permitió el desarrollo de algoritmos simples para la evaluación de la
complejidad Lempel-Ziv de una secuencia [67].
Notablemente, aunque hemos realizado aquí una análisis puramente
determinista de la secuencia, la complejidad CLZ(S0:T−1) incluye la
noción de información en un sentido estadístico. De hecho, se demos-
tró (referencias [18, 22]) que para un proceso aleatorio estacionario y
ergódico, cuando esta correctamente normalizado, la complejidad de
Lempel-Ziv asociada con este proceso tiende a la tasa de entropía del
proceso; es decir,
lı´m
T→+∞C(S0:T−1) log(T)T = lı´mT→+∞
H(S0:T−1)
T
(33)
donde H(S0:T−1) es la entropía conjunta de los símbolos S, y la parte
derecha es la tasa de entropía (entropía por símbolo) del proceso.
Tal propiedad permite utilizar la complejidad de Lempel-Ziv para el
propósito de estimación de la entropía [68, 69].
Se debe tener en cuenta, que para usar la complejidad de Lempel-
Ziv en el análisis estadístico, es importante observar que tamaño de
la secuencia sea lo suficientemente grande con relación al tamaño
del alfabeto. Ya que para secuencias pequeñas en comparación con
el tamaño de la alfabeto, la complejidad de la secuencia tiende estar
cerca del tamaño de la secuencia.
1.4 conclusión del capítulo
En este primer capítulo se han introducido tres temas básicos, los cua-
les serán las bases teóricas utilizados a lo largo de todo este trabajo.
Se comenzó haciendo una introducción a los sistemas dinámicos. Lue-
go se paso a explicar las condiciones de estabilidad de los mismos, y
se introdujo la noción de caos. Finalmente se introdujo los conceptos
de procesos estocásticos y cadenas de Markov.
En la segunda parte se presento los aspectos básicos de la teoría de
la información. Se destacó la nociones de entropía como una medi-
da de la información la cual no es conocida. De información mutua
y finalmente de divergencia como un medida de disimilitud entre
dos distribuciones de probabilidad, centrándose en la divergencia de
Jensen-Shannon, la cual se utilizarán en capítulos posteriores.
Finalmente se presentó el concepto de complejidad de Lempel Ziv,
una medida proveniente de la noción de complejidad de Kolmogo-
rov, la cual permite calcular la cantidad de información relevante en
una secuencia de símbolos.

2
E N T R O P Í A D E P E R M U TA C I Ó N Y A P L I C A C I O N E S
A L E S T U D I O D E E L E C T R O E N C E FA L O G R A M A S
En el presente capítulo se abordará el tema de la entropía de permu-
tación. El mismo está dividido en dos secciones. En la primera parte
se dará una detallada explicación de la utilización de la entropía de
permutación y se comentarán las áreas de aplicación de la misma. En
la segunda parte se aplicará este método para la caracterización de la
evolución de un paciente epiléptico bajo tratamiento médico.
2.1 entropía de permutación
2.1.1 Introducción
Dado un sistema, ya sea natural o artificial, y teniendo en cuenta
un observable de dicho sistema cuya evolución puede ser seguida a
través del tiempo, surge una pregunta natural. ¿ Qué cantidad de in-
formación posee el sistema en estudio?.
El contenido de información de un sistema se evalúa típicamente a
través de una función distribución de probabilidad (FDP) la que se de-
notará con la letra P correspondiente a un observable que, en general,
es una serie de tiempo X(t). Cuantificar el contenido de la informa-
ción de tal observable es en gran parte equivalente a caracterizar la
distribución de probabilidad del mismo. Esto a menudo se puede rea-
lizar utilizando una amplia familia de medidas llamadas entropías de
información [70].
Como se ha visto en el capítulo 1, la entropía puede considerarse
como una medida de la incertidumbre asociada al proceso físico des-
cripto por una P. Sin embargo, este método tradicional presenta una
serie de inconvenientes. En primer lugar y más importante, las me-
didas clásicas como la entropía de Shannon descuidan las relaciones
temporales entre los valores de la serie temporal, por lo que la es-
tructura y los posibles patrones temporales presentes en el proceso
no se contabilizan [71]. Si por ejemplo dos series de temporales son
X1 = {0, 0, 1, 1} y X2 = {0, 1, 0, 1}, se cumple que H(X1) = H(X2). Más
generalmente, esto se produce cuando simplemente se le asigna a
cada punto de la serie de tiempo X, un símbolo del alfabeto finito
dado A creando así una secuencia simbólica que puede ser conside-
rada como una descripción no causal y robusta de la serie temporal
bajo consideración. Como consecuencia, las relaciones de orden y las
escalas de tiempo de la dinámica se pierden. La técnica habitual en
las que se utilizan histogramas corresponde a este tipo de asignación.
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La información causal puede ser debidamente incorporada si la in-
formación sobre la última dinámica del sistema está incluida en la
secuencia simbólica, es decir, si es posible realizar una corresponden-
cia con la secuencia de símbolos del alfabeto A, con un segmento de
la trayectoria en el espacio de las fases.
En segundo lugar, las medidas de entropía clásicas suponen algún
conocimiento previo sobre el sistema; específicamente, en el uso de
cuantificadores basados en la teoría de la información. Para ello se de-
be proporcionar de antemano una distribución de probabilidad aso-
ciada a la serie temporal que se quiere analizar.
La determinación de la FDP más adecuada es un problema funda-
mental. Entre otros, se puede mencionar la frecuencia de conteo [72],
los procedimientos basados en la estadística de las amplitudes [73],
dinámica simbólica binaria [74], el análisis de Fourier [75], o transfor-
madas de ondículas (wavelet) [76]. Su aplicabilidad depende en con-
creto de las características de los datos tales como la estacionariedad,
la longitud de las series temporales, la variación de los parámetros, el
nivel de contaminación de ruido, etc. En todos estos casos los aspec-
tos globales de la dinámica pueden ser capturados de alguna manera,
sin embargo los diferentes enfoques no son equivalentes en su capa-
cidad para discernir todos los detalles físicos relevantes. También se
debe reconocer el hecho de que las técnicas anteriores se introducen
como ”una moda” y no se derivan directamente de las propiedades
dinámicas del sistema bajo estudio. Por lo tanto, surge naturalmente
la siguiente cuestión: ¿Existe una manera de definir una FDP que sea
más general e independiente del sistema ?
En tercer lugar, los métodos clásicos son a menudo mejor diseñados
para hacer frente a los sistemas lineales y poco describen regímenes
caóticos altamente no lineales. Bandt y Pompe [19] abordan estas
cuestiones mediante la introducción de un método simple y robus-
to que toma en cuenta la causalidad mediante la comparación de los
valores vecinos en una serie de tiempo. La secuencia apropiada de
símbolos surge naturalmente de la serie de tiempo sin conocimiento
previo asumido. Las ”particiones” son naturalmente generadas por la
comparación del orden de los valores relativos entre los vecinos, en
lugar de un prorrateo de amplitudes de acuerdo a diferentes niveles.
Basado en este análisis simbólico, se construye la entropía de permuta-
ción (EP). El enfoque de Bandt y Pompe para generar una FDP es una
técnica sencilla donde la simbolización incorpora la causalidad en la
evaluación de la FDP asociada a la serie de tiempo. Su uso ha sido
una clara mejora en la calidad de la información de los cuantificado-
res basadas en la teoría de la información [59, 77].
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2.1.2 Entropía de permutación
Sea una serie de tiempo discreta de valor real {x(t)}t>0, y sean dos
enteros d > 2 y τ > 1, siendo d la dimensión de inmersión y τ el
tiempo de retardo, respectivamente. A partir de la serie de tiempo
original, se introduce un vector d-dimensional Yt(d,τ):
Yt(d,τ) −→ (xt−(d−1)τ, ..., xt−τ, xt)T ; t > (d− 1)τ (34)
donde el superíndice T significa transposición del vector.
Existen condiciones tanto para d como para τ con el fin de que el
vector Yt(d,τ) conserve las propiedades dinámicas del sistema comple-
to (teorema de Takens) [34]. A continuación, las componentes de la
trayectoria del espacio de fase Yt(d,τ) se ordenan en forma ascendente.
Entonces, se puede definir un vector de permutación, Πt(d,τ), cuyas
componentes son la posiciónes de los valores ordenados de Yt(d,τ).
Como ejemplo, se toma la serie temporal xt = (1, 7; 2, 1; 1, 5; 1, 4; 2)
y se aplica a ella el mapeo de Bandt y Pompe para d = 3 y τ = 1, de
este procedimiento se obtienen los vectores Yt(d,τ) correspondientes
a la serie Xt son Y13,1 = (1, 7; 2, 1; 1, 5)
T , Y23,1 = (2, 1; 1, 5; 1, 4)
T y
Y33,1 = (1, 5; 1, 4; 2)
T , y los vectores de permutación correspondiente
son Π1 = (1; 2; 0)T , Π2 = (2; 1; 0)T y Π3 = (1; 0; 2)T . Cada uno
de estos vectores representa un patrón (o forma). Existen d! posibles
patrones.
En la figura 1 se puede observar gráficamente como los patrones Π
van apareciendo naturalmente en una señal. Para una secuencia lo
suficientemente grande en comparación con d!, es posible calcular
las frecuencias de ocurrencia de cualquiera de los d! posibles vecto-
res de permutación. A partir de estas frecuencias, se puede estimar
la entropía de Shannon (Ec.5) asociada con las distribuciones de pro-
babilidad de los vectores de permutación. Algunos de los posibles
patrones pueden no ocurrir. A estos se les llama "patrones prohibidos".
Existen muchos estudios en los cuales la aparición o no de dichos
patrones dan información sobre la dinámica del sistema [78–80]. Sin
embargo, este trabajo no abordará ese tema. Si se denota la probabi-
lidad de ocurrencia del patrón i− esimo como Pi = P(Πi), i 6 d!,
entonces la entropía de permutación normalizada asociada a la serie
temporal Xt es:
hEP(xt) =
−
d!∑
i=1
Pi logPi
logd!
(35)
La suposición fundamental detrás de la definición de la entropía de
permutación (EP) es que d!-posibles vectores de permutación podrían
no tener la misma probabilidad de ocurrencia, y por lo tanto, esta pro-
babilidad podría revelar el conocimiento sobre el sistema subyacente.
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Figura 1: Ejemplo gráfico del método del mapeo de Bandt y Pompe. En la
parte (A) se muestra como se generan los vectores de permutación
Πt(τ,d) a lo largo de la señal a analizar. En este caso particular para
cada tiempo t de la señal tomamos d = 3 y τ = 1. Se ve como van
apareciendo los patrones a medida que la señal evoluciona. En la
parte (B) para una dimensión de inmersión d = 3 se tienen d! = 6
diferentes posibles patrones.
Se debe tener en cuenta que si al trabajar con una secuencia multi-
dimensional {Xt}t>0, el procedimiento de permutación se puede rea-
lizar en cada vector Xt, por lo que no existe un procedimiento de
inmersión y no se tienen en cuenta los vínculos temporales.
2.1.3 Algunas aplicaciones de la entropía de permutación
Ya que esta herramienta será troncal para los trabajos realizados en
éste y los próximos capítulos se quiere mencionar algunas de la tantas
aplicaciones en la que se emplea 1.
2.1.3.1 Estudios de la dinámica subyacente en series de tiempo.
distinguiendo ruido del caos : Con el fin de modelar un sis-
tema, primero es necesario identificar la dinámica que subyace
al mismo. La clasificación entre secuencias estocástica o caóticas
(deterministicas) es esencial para lograr el objetivo de modelado.
Esto en general no es una tarea fácil. Trabajos basados en la apa-
rición de patrones prohibidos mediante metodología de Bandt
y Pompe han permitido diferenciar diferentes regímenes (ruido-
caos) en series de tiempo lo suficientemente largas [78, 82, 83]
1 Para una mayor profundidad de los temas se recomienda leer el artículo [81] con sus
referencias correspondientes.
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identificación de las escalas de tiempo : A menudo, cuan-
do se estudia un sistema físico o biológico complejo, el primer
paso casi obligatorio en su investigación consiste en determinar
sus dimensiones características. Clásicamente, esta cuestión se
ha abordado a través de funciones de autocorrelación o infor-
mación mutua retardada (véase, [84–86]).
Recientemente, la EP ha sido propuesta como un enfoque alter-
nativo. Específicamente, la idea es que la entropía asociada con
una serie de tiempo debe ser mínima, es decir, la dinámica sub-
yacente debe ser más predecible y simple, cuando el valor del
retardo τ es igual al retardo de tiempo característico del sistema
[87, 88].
dependencias entre series de tiempo La identificación de la
presencia de las relaciones entre la dinámica de dos o más series
de tiempo es un problema relevante en muchos campos de la
ciencia, entre ellos en la economía y la biofísica. Se han propues-
to varias técnicas en el pasado, pero por lo general requieren un
conocimiento previo de la distribución de probabilidad corres-
pondiente. Viendo que el análisis de EP no depende del modelo
en cuestión, se han propuesto pruebas basadas en patrones de
permutación para medir la independencia entre las series de
tiempo [89–91].
2.1.3.2 Aplicaciones biomédicas
En los últimos años, la entropía de permutación y métricas relaciona-
das, se han convertido en medidas de complejidad apropiadas para
el estudio de series de tiempo de los sistemas biológicos tales como
señales cerebrales (EEG) o cardíacas (ECG). Las razones de este cre-
ciente éxito son múltiples.
En primer lugar, tanto la actividad eléctrica cerebral como la cardía-
ca se caracterizan por tener dinámicas complejas, con una estructura
temporal incluso estando la persona en estado de reposo [92]. Por
otra parte, diversas patologías están asociadas con la aparición de pa-
trones altamente estereotipados de los registros de EEG y ECG [93].
La entropía de permutación parece particularmente bien equipada
para captar esta estructura, tanto en pacientes sanos como en pacien-
tes con patologías.
Contrariamente a la mayoría de las medidas no lineales, la EP y al-
gunas métricas derivadas, pueden calcularse para series de tiempo
reales y son métodos bastante robustos frente a las fuentes de ruido
y de artefactos experimentales [19, 94]. Por último, las aplicaciones
en tiempo real para fines clínicos requieren algoritmos computacio-
nalmente parsimoniosos que pueden proporcionar resultados fiables
para series de tiempo relativamente cortas y ruidosas. La mayoría
de los métodos existentes requieren que las señales sean largas, es-
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tacionarias y con bajo nivel de ruido. La EP, por el contrario, es ex-
tremadamente rápida y robusta, y parece particularmente ventajoso
cuando hay enormes conjuntos de datos y no hay tiempo para pre-
procesamiento y ajuste de parámetros. A continuación se verá algu-
nos casos en donde es usada la EP. En capítulos posteriores se pro-
fundizaran en algunos de estos puntos.
estudio de la epilepsia . La EP se emplea para diferentes aspec-
tos relacionados con epilepsia como ser:
• Clasificación de EEG normales y patológicos [95].
• Determinar diferentes tipos de ataques epilepticos [93].
• Detección de cambios en la dinámica del EEG [96–98].
• Predicción de los ataques [99, 100].
• Dinámica espacio temporal del EEG [101–103].
• Cuantificación del tratamiento farmacológico 2 [20].
anestesia . Los fármacos anestésicos ejercen principalmente sus efec-
tos sobre el sistema nervioso central. Así, la tecnología del EEG
se puede utilizar para evaluar los efectos de la anestesia sobre
un paciente. Estas cuestiones se examinaron en diversos estu-
dios [104–107], los cuales mostraron consistentemente que la
entropía de permutación se puede utilizar para discriminar de
manera eficiente entre los diferentes niveles de conciencia du-
rante la anestesia, proporcionando un índice del efecto anestési-
co.
ritmos cardíacos . Las enfermedades cardiacas están a menudo
asociadas con los cambios en la variabilidad de la frecuencia
cardíaca y en patrones característicos de intervalos entre lati-
do y latido (ILL). Discriminar entre patrones ILL fisiológicos
y patológicos representa una herramienta de diagnóstico clave.
La EP ha demostrado de manera consistente la capacidad de
distinguir la variabilidad del ritmo cardíaco bajo diferentes con-
diciones fisiológicas y patológicas [108]. La estadística sobre los
patrones de EP ha demostrado ser más eficiente (en distinguir
entre los pacientes que sufren de insuficiencia cardíaca de su-
jetos sanos), que el establecido indicador de variabilidad de la
frecuencia cardíaca [109]. Estos patrones también han demos-
trado ser valiosas características para la clasificación del estado
del corazón del feto [110] y podría servir posiblemente para
desarrollar e investigar métodos de clasificación, considerando
la estructura ordinal de una serie de tiempo [111].
2 Esto sera ampliado en la sección 2.2.1
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2.2 entropía de permutación aplicada a la caracteri-
zación de la evolución clínica de pacientes epilép-
ticos bajo tratamiento farmacológico
2.2.1 Presentación del problema
En esta subsección se dará un enfoque novedoso a la utilización de la
EP, al análisis de un electroencefalograma. Un electroencefalograma
(EEG) es una representación gráfica de la actividad neuronal. La se-
ñal se puede registrar desde electrodos colocados dentro del cerebro,
sobre la corteza por debajo del cráneo o sobre el cuero cabelludo. En
este último caso, existe un sistema estandarizado en regiones del crá-
neo sobre donde colocar los electrodos, conocido como 10-20 3, que
sistematiza la localización y la identificación de los electrodos 4 [112].
En todos los casos, la mayoría de las muestras captadas desde los
electrodos corresponde a la actividad sináptica que se produce en las
capas superficiales de la corteza cerebral. Las señales obtenidas a par-
tir de ellos se pueden presentar en el dominio del tiempo [113], pero
existen nuevos dispositivos de EEG, los cuales aplican herramientas
simples de procesamiento de señales para visualizar las actividades
cerebrales en el dominio espacial [114, 115].
Los EEGs se han convertido en una herramienta fundamental para el
diagnóstico de muchas enfermedades neurológicas, como por ejem-
plo la epilepsia y los trastornos del sueño [116]. Es bien sabido que
los registros de EEG son muy sensibles a la administración de sustan-
cias farmacológicas, especialmente drogas psicotrópicas, anestésicos
y anticonvulsivos [117, 118]. Por lo general, las interpretaciones clíni-
cas de un registro EEG se logran mediante la asociación de caracte-
rísticas patológicas con la inspección visual y el patrón de reconoci-
miento del trazado del EEG. Aún cuando este análisis tradicional es
bastante útil, la inspección visual del EEG es subjetiva y no permite
una fácil sistematización. Por lo tanto, es de suma importancia para
proporcionar métodos cuantitativos de análisis, los cuales permitan
la evaluación de la eficacia terapéutica de un medicamento en parti-
cular, posibiliten el seguimiento de la evolución clínica del paciente.
El análisis cuantitativo de un registro de EEG se ha basado, princi-
palmente, en el uso de técnicas clásicas de procesamiento de señales.
Entre ellos se encuentran los análisis espectrales bajo la tranformada
rápida de Fourier [119, 120] y la transformada de ondículas (wavelets)
[121, 122] así como otras técnicas analíticas mas complejas [123, 124].
Recientemente algunos nuevos enfoques para la cuantificación de las
características estadísticas y dinámicas de la serie asociadas a un EEG,
han sido logradas mediante el uso de técnicas y métodos proceden-
3 Los sistemas estandarizados varían según el número de electrodos a colocar, en
nuestro caso utilizamos 20 electrodos.
4 Se profundiza todo lo concerniente a EEG y protocolo de adquisición en el apendi-
ce B.
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tes de la teoría de la información y la dinámica no lineal [125, 126].
Cuando se utilizan estos enfoques, se parte de la suposición de que
los registros de EEG son señales complejas cuyas propiedades esta-
dísticas dependen tanto del espacio como del tiempo.
En cuanto a las características temporales, las señales de EEG son
caóticas y altamente no estacionarias. Sin embargo, pueden ser sub-
divididas analíticamente en secciones mas cortas, permitiendo que se
cumpla la hipótesis de estacionariedad [16]. Varios trabajos se han de-
dicado a la cuantificación de los efectos terapéuticos de los fármacos
a partir del análisis de los registros de EEG por medio de cantida-
des procedentes de la teoría de la información y sistemas no linea-
les [127–129]. Una de estas cantidades es la entropía de permutación
explicada en la sección 2.1.2. En esta subsección se desarrollará un
método basado en la EP para caracterizar los cambios que se pro-
ducen en los registros EEG obtenidos en un paciente que sufre de
epilepsia generalizada del tipo tónico-clónicas. Los EEGs analizados
en este capítulo se registraron en diferentes etapas del tratamiento
farmacológico del paciente, el cual fue tratado con un medicamento
anti-convulsivo. Nuestros resultados muestran que la EP puede ser
una herramienta útil para los neurofisiólogos para evaluar, de una
manera cuantitativa, la evolución clínica del paciente a lo largo del
curso del tratamiento. En la siguiente sección, se describen las prin-
cipales características clínicas del paciente, y los resultados logrados
por el esquema de análisis propuesto.
2.2.2 Aplicación de la entropía de permutación al estudio de un EEG
Como se ha indicado anteriormente, una serie de tiempo de un EEG
cambia sus propiedades estadísticas (no estacionareidad). La suposi-
ción básica es que la EP debe mostrar estos cambios. Por lo tanto,
para la cuantificación de estos cambios, se define una distribución de
probabilidad de los patrones de permutación Πt(d,τ) a lo largo de to-
da la señal. El esquema consiste en introducir una ventana móvil que
se mueve a lo largo de la señal original. Para cada posición de la ven-
tana, se puede evaluar la probabilidad distribución de los patrones
de la señal limitada dentro de la ventana, y de esta manera evaluar la
EP en función del tiempo. Esquemáticamente, el método propuesto
puede ser descrito en los siguientes pasos:
• Paso 1: Se define una ventana móvil de ancho ∆ y posición k
(que indica la posición de la parte derecha de la ventana). Esta
ventana se mueve a lo largo de la señal original.
• Paso 2: Para cada posición de la ventana, se evalúan los vecto-
res permutaciones, de la manera ya explicada. Se denotan este
conjunto de patrones por Πtd,τ(∆,k).
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• Paso 3: Para cada valor de k y de cada estimación de las distri-
buciones de probabilidad de los patrones Πtd,τ(∆,k), se evalúa
la EP asociada al registro.
2.2.3 Caso clínico a estudiar
Se aplicó el esquema descrito anteriormente para el análisis de los
registros de EEG obtenidos de un paciente de 20 años de edad, con
un diagnóstico electrofisiológico de epilepsia idiopática generalizada
(EGI). Los registros de EEG fueron tomados en diferentes etapas del
tratamiento farmacológico. El paciente se sometió a un tratamiento
inicial con una dosis de 1200 mg/día de carbamazepina. A lo largo
de este período, el paciente sufría un promedio de diez crisis con-
vulsivas por semana. En la figura 2 se puede ver la comparación del
trazado (10s) de algunos canales de EEG del paciente que sufre EGI y
de un paciente del grupo control. Se puede observar formas de ondas
características que aparecen en el EEG del paciente. En un determina-
do momento del tratamiento, tiempo T1, la dosis de carbamazepina
se redujo a 400 mg/día, y el paciente fue co-medicado con una dosis
de 1,000 mg/día de ácido valproico (AVP). La inclusión de la AVP
disminuyó el número de crisis a dos por mes. Este tratamiento se
prolongó durante casi un año.
En la figura 2 muestra algunos registros de electrodos representativos
registrados a partir de un paciente control (panel superior) y desde el
paciente bajo estudio (panel inferior) en un momento anterior a T1. El
EEG se registró durante casi una hora, con el paciente en la posición
basal, y no se observó ninguna crisis convulsiva mientras se realizaba
el registro. Los datos fueron filtrados entre 0, 5 y 70 Hz. La frecuencia
de muestreo fue de 65 Hz (las mismas condiciones son válidas para
todos los registros utilizados en este trabajo). Las señales que apa-
recen dentro de los rectángulos marcados son el tipo de patrón que
los neurofisiólogos utilizan para caracterizar la enfermedad. Dentro
de las regiones limitadas por ambos rectángulos, pueden observarse
distintas descargas con voltajes altos en ambas áreas frontales. Por
lo general, esto está asociado con las descargas epileptiformes. Para
tiempos anteriores a T1, se observaron entre dos y tres paroxismos por
minuto. De éstos, el 38% de los paroxismos tenían una duración no
inferior a 10 segundos, mientras que sólo el 16% tenían una duración
superior a 20 segundos. La mayoría de estos paroxismos tenían una
frecuencia de tres espigas por segundo. Los mayores voltajes medi-
dos corresponden a los electrodos frontales F (ver apéndice B). Por lo
tanto, se puede concluir que la disfunción es prominente en la región
frontal, pero que tiene repercusiones en todas las áreas. Un análisis
similar se realizó en un registro de EEG obtenido un año después de
la administración de AVP, el cual muestra que el número de paroxis-
mos por minuto se reduce notablemente, así como la duración de los
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Figura 2: Algunos trazados de EEG representativos de un paciente sano (A)
y del paciente estudiado (B).
mismos.
La figura 3 muestra los trazados correspondientes al electrodo F1 y la
EP evaluada a partir de esta forma de onda, de acuerdo con el esque-
ma descrito en la sección 2.2.2. Los gráficos a la izquierda correspon-
den a un paciente sano, y los de la derecha corresponden al paciente
estudiado. La EP se evaluó para una dimensión de inmersión d = 5
y un tiempo de retardo τ = 1. La ventana móvil tiene un ancho de
∆ = 1000 puntos. Se eligió el valor d = 5 con el fin de satisfacer la con-
dición de que el número de valores dentro de la ventana móvil fuera
marcadamente mayor que d!. Se comprobó que los resultados no son
modificados por una elección diferente de d, por ejemplo d = 3. El
resultado obtenido muestra que para el paciente analizado el valor
de la EP es marcadamente menor que para un miembro del grupo de
control. A su vez, en el primer caso, las fluctuaciones en los valores,
son mayores5.
Previo al tratamiento con AVP, el paciente tenía crisis convulsivas
generalizadas tanto diurnas como nocturnas. Después de la introduc-
ción del AVP, la frecuencia de las crisis empezó a disminuir, hasta
alcanzar el valor de dos crisis por mes. En el momento que fue co-
medicado con AVP, las crisis que afectaban al paciente eran solo del
tipo tónico, las cuales ocurrían sólo por las noches.
5 El EEG se registró antes del tiempo T1, que es anterior a la administración de VPA.
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Figura 3: Trazado de la señal correspondiente al electrodo F1 (arriba) y la
entropía de permutación correspondiente (EP) (abajo) para un pa-
ciente control (izquierda) y el paciente estudiado (derecha)
2.2.4 Resultados
Se realizaron dos análisis diferentes para comparar los valores obte-
nidos de la EP del paciente estudiado, con los de un grupo control
de 20 personas. El primero fue hacer un análisis de la EP calculada
con el método de ventanas móviles descripto en la sección 2.2.2. En
la figura 4 se muestran la comparación de 4 de los 20 canales anali-
zados. Las líneas punteadas muestran los valores calculados a partir
del EEG registrado previamente al tiempo T1 y las líneas continuas
para uno registrado un año después del tiempo T1. Todos los valores
correspondientes a pacientes sanos se encuentran dentro de la banda
delimitada por las líneas horizontales (I y II). Los resultados mues-
tran un desplazamiento de los valores de la entropía hEP hacia los
valores correspondientes al grupo control.
Un segundo análisis se realizó para poder cuantificar mejor los cam-
bios en EP despúes de T1. Se utilizó como variable para trazar un
rango de valores de la EP, la diferencia entre los valores más altos
y los valores más bajos de EP es decir, la diferencia de pico a pico.
En la figura 5, se trazan los valores resultantes. Se utilizó el símbo-
lo 4 para indicar los valores medidos en el paciente que sufre los
ataques de epilepsia antes de T1 y el símbolo © para los valores me-
didos un año después del tiempo T1. Los símbolos  representan el
promedio de los valores de pico a pico de la EP en los 20 pacientes
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Figura 4: EP evaluada a partir de algunos canales representativos F2, F4, C4
y T5 (ver apéndice B ). La línea punteada se utilizó para trazar
los registros obtenidos antes del tiempo T1, y la línea continua
se utilizó en los registros obtenidos un año después del inicio del
tratamiento con ácido valproico (AVP). Todos los valores EP corres-
pondientes a los pacientes del grupo control se encuentran dentro
de la banda delimitada por las líneas negras horizontales I y II
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Figura 5: Comparación entre los valores de EP evaluado a partir de un gru-
po de control (20 pacientes saludables) y la evolución de la EP del
paciente analizado. Cada símbolo (del mismo tipo) corresponde a
un electrodo en particular. Los valores trazados corresponden a la
diferencia entre los valores máximo y los valores mínimos de EP.
Para el grupo control, el valor medio se traza con el error estadís-
tico correspondiente.
sanos. Para cada tipo de símbolo tenemos un conjunto de 20 valores
graficados correspondientes a cada canal de EEG. Después del tra-
tamiento con AVP, se observa un desplazamiento de los valores de
la EP del paciente hacia el valor medio calculado para los pacientes
controles. Es importante tener en cuenta que para todos los valores
de la EP correspondientes al pre-tratamiento se encuentran fuera del
rango de los pacientes sanos. Se ha realizado una evaluación similar
usando diferentes dimensiones de inmersión (d = 3, 4, 5)6, observan-
do el mismo comportamiento que los valores de la EP. En ese sentido,
los resultados obtenidos son robustos.
6 No se pueden tomar dimensiones de inmersión mas grande, ya que la cantidad de
datos dentro de la ventana es del orden o menor que d!
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2.3 observaciones finales de este capítulo
En la primera parte de este capítulo se ha introducido la noción de
entropía de permutación propuesta por Bandt y Pompe. Como se ha
visto, la misma permite trabajar con señales continuas gracias a la re-
construcción de la dinámica del sistema por medio de los vectores de
permutación. A su vez se han revisado varias aplicaciones del méto-
do, como ser en el análisis de EEG, ECG, aplicación a la econofísica,
etc.
En la segunda parte del capítulo se ha propuesto y aplicado el método
de Bandt y Pompe para evaluar los efectos terapéuticos de un fárma-
co anticonvulsivo usado en el tratamiento de un paciente con epilep-
sia crónica. Nuestro estudio muestra que esta medida es adecuada
para ser utilizada por los neurofisiólogos para evaluar la evolución
clínica de un paciente bajo tratamiento farmacológico. A diferencia
de la inspección visual del trazado de un EEG, el esquema propuesto
permite una visión mas global del EEG, y una evaluación prospectiva
a largo plazo del paciente. Los registros de EEG aquí utilizados, no
tuvieron ningún procesamiento previo. Esto hace que nuestro esque-
ma sea computacionalmente eficiente. Cabe destacar que se utilizó
la EP como una medida para evaluar la evolución del trazado del
EEG a lo largo de un determinado lapso de tiempo. No hemos hecho
ningún estudio detallado sobre las propiedades dinámicas de la serie
temporal de EEG. Sin embargo, se sabe que el análisis de EEG tiene
la capacidad potencial para extraer características dinámicas de la ac-
tividad eléctrica del cerebro. En una publicación reciente, Ferlazzo y
colaboradores [130] desarrollaron un mapa topográfico de la EP para
pacientes con ausencias típicas. Ellos han demostrado que para este
tipo de paciente ocurre una aleatoriedad en las áreas fronto-temporal
y una aleatoriedad menor en las zonas posteriores. Este hecho se con-
trasta con el caso de un grupo de control sano, en el que se observa
una distribución aleatoria de la EP en toda la topografía. En nuestra
investigación, nos hemos interesado por la evolución de la EP a lo lar-
go de un determinado lapso de tiempo, en lugar de su distribución
espacial 7. Por último, queremos señalar que, a pesar de que hemos
analizado sólo en un caso, entendemos que nuestros resultados su-
gieren una aplicación interesante y útil de la EP.
7 Hemos realizado el análisis en pacientes que poseen la misma disfunción cerebral
pero localizada en el área frontal únicamente. Calculando la EP para todos los ca-
nales se vio, que solamente se obtiene valores de la EP fuera del rango del grupo
control, en las áreas que están afectada. Esto nos da la idea que el método también
puede distinguir entre áreas afectas y no afectadas.
3
C O M P L E J I D A D D E P E R M U TA C I Ó N D E L E M P E L - Z I V
En el presente capítulo, se introducirá una nueva manera de analizar
las series temporales mediante el uso de mapeo de Bandt y Pompe
desarrollado en el capítulo anterior y la complejidad de Lempel Ziv.
Para probar las ventajas del uso de este método, se usarán series
generadas artificialmente y señales reales de EEG.
3.1 introducción
La naturaleza compleja de las señales naturales ha llevado a los in-
vestigadores a analizar las mismas por medio de herramientas prove-
nientes de la teoría de las probabilidades y de la dinámica no-lineal.
El propósito es caracterizar el grado de información o complejidad
que poseen las señales bajo análisis. El primer enfoque es estadístico,
y el objetivo es medir la dispersión de la distribución que subyace
a los datos, o detectar cualquier cambio en su estadística. Las herra-
mientas comunes que se utilizan aquí provienen de la teoría de la
información [7, 9, 131–134], de las medidas de correlación [1], o del
análisis espectral [135]. El segundo enfoque está dedicado a las se-
ñales que se producen por mecanismos deterministas (generalmente
no lineales), incluso si las secuencias a analizar pueden parecer como
generadas ”al azar”. Las herramientas que se utilizan generalmente
para la descripción de estos sistemas complejos vienen de la teoría
del caos, como son el exponente de Lyapunov, las dimensiones frac-
tales, y otros [8].
Las medidas provenientes de la teoría de la información son herra-
mientas poderosas en el sentido que permite la cuantificación del gra-
do de incertidumbre de una secuencia aleatoria. Sin embargo, en la
práctica pueden surgir algunos problemas con el cálculo de magnitu-
des tales como la entropía. Tal es el caso cuando la señal bajo estudio
es de naturaleza continua. En este caso, la estimación de una entropía
diferencial de los datos no es siempre una tarea fácil [45, 136, 137]. El
estimador de densidad más simple es el que se basa en la generación
de un histograma, que es equivalente a la cuantificación de los datos.
El rendimiento de la estimación depende de esta cuantificación [136].
Esta dificultad es superada gracias al método de Bandt y Pompe [19],
explicado en el capítulo 2.
Por el contrario, para las secuencias deterministas generadas por sis-
temas dinámicos, hay un gran número de herramientas de análisis,
como el ya mencionado exponente Lyapunov y las dimensiones frac-
tales, entre otros [35, 138, 139]. En general, las cantidades que se es-
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tudian requieren largos tiempos de cálculo. Como por ejemplo, es
necesario primero reconstruir una trayectoria espacio-fase usando va-
rias estimaciones, para determinar la dimensión de inmersión d y
el retardo óptimo τ para luego, en un segundo paso, estimar algunas
cantidades de la trayectoria reconstruida, como ser el espectro de Lya-
punov completo, o parcial, o las dimensiones originales [34, 35]. Más
aún, estas herramientas están generalmente diseñadas en especial pa-
ra el estudio de la serie caótica.
Un concepto más natural de ”incertidumbre” de una serie de tiempo,
ya sea caótica o no, es el de la complejidad en el sentido de Kolmogo-
rov. Esta mide el tamaño mínimo de un programa binario que pueda
generar la secuencia ( la complejidad algorítmica) [18, 140].
La complejidad de Lempel-Ziv (CLZ), se basa en la simple operación
recursiva de copiado y pegado, como se verá más adelante [22, 64].
Este tipo de medida encuentra naturalmente aplicaciones en el do-
minio de la compresión de archivos [18, 64, 66], y también se utiliza
para el análisis de señales [9, 134, 141, 142]. Un punto fuerte de esta
complejidad es que, como se trata de una secuencia de estado dis-
creto al azar y ergódica, cuando está correctamente normalizada, la
misma converge a la tasa de la entropía de la secuencia [18, 22]. En
un sentido, la complejidad de Lempel-Ziv contiene el concepto de
complejidad tanto en el sentido determinístico (Kolmogorov), como
en el sentido estadístico (Shannon). Esta propiedad condujo a utili-
zar la complejidad de Lempel-Ziv para la estimación de la entropía
[68, 143].
Un posible inconveniente de la complejidad de Lempel-Ziv es que se
define para secuencias que tienen sus valores en un alfabeto discreto
(de tamaño finito).
Se pueden encontrar aplicaciones naturales que tienen que ver con
las secuencias de estado discreto, tales como secuencias de ADN o
secuencias generadas por los circuitos lógicos, mientras que en ”la
vida real” las señales poseen generalmente estados continuos 1. Por
lo tanto, para usar la complejidad de Lempel-Ziv para los propósitos
de caracterización de la señal, primero es necesario discretizar los da-
tos teniendo en cuenta el ajuste de los parámetros para este proceso.
Estos parámetros pueden influir en el comportamiento de la comple-
jidad de la señal cuantificada, como puede verse en la referencia [67],
donde para un mapa logístico, algunas bifurcaciones no están cap-
turadas por la complejidad de Lempel-Ziv. Como puede imaginarse,
hay muchas maneras de superar los inconvenientes de los métodos
puramente estadísticos o exclusivamente deterministas. En esta parte
del trabajo nos concentramos en la complejidad de Lempel-Ziv (CLZ),
1 Al realizar la adquisición de una señal por medio de una computadora, por ejemplo,
la serie (de tiempo discreto) es intrínsecamente discretizada debido a la precisión
finita de la computadora. Sin embargo, esta precisión es generalmente alta, de modo
que la serie puede suponerse como una serie de estados continuos. En general, el
número de estados posibles es mucho mayor que la número de muestras a analizar.
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usando primero la idea de discretización de la secuencia a analizar
que se encuentra en la entropía Bandt-Pompe.
Teniendo en cuenta que la introducción a la teoría de la complejidad
de Lempel Ziv ha sido desarrollada en la sección 1.3, y el método
de asignación de Bandt y Pompe se desarrolló en la sección 2.1 este
capítulo está organizado de la siguiente manera. En la sección 3.2, se
introducirá la idea de combinar, la CLZ y el método de asignación de
patrones de Bandt y Pompe, lo que se llamará la complejidad de permu-
tación de Lempel-Ziv (CPLZ). En esta misma sección se proporcionará
algunas propiedades de la complejidad de permutación Lempel-Ziv.
En el apéndice A se encuentran los detalles técnicos y la descripción
de una forma práctica de calcular esta complejidad cuando se trata
con secuencias escalares. Se verá también en la sección 3.3 algunas
aplicaciones de la CPLZ en el análisis de datos de secuencias simula-
das y señales biológicas.
3.2 la complejidad de permutación de lempel-ziv
Como se vio en la sección 1.3, la complejidad de Lempel-Ziv preten-
de capturar un nivel de redundancia o de regularidad en una secuen-
cia. Por lo tanto, es una herramienta útil para el análisis de señales
aleatorias o caóticas, ya que las mismas podrían ocultar algunas regu-
laridades [67]. Una desventaja de la CLZ es que se define solamente
para secuencias simbólicas discretas y de tamaño finito. Cuando se
trata con series temporales ”del mundo real ”, se debe realizar una
discretización antes de su estudio como se ha hecho en muchos de
los estudios relacionados con análisis de los datos a través de esta
complejidad [9, 141, 142]. Discretizar una señal podría tener algunas
consecuencias en la evaluación de la complejidad, y en los efectos de
los parámetros cuantificadores, que podrían ser difíciles de evaluar.
A la inversa, la entropía de permutación también tiene algunos incon-
venientes debido a su carácter estadístico. Si se considera el ejemplo
de un ruido escalar i.i.d, frente a una secuencia escalar periódica de
periodo T = 2. Para una inmersión de dimensión d = 2 y un retardo
τ = 1, en ambos casos los vectores de permutación [0 1]T y [1 0]T
aparecen con la misma frecuencia 12 (suponiendo que la longitud de
la secuencia es suficientemente grande). Por lo tanto, la entropía de
permutación es igual en ambos casos. El ejemplo muestra que este
método no es lo suficientemente sensible para discriminar entre la
secuencia aleatoria i.i.d y la secuencia periódica2. Para evitar estos
inconvenientes se puede imaginar varias variantes del método como
por ejemplo, teniendo en cuenta las amplitudes en la construcción de
2 Más rigurosamente, se sabe que para el uso de la entropía de permutación en el
análisis de datos, se deben probar varias dimensiones de inmersión. Para d = 3
en este ejemplo, la entropía de permutación hace la distinción entre el ruido y la
secuencia periódica
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los vectores de permutación. La entropía de permutación con pesos
propuesta en la referencia [143] muestra su eficacia para la detección
de cambios abruptos en una secuencia. Sin embargo en los ejemplos
dados anteriormente, no fue posible discriminar entre las dos situa-
ciones. Más aún, cuando se trata de una secuencia multidimensional
intrínseca, los vectores de permutación no reflejan claramente ningu-
na dinámica.
Para evitar las posibles desventajas de ambos métodos, se propone
aquí una combinación de los enfoques de Bandt-Pompe y Lempel-Ziv.
De esta manera se espera poder tomar ventaja de ambos métodos, y
reducir así sus respectivos inconvenientes. Se lo llamara complejidad de
permutación de Lempel-Ziv (CPLZ). Para una secuencia escalar X0:T−1,
finita, y para una secuencia de varias variables X0:T−1 se la denotará
como la CLZ de la secuencia de los vectores de permutación. Para
una secuencia escalar X0:T−1,
Cpid,τ(X0:T−1) ≡ CLZ
(
Π
Y
(d,τ)
(d−1)τ
. . .Π
Y
(d,τ)
T−1
)
(36)
donde Y(d,τ)t = [Xt−(d−1)τ . . . Xt−τ Xt]
T y Π
Y(d,τ)T−1
son los vecto-
res permutación correspondientes a la series X0:T−1, parametrizados
por la dimensión de inmersión d y el tiempo de retardo τ (ver capítu-
lo 2).
Para una secuencia de varias variables X0:T−1 la definimos como
Cpi(X0:T−1) ≡ CLZ
(
ΠX0 . . .ΠXT−1
)
(37)
donde ΠXi representan los vectores permutación multidimencional
(ver capítulo 2).
De esta manera se proporciona una respuesta a la necesidad de tra-
bajar con datos tomando valores de un alfabeto de tamaño finito (en
este caso, el alfabeto es A ≡
{
[pi(0) . . . pi(d− 1)]T : pi ∈ Π(d)
}
de
tamaño α = d!, donde Π(d) es el conjunto de las d! posibles permuta-
ciones en {0, ...,d− 1}. Por otra parte, al mirar un vector de permuta-
ción como un cuantificador de los datos resulta interesante hacer un
paralelo con cuantificadores dinámicos del tipo sigma-delta [144]. En
secuencias de estado reales escalares, donde se tome τ = 1 y d = 2,
por ejemplo, el vector de permutación es [0 1]T si la señal aumenta
a nivel local, y es [1 0]T si ocurre lo contrario. En otras palabras, los
dos posibles vectores de permutación cuantifican la variaciones de
la señal en bit. En términos generales, un cuantificador sigma-delta
actúa de forma similar 3. Para d > 2, el mismo planteo debe hacer-
se con los llamados cuantificadores sigma-delta de múltiples etapas
3 Más rigurosamente, cuantifica la diferencia entre una muestra y la predicción de la
misma muestra (la parte ’delta’) en un bit. La predicción se hace de todas las últimas
muestras, generalmente la realización se realiza por medio de una integración o una
sumatoria (parte ’sigma’).
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[145]. Este planteo es otra motivación para utilizar vectores de per-
mutación como manera de cuantificar una señal. Por otra parte, si se
trata de secuencias intrínsecamente multivaluadas, los posibles vecto-
res de permutación deben ser visto como un vector de cuantificación
de los vectores con valores reales; este esquema no necesita paráme-
tros de ajuste a diferencia de los esquemas de cuantificación vectorial
estándar [144].
Trabajando con los vectores de permutación se mantiene la idea de
estudiar la ocurrencia de patrones en una secuencia.
Mediante el análisis de los vectores de permutación a través de la
complejidad de Lempel-Ziv, se añade un una nueva forma de anali-
zar los patrones de forma temporal, en lugar de analizar la frecuencia
de ocurrencia. Para enfatizar esto, si se retomará el ejemplo anterior
donde se comparaban las secuencias de vectores permutación corres-
pondiente a un ruido frente a una secuencia periódica de periodo
T = 2. Como se explicó anteriormente, los patrones [0 1]T y [1 0]T
aparecerán con la misma frecuencia en ambos casos. Sin embargo, la
diferencia es que en el primero caso los patrones aparecerán en ma-
nera aleatoria en la primer secuencia, mientras que en el segundo
aparecerán de forma periódica. Para el primer caso, la complejidad
de Lempel-Ziv es alta, mientras que para segundo caso será baja (e
igual a 3) 4. Con este ejemplo muy elemental, se puede ver por qué la
complejidad de permutación de Lempel-Ziv en una secuencia puede
dar más información sobre la dinámica de la misma, esto es gracias
al análisis de cómo se organizan los patrones de forma temporal, y
no solo en términos de frecuencia.
Por otro lado, al tratar con secuencias intrínsecamente multivaluadas,
el objetivo de capturar las dinámicas que subyacen a la secuencia
falla, ya que no hay una inmersión previa para cuantificar la cons-
trucción del vector de permutación. En esencia, la complejidad de
Lempel-Ziv será una manera de captar la dinámica de una secuencia
del tipo multivaluada. Esto refuerza el interés por mezclar el método
de Bandt-Pompe con el de Lempel-Ziv.
La complejidad de permutación de Lempel-Ziv tiene algunas propie-
dades que han sido heredadas de la complejidad de Lempel-Ziv. El
primero es el vínculo con la entropía de permutación. Para un proceso
ergódico estacionario tanto escalar como multivaluado, la secuencia
de permutaciones permanece estacionaria y ergódica, de modo que
la ecuación (33) se aplica a la complejidad de Lempel-Ziv y la tasa de
entropía de esta secuencia puede ser escrita como:
lı´m
T→∞Cpid,τ(X0:T−1) log TT = lı´mT→∞
Hpid,τ(X0:T−1)
T
(38)
4 Que la CLZ sea mas alta o baja, quiere decir que necesitamos mas o menos caracteres
(información) para replicar la secuencia
44 complejidad de permutación de lempel-ziv
y
lı´m
T→∞Cpi(X0:T−1) log TT = lı´mT→∞
Hpi(X0:T−1)
T
(39)
La segunda propiedad se aplica a las series de varias variables {Xt}t>0,
y es la invariancia de la complejidad de permutación de Lempel-Ziv
a una permutación aplicada a las componentes del vector de la serie.
Es decir, para cualquier matriz de permutación P
Cpi(PX0 . . .PXT−1) = Cpi(X0 . . .XT−1) (40)
En otras palabras, si se construye una secuencia de vectores Xt de
d secuencias escalares, la elección del orden de las componentes no
modifica el valor de la complejidad de la secuencia conjunta. Esta
propiedad se debe a que ΠPXt = PΠXt (permutar las componentes
del vector permutación Πt asociado al vector Xt, es igual a permutar
las componentes del vector Xt y luego calcular el vector permutación
correspondiente a dicho vector), junto con la invariancia de la comple-
jidad de Lempel-Ziv a una transformación de uno a uno [146]. Como
se muestra en la referencia [146] para la complejidad de Lempel-Ziv,
es posible construir medidas asociadas con la complejidad de permu-
tación de Lempel-Ziv, aunque tales posibles extensiones van más allá
del alcance de este trabajo.
Antes de pasar a poner la complejidad de permutación de Lempel-
Ziv en acción, se señalará las siguientes opciones adicionales:
1. Para tener en cuenta una resolución finita en la adquisición de
datos o para contrarrestar posibles bajos niveles de ruido en los
datos, se puede introducir un radio de confianza δ; es decir, si
el valor absoluto de la diferencia de dos componentes es estric-
tamente inferior δ, entonces ellos se consideran iguales.
2. Para mejorar el procedimiento de permutación, cuando dos com-
ponentes de un vector son iguales, a) en el caso vectorial se opta
por poner el índices ”más pequeño”, b) en el caso escalar el ín-
dice más antiguo.
En el apéndice A se desarrolla este tema, con más detalles y mayor
justificación. Una vez más, hay que tener en cuenta que el uso de
la complejidad de permutación de Lempel-Ziv para fines de análisis
podría no ser factible si el tamaño de la secuencia no es lo suficiente-
mente grande con respecto del tamaño del alfabeto d!.
3.3 aplicaciones a datos simulados y reales
3.3.1 Caracterización del mapa logístico
Para ilustrar cómo la complejidad de permutación de Lempel-Ziv
puede capturar regularidades en una señal, se considera aquí el mapa
logístico
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Xt+1 = k Xt(1−Xt), t > 0,
Se inicializó aleatoriamente X0 entre [0; 1] de modo que la secuen-
cia tiene valores reales en el intervalo [0; 1]. Este mapa ya ha sido
estudiado por muchos autores en el pasado, entro ellas dos formas
interesantes de abordarla fueron realizadas tanto por Bandt y Pom-
pe desde el punto de vista de la entropía [19], como por Kaspar y
Schuster desde la CLZ [67]. El mapa logístico se ha estudiado duran-
te mucho tiempo, y su comportamiento es bien conocido, [29, 147].
Se debe recordar que cuando k aumenta, se hacen mas notorios los
regímenes complejos: existe una sucesión creciente de valores k−1 =
0 < k0 < · · · < k∞ ≈ 3,56995 tal que, si k ∈ (kn−1;kn], los valores
Xt oscilan asintóticamente entre 2n valores: un fenómeno que es bien
conocido como bifurcaciones (ver capítulo 1). Para k > k∞, el sistema
está en un régimen caótico (impredecible). Parece comportarse aleato-
riamente aunque es producida por un sistema determinista elemental.
Sin embargo, en esta zona quedan algunos intervalos, conocidos co-
mo islas de estabilidad, donde el comportamiento es no caótico. Este
comportamiento se describe brevemente en el diagrama de bifurca-
ción graficada en la figura 6a.
A continuación se estudiará los regímenes del mapa logístico vs k
a través de la complejidad de permutación de Lempel-Ziv aquí pro-
puesto. Para este fin, se genera una secuencia de tamaño T = 1000
y sólo se analizó la segunda mitad de la secuencia, que se supone
que es en el régimen permanente. En la Fig. 6 se compara el compor-
tamiento de C(d,τ)Π versus k Fig. 6g, con la entropía de permutación
(Figs. 6d-6f), con la complejidad de Lempel-Ziv (realizado en una es-
tática cuantificación de 2−nivel de la señal media I(0,5;1](xt), donde
I es la función indicadora) (Fig. 6c), y con el exponente de Lyapunov
5(Fig. 6b).
El comportamiento de cada valor puede ser interpretado de la si-
guiente manera:
• El exponente de Lyapunov: este exponente describe el carácter caó-
tico de la secuencia logística cuando es positivo, frente a su ca-
rácter no caótico cuando es negativo. Sin embargo, esto no es lo
suficientemente preciso para distinguir diferentes tipos de com-
portamiento en los regímenes no caóticos.
• La complejidad de Lempel-Ziv C ({I(0,5 ;1](Xt)}): Para los autores
Kaspar y Schuster la CLZ es más precisa que el exponente de
Lyapunov. En particular, la complejidad es muy alta para los
regímenes caóticos, mientras que se mantiene baja en los regí-
menes no caóticos. Sin embargo, se puede observar que dichas
5 Ver definición en el capítulo1
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Figura 6: Caracterización del mapa logístico vs k. El gráfico (A) muestra el
diagrama de bifurcación, es decir, los valores tomados por la se-
rie en régimen permanente para cada valor de k. El gráfico (B)
representa el exponente de Lyapunov λ. El gráfico (C) es la com-
plejidad de Lempel-Ziv de la señal cuantificada por I(0,5:1](XT )
como esta hecho en [67]; Del gráfico (D) al (F) se muestran la
entropía de permutación Hpi(d,τ) con un retraso de τ = 1, cuando
(d, δ) = (3, 0), (d, δ) = (5, 0) y (d, δ) = (3, 10−3) respectivamente.
El gráfico (G) da la complejidad de permutación de Lempel-Ziv
Cpi(d,τ) para (d, τ, δ) = (3, 1, 10
−3)
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bifurcaciones no se detectan claramente. Esto se debe al lími-
te de cuantificación utilizado. Para k < 3, 237, el sistema oscila
asintóticamente entre dos valores mayores que 0, 5, el umbral
fue elegido por Kaspar y Schuster. Eso explica por qué la CLZ
no puede detectar las bifurcaciones.
Aparece el mismo fenómeno para las bifurcaciones siguientes.
La elección de un umbral de 2/3 para este sistema permite la
detección de la primera bifurcación, pero las otras bifurcaciones
permanecen sin ser detectadas.
• La entropía de permutaciónH(d,1): en los casos de d = 3 y d = 5, la
entropía de permutación puede caracterizar los diferentes regí-
menes del mapa logístico. En particular, el valor de la entropía
es alto en las regiones caóticas, mientras que es bajo para regio-
nes no caóticas; como ocurre en las islas de estabilidad. Esto se
da particularmente para dimensión de inmersión grades; como
por ejemplo para, d = 5. Hay que observar que para δ = 0, la
primera bifurcación no puede ser detectada. Esto se debe a las
pequeñas oscilaciones que se mantienen en torno al valor lími-
te cuando k ∈ (2;k0]. Sin embargo, si no se está interesado en
la propia señal, pero sí en su régimen asintótico, las pequeñas
fluctuaciones se las puede ver como perturbaciones. La elección
de δ > 0 permite el ”filtrado” de estas perturbaciones. En es-
te caso, incluso si la entropía de permutación no caracteriza
la propia secuencia del mapa logístico, se logra caracterizar de
manera muy precisa los regímenes asintóticos de la secuencia,
como puede verse en Fig.6. De hecho, en este caso, las bifurca-
ciones son muy bien detectadas, incluso para las dimensiones
de integración "bajas".
• La complejidad de permutación de Lempel-Ziv C(d,1): a primera vis-
ta esta medida se comporta de igual modo que la entropía de
permutación. En particular, se pueden observar las detecciones
de las bifurcaciones para δ = 0 (no trazada en la fig. 6) o para
δ > 0. Notar, sin embargo, que incluso en baja dimensión de in-
mersión, la complejidad parece caracterizar mejor los regímenes
constantes, oscilatorios o caóticos. Mientras que Hpi(3,1) es más o
menos constante cuando aparece el caos (para k ligeramente
mayor que k∞), la complejidad aumenta en gran medida.
3.3.2 La detección de cambios repentinos en una señal de tres dimensiones
Para ilustrar cómo la medida propuesta puede superar, a la entro-
pía de permutación en la evaluación del grado de complejidad de
algunas señales se considerará lo siguiente: una serie multidimensio-
nal Xt compuesta por los primeros Nc puntos dados por una serie
logística d-dimensional, seguido de Nn puntos de ruido i.i.d tanto
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espacial como temporal. El mapa logístico d-dimensional usado aquí
está descrito por la siguiente ecuación:
Xt+1 = k (KXt + 1)Xt  (1−Xt) (41)
donde Xt es un vector d-dimensional, 1 = [1, ..., 1]T , K es una ma-
triz de acoplamiento D ×D , con  representando el producto de
componentes a componente para (t > 0). Cuando K es cero, las d
logísticas están desacopladas. Por el contrario, cuando K = 3P con P
una matriz de permutación cíclica, el mapa corresponde a los mode-
los propuestos por López-Ruiz y Fournier-Prunaret. Este mapa bajo
los contextos 2 y 3 dimensional es utilizado para modelar las interac-
ciones simbióticas entre especies, donde el parámetro k representa la
tasa de crecimiento de las especies [148, 149]. En los dos casos D = 2
y D = 3, de acuerdo con el valor de k, estos mapas muestran órbitas
regulares u órbitas caóticas. No describiremos aquí la riqueza de es-
tos mapas, pero si se quiere profundizar en el tema ver [148, 149].
Para los propósitos de este trabajo, se ha optado por estudiar lo que
sucede cuando los primeros puntos de la secuenciaNc son generados
por el mapa de 3 dimensiones (D = 3) que muestra un comportamien-
to caótico. Se consideraron dos casos: en el primero el acoplamiento
es K = 3P y k = 1, 01; y en el segundo, K = 0,01P y k = 3, 96. En el
primer caso, los componentes están fuertemente acoplados, mientras
que en el segundo caso están débilmente acoplados. Una representa-
ción de estas secuencias del mapa logístico seguido de ruido puro se
muestra en las figuras 7A y 8A. A simple vista parece relativamente
difícil detectar los cambios en la naturaleza de la señal. Esto permi-
te a continuación, analizar la señal a través de ventanas móviles de
tamaño Nw, la cual se mueve punto por punto. En cada ventana de
análisis, (Xt−Nw+1, ...,Xt), t = Nw − 1, ..., se evalúa a lo largo de la
señal la entropía de permutación, la complejidad de Lempel-Ziv de
una versión cuantificada de los componentes (por medio de I[0,5;+∞)),
y la complejidad de permutación de Lempel-Ziv. Los resultados en
función de t se representan en las figuras 7B-7D y 8B-8D, donde se
muestran 10 realizaciones para cada análisis. A la derecha de las fi-
guras 7B-7D y 8B-8D, se muestran los histogramas6 correspondientes
para los valores tomados por cada medida utilizando 4× 106 valores
del mapa caótico (líneas continuas) y del ruido (líneas discontinuas).
Debemos tener en cuenta que la probabilidad de error en una tarea
de discriminación de dos distribuciones de probabilidad, puede ser
vista en un histograma, como la superficie superpuesta de las dos
distribuciones de probabilidades a comparar.
Las interpretaciones de estos ejemplos son las siguientes:
6 En el caso de la complejidad de Lempel-Ziv, como los valores sólo puede tomar
valores discretos entre 2 y 500, su distribuciones de probabilidad son discretas. Para
un mejor uso de la representación, los hemos trazado como distribuciones continuas
para hacer su la lectura más fácil.
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Figura 7: La detección de un cambio repentino en una secuencia
3−dimensional que se compone de Nc = 2500 puntos de un mapa
logístico dado por la Ec.(41). seguido porNn = 2500 puntos de rui-
do aleatorio (uniforme). El gráfico de la primera componente de
tal secuencia se representa en la parte superior. A continuación, se
analizan un conjunto de 2000 secuencias a través de una ventana
deslizante de Nw = 500 que se mueve punto a punto. Se mues-
tran 10 realizaciones de las entropías de permutación (segundo
panel), la complejidad de Lempel-Ziv de una versión cuantificada
de los vectores (tercer panel) y la complejidad de permutación de
Lempel-Ziv (cuarto panel). En el lado derecho de las figuras (B, C
y D), se muestran los histogramas de los valores tomados por la
medida las cuales se representa, con una linea sólida para la parte
caótica, y con una línea discontinua en la parte del ruido. El mapa
caótico está aquí fuertemente acoplado, con K = 3P y k = 1, 01.
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Figura 8: Lo mismo que la figura 7, para acoplamientos debiles del mapa
caotico con K = 0,01P and k = 3,96.
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• La entropía de permutación: este índice no detecta el cambio en
la naturaleza de la señal como puede verse en el gráfico, tanto
para el acoplamiento fuerte como para el débil (figs. 7B y 8D).
Esto es debido a que los patrones obtenidos en los vectores de
permutación aparecen con frecuencias similares en el régimen
caótico y en el régimen ruidoso. Por medio del análisis estadís-
tico de estos patrones, la dinámica subyacente a los datos se
pierde. La dificultad en la discriminación entre el caos y el rui-
do también es ilustrada por la distribución de probabilidades
de los valores de HΠ.
• La complejidad de Lempel-Ziv: cuando se mira en el caso del aco-
plamiento fuerte entre las componentes del mapa logístico, la
complejidad de Lempel-Ziv realiza una cuantificación básica de
los vectores, la cual claramente discrimina entre el caos y el
ruido. Sin embargo, cuando la componentes están débilmente
acopladas, no se logra discriminarlos. Esto se ve claramente en
los histogramas que se superponen en el caso de acoplamiento
débil (Fig. 8C), mientras que están separados en la situación de
acoplamiento fuerte (Fig. 7C). La interpretación de este efecto
es que, en un sentido, la complejidad de Lempel-Ziv analiza las
componentes casi individualmente: en el caso de acoplamiento
débil, no puede "ver"que las componentes siguen exactamente
la misma dinámica y están, en cierto sentido, vinculadas por
esta dinámica en común.
• La complejidad de permutación de Lempel-Ziv: en ambos tipos de
acoplamiento, esta medida detecta inequívocamente el cambio
en la naturaleza de la señal. Esto puede ser visto tanto en los
gráficos como en las distribuciones de probabilidad de los valo-
res tomados por esta medida (Fig. 8D y 7D). Está claro que no
hay solapamiento entre los dos histogramas, lo que confirma
que no hay ninguna posibilidad de error en la discriminación
entre el caos y el ruido. A partir de las curvas, se observa que,
la complejidad de permutación de Lempel-Ziv muestra una dis-
persión más débil alrededor de su media que para la compleji-
dad estándar de Lempel-Ziv.
Estas ilustraciones muestran que, a pesar de la potencia de la entro-
pía de permutación para discriminar entre el caos y ruido, hay situa-
ciones en las cuales esta herramienta no logra hacerlo. El uso de la
complejidad de Lempel-Ziv como una versión cuantificada sobre la
base de la secuencia puede ser una alternativa, pero esto sigue de-
pendiendo de la cuantificación que se realice. Por otra parte, en este
ejemplo, cuando no hay acoplamiento o existe acoplamiento débil en-
tre las componentes, el vector de permutación tiene en cuenta que
las componentes siguen exactamente la misma dinámica. Por estas
interpretaciones, se puede evidenciar que al tratar con una secuencia
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multidimensional intrínseca, es preferible el uso de la complejidad de
permutación de Lempel- Ziv, en lugar de la entropía de permutación
y la complejidad usual de Lempel-Ziv.
3.3.3 Análisis de un electroencefalograma (EEG) de un paciente sufriendo
un ataque epiléptico.
La señal de EEG analizada en esta sección corresponde a un registro
de un paciente que sufre un ataque de epilepsia generalizada tónico-
clónica secundario, registrado desde un electrodo con ubicación cen-
tral (C4). Esta señal fue estudiada por Rosso et al. en las referencias
[16, 150, 151]. Fue obtenida de un paciente de 39 años de edad con
un diagnóstico de epilepsia fármaco-resistente (epilepsia del lóbulo
temporal), y ningún otro desorden. La señal de EEG se muestra en la
Fig.9A. El ataque epiléptico comienza en T1 = 80s, con una descarga
de las ondas lentas que se superponen por ondas rápidas de menor
amplitud. Estas descargas duran ∆T = 8s, y tienen una amplitud me-
dia de 100 mV . Durante el ataque epiléptico tónico-clónico, las ampli-
tudes, que contaminan la grabación, son muy altas, y el paciente tuvo
que ser tratado con un inhibidor de respuestas musculares. Después
de un corto período de tiempo, una fase de desincronización, conoci-
da como el ritmo de reclutamiento epiléptico, aparece en una banda
de frecuencia centrada a aproximadamente 10 Hz, la cual aumenta
rápidamente en amplitud. Después de 10s, un aumento progresivo
de las frecuencias más bajas (0, 5− 3, 5) Hz fue observado [152]. Para
el EEG que se estudió aquí, esta fase aparece en T2 = 90s. También
es posible establecer el comienzo de la fase clónicas, en alrededor de
T3 = 125s, y en el final de la convulsión en T4 = 155s, donde hay un
decaimiento abrupto de la amplitud de la señal.
La señal grabada tiene una duración de 180s, y la frecuencia de mues-
treo fue 102, 4 Hz (1024 muestras /10s) para la cual se dispone de
18432 muestras. Para analizar la señal, se vuelve a considerar la me-
todología propuesta en este capítulo, la evaluación de la complejidad
de permutación de Lempel-Ziv. Este resultado se comparó a las da-
das por la complejidad de Lempel- Ziv estándar, y con la entropía de
permutación. El análisis se realizó con ventanas móviles de tamaño
Nw = 1024 puntos, la cual se mueve punto por punto sobre la señal.
Aquí, se usaron dos versiones cuantificadas: una de nivel-2 (Q29 y
otra de nivel-16 (Q16), ambas son uniformes para todas las ventanas
utilizadas en todo el rango de la señal. Para las medidas de permuta-
ción, los vectores de permutación se construyeron con una dimensión
de inmersión de d = 4 y un retraso de τ = 1. Aquí se eligió un radio
de confianza igual a cero. Los resultados se muestran en las Figs.9B-
9E.
Las interpretaciones de estos análisis son las siguientes:
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Figura 9: Registros de EEG del análisis de un ataque de epilepsia generali-
zada tónico-clónica secundaria. El análisis se realizó con una ven-
tana móvil de 10s (1024 puntos) la cual se mueve punto a punto.
(A) EEG original. La complejidad de Lempel-Ziv clásica la cual se
realizó en una cuantificación de 2 niveles (B) y una cuantificación
de 16 niveles (C) (cuantificadores uniformes sobre la dinámica de
las ventanas analizadas). (D, E) para tanto la entropía de permuta-
ción (D) y de la complejidad de permutación de Lempel-Ziv (E), se
evaluaron los vectores de permutación de una trayectoria recons-
truida del espacio de fase con una dimensión de inmersión d = 4
y retardo τ = 1. El radio de confianza fue elegido como cero. Las
líneas punteadas verticales indican los tiempos característicos T1,
T2, T3 y T4.
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• La complejidad de Lempel-Ziv: tanto para el nivel 2 como para el
nivel 16 de cuantificación, no detectan ningún cambio en la serie
analizada.
• La entropía de permutación: en esta señal, la entropía de permu-
tación detecta la aparición de la convulsión en T1 = 80s, como
se puede observar en la señal. El aumento de la entropía mide
un cambio en la naturaleza de la señal; no es sólo un cambio en
la amplitud, de lo contrario no se habría cambiado la naturale-
za de la secuencia de los vectores de permutación, y tampoco
lo haría su entropía. Del mismo modo, para los tiempo carac-
terísticos T2 = 90s, T3 = 125s (que representa la fase clónica
del ataque) y T4 = 155s (que es el final de convulsiones), los
cambios son visibles en la señal original de EEG. Los tiempos
T1, T2 y T4 son detectados por la entropía de permutación (
representado por el aumento y descenso de los valores de H).
Sin embargo, el tiempo característico T3 no es detectado por la
entropía de permutación.
• La complejidad de permutación de Lempel-Ziv: se puede observar
que los tiempos característicos detectados por la entropía de
permutación también son detectados claramente por la comple-
jidad de permutación de Lempel-Ziv. La forma de esta comple-
jidad es muy similar a la de la entropía de permutación. En
particular, la complejidad de permutación de Lempel-Ziv detec-
ta una modificación de la señal después del tiempo T2 = 90s,
un cambio que no es observado visualmente: en el pico, la ven-
tana analizada está completamente dentro de la "parte compleja
"de la crisis, pero la disminución indica que la señal se vuelve
más organizada. Finalmente, la complejidad de permutación de
Lempel-Ziv detecta mejor que la entropía de permutación, las
modificaciones que se producen en la señal después del tiempo
T3 = 125s.
Téngase en cuenta que tanto la entropía de permutación como la com-
plejidad de permutación de Lempel-Ziv indican la aparición de un
evento en el tiempo 110s, como se ve por sus aumentos locales. Por
último, el cambio brusco que fue detectado por la complejidad es-
tándar de Lempel-Ziv en tiempo de 165s es consecuencia del cambio
abrupto en la dinámica.
Se puede ver en este ejemplo que la medida de la complejidad intro-
ducida en este trabajo aumenta de manera abrupta y muy precisa-
mente en momentos en que el paciente comienza el ataque epiléptico,
y aún más, puede detectar los diferentes estados del ataque epilép-
tico tónico-clónico. Hay que tener en cuenta también el alto valor
de la complejidad en el extremo de la señal en comparación con su
valor al comienzo. Este nivel indica que la señal permanece "desor-
ganizada". Una posible interpretación de tan alta complejidad es que
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incluso si el evento epiléptico aparentemente termina, la serie sigue
siendo compleja como consecuencia de la crisis. Sería necesaria una
secuencia más larga después del ataque de epilepsia para verificar si
la complejidad disminuye al valor observado antes de la crisis.
3.4 discusiones
El análisis de los datos tiene una larga historia y aún así da lugar a
una enorme cantidad de investigaciones. Entre los desafíos, especial-
mente para el análisis de señales naturales tales como las señales bio-
médicas, existe la necesidad de caracterizar el grado de organización
o el grado de complejidad de la señal. El problema es detectar cam-
bios en la señal que no sean detectables visualmente, como así tam-
bién el problema de caracterización de la naturaleza de los cambios
específicos en una secuencia. La literatura correspondiente a la teoría
de la información y del análisis de sistemas dinámicos proporciona
un importante número de herramientas y métodos para resolver es-
tos desafíos. En este capítulo de la tesis, se propuso una herramienta
que mezcla dos enfoques bien conocidos: la entropía de permutación
y la complejidad de Lempel-Ziv. La idea es tratar de obtener la venta-
ja sobre ambos enfoques, el primero de los cuales es estadístico, y el
segundo determinista.
La complejidad de Lempel-Ziv se conoce desde hace tiempo y se in-
trodujo inicialmente en el dominio de compresión de datos. A su vez
ha demostrado ser una potente herramienta para el análisis de datos.
Por otro parte, la entropía de permutación permite ver la dinámica
subyacente a una señal, mediante la realización de una reconstrucción
de los datos en el espacio de fase de la señal. Por otra parte, se basa
en una especie de cuantificación de los datos, considerando sólo las
tendencias en lugar de los valores de la secuencia. De esto último pa-
rece natural para cuantificar los datos, usar vectores de permutación
ya sean naturales o reconstituidos, y luego evaluar la complejidad de
los mismos. La asociación de estos dos enfoques puede dar origen a
lo que se le ha llamado la complejidad de permutación de Lempel-
Ziv, que está en el corazón de este capítulo.
Se ha demostrado aquí cómo la complejidad de permutación de Lempel-
Ziv de una serie puede capturar con precisión el grado de organiza-
ción de la misma. Cuando se trata de secuencias escalares, la com-
plejidad de permutación de Lempel-Ziv parece dar resultados simila-
res a los de la entropía de permutación, incluso siendo una medida
estadística, mientras que la otra es puramente determinista. Sin em-
bargo, cuando se trata de señales multidimensionales intrínsecas, sin
procedimientos de reconstrucción del espacio de fases, la entropía
calculada a través de los vectores de permutación no puede capturar
la dinámica que subyace a los datos. De hecho, el cálculo de la fre-
cuencia de ocurrencia de tales vectores de permutación es un análisis
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punto a punto, y los vínculos entre los sucesivos puntos se pierden.
A la inversa, como la complejidad de Lempel-Ziv tiene por objeto
detectar regularidades en una secuencia, mediante el análisis de la
aparición de los símbolos en la misma, esto permite capturar la diná-
mica de la señal. Hacer este análisis de las secuencias de los vectores
permutación permite la resolución natural de la cuestión de la cuanti-
ficación de los datos. Como se muestra en nuestro ejemplo, se pueden
imaginar muchas situaciones para las que la complejidad de permuta-
ción de Lempel-Ziv puede capturar un cierto grado de organización,
mientras que la entropía de permutación falla, especialmente cuando
tratamos con señales multidimensionales; es decir, sin espacio de fase
de reconstrucción.

4
D E T E C C I Ó N D E C A O S - R U I D O M E D I A N T E E L U S O
D E L A D I V E R G E N C I A D E J E N S E N S H A N N O N
En el presente capítulo se introducirá una nueva forma de cuantificar
señales a través del llamado mapeo alfabético. Además se aplicará
la noción de divergencia de Jensen-Shannon a estas señales cuanti-
ficadas. Se definirá una matriz distancia basada en la Divergencia
de Jensen-Shannon, entre señales. En una segunda parte se usará un
método de ventana deslizante sobre la señal para detectar el momen-
to donde la misma efectúe un cambio significativo. Para probar am-
bos métodos utilizaremos señales generadas artificialmente y señales
reales de electrocardiograma y mediciones hechas sobre el eje de un
motor eléctrico.
4.1 introducción
Las series temporales derivadas de los sistemas caóticos, comparten
varias propiedades con las derivadas de los sistemas generados a tra-
vés de procesos estocásticos, siendo muchas veces casi indistinguibles.
Entre sus propiedades se encuentra que : 1) ambas poseen un espec-
tro de potencia de banda ancha, 2) tienen una función de autocorrela-
ción en forma de delta, y 3) presentan un comportamiento irregular
de las señales medidas. De hecho, esta similitud ha posibilitado la
sustitución de los procesos estocásticos por sistemas caóticos en mu-
chas aplicaciones prácticas, por ejemplo la generación de números
pseudo-aleatorios a partir de funciones deterministas [153]. En este
capítulo se propone un esquema para distinguir entre estos dos tipos
de sistemas, mediante la utilización de herramientas tomadas de la
teoría de la información.
La idea es trabajar sobre series temporales generadas por modelos
bien conocidos, y contrastarlas con señales ”reales”, pero teniendo
en cuenta que toda señal siempre posee una componente estocástica
debido al ruido dinámico intrínseco [154, 155]. Esta afirmación tiene
su fundamento en un resultado de Wold quien demostró que cual-
quier serie temporal (estacionaria) se puede descomponer en dos par-
tes diferentes [155]. Una parte determinista, que puede ser descripta
exactamente por una combinación lineal de su propio pasado y la
segunda parte que representa una componente de media móvil de or-
den finito. Por este motivo podríamos considerar superfluo preguntar
si las series generadas mediante ”procesos naturales” son determinis-
tas, caóticas o una combinación de ambas. Sin embargo, teniendo en
cuenta el teorema de Wold [154], uno puede preguntarse cuál de la
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dos partes es la dominante.
Las señales caóticas siempre producen series de tiempo con una es-
tructura física. Aquí se plantea encontrar un valor que represente
cuán similares (o disimilares) son dichas estructuras. Con este fin se
utilizará una medida extraída de la teoría de la información conocida
como la divergencia de Jensen Shannon (DJS), que ya fuera intro-
ducida en el capítulo 1. Como es sabido, para poder utilizar estas
medidas estadísticas es necesario (de manera ineludible) evaluar la
distribución de probabilidad de la señal. En capítulos anteriores se
ha visto que la construcción de esas distribuciones de probabilidades
puede hacerse por diversos métodos. Aquí se utilizará una forma de
asignación llamada mapeo alfabético [24].
Mediante el uso de la DJS aplicada sobre la señal cuantificada me-
diante el método del mapeo alfabético (la cual se denominará DJSa),
se obtendrá un valor de disimilitud entre señales de diferentes natu-
ralezas, y se utilizará de una ventana móvil, para detectar los cambios
en la naturaleza de una señal.
Este capítulo estará dividido de la siguiente manera: en la sección 4.2
se explicará el método de mapeo alfabético y la aplicación de la DJS al
mismo. En la sección 4.3 se dará una breve descripción de la secuen-
cias caóticas y aleatorias extraídas de la literatura. En la sección 4.4 se
aplicará el método a las señales artificiales. En la sección 4.5 se ana-
lizarán dos ejemplos de señales reales y por último, en la sección 4.6
se discutirán los resultados obtenidos.
4.2 djs aplicada al mapeo alfabético
Como se ha comentado en capítulo 1 la divergencia de Jensen Shan-
non es una herramienta que permite medir la distancia entre dos dis-
tribuciones de probabilidad P y Q por medio de la Ec.(27). Cuando
se quiere aplicar la DJS de manera discreta entre dos señales Ec.(27),
se debe tener en cuenta que ambas señales deben estar previamente
discretizadas1. En el capítulo 2 se han mencionado que existen varias
formas de discretizar una señal continua, como por ejemplo, usando
método de histogramas, el mapeo binario o el método de permu-
tación de Bandt y Pompe, con un enfoque similar se propone aquí
el llamado mapeo alfabético [24]. Esta asignación puede verse como
un mapeo de permutación de segundo orden seguido de una nueva
inmersión. A continuación se describirá brevemente este método y
luego se explicará como se vincula con la DJS.
1 Hay que recordar que se puede utilizar DJS directamente sobre señales continuas,
sin la necesidad de discretizar las señales previamente, pero como se expuso en el
capítulos 1, muchas características interesante que posee DJS.
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4.2.1 Mapeo alfabético
Para una determinada serie continua, se puede mapear esta serie de
valores reales en una serie binaria dependiendo de los valores relati-
vos entre dos puntos vecinos [xt; xt+1], como se muestra a continua-
ción:
St =
 0 si xt > xt−1
1 si xt < xt−1
St es una secuencia binaria S = {s1, s2, ..., sN−1} donde si = 0 o 1.
Al igual que en la entropía de permutación (EP) , se consideran dos
enteros d > 2 y τ > 1. Luego define un vector d-dimensional Vt(d,τ):
Vt(d,τ) −→ (st−(d−1)τ, ..., st−τ, st)T ; t > (d− 1)τ (42)
El superíndice T significa transposición del vector, al igual que para
el método de permutación de Bandt y Pompe d es la dimensión in-
mersión (los números de bits tomados para crear la palabra) y τ es
llamado el ”retardo”. Como ya se ha dicho el teorema de Takens da
las condiciones para d y τ tal que Vt(d,τ) conserva las propiedades
dinámicas del sistema completo [34].
Para cada vector Vt(d,τ) se define un valor entero W
t
(d,τ), que toma
sus valores en un alfabeto discreto B de tamaño |B|= 2d que es el
conjunto de palabras binarias de longitud d. Al moverse por la se-
ñal se obtiene un conjunto de números {Wt(d,t)}, de manera similar a
lo que se propuso tratar con el mapeo de permutación en el capítu-
lo 2. Se puede calcular la frecuencia de ocurrencia de las diferentes
{Wt(d,t)}.
Muchas veces se tiene que trabajar con señales de dos dimensiones co-
mo ser mapas caóticos bi-dimensionales, polisomnografías, EEG, etc.
Las componentes de este tipo de señales en su mayoría se encuentran
acopladas, dado que los valores de la señal no sólo dependen de los
valores anteriores sino también de los valores alcanzados por las otras
señales. Por ello al hacer un análisis unidimensional hay información
valiosa que se podría estar perdiendo. Tomando la idea expuesta an-
teriormente para señales uni-dimensionales (1D), se mostrará que el
mismo algoritmo con una leve modificación puede ser utilizado para
analizar señales 2D-dimensionales sin perder información.
Si se tiene una serie continua 2D Xt = (x(t),y(t)), se puede correspon-
der esta serie de valores reales con una serie binaria 1D, mediante los
valores relativos entre las dos componentes a cada tiempo t [xt;yt],
Es decir:
St =
 0 si xt > yt
1 si xt < yt
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Ahora S es una secuencia binaria del mismo modo que lo era para
el caso 1D, por lo tanto se puede aplicar todos los pasos aplicados al
caso unidimensional.
4.2.2 DJS aplicada al mapeo alfabético
Una vez discretizadas las señales por medio del mapeo alfabético
antes propuesto, y habiendo obtenido la FDP por medio de cálculo
de la frecuencia de aparición de los símbolos Wt(d,t), se procederá a
aplicar la DJS de dos maneras diferentes. En la primera, se medirá
la distancia entre dos señales diferentes. En la segunda parte se hará
el enfoque sobre la detección de cambios en la distribución de pro-
babilidad asociada a una única señal, y se utilizará el esquema de la
ventana deslizante ya comentado.
4.2.2.1 aDJS entre dos secuencias.
Sean dos secuencias diferentes, por ejemplo, una caótica y una alea-
toria y se aplica el método de mapeo explicado en la sección 4.2.1,
resultando dos conjuntos de números {Wt(d,τ)} y {W˜
t
(d,τ)}. Se calcula
luego la frecuencia de aparición de los patrones para ambas señales
PW = P(Wtd,τ) y P
W˜ = P(W˜td,τ). Finalmente, se calcula la divergen-
cia DW,W˜JS = DJS(P
W |PW˜) entre estas distribuciones. Se generaron
105 ensembles por cada señal. Para generar el conjunto de señales,
se usaron los mismos parámetros con diferentes condiciones inicia-
les. A cada conjunto de señales se les aplicó el procedimiento antes
descripto, y se calculó:
µW,W˜ = 〈DJS(PW |PW˜〉 (43)
siendo µ el valor promedio sobre todos los conjuntos de distancias
medidas, con su respectivo desviación estándar (σ).
σW,W˜ = 〈(DJS(PW |PW˜) − µW,W˜)2〉1/2 (44)
Sean dos secuencias generadas a partir de una misma distribución de
probabilidad: idealmente, deberían tener las mismas propiedad esta-
dística, y la DJS entre ellas, debería tomar un valor muy pequeño,
próximo a cero. De todos modos, debido a las fluctuaciones estadís-
ticas, esto no es así pues se construyen estimadores para las distribu-
ciones de probabilidades correspondientes a las secuencias y por lo
tanto las fluctuaciones propias de esta construcción arrojarán valores
de la DJS mayores que cero. Para ello Grosse [49] y otros introduje-
ron una cantidad llamada "significancia", la cual permite ver si los
valores alcanzados por la DJS son o no del orden de las fluctuaciones
estadísticas. Esta cantidad depende de la longitud de la secuencia y
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del tamaño del alfabeto al cual pertenecen los símbolos de la secuen-
cia. Esta formula se ha utilizado en varios trabajos tomando el esque-
ma de segmentación basado en la DJS (ver por ejemplo los trabajos
sobre segmentación de secuencias de ADN [49], y la detección de pa-
redes de dominios en la dinámica de motores moleculares [156]). Sin
embargo para la expresión de significancia presentada por los autores
arriba mencionados, no puede utilizarse con alfabetos con más de cin-
co símbolos. Esto imposibilita su uso para asignaciones del estilo de
Bandt y Pompe, donde se utilizan alfabetos con una mayor cantidad
de símbolos. Este también es el caso de la correspondencia que aquí
se está usando. Se debe entonces modificar el criterio introducido por
Grosse y colaboradores, para detectar valores de la DJS que están ge-
nuinamente por encima de las fluctuaciones estadísticas. Se propone
calcular la DJSa sobre un conjunto de ensembles (105) generados para
cada señal pero con condiciones iniciales diferentes. Al valor medio y
desviación estándar calculado sobre cada conjunto DJSa se la llamará
”auto-DJSa”, DWJS = DJS(W | W). El mismo cálculo D
W˜
JS se hará para
el conjunto de símbolos W˜. Finalmente dos secuencias son diferentes,
en el sentido estadístico, si se cumple que:
µW,W˜ − σW,W˜ > máx[µW + σW ,µW˜ + σW˜ ]
Si los valores de la DJSa no cumplen con este criterio se dice que las
dos señales no son estadísticamente distinguibles entre si.
4.2.2.2 DJSa por medio del uso de ventanas corredizas.
Para el segundo método, se usará una ventana corrediza que se mue-
ve sobre una señal, la cual fue inicialmente simbolizada como se ex-
plicó en la sección anterior. La ventana posee un ancho ∆ > 0 y una
posición k (que hace referencia al centro de la ventana con relación a
la posición sobre la señal). Para cada posición k, se tomaran las sub-
secuencias que se encuentran delimitadas entre el borde izquierdo
y el centro de la ventana y entre el centro y del lado derecho de la
misma. En ambos casos, se calculara la frecuencia de ocurrencias de
los patrones a derecha P(Wderd,τ ) = P
W
der e izquierda P(W
d,τ
izq) = P
W
izq.
Finalmente se evalúa la DJS asociada DJS(k) = DJS(PWder|P
W
izq) como
una función de la posición del puntero k. El valor máximo de la DJS
DJSmax = max[DJS(k)] se interpreta como un cambio en la distribu-
ción de probabilidad de los patrones W(d,τ) en la señal.
4.3 mapas caóticos y ruidos coloreados .
Para analizar los métodos antes explicados, es conveniente usar se-
cuencias conocidas cuyas propiedades han sido estudiadas por dife-
rentes autores. Se estudian 18 mapas caóticos y 5 ruidos coloreados
los cuales se describirá brevemente a continuación.
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4.3.1 Mapas caóticos
Se consideraron 18 mapas caóticos los cuales fuerón tomados del libro
de Sprott [25], y están desarrollados en el apendice C. Los mapas
pueden ser agrupados de la siguiente manera:
• Mapas 1D: son secuencias dinámicas donde la imagen posee
más de una pre-imagen por lo cual, en cada interacción hay
una perdida de información, generando así un sistema caóti-
co [25]. Estos son los mapas que se han analizado: generador
congruencial lineal [157], mapa de Gauss [158], mapa logístico
[159], mapa de Pinchers [160]; modelo de población de Ricker
[161], mapa seno circular [162], mapa seno [29], mapa de Spen-
cer [163] y mapa tienda [164].
• Mapas 2D: estos se pueden dividir en dos categorías: disipati-
vos: en los que el espacio de fase se contrae, y conservativos, en
los cuales alguna cantidad del sistema se conserva (ej la ener-
gía). Los mapas que se han utilizados fueron: mapa de Hénon
[165], mapa de Lonzi, mapa logístico retardado [166], mapas
campanita [167], mapa disipativo estándar [168], mapa del ga-
to de Arnold [162], mapa red caótica [169], mapa de Chirikov
[170], mapa hombre de jengibre [171], mapa de Hénon preser-
vador de áreas [165].
Para todos los mapas presentados anteriormente, se utilizaron los
parámetros y condiciones iniciales descriptos en el libro de Sproot.
4.3.2 Ruidos Coloreados
Existen muchos tipos de ruido en la naturaleza, y su caracterización
se realiza a través de su espectro de potencia y de la distribución de
sus valores. El ruido que el espectro de potencia es independiente de
la frecuencia se denomina blanco por analogía con la luz blanca. El
ruido blanco es no correlacionado ya que la función de correlación
es cero para todos los tiempos (función de correlación deltiforme).
Un ruido con un espectro de potencia que varía con la frecuencia se
denomina correlacionado. La potencia del ruido varía con la frecuencia
de la forma 1/fk (también llamado ruido de Hurst). El ruido blanco
tiene k = 0. El caso de k = 1 se llama ruido rosa y se utiliza, por
ejemplo, en la investigación acústica. El caso k = 2 corresponde al
ruido browniano [172]. A los ruidos cuya potencia aumenta cuando
la frecuencia crece (k < 0) se los llama ruidos azules si (k = −1).
Un ejemplo en donde se presenta este tipo de ruido, son las células
de la retina que están dispuestas en patrones de ruido-azul. Estas
han demostrado estar asociadas con un muy buen rendimiento en la
resolución visual gracias a este tipo de tramado [173]. El ruido violeta
(k = −2) es una señal de ruido diferenciado que tiene una trayectoria
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específica, y que resulta útil para el bloqueo de algunos sonidos de
mayor frecuencia.
4.4 análisis de la divergencia de jensen shannon alfa-
bética entre secuencias caóticas y aleatorias
Se analizo la DJSa entre secuencias caóticas y aleatorias. Las mismas
fueron analizadas usando los dos métodos descriptos en la sección
4.2.2. Para ello se generaron un conjunto de 105 secuencia para ca-
da mapa o ruido mencionado en la sección 4.3, se mantuvieron los
mismos parámetros de generación pero con diferentes condiciones
iniciales.
4.4.1 Matriz para la distancia DJSa
Se tomaron las señales caóticas 1D y los ruidos coloreados de longi-
tud Ls = 106 y se calculó una matriz de distancias entre las series
caóticas y los ruidos coloreados, utilizando el criterio de significancia
de los valores de la DJSa explicado en la sección 4.2.2. Para ello se usa-
ron los parámetros de asignación τ = 1 y 8 6 d 6 12. En la figura 10
se pueden observar las matrices de las distancias DJSa correspondien-
te a los parámetros d = 8 y τ = 1. Para las diferentes dimensiones de
inmersión d, se obtienen resultados similares.
Haciendo un análisis sobre los resultados, para el caso de la matriz
de la DJSa caos-ruido (figura 10A) se observan que la mayor parte de
los mapas caóticos son distinguibles de los diferentes tipos de ruidos
coloreados. Para el caso particular del mapa generador congruencial
(GC) y el ruido blanco, la DJSa no supera el criterio de significancia.
Un explicación a este comportamiento se puede dar ya que el GC mas
allá que sea un sistema determinista, es un ejemplo muy simple de un
generador de números aleatorios, el cual pasa los test de primalidad
de Miller–Rabin2 y el solitario FreeCell 3. Por lo tanto la distribución
de las palabras {Wt(8,1)} correspondiente para GC y al ruido blanco
son similares4.
Para el segundo caso se calculó la misma matriz de distancias DJSa
entre diferentes secuencias caóticas. En la Fig (10b) se puede ver que
la matriz DJSa es simétrica, esto viene gracias a la simetría que po-
see la Ec. 27. La matriz distancia muestra que todos los valores de
la DJSa están por encima del criterio de significancia, y por lo tanto
la DJSa puede dar una distancia relevante entre las FDP de todas las
secuencias caóticas expresadas en este trabajo. Mas aún, los valores
expresados por la DJSa no son azarosos, sino que un análisis deta-
2 Es una prueba de primalidad: un algoritmo que determina si un número dado es
primo o no.
3 Es el juego de cartas del solitario creado en 1978
4 Sin embargo para d altos d ' 12, se pueden diferenciar las dos secuencias.
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llado muestra que tienen una estrecha relación con el diagrama de
fase de los mismos. Por ejemplo, el mapa logístico, el mapa tienda y
el mapa seno tienen diagramas de fases similares 5, y a partir de los
valores de la matriz distancia se observa que poseen los valores de
DJSa más bajos. El mismo comportamiento se puede encontrar entre
el mapa de Pinchers y el mapa de Spencer. A medida que los diagra-
mas de fase se hacen más diferentes, la DJSa aumenta.
El mismo análisis se realizó con las series caóticas en 2D. Fueron asig-
nadas las señales caóticas bidimensionales descriptas en la sección 4.3
utilizando el método explicado en la sección 4.2.2 y se calculó la ma-
triz distancia de la DJSa, bajo los parámetros 6 > d > 12 y τ = 1.
En la figura 11 se puede observar la matriz DJSa correspondiente a
los parámetros d = 8 y τ = 1.Al igual que lo observado para las se-
ries unidimensionales, todos las distancias han pasado el criterio de
significancia, por lo cual todos los mapas son distinguibles entre si.
Además, se puede ver que los valores de la DJSa decrecen a medida
que la topología del diagrama de fases, tienden a ser similares, esto
se lo puede ver el caso del mapa de Henón y el mapa de Lonzi. Y
los valores de DJSa aumenta cuando los mismos tienen diferencias
topográficas muy diferentes como por ejemplo en el mapa de Henón
preservador de área y el mapa de Chirikov. Para las diferentes di-
mensiones de inmersión cambia el valor absoluto de la DJSa, pero se
mantiene constante el valor relativo entre las distancias de la matriz,
mostrando la robustez del método.
Si se quiere ver la relación entre los diagramas de fase y los valo-
res de DJSa, primero se debe recordar que la DJS da una medida de
disimilitud entre dos distribuciones de probabilidad. En el caso de
estudios las FDP están asociadas al conjunto de palabras {Wt(d,τ)} y
{W˜t(d,τ)}. El valor de DJSa resulta de calcular la distancia entre estas
FDP. Por el teorema de Takens, se sabe que estos conjuntos de pa-
labras son los encargados de reconstruir el espacio de fase de cada
señal original, por lo cual, espacios de fases similares tendrán una
distribución de probabilidad de palabra similares, haciendo que los
valores de la DJSa sean más pequeños.
4.4.2 La DJSa como detector de cambios en una señal
En esta sección se ha puesto a prueba el método de detección de cam-
bios en una señal, utilizando la DJSa mediante una ventana móvil de
la forma descripta en la sección 4.2.2.2. En este caso se unieron dos
señales diferentes de igual longitud Ls1 = Ls2 = 5× 105, donde la
señal s1 era una secuencia caótica y la s2 una aleatoria, o dos secuen-
cias caóticas diferentes. Utilizando un ancho de ventana ∆ = 40000,
se procedió a analizar cada una de las combinaciones generadas.
En la figura 12 se puede ver el resultado de aplicar la DJSa a cuatro
5 Obsérvese los gráficos en el apéndice C
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Figura 10: Matriz distancia de la DJSa para señales 1D bajo los parámetros
d = 8 y τ = 1. (A) La matriz de DJSa entre mapas caóticos y
ruidos coloreados. (B) La matriz de la DJSa entre mapas caóticos.
Los valores 0.00 significan que la DJSa no ha superado el criterio
de significancia expuesto en la sección 4.2.2.
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Figura 11: Matriz distancia de la DJSa para señales de 2D calculada bajo
los parámetros d = 8 y τ = 1. Los valores 0.00 significan que la
DJSa no ha superado el criterio de significancia expuesto en la
sección 4.2.2.
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Figura 12: Calculo de la DJSa mediante el método de ventana para los pará-
metros d = 8, τ = 1 y ∆ = 40000. (A) Secuencias compuestas de
señales caóticas y aleatorias. (B) Secuencias compuestas por dos
señales caóticas diferentes. En ambos gráficos la unión de ambas
secuencias se encuentra en la linea vertical punteada.
de todas las posibles combinaciones de secuencias de caos-ruido. Si-
milares resultados se observan para el caso de secuencias generadas
de la forma caos-caos. Cabe destacar como la DJSa alcanza su valor
máximo exactamente en el punto de unión de las dos secuencias dife-
rentes, la cual esta marcada con una linea vertical punteada. El valor
que alcanza en este punto es varios ordenes de magnitud superior a
los valores que toma cuando la ventana se encuentra en una secuen-
cia pura. Claramente, no existe un problema con relación a los valores
de las fluctuaciones estadísticas. Para el caso de las secuencias combi-
nadas caos-caos (figura 12B), las diferentes alturas dependen de cuán
similares son los diagramas de fase de las señales unidas, tal como
se explicó en la sección 4.4.1. Para completar esta parte del trabajo
se extendió el análisis de secuencias combinadas a las secuencias bi-
dimensionales, para lo cual fueron tomadas 4 señales combinadas.
Se aplicó el método de mapeo alfabético bidimensional. Los resulta-
dos se pueden ver en la figura 13. Todas las señales son claramente
identificables y nuevamente la altura máxima depende de la afinidad
topográfica de los diagrama de fases de las secuencias unidas.
4.5 algunas aplicaciones a señales reales de la djsa
Dejando de lado los modelos de ”juguete” explicados en la sección
anterior, se probarón las herramientas antes propuestas al análisis de
un grupo de señales reales. La primera es un conjunto de señales
de ECG sobre las cuales calcularemos la matriz de distancias de la
DJSa entre grupos de pacientes con diferentes patologías cardíacas.
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Figura 13: Calculo de la DJSa para señales de 2D mediante el método de
ventana para los parámetros d = 8, τ = 1 y ∆ = 40000. Las
secuencias están compuestas por dos señales caóticas diferentes
bidimensionales. La unión de ambas secuencias se encuentra en
la linea vertical punteada.
4.5 algunas aplicaciones a señales reales de la djsa 69
En el segundo contexto de aplicación, se utilizaron distintas señales
tomadas sobre el eje de un motor eléctrico, mediante la aplicación
DJSa se pudo determinar el momento en el cual existe un cambio en
la alineación en el eje del motor.
4.5.1 Distinción entre grupos de pacientes con problemas cardíacos
Se midieron los intervalos de tiempo entre los latidos del corazón
(ILL), sobre 15 pacientes. Los mismos se agruparon en 3 grupos de
5 pacientes cada uno. El primer grupo estuvo constituido por perso-
nas sanas con ritmo sinusal normal (RSN); el segundo grupo estuvo
formado por personas que sufría de insuficiencia cardíaca (IC), y el
tercer grupo de pacientes que padecían de fibrilación auricular (FA).
Este conjunto de datos se encuentran disponible libremente en:
www.physionet.org/challenge/chaos/.
Cada serie tiene cerca de 24 horas de duración (aproximadamente
100.000 intervalos). Los registros analizados no poseen ningún filtro
previo. En la figura 14 se muestra la matriz de distancias de la DJSa
entre los tres grupos para los parámetros d = 8 y τ = 1.
Con la DJSa se alcanza una clara distinción entre los grupos. Se pue-
de decir que la distancia de DJSa, puede discriminar entre el grupo
control y los grupos patológicos. Esto se debe a que en los pacientes
pertenecientes al grupo control, la frecuencia de tiempo entre latidos
se mantiene prácticamente sin alteraciones, mientras que los pacien-
tes con patologías están alteradas. Esta diferencia entre latidos es cap-
tada por medio del mapeo alfabético, dando diferentes distribuciones
de patrones para cada grupo. Esta diferencia entre DP es cuantificada
mediante DJS.
4.5.2 Detección del desalineamiento del eje de un motor eléctrico
En relación al segundo contexto de aplicación propuesto, la primera
de las mediciones realizadas sobre el motor eléctrico, corresponde a
la vibración por medio del uso de un acelerómetro capacitivo, monta-
do sobre el eje z del cojinete del motor (figura 15A). La segunda es la
señal procedente de un codificador incremental óptico de tambor ro-
tativo, con unos 145 pulsos por revolución mostrado en la figura 15B.
La tercera es una señal generada por un acelerómetro piezoeléctrico
montado en el mismo lugar donde se tomaron las señal capacitiva
figura 15C. La última señal es la tasa de carga del motor 6 figura 15D.
Los datos fueron obtenidos con una frecuencia de muestreo de 25000
Hz sin realizarle ningún pre-procesamiento7. Para mas detalles técni-
6 La misma está relacionada con la frecuencia de rotación del eje por medio de un
"keyphaser"
7 Los datos fueron cedidos amablemente por el Dr.Pierre Granjon del laboratorio
GIPSA-Lab, Grenoble.
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Figura 14: Matriz de distancia DJSa, para tres grupos de 5 pacientes cada
uno: el grupo RSN, el grupo IC y el grupo FA. Ver el texto para
más detalles.
cos sobre las mediciones ver (capítulo 5 referencia [174]).
Cada una de las señales posee un largo deN = Na+Nd = 140000, en
donde los primeros Na = 70000 valores corresponden a la medición
del eje cuando se encuentra en la posición alineado y Nd = 70000
valores cuando el mismo se encuentra en posición desalineado. A to-
das las señales se le aplicó el método de la ventana la DJSa con los
siguientes parámetros: d = 8 ,τ = 1 y ∆ = 40000. Los resultados se
muestran en la figura 15. Se observa que para todas las señales, el
valor máximo de la DJSa se alcanza exactamente cuando el estado de
alineación del eje cambia. Ese punto se encuentra delimitado por la
linea vertical punteada. Para el caso de las señales provenientes de la
medición de la vibración tanto piezoeléctrica como por acelerómetros
capacitivos, el valor de la DJSa máxima es menor y más fluctuantes
que por los otros dos métodos. Esto se puede asociar a la eficacia
de los métodos de medición. En todos los casos las dos señales son
claramente detectables por el método aquí propuesto.
4.6 discusión
En este capítulo se ha introducido la noción de asignación alfabética,
una alternativa al método de Bandt y Pompe explicado en el capí-
tulo de entropía de permutación. Como se ha visto, el método se
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Figura 15: Análisis de la DJSa mediante el método de ventana correspon-
diente a cuatro señales diferentes tomadas sobre el eje de un mo-
tor eléctrico en rotación. (A) Señal de un acelerómetro capacitivo
montado sobre el eje z del cojinete del motor. (B) señal de un co-
dificador incremental óptico de tambor rotativo con 145 pulsos
por revolución. (C) Señal generada por un acelerómetro piezo-
eléctrico montado sobre el mismo lugar que A. (D) Señal de la
tasa de carga del motor. Todas las señales fueron analizada bajo
los parámetros d = 1 τ = 2 ∆ = 40000.
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puede utilizar para señales de una dimensión, y con una leve mo-
dificación aplicarlo en señales de dos dimensiones. En este último
caso, se puede utilizar toda la información proveniente de la señal. A
esta forma de asignación se le ha aplicado una métrica proveniente
de la teoría de la información llamada divergencia de Jensen-Shanon.
Mediante el uso de estas dos herramientas, se ha desarrollado dos
métodos para distinguir entre diferentes tipos de señales. Por medio
de la primera, se generó una matriz distancia que permite medir la
similitud entre señales de naturaleza distintas. Para ello, se usó seña-
les bien conocidas de la literatura que provienen tanto de la teoría del
caos, como de las señales estocásticas con diferentes espectros de fre-
cuencia. Mediante la matriz distancia DJSa, se pudo mostrar que las
señales caóticas son claramente diferenciables de los ruidos y entre
ellas mismas. En este último caso, se pudo determinar que los valo-
res de la DJSa correspondían a cuán similar eran sus diagramas de
fase. Cuanto más bajo es el valor de la DJSa, más parecida es la es-
tructura de sus diagrama de fase. Esto se observo tanto para señales
caóticas unidimensionales como bidimensionales. Luego se procedió
a aplicar esta matriz a datos de ECG reales, los cuales con la DJSa
se logra distinguir grupos de pacientes con problemas cardíacos de
pacientes de control.
En la segunda parte del trabajo se propuso un método por el cual
la DJSa se va calculando por medio de una ventana corrediza que se
mueve sobre una señal mapeada por el método alfabético. La ventana
fue dividida en dos partes iguales. Cada vez que la ventana se movía
una posición, se calculaba la DJSa entre las dos subsecuencias limi-
tadas dentro de la ventana. El valor máximo corresponde al punto
donde existe un cambio en la probabilidad de la distribución de los
valores de la señal. Primero se probó su eficacia utilizando secuen-
cias compuestas por dos señales diferentes unidas en algún punto y
la DJSa detectó en todos los casos el punto exacto donde las dos seña-
les diferentes se acoplaban. Finalmente se trabajó con señales reales
extraídas de la medición de diferente tipos de señales sobre el eje de
un motor eléctrico, para determinar cuando el mismo se encontraba
alineado o desalineado, dando resultados satisfactorios.
Para concluir, cabe destacar que estos análisis se hicieron sobre una
única medición. Por lo tanto no son promedios de mediciones sucesi-
vas. Esto muestra la eficiencia del método. Esto último permite pensar
que, gracias a su bajo costo computacional y a la gran efectividad, sin
la necesidad de disponer de todos los datos simultáneamente, el mé-
todo de DJSa por medio de una ventana móvil se puede aplicar al
análisis de señales a tiempo real.
5
P L A N O C O M P L E J I D A D - E N T R O P Í A
En este capítulo se retomaron las ideas de entropía de permutación y
complejidad de permutación de Lempel-Ziv, las mismas fueron com-
binadas para el análisis de series temporales en un plano complejidad
vs entropía. Mediante este plano se caracterizaron diferentes mapas
caóticos y ruidos no gaussianos. Así mismo, se analizaron señales de
EEG para mostrar una nueva manera de caracterizar el tratamiento
farmacológico de un paciente que sufre epilepsia.
5.1 introducción
En este capítulo se introducirá una forma de analizar diferentes tipos
de señales, utilizando las herramientas explicadas en los capítulos an-
teriores. Generando un plano de complejidad vs entropía. La unión
de estos dos concepto permite la obtención de información sobre las
series, que no se puede adquirir utilizando estas dos magnitudes por
separado.
Estos tipos de planos se han utilizado en la literatura para la diferen-
ciación entre señales caóticas y aleatorias [59], para la caracterización
de mapas caóticos [58], para determinar autoría en textos literarios
[72], para la distinción el grado de desarrollo del mercado de valores
[175] y en el análisis de EEG [176]
Entre las complejidades utilizadas en estos planos se destaca la ”medi-
da de complejidad estadística” (statistical complexity measure (SCM))
[177], que se define como un producto entre la entropía de Shannon
de la FDP de la señal y la DJS entre la FDP de la señal a analizar y la
distribución de probabilidad uniforme. La información que se obtie-
ne de este tipo de plano es puramente estadística por lo que la idea
es proponer un plano complejidad-entropía en el cual la complejidad
tenga una base determinística.
Teniendo en cuenta las propiedades que posee la complejidad de
Lempel-Ziv (ver capítulo 3.2) y la relación que posee con la entropía
de Shannon Ec.33, se ha definido el plano complejidad de permuta-
ción de Lempel-Ziv (CPLZ) vs Entropía de Permutación (EP).
El desarrollo del cálculo de la CPLZ ha sido presentado en el capítu-
lo 3 y la EP en el capítulo 2. Se quiere remarcar que los parámetros
de mapeo de los vectores permutación (d y τ) utilizados tanto para
los calculos CPLZ como EP, serán los mismos.
Para poner a prueba estos métodos de análisis, se utilizará una se-
rie de mapas caóticos, ruidos correlacionados y anticorrelacionados,
descriptos en la literatura [25]. En una segunda parte se aplicará este
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plano a nuevas mediciones realizadas sobre el paciente con epilepsia
idiopática generalizada descripta en el capítulo 2.
En la sección 5.2, se describirá brevemente las señales artificiales que
utilizaremos. En la sección 5.3, se hará el análisis y caracterización
de dichas señales. En la sección 5.4, se analizará las señales de EEG
a través del plano complejidad-entropía. Por último en la sección 5.5,
se discutirán los resultados.
5.2 caracterización de mapas caóticos y ruidos no gaus-
sianos .
La definición de algunos mapas caóticos y ruidos coloreados fue pre-
sentada en el capítulo 4. En esta parte, se ampliará el conjunto de
mapas caóticos a los que se agregará los mapas de Schuster. Por otro
lado se ampliará el número de ruidos coloreados, y se introducirán
dos nuevos tipos de señales las cuales no se pueden enmarcar ni en
ruidos ni en mapas caóticos: el movimiento fraccional browniano y el
ruido fraccional gaussiano 1.
5.2.1 Mapas caóticos
Se han considerado 26 diferentes mapas caóticos descriptos en el libro
de Sprott [25]. Estos mapas se encuentran agrupados como2:
• Mapas conservativos: En contraste con los sistemas disipativos,
los sistemas conservativos tienen alguna cantidad que se con-
serva, tales como la energía mecánica o el momento angular. En
este caso, el volumen de su diagrama de fase se mantiene cons-
tante. Estos sistemas surgen de una forma natural al formular
el Hamiltoniano de un sistema mecánico clásico (newtoniano), y
también se denominan sistemas Hamiltonianos.
Se analizarán los siguientes mapas concervativos: mapa de Ar-
nold (1) [178], mapa de la red caótica (2) [169], mapa estándar
de Chirikov (3) [170], mapa hombre de jengibre (4) [171], ma-
pa de Henón cuadrático preservador de áreas (5) [165], mapa
caótico tridimensional de Lorenz (6) [179].
• Mapas Disipativos: Hay que recordar que los sistemas mecánicos
disipativos son aquellos en los cuales, la energía mecánica se
convierte en calor (es disipada), esto implica una contracción
del volumen del espacio de fases [25].
Se estudiarán los siguientes mapas: mapa de Hénon (7) [165],
mapa de Lonzi (8), mapa logístico de retrasado (9) [166], mapa
1 El número entre paréntesis que aparece para cada uno de los mapas y los ruidos
que se exponen a continuación, corresponden al valor asignado en la figura 17. En
la tabla 1 del apéndice C.4 se resumen todas las señales utilizadas en este capítulo.
2 Para una descripción mas profunda de los mapas ver apéndice C
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campanita (10) [167], mapa cúbico de Holmes (11) [180], mapa
disipativo estándar (12) [168], mapa de Ikeda (13) [181], mapa
de Sinai (14) [182], mapa discreto presa-depredador (15) [183].
• Mapas no invertibles: Un mapa iterativo se llama no invertible,
cuando para cada secuencia de iteración Xn tiene dos o más
preimagenes Xn−1, las cuales no coinciden. En consecuencia,
existe información que se pierde con cada iteración, ya que no
hay manera de saber de que valor provino. Esta pérdida de in-
formación es equivalente a un crecimiento exponencial del error
sobre la condición inicial lo cual caracteriza a la generación del
caos. La condición de no invertibilidad es necesaria para los
mapas caóticos unidimensionales, pero no para mapas en di-
mensión superior [25].
Aquí se analizarán los siguientes mapas caóticos no invertibles:
generador congruencial lineal (16) [157], mapa cúbico (17) [168],
mapa cúspide (18) [184], mapa de Gauss (19) [158], mapa logís-
tico (20) [159], mapa tenazas (21) [160], modelo de población de
Ricker (22) [161], mapa seno circular (23) [162], mapa del seno
(24) [29], mapa de Spence (25) [163], mapa de tienda (26) [164].
5.2.2 Mapas de Schuster
Schuster y colaboradores [185], introdujeron un mapa caótico que
posee intermitencia de la forma de ruido 1/f. La ocurrencia de las
intermitencias se alternan aleatoriamente entre fases largas (lamina-
res) y estallidos caóticos relativamente cortos. Las mismas se generan
mediante la siguiente ecuación iterativa.
xn+1 = xn + xn
z mod (1) (45)
Se ha trabajado para los casos z = 5/2, z = 2 y z = 3/2 (etiquetas
referentes 27, 28 y 29).
5.2.3 k-ruidos
En el capítulo 2 se ha hecho referencia a los ruidos los cuales tienen
un espectro de potencias de la forma de 1/fk. En este trabajo se mues-
tra el análisis para ruidos que poseen k entre 0 6 k 6 3,75 (48-63)3
3 En el mapa se representa el punto (48) para k = 0, van creciendo, hasta el punto (63)
que corresponde a k = 3,75
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5.2.4 Movimiento fraccional gaussiano y ruido fraccional browniano
Un proceso gaussiano BH = BHt , t > 0 se llama movimiento fraccio-
nal browniano (MFB) de índice de Hurst H ∈ (0, 1) si el promedio es
cero y la función de covarianza es
〈BH(t)BH(s)〉 = RH(t, s) = 1
2
(s2H + t2H − |t− s|2H). (46)
con s, t ∈ R. Este proceso fue introducido por Kolmogorov [186]
y estudiado por Mandelbrot y Van Ness en [187], y se estableció una
representación integral estocástica en términos del movimiento brow-
niano estándar. El parámetro H se llama índice de Hurst, introducido
por el climatólogo Hurst [188]. Es la única familia de señales en la
que (a) es Gaussiana, (b) auto-similar (BH(at) ≈ |a|H BH(t)), y (c) se
producen incrementos (BH(t) − BH(δt) = BH(t− δ(t))) estacionarios
para ∀ δt (ver Ref. [189]). Cuando H > 1/2 implica persistencia (corre-
laciones positivas), y los incrementos consecutivos tienden a tener el
mismo signo; en cambio, para H < 1/2, exhibe antipersistencia (corre-
lación negativa), y los incrementos consecutivos son más propensos
a tener signos opuestos.
El proceso de incremento viene dado por:
GH(t) ≡ BH(t+ 1) −BH(t) (47)
se conoce como ruido fraccional gaussiano (RFG) [190], siendo las
autocorrelaciones de la forma:
ρ(k) = 〈GH(t)GH(t+ k)] = 1
2
[(k+ 1)2H− 2k2H+ |k− 1|2H〉,k > 0.
(48)
Se puede ver que para H = 1/2 todas las correlaciones para tiempo de
retraso diferentes a cero desaparecen, y G1/2(t), t > 0 por lo tanto, es
una representación de ruido blanco. Para la evaluación de las series
temporales MFB y RFG se adoptaron el algoritmo de Davies-Harte
[191]. Para el siguiente análisis se eligieron H ∈ (0, 1) con un δH = 0,1
para ambos casos MFB (30-38) y RFG (39-47).
Las señales que se analizarán en el plano complejidad entropía están
resumidas en la tabla apéndice C.4.
5.3 análisis del plano complejidad vs entropía
Se estudiaron un total de 63 señales indicadas en la sección 5.2. La
longitud de las mismas es Ls = 106 y se generaron Ne = 103 ensam-
bles de datos, utilizando los mismos parámetros, pero cambiando las
condiciones iniciales. Todas las señales fueron discretizadas mediante
el método de Bandt-Pompe bajo los parámetros 3 6 d 6 8 y τ = 1.
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Luego se evaluó la complejidad de permutación de Lempel-Ziv y la
entropía de permutación. Sobre estos valores se calcularon el valor
medio y la matriz de covarianza a cada señal. Finalmente, se presen-
taron los resultados en un mapa complejidad-entropía (CLZ vs HPE)
figura 16. Analizando cada grupo de señales se han encontrado los
siguientes resultados:
mapas caóticos : se puede decir que la mayoría de los mapas se
encuentran con un valor de entropía comprendido en el interva-
lo [0,35; 0,8] y valores de complejidad entre [0; 0,15]. Existe un
pequeño grupo de mapas caóticos que se encuentran con valo-
res de complejidad y entropía muy altos como ser el mapa de
Arnold (1), el mapa de Sinai (14), el mapa disipativo (12) y el
generador congruencial (16). Estos mapas se consideran mapas
patológicos ya que los mismos, más allá de ser deterministas,
generan secuencias pseudoaleatorias. Esto se puede ver en la
topología de sus diagramas de fases (ver C). Sin embargo, se
puede observar que salvo el generador congruencial (16), todos
los demás mapas están bien diferenciados de los ruidos aleato-
rios ya que poseen menores valores de complejidad. La razón
por la que los valores de la complejidad de los mapas caóticos
sean menor que los MFB, RFG y k-ruidos, se debe a que los
primeros son de naturaleza determinística, y por ello el número
de patrones diferentes necesarios para recrear la señal original
es menor que la requerida en una señal de origen aleatorio.
En su mayoría, los mapas conservativos poseen menor compleji-
dad que los mapas disipativos y los no invertibles, siendo estos
últimos los que más complejidad poseen.
mapas de schuster : son los mapas de mas baja entropía, con un
valor HPE < 0, 6. esto está dado en que los mapas de Schuster
poseen regiones laminares de muy bajo ruido separadas por
estallidos caóticos. Al disminuir el parámetros z, se observa un
marcado aumento de HPE moviéndose hacia la región de las
señales caóticas. Esto se debe a que al disminuir el exponente
z, disminuye el tamaño de la región laminar, implicando que el
sistema se asemeja más a un sistema caótico completo.
movimiento fraccional browniano : si se observa la figura 16A,
los MFB se mantienen en una región intermedia entre el grupo
de las señales caóticas y el grupo de las señales aleatorias. Lo
mismo esta dado ya que son procesos que nacen de la integra-
ción de los RFG, es decir, se generan mediante un proceso de
suma paso por paso. Para H cercano a 0, se tiene un ruido al-
tamente descorrelacionado, lo que implica un proceso bastante
desordenado y por lo tanto los valores de la entropía y de la
complejidad son altos. Mientras H aumenta, la descorrelación
en los ruidos disminuye, pasando a tener una correlación cada
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Figura 16: Plano de complejidad de permutación de Lempel-Ziv vs entro-
pía de permutación aplicado a mapas caóticos, ruidos correlacio-
nados y no correlacionados. (A) Distribución de los mapas caó-
ticos (mapas conservativos, mapas disipativos, mapas no inver-
tibles, mapas de Schuster) y ruidos correlacionados (MFB, RFG,
k-ruidos), el análisis de los resultados se encuentran en la sec-
ción 5.3. (B) Ampliación de la zona de mayor entropía y comple-
jidad del plano. Los promedios y las elipses del desvío estándar
corresponden a los valores calculados sobre 106 ensambles por
señal. (C) Valores de complejidad y entropía para el mapa gene-
rador congruencial, para el ruido blanco y RFG con menor co-
rrelación. Los histogramas laterales pertenecen a los valores de
complejidad y entropía calculados sobre un conjunto de 106 en-
sambles por cada señal analizada. Los valores de entropía hPE y
complejidad CLZ están normalizados. Todos los mapas analiza-
dos en esta figura se encuentran en la tabla 1, apéndice C.4
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vez más alta. Como consecuencia se producen procesos cada
vez más organizados y con una tendencia muy marcada, lo que
conduce a valores de entropía y complejidad menores.
ruido fraccional gaussiano : en la figura 16B se puede ver cla-
ramente , que para H < 1/2 la entropía y la complejidad aumen-
tan al crecer el índice H. Esto es debido a que se produce una
disminución de la anticorrelación y por lo tanto hay un aumento
de la aleatoreidad. En H = 1/2, el RFG corresponde a un ruido
blanco (k-ruido con k = 0,0), con la entropía y la complejidad
alcanzando sus valores máximos (HPE = 0,998, CLZ = 0,436). A
medida que el exponente H > 1/2 crece, comienzan a aparecer
correlaciones positivas haciendo decrecer tanto los valores de
complejidad como de entropía4. Se puede observar que los va-
lores de CLZ correspondientes a la señales de RFG con correla-
ción negativa son menores a las que poseen correlación positiva.
Esto puede deberse a que los procesos de correlación negativa
son de corto alcance, mientras que los procesos de correlación
positiva son de largo alcance. Los valores de CLZ estarían in-
dicando que se requiere una mayor cantidad de símbolos para
almacenar la información, de las señales que poseen correlacio-
nes de largo alcance, que para las del caso contrario.
k-ruidos : lo que se observa en este caso es que al aumentar la co-
rrelación en el ruido (es decir aumentando el valor de k), los
valores de entropía y complejidad decrecen. Como fue dicho,
los valores máximos de entropía y de complejidad se alcanzan
para k = 0. En la figura 16C, se observan los histogramas cal-
culados para los valores de entropía (histograma inferior) y los
de complejidad (histograma lateral) existen señales las cuales
se distinguen muy bien para los valores de entropía, pero no
para la complejidad como ser RFG con H = 0 ,6 (44), y el ruido
blanco (48). Esto también ocurre para el caso contrario, señales
donde su distinción se hace muy marcada para los valores de
complejidad, y no así para los valores de entropía, como ser el
caso de RFG con H = 0 ,6 (44) y RFG con H = 0 ,4 (42). Esto in-
dica que el uso de un mapa permite una mejor distinción de las
diferentes señales. Sin embargo se debe tener en cuenta que el
mapa generador congruencial (16), posee los mismo valores de
complejidad y de entropía que ruido blanco. Como se comentó
en el capítulo 4 este mapa es un muy buen generador de ruido
pseudoaleatorio, por lo cual la distinción entre estas dos señales
se vuelve una tarea difícil de resolver.
4 Estos resultados se corresponden con los resultados obtenido en otro tipo de planos
[58, 59].
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5.4 aplicaciones del plano CLZ vs HPE a señales de eeg
En esta segunda parte se ampliará el trabajo realizado en el capítulo 2
sobre la cuantificación del tratamiento farmacológico de un paciente
con epilepsia idiopática generalizada (EIG). En este caso se lo hará,
mediante el seguimiento del paciente en cuatro diferentes etapas de
su tratamiento. Luego de los resultados expuestos en el capítulo 2,
al mismo paciente se le realizaron nuevos estudios, ampliando el nú-
mero de observaciones durante su tratamiento farmacológico. Para
los detalles de las características clínicas del paciente, ver el capítu-
lo 2.2.3. El aspecto novedoso del tratamiento clínico del paciente es
que luego de ocho meses, los especialistas cambiaron su medicación,
administrando una dosis de lamotrigina 400 mg/día, y 1500 mg/día
de levetiracetam (periodo T2). Esto produjo que el paciente tuviera
una crisis convulsiva cada tres meses. Viendo la mejora del paciente
bajo este esquema de medicación, luego de 5 meses (periodo T3), los
especialistas ajustaron la dosis de levetiracetam a 2000 mg/día, la-
motrigina 400 mg/día y por un lapso de 8 meses hasta el presente,
el paciente no ha tenido ninguna crisis.
Para cada etapa explicada, al paciente se le realizó un EEG bajo las
mismas condiciones (posición basal, ojos cerrados, y no presentó cri-
sis convulsiva mientras se realizaba el registro). Las señales fueron
tomadas con una frecuencia de muestreo de 65 Hz y filtradas entre
0 , 5 y 70 Hz. Luego se procedió al análisis de cada canal en el plano
complejidad-entropía. También se procedió a la comparación con los
valores correspondientes a un grupo de control figura 17.
Observando la figura 17, se ve claramente como a medida que el
esquema de medicación se va modificando, y el paciente presenta un
mejora clínica; los valores de complejidad y de entropía pasan de es-
tar fuera del área correspondiente a los valores del grupo control a
estar dentro, y cada vez más se acercan a los valores medios calcula-
dos para el grupo de control.
Esto representa una convalidación adicional a los resultados presen-
tados en el capítulo 2.2.2. Además se puede observar que este método
de análisis permite una mejor visualización de los resultados en com-
paración a los expuestos en dicho capítulo.
5.5 discusión
En este capítulo se ha presentado el plano complejidad de permuta-
ción de Lempel-Ziv vs entropía de permutación. Mediante el análisis
de mapas caóticos, ruidos correlacionados y no correlacionados, se ha
podido observar que este plano complejidad-entropía es una buena
herramienta para distinguir y caracterizar señales caóticas de ruidos
aleatorios.
Pudo verse que las señales de origen aleatorias poseen valores de en-
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Figura 17: Planos complejidad-entropía analizados para los 20 canales del
EEG. Los triángulos corresponden a los registros de EEG perte-
necientes al paciente con EGI realizados en las diferentes etapas
del tratamiento farmacológico. Los puntos con la elipse corres-
ponde a los valores medios del grupo control de 20 pacientes con
su correspondiente desvío estándar. Como se puede observar a
medida que el tratamiento avanza, los valores de complejidad y
entropía se van corriendo hacia la zona del grupo control.
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tropía y complejidad superiores a las señales caóticos. Además que
señales caóticas pueden ser muy bien distinguidas entre ellas. Se ha
podido describir el comportamiento de otro tipo de señales caóticas
como ser los mapas de Schuster. Se observó que mediante el aumen-
to de parámetro z, el cual permite disminuir las zonas de estabilidad
de la secuencia, los valores de complejidad y entropía en el plano se
hacen cada vez mas cercanos a la zona donde residen la mayoría de
los mapas caóticos.
Se observó que las señales de origen aleatorio tanto correlacionadas
como no correlacionadas poseen valores de complejidad y entropía
mayores que las señales de origen determinístico. Los ruidos que po-
seen poca correlación o ninguna, como ser el caso del ruido blanco,
alcanzan los valores de complejidad y entropía máximas dentro del
plano. A medida que la correlación comienza a ser mayor los valores
tanto de entropía como de complejidad comienzan a disminuir, pero
siempre son superiores a los valores de las señales caóticas.
El mapa ha demostrado ser una herramienta muy útil para la discri-
minación de las señales aleatorias y determinísticas, siendo a su vez
una buena forma de caracterización de dichas señales y siendo robus-
ta al cambio del parámetro de inmersión d.
En la segunda parte, se aplicó el análisis de las señales de EEG del
paciente con epilepsia presentado en el capítulo 2. En esta ocasión se
analizó cuatro estadíos diferentes en el seguimiento prospectivo del
paciente. Se logró correlacionar la mejora clínica producida por la ad-
ministración de la medicación, con los de valores en plano CLZ vs
HPE correspondientes a los diferentes EEG analizados. De esto modo
se ha propuesto que el plano complejidad-entropía es una buena he-
rramienta para cuantificar los efectos del tratamiento farmacológico
y facilitando la lectura de la evolución del mismo.
En otras palabras el uso del plano complejidad-entropía es un méto-
do muy útil para el análisis señales de diferente naturaleza proporcio-
nando una manera eficaz de hacer un análisis tanto estadístico como
determinístico. Se quiere destacar que esta manera de presentar los
resultados puede ser de gran utilidad práctica, por ejemplo en el ám-
bito clínico.
C O N C L U S I O N E S Y T R A B A J O S A F U T U R O
conclusiones finales
El análisis de los datos tiene una larga historia y aún así da lugar
a una enorme cantidad de investigaciones. Entre los desafíos, espe-
cialmente para el análisis de señales naturales tales como las señales
biomédicas, existe la necesidad de caracterizar el grado de organiza-
ción o el grado de complejidad de la señal. El problema es detectar
los cambios en la señal que no se pueden analizar visualmente, co-
mo así también el problema de caracterización de la naturaleza de
los cambios específicos en una secuencia. La literatura correspondien-
te a la teoría de la información y del análisis de sistemas dinámicos
proporciona un importante número de herramientas y métodos para
resolver estos desafíos. En esta tesis, se propusieron nuevas herra-
mientas tomadas de la teoría de la información para analizar dichas
series.
En la primer parte del trabajo se introdujo la idea de la entropía de
permutación, la cual permite ver la dinámica subyacente a una se-
ñal mediante la realización de una reconstrucción de los datos en el
espacio de fase de la señal. Éstas se basa en la cuantificación de los
datos considerando sólo las tendencias, en lugar de los valores de la
secuencia. Mediante el uso de este método, se abordó el problema del
análisis de EEG de un paciente quien sufría de epilepsia generalizada
idiopática. Los resultados obtenidos fueron positivos, ya que median-
te el uso de EP se pudo observar un mejora sustancial del paciente,
luego del cambio del tratamiento farmacológico.
Otro de los temas propuestos fue una herramienta que mezcla dos
enfoques: la entropía de permutación y la complejidad de Lempel-
Ziv. La idea fue tratar de obtener la ventaja sobre ambos enfoques, el
primero de los cuales es estadístico, y el segundo determinista a esto
se le llamó la complejidad de permutación de Lempel-Ziv.
Se pudo ver que para señales multidimensionales, utilizando el ma-
peo vectorial de permutación de Bandt y Pompe, la complejidad de
permutación de Lempel-Ziv mejora notablemente la detección de los
cambios de regímenes en la señal, en comparación con el cálculo de la
entropía de permutación. Finalmente se analizó un EEG de un pacien-
te sufriendo una crisis convulsiva sufrida por epilepsia. En el mismo
se observó que la complejidad de permutación Lempel-Ziv detecta
tiempos característicos de la crisis , que otros análisis no lo pueden
hacer.
Se desarrolló una herramienta que permite hacer una distinción entre
secuencias caóticas y ruidos de diferentes tipos. Para ello se introdu-
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jo la idea de aplicar la divergencia de Jensen-Shannon sobre la señal
cuantificada a través de una asignación alfabética. Esta idea se utilizó
sobre señales caóticas y ruidos correlacionados permitiendo generar
una matriz distancia entre las diferentes secuencias. Además se desa-
rrolló un método por medio de ventanas deslizantes que se utilizó
para la detección del cambio de régimen caos-ruido en señales mix-
tas. Además se aplicaron estos dos métodos a señales reales, dando
como resultado que la matriz distancia permitía distinguir grupos de
pacientes con afecciones cardiacas de pacientes sanos, y que median-
te el método de ventanas se podía detectar el momento en que el eje
de un motor eléctrico pasaba de estar en posición alineado a estar
desalineado.
Finalmente tomando las ideas de entropía de permutación y comple-
jidad de permutación de Lempel-Ziv, se propuso una nueva forma de
analizar las señales, mediante un plano complejidad de permutación
de Lempel-Ziv vs entropía de permutación. Nuevamente se tomaron
secuencias caóticas y ruidos correlacionados, ambos obtenidos de la
literatura, y se los analizaron en el plano complejidad vs entropía. Lo
que el mapa puede distinguir entre secuencias caóticas y aleatorias
con mayor precisión que utilizando cada método por separado. Ade-
más se puede observar la diferenciación de los ruidos correlaciona-
dos, dependiendo de la correlación de los mismo. También se aplico
el plano a señales de EEG retomando el caso del capítulo 2, donde
se pudo cuantificar la mejoría del paciente a lo largo del tratamiento
farmacológico y comparándolo con su evolución clínica.
De lo expuesto en el presente trabajo se puede concluir que el uso de
la teoría de la información para abordar el análisis de las series tem-
porales, está aportando grandes resultados a este campo. Por lo tanto
su estudio es de suma importancia, para aportar nuevos métodos de
análisis a las series temporales.
trabajos futuros
Los caminos futuros que pueden tomar cada una de las temáticas
presentadas en este trabajo son numerosos, ya que cada una de ellas
da lugar a nuevas preguntas a responder. A continuación se dará un
breve panorama de como se podrían continuar cada uno de los temas
presentados anteriormente.
Comenzando con el capítulo 2, la idea de calcular la entropía de Shan-
non una vez cuantificada la señal por medio de los vectores permuta-
ción, puede ampliarse si se toman otros tipos de entropías presentes
en la bibliografía, como ser la entropía de Rényi o la entropía de
Fisher, entre otras. El uso de otros tipos de entropías puede dar infor-
mación sobre las series temporales que no las provee la entropía de
Shannon, un ejemplo de esto se ha demostrado al aplicar la entropía
de Tsallis a una series de vectores permutación, daba mayor informa-
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ción que al utilizar la clásica entropía de Shannon [192].
Más allá de las diferentes técnicas matemáticas usadas en este traba-
jo, existe una idea de desarrollar algoritmos los cuales puedan ser
usados en el ambiente clínico. Otro ámbito importante a desarrollar
en un futuro, particularmente aplicado a las señales de EEG, es la de
analizar las series temporales mediante la asignación de los vectores
permutación de manera vectorial como se explicó el capítulo 2. Esto
permitiría trabajar con la información de varios canales del EEG al
mismo tiempo.
La idea planteada anteriormente puede ser extrapolada para el cálcu-
lo de la complejidad de permutación de Lempel-Ziv explicada en el
capítulo 3. Como se vió en el caso de la ecuación logística 3-dimensional
el uso de una asignación vectorial permitiría una mejor detección de
los regímenes caos-ruido. Estas mejoras pueden ser aplicadas al aná-
lisis de señales multidimensionales, del tipo polisomnográficas, EEG
o MEG.
En el capítulo 4 se ha trabajado aplicando la DJS a una señal cuanti-
ficada por medio del mapeo alfabético. Se pueden tomar otros tipos
de asignaciones y ver si la detección DJS mejora, o usar otro tipos de
métricas para medir distancia entre FDP. Además, otra vez, la cuanti-
ficación puede hacer con señales multidimensionales para luego apli-
carle la DJS u otra métrica para detectar los cambios en el conjunto
de señales.
Como se ha mostrado todas estas herramientas no están acotadas a
un tipo de dato en particular, por lo cual otra idea a desarrollar es
generar un esquema que permita ampliar el campo de aplicación de
estas herramientas. Algunos ejemplos prodrían ser datos de origen,
climáticos, sociales y económicos entre otros.
Finalmente con relación a los mapas entropía complejidad expuestos
en el capítulo 5. Una posibilidad es usar el mapa como un diagrama
de fase, esto quiere decir hacer una seguimiento de los valores de en-
tropía y complejidad a lo largo del tiempo. Esto podría mostrar como
se comporta la señal a entrar en diferentes regímenes (por ejemplo de
caos y ruido). Particularmente con relación al estudio de los EEG, la
idea es ver si los resultados expuestos pueden ser reproducidos cuan-
do un paciente sufre crisis focales, esto significa que la alteración no
se expresa en todo cerebro. Hay indicios que solamente en los canales
que se presenta la alteración, los valores de entropía y complejidad
cambian, mientras que en los canales no alterados permanecen con
valores normales.

Parte I
A P É N D I C E

A
D E TA L L E S T É C N I C O S D E L A I M P L E M E N TA C I Ó N
D E C P L Z
En este apéndice se quiere profundizar sobre el algoritmo de calculo
de la complejidad de permutación de Lempel-Ziv. Se mostrará como
construir los vectores de inmersión Yt(d,t), luego como a partir de és-
tos generar los vectores rango Πt(d,t) y finalmente como calcular la
CLZ de la secuencia de vectores Πt(d,t).
Se debe notar que cuando dos componentes de un vector son iguales,
una ambigüedad se mantiene al realizar el procedimiento de permu-
tación. Esta situación aparece con una probabilidad de cero, para el
estado de una secuencia continua y aleatoria i.i.d, pero puede apare-
cer en secuencias constantes o periódicas. Para evitar una ambigüe-
dad tal, Bandt y Pompe propusieron añadir una pequeña perturba-
ción a los valores, que es equivalente a elegir al azar el valor ”más
pequeño” entre dos valores iguales. Por ejemplo, en el caso de una
secuencia constante, los vectores de permutación pueden reflejar só-
lo el comportamiento de la perturbación, y por lo tanto la entropía
de permutación y la complejidad de permutación de Lempel-Ziv son
valores del ruido y no de la señal bajo análisis. Para superar tal di-
ficultad, cuando tenemos dos valores iguales en una señal, se toma
como el valor más pequeño del vector inmersión, al valor más anti-
guo. En el ejemplo de una señal constante, la secuencia de vectores
de permutación será constante. Por el contrario, en una secuencia ob-
servada puede ser corrompida por un bajo nivel de ruido. Este ruido
puede ocultar la complejidad de la secuencia cuando se evalúan los
vectores de permutación.
En el ejemplo de una señal constante se ilustra de nuevo el impac-
to de los ruidos. Para contrarrestar las perturbaciones, una forma de
eliminación de ruido o filtrar la secuencia observada puede consistir
en elegir un valor δ > 0, para dos componentes Y(i) e Y(j) de un
vector (espacio-fase). Si |Y(i) − Y(j)|6 δ a continuación, Y(i) e Y(j) se
interpretan como iguales. En un sentido, δ es un radio de confianza
en los datos medidos. Si δ = 0, esto significa que tenemos perfecta
confianza en los datos medidos, mientras que para δ > 0 se tiene en
cuenta la posible perturbaciones en las medidas. En otras palabras,
δ puede elegirse para que sea igual a la resolución de la adquisición
de los datos. Prácticamente, el evaluar Cpid,τ(Xt) se puede hacer de
forma recursiva, alternando el cálculo de los vectores de rango y la
actualización de la complejidad:
paso 0 : Se construye el primer vector d-dimensional Y = Yd,τt y se
evalúa el vector rango Πt = ΠY , t = 0; se almacena este vector
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de rango en una columna, e inicializa el algoritmo Lempel-Ziv
(implícitamente, la primera etapa de producción).
paso 1 : t← t+ 1: se sustituye de Y por el nuevo vector de la trayec-
toria, y se evalúa el nuevo vector de rango Πt a ser almacenado
en la columna.
paso 2 . Se actualiza la complejidad de Lempel-Ziv usando este vec-
tor de rango, y luego vuelve al paso 1.
En el caso donde τ = 1, la evaluación del vector rango Πt en el
tiempo t se puede simplificar mediante el uso Πt−1. De hecho, en
la trayectoria del vector construido Y, el primer punto Xsal = Y(0)
desaparece, los otros d− 1 componentes se desplazan, y el siguien-
te punto de la secuencia de escalar Xt aparece como el último de
la componente de Y. La permutación de las componente i (anterior-
mente i + 1, i = 1, ...,d − 1) cambia sólo si cualquiera Xt > Y(i) y
Xsal 6 Y(i) (el rango disminuye) o Xt < Y(i) y Xout > Y(i) (el rango
aumenta). Esta es una actualización de la clasificación, de este modo
se puede hacer con d dobletes de comparaciones (que buscan tam-
bién el rango del nuevo punto Xt).
En la complejidad de Lempel-Ziv, al comenzar un nuevo paso de la
producción, el algoritmo de [67] consiste en probar todas las posibi-
lidades construidas por el puntero como sea posible, en una etapa
de producción, y quedarse con la historia que da el mayor paso de
producción: este es lo que se da a llamar una etapa de producción
exhaustiva.
El algoritmo recursivo se describe en detalle por el diagrama de flujo
que se muestra en la figura 18; en este sencillo caso, τ = 1. Para τ > 1,
el mismo esquema se mantiene, excepto que tenemos que guardar
los primero τ vectores de rango entonces almacenar los τ vectores
Y, digamos Y0, ...,Yτ−1, y el uso de ambos Yt mod τ y Πt−τ para
evaluar de forma recursiva Πt. Para un radio de confianza distinto
de cero , en el algoritmo que esta descrito en la figura 18, x > y
(y, respectivamente, x > y) es entonces reemplazado por x > y+ δ
(respectivamente, x > y+ δ) y x < y (Respectivamente, x 6 y) por
x < y− δ (respectivamente, x 6 y− δ).
Hay que tener en cuenta que hay varios algoritmos que clasifican un
vector rápidamente [193, 194]. En general, estos algoritmos trabajan
mediante la partición recursiva de los puntos que se quieren clasifi-
car, de una forma parcialmente ordenada (a través de un árbol), o
mediante una realización más de clasificación más ”a la fuerza”. En
general, el costo computacional de los algoritmos más optimizados
es O(d log d) en lugar de O(d2) para los métodos comunes. Podría
utilizarse este algoritmo, utilizando la particiones en la etapa t − 1,
para determinar el paso en la etapa t, dando un costo computacional
en O(log d) en lugar de d. Sin embargo, en la práctica, la entropía
Bandt-Pompe (y aquí la complejidad de permutación Lempel-Ziv) se
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estudia en baja dimensiones, de modo que el costo computacional de
un enfoque de calculo a la fuerza, es relativamente próximo a la de
los enfoques más rápidos. Por lo tanto, no se va a profundizar en tipo
de posibles mejoras del algoritmo propuesto. Por último, señalar que,
contrariamente a la entropía permutación, la Lempel-Ziv se puede
evaluar ”en línea”, es decir, actualizando los valores, adquisición por
adquisición.
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Xt+d−1 ≥ Y(i)
START
Πt(1)← pin
Y(1)← Xt
pin ← pin + 1
Xout > Y(i)
Πt(i)← Πt(i)− 1Πt(i)← Πt(i) + 1
we ← 1, c← 1, l← 1
yes
no
no
yes
no
yes
yes
yes
no
Lempel–Ziv complexity Bandt–Pompe permutation
Y ← [X0 · · · Xd−1]
Π0 ← Rank(Y ), t← 0
km ← 1
no
yes
no
yes
yes
no
j ← j + 1
Πl+k = Πj+k
km ← k + 1
k + 1 > km
j = l
we ← 1
c← c+ 1
l← l + km
l > T − d
STOP
l + k > t
k← k + 1
k ← 0
k ← 0
j ← 0
we ← 0
we = 1
no
l > t
c← c+ 1
l + k > T − d
yes
no
yes
no
Xout ← Y(0)
Y(i)← Y(i+ 1)
yesno
i← i+ 1
no
yes
Xout ≤ Y(i)
pin ← 0
i← 0
t← t+ 1
Πt(i)← Πt−1(i+ 1)
i = d− 1
Figura 18: Diagrama de flujo del algoritmo de aplicación de la complejidad
de permutación de Lempel-Ziv CΠ(d,τ) para una secuencia esca-
lar. En este diagrama τ = 1 (véase el texto para la extensión a
cualquier τ) y el tamaño de la secuencia se denota T . we marcas
cuando una palabra es exhaustiva o no, i es el comienzo de una
palabra exhaustiva, j el puntero, y km el tamaño de la palabra
actual [22, 67]
.
B
B R E V E I N T R O D U C C I Ó N A L E E G
b.1 introduction
El análisis de los datos obtenidos a través de registros de EEG ha sido
uno de nuestros principales tema de estudio. Es así que da una breve
explicación del funcionamiento de un EEG, y se explica el tipo de
montaje experimental utilizado en todos los experimentos descriptos
en este trabajo.
La electroencefalografía (EEG) es típicamente un método no invasivo;
sin embargo existen electrodos invasivos que se utilizan a menudo en
aplicaciones específicas para registrar la actividad eléctrica del cere-
bro a lo largo de la corteza cerebral. Un EEG mide las fluctuaciones
de las tensiónes resultantes de las corrientes iónicas procedentes de
las neuronas de las capas superficiales del cerebro [116]. En contextos
clínicos, el EEG se refiere a la adquisición de la actividad eléctrica
espontánea del cerebro durante un período de tiempo [116], a partir
del registro de múltiples electrodos colocados en el cuero cabelludo.
Las aplicaciones para el diagnóstico se centran generalmente en el
contenido espectral de EEG, es decir, el tipo de oscilaciones neurales
que se pueden observar en las señales de EEG.
El EEG se utiliza frecuentemente para diagnosticar epilepsia, enfer-
medad que causa anomalías en las lecturas de EEG. También se uti-
liza para diagnosticar trastornos del sueño, coma, encefalopatías y la
muerte cerebral [195]. El EEG solía ser un método de primera línea
del diagnóstico de tumores, accidentes cerebrovasculares y otros tras-
tornos cerebrales focales. Pero este uso ha disminuido con el adveni-
miento de las técnicas de imagen anatómicas de alta resolución, como
la resonancia magnética (RM) y la tomografía computarizada (TC). A
pesar de la resolución espacial limitada, el EEG sigue siendo una he-
rramienta valiosa para la investigación y el diagnóstico. Algunas de
las ventajas y desventajas del uso del EEG las podemos resumir de la
siguiente manera:
Ventajas:
• Los costos de hardware son significativamente más bajos que
los de la mayoría de otras técnicas.
• El EEG tiene una resolución temporal muy alta, del orden de
milisegundos. El EEG se registra habitualmente a velocidades
de muestreo entre 65 y 2000 Hz en clínica, pudiendo ser muy
superiores en el campo de la investigación.
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• El EEG es una poderosa herramienta para el seguimiento de los
cambios cerebrales durante las diferentes fases de la vida, por
ejemplo la fase de sueño no son las mismas para un adulto que
para un niño.
• Operativamente es mucho mas sencillo que otros métodos tales
como la resonancia magnética funcional (RMf), magnetoencefa-
lografía (ME), etc. Al paciente no se lo expone a altos campos
magnéticos, ni a radiaciones.
• Es relativamente tolerante al movimiento del paciente.
Desventajas:
• EEG tiene muy poca precisión para medir la actividad neuronal
que se produce por debajo de las capas superiores del cerebro
(corteza cerebral).
• A menudo toma mucho tiempo para conectar el EEG a un pa-
ciente, ya que requiere la colocación precisa de decenas de elec-
trodos alrededor de la cabeza y el uso de diversos geles, solu-
ciones salinas, y/o pastas para mantenerlos en su lugar.
• La relación señal-ruido es pobre, por lo que para análisis de
datos sofisticados, se requiere un gran número tanto de medi-
ciones como de sujetos para extraer información útil.
b.2 que es lo que mide eeg
Las cargas eléctrica del cerebro se mueven por miles de millones de
neuronas. Las neuronas están cargadas eléctricamente (o "polariza-
das"), gracias a las proteínas de transporte que bombean iones a tra-
vés de sus membranas. Las neuronas están constantemente intercam-
biando iones con el medio extracelular, por ejemplo para mantener
potencial de reposo y propagar potenciales de acción. Los iones que
poseen carga similares se repelen entre sí, formando una cascada de
propagación. Este proceso se conoce como volumen de conducción.
Cuando la cascada de iones alcanza los electrodos colocados en el
cuero cabelludo, pueden repeler o atraer los electrones presentes en
el metal en los electrodos. Dado que el metal conduce estos electrones
fácilmente, la diferencia de potencial entre dos electrodos es medida
por un voltímetro. El registro de estas tensiones a través del tiempo
nos da el trazado del EEG [196].
El potencial eléctrico generado por una neurona individual es dema-
siado pequeño para ser recogido por el EEG [197]. Por lo tanto, el
EEG refleja la suma de la actividad sincrónica de miles o millones de
neuronas que tienen una orientación espacial similar. Si las células
no tienen orientación espacial similar, sus iones no podrán moverse
hacia el mismo lado y crear ondas para ser detectados. Se cree que
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las neuronas piramidales de la corteza son las que generan la mayor
parte de la señal del EEG, porque están bien alineadas y generalmen-
te disparan todas en sincronía. Debido a que los campos eléctricos
decaen con el cuadrado de la distancia, la actividad de fuentes pro-
fundas es más difícil de detectar que las corrientes cerca del cráneo
[198].
El EEG muestra oscilaciones en una variedad de frecuencias. Varias
de estas oscilaciones tienen rangos de frecuencia características, dis-
tribuciones espaciales y están asociadas con diferentes estados de fun-
cionamiento del cerebro (por ejemplo, la vigilia y las diversas fases de
sueño). Estas oscilaciones representan la actividad sincrónica a través
de una red de neuronas. Se entiende que existen redes neuronales
que subyacen a algunas de estas oscilaciones, por ejemplo la reso-
nancia de la neuronas que forman el área talamocortical, subyacen a
las oscilaciones que aparecen en el sueño. Experimentos que miden
tanto señales provenientes del EEG y mediciones sobre el número de
disparos de las neuronas, muestran que la relación que existe entre
ambas señales es compleja, siendo una combinación de la potencia en
la banda gamma del EEG, y la fase relativa en la banda delta de las
señales, las más fuertemente asociadas a la actividad de disparos de
las neuronas [199].
b.3 el sistema internacional 10 − 20
El sistema internacional 10 − 20 (figura 19) es un método reconocido
internacionalmente para describir y aplicar la ubicación de los electro-
dos del cuero cabelludo, en el contexto de una prueba o experimento
de EEG [112]. Este método fue desarrollado para asegurar la repro-
ducibilidad estandarizada, de manera que los estudios de un mismo
sujeto pueden ser comparados con el tiempo, y también comparar su-
jetos entre sí. Este sistema se basa en la relación entre la ubicación de
un electrodo y la zona subyacente de la corteza cerebral. El ”10” y el
”20” se refieren al hecho, de que las distancias reales entre electrodos
adyacentes son del 10% o 20% de la distancia delantera-trasera to-
tal, o distancia derecha-izquierda del cráneo.
Cada sitio tiene una letra para identificar el lóbulo cerebral y un nú-
mero para identificar la ubicación hemisferio. Las letras F, T , C, P
y O representan frontal, temporal, parietal, y los lóbulos occipitales
centrales, respectivamente. Tenga en cuenta que no existe un lóbulo
central; la letra C se utiliza sólo con fines de identificación. Az (que
significa A cero) se refiere a un electrodo colocado en la línea me-
dia. Incluso los números (2 , 4 , 6 , 8) se refiere a las posiciones de elec-
trodos en el hemisferio derecho, mientras que los números impares
(1 , 3 , 5 , 7) se refieren a aquellos situados en el hemisferio izquierdo.
Además, el códigos de letras A, P y F es para identificar los lóbulos
de las orejas, sitios polares nasofaríngeos y frontal respectivamente.
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Figura 19: Posición de los electrodos de registro de EEG, según el sistema
internacional 10-20
Este sistema es el que fue utilizado para el registro de todos los pa-
cientes reportados en este trabajo.
Dos puntos de referencia anatómicos se utilizan para el posiciona-
miento esencial de los electrodos de EEG: primero, el nasión que es
la zona deprimida claramente entre los ojos, justo por encima del
puente de la nariz; segundo, el inion, que es el punto más bajo del
cráneo de la parte posterior de la cabeza y normalmente se indica por
una protuberancia prominente.
C
M A PA S C A Ó T I C O S
En este apéndice se ofrece una descripción de los mapas caóticos
utilizados en los capítulos 4 y 5.
c.1 mapas no invertibles
A continuación se hará una lista de los mapas no invertibles, con los
parámetros utilizados capítulos 4 y 5, una de las condiciones iniciales1
y el correspondiente exponente de Lyapunov. La figura 20 muestra
Xn+1 versus Xn.
• Generador congruencial lineal :
Xn+1 = A Xn +B mod (C) (49)
Valores de los parámetros: A = 7141, B = 54773, C = 259200;
condición inicial: X0 = 0; Exponente de Lyapunov: λ = ln|7141|=
8,873608101... [157]
• Mapa cúbico:
Xn+1 = A Xn (1−X
2
n). (50)
Valor del parámetro: A = 3; condición inicial: X0 = 0,1; Expo-
nente de Lyapunov: λ ' 1,0986122883 [168]
• Mapa cúspide:
Xn+1 = 1−A
√
|Xn| (51)
Valor del parámetro: A = 2; condición inicial: X0 = 0,5; Expo-
nente de Lyapunov: λ = 0,5 [184]
• Mapa de Gauss:
Xn+1 = 1/Xn mod (1) (52)
Valor de la condición inicial: X0 = 0,1; Exponente de Lyapunov:
λ ' 2,373445 [158]
1 En las secuencias utilizadas en el trabajo se sortearon muchas condiciones iniciales
para generar cada serie. Para t→∞, todas las series tienden a tener una topografía
parecida mas allá de la condición inicial. Acá a modo de ejemplo mostraremos solo
una.
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• Mapa logístico:
Xn+1 = k Xn (1−Xn). (53)
Valor del parámetro: k = 4; condición inicial: X0 = 0,1; Expo-
nente de Lyapunov: λ = ln2 = 0,693147... [159]
• Mapa de Pincher:
Xn+1 = |tanh[ S (Xn −C)]| (54)
Valores de los parámetros: S = 2, C = 0,5; condición inicial:
X0 = 0; Exponente de Lyapunov: λ ' 0,457944. [160]
• Modelo de población de Ricker:
Xn+1 = A Xn e
−Xn (55)
Valores del parámetros: A = 20; condición inicial: X0 = 0,1;
Exponente de Lyapunov: λ ' 0,384846 [161]
• Mapa seno circular:
Xn+1 = Xn +Ω−
K
2pi
sin(2pi)Xn mod (1) (56)
Valores de los parametros: K = 2, Ω = 0,5; condiciones iniciales:
X0 = 0,1; Exponente de Lyapunov: λ ' 0,0353863 [162]
• Mapa seno:
Xn+1 = A sin(pi Xn). (57)
Valor del parámetro: A = 1; condición inicial: X0 = 0,1; Expo-
nente de Lyapunov: λ ' 0,689067 [29]
• Mapa de Spence :
Xn+1 = |ln Xn| (58)
Valor de la condición inicial: X0 = 0,5; Exponente de Lyapunov:
λ→∞. [163]
• Mapa tienda:
Xn+1 = A Min{Xn, 1−Xn}. (59)
Valor del parámetros: A = 2; condición inicial: X0 = 1\
√
2; Ex-
ponente de Lyapunov: λ = ln|2|= 0,693147181... [164]
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Figura 20: Representación gráfica para once mapas caóticos considerado en
el presente trabajo. El gráfico muestra Xn+1 versus Xn para ma-
pas unidimensionales (ver la sección C.1)
100 mapas caóticos
c.2 mapas disipativos
A continuación se hará una lista de los mapas disipativos utilizados
en el trabajo, con los parametros parámetros, condiciones iniciales y
el correspondiente exponente de Lyapunov. La figura 21 muestra Xn
versus Yn.
• Mapa de Hénon:{
Xn+1 = 1− a X
2
n + b Yn
Yn+1 = Xn
(60)
Valores de los parámetros: a = 1,4; b = 0,3; condiciones inicia-
les: X0 = 0, Y0 = 0,9; Exponentes de Lyapunov: λ1 ' 0,41922, λ2 '
−1, 62319. [165]
• Mapa de Lonzi:{
Xn+1 = 1− a |Xn|+b Yn
Yn+1 = Xn
(61)
Valores de los parametros: a = 1,7, b = 0,5; condiciones ini-
ciales: X0 = −0,1, Y0 = 0,1; Exponentes de Lyapunov: λ1 '
0,47023, λ2 ' −1, 16338. [166]
• Mapa logístico retrasado:{
Xn+1 = A Xn (1− Yn)
Yn+1 = Xn
(62)
Valores de los parametros: A = 2,27; condiciones iniciales: X0 =
0,001, Y0 = 0,001; Exponentes de Lyapunov: λ1 ' 0, 18312, λ2 '
−1,24199. [166]
• Mapa campanitas:{
Xn+1 = X
2
n − Y
2
n + a Xn + b Yn
Yn+1 = 2 Xn Yn + c Xn + d Yn
(63)
Valores de los parametros: a = 0,9, b = −0,6, c = 2, d = 0,5; con-
diciones iniciales: X0 = 0, Y0 = 0,5; Exponentes de Lyapunov:
λ1 ' 0, 18997, λ2 ' −0,52091. [167]
• Mapa disipativo estándar:{
Yn+1 = b Yn + k sin(Xn) mod (2pi)
Xn+1 = Xn + Yn+1 mod (2pi)
(64)
Valores de los parametros: b = 0,1, k = 8,8; condiciones ini-
ciales: X0 = 0,1, Y0 = 0,1; Exponentes de Lyapunov: λ1 '
1,46995, λ2 ' −3,77254 [168]
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• Mapa cúbico de Holmes:{
Xn+1 = Yn
Yn+1 = −b Xn + dYn − Y
3
n
(65)
Valores de los parametros: b = 0,2, d = 2,77; condiciones inicia-
les: X0 = 1,6, Y0 = 0; Exponentes de Lyapunov: λ1 ' 0, 59458, λ2 '
−2,20402 [180]
• Mapa de Ikeda:{
Xn+1 = γ+ ν (Xn cosφ− Ynsinφ)
Yn+1 = ν (Xn sinφ+ Yncosφ)
(66)
donde φ = β−α/(1+X2n+ Y2n). Valores de los parametros: α =
6, β = 0,4, γ = 1, ν = 0,9; condiciones iniciales: X0 = 0, Y0 = 0;
Exponentes de Lyapunov: λ1 ' 0,50760, λ2 ' −0,71832 [181]
• Mapa de Sinai:{
Xn+1 = Xn + Yn + δ cos2pi Yn (mod 1)
Yn+1 = Xn + 2 Yn (mod 1)
(67)
Valores de los parametros: δ = 0,1; condiciones iniciales: X0 =
0,5, Y0 = 0,5; Exponentes de Lyapunov: λ1 ' 0,95946, λ2 '
−1,07714 [182]
• Mapa discreto depredador-presa:{
Xn+1 = Xn exp[r (1−Xn/K) −αYn] (presa)
Yn+1 = Xn [1− exp(−αYn)] (depredador)
(68)
Valores de los parametros: r = 3, K = 1, α = 5; condiciones
iniciales: X0 = 0,5, Y0 = 0,5; Exponentes de Lyapunov: λ1 '
0,19664, λ2 ' 0,03276 [183]
c.3 mapas conservativos
A continuación se hará una lista de los mapas conservativos utiliza-
dos en el trabajo, con el parámetros utilizado, las condiciones iniciales
y el correspondiente exponente de Lyapunov. La figura 22 muestra Xn
versus Yn.
• El mapa del gato de Arnold:{
Xn+1 = Xn + Yn mod (1)
Yn+1 = Xn + k Yn mod (1)
(69)
Valores de los parametros: k = 2; condiciones iniciales: X0 = 0,
Y0 = 1/
√
2; Exponentes de Lyapunov: λ1,2 = ±ln[12(3+
√
5)] =
±0,96242365 [178]
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Figura 21: Representación gráfica para nueve mapas caóticos disipativos
considerado en el presente trabajo. El gráfico muestra Yn versus
Xn para mapas bidimensionales (ver la sección C.2)
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• Mapa hombre de jengibre:{
Xn+1 = 1+ |Xn|−Yn
Yn+1 = Xn
(70)
Valores de las condiciones iniciales: X0 = 0,5, Y0 = 3,7; Expo-
nentes de Lyapunov: λ1,2 ' ±0,07339 [171]
• Mapa estándar de Chirikov:{
Yn+1 = Yn + k sinXn mod (2pi)
Xn+1 = Xn + Yn+1 mod (2pi)
(71)
Valores de los parametros: k = 1; condiciones iniciales: X0 = 0,
Y0 = 6; Exponentes de Lyapunov: λ1,2 ' ±0,10497 [170]
• Mapa de Hénon que preserva el área:{
Xn+1 = Xn cosα− (Yn −X
2
n) sinα
Yn+1 = Xn sinα+ (Yn −X
2
n) cosα
(72)
Valores de los parametros: cosα = 0,24; condiciones iniciales:
X0 = 0,6; Y0 = 0,13; Exponentes de Lyapunov: λ1,2 ' ±0,00643
[165]
• Mapa de la red caótica:{
Xn+1 = Xn cosα− (Yn + k sinXn) sinα
Yn+1 = Xn sinα+ (Yn + k sinXn) cosα
(73)
Valores de los parametros: α = pi/2, k = 1; condiciones iniciales:
X0 = 0; Y0 = 3; Exponentes de Lyapunov: λ1,2 ' ±0,04847 [169]
• Mapa caótico tridimensional de Lorenz:
Xn+1 = Xn Yn −Zn
Yn+1 = Xn
Zn+1 = Yn
(74)
Valores de las condiciones iniciales: X0 = 0,5, Y0 = ,5, Z0 = −1;
Exponentes de Lyapunov: λ1,2,3 ' 0,07456, 0,−0,07456 [179]
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Figura 22: Representación gráfica para nueve mapas caóticos conservativos
considerado en el presente trabajo. El gráfico muestra Yn versus
Xn para mapas bidimensionales (ver la sección C.3)
c.4 tablas de mapas utilizados
En esta sección se presenta una tabla donde se especifican todos los
mapas caóticos y ruidos correlacionados utilizados en el análisis del
capítulo 5.3. Están agrupados por clase, el número de la tercera fila
corresponde al número asignado en el plano complejidad-entropía
figura 16
Señales analizadas
Grupo Señal No
Mapas conservativos
Mapa de Arnold 1
Mapa red caótica 2
Mapa de Chirikov 3
Mapa hombre de jengibre 4
Mapa de Hénon conservativo 5
Mapa 3D caótico de Lorenz 6
Mapas disipativos
Mapa de Hénon 7
Mapa de Lonzi 8
Mapa logístico retardado 9
Mapa campanitas 10
Mapa cúbico de Holmes 11
Continua en la otra pagina
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Grupo Señal No
Mapa estándar disipativo 12
Mapa de Ikeda 13
Mapa de Sinai 14
Mapa depredador-presa 15
Mapas no invertibles
Mapa generador congruencial 16
Mapa cúbico 17
Mapa cúspide 18
Mapa de Gauss 19
Mapa logístico 20
Mapa de Pinchers 21
Mapa modelo Rikers 22
Mapa seno circular 23
Mapa del seno 24
Mapa de Spencer 25
Mapa de la Tienda 26
Mapas de Schuster
z = 5/2 27
z = 2 28
z = 3/2 29
MFB
H = 0,1 30
H = 0,2 31
H = 0,3 32
H = 0,4 33
H = 0,5 34
H = 0,6 35
H = 0,7 36
H = 0,8 37
H = 0,9 38
RFG
H = 0,1 39
H = 0,2 40
H = 0,3 41
H = 0,4 42
H = 0,5 43
H = 0,6 44
H = 0,7 45
H = 0,8 46
H = 0,9 47
Continua en la otra pagina
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Grupo Señal No
k-ruidos
k = 0,0 48
k = 0,25 49
k = 0,50 50
k = 0,75 51
k = 1,0 52
k = 1,25 53
k = 1,50 54
k = 1,75 55
k = 2,00 56
k = 2,25 57
k = 2,50 58
k = 2,75 59
k = 3,0 60
k = 3,25 61
k = 3,50 62
k = 3,75 63
Cuadro 1: Señales Caóticas y ruidos correlacionados analizados mediante
el plano CLZ vs HPE en el capítulo 5.3. El número de la tercera
columna corresponde al numero asignado en la figura 16
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