Thk paper describes a~ormal approach for developing concurrent rule-based programs. Specification refinement is used to generate an initial version of the program.
Introduction
Program derivation refers to a systematic formal process of constructing correct programs from their specifications, typically through some form of stepwise refinement. Chandy and Misra's work on UNITY [4] advocates an approach in which a formal specification of the problem is gradually refined to the point where the specification is restrictive enough to suggest a translation into a concurrent program.
An alternate approach is offered by work on action systems. Back Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association for Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specific permission. most efforts toward concurrency in thk area start with existing sequential rule-based programs and attempt to identify parallel algorithms for key functions of the run-time system such as the matchktg and firing of rules [7, 8, 9, 14] . In contrast, we are concerned with generating programs that exhibit a high potential for parallel execution, i.e., they are less likely to impose sequential dependencies that could undermine parallel implementations.
The program notation and proof logic used in this paper are those of Swarm [12] , a concurrency model in which all the entities that make up the program state have a tuple-like representation and state transitions, called transactions, are described using a rule-like notation.
The remainder of the paper consists of four main parts followed by conclusions. Section 2 introduces Swarm and the programming notation used throughout the paper. Section 3 summarizes the proof logic for Swarm. The use of assertions to specify rule-based programs is illustrated in Section 4 on a typical artificial intelligence textbook problem, grocery bagging.
The published programming solution [15] relies on conflict resolution for tasking and rule-ordering, and no speed-UP would be gained if it were executed on available parallel production system models, such as those proposed by Ishida and Stolfo [8] , and Schmolze [14] . Section 5 presents a systematic formal derivation of a highly concurrent version of this program without reliance on traditional conflict resolution.
Notation
Swarm [12] belongs to a class of languages and models that use tuple-based communication.
Other languages and models in this class are Linda [3] , Associons [11] , and GAMMA [2] . In this section we review briefly the Swarm notation and its relation to traditional rule-based programming notation.
The dataspace.
In Swarm, the entire computation state is captured by a set of tuple-like entities called the daraspace. For the purposes of W paper, the dataspace is partitioned into a tuple space, which corresponds to working memory, and a transaction space, which corresponds to the knowledge base.
Working memory.
The tuple space consists of a set of data tuples (elsewhere called working memory elements). A data tuple assumes the form.
class_name(sequence_of_attribute_values).
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For example, item(I,w,B,n) may be a tuple representing a grocery item uniquely identified by I, of weight w, and packed in bag B after (n-1) other items. Data tuples may be queried, deleted, and inserted. To query for the existence of a data tuple in the dataspace one simply treats tuple descriptions as predicates over the dataspace.
Insertions are specified by fully instantiated tuples and deletions are specified by tagging a fully instantiated tuple with a dagger (7). An example will be given next.
Production memory.
The transaction space consists of a set of transactions.
A simple transaction is anrdogous to a rule found inrule-based programming languages, and is defiied in terms of a query followed by an action list consisting of deletions and insertions.
The query is the LHS of the simple transaction and the action list is the RHS. For instance, B, 11, wl,nl.12,w2,n2 : Here, weight(l) , bag(lJ and position(l) are functions that map 1 to a weight value, bag number, and position, respectively. The three-part construct used above is called an object generator. I is a dummy variable that is restricted to ranging between 1 and some constant value M. For each valid value of Z the generator contributes two data tuples item(I,weight(I), bag{l),position(I)) and swapcount (0) and a transaction Swap_and_Count(3). Since the net product is a se~object duplication is harmless. range, the value of the three-part expression is the identity element for op, e.g., true when op is V, -CO when op is max, zero when op is z. We use Hoarestyle assertions of the form { p ) t { q ) where p and q are predicates over the combined tuple space and transaction space and tis a transaction.
When properties and inference rules are written without explicit quantification, they are universally quantified over all the vshres of the free variables occurring in them.
The proof rules for the subset of Swarm used in thk The first use of these concepts appears in the next section, where we elaborate the specifications of a sample problem.
(P)t{ql
The "Hoare triple" means that, whenever the precondition p is true and tis a transaction in the transaction space, all dataspaces that can result born executing t satisfy postcondition q.
(Vt:te TRS::
p unless q Ifp is true at some point in the computation and q is not, then executing any single transaction either maintains p or establishes q.
Wp G p unless false
Ifp becomes true, it remains true forever.
The property p is true at all points in the computation, i.e., invariant.
The property p is either true or false throughout the computation, i.e., constant. In this section we introduce and give a formal specification of the problem used to illustrate our approach to formal derivation of rule-based programs.
Bagger is a nrlebased program described by Winston [15] that expresses the desired way in which grocery items should be paeked into bags. The universe of grocery items forms a class whose members assume the form item(I,w,B,n), where item is the class name, I
is the unique identifier of the item, w is the weight of the item, B is the unique identifier of the bag in which the item is packed, and n is the position of the item in i~bag. If B is zero, then the item is considered unbagged.
Furthermore, both bags and items are restricted in weight to a maximum value H. Given this representation, we develop a formal specification from which the Bagger program will be derived.
(a)
Items are distinguishable by using unique identifiers and they do not change weight along the way:
[X w,B,n : item(I,w,B,n)
:
Bags are not permitted to exceed a maximum weight capacity H and must have contiguous identifiers:
where
Once an item is placed in a bag, the item cannot be removed from or change positions within the bag.
Bagged items must have non-zero positions and no two items occupy the same position in the same bag. Items in the same bag are ordered according to their weights, with heavier items packed before lighter ones. If one item is in the first position of some bag, then all bags created prior to this bag (as determined by the identification numbers of the bags) cannot hold the item, guaranteeing that bags are created as needed.
: item(Il, wl ,Bl,nl) A item(12, w2,B2,n2)
Given these integrity and policy statements, the problem to be solved is stated very simply:
given a finite set of unbagged grocery items with identifiers in the range 1 to N and weights in the range 1 to H, the program terminates with all items packed. This is captured by the following set of conditions: 
where GZNIT, the initial state of the data, requires that all items start unbagged and have weight less than H and GPOST, the desired outcome of the computation, requires that all items are bagged.
Of course, GINIT must be established initially in the program, and once the desired outcome of the computation is reaehed the program must eventually terminate. Therefore
ZNIT is tlte initial state of the program including the input data and TERM is the termination condhion of all Swarm programs as defined in Figure 1 . The property (S7) is implied by the stronger requirement (S5). Termination, however, is an additional requirement independent of all others listed so far.
Program Derivation
In this section we outline the development of a concurrent version of Bagger.
The full formal derivation is available in [13] . We start with the formal specification given in Section 4 and apply a series of refinements.
The NrWg(w) is expected to decrease whenever w is the weight of the largest unbagged item that fits in a particular bag B or w is the largest weight among all unbagged items. For a given w, these cases reduce to two disjoint situations: either there are bags that need items of weight w and as a result some of them get packed, or there are no bags that can hold items of weight w and some new bag must be created for this purpose.
At this point the progress property (Pi) has been reshaped several times yielding two progress properties. First,
where MaxFitWg(w) is true if w is the maximum weight of an unbagged item that can fit in an existing bag, as determined by Fit(B,w). By now the specification has acquired sufficient detail to consider transforming it into a concrete program. Towards thk aim, we strengthen the progress conditions (P3) and (P4) by replacing the leads-to relations with ensures relations and we try to discover transactions that preserve all the safety conditions accumulated so far and help prove (P3) and (P4). For (P3), one possible design choice is to have a transaction Bag(w) that selects some unbagged item 1 of weight w and some bag B that can hold items of weight at most w and pack the item I in the next available position in B.
Bag ( is correct with respect to the specifications from Section 4 (for brevity, proofs are omitted), except that we ignored the termination requirement-we will return to it in a later section.
Program Refinement
The program generated in Section 5.1 is the result of a series of specification refinements motivated by logical arguments that did not take into account the costs associated with executing individual transactions and the amount of concurrency ultimately achievable under the adopted solution strategy.
Our experience strongly suggests that these concerns are more readily addressed through a program refinement process whose goals are to maximize concurrency and to increase efficiency. Since each transaction introduced so far is active only when items of some weight w are present, we can Reducing query complexity
It is well-known within the expert system community that the pattern matching phase of query evaluation consumes a large portion of the total time needed to execute one cycle in a rule-based program [7] .
Our program currently uses complex queries, whose evaluation is likely to burden even the fastest matching algorithm. The goal of this refinement step is to reduce the complexity of these queries, thus yielding a more efficient program. The basic mechanism we employ throughout thk section is to create new, continuously-updated tuples that hold the values otherwise computed by complex queries. New safety properties involving these tuples are added to the specification in order to formalize processing obligations relating to the maintenance of such tuples. The same safety properties are used to prove that transactions, in which complex queries are replaced by references to these tuples, preserve the original specifications.
In Section 5.2."1, we split the Bag In transaction across bags, allowing individual bags to be i; control of the items packed in them.
Intuitively, it is reasonable to expect that complex queries that change with respect to bags are easier to reduce than complex queries that involve changes to the set of items. This is exactly the case. For instance, the satisfaction of the queries NextPos(B,n), WgBag(B), NextBag(B), Fit(B,w) and NoFit(w) changes only when the state of a bag changes. References to these complex queries can be replaced by references to tuples that maintain the values of the original query.
On the other hand, the values returned by the queries BestFit (B,w) and A4axWg(w) may change each time the state of the items changes. We therefore use tuples to approximate the respective values of these queries. We turn our attention to Make_Bag(B,w) to reduce the queries NoFit(w) and NextBag(B,). The reduction of the query MaxWg(w) will be discussed later. The only reduction that can be performed on NoFit(w) is to redefine the predicate using capacity (B,c), but all existing bags must still be checked.
To reduce NextBag(B), the tuple next_bag(B) can be introduced to keep track of the next bag to be created.
Because initiaily the next bag to be created is the first bag, we require that Approximating queries by single tuples. We desire to replace the computation of the "max" function in Bag_In (B,w) by introducing a tuple called bestJit(B,w) that tracks changes in the set of items.
(Note that this function computes the maximum weight w among unbagged items that can still fit in bag B.) This is not easily done because bagging elsewhere may use up all the items with weight w. Updating bestJit (B,w) in Bag_Zn is too complicated. Our solution is to make w in bestJit(B,w) approximate and gradually converge to the maximum w returned by the function. The definition of convergence restricts the tuple space to at most one bestfit (B,w) tuple per bag and w to be no greater than the capacity of the bag and at least the actual maximum weight value.
The weight values of the tuple and the query it approximates must eventually converge to the same value. Convergence is detected when an unbagged item exists with the weight value of the tuple bestjt(B,w).
To ensure convergence we add to Bag_In(B,w) a subtransaction of the form II : Making the appropriate substitutions in the B ag_In transaction, however, poses a problem because we can no longer use an ensures property to prove (P3), the original leads-to property on which Bag_Zn(B,w) was based. The reason is that we used the set of 13ag_In transactions to prove (P3) and now we are altering their meaning.
We need to prove (P3) differently by examining the global effect of the local convergence of bestJit(B,w). Such a proof splits (P3) into two leads-to properties to which transitivity can be applied: 
The new subtransaction is used to prove *(P5) through induction, and the first subtransaction of Bag_In(B,w,) (below) is used to prove (P6). The insertion of bestjit (B,min(w, c-w) ) is necessary to maintain w s c for capacity (B,c).
The same process can be applied to Make Bag(B,w) to reduce the complex query A4axWg ( w). Thi; leads to tbe introduction of an approximating tuple max wg(w) and a related definition of convergence.
A subtransact~on is added @ Make_Bag (B,w) to guarantee convergence and A4axWg(w) is replaced in the first sub transaction to detect convergence, as was done with best f it(B,w).
The tuple max_wg(H) must be present initially in the dataspace. Our final goal is to restrict the number of transactions present in the transaction space at any one time in order to reduce the time and space complexity.
TO do so we take advantage of S warm's ability to dynamically create new transactions.
Ideally, we want a transaction to exist only in those states in which it can perform some useful work, i.e., alter the current state. This is not always possible.
In some cases, transactions must perform unavoidable waiting.
In other cases, a state change may render some transactions useless but the elimination of the transaction cannot take place until it is selected for execution.
Thk latter case does not occur in this example.
Given a transaction T, we analyze its queries and seek to discover a predicate P that provides a reasonable characterization for the set of states in which T can make a useful contribution.
In addition, we want to select P in such a way that (1) any transaction that establishes P can also create T without much added complexity; and (2) the only transaction that invalidates P is Z' itself. Upon fmdlng such a P, we attempt to alter the program in order to achieve&P *T.
In the case of Make_Bag(B,w) it is clear that no useful work can be performed unless the next empty bag is B and the largest weight among all items is approximated by w, (i.e., P = max wg(w) A next_bag(B)). Based on thk observation, it is reasonable to attempt to modify the program so as to enforce
and after some addhional simplifications we obtain 
(i.e., P = bestJt (B,w) Moreover, if we allow Bag_In(B,w) to carry two extra parameters, the capacity c and the bag position n, the result is the simpler transaction definition below (with some related changes in Make_Bag (B,w,) ).
Bag_In ( The final version of the Bagger program is compact, highly concurrent, and executes efficiently on a parallel implementation [13] . The strategy used to develop the program is formal in the sense that every refinement can be shown to be correct-ven though, for the sake of brevity, we provided only an outline of the derivation steps and omitted all proofs.
The strategy is economical, i.e., most proofs involve only small parts of the program or the specification. This is due largely to the use of a UNITY-like proof system, but also due to the way in which we structured the overall derivation process.
This same careful structuring of the process, we believe, makes it feasible to use our derivation strategy on larger problems.
Conclusions
The theme of this paper is formal derivation of concurrent rule-based programs from their specifications. Our program derivation strategy applies, adapts, and extends techniques already well established in concurrent programming to the domain of rule-based programming.
Our aim is to apply formal techniques in a manner which frees the programmer from considering unnecessary details.
The emphasis is on clean formal thinking in a practical setting. Our program derivation strategy is divided into two major tasks. The first task relies on specification refinement. Techniques similar to those employed in the derivation of UNITY programs are used to produce a correct rule-based program having a static knowledge base, i.e., a fixed set of rules.
The approach has direct applicability to the generation of programs targeted to currently popular rule-based programming languages, such as OPS5 [6] . The second task involves program refinement and is specific to the development of concurrent rule-based programs. It relies heavily on the availability of a computational model, such as Swarm, that has the ability to dynamically restructure the knowledge base.
Here, the concern with achieving high degrees of concurrency and with reducing query complexity guides the program transformation.
Since we made almost no assumptions about the underlying architecture, we believe the heuristics employed in this task exhibit a high degree of generality and we expect them to be applicable to other emerging parallel role-based systems.
