Abstrad -This paper presents the estimation of the transmission gain for the AC power line data network in an intelligent home. The estimated gain ensures the transmission reliability and efficiency. A neural network with link switches is proposed to perform the estimation. Genetic algorithm with arithmetic crossover and non-uniform mutation is employed to tune the parameters and the structure of the proposed neural network. An application example will be given.
I. INTRODUCTION
Nowadays, homes [ 11 should offer smart features to ensure a higher security, more entertainment and comfort to residents. A reliable communication channel among electrical appliances and users has to be present to support these features. Also, the energy can be used in a more: efficient manner. At present, many researchers and companies are developing intelligent home systems. A phone-based remote controller facilitates home users to issue control conimands to their home appliances through telephones [2] . A small two-ann mobile robot in a home can be controlled via an ISDN link [3] . In the US., X-IO systems are commonly used to support low-cost and slow-rate AC power line data networks.
Without relying on the manufacturers of electrical appliances and installing a LAN, one simple way to realize the communication channel [4] [5] for home appliances and users is to make use of the AC power line. We have successfully implemented a power line data network [7] based on spread-spectrum technology [ 6 ] , which ifacilitates communications at IO Kbps in the noisy and signal-distorting environment of AC power lines. This network serves as a backbone for an intelligent home system through which electrical appliances can be controlled via linelmobile phones, PDAs, keypads or personal computers anytime and anywhere, inside or outside the home. One of the major issues of the power line data network is the reliability, which ensures the sent information to be correctly received. However, the electric power line at home has many appliances connected to it, and each appliance has different characteristics that affect the power line conditions. When using an AC power line as a networking medium [7] , one has to deal with probkms such as electromagnetic interference, varying impedance, narrow frequency impairments (due to noise), and signal attenuation. To increase the network reliability, a higher gain for transmitters should be used; however, the transmis,sion rate 1 The work described in his paper was subilantially supported by a grant from the Research Grana Council of the Hong Korig Special Administration Region, China (Project No. PolyU 5098101 E). m a i l hkl@eie.polymedu.hk has to be reduced and the power for data transfer will increase, Thus, the gain of the transmitters in a power line data network is an important factor to ensure the transmission reliability and efficimcy. In this paper, a neural network with link switches [8-91 is proposed to estimate the transmitter gain. By introducing the link switches, an optimal network structure can be obtained after tuning to provide an optimal performame. Genetic algorithm (CA) with arithmetic crossover and non-uniform mutation [IO] is employed for the tuning process.
This paper is organized as follows. The neural network with link s:witcbes is presented in Section 11. Turing of the parameters and the structure of the proposed neural network for estimating the transmitter gain will be presented in Section Ill. Section IV will present an example. A conclusion will be drawn in Section V.
NEURAL NETWORK WITH LINK SWITCHES
Neural n.etwork was proved to be a universal approximator [ 141. A 3-layer feed-forward neural network can approximate any nonlinear continuous function to an arbitraty accuracy. Neural networks are widely applied in areas such as prediction [12] , system modeling and control [14] . Owing to its particular structure, a neural network is good at learning [ I l l using s a n e algorithms'such as GA [IO] and back propagation [ I l l . In general, the learning steps of a neural network ar m: as follows. First, a network structure is defined with fixed numbers of inputs, hidden nodes and outputs.
Second, an algorithm is chosen to realize the learning process.
However, a fixed structure may not provide the optimal performance within a given training period. A small network may not provide good performance owing to its limited information processing power. A large network, on the other hand, may have some of its connections redundant [15-16]. Moreover, rbe implementation cost for a large network is high.
To obtain the network structure automatically, constructive and destructive algorithms can be used [15] . The constructive algorithm starts with a small network. Hidden layers, nodes and connections are added to expand the network dynamically [16] [17] [18] [19] [20] [21] . The destructive algorithm starts with a large network. Hidden layers, nodes and connections are then deleted to contract the network dynamically . The design of a network structure can be formulated into a search problem. Cienetic algorithms [8.24] were employed to obtain the solution. Pattern-classification approaches for designing the network stNcture [25] can also be found.
In this paper, a three-layer neural network with switches introduced in some links is proposed to facilitate the tuning of 0-7803-7474-6/02/$17.00 02002 IEEE the network structure. As a result, a given fully connected feedfonvard neural network may become a partly connected network after learning. This implies that the cost of implementing the proposed neural network, in terms of hardware implementation and processing time, can be reduced. The network structure and parameters will he tuned simultaneously using the GA with arithmetic crossover and non-uniform mutation
The proposed multiple-input-multiple-output three-layer neural network is shown in Fig. 1 . The main different point is that a unit step function is introduced to each link. Such a unit step function is defined as,
This is equivalent to adding a switch to each link ofthe neural network. Referring to Fig. I , the input-output relationship of the-proposed multiple-input multiple-output three-layer neural network is as follows, z,(I), i = 1,2, ..., n,, , are the inputs which are functions of a variable I; n, denotes the number of inputs; nh denotes the number of the hidden nodes; w,* , j = 1,2, , , ., nh ; k = I, 2, . . ., no", , denotes the weight of the link between the j-th hidden node and the k-th output; vy denotes the weight of the link between the i-th input and the j-th hidden node; s, ; denotes the parameter of the link switch from the i-th input to the j-th hidden node; sjk denotes the parameter of the link switch from the j-th hidden node to the k-th output; no, denotes the number of outputs of the proposed neural network; bj and b: denote the biases for the hidden nodes and output nodes respectively; s : . and si denote the parameters of the link switches of the biases to the hidden and output layers respectively; bgsig(.) denotes ' the logarithmic sigmoid function:
yi(l), k = 1, 2, ..., no,, is the k-th output of the proposed neural network. By introducing the switches, the weights w n and v u , and the switch states can he tuned. It can he seen that the weights of the links govern the input-output relationship of the neural network while the switches of the links govern the structure of the neural network.
TUNING PARAMETERS AND STRUCTURE
The proposed neural network can he employed to learn the input-output relationship ofan application using the improved GA. The input-output relationship is described by, respectively; nd denotes the number of input-output data pairs. The fitness function is defined as,
The objective is to maximize the fitness value of (5) using the CA by setting the chromosome to be 
IV. APPLICATION EXAMPLE
The proposed neural network will he employed to estimate the gain of the transmitter in a power line data network. A network with 48 inputs and 48 outputs is employed to perform the estimation. The inputs of the proposed neural network are the gains in every half-hour of the previous day, while the outputs are the estimated gains in every half-hour of the present day. Seven neural networks will he used for estimating the transmission gain. These neural networks are named Sunday-Monday, Monday-Tuesday, Tuesday-Wednesday, Wednesday-Thursday, Thursday-Friday, Friday-Saturday neural networks.
For instance, the Sunday-Monday neural network makes use of the transmission gains of Sunday to estimate the transmission gains of Monday. To perform the training, we have to collect some testing patterns. 48 transmission gains for every half-hour at each day (24 hours) will be measured. To measure the optimal gain, a data packet is continuously sent from the transmitter to the receiver while the transmission gain value is increased gradually. The increment in the gain value will stop at the point when the data packet can be correctly received. At that moment, the value of the transmission gain is the smallest possible one that is not susceptible to interference, and the optimal transmission gain would be set at a value a bit higher than this smallest one.
In this application example, transmission gains for 7 weeks are collected as the testing patterns and employed to train the proposed neural network using the GA with arithmetic crossover and non-uniform mutation [IO] .
Take the Sunday-Monday neural network for instance, the measured transmission gains for Sundays of the previous 7 weeks will serve as the inputs and the desired outputs are the measured transmission gains of Mondays in the previous 7 weeks respectively. The rationale for this arrangement of raining is based on the assumption that relation between the gain pattern of Sunday and that of Monday is approximately constant in the most recent seven weeks. Seven neural networks will be used to derive 7 different relations for the days in a week. The number of hidden nodes is chosen to be 5 . The probabilities of crossover and mutation are selected to be 0.9 and 0.005 respectively. The training will last for 2000 iterations. The upper and lower hounds of each parameter are 1 and -1 respectively. The initial values of all the parameters are chosen to be 0.2. The shaping parameter of the GA for non-uniform mutation [IO] is selected to be 2. All the 7 neural networks are trained in the same way. The input and output patterns are normalized such that the elements of the input vector and the desired output vector are hetween 0 and 1, The fitness function for training is defined in ( 5 ) and (6). By minimizing the errors between the desired outputs and the proposed neural network's outputs, the characteristics of the transmission gain pattern are learnt. After training, the proposed neural network will be employed to estimate the transmission gain. The 48 transmission gains of the: previous day will be fed to the trained network. The 48 neural network outputs will be the estimated transmission gains for every half-hour of the present day. The transmission gain iemployed by the transmitter in every minute is obtained by a linear interpolation equation: under the same condition. The learning parameters are as follows: the learning rate is 0.2, the ratio to increase the learning rate is 1.05, the ratio to decrease the learning rate is 0.7, the maximum validation failures is 5, the maximum performance increase is 1.04, and the momentum constant is 0.9. Table I shows the simulation results of proposed and traditional approaches for the Sunday-Monday neural network among IO trails. To obtain the fitness value for the testing patterns, the measured transmission gains for Sunday of week 8 ,are fed to the trained neural network to obtain the (estimated transmission gains for Monday of week 8. The fitness value is then obtained by ( 5 ) and (6) based on the estimated and measured transmission gains. The number of links for the proposed network is 486 while that of the traditional network is 533. Fig. 2 shows the actual (solid line) and predicted (dotted lins) normalized gains for Monday of week 8 using the proposed approach. Fig. 3 shows the actual (solid line) and predicted (dotted line) normalized gains for Monday of week 8 using the traditional approach. It can be seen that the performance of the proposed approach is better than that of the traditional approach in terms of the fitness values and number of links.
It should be noted that the proposed networks will be trained every week using the measured data of most recent I weeks. Consequently, some gradual environment changes such as the seasonal effects can be considered.
V. CONCLUSION A neural network with link switch has been proposed. The link switches facilities the tuning of the structure of a neural network. GA with arithmetic crossover and non-uniform mutation has been employed to tune the parameters and the structure of the proposed neural network, which is used to estimate the transmission gain of the transmitter in the AC power line data network of an intelligent home. 
