This paper deals with the improved forecasts for the values of the study variable in linear regression models utilizing the minimum risk approach. It considers the simultaneous forecasting of actual and average values of the study variable and reports the performance properties of the classical unbiased forecasts and two biased forecasts with respect to the criteria of the bias vector, mean squared error matrix and forecast risk, employing the small disturbance asymptotic theory.
Introduction
Given a data set, decisions are often made on the basis of what is likely to happen for a chosen set of values of the explanatory variables in a linear regression model. This requires efficient forecasting of the values of the study variable. The classical forecasts, it may be recalled, are known for the property of smallest variability in the class of linear and unbiased forecasts. However, when the linearity and unbiasedness are sacrificed, it is possible to find nonlinear and/or biased forecasts that are more efficient than the classical linear and unbiased forecasts. One interesting example is the family of forecasts arising from the Stein-rule estimation of regression coefficients; see, e.g., [8, [10] [11] [12] [13] 17] .
The problem of simultaneous forecasting of the actual and average values of the study variable in a linear regression model is considered by Rao et al. [9] , Shalabh [11] [12] [13] and Zellner [21] . In the classical literature on linear models and econometrics, it is mostly the forecasting of the average value or that of the actual values of the study variables that has received attention. In many applications, the simultaneous forecasting of actual and average values of study variables may be more appropriate than forecasting either of them individually. For example, suppose a company manufactures a new type of adhesive which is to be used in joining the components of an electrical device. This new adhesive is claimed to have an increased life for keeping the joints intact with the result that the electrical device has a longer life. The separating of any pair of components will lead to the failure of the electrical device. The manufacturer of the adhesive would like to know the average increase in the time for which the adhesive is successful in maintaining the connection of the components. Such information will be useful in the marketing of the product. On the other hand, the buyer of the electrical device will not be interested in knowing the average time. Rather the buyer's interest will be in knowing the actual time, to allow the ascertaining of the actual life of the electrical device in order to decide which one to buy among the various available brands. Suppose the linear regression framework is used for forecasting the actual and average increases in the time for which the adhesive can bind the joints. The classical tools can be used to forecast either the actual time or the average time, which will meet the needs of either the manufacturer or the user, but not both. In such situations, the notion of simultaneous prediction is more useful: predicting the average and actual values simultaneously by providing suitable weights for respective predictions depending on their importance. This importance depends on social factors, marketing strategies, various kinds of costs involved in the manufacturing etc. A framework for simultaneous forecasting was proposed by Shalabh [11] ; see also [9] .
Work based on the concept of the simultaneous prediction of actual and average values of the study variable has been explored in the literature from various perspectives. The problem of simultaneous prediction in a restricted regression model has been considered in [18, 14, 4] etc. The properties of the predictors based on Stein-rule estimators have been studied by Chaturvedi and Singh [2] and Chaturvedi et al. [1] . The predictors based on Stein-rule Estimators have been constructed and utilized for simultaneous prediction in [15] . The issue of simultaneous prediction in a multivariate setup with an unknown covariance matrix for the disturbance vector has been addressed in [3] . Moreover, [16] considered simultaneous prediction using measurement error models and [6] studied the issues of simultaneous predictions under exact restrictions in measurement error models. Besides the family of forecasts arising from the Stein-rule estimation, [12] has presented another nonlinear and biased forecast which is essentially a feasible version of the optimal forecast obtained by considering a scalar multiple of the classical forecast vector and choosing the scalar in such a manner that the forecast risk under the squared error loss function is minimized. A revisit to the subject of this approach is the purpose of this paper.
Instead of restricting attention to a scalar multiple of the classical forecast vector, let us consider a matrix multiple of the classical forecast vector and choose the matrix so as to minimize the forecast risk under the squared error function. Such an exercise provides an optimal forecast vector which has an important and interesting property as follows. If we minimize the forecast risk under a weighted squared error loss function, we essentially obtain the same optimal forecast. Thus this optimal forecast is robust with respect to the choice of weights in the loss function.
As is generally observed, the optimal forecast in this case is also found to contain some unknown quantities. These unknown quantities are replaced by their unbiased estimators and a feasible version of the optimal forecast. Performance properties of such a forecast are analyzed in this paper.
The organization of this paper is as follows. In Section 2, we describe the model and present the classical unbiased forecast along with two biased forecasts stemming from the minimum risk approach. These forecasts are generally used for either the actual values of the study variable or the average values or a weighted combination of them. A comparative study of the performance properties of these forecasts with respect to the criteria of the bias vector, mean squared error matrix and forecast risk is reported in Section 3 and conditions for the superiority of one forecast over another are deduced. An effort is also made to find conditions that do not involve any unknown quantity and are thus easy to check in practice. Some summarizing remarks are then offered in Section 4. Finally, the proofs of theorems are provided in the Appendix.
Description of the model and forecast vectors
Consider the following linear regression model:
where y is an n × 1 vector of n observations of the study variable, X is an n × p matrix of n observations of p explanatory variables, β is a p×1 vector of regression coefficients, σ is an unknown positive scalar and u is an n×1 vector of disturbances.
Further, let us be given a set of n f values of the explanatory values in the form of an n f × p matrix X f , corresponding to which we wish to forecast the values of the study variable. Thus if y f denotes the n f × 1 vector of unavailable values of the study valuable, we have
where u f is an n f × 1 vector of disturbances.
We assume that the elements of u and u f are independently and identically distributed with zero mean and unit variance. For the forecast of the actual and average values of the study variable, following [11] [12] [13] 9] , let us define a composite target function as follows:
where λ is a nonstochastic scalar lying between 0 and 1. The value and choice of λ govern the weight to be assigned to the forecasting of the actual value in terms of the importance to be assigned to the forecasting of actual and average values. For example, λ = 0 gives the forecasting of the average value, λ = 1 gives the forecasting of the actual value, λ = 0.3 assigns 30% weight to forecasting of the actual value and 70% weight to forecasting the average value etc.
The classical unbiased forecast for T is given by
Taking Q 1 F as the forecast vector for T with Q 1 as a scalar and minimizing the average forecast risk defined by
the optimal value of Q 1 is found to be as follows:
where t = tr(X ′ X )
it is easy to see that
Using these results, a feasible version of the optimal forecast is
from which a family of forecasts is defined by Shalabh [12] and is compared with another family of forecasts arising from the Stein-rule estimation of regression coefficients.
If we consider, instead of a scalar multiple of F , a matrix multiple of F , i.e., Q 2 y, as the forecast for T with Q 2 as an n f × n matrix and minimize the average forecast risk
with respect to the elements of matrix Q 2 , the optimal choice is specified by
If we assume X f to be of full row rank, the solution is
where
When X f is not of full row rank we may use the Moore-Penrose inverse in W . It is interesting to note that exactly the same choice of Q 2 as specified by (2.13) is obtained when we minimize the risk under a general quadratic loss structure, i.e.,
where A is any n f × n f nonsingular and symmetric matrix with nonstochastic elements; see, e.g., [9, p. 277].
If we replace X f β and σ 2 by their respective unbiased estimators F and (n − p)
we obtain a feasible version of the optimal forecast of T as follows:
It may be observed from Eqs. (2.11) and (2.16) that both the forecasts F 1 and F 2 are shrunken versions of the classical unbiased forecast vector F for T .
Comparison of forecasts
Let us compare the performance properties of the three forecast vectors F , F 1 and F 2 for T with respect to the criteria of the bias vector, mean squared error matrix and forecast risk. For this purpose, we assume that the disturbances are normally distributed.
The exact expressions for the first-order and second-order moments of the forecast vectors can be derived but the resulting expressions would be extremely complex and the analytical manipulations required for drawing clear inferences for the superiority of one forecast over another would be hard to perform. We, therefore, consider their small disturbance asymptotic approximations.
The bias vector
It is easy to see that E(F − T ) is equal to a null vector while E(F 1 − T ) and E(F 2 − T ) are generally different from a null vector.
The 
It is interesting to observe that the bias vectors to the order of our approximation are free from λ which means that the bias remains unaltered if F 1 and F 2 are used for forecasting the actual values of the study variable or used for forecasting the average values, or any weighted combination of these. Another interesting observation emerging from the derivation given in the Appendix is that the bias expressions remain the same even when the distribution of the disturbances is not normal. The next point that we consider from Eqs. (3.1) and (3.2) is that the magnitude of the bias of F 2 is smaller than that of F 1 when
Observing that all the characteristic roots of the matrix W 
Using this, we see that the condition (3.3) is satisfied as long as
which is always true because t is the sum of all the characteristic roots of W −1 . We thus observe that F 2 invariably has smaller magnitude of the bias in comparison to F 1 .
The mean squared error matrix
From (2.4), it is easy to see that the variance-covariance matrix of F is given by
For the mean squared error matrices of F 1 and F 2 , the following results are found in the Appendix.
Theorem 2. The small disturbance asymptotic approximations for the mean squared error matrices of F 1 and F 2 to order O(σ 4 )
are given by
where ′ Gg is less than 1; see, e.g., [5] . The second result is that the matrix (gg
) cannot be non-negative definite except in the trivial case n f = 1; see, e.g., [7] .
Comparing Eqs. (3.6) and (3.7), we observe that the variance-covariance matrix of F exceeds the mean squared error matrix of F 1 by a positive definite matrix when the expression
is positive definite, for which a necessary and sufficient condition is that the quantity
is less than 1.
Now we observe that the quantity (3.12) is equal to
which cannot be less than 1.
We thus find that the forecast F 1 is not superior to F under the criterion of the mean squared error matrix to the order of our approximation.
On the other hand, if we consider the superiority of F over F 1 , we observe that the matrix (−D 1 ) cannot be non-negative definite except in the trivial case n f = 1, by virtue of the second result mentioned above. Thus the forecast F is also not superior to F 2 under the mean squared error matrix criterion.
Similarly we observe from Eqs. (3.6) and (3.8) that the forecast F 2 is superior to F when D 2 is positive definite. This cannot hold true by virtue of the first result. Similarly, the matrix (−D 2 ) cannot be non-negative definite except in the trivial case n f = 1. It thus follows that the forecast F is not superior to F 2 under the criterion of the mean squared error matrix except in a trivial case.
Looking at the expressions (3.7) and (3.8), it is difficult to deduce any clear condition under which F 1 has superior performance to F 2 , or vice versa, according to the mean squared error matrix criterion.
The forecast risk
From Eqs. (3.6) to (3.8), the forecast risks of F , F 1 and F 2 to order O(σ 4 ) are as follows:
Comparing (3.13) and (3.14), we observe that the forecast F 1 has smaller forecast risk than F when
which is satisfied as long as
(3.17)
On the other hand, the unbiased forecast F is better than F 1 when (n − p) is equal to 1 or 2. When (n − p) exceeds 2 and
the biased forecast F 1 fails to perform better than the unbiased forecast F . Similarly, we observe from (3.13) and (3.15) that F 2 has smaller forecast risk in comparison to F when
which is satisfied at least as long as (3.20) that is, two-thirds of the maximum characteristic root of X f (X ′ X ) −1 X ′ f is smaller than the sum of the remaining characteristic roots.
On the other hand, the unbiased forecast F remains unbeaten by the biased forecast F 2 when Eq. (3.19) holds with a reversed inequality sign.
Next, comparing the expressions (3.14) and (3.15), we observe that the forecast risk of F 2 exceeds the forecast risk of F 1 when the quantity L is positive where
Several sufficient conditions for the positivity of L can be deduced. For instance, L is positive at least as long as
where use has been made of the results
In a similar manner, alternative sufficient conditions for the positivity of L can be derived. On the other hand, the forecast F 1 has better performance than F 2 according to the criterion of forecast risk when L is negative which holds true, for instance, as long as
(3.27)
It may be observed that the conditions Eqs. (3.22), (3.23), (3.26) and (3.27) do not involve any unknown quantity and are thus easy to verify in any given application.
Some remarks
We have considered the problem of forecasting the actual and average values of the study variable corresponding to a set of given values of the explanatory variables in a linear regression model, and have presented the classical unbiased forecast along with two biased forecasts arising from the minimum risk approach. Of the two biased forecasts, one is found by considering a scalar multiple of the classical forecast and obtaining a feasible version of the optimal forecast. In the other biased forecast, we consider a multiple of the classical forecast and determine the optimal choice of the matrix under the squared error loss function. Incidentally, this optimal choice turns out to be the same when a weighted squared error loss function is employed, and is thus robust with respect to the specification of the weights in the loss function. Thus the derived optimal forecast provides the second biased forecast.
Employing the small disturbance asymptotic theory, we have compared the performances of the three forecasts with respect to the criteria of the bias vector, mean squared error matrix and forecast risk. Conditions for the superiority of one forecast over another under a specific criterion are deduced in such a way that they are easy to check in practice.
An interesting observation emerging from our investigations is that the biases of the forecasts remain unchanged, at least to the given order of approximation, if the forecasts are used for the actual values of the study variable or used for the average values, or a weighted combination of the two. This finding carries over to the efficiency gain too as measured by the difference between the mean squared error matrices and forecast risks of any two forecasts; see also [19] .
We have analyzed the efficiency properties of the forecasts under the assumption of normality of disturbances. This specification can be relaxed at the cost of a little analytical complexity but without any conceptual complexity following [20] , and the consequences arising from the departure from normality of disturbances can be studied.
It may be remarked that one can construct families of biased forecasts in the spirit of Stein-rule forecasts and can analyze their performance properties. Such an exercise may possibly provide improved forecasts in the sense of possessing smaller bias and/or smaller forecast risk. Such work can be extended to various other models like restricted regression models, panel data models, measurement error models etc. The approach of minimum risk can be similarly adopted under the setups of these models and appropriate estimators of regression coefficients can be derived which in turn can be used for simultaneous forecasting of actual and average values of the study variable. .8) which are the results stated in Theorem 1. Using normality of disturbances along with the stochastic independence of u and u f , it is easy to see that
B(F
Utilizing these results and observing that the mean squared error matrices of F 1 and F 2 to order O(σ 4 ) are
