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Abstract
We model a novel type of three-dimensional, chevron soliton found in nematic electrolytes with negative dielectric
and conducting anisotropies, subject to an alternating electric (AC) field [11]. We first derive the governing equations
for the system and perform a dimensional analysis using the experimental parameters. After linearizing about the
initial state, we apply asymptotic and Fourier analyses to obtain estimates for the size of the moving chevron and
information about its shape. In the last section of the paper we simulate the linear system with chevron-like initial
data and observe that the numerical solution displays many of properties observed in the experiment. We find that
the flexoelectric polarization of the liquid crystal is a key mechanism to obtain traveling soliton profiles, whereas
the presence of ionic impurities contributes to increasing their speed. A consequence of neglecting nonlinear terms
results in a dissipation feature that is not experimentally observed.
1 Introduction
In this paper we study a new type of three-dimensional soliton observed in a nematic liquid crystal with negative
dielectric anisotropy subject to an alternating electric field [11]. The soliton consists of a concentrated pattern of
distortion of molecular alignment of the liquid crystal propagating through a uniformly oriented sample. We first
apply a variational method to obtain the governing equations of the system, taking into account the flexoelectric
polarization. This yields a strongly coupled, nonlinear system of partial differential equations for the nematic director
n, the electrostatic potential Φ, and the concentrations of positive and negative ions c+ and c−. This system consists
of the equations modeling the dynamics of nematic liquid crystals together with the Poisson-Nernst-Planck system
for the diffusion of electric charge in the media. We perform a dimensional analysis of the equations in terms of the
experimental parameters, and briefly comment on the nonlinear system, prior to linearizing it about the initial uniform
state. By applying combined Fourier and asymptotic analyses, we show that the initial state is unstable under damped
periodic perturbations, and obtain estimates for the size of the moving distortions. Finally, we use a finite difference
numerical scheme to simulate the solutions of the linear system, and find that they exhibit several features reported in
[11], attesting to the accuracy of our analysis.
In the experiment motivating this paper [11], a sample of 4prime-butyl-4-heptyl-bicyclohexyl-4-carbonitrile (CCN-
47) is confined between two parallel plates, located at z = 0 and z = d, respectively, forming a cell of thickness
d = 3 − 30 µm (figure 1, left picture). Initially, the director is uniformly aligned parallel to the plates, n0 = xˆ, and an
alternating electric field is then applied across the cell in the perpendicular direction to the plates, E0 = E0 cosωt zˆ.
The amplitude of the applied voltage is within the range U = 10 − 90 V, with a wide range of frequencies being used
in the experiment, ω = 20 − 5000 Hz. The authors report that as the applied voltage is increased past a threshold
value, localized chevron distortions, bullets) appear in the director and travel perpendicular to both n0 and E0. (In
our chosen coordinates, these chevrons travel up and down along the y-axis.) The bullets exhibit all the hallmarks
of soliton behavior: (1) they move with constant speed, (2) do not decay or disperse, and (3) retain their shape after
∗The authors wish to gratefully knowledge the support of the National Science Foundation, through the grant DMS-DMREF 1729589. They
also want to express their gratitude to Professor Oleg Lavrentovich for the many discussions and sharing of experimental results, and to Professor
Dmitry Golovaty for his helpful comments.
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Three-dimensional solitons in nematic liquid crystals: Linear analysis
pairwise collisions. Moreover, the solitons form only in the middle plane of the cell, z = d/2, away from the bounding
plates, and therefore are truly three-dimensional. Neither defects nor net flow are observed in the sample. To describe
their shape, let us consider a single chevron and take the x-axis to be along its center. Parametrize the director as
n = cos θ cos φ xˆ + cos θ sin φ yˆ + sin θ zˆ. (1)
Outside the chevron, both φ and θ are zero. Inside, both angles are odd functions of x, and reach a maximum at about
20 − 35◦ each. The out-of-plane angle θ is zero except at the head of the bullet, where it oscillates out of phase with
the applied field. The azimuthal angle φ remains nearly constant in time, and is only zero inside the chevron along its
center axis at x = 0. The shape of the chevron bullet is described in figure 1.
The pattern formation by application of an electric field to a liquid crystal has a long experimental and modeling
history [3]. These patterns can be widely classified into two types, director distortions associated with the Freedericks
transition and electroconvective, along the vein of well-known phenomena such as the Taylor-Be´nard convection. They
are rooted in two key properties, the dielectric and conductive anisotropies, a and σa, respectively. In materials with
a > 0, the liquid crystal tends to align with the electric field, whereas the alignment is transverse in the negative case.
Likewise, ionic impurities will move along the direction of the field for liquid crystals with σa > 0, and transversely
otherwise. This electro-convective bend distortion, known as Williams domains, have been observed in liquid crystals
with a < 0 and σa > 0 and result from the Carr-Helfrich instability [4, 5]. The geometry is identical to that of the
bullet experiment in figure 1, with the initial director alignment given by n0 = xˆ, and an alternating electric field
applied in the z-direction. For small frequency and large enough voltage, there is a small, periodic modulation of the
director along the z-direction. Away from the boundary at the plates, the director is given by
n = cos η(x) xˆ + sin η(x) zˆ, η(x) = η(x + P). (2)
The motion of ions along the electric field direction causes n to tilt towards the z axis. Elastic forces resist the tilting,
leading to a periodic equilibrium configuration with spatial concentrations of charge. Finally, the localized charge
induces a circular flow reminiscent of Rayleigh-Be´rnard convection, with the same periodicity as the director field.
This pattern persists even when the electric field changes sign, and as shown in [6], the critical voltage at which the
Williams domains occur is independent of the sample thickness d. Note that the solitons that we study form in a liquid
crystal with σa < 0, precluding the electro-convective pattern that would otherwise form by ionic motion and the
subsequent liquid crystal flow.
Solitons are ubiquitous to many physical systems and have been extensively studied [18]. Mathematically, solitons
refer to solutions of some partial differential equations associated with a Hamiltonian system, that in spite of being of
dispersive type, present the three wave-particle features previously described. Although solitons are regarded as stable
solutions of the PDE due to the long time persistence of the shape, the question of their stability, specially for PDEs
with critical nonlinearity, remains one of the most challenging open problems of mathematical physics [16]. Equations
of this class include the KdV equation, the wave equation, and the linear and nonlinear Schro¨dinger equations. Optical
solitons in liquid crystals, nematicons, forming in nonliner optic regimes prevalent, for instance, in applications to
fiber optics, are associated with solutions of the latter [13, 1].
The couplings in the model are key to understand how the instabilities arise. Two electric effects stand out. When
the director field is nonuniform and there is an applied electric field, the ions naturally accumulate in regions where
the director gradient is large. The concentrated charge in these areas may couple with the applied field and drive the
system. A related effect that does not involve ionic impurities comes from the often neglected flexoelectric polarization,
that is, the development of electric dipoles associated with director field gradients. Each rod-shaped molecule of the
nematic carries a small dipole moment, and in a nearly uniformly-aligned sample, these dipoles nearly cancel and
therefore have little effect. However, when the sample is subject to splay or bend type distortions, the small charges
present on each molecule accumulate, leading to a spatial separation of charge. Whereas Williams domains are entirely
explained by ionic charge, solitons cannot occur without flexoelectric polarization, as observed in [11].
In this article, we study the system obtained by linearizing the original one about the uniform configuration. It is a
linear system of Floquet type, that is, with periodic coefficients. We note that it presents symmetries that ensure that
for every soliton moving in the positive y-direction, there is a symmetric one moving in the negative y-direction.
We determine the mechanisms of instability by analyze the Floquet exponents as well as the eigenvalues of the
matrix of the system, for each time t > 0. After introducing a traveling wave coordinate ξ = y − st, we identify
the wave numbers of the perturbations that render the system unstable and find very different properties of the wave
numbers ρx and ρξ, along the horizontal direction and that of soliton propagation, respectively. In particular, we show
2
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Figure 1: Top left: Geometry and initial alignment of director [2]. Top right: Schematic of tuxedo structure [2].
Middle: Snapshot of tuxedos moving through nematic electrolyte. These structures travel up and down in relation to
the page [2]. Bottom left: A close-up of one chevron which moves left in relation to the page. This is a top-down
view of the middle plane between the two plates, at z = 0. The direction field shows the angle φ and the color is the
measured light intensity. The units are 1 µm along each axis. The planar angle φ is largest at location 3, and θ is zero
in the chevron except at locations 1 and 2 [11]. Bottom right: A schematic illustrating the angle θ when the period of
the external electric field is 2 ms. The nails indicate the director n, with the heads closer to the reader than the ends.
The vector v indicates the velocity of the chevron [11].
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that unstable modes necessarily satisfy Re ρx = 0 and Im ρξ < 0. This is consistent with the fact that the instability
has no horizontal modulation, and that the chevron profile has a long tail behind it. Our analysis also shows that,
instabilities do not occur without flexoelectric polarization in the model. Moreover, we find that the presence of ionic
impurities as well as the increase of the absolute value of the anisotropic conductivity, each contributes to increasing
the speed of the bullets.
The results of the linear analysis show some disagreement with the experiments, such as a larger dissipative effect,
and a certain de-localization of the bullet structure. Indeed, the nonlinearities in the system are needed in order to
compensate for the dissipation.
We then verify our analysis with a numerical simulation of the linear system with chevron-like initial data and
observe that the discrete solution displays several of the expected properties. Namely, the θ profile remains localized
and oscillates with the frequency of the applied electric field, and the φ profile accumulates at the head of the chevron
and forming a long tail. We apply the method of the manufactured solutions to estimate the errors and find that the
numerical algorithm is of order 2.
In section 2, we derive the governing equations, nondimensionalize with experimental parameters, and introduce a
traveling wave coordinate. In section 3, we linearize the PDE system about the initial uniform state and apply Fourier
analysis and asymptotic analysis to obtain a sufficient condition for instability. In section 4 we discretize the linear
system, simulate with chevron-like initial data, and comment on the behavior of the approximate solution. Concluding
remarks are given in section 5.
2 Derivation of governing equations
There are two ways to obtain the governing equations for this system. The first option is to postulate balances of
linear momentum, angular momentum, and energy, accounting for the dissipation with the well-known viscous stress
tensor for nematics. This is the method originally used to arrive at the Ericksen-Leslie equations [7, 10]. The second
option is to employ a variational principle, the principle of minimum dissipation (see, for example, [15]). Since the
variational approach simplifies the calculations considerably, this is the method we will use. Recall that the movement
of a non-dissipative system described by generalized coordinates qi is given by the solution to
d
dt
∂L
∂q˙i
− ∂L
∂qi
= 0, L = T (q˙i) −U(q). (3)
Here L is the Lagrangian, the difference of the density of kinetic energy T (q˙i) and the density of potential energy
U(qi). The variational statement of this equation is
δ
δq˙i
∫
E˙ = 0, (4)
where E = L + 2U is the total energy of the system. That is, the system behaves in such a way that the rate of work is
minimized with respect to the generalized velocities. For dissipative systems, the conservative forces must be balanced
by the dissipative forces, for example from viscosity:
d
dt
∂L
∂q˙i
− ∂L
∂qi
+
∂R
∂q˙i
= 0. (5)
In the above equation, R is the Rayleigh dissipation function. As in the conservative case, the above equation may also
be written in variational form:
δ
δq˙i
∫
(E˙ + R) = 0. (6)
To arrive at the governing equations which include the flexoelectric effect, we will follow the same procedure as in
[17]. The work will be identical, except for the inclusion of the flexoelectric terms. For completeness we give a brief
summary below.
The unknown quantities of the problem are the director n, the charge densities ck of each ion species, the electric
potential Φ, and the flow velocity v. Therefore the generalized velocities are n˙, the ion velocities uk, Φ˙, and v. The
superposed dot indicates the material time derivative, e.g.
n˙ =
∂n
∂t
+ (v · ∇)n. (7)
4
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We must write the total energy density E and the total dissipation R as functions of these generalized velocities. First,
there is elastic energy associated to distortions in the director field. We use the Oseen-Frank energy:
EOF = 12K1(∇ · n)2 + 12K2[n · (∇ × n)]2 + 12K3|n × (∇ × n)|2. (8)
The constants K1, K2, and K3 correspond to splay, twist, and bend distortions in the director. There will also be energy
associated to the ions:
Eion = eΦ
M∑
k=1
zkck + kBΘ
M∑
k=1
ck ln ck. (9)
The first term here is the Coulombic energy of the ions (zk is the valence of the ions and e is the charge of an electron.)
The second sum is an entropic energy which tends to drive ions of the same species apart. In this expression, kB is the
Boltzmann constant and Θ is the absolute temperature. The kinetic energy of the system is
Ekin = 12σn˙ · n˙ + 12ρv · v, (10)
where σ is the director inertia (usually negligibly small) and ρ is the mass per unit volume. We will assume that ρ is
constant so that the liquid crystal is incompressible. The dielectric polarization contributes to the energy through
Edi = − 12ε0
[
|E|2 + εa(n · E)2
]
, (11)
where ε⊥ and ε‖ are the dielectic permittivities perpendicular and parallel to the director, the dielectric anisotropy is
εa = ε‖ − ε⊥. Finally, the last contribution to the energy of the system is given by the flexoelectric terms [4]:
Eflex = − 12 Pflex · E, (12)
where
P = e1(∇ · n)n + e3(∇ × n) × n = e1(∇ · n)n + e3(∇n)n 1 (13)
is the flexoelectric polarization. There are two contributions to the total dissipation R. The first is from the viscosity
associated to the nematic molecules [15]:
Rnem = 12 (α3 − α2)n˚ · n˚ + (α2 + α3)n˚ · An + 12 (α5 + α6)|An|2 + 12α4|A|2 + 12α1|n · An|2. (14)
Here the αi are the Leslie viscosities, A = 12 (∇v + ∇vᵀ) is the symmetric part of the velocity gradient, and n˚ is the Lie
derivative of n defined by
n˚ = n˙ −Wn, W = 12 (∇v − ∇vᵀ). (15)
The dissipation of the ions is given by
Rion = kBΘ2
M∑
k=1
ck(uk − v) · (Dk)−1(uk − v), (16)
where Dk is the diffusion matrix of the ion species k. Using these expressions, the principle of minimum dissipation
(6) gives
δ
∫
Ω
[
E˙ + R − p(∇ · v) − λn · n˙
]
= 0,
E = EOF + Ekin + Edi + Eion + Eflex =: E˜ + Eflex,
R = Rnem + Rion,
(17)
where as before, the variations are computed with respect to the generalized velocities n˙, uk, Φ˙, and v. The last two
terms in the integral account for the constraints of incompressibility (∇ · v = 0) and unit length of the director with
Lagrange multipliers p and λ. As in [17], assume that all generalized velocities vanish at the boundary of the domain
Ω. The authors of [17] compute these variations without the flexoelectric energy, and we cite their results below:
δ
δn˙
∫
Ω
( ˙˜E + R − p∇ · v − λn · n˙) = σn¨ + ∂EOF
∂ni
− div
(
∂EOF
∂∇n
)
− λn + γ1n˚ + γ2An − ε0εa(n · E)E, (18)
1The coefficients e1 and e3 can be positive or negative, and the two expressions for the flexoelectric polarization are equivalent due to the identity
v × (∇ × v) = −(∇v)v for |v| = 1. I have chosen to work with the expression on the right.
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δ
δv
∫
Ω
( ˙˜E + R − p∇ · v − λn · n˙) = ρv˙ + ∇p + div ( ∂EOF
∂∇nT ∇n − T
V
)
+ ε0εa(n · E)(∇n)ᵀE +
M∑
k=1
ck∇µk, (19)
δ
δΦ˙
∫
Ω
( ˙˜E + R − p∇ · v − λn · n˙) = −∇ · [ε0 (ε⊥I + εan ⊗ n) E] + e M∑
k=1
ckzk, (20)
δ
δuk
∫
Ω
( ˙˜E + R − p∇ · v − λn · n˙) = ck [∇µk + kBΘ(Dk)−1(uk − v)] . (21)
In these equations,
µk = kBΘ(ln ck + 1) + ezkΦ (22)
is the chemical potential of ion species k. The viscosities γ1 and γ2 are given by
γ1 = α3 − α2, γ2 = α3 + α2, (23)
and
TVi j = α1nkAkpnpnin j + α2n˚in j + α3nin˚ j + α4Ai j + α5n jAiknk + α6niA jknk (24)
is the viscous stress tensor. Before we can use the principle of minimum dissipation, it remains to compute the
variations of
∫ E˙flex. First, we have
∇˙n = ∇n˙ − ∇n∇v, ˙∇ · n = ∇ · n˙ − ∇v : ∇nT . (25)
Then
P˙ = e1
[
( ˙∇ · n)n + (∇ · n)n˙
]
+ e3
[
(∇˙n)n + (∇n)n˙
]
= e1 [(∇ · n˙)n − (∇v : ∇nᵀ)n + (∇ · n)n˙] + e3 [(∇n˙ − ∇n∇v)n + (∇n)n˙] . (26)
So, using the identity
∇˙Φ = ∇Φ˙ − ∇vᵀ∇Φ, (27)
we have
2
∫
Ω
E˙flex =
∫
Ω
(
P˙ · ∇Φ + P · ∇˙Φ
)
(28)
=
∫
Ω
{e1 [(∇ · n˙)n − (∇v : ∇nᵀ)n + (∇ · n)n˙] · ∇Φ + e3 [(∇n˙ − ∇n∇v)n + (∇n)n˙] · ∇Φ
+P · ∇Φ˙ − P · ∇vᵀ∇Φ
}
=
∫
Ω
e1(∇ · n˙)(n · ∇Φ) −
∫
Ω
e1(∇v : ∇nᵀ)(n · ∇Φ) +
∫
Ω
e3[(∇n˙)n] · ∇Φ −
∫
Ω
e3[(∇n∇v)n] · ∇Φ
+
∫
Ω
P · ∇Φ˙ −
∫
Ω
P · ∇vᵀ∇Φ +
∫
Ω
[e1(∇ · n)∇Φ + e3∇nᵀ∇Φ] · n˙ (29)
Each integrand needs to be linear in one of the generalized velocities, so integrate by parts in each term to obtain∫
Ω
e1(∇ · n˙)(n · ∇Φ) =
∫
Ω
e1n˙i,in jΦ, j = −
∫
Ω
e1(n jΦ, j),in˙i,
−
∫
Ω
e1(∇v : ∇nᵀ)(n · ∇Φ) = −
∫
Ω
e1vi, jn j,inkΦ,k =
∫
Ω
e1(n j,inkΦ,k), jvi,∫
Ω
e3[(∇n˙)n] · ∇Φ =
∫
Ω
e3n˙i, jn jΦ,i = −
∫
Ω
e3(n jΦ,i), jn˙i,
−
∫
Ω
e3[(∇n∇v)n] · ∇Φ = −
∫
Ω
e3n j,ivi,knkΦ, j =
∫
Ω
e3(n j,inkΦ, j),kvi,∫
Ω
P · ∇Φ˙ =
∫
Ω
PkΦ˙,k = −
∫
Ω
Pk,kΦ˙,
−
∫
Ω
P · ∇vᵀ∇Φ = −
∫
Ω
P jvi, jΦ,i =
∫
Ω
(P jΦ,i), jvi.
(30)
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Therefore, from (29),
2
∫
Ω
E˙flex =
∫
Ω
[
−e1(n jΦ, j),i − e3(n jΦ,i), j + e1n j, jΦ,i + e3n j,iΦ, j
]
n˙i
+
∫
Ω
[
e1(n j,inkΦ,k), j + e3(n j,inkΦ, j),k + (P jΦ,i), j
]
vi −
∫
Ω
Pk,kΦ˙. (31)
So
δ
δn˙i
∫
Ω
E˙flex = − 12e1(n jΦ, j),i − 12e3(n jΦ,i), j + 12e1n j, jΦ,i + 12e3n j,iΦ, j
= − 12e1n j,iΦ, j − 12e1n jΦ, ji − 12e3n j, jΦ,i − 12e3n jΦ,i j + 12e1n j, jΦ,i + 12e3n j,iΦ, j
= 12 (e1 − e3)(n j, jΦ,i − n j,iΦ, j) − 12 (e1 + e3)n jΦ, ji
= 12 (e3 − e1)(n j, jEi − n j,iE j) + 12 (e1 + e3)Ei, jn j, (32)
δ
δvi
∫
Ω
E˙flex = 12e1(n j,inkΦ,k), j + 12e3(n j,inkΦ, j),k + (P jΦ,i), j
= 12e1
(
n j,i jnkΦ,k + n j,ink, jΦ,k + n j,inkΦ,k j
)
+ 12e3
(
n j,iknkΦ, j + n j,ink,kΦ, j + n j,inkΦ, jk
)
+ 12P j, jΦ,i +
1
2P jΦ,i j
= 12 (e1 + e3)n j,inkΦ,k j +
1
2
(
e1n j, jink + e1n j,ink, j + e3nk,i jn j + e3nk,in j, j
)
Φ,k +
1
2P j, jΦ,i +
1
2P jΦi, j,
= − 12 (e1 + e3)n j,inkEk, j − 12
(
e1n j, jink + e1n j,ink, j + e3nk,i jn j + e3nk,in j, j
)
Ek − 12P j, jEi − 12P jEi, j, (33)
δ
δΦ˙
∫
Ω
E˙flex = − 12Pk,k, (34)
δ
δuki
∫
Ω
E˙flex = 0. (35)
Finally we are ready to apply the principal of minimum dissipation. First, from (21) and (35),
0 = ck
[
∇µk + kBΘ(Dk)−1(uk − v)
]
, (36)
which implies the ion velocities are given by
uk = v − 1
kBΘ
Dk∇µk = v − Dk
(∇ck
ck
− ez
k
kBΘ
E
)
. (37)
The ion concentrations ck must also satisfy the continuity equation
∂ck
∂t
+ ∇ · (ckuk) = 0. (38)
Use (37) to eliminate uk and arrive at the equation
0 =
∂ck
∂t
+ ∇ ·
[
Dk
(
ezkck
kBΘ
E − ∇ck
)
+ ckv
]
. (39)
Now, (18)-(20) along with (32)-(33) show that the remaining governing equations are
0 =
δ
δn˙i
∫
Ω
(
E˙ + R − p(∇ · v) − λn · n˙
)
=
∂EOF
∂ni
−
(
∂EOF
∂ni, j
)
, j
− λni + σn¨i + γ1n˚i + γ2Ai jn j − ε0εan jE jEi + 12 (e3 − e1)(n j, jEi − n j,iE j) + 12 (e1 + e3)Ei, jn j,
(40)
0 =
δ
δv˙i
∫
Ω
(
E˙ + R − p(∇ · v) − λn · n˙
)
= ρv˙i +
(
∂EOF
∂nk, j
nk,i + pδi j − TVi j − ε0EiD j
)
, j
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− 12 (e1 + e3)n j,inkEk, j − 12
(
e1n j, jink + e1n j,ink, j + e3nk,i jn j + e3nk,in j, j
)
Ek − 12P j, jEi − 12P jEi, j, (41)
0 =
δ
δΦ˙
∫
Ω
(
E˙ + R − p(∇ · v) − λn · n˙
)
= −
[
ε0
(
ε⊥δi j + εanin j
)
E j
]
,i
+ e
N∑
k=1
zkck − 12Pk,k. (42)
The full system including the constraints is
∂ck
∂t
+ ∇ ·
[
Dk
(
ezkck
kBΘ
E − ∇ck
)
+ ckv
]
= 0,
σn¨ +
∂EOF
∂n
− div
(
∂EOF
∂∇n
)
− λn + γ1n˚ + γ2An − ε0εa(n · E)E + 12 (e3 − e1)[(∇ · n)E − ∇nᵀE] + 12 (e1 + e3)(∇E)n = 0,
ρv˙ + ∇p + div
[
∇nᵀ
(
∂EOF
∂∇n
)
− TV
]
+ ε0εa(n · E)∇nᵀE +
N∑
k=1
ck∇µk
= 12 (e1 + e3)∇nᵀ(∇E)n + 12e1[(n · E)∇(∇ · n) + (∇nᵀ)2E] + 12e3[(∇ · n)∇nᵀE + G] + 12 (∇ · P)E − 12 (∇E)P,
∇ ·
[
ε0ε⊥E + ε0εa(n · E)n + 12e1(∇ · n)n + 12e3(∇n)n
]
= e
N∑
k=1
zkck,
∇ · v = 0,
n · n = 1,
E = −∇Φ,
Gi = nk,i jn jEk.
(43)
We now apply some assumptions specific to the experiment under consideration.
2.1 Specification of governing equations to chevron system.
To describe the tuxedos from [11], make the following assumptions:
1. There is no flow in the liquid crystal: v = 0. In this case the linear momentum equation is just an equation for
the pressure p and can be neglected.
2. As before, the director is given by two angles φ and θ, as in (1). This expression for n already satisfies the
constraint |n| = 1.
3. The elastic energy is given by the one-constant approximation: EOF = 12K|∇n|2 = 12Kni, jni, j.
4. There are two ion species present with concentrations c+ and c− and valences z± = ±1.
5. The diffusion matrices D± in the concentration equation are given by
D± = D¯ [I + (λσ − 1)n ⊗ n] , (44)
where λσ = σ‖/σ⊥ is the ratio of conductivities parallel and perpendicular to the director and
D¯ =
kBΘ
e2
σ⊥
c¯
> 0. (45)
In the above equation, c¯ is a typical ion concentration.
6. The dielectric anisotropy is negative: εa < 0.
The equations (43) simplify considerably under these assumptions. Because v = 0, we have
n˚ = n˙ = nt, n¨ = ntt, A = 0, (46)
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and with the one-constant approximation to the Oseen-Frank energy,
∂EOF
∂ni
−
(
∂EOF
∂ni, j
)
, j
= −Kni, j j = −K∆ni, (47)
Therefore the n equation may be written
λn = σntt − K∆n + γ1nt + ε0|εa|(n · E)E + 12 (e3 − e1)[∇nᵀE − (∇ · n)E] + 12 (e1 + e3)(∇E)n. (48)
We’d like to reduce this vector equation to two scalar equations for the angles φ and θ. Define
m = (sin φ,− cos φ, 0), p = n ×m = (sin θ cos φ, sin θ sin φ,− cos θ) (49)
so that {n,m,p} is an orthonormal, right-handed basis. Eliminate the Lagrange multiplier λ in (48) by dotting with m
and p:
0 = σntt ·m − K∆n ·m + γ1nt ·m + ε0|εa|(n · E)(m · E)
+ 12 (e1 − e3)[E · (∇n)m − (∇ · n)(E ·m)] + 12 (e1 + e3)(∇E)n ·m,
0 = σntt · p − K∆n · p + γ1nt · p + ε0|εa|(n · E)(p · E)
+ 12 (e1 − e3)[E · (∇n)p − (∇ · n)(E · p)] + 12 (e1 + e3)(∇E)n · p,
(50)
Using the equations
ni, j = − cos θ miφ j − piθ j,
mi, j = (cos θ ni + sin θ pi) φ j,
pi, j = niθ j − sin θ miφ j,
ni, jk = sin θ miφ jθk − φ jφk cos θ (cos θ ni + sin θ pi) − cos θ miφ jk + (sin θ miφk − niθk) θ j − piθ jk,
(51)
we can write these equations as
0 = σ(2φtθt sin θ − φtt cos θ) + K (cos θ ∆φ − 2 sin θ ∇φ · ∇θ) − γ1φt cos θ + ε0|εa|(n · E)(m · E)
+ 12 (e1 − e3)E ·
[
cos θ(∇φ ·m)m + (∇θ ·m)p] 12 (e1 − e3)(m · E) (cos θ∇φ ·m + ∇θ · p) + 12 (e3 + e1)(∇E)n ·m,
0 = −σ
(
θtt +
1
2φ
2
t sin 2θ
)
+ K
(
∆θ + 12 sin 2θ |∇φ|2
)
− γ1θt + ε0|εa|(n · E)(p · E)
+ 12 (e3 − e1)E ·
[
cos θ(∇φ · p)m + (∇θ · p)p] + 12 (e1 − e3)(p · E) (cos θ∇φ ·m + ∇θ · p) + 12 (e1 + e3)(∇E)n · p.
(52)
After rearranging the equations for φ and θ, the reduced system is:
σ(φtt − 2φtθt tan θ) + γ1φt = K (∆φ − 2 tan θ ∇φ · ∇θ) + ε0|εa|(n · E)(m · E) sec θ
+ 12 (e1 − e3)
[
(∇θ · p)(E ·m) − (∇θ ·m)(E · p)] sec θ
+ 12 (e1 + e3)(∇E)n ·m,
σ(θtt + 12φ
2
t sin 2θ) + γ1θt = K
(
∆θ + 12 sin 2θ |∇φ|2
)
+ ε0|εa|(n · E)(p · E)
+ 12 (e1 − e3) cos θ
[
(∇φ ·m)(E · p) − (∇φ · p)(E ·m)]
+ 12 (e1 + e3)(∇E)n · p,
∇ ·
[
ε0ε⊥E − ε0|εa|(n · E)n + 12e1(∇ · n)n + 12e3(∇n)n
]
= e(c+ − c−),
c±t = D¯∇ ·
[
(I + (λσ − 1)n ⊗ n)
(
∇c± ∓ c
±e
kBΘ
E
)]
,
n = (cos θ cos φ, cos θ sin φ, sin θ),
m = (sin φ,− cos φ, 0),
p = (sin θ cos φ, sin θ sin φ,− cos θ).
(53)
The unknown quantities are φ, θ, E = −∇Φ, c+, and c−.
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2.2 Nondimensionalization
This system is still fairly complicated, so the next step is to nondimensionalize using parameters from [11] and neglect
small terms. After nondimensionalizing, the system (53) becomes
A(φtt − 2 tan θ φtθt) + Bφt = K
(
∆ξφ − 2 tan θ ∇ξφ · ∇ξθ
)
+ (n · E)(E ·m) sec θ + L2 sec θ
[
m · (∇ξE)n
]
+ L1
[
(∇ξθ · p)(E ·m) − (∇ξθ ·m)(E · p)
]
sec θ,
A(θtt + 12 sin 2θ φ
2
t ) + Bθt = K
(
∆ξθ +
1
2 sin 2θ |∇ξφ|2
)
+ (n · E)(E · p) + L2
[
p · (∇ξE)n
]
+ L1 cos θ
[
(∇ξφ ·m)(E · p) − (∇ξφ · p)(E ·m)
]
,
∇ ·
[
E − J(n · E)n + 12 (L1 + L2)(∇ξ · n)n + 12 (L1 − L2)(∇ξn)n
]
= M(c+ − c−),
F0c±t = ∇ξ ·
[
(I + (λσ − 1)n ⊗ n)
(
G∇ξc± ∓ c±E
)]
,
where
A =
σω2
ε0|εa|E20
, B =
γ1ω
ε0|εa|E20
, C =
K
d2ε0|εa|E20
, L2 =
e1 + e3
2ε0|εa|E0d ,
L1 =
e1 − e3
2ε0|εa|E0d , J =
ε⊥
|εa| , M =
ec¯d
ε0|εa|E0 , F =
ωkBΘd
eE0D¯
, G =
kBΘ
eE0d
.
(54)
Here, ω is the frequency of the applied electric field and d is the gap between the plates. From [11], we have
ω = 500 Hz, d = 8 µm, Θ = 313 K, E0 = 8.2 × 106 V/m, γ1 = 60 mPa s,
ε⊥ = 8.8, εa = −4.2, c¯ = 2 × 1020 m−3, σ‖ = 4.9 × 10−9 Ω−1m−1, σ⊥ = 6.1 × 10−9 Ω−1m−1.
(55)
Choose the other parameters to be typical values for liquid crystals [12, 19, 4]:
σ = 1 × 10−13 kg/m 2, |e1|, |e3| = 1 × 10−11 C/m, K = 1 × 10−11 N 3. (56)
The dimensionless constants are
A = 1 × 10−11, B = 1.2 × 10−2, C = 6.25 × 10−5, J = 2.1, M = .84,
F = 2.5, G = 4.1 × 10−4, |L1|, |L2| ≈ 4.1 × 10−3, λσ = 0.8.
(57)
The coefficient A is small enough to neglect completely. Let ε = |4.1 × 10−3 and write
b =
B
ε
= 2.9, c =
C
ε2
= 3.7, f = F = 2.5, g =
G
ε2
= 24, `1 =
|L1|
ε
= O(1), `2 =
L2|
ε
= O(1).
(58)
The lowercase constants are all order 1 (except maybe g). After making this replacement, the dimensionless equations
are 
εbφt = ε2c (∆φ − 2 tan θ ∇φ · ∇θ) + (n · E)(E ·m) sec θ + ε`2[m · (∇E)n] sec θ
− ε`1(∇θ · p)(E ·m) sec θ + ε`1(∇θ ·m)(E · p) sec θ,
εbθt = ε2c
(
∆θ + 12 sin 2θ |∇φ|2
)
+ (n · E)(E · p) + ε`2[p · (∇E)n]
− ε`1 cos θ(∇φ ·m)(E · p) + ε`1(∇φ · p)(E ·m) cos θ,
∇ ·
[
JE − (n · E)n + 12ε(`1 + `2)(∇ · n)n + 12ε(`2 − `1)(∇n)n
]
= mq,
f Qt = ∇ ·
[
(I + (λσ − 1)n ⊗ n)
(
ε2g∇Q − qE
)]
,
f qt = ∇ ·
[
(I + (λσ − 1)n ⊗ n)
(
ε2g∇q − QE
)]
.
(59)
In the above equations, Q = c+ + c− and q = c+ − c−.
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2.3 Traveling wave coordinates
We want to look for tuxedos that move along the y axis. Define a new similarity variable
ξ = y − Rt, (60)
where R > 0 is the (dimensionless) speed of the chevron. In terms of physical parameters,
R =
s
dω
, (61)
where s is the measured chevron speed. The authors of [11] report that s = βE20 with β = 1.5 × 10−17 V2 m−1 s−1, so
for the parameters listed earlier, R = .25. Now, assume that solutions depend on the variables t, x, z, and ξ. The partial
derivatives transform as
∂
∂y
=
∂ξ
∂y
∂
∂ξ
=
∂
∂ξ
,
d
dt
=
∂
∂t
+
∂ξ
∂t
∂
∂ξ
=
∂
∂t
− R ∂
∂ξ
, (62)
and the system (59) becomes
εbφt = εbRφξ + ε2c
(
∆ξφ − 2 tan θ ∇ξφ · ∇ξθ
)
+ (n · E)(E ·m) sec θ + ε`2[m · (∇ξE)n] sec θ
− ε`1(∇ξθ ·m)(E · p) sec θ + ε`1(∇ξθ · p)(E ·m) sec θ,
εbθt = εbRθξ + ε2c
(
∆ξθ +
1
2 sin 2θ |∇ξφ|2
)
+ (n · E)(E · p) + ε`2[p · (∇ξE)n]
− ε`1(∇ξφ · p)(E ·m) cos θ + ε`1 cos θ(∇ξφ ·m)(E · p),
∇ξ ·
[
JE − (n · E)n + 12ε(`1 + `2)(∇ξ · n)n + 12ε(`2 − `1)(∇ξn)n
]
= mq,
f Qt = f RQξ + ∇ξ ·
[
(I + (λσ − 1)n ⊗ n)
(
ε2g∇ξQ − qE
)]
,
f qt = f Rqξ + ∇ξ ·
[
(I + (λσ − 1)n ⊗ n)
(
ε2g∇ξq − QE
)]
.
(63)
The subscript ξ on the differential operators indicate that ∂/∂y should be replaced by ∂/∂ξ. For example,
∇ξφ = (φx, φξ, φz). (64)
The unknown quantities are φ, θ, Φ, Q, and q. Note that in the limit ε = 0, the director equations simplify to (n · E)(m · E) = 0,(n · E)(p · E) = 0. (65)
Since {n,m,p} is an orthogonal basis, the solutions are either n ‖ E or n · E = 0. The dielectric anisotropy εa is
negative, so we take n · E = 0 as the outer solution at the O(1) length scale. Then
tan θ = −Ex cos φ + Ey sin φ
Ez
, (66)
and because θ oscillates around 0 with small amplitude, we expect
Ex
Ey
≈ − tan φ. (67)
No temporal or spatial derivatives of φ or θ appear in these equations, so the director is piecewise constant at this scale.
Therefore Ex/Ey is approximately constant as well.
3 Stability of uniform state
For convenience, we write the electric field in terms of the electric potential: E = −∇Φ.Next, linearize about the initial
state
φ = θ = 0, Φ = p(t)z, q = 0, Q = Q¯ = const. (68)
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where
p(t) = cos(2pit − κ) (69)
for some κ ∈ R to be chosen later. This choice of Φ corresponds to an alternating electric field in the z-direction, as in
the experiments in [11]. We would like to show that the solution (68)-(69) is unstable to chevron-like traveling waves.
After some computations we see that the linearized system is
bφt = bRφξ + εc∆ξφ + `1p(t)θξ + `2Φxξ,
εbθt = εbRθξ + ε2c∆ξθ − p(t)Φx − p2(t)θ − ε`1p(t)φξ + ε`2Φxz,
(J − 1)Φxx + JΦξξ + JΦzz = p(t)θx + ε`2(φxξ + θxz) − mq,
f qt = f Rqξ + εg(λσqxx + qξξ + qzz) + p(t)Qz
f qt + Q¯
[
λσΦxx + Φξξ + Φzz + (λσ − 1)p(t)θx
]
,
f Qt = f RQξ + εg(λσQxx + Qξξ + Qzz) + p(t)qz.
(70)
We would like to reduce the problem to be 2D in x and ξ. However, according to [11], the chevrons are truly three-
dimensional, and the z-derivatives cannot be neglected. So, to eliminate the z dependence, we will assume all variables
have a parabolic profile in the z direction and average in z. That is, assume the confining plates are located in the plans
z = 0 and z = 1, and
φ = r(z)φ˜(x, ξ, t), θ = r(z)θ˜(x, ξ, t), Φ = r(z)Φ˜(x, ξ, t),
q = r(z)q˜(x, ξ, t), Q = r(z)Q˜(x, ξ, t),
(71)
where
r(z) = 6z(1 − z). (72)
Then ? 1
0
r(z) dz = 1,
? 1
0
r′(z) dz = 0,
? 1
0
r′′(z) dz = −12, (73)
so after averaging in z, the linear equations (70) become (after dropping the tildes)
bφt = bRφξ + εc(φxx + φξξ − 12φ) + `1p(t)θξ + `2Φxξ,
εbθt = εbRθξ + ε2c(θxx + θξξ − 12θ) − p(t)Φx − p2(t)θ − ε`1p(t)φξ,
(J − 1)Φxx + JΦξξ − 12JΦ = p(t)θx + ε`2φxξ − mq,
f qt = f Rqξ + εg(λσqxx + qξξ − 12q) + Q¯(λσΦxx + Φξξ − 12Φ) + Q¯(λσ − 1)p(t)θx.
(74)
and
f Qt = f RQξ + εg(λσQxx + Qξξ − 12Q) (75)
The equation (75) for Q decouples from the rest of the system, so it can be disregarded. In the upcoming computations,
we will take Q¯ = 2, since there are two species of ions. It remains to solve for φ, θ, Φ, and q. To solve these equations,
we need to impose initial and boundary data for φ, θ, and q. In practice, we will be interested in a region Ω×[0,T ] with
zero Dirichlet boundary conditions, where T > 0 and Ω = [−Lx, Lx]× [0, Lξ], and initial conditions φ(t = 0) = φ0(x, ξ),
θ(t = 0) = θ0(x, ξ), q(t = 0) = q0(x, ξ). The initial profile of Φ can then be computed from Gauss’s equation.
Observe that if the flexoelectric terms are removed (`1 = `2 = 0), the equation for φ is simply
bφt = bRφξ + εc(φxx + φξξ − 12φ), (76)
which is the heat equation with some lower-order terms. Without flexoelectricity, there is no forcing in the equation,
and the φ profile will dissipate to zero. However, the experiments show that the φ profile is roughly constant. This
provides strong evidence that the flexoelectricity is indeed responsible for the formation of the chevrons.
Lastly, because we have chosen R > 0, we will be looking for a chevron which travels in the positive y-direction.
However, the experiments show that there are also chevrons moving in the negative y direction, and this symmetry is
reflected in the equations (74). We can see this by reflecting y 7→ −y and R 7→ −R, so that ξ 7→ −ξ. Suppose that φ, θ,
Φ, and q solve (74) with R > 0. Then 
φ∗(x, ξ, t) = −φ(x,−ξ, t),
θ∗(x, ξ, t) = θ(x,−ξ, t),
Φ∗(x, ξ, t) = Φ(x,−ξ, t),
q∗(x, ξ, t) = q(x,−ξ, t)
(77)
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solve (74) with R < 0. In this way, after we find a chevron solution moving in the positive y-direction, we can transform
coordinates and get another solution which moves in the negative y-direction.
3.1 Fourier analysis
Apply the Fourier transform to (74) in both x and ξ, i.e.
fˆ (ρx, ρξ) =
∫
R2
f (x, y) exp
(
−2pii(ρxx + ρξξ)
)
dx dξ. (78)
The Gauss equation gives
Φˆ =
1
4∆J(ρx, ρξ)
(
4pi2ε`2ρxρξφˆ − 2piip(t)ρxθˆ + mqˆ
)
(79)
with
∆J(ρx, ρξ) = (J − 1)pi2ρ2x + Jpi2ρ2ξ + 3J, (80)
so Φˆ can be eliminated. Using (79), we see that the remaining equations for φˆ, θˆ, and qˆ are
bφˆt =
2piibRρξ − 4ε c∆1(ρx, ρξ) + pi4`22ρ2xρ2ξ∆J(ρx, ρξ)
 φˆ
+ 2piiρξ
(
`1 +
pi2`2ρ
2
x
∆J(ρx, ρξ)
)
θˆp(t) − pi
2`2mρxρξ
∆J(ρx, ρξ)
qˆ, (81)
εbθˆt =
[
2piiεbRρξ − 4ε2c∆1(ρx, ρξ) −
(
1 +
pi2ρ2x
∆J(ρx, ρξ)
)
p2(t)
]
θˆ
− 2piiερξ
(
`1 +
`2pi
2ρ2x
∆J(ρx, ρξ)
)
φˆp(t) − piimρx
2∆J(ρx, ρξ)
qˆp(t) (82)
f qˆt =
(
2pii f Rρξ − 4εg∆σ(ρx, ρξ) − Q¯m∆σ(ρx, ρξ)
∆J(ρx, ρξ)
)
qˆ − 4pi2εQ¯`2ρxρξ ∆σ(ρx, ρξ)
∆J(ρx, ρξ)
φˆ
+ 2piiQ¯ρx
(
λσ − 1 + ∆σ(ρx, ρξ)
∆J(ρx, ρξ)
)
θˆp(t) (83)
where
∆σ(ρx, ρξ) = λσpi2ρ2x + pi
2ρ2ξ + 3, ∆1(ρx, ρσ) = pi
2ρ2x + pi
2ρ2ξ + 3. (84)
Write each of the unknowns as a power series in ε; e.g
φˆ(ρx, ρξ, t; ε) = φˆ0(ρx, ρξ, t) + εφˆ1(ρx, ρξ, t) + ε2φˆ2(ρx, ρξ, t) + . . . . (85)
From the lowest order terms of equation (82),
θˆ0 = − piimρx
2J∆1(ρx, ρξ)
qˆ0
p(t)
(86)
so |θˆ| → +∞ as p(t) → 0. Therefore θˆ0t is not O(1), and the term εbθˆ0t cannot be neglected in the leading order
equations. We must amend (86) to
εbθˆ0t = −
(
1 +
pi2ρ2x
∆J(ρx, ρξ)
)
θˆ0p2(t) − piimρx
2∆J(ρx, ρξ)
qˆ0p(t). (87)
The leading orders of (81) and (83) are
bφˆ0t = 2piibRρξφˆ
0 + 2piiρξ
(
`1 +
pi2`2ρ
2
x
∆J(ρx, ρξ)
)
θˆ0p(t) − pi
2`2mρxρξ
∆J(ρx, ρξ)
qˆ0,
f q0t = 2piiQ¯ρx
(
λσ − 1 + ∆σ(ρx, ρξ)
∆J(ρx, ρξ)
)
θˆ0p(t) +
(
2pii f Rρξ − Q¯m∆σ(ρx, ρξ)
∆J(ρx, ρξ)
)
qˆ0.
(88)
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The ODEs (87)-(88) can be written as the system
ut = Au, u =
[
φˆ0 θˆ0 qˆ0
]ᵀ
,
A(t; ρx, ρξ) =

2piiRρξ
2piiρξ
b
(
`1 +
pi2`2ρ
2
x
∆J(ρx, ρξ)
)
p(t) − pi
2`2mρxρξ
b∆J(ρx, ρξ)
0 − 1
εb
(
1 +
pi2ρ2x
∆J(ρx, ρξ)
)
p2(t) − piimρx
2εb∆J(ρx, ρξ)
p(t)
0
2piiQ¯ρx
f
(
λσ − 1 + ∆σ(ρx, ρξ)
∆J(ρx, ρξ)
)
p(t) 2piiRρξ − Q¯mf
∆σ(ρx, ρξ)
∆J(ρx, ρξ)

.
(89)
For the moment, assume as usual that both Fourier variables ρx and ρξ are real. The matrix A is periodic in t with
period 1, so Floquet theory is appropriate.
Before continuing, we pause briefly to recall the main theorem of Floquet theory (see [8, 9] for more detail).
Consider the ODE system y′ = P(t)y, where P is a d×d matrix that is continuous in t and also periodic in t with period
p. If Y(t) is a fundamental matrix solution to this system, then Y(t) = Z(t) exp(Rt), where Z and R are d × d matrices,
R is constant, and Z has period p in t. The eigenvalues µi of R are the Floquet exponents, and these are unique up to
integer multiples of 2pii. The real parts of the Floquet exponents determine the stability of the system – if all µi have
negative real part, the system is stable, and if at least one µi has positive real part, the system is unstable. We will also
need the formula
d∑
i=1
µi =
? p
0
tr P(t) dt. (90)
From equation (90), clearly the first Floquet exponent of (89) is
µ1 = 2piiRρξ. (91)
Since Re µ1 = 0, µ1 does not affect the stability. The other two Floquet exponents satisfy (up to a multiple of 2pii)
µ2 + µ3 =
? 1
0
tr A(s) ds = − 1
2εb
(
1 +
pi2ρ2x
∆J(ρx, ρξ)
)
+ 2piiRρξ − Q¯mf
∆σ(ρx, ρξ)
∆J(ρx, ρξ)
, (92)
so
Re (µ2 + µ3) = − 12εb
(
1 +
pi2ρ2x
∆J(ρx, ρξ)
)
− Q¯m
f
∆σ(ρx, ρξ)
∆J(ρx, ρξ)
< 0. (93)
The inequality (93) doesn’t immediately give any information about the real parts of µ2 and µ3, so we look instead at
Aave : =
> 10 A22(t) dt > 10 A23(t) dt> 1
0 A32(t) dt
> 1
0 A33(t) dt

=

− 1
2εb
(
1 +
pi2ρ2x
∆J(ρx, ρξ)
)
0
0 2piiRρξ − Q¯mf
∆σ(ρx, ρξ)
∆J(ρx, ρξ)
 =:
[
λ1 0
0 λ2
]
. (94)
The matrix Aave is the lower right block of A averaged over one time period. Although it doesn’t give any definite
information, one usually expects that one of the Floquet exponents µ2 and µ3 have positive real part when one of λ1
and λ2 has positive real part. For ρx and ρξ real, both λ1 and λ2 have negative real part, suggesting that to achieve
instability we should consider complex values of ρx and ρξ. Referring to the formula for the inverse Fourier transform,
f (x, ξ) =
∫
R2
fˆ (ρx, ρξ) exp
(
2pii(ρxx + ρξξ)
)
dρx dρξ, (95)
we see that the (dimensionless) characteristic lengths in the x and ξ directions are inversely proportional to |ρx| and
|ρξ |. Therefore the simplification ρξ = 0 is an assumption that the chevron is much longer in the ξ-direction than the
x-direction, matching the experiments in [11]. According to figure 2, for ρξ = 0, Aave has eigenvalues with positive
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Figure 2: Real parts of the eigenvalues λ1 and λ2 of Aave, as in (94). This picture suggests that to achieve instability,
we should take ρx purely imaginary.
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real part only when ρx is purely imaginary. From (92), with ρξ = 0, ρx = iρix, and taking the limit ε→ 0,
µ2 + µ3 =
J
2εb
pi2ρi2x − 3
3J − (J − 1)pi2ρi2x
. (96)
Then Re (µ2 + µ3) > 0 when
|ρix| ∈
√
3
pi
1, √ JJ − 1
 = (0.55, 0.76). (97)
We have found an instability condition that requires one of the Fourier variables be imaginary. Although the Fourier
variables are usually taken to be real to study oscillatory behavior of solutions, they can also be taken to be complex
to study the exponential growth or decay of solutions in the space variables as well. Since ρx is purely imaginary,
the corresponding chevron solution must exhibit growth or decay (and no oscillation) in the x direction. This is
reasonable, since the expected chevron shape has no periodic modulation in the x-direction. The characteristic length
Lx over which the solution decays by a factor of e is in the range
Lx :=
1
2pi|ρix|
∈ 1
2
√
3
√ J − 1J , 1
 ≈ (.21, .29). (98)
From [11], the width of the chevron is defined as the distance between the points where the measured light intensity
reaches 20% of its maximum. Given the structure of the chevron, we therefore expect the width in the x direction to
be in the range
4 ln(0.2)Lx ∈ 2| ln(0.2)|√
3
√ J − 1J , 1
 ≈ (1.3, 1.9). (99)
Recall that we used the plate gap d to remove the length units. The authors of [11] report that the chevron width is
approximately 2d, so this calculation gives reasonable results, though it is a slight underestimate. This estimate could
be improved by solving for ρix with ρξ not assumed to be zero.
Now that we have an estimate for the size in the x-direction, we will hold ρx fixed and treat ρξ as a small parameter.
In this manner we will obtain an approximate size in the ξ-direction. The length estimate in the x-direction is best at
the point of neutral stability ρ2x = −3/pi2, so we will use this value in the computations below. Then from (92), keeping
only the linear terms of ρξ,
µ2 + µ3 = 2piiRρξ +
Q¯m
f
(λσ − 1), (100)
and so Re (µ2 + µ3) > 0 when
ρiξ <
λσ − 1
2pi
Q¯
R f
< 0, (101)
where ρiξ is the imaginary part of ρξ. Therefore, for instability, ρ
i
ξ must be negative. This corresponds to exponential
growth in the positive ξ direction, matching the experimental chevron profile. The characteristic length in the ξ-
direction Lξ, over which solutions should decay by a factor of e, is at most
Lξ :=
1
2pi|ρiξ |
≤ R f
Q¯m(1 − λσ) ≈ 1.9. (102)
In dimensions, this characteristic length is 15 µm. The authors of [11] report that the chevron length is in the range
20 − 50 µm, so this is a slight underestimate.
Observe from (101) that the net concentration of charge Q¯ in the base state plays a role in the instability in the ξ
direction. If ρiξ < 0 is held fixed and Q¯ increased, the dimensionless speed of the chevrons R also increases. Therefore,
in a purified liquid crystal sample with no ions, we could still see these chevron bullets, but we would expect their
speed to be lower.
The characteristic lengths in the x direction depend only on the dielectric permittivities, through the parameter
J. Therefore, the width of the chevron is independent of all other parameters of the system and does not vary (for
instance) with the electric field strength. The characteristic length in the ξ-direction, however, is proportional to
R f
m(1 − λσ) =
ε0|εa|s
d(σ⊥ − σ‖) . (103)
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As the speed s increases, the expected chevron length also increases. Although α does not explicitly depend on the
electric field strength, experiments suggest that s ∝ E20. So, as the electric field strength increases, α should also
increase, and the chevron should become longer in the ξ direction. This matches the findings in [11].
Finally, observe that for ρiξ < 0, µ1 = 2piiRρξ > 0, so the φ profile is unstable.
4 Simulation of linear system with finite differences
Let Lx, Lξ > 0 and write Ω = (−Lx, Lx) × (0, Lξ). Also choose space steps h = 1/H and p = 1/P and a time step
k = 1/K for positive integers H, P, and K. Define
R2hp = {(hz1, pz2) | z1, z2 ∈ Z}, (104)
and define Ωhp = Ω ∩ R2hp to be the discretization of Ω. The discretization of ∂Ω, ∂Ωhp, is defined to be the set of
points in R2hp \ Ωhp with at least one neighbor in Ωhp. Since we are considering rectangles, there are integers I and J
so that
Ω¯kp := Ωkp ∪ ∂Ωkp = {(ih − Lx, jp) | 0 ≤ i ≤ I, 0 ≤ j ≤ J}. (105)
We will simulate with Crank-Nicholson in time and centered differences in space, so we expect the method to be order
2 in t, x, and ξ. For example, writing
φni, j = φ(x = ih − Lx, ξ = jp, t = nk), (106)
the discrete space derivatives are
φx(ih − Lx, jp, nk) ≈
φni+1, j − φni−1, j
2h
,
φξ(ih − Lx, jp, nk) ≈
φni, j+1 − φni, j−1
2p
,
φxx(ih − Lx, jp, nk) ≈
φni+1, j − 2φni, j + φni−1, j
h2
,
φξξ(ih − Lx, jp, nk) ≈
φni, j+1 − 2φni, j + φni, j−1
p2
,
φxξ(ih − Lx, jp, nk) ≈
φni+1, j+1 − φni−1, j+1 − φni+1, j−1 + φni−1, j−1
4hp
.
(107)
Abbreviate the PDE for φ by
φt = f (t, φ, φξ, φxx, φξξ,Φxξ, θξ). (108)
Then the time discretization is given by
φn+1i, j − φni, j
k
=
1
2
(
f n+1i, j + f
n
i, j
)
. (109)
The full discretization of (74) is
φn+1i, j −
k
2
f n+1i, j = φ
n
i, j +
k
2
f ni, j, (110)
θn+1i, j −
k
2
gn+1i, j = θ
n
i, j +
k
2
gni, j, (111)
qn+1i, j −
k
2
wn+1i, j = q
n
i, j +
k
2
wni, j, (112)
vn+1i, j = 0, (113)
where
f ni, j = −
2εc
b
(
1
h2
+
1
p2
+ 6
)
φni, j +
εc
bh2
(
φni+1, j + φ
n
i−1, j
)
+
(
εc
bp2
+
R
2p
)
φni, j+1 +
(
εc
bp2
− R
2p
)
φni, j−1
17
Three-dimensional solitons in nematic liquid crystals: Linear analysis
+
`1Pn
2bp
(
θni, j+1 − θni, j−1
)
+
`2
4bhp
(
Φni+1, j+1 − Φni−1, j+1 − Φni+1, j−1 + Φni−1, j−1
)
, (114)
gni, j = −
`1Pn
2bp
(
φni, j+1 − φni, j−1
)
− 1
b
[
2εc
(
1
h2
+
1
p2
+ 6
)
+
1
ε
(Pn)2
]
θni, j +
εc
bh2
(
θni+1, j + θ
n
i−1, j
)
+
(
εc
bp2
+
R
2p
)
θni, j+1 +
(
εc
bp2
− R
2p
)
θni, j−1 −
Pn
2εbh
(
Φni+1, j − Φni−1, j
)
, (115)
wni, j =
Q¯(λσ − 1)Pn
2 f h
(
θni+1, j − θni−1, j
)
+
Q¯
f p2
(
Φni, j+1 + Φ
n
i, j−1
)
+
Q¯λσ
f h2
(
Φni+1, j + Φ
n
i−1, j
)
− 2Q¯
f
(
λσ
h2
+
1
p2
+ 6
)
Φni, j −
2εg
f
(
λσ
h2
+
1
p2
+ 6
)
qni, j +
(
εg
f p2
+
R
2p
)
qni, j+1
+
(
εg
f p2
− R
2p
)
qni, j−1 +
εgλσ
f h2
(
qni+1, j − qni−1, j
)
, (116)
vni, j =
ε`2
4hp
(
φni+1, j+1 − φni−1, j+1 − φni+1, j−1 + φni−1, j−1
)
− P
n
2h
(
θni+1, j − θni−1, j
)
+
1 − J
h2
(
Φni+1, j + Φ
n
i−1, j
)
− J
p2
(
Φni, j+1 + Φ
n
i, j−1
)
+ 2
(
J − 1
h2
+
J
p2
+ 6J
)
Φni, j − mqni, j (117)
and Pn+1 = p ((n + 1)k). The discrete initial conditions are
φ0i, j = φ0(ih − Lx, jp), θ0i, j = θ0(ih − Lx, jp), q0i, j = q0(ih − Lx, jp) (118)
for 0 ≤ i ≤ I, 0 ≤ j ≤ J, and these three conditions uniquely determine the Φ0i, j from the discrete Gauss equation at
t = 0. The discrete zero Dirichlet boundary conditions are
φn0, j = φ
n
I, j = φ
n
i,0 = φ
n
i,J = 0,
θn0, j = θ
n
I, j = θ
n
i,0 = θ
n
i,J = 0,
qn0, j = q
n
I, j = q
n
i,0 = q
n
i,J = 0.
(119)
for 0 ≤ i ≤ I, 0 ≤ j ≤ J, 0 ≤ n ≤ N. The full system to be simulated is (110)-(119).
4.1 Code verification with the method of manufactured solutions
Before simulating the system with physically realistic, chevron-like data, we first test the code for accuracy with the
method of manufactured solutions [14]. In this procedure, we select a nontrivial solution for each variable and add
an appropriate source term to each equation so that our chosen solutions satisfy the differential equation exactly. For
example, given a time-dependent PDE
Lu = 0 on Ω × [0,T ] (120)
(with some initial and boundary data) and a desired solution U(x, ξ, t), compute the source term
Q = LU. (121)
The new equation to be solved is
Lu = Q, (122)
subject to the initial and boundary conditions
u(x, t) = U(x, t) for (x, t) ∈
(
Ω¯ × {0}
)
∪ (∂Ω × [0,T ]) . (123)
As the discretization is refined, the numerical solution to (122) should converge to U in an appropriate norm, verifying
the numerical solution procedure and the order of the discretization. The only requirements for the manufactured
solution U are that it is analytic, and that all its derivatives appearing in the PDE and in the error expansion are
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nontrivial. Note that U does not need to be physically realistic. For our system, let Uφ, Uθ, UΦ, and Uq be the
manufactured solutions for φ, θ, Φ, and q. Referring to (74), the sources for each equation of our system are given by
Qφ = b0U
φ
t − b1Uφξ + εc(12Uφ − Uφxx − Uφξξ) − `2UΦxξ − `1Uθξ cos 2pit,
Qθ = εb0Uθt − εb1Uθξ + ε2c(12Uθ − Uθxx − Uθξξ) − UΦx cos 2pit + Uθ cos2 2pit − ε`1Uφξ cos 2pit,
QΦ = −mUq − (J − 1)UΦxx − JUΦξξ + 12JUΦ − Uθx cos 2pit + ε`1Uφxξ,
Qq = f0U
q
t − f1Uqξ + ε2g(12Uq − λσUqxx − Uqξξ) + Q0
[
12UΦ − λσUΦxx − UΦξξ + (λσ − 1)Uθx cos 2pit
]
.
(124)
Choose manufactured solutions
φ = p(x, ξ)eξ−x
2
tanh t,
θ = p(x, ξ)e−ξ
2
sin t sin x,
Φ = p(x, ξ)eξ
2
cos 2pit sin 2x,
q = p(x, ξ)(sin 2pit + 1) cos
x
2
tanh ξ2,
(125)
with
p(x, y) =
(L2x − x2)ξ(Lξ − ξ)
L2x
(
1
2Lξ
)2 . (126)
(The polynomial p is included to ensure zero boundary conditions.) For this convergence test, set Lx = .5, Lξ = 1. We
will use the simplified parameters
b = c = f = g = 1, λσ = 0.8, R = .25, `1 = −`2 = 1, J = 2, ε = 1. (127)
In this regime, ε is no longer a small parameter, and this was a conscious choice made to speed up computation times.
When ε  1, the space mesh must be very fine to resolve the corresponding boundary layers. To run the test, refine
the grid while holding p = h and k = h2. We check convergence of the numerical solution to the exact solution in the
norm
‖u‖2 = hpk
N∑
n=0
I∑
i=0
J∑
j=0
[
(φni, j)
2 + (θni, j)
2 + (Φni, j)
2 + (qni, j)
2
]
. (128)
The results are summarized below.
H = 1/h error approximate order
4 1.963e − 02
8 5.340e − 03 1.879
12 2.409e − 03 1.964
16 1.362e − 03 1.983
22 7.224e − 04 1.991
(129)
This method appears to have order 2, as expected from the theory. It will be useful to perform more tests with
manufactured solutions with more realistic parameters, especially with ε  1, but this preliminary analysis indicates
that the numerical method should give reasonable results.
4.2 Results of simulation
Now we will simulate with chevron-like initial data. Take Lx = 2.5 and Lξ = 11. Choose initial profiles
φ0(x, ξ) = C1p(x, ξ)x exp
(
− 32 x2 − 16
(
ξ − 23Lξ
)2)
,
θ0(x, ξ) = −C2p(x, ξ)x exp
(
− 32 x2 − 12
(
ξ − 56Lξ
)2)
,
q0(x, ξ) = C3p(x, ξ)(3x2 − 1) exp
(
− 32 x2 − 5
(
ξ − 56Lξ
)2)
,
(130)
where C1, C2, and C3 are positive constants controlling the height of the functions, and p(x, ξ) is given by (126). The
initial profile for Φ is found by solving Gauss’s equation at t = 0. These initial conditions are chosen to satisfy several
conditions:
19
Three-dimensional solitons in nematic liquid crystals: Linear analysis
Figure 3: Initial chevron profile, as given in (130) with the parameter choices described above. The points P1 and P2
indicate where the maximums of φ and θ occur in these initial profiles.
1. All variables decay to zero at the boundary,
2. As discussed earlier, φ and θ should be odd functions of x. Therefore, to satisfy (74), q should be an even
function of x.
3. The angles φ and θ should be approximately zero for x < −1 and x > 1. This is because the width of the tuxedo
is about 2d, and the plate gap d was used to nondimensionalize.
4. The extrema of q should be approximately where the gradients of θ and φ are the largest, since charge accumu-
lates in regions with large director gradient.
5. The average of q should be about zero for electroneutrality.
6. To match the experimental profile in figure 1, the maximum of φ should be behind the maximum of θ (i.e. at a
smaller value of ξ). Also, the angle φ should exhibit some decay in the ξ direction.
We will also take C3 = 10 (so that there is a large initial concentration of charge) and C1 and C2 such that the
maximums of θ and φ on Ω are both 30◦. Pictures of the initial conditions (130) with these parameter choices are
shown in figure 3.
Before we can run the simulation, it remains to choose values for the flexoelectricity parameters `1 and `2. From
the nondimensionalization, |`1|, |`2| ≈ 1, but it remains to choose the signs. Referring to the definitions of L1 and
L2 in (54), we see that if `2 = `1, then the flexoelectric constant e3 in the polarization (13) is zero, and therefore
the flexoelectric polarization comes entirely from splay deformations. Similarly, if `2 = −`1, then e1 = 0, and the
polarization arises entirely from bend deformations. Since the chevron exhibits mostly bend, we will assume that
`2 = −`1. Specifically, we will take `1 = −`2 = 1.
All other parameters in the discretized equations will be given their physical values from the nondimensionaliza-
tion, including ε = 10−2.5 ≈ .0032. We will take h = p = .05, k = .0025, and T = 5. The space step is not fine enough
to resolve any boundary layers in the solution, but because the initial condition doesn’t have any boundary layers and
the equation is dissipative, we don’t expect this to be a problem. However, with the small time step the method should
be able to resolve the initial layers, and we can get an idea of how the solution varies with t.
Let P1(t) be the coordinates of the maximum of θ(t), and let P2(t) be the location of the maximum of |φ(t)| in the
right half of the chevron. The plots in figure 4 illustrate the evolution of the angles φ and θ over the whole domain Ω,
and figure 5 shows the locations of P1 and P2, and the values of φ and θ at these points.
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Figure 5: Plots of φ and θ at the locations P1 and P2 specified in figure 3. As observed experimentally, the angle φ
does not oscillate with the electric field, but θ does. However, in the experiment θ is out of phase with the electric field
by an angle pi/2, and this is not the case for the numerical solution. The jump in the P1 location in the right graph
occurs because the φ profile starts to accumulate at the front of the chevron (see figure 4), moving the maximum.
The shape of the φ profile is mostly conserved, although at about t = 2.5 the profile begins to concentrate at the
front of the chevron. At the end of the simulation, at t = 5, a quadrupole has formed at the front of the chevron, as
illustrated in figure 6. The experimental profile for φ does not have this quadrupole, and the fact that it shows up in our
simulation means that there is likely a boundary layer in φ at the front of the chevron. Recall that we took dξ = p > ε
in this simulation, so it is not surprising that the boundary layers might not resolve.
The out-of-plane angle θ oscillates with the frequency of the applied electric field, E = cos 2pit as expected.
However, experiments show that θ should be out of phase with the applied field by an angle pi/2. This is a feature of
the linear problem. If θ was indeed out of phase with the electric field by pi/2, then we would expect θt = 0 when
cos 2pit = 0. At these times, θ would then need to satisfy the equation
εbRθξ + ε2c(θxx + θξξ − 12θ) = 0. (131)
Because (131) is an elliptic equation, the zero boundary conditions force θ = 0 identically in Ω. Therefore, there is
no solution to the linear problem (74) where θ is nonzero and out of phase with E. We hope to recover this feature
when we later study the full nonlinear problem. Also note that the amplitude of θ at P2 immediately decreases from
the initial value of pi/6 at t = 0 to about 0.8. From experiments, we know that the amplitude of θ should remain around
pi/6, so we hope to recover this in the nonlinear problem as well.
Observe from figures 4 and 5 that both φ and θ decay in time. This does not contradict our instability result from
the previous section – we are simulating a linear parabolic system with zero boundary conditions, so the solutions must
decay. However, the fact that the chevron profiles persist over several periods of the electric field is strong evidence
that our instability results and the corresponding shapes for the chevron are correct.
Lastly, from the right plot in figure 5, we see that the locations of P1 and P2 are moving in the negative ξ direction.
The plot appears like a step function because of the discretization in ξ, but both graphs move at a speed of approxi-
mately .24 in the negative ξ direction. Recall that the dimensionless chevron speed is R = .25, so this means that the
chevron is approximately constant in the y-frame, but not in the ξ-frame. Because ξ is the traveling wave coordinate,
the chevrons should be static in the ξ-frame, and we also hope to see this feature when we return to the nonlinear
problem.
5 Conclusion
We have considered a nematic electrolyte containing two species of ions and subject to an AC electric field. By
employing the principle of minimum dissipation, we derived governing equations for this material which include the
flexoelectric effect. We then use this system to investigate chevron bullets, a new type of soliton observed in nematics
with εa < 0 and σa < 0. According to the linear analysis presented in this paper, the flexoelectric effect is indeed
22
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Figure 6: Simulated profile of φ at the final time t = 5 along x = −.55. (This x − coordinate is chosen so that the plot
passes through the maximum point P1 from the earlier figures.) The solution exhibits some exponential growth at the
back of the chevron (about 0 < ξ < 5), as expected. The peaks around ξ = 8 correspond to the quadrupole shown in
figure 4, and indicate that there is a sharp transition in φ in a boundary layer at this location.
responsible for chevron formation (as originally suggested by the authors of [11]). We also recover good estimates for
the dimensions of the bullets with Fourier analysis. In the last section of this paper, we simulate the linear system using
a finite difference scheme, and see that the numerical solution exhibits several desireable properties. For example, the
angle θ oscillates with the frequency of the applied electric field and the azimuthal angle φ is roughly constant.
In an upcoming work, we will continue to investigate the chevron by moving to the nonlinear model. We will aim
to find a dispersion relation (necessary for solitons) and recover more information about the sizes of the angles φ and
θ.
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