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Abstract
An innovative technique is developed for obtaining infinite product representations for some elementary functions. The technique
is based on the comparison of alternative expressions of Green’s functions constructed by two different methods. Some standard
boundary value problems are considered posed for two-dimensional Laplace equation on regions of a regular configuration. Clas-
sical closed analytic form of Green’s functions for such problems are compared against those obtained by the method of images
in the form of infinite products. This yields a number of new infinite product representations for trigonometric and hyperbolic
functions.
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1. Introduction
The method of images, which is traditionally used for the construction of Green’s functions for Laplace equation,
is well described in contemporary texts [2,5–7] on partial differential equations. The idea behind the method is to
find location and intensity of point sources and sinks outside the region in such a way that homogeneous boundary
conditions imposed on the region’s boundary are satisfied for any location of a unit source inside the region. The
method of images represents one of the standard approaches in the field.
Note, however, that the application range of the method of images in delivering analytic form of Green’s functions,
is limited. It works as such only for several particular problems posed on regions of a regular configuration, with
either Dirichlet or Neumann boundary conditions imposed. The complete list of these problems in two-dimensions is
really short. It includes Dirichlet and Neumann problem for a half-plane; Dirichlet, Neumann and Dirichlet–Neumann
problem for a quarter-plane; Dirichlet problem for a disc; and Dirichlet problem for some infinite wedge-shaped
regions. As to the Dirichlet–Neumann problem for a quarter-plane {(x, y) | x > 0, y > 0}, it is the one with Dirichlet
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on the other fragment.
In [4] the author has reported for the first time an accomplishment on the application of the method of images
to the derivation of new infinite product representations of elementary functions. The present work aims at a further
development on the issue. The purpose for this publication is three-fold. First, the presentation in [4] was organized
with an emphasis on boundary-value problems for the Laplace equation. As it appears, such an organization is one-
sided and does not highlight the key essence of the accomplishment in full detail. The focus in the present study is,
instead, on classes of functions for which the method is effective. This sounds more descriptive and brings a better
clarity to the presentation. Second, some new results are included in this paper as they have been obtained after [4]
was accepted for publication. Third, some graphical illustrations are added. This allows a more detailed analysis of
the convergence of the obtained infinite product representations of elementary functions, expanding the readership for
this study.
An unlooked-for outcome from the procedure of the method of images is discussed. The method is used for the
derivation of Green’s functions for the infinite and semi-infinite strip, with Dirichlet and Neumann boundary condi-
tions imposed. Comparison of such representations of Green’s functions against their classical analytic forms leads
to a surprising disclosure. New infinite product expansions are obtained for some trigonometric and hyperbolic func-
tions. To the author’s best knowledge, the expansions derived herein and in [4] are innovative and have never been
published before.
2. Alternative forms of Green’s functions
To lay out a working background for our approach to the derivation of new infinite product representations for some
elementary functions, we will revisit some classical expressions of Green’s functions for Laplace equation, which have
conventionally been obtained by various methods. Alternative representations of those Green’s functions are later
constructed herein by the method of images in the form of infinite products. Comparison of the two representations of
the same Green’s function entails a number of new ‘summation’ formulae for infinite functional products.
As an example, consider Dirichlet problem for Laplace equation stated on the infinite strip Ω = {(x, y) | −∞ <
x < ∞, 0 < y < b}. The Green’s function
G(x,y; ξ, η) = 1
2π
ln
√
1 − 2eω(x−ξ) cosω(y + η) + e2ω(x−ξ)
1 − 2eω(x−ξ) cosω(y − η) + e2ω(x−ξ) , ω =
π
b
, (1)
for this problem is available in standard texts on partial differential equations. It is usually derived by either conformal
mapping or the method of eigenfunction expansion [2,3,5,7]. In [3], for example, it was obtained by a modified version
of the method of eigenfunction expansion. That version brings computer-friendly forms of Green’s functions, which
becomes possible due to either complete or partial summation of their series representations.
Another expression of the Green’s function alternative to that shown in (1) can be obtained by the method of
images. To describe its procedure, we place a unit source S+0 at an arbitrary point (ξ, η) ∈ Ω . The response to S+0
represents the fundamental solution
G+0 (x, y; ξ, η) = −
1
2π
ln
√
(x − ξ)2 + (y − η)2
of the Laplace equation.
To compensate traces of S+0 on the boundary fragments y = 0 and y = b, we place two unit sinks S−1,0 and S−1,b at
the points (ξ,−η) and (ξ,2b − η), which are the images of (ξ, η) about the lines y = 0 and y = b, respectively. The
responses to these sinks evidently are
G−1,0(x, y; ξ,−η) =
1
2π
ln
√
(x − ξ)2 + (y + η)2
and
G−1,b(x, y; ξ,2b − η) =
1
ln
√
(x − ξ)2 + (y − (2b − η))2.
2π
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−
1,b on the boundary lines y = 0 and y = b can, in turn, be compensated with unit
sources S+2,0 and S
+
2,b which are located at (ξ,−2b + η) and (ξ,2b + η). The responses to these are given as
G+2,0(x, y; ξ,−2b + η) = −
1
2π
ln
√
(x − ξ)2 + (y − (−2b + η))2
and
G+2,b(x, y; ξ,2b + η) = −
1
2π
ln
√
(x − ξ)2 + (y − (2b + η))2.
Traces of the sources S+2,0 and S
+
2,b can then be compensated with unit sinks S
−
3,0 and S
−
3,b located at (ξ,−2b − η)
and (ξ,4b − η).
Following the described procedure of properly placing compensatory unit sources that alternate with unit sinks, the
Green’s function G = G(x,y; ξ, η) that we are looking for is obtained in a form of the infinite series
G = G+0 +
∞∑
i=1
(
G−2i−1,0 + G−2i−1,b
)+ ∞∑
i=1
(
G+2i,0 + G+2i,b
)
.
Since logarithmic functions represent the terms of this series, its partial sum can be written as a single logarithm of
a product. This yields the ultimate form of the Green’s function as
G(x,y; ξ, η) = 1
2π
ln
∞∏
n=−∞
√
(x − ξ)2 + (y + η − 2nb)2
(x − ξ)2 + (y − η + 2nb)2 . (2)
Thus, (2) delivers a new representation of the Green’s function for the Dirichlet problem on the infinite strip. It
can be considered as an alternative to that in (1). Since the radicands in (1) and (2) are non-negative quantities, one
immediately obtains
∞∏
n=−∞
(x − ξ)2 + [y + (η − 2nb)]2
(x − ξ)2 + [y − (η − 2nb)]2 =
1 − 2eω(x−ξ) cosω(y + η) + e2ω(x−ξ)
1 − 2eω(x−ξ) cosω(y − η) + e2ω(x−ξ) .
This can be interpreted as a ‘summation’ formula for the infinite product. Assuming b = π , in the above relation, and
introducing the parameters β = x − ξ , 2u = y +η and 2v = y −η, we obtain the compact form multi-variable identity
∞∏
n=−∞
β2 + 4(u − nπ)2
β2 + 4(v + nπ)2 =
1 − 2eβ cos 2u + e2β
1 − 2eβ cos 2v + e2β . (3)
Both the observation point (x, y) and the source point (ξ, η) belong to Ω . This makes the identity in (3) valid (at
least, formally) for
−∞ < β < ∞, 0 < u < π, 0 v < π/2 (4)
given that the parameters β and v are not equal zero at the same time. But it is important to note that if the product
in (3) appears to be uniformly convergent for a wider range of the variables u and v, then the constraints on these
variables in (4) could be accordingly revised.
Reviewing other classical Green’s functions, we consider a mixed boundary value problem for Laplace equation on
the infinite strip Ω = {(x, y) | −∞ < x < ∞, 0 < y < b}, with Dirichlet condition imposed on y = 0, while Neumann
condition is imposed on y = b. Recall the Green’s function for this problem, which is expressed in [3] as
G(x,y; ξ, η) = 1
2π
ln
√
1 + 2eω(x−ξ) cosω(y − η) + e2ω(x−ξ)
1 − 2eω(x−ξ) cosω(y − η) + e2ω(x−ξ)
×
√
1 − 2eω(x−ξ) cosω(y + η) + e2ω(x−ξ)
1 + 2eω(x−ξ) cosω(y + η) + e2ω(x−ξ) , ω =
π
2b
. (5)
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alternative to (5) representation of the Green’s function. It can be obtained in a form of the aggregate response to an
infinite sum of properly spaced unit sources and sinks. Their locations are chosen in compliance with the following
pattern. To compensate the trace of the fundamental solution G+0 (x, y; ξ, η) on the boundary line y = 0, a unit sink
S−1,0 is placed at the point (ξ,−η), with the response
G−1,0(x, y; ξ,−η) =
1
2π
ln
√
(x − ξ)2 + (y + η)2.
The Neumann condition on y = b can be supported by placing a unit source S+1,b at the point (ξ,2b − η). This
yields
G+1,b(x, y; ξ,2b − η) = −
1
2π
ln
√
(x − ξ)2 + (y − (2b − η))2.
The trace of S+1,b on the boundary line y = 0 can, in turn, be compensated with a unit sink S−2,0 placed at
(ξ,−2b + η), with the response
G−2,0(x, y; ξ,−2b + η) =
1
2π
ln
√
(x − ξ)2 + (y − (−2b + η))2
while the Neumann condition on y = b can be supported with a unit sink S−2,b located at (ξ,2b+η), with the response
G−2,b(x, y; ξ,2b + η) =
1
2π
ln
√
(x − ξ)2 + (y − (2b + η))2.
The trace of the sink S−2,b on y = 0 can be compensated with a unit source S+3,0 placed at (ξ,−2b − η), with the
response
G+3,0(x, y; ξ,−2b − η) = −
1
2π
ln
√
(x − ξ)2 + (y + (2b + η))2
while the Neumann condition on y = b can be supported with a unit sink S−3,b at (ξ,4b − η), with the response
G−3,b(x, y; ξ,4b − η) =
1
2π
ln
√
(x − ξ)2 + (y − (4b − η))2.
Proceeding in compliance with this scheme, the Green’s function that we are looking for is ultimately obtained in
the infinite product form
G(x,y; ξ, η) = 1
2π
ln
∞∏
n=−∞
√
(x − ξ)2 + (y + η + 4nb)2
(x − ξ)2 + (y − η + 4nb)2
√
(x − ξ)2 + [y − η + 2(2n + 1)b]2
(x − ξ)2 + [y + η + 2(2n + 1)b]2 , (6)
which is an alternative to the closed analytic form in (5).
By comparison of the equivalent expressions in (6) and (5) one arrives at the multi-variable identity
∞∏
n=−∞
(x − ξ)2 + (y + η + 4nb)2
(x − ξ)2 + (y − η + 4nb)2
∞∏
n=−∞
(x − ξ)2 + [y − η + 2(2n + 1)b]2
(x − ξ)2 + [y + η + 2(2n + 1)b]2
= 1 + 2e
ω(x−ξ) cosω(y − η) + e2ω(x−ξ)
1 − 2eω(x−ξ) cosω(y − η) + e2ω(x−ξ)
1 − 2eω(x−ξ) cosω(y + η) + e2ω(x−ξ)
1 + 2eω(x−ξ) cosω(y + η) + e2ω(x−ξ) .
To obtain a more compact form for this relation, we assume b = π/2, which evidently implies that ω = 1, and
introduce the parameters β = x − ξ , u = y + η and v = y − η. This yields the following identity
∞∏
n=−∞
[β2 + (u + 2nπ)2][β2 + (v + (2n + 1)π)2]
[β2 + (v + 2nπ)2][β2 + (u + (2n + 1)π)2] =
(1 − 2eβ cosu + e2β)(1 + 2eβ cosv + e2β)
(1 − 2eβ cosv + e2β)(1 + 2eβ cosu + e2β) . (7)
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for Laplace equation on the semi-infinite strip Ω = {(x, y) | 0 < x < ∞, 0 < y < b}. Consider first the Dirichlet
problem whose classical compact form
G(x,y; ξ, η) = 1
2π
ln
√
1 − 2eω(x+ξ) cosω(y − η) + e2ω(x+ξ)
1 − 2eω(x−ξ) cosω(y − η) + e2ω(x−ξ)
×
√
1 − 2eω(x−ξ) cosω(y + η) + e2ω(x−ξ)
1 − 2eω(x+ξ) cosω(y + η) + e2ω(x+ξ) , ω =
π
b
, (8)
of the Green’s function is well-known in literature. In [3], for example, it is obtained by the modified version of the
method of eigenfunction expansion.
Tracing out the procedure of the method of images, described earlier in detail, one arrives at an alternative to that
in (8) infinite product representation, which found in this case as
G(x,y; ξ, η) = 1
2π
ln
∞∏
n=−∞
√
(x − ξ)2 + (y + η − 2nb)2
(x − ξ)2 + (y − η + 2nb)2
√
(x + ξ)2 + (y − η + 2nb)2
(x + ξ)2 + (y + η − 2nb)2 . (9)
The alternative expressions in (9) and (8) give a rise to the following multi-variable identity
∞∏
n=−∞
(x − ξ)2 + (y + η − 2nb)2
(x − ξ)2 + (y − η + 2nb)2
(x + ξ)2 + (y − η + 2nb)2
(x + ξ)2 + (y + η − 2nb)2
= 1 − 2e
ω(x+ξ) cosω(y − η) + e2ω(x+ξ)
1 − 2eω(x−ξ) cosω(y − η) + e2ω(x−ξ)
1 − 2eω(x−ξ) cosω(y + η) + e2ω(x−ξ)
1 − 2eω(x+ξ) cosω(y + η) + e2ω(x+ξ) .
To view the above identity in a more compact form, we assume b = π and introduce the parameters α = x + ξ ,
β = x − ξ , u = y + η and v = y − η. This reduces the identity to
∞∏
n=−∞
[β2 + (u − 2nπ)2][α2 + (v + 2nπ)2]
[β2 + (v + 2nπ)2][α2 + (u − 2nπ)2] =
(1 − 2eα cosv + e2α)(1 − 2eβ cosu + e2β)
(1 − 2eβ cosv + e2β)(1 − 2eα cosu + e2α) . (10)
As another example for the semi-infinite strip Ω = {(x, y) | 0 < x < ∞, 0 < y < b}, we consider a mixed boundary
value problem. In doing so, let Dirichlet conditions be imposed on the boundary fragments y = 0 and y = b, while
Neumann condition be imposed on x = 0. The compact form Green’s function
G(x,y; ξ, η) = 1
2π
ln
√
1 − 2eω(x+ξ) cosω(y + η) + e2ω(x+ξ)
1 − 2eω(x−ξ) cosω(y − η) + e2ω(x−ξ)
×
√
1 − 2eω(x−ξ) cosω(y + η) + e2ω(x−ξ)
1 − 2eω(x+ξ) cosω(y − η) + e2ω(x+ξ) , ω =
π
b
, (11)
is obtained for this problem in [3]. Following the procedure of the method of images, one arrives at an alternative
to (11) infinite product representation
G(x,y; ξ, η) = 1
2π
ln
∞∏
n=−∞
√
(x − ξ)2 + (y + η − 2nb)2
(x − ξ)2 + (y − η + 2nb)2
√
(x + ξ)2 + (y + η − 2nb)2
(x + ξ)2 + (y − η + 2nb)2 (12)
for the Green’s function under consideration. Setting equal the arguments of the logarithmic functions in (11) and (12),
one obtains
∞∏
n=−∞
(x − ξ)2 + (y + η − 2nb)2
(x − ξ)2 + (y − η + 2nb)2
(x + ξ)2 + (y + η − 2nb)2
(x + ξ)2 + (y − η + 2nb)2
= 1 − 2e
ω(x+ξ) cosω(y + η) + e2ω(x+ξ)
1 − 2eω(x−ξ) cosω(y − η) + e2ω(x−ξ)
1 − 2eω(x−ξ) cosω(y + η) + e2ω(x−ξ)
1 − 2eω(x+ξ) cosω(y − η) + e2ω(x+ξ) .
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introduce the parameters α = x + ξ , β = x − ξ , u = y + η and v = y − η. This yields
∞∏
n=−∞
[β2 + (u − 2nπ)2][α2 + (u − 2nπ)2]
[β2 + (v + 2nπ)2][α2 + (v + 2nπ)2] =
(1 − 2eα cosu + e2α)(1 − 2eβ cosu + e2β)
(1 − 2eβ cosv + e2β)(1 − 2eα cosv + e2α) . (13)
The infinite product-containing identities that have been derived in (3), (7), (10) and (13) play an important role
in this study. They are used, in later sections, for the derivation of such new representations for some elementary
functions that have not been known before.
3. Trigonometric functions
Recall the identity from (3) and assume in it zero value for the parameter β . This yields
∞∏
n=−∞
(u − nπ)2
(v + nπ)2 =
1 − cos 2u
1 − cos 2v = sin
2 u csc2 v (14)
where the parameter v is not supposed to equal nπ , with n = 0,±1,±2, . . . .
It is evident that the above identity holds if
∞∏
n=−∞
u − nπ
v + nπ =
sinu
sinv
(15)
representing in fact an infinite product expansion of the function
F(u, v) = sinu
sinv
.
To analyze the convergence of the infinite product representation in (15), we isolate its term n = 0, which is u/v,
and group the pairs of terms n = k and n = −k. This yields
∞∏
n=−∞
u − nπ
v + nπ =
u
v
∞∏
k=1
(u − kπ)(u + kπ)
(v + kπ)(v − kπ) =
u
v
∞∏
k=1
u2 − k2π2
v2 − k2π2
= u
v
∞∏
k=1
u2 − v2 + v2 − k2π2
v2 − k2π2 =
u
v
∞∏
k=1
(
1 + u
2 − v2
v2 − k2π2
)
.
This form of the product implies [1,6] that it uniformly converges as soon as the series
∞∑
k=1
u2 − v2
v2 − k2π2
does so. But the above series represents a generalized harmonic series with the convergence rate of the order of 1/k2.
It uniformly converges [1] for any finite value of u and v = kπ . This makes it possible to conclude that the constraints
put on the parameters u and v in (4) can be revised. This, in turn, implies that the product in (15) uniformly converges
to a value of the function F(u, v) at any point (u, v) in its domain.
A number of infinite product representations for single-variable trigonometric functions can be obtained from those
in (14) or (15). Indeed, if we assume v = π/2, then the relation in (15) transforms in the expansion
sin t =
∞∏
n=−∞
2(t − nπ)
(2n + 1)π (16)
of the sine function in an infinite product. Uniform convergence of this expansion evidently follows from the analysis
that we just completed for the infinite product in (15).
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The expansion in (16) can be transformed, similarly to that for (15), by isolating its n = 0 term, which is 2t/π , and
coupling the n = k and n = −k terms. This yields
sin t = 2t
π
∞∏
k=1
4(t2 − k2π2)
(1 − 4k2)π2
which, after a trivial algebra, reads
sin t = 2t
π
∞∏
k=1
[
1 + 4t
2 − π2
(1 − 4k2)π2
]
. (17)
Thus, although it looks inconceivable, we can declare that a new infinite product-type expansion has been obtained
for the sine function in (17). It is an alternative to the legendary classical [1] infinite product expansion
sin t = t
∞∏
k=1
(
1 − t
2
k2π2
)
(18)
of the sine function. Note that the expansion in (18) is available in mathematics for as long as the last two hundred
and fifty plus years (see, for example, [8]) owing to the genius of the “teacher of all mathematicians” whose iconic
name is Leonhard Euler.
It can be clearly seen that the products in (17) and (18) converge at the same rate. This assertion follows from the
form of their general terms. Indeed, both of them converge to the unity value at the rate of 1/k2. It appears from a
close observation, however, that the actual convergence of the product in (17) is somewhat higher of that in (18). This
observation by no means conflicts the a priori estimate, but rather gives a comparison of the practical convergence.
The latter is illustrated in Figs. 1 and 2, where, to give a clear view of the convergence rate of both representations,
we display graphs of their K th partial products
∏(17)
K
= 2t
π
K∏
k=1
[
1 + 4t
2 − π2
(1 − 4k2)π2
]
and
∏(18)
K
= t
K∏(
1 − t
2
k2π2
)
.k=1
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The case of K = 5 is depicted in Fig. 1, while going to Fig. 2, with K = 10 depicted, delivers a sense of the conver-
gence rate for both (17) and (18).
The infinite product representation
cos t = sin
(
π
2
− t
)
= π − 2t
π
∞∏
k=1
[
1 + 4t (t − π)
(1 − 4k2)π2
]
(19)
for the cosine function directly follows from (17), representing an alternative to another classical [1] form
cos t =
∞∏
k=1
(
1 − 4t
2
(2k − 1)2π2
)
. (20)
We revisit now the relation in (15) and let u = π/2 in it. This yields the following representation
csc t =
∞∏
n=−∞
(1 − 2n)π
2(t + nπ) =
∞∏
n=−∞
[
−1 + 2t + π
2(t + nπ)
]
(21)
for the cosecant function. The infinite product in (21) uniformly converges to values of the cosecant function at any
point in its domain.
Observe that from the representations in (21) and (16) it follows that
∞∏
n=−∞
2(t − nπ)
(2n + 1)π ≡
∞∏
n=−∞
2(t + nπ)
(1 − 2n)π
where the equivalence of the two infinite products is evident because each of them is indifferent to the replacement of
n with −n.
It appears that by revisiting the relation in (15) one might generate an alternative form for one of the rare infinite
product expansions
sin 3t
sin t
= −
∞∏
n=−∞
[
1 −
(
2t
t + nπ
)2]
(22)
that is available in literature [1]. If both u and v are expressed in terms of a single variable t as u = At and v = Bt ,
where A and B are real constants, then the relation in (15) converts to
sinAt
sinBt
=
∞∏ At − nπ
Bt + nπ =
A
B
∞∏[
1 + (A
2 − B2)t2
B2t2 − k2π2
]
, Bt = nπ, (23)n=−∞ k=1
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sin 3t
sin t
=
∞∏
n=−∞
3t − nπ
t + nπ , t = nπ, (24)
follows as a particular case representing seemingly an alternative to (22). A close analysis reveals, however, the
equivalence of the expansions in (24) and (22). This assertion can readily be verified by using the procedure applied
earlier to the product in (15). That is, we isolate the n = 0 terms in (22) and (24), and couple the n = k and n = −k
terms. This ultimately transforms the product in (24) to
∞∏
n=−∞
3t − nπ
t + nπ = 3
∞∏
k=1
(3t − kπ)(3t + kπ)
(t + nπ)(t − kπ) = 3
∞∏
k=1
9t2 − k2π2
t2 − k2π2
while the product in (22) transforms as
−
∞∏
n=−∞
[
1 −
(
2t
t + nπ
)2]
= 3
∞∏
k=1
[
1 −
(
2t
t + kπ
)2][
1 −
(
2t
t − kπ
)2]
= 3
∞∏
k=1
[
1 + 16t
4
(t2 − k2π2)2 −
(
4t2
(t + kπ)2 +
4t2
(t − kπ)2
)]
= 3
∞∏
k=1
9t4 − 10k2π2t2 + k4π4
(t2 − k2π2)2 = 3
∞∏
k=1
9t2 − k2π2
t2 − k2π2 .
Thus, the expansions in (22) and (24) are just indistinct, in other words, they are equivalent.
Deriving other infinite product expansions for trigonometric functions, assume A = 2 and B = 1 in (23), which
yields
sin 2t
sin t
=
∞∏
n=−∞
2t − nπ
t + nπ .
This brings another uniformly convergent expansion for the cosine function
cos t = 1
2
∞∏
n=−∞
2t − nπ
t + nπ =
∞∏
k=1
(
1 + 3t
2
t2 − k2π2
)
(25)
alternative to those in (19) and (20). Yet another infinite product representation for the cosine function can be obtained
from that in (23) if we assume A = 1/2 and B = 1. This yields
sin t/2
sin t
=
∞∏
n=−∞
t − 2nπ
2(t + nπ)
or
sin2 t/2
sin2 t
= 1
2(1 + cos t) =
∞∏
n=−∞
(t − 2nπ)2
4(t + nπ)2
from which it follows that
cos t = −1 + 1
2
∞∏
n=−∞
4(t + nπ)2
(t − 2nπ)2 . (26)
One more alternative expansion for the cosine function can be derived from (14), if one assumes in there u = t/2
and v = π/4. This reduces the relation in (14) to
cos t = 1 −
∞∏ 4(t − 2nπ)2
(1 + 4n)2π2 . (27)
n=−∞
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It can be clearly seen that the alternative expansions of the cosine function presented in (19), (20), (25), (26)
and (27) converge at the same rate of 1/k2, although their actual convergence vary some. Fig. 3 gives a view of their
actual convergence, where the 10th partial products are depicted. Note that of all the depicted expansions, the one
in (27) appears to be the most accurate, the one in (19) is the second in accuracy, while the classical expansion in (20)
takes only the third place.
The expansion in (15) can be used to generate an infinite product representation for the tangent function. In doing
so, we introduce a single variable in (15) by letting u = t and v = π/2 − t . This yields
sin t
sin(π/2 − t) = tan t =
∞∏
n=−∞
2(t − nπ)
(1 + 2n)π − 2t . (28)
The uniform convergence of this representation, for any value of t in the domain of the tangent function, clearly
follows from the analysis of the expansion in (15) that was completed earlier.
An alternative infinite product representation for the tangent function can be obtained from the relation in (7).
Indeed, if the parameter β is set to equal zero, then (7) reads as
∞∏
n=−∞
(u + 2nπ)2[v + (2n + 1)π]2
(v + 2nπ)2[u + (2n + 1)π]2 =
(1 − cosu)(1 + cosv)
(1 − cosv)(1 + cosu) = tan
2 u
2
cot2
v
2
.
It is evident that the above relation holds if the following is true
tan
u
2
cot
v
2
=
∞∏
n=−∞
(u + 2nπ)[v + (2n + 1)π]
(v + 2nπ)[u + (2n + 1)π] . (29)
Assigning for v the value of π/2 and making the substitution u/2 = t , we transform (29) into
tan t =
∞∏
n=−∞
2(3 + 4n)(t + nπ)
(1 + 4n)[2t + (2n + 1)π] . (30)
The uniform convergence of this infinite product for any value of t in the domain of the tangent function can be
verified by isolating the n = 0 term and coupling the terms n = k and n = −k. This yields the following representation
tan t = 6t
2t − π
∞∏ 4(9 − 16k2)(t2 − k2π2)
(1 − 16k2)[(2t + π)2 − 4k2π2] ,k=1
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which can be rewritten in an equivalent form as
tan t = 6t
2t − π
∞∏
k=1
{
1 + (4t − π)[8t + (1 + 16k
2)π]
(1 − 16k2)[(2t + π)2 − 4k2π2]
}
.
Since the series
∞∑
k=1
(4t − π)[8t + (1 + 16k2)π]
(1 − 16k2)[(2t + π)2 − 4k2π2]
converges at the rate of 1/k2 for any value of t = (2k + 1)π/2, with k = 0,±1,±2, . . . , we are able to conclude that
the product in (30) uniformly converges to the tangent function at any point in its domain.
Fig. 4 gives a clear view of the convergence rate of the expansions in (28) and (30). The 10th partial products are
exposed. It is important to note that one of these expansions approximates exact values of the tangent function strictly
from above whereas the other one does so strictly from below. Note also that this ‘sandwich-type’ feature holds for any
value of the truncation parameter K making convenient a simultaneous use of both the expansions in (28) and (30).
It is evident that the relation in (30) yields the following infinite product representation for the cotangent function
cot t =
∞∏
n=−∞
(1 + 4n)[2t + (2n + 1)π]
2(3 + 4n)(t + nπ) , t = nπ, (31)
where n = 0,±1,±2, . . . , while the alternative infinite product expansion
cot t =
∞∏
n=−∞
(1 + 2n)π − 2t
2(t − nπ) , t = nπ, (32)
for the cotangent function follows from (28).
By the way, the representation in (31) can be directly obtained from that in (29) by letting u = π/2 and making the
substitution v/2 = t .
Another infinite product expansion
tanAt
tanBt
=
∞∏ (At + nπ)[2Bt + (1 + 2n)π]
(Bt + nπ)[2At + (1 + 2n)π] (33)
n=−∞
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real constants; and
At = (1 + 2n)π/2 and Bt = nπ, n = 0,±1,±2, . . . .
In the next section, we will show that the technique described herein can also be useful in the derivation of new
infinite product representations for some hyperbolic functions.
4. Hyperbolic functions
In what follows, the identities obtained earlier (see Eqs. (3), (7), (10), and (13)) will be in use in working on
hyperbolic functions.
Upon revisiting the relation in (3) of Section 2 and assuming there u = 0 and v = π/2, one obtains
∞∏
n=−∞
β2 + 4n2π2
β2 + (1 + 2n)2π2 =
(1 − eβ)2
(1 + eβ)2 .
This can be rewritten in terms of a hyperbolic function as
tanh2
β
2
=
∞∏
n=−∞
β2 + 4n2π2
β2 + (1 + 2n)2π2
or
tanh2 t =
∞∏
n=−∞
4(t2 + n2π2)
4t2 + (1 + 2n)2π2 (34)
which yields the following expansion for the hyperbolic tangent function
tanh t = ±
∞∏
n=−∞
2
√
t2 + n2π2
4t2 + (1 + 2n)2π2 (35)
where the upper case relation holds for t  0, while in the lower case t is supposed to be negative.
It can readily be shown that the infinite product representations in (34) and (35) uniformly converge for −∞ <
t < ∞. Proof of the convergence can be accomplished by the method used for the product in (15).
Another infinite product representation for a hyperbolic function can be obtained from the multi-variable identity
in (7). Indeed, assuming in there u = 0 and v = π , one obtains(
1 − eβ
1 + eβ
)4
=
∞∏
n=−∞
(β2 + 4n2π2)[β2 + 4(1 + n)2π2]
[β2 + (1 + 2n)2π2]2
which converts to the infinite product expansion
tanh4
β
2
=
∞∏
n=−∞
(β2 + 4n2π2)[β2 + 4(1 + n)2π2]
[β2 + (1 + 2n)2π2]2 .
The above can be rewritten as
tanh4 t =
∞∏
n=−∞
16(t2 + n2π2)[t2 + (1 + n)2π2]
[4t2 + (1 + 2n)2π2]2 (36)
with the equivalent form
tanh4 t =
∞∏
n=−∞
{
1 + π
2[8(t2 − n(n + 1)π2) − π2]
[4t2 + (1 + 2n)2π2]2
}
,
where the expansion uniformly converges for any value of t .
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Indeed, the expansion
coth2
α
2
tanh2
β
2
=
∞∏
n=−∞
(β2 + 4n2π2)[α2 + (1 + 2n)2π2]
(α2 + 4n2π2)[β2 + (1 + 2n)2π2] (37)
directly follows from (10), if one assigns the values of 0 and π to the variables u and v, respectively.
It is worth noting that the expansion in (34) follows from that in (37) as α approaches infinity. If, on the other hand,
the limit is taken in (37) as β goes to infinity, then one arrives at
coth2
α
2
=
∞∏
n=−∞
α2 + (1 + 2n)2π2
α2 + 4n2π2
or
coth2 t =
∞∏
n=−∞
4t2 + (1 + 2n)2π2
4(t2 + n2π2) , t = 0, (38)
from which an expansion for the hyperbolic cotangent directly follows as
coth t = ±
∞∏
n=−∞
1
2
√
4t2 + (1 + 2n)2π2
t2 + n2π2 , t = 0, (39)
with the upper case holding if t > 0, while in the lower case t < 0.
The uniform convergence of the expansions in (39) and (38) is evident for any non-zero value of t . And it is also
evident that the above expansions for coth2 t and coth t can directly be obtained from those in (35) and (34).
An interesting infinite product representation of a single-variable hyperbolic function follows from that in (37) if
we assume α = 2At and β = 2Bt , where A = 0 and B are real constants. This yields the expansion
tanh2 Bt
tanh2 At
=
∞∏
n=−∞
(B2t2 + n2π2)[4A2t2 + (1 + 2n)2π2]
(A2t2 + n2π2)[4B2t2 + (1 + 2n)2π2] , (40)
which uniformly converges for any non-zero value of t .
Another infinite product expansion of a hyperbolic function
(1 + eα)2(1 + eβ)2
(1 + e2α)(1 + e2β) =
∞∏
n=−∞
16[α2 + (1 − 2n)2π2][β2 + (1 − 2n)2π2]
[4α2 + (1 + 4n)2π2][4β2 + (1 + 4n)2π2]
can be derived from the relation in (13) of Section 2, when the variables u and v are assumed there the values of u = π
and v = π/2.
Due to the symmetry of the right-hand side and the left-hand side in the above relation with respect to the parameters
α and β , we state
(1 + et )2
1 + e2t =
∞∏
n=−∞
4[t2 + (1 − 2n)2π2]
4t2 + (1 + 4n)2π2
or, converting to a form of the hyperbolic functions
1 + cosh t
cosh t
=
∞∏
n=−∞
4[t2 + (1 − 2n)2π2]
4t2 + (1 + 4n)2π2 .
This leads to the infinite product expansion
sech t = −1 +
∞∏ 4[t2 + (1 − 2n)2π2]
4t2 + (1 + 4n)2π2
n=−∞
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of the hyperbolic secant, which uniformly converges for any value of t . An equivalent form for the above reads
sech t = −1 +
∞∏
n=−∞
[
1 + 3(1 − 8n)π
2
4t2 + (1 + 4n)2π2
]
. (41)
Graphs of the 5th, 10th and 50th partial products of the above expansion are exposed in Fig. 5 illustrating its
convergence rate.
5. Closure
An unlooked-for new results have been obtained in the area of approximation of functions. The method of images,
applied to the construction of Green’s functions for the two-dimensional Laplace equation, has generated unknown
before infinite product expansions for some trigonometric and hyperbolic functions. Various areas of applied analysis
could benefit from this work.
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