Abstract. Assume that (un) is a sequence of solutions to heterogeneous equations with rough coefficients and fractional derivatives, weakly converging to zero in L p (R d+m ), with p > 1. We prove that the sequence of averaged quantities ( ρ(y)un(x, y)dy) is strongly precompact in L 1 loc (R d ) for any ρ ∈ Cc(R m ), provided that restrictive non-degeneracy conditions are satisfied. These are fulfilled for elliptic, parabolic, fractional convection-diffusion equations, as well as for parabolic equations with a fractional time derivative. The main tool that we are using is an adapted version of H-distributions. As a consequence of the introduced methods, we obtain an optimal velocity averaging result in the L p , p ≥ 2, framework under the standard non-degeneracy conditions, as well as a connection between the H-measures and the H-distributions.
Introduction
In the paper we extend results from [15] concerning the velocity averaging for a general transport-type equations to an L p setting with an arbitrary p > 1. A simplified version of some results presented here, has been outlined, mostly without proof, in [16] .
Accordingly, we consider a sequence of functions (u n ) weakly converging to zero in L p (R x (a k (x, y)u n (x, y)) = ∂ κ y G n (x, y),
where I is a finite set of indices, ∂ 
whereû(ξ) = F (u)(ξ) = R d e −2πix·ξ u(x)dx is the Fourier transform whileF (or ∨ ) is the inverse Fourier transform. Remark that in our setting, the fractional derivative is actually the Fourier multiplier operator with the symbol (2πiξ k ) α k (see Definition 2) .
Denote by A the principal symbol of the (pseudo-)differential operator P, which is of the form A(x, y, ξ) = k∈I ′ a k (x, y)(2πiξ) α k .
The sum given above is taken over all terms from (1) whose order of derivative α k is not dominated by any other multi-index from I.
For the principal symbol we assume that there exists a multi-index β = (β 1 , · · · , β d ) ∈ R d + such that for any positive λ ∈ R the following generalised homogeneity assumption holds A(x, y, λ 1/β1 ξ 1 , . . . , λ 1/β d ξ d ) = λA(x, y, ξ),
implying that j (α kj /β j ) = 1 for every k ∈ I ′ .
In addition we assume that the order of derivatives α kj entering the principal symbol are either integers, or larger or equal to the space dimension d.
As for the coefficients from (1), we assume that a) For somep ∈ 1, p , it holds
where q = pp/(p −p), while p ′ stands for a dual index of p. b) The sequence (G n ) is strongly precompact in the anisotropic space L 1 (R m ; W (−β1,...,−β d ),q
We see that the coefficients a k are chosen in such a way that the sequences (a k u n ) are bounded in L 1 (R m ; L 1+ε (R d )) for some ε > 0. We are not able to prove that the velocity averaging result holds if (a k u n ) are merely bounded in L 1 (R d+m ), but the results from [21] hint that it is not possible to propose better assumptions than those given in a) (unless having additional requirements on (u n ) as in [13] ).
Let us now introduce a definition of the weak solution to (1) . Assume for the moment that the subindex n is removed from (1). 
where in the last term duality on W β,q (R d ) is considered.
It has been noticed since long time ago that even in the case of homogeneous coefficients [1] one cannot expect the very sequence (u n ), but only the associated sequence of its averages with respect to the velocity variable to be strongly precompact in L p loc (R d ). More precisely, it was proved in [15] for p ≥ 2 (or in [12] in the hyperbolic case) that an averaged quantity
where (u n ) are solutions to (1), will be strongly L 2 loc precompact provided the following non-degeneracy condition is fulfilled
where D ⊆ R d is a full measure set, while P stands for an appropriate d − 1 dimensional compact manifold in R d . A result of this type is usually called a velocity averaging lemma. Its importance is demonstrated in many works, but we shall mention only very famous [18] and [10] . Concerning the averaging lemma itself, there are also indeed interesting works [9, 13, 21, 23] , but almost all of them were given for homogeneous equations (i.e. the ones where coefficients do not depend on x ∈ R d ), exclusively with integer-order derivatives. The reason for this one can search in the fact that, in the homogeneous situation, one can separate the solutions u n from the coefficients (e.g. by applying the Fourier transform with respect to x), and this is basis of most of the methods (see e.g. [23] and references therein). We remark that more detailed observations on this issue one can find in the introduction of our recent work [15] .
In order to attack the heterogeneous situation a different tool is required, and it was provided independently by P. Gerard [12] and L. Tartar [24] through the concept of microlocal defect measures (in the terminology of the former), or Hmeasures (as named by the latter).
1 After their work, different variants of the concept appeared, adapted to a problem under consideration [3, 15, 19, 20] .
In [12] one can find a velocity averaging lemma in a heterogeneous setting proved by using H-measures. In [15] we proved a general version of the velocity averaging lemma. However, in both papers, the sequence (u n ) was bounded in L p (R d+m ) for p ≥ 2 since the notion of H-measures is defined in the L 2 framework (i.e. they describe a loss of compactness for such sequences). Such L 2 character of the Hmeasures provides their non-negativity, which enables the authors to conclude that given object is actually a Radon measure defined on R d × P, for an appropriate d − 1 dimensional manifold P (Gerard and Tartar worked with P = S d−1 , where
If the R d projection of the H-measure associated to the sequence (u n ) equals zero, then the sequence (u n ) is strongly precompact in L 2 loc (R d ). Remark that the R d projection is actually the standard defect measure [17] .
In order to overcome the mentioned p ≥ 2 confinement we must invent a more sophisticated tool. It will be based on a generalisation of the H-distributions concept from [2] . The H-distributions were introduced in order to describe a defect of strong convergence for L p (R d ; R n ) sequences (i.e. for n-dimensional L p sequences). It is not difficult to generalise such a concept when the sequences have countable dimension, and even when functions assume values in a separable Hilbert space H,
. For a further clarification, one can compare works [12] and [24] , and also to consult [15, Proposition 12] .
Thus in the case of L p sequences (u n ) for p < 2, we have merely a distribution (instead of a measure) describing eventual loss of strong precompactness. Therefore, in order to use the H-distributions on the velocity averaging problem for (1), we must increase assumptions on the principal symbol, and we require the following restrictive non-degeneracy condition
The condition implies (actually it is equivalent to) the following strong convergence
1 In the sequel we shall use the terminology of H-measures. as δ → 0, which is needed for the proof of the main theorem. Indeed, if (8) holds, then for almost every (x, y) ∈ R d+m we have that
, which goes to zero as min ξ |A(x, y, ξ)| > 0. Note that the fractions above are smooth enough due to the assumptions on order of derivatives entering the principal symbol A. Physically relevant equations satisfying the restrictive non-degeneracy conditions are elliptic and parabolic equations, but also fractional convection-diffusion equations [7, 8] , and parabolic equations with a fractional time derivative [4, 5, 6 ] which degenerate on a set of measure zero.
The paper is organised as follows.
In Section 2, we introduce auxiliary notions and notations. In Section 3, we introduce a variant of the H-distributions required to prove the main result of the paper -the velocity averaging lemma for (1) under the assumption (9) . Unlike the proof sketched in [16] , here we propose a different approach which gives rise to the connection between the H-measures and the Hdistributions (given in the Appendix), but also incorporates methods that were previously applied to elliptic problems with singular data [11] .
In [15] we have proved that in the case p ≥ 2 the velocity averaging result holds under the classical non-degeneracy condition (7) merely. Due to the H-measures techniques used there, the coefficients
) where 2/p + 1/r = 1. In Section 4, we combine methods developed in previous sections with the H-measures to improve the velocity averaging result from [15] in the sense that the coefficients to (1) 
Notions and notations
We start with the notion of the Fourier multiplier which forms the basis of the current contribution.
associated to a bounded function ψ (see e.g. [14] ), is a mapping defined by
whereû is the Fourier transform whileF (or ∨ ) is the inverse Fourier transform. If, for a given p ∈ [1, ∞ , the multiplier operator A ψ satisfies
where C is a positive constant, while S stands for a Schwartz space, then its symbol ψ is called an L p (Fourier) multiplier.
We shall analyse multipliers defined on the manifold P determined by the order of the derivatives entering the principal symbol (2):
where β is the homogeneity index from (3), while l is a minimal number such that either lβ i > d or lβ i is an even integer for each i. These assumptions ensure that the introduced manifold is of class C d which enables us to analyse associated multipliers, as well as to define appropriate variant of the H-distributions on them (see Theorem 9) .
In order to associate an L p multiplier to a function defined on P we extend it to R d \{0} by means of the projection
where here and in the sequel we use abbreviation
. There are many criteria on a symbol ψ providing it to be an L p multiplier. In the paper, we shall need the Marcinkiewicz multiplier theorem [14, Theorem 5.2.4.], more precisely its corollary which we provide here:
) is a bounded function such that for some constant C > 0 it holds
p -multiplier for p ∈ 1, ∞ , and the operator norm of A ψ depends only on C, p and d.
Remark 4. Using this corollary, we have proved that for a bounded function ψ defined on the manifold P and smooth outside coordinate hyperplanes, its extension
. If in addition we assume that ψ is smooth on the whole manifold, i.e. ψ ∈ C d (P), then the corresponding operator satisfies
with a constant C depending only on p ∈ 1, ∞ and d.
Here, we shall need a similar statement.
+ and let θ : R d → R be a smooth compactly supported function equal to one on the unit ball centered at origin.
Then for any γ > 0 the multiplier operator T γ with the symbol
Proof: We shall first prove that the operator T γ is a continuous operator on
To this effect, remark that it is enough to prove that T γ satisfies condition of Theorem 3 away from the origin. Around the origin, the operator T γ is controlled by the term (1 − θ) (which is equal to zero on B(0, 1) and obviously satisfies conditions of Theorem 3). We use the induction argument with respect to the order of derivative in (11).
• n = 1 In this case, we compute
Our inductive hypothesis is that a α-order derivatives of T γ (ξ) can be represented in the following way
where P α is a bounded function satisfying (11) for |α| ≤ d − |α|.
To prove that (13) holds for |α| = m + 1 it is enough to notice that α = e k +α ′ , where |α ′ | = m, and that according to the induction hypothesis we have
where
thus satisfying conditions (11) as well.
¿From here, (11) immediately follows for T γ away from the origin, thus proving that the operator T γ is a continuous operator on
To accomplish this, notice that its symbol is
Thus, away from the origin, it is a composition of a function which is smooth outside coordinate hyperplanes and the projection π P , and by Remark 4 satisfies conditions of Theorem 3. ✷ In the paper we shall need the following generalisation of Tartar's commutation lemma [25, Lemma 28 .2] to L p , p = 2 sequences.
Lemma 6. Let B be the operator of multiplication by a continuous function b
Proof: In [15, Theorem 6] we have proved that for an arbitrary ψ ∈ C d (P) the extension ψ P satisfies the conditions of Tartar's commutation lemma, thus ensuring that C is a compact operator on L 2 (R d ). According to the interpolation inequality for any r between 2 and p, and α ∈ 0, 1 we have
for r ∈ 1, ∞ , we get the claim. ✷ Next, we shall need the following truncation operator
The operator (more precisely its variant) was introduced in [11] where it was noticed that convergence of (
. This property will be used in order to prove the strong precompactness of the averaged family (6) . Moreover, the truncation operator will enable us to obtain a relation between the H-measures and the H-distributions (see the Appendix).
The following statements ensure the above mentioned property of the truncation operator.
Then for the sequence of truncated functions it holds
Proof: Denote by Ω
Now, we use the Hölder inequality
which tends to zero uniformly with respect to n according to (18) . Thus, (17) is proved. ✷
Proof: Due to the strong precompactness assumptions on truncated sequences, there exists a subsequence (u n k ) such that for every l ∈ N the sequence (T l (u n k )) is convergent in L 1 (Ω), with a limit denoted by u l . We prove that the obtained sequence (u l ) strongly converges in L 1 (Ω) as well. To this end, note that
, which together with Lemma 7 implies that (u l ) is a Cauchy sequence. Thus, there
Now it is not difficult to see that entire (u n k ) converges toward u in L 1 (Ω) as well. Namely, it holds
which by the definition of functions u l , and convergences (17) and (19) imply the statement. ✷
H-distributions and velocity averaging
We start the section with description of the variant of H-distributions that we use in the proof of the main theorem. It has been recently introduced in [16] in an isotropic case, and it is an extension of the concept proposed in [2] .
where A ψP is the (Fourier) multiplier operator on R d associated to ψ • π P . The functional B we call the H-distribution corresponding to (sub)sequences (of ) (u n ) and (v n ).
Remark 10. In the case p = q = 2, the H-distribution defined above is actually the (generalised) H-measure corresponding to sequences (u n ) and (v n ) (see Theorem 15) .
Proof: First, remark that according to the commutation lemma (Lemma 6), it holds
Thus the limit in (20) depends only on the product
According to the Hölder inequality and the Marcinkiewicz theorem, it holds
where C is the constant from relation (12) depending on d and q. By using the Hölder inequality again (now applied in the variable y), we get that
, whereC depends on C, and bounds on u n L p (R d+m ) and v n L q (R d ) .
Thus it follows that (B n ) is an equibounded sequence of bilinear functionals, and by [ 
, where (u n ) is a sequence from the last theorem. Suppose that the projection on R d of the H-distribution (B l ) corresponding to the sequences (u n ) and (v l n ) is equal to zero for every l ∈ N, i.e.
By choosing φ 1 φ 2 = χ in (20), we conclude that
¿From here and Lemma 8, we get that ( R m χ(x, y)u n (x, y)dy) converges to zero strongly in L
From the interpolation inequalities, the sequence is also strongly precompact in Lp loc (R d ) for anyp < p. More information concerning the connection between the H-measures and the H-distributions one can find in the Appendix. Now, we go back to the main subject of the paper -the velocity averaging result and tools required for its proof. Remark that according to the Schwartz kernel theorem [22] , one can extend functional B to a distribution on D ′ (R d+m × P). An improved result can be obtained by means of the next theorem. It is a generalisation of [16, Theorem 2.1] to Lebesgue spaces with mixed norms, with the proof going along the same lines. The considered anisotropic Lebesgue spaces L p (R d ) are Banach spaces with the norm given by 
whereB is a bounded linear operator E → L
The proof in [16] is presented for real functionals, but the result holds for complex ones as well, with the proof going along the same lines (just by considering the real and imaginary part ofB separately).
We use the theorem in order to get the following result for the functional B from Theorem 9.
Corollary 12. Ifp > 1 the bilinear functional B defined in Theorem 9 can be extended as a continuous functional on L
Proof: We shall prove that the functional B satisfies conditions of Theorem 11. As the first step, choose a dense countable set E of functions ψ j on the unit sphere in C d (P). In addition, we assume that for each such function, −ψ j belongs to the same set as well and is indexed by −j, j ∈ N.
LetB be an operator defined in Theorem 11, which in this setting is a bounded linear operator
For each functionBψ j denote by D j the corresponding set of Lebesgue points. The set D j is of full measure, and thus the set D = ∩ j D j as well.
For any (x, y) ∈ D and k ∈ N denote
where χ k j ,χ k j , |j| = 1, . . . , k are characteristic functions of the sets of all points for which the above maxima are achieved for ψ j .
We shall prove that the functions b (23), we see that (22) will hold for every ψ j ∈ E, and by continuity, the statement can be generalised to an arbitrary ψ ∈ C d (P). Thus it remains to prove the boundedness of the sequence (b R k ), (b I k ). We write down the proof just for the first one, as for the second one is performed in completely the same way. To this effect, take an arbitrary φ ∈ C c (R d+m ), and denote K = supp φ. Let χ k,ε j ∈ C c (R d+m ) be smooth approximations of characteristic functions from (23) on K such that
where r > 1 is chosen such that q = r ′ p ′ . Denote by C u an L p bound of (u n ) and by C v an L q bound of (v n ) .
According to (23) and the definition of the operatorB, we have
where in the last step we have used the commutation lemma (Lemma 6) and that r ′ p ′ = q. By means of the Marcinkiewicz theorem and properties of the functions χ k,ε j it follows
where C p ′ is the constant from the corollary of the Marcinkiewicz theorem (more precisely from (12)), while
. By letting ε → 0, we conclude (1) we assume
• the coefficients of satisfy conditions a), b);
• the principal symbol (2) satisfies the homogeneity assumption (3) and the restrictive non-degeneracy condition (8);
Then for any ρ ∈ C c (R m ) the sequence of averaged quantities R m ρ(y)u n (x, y)dy converges to 0 strongly in
) with respect to n. Next, let B l be the H-distribution defined in Theorem 9 corresponding to (sub)sequences (of) u n and v l n . Take a dual product of (1) with the test function g n of the form (T 1 below is defined in Lemma 5)
are arbitrary test functions, while κ is the multi-index appearing in (1) (see (5)). We get
where |ξ| β is defined in (10) . The right-hand side of the last expression tends to zero as n → ∞ as, by assumption b), the sequence (G n ) of functions on the right hand side of (1) converges strongly to zero in L 1 (R m ; W −β,q (R d )), while, according to Lemma 5, the multiplier operator
is bounded . Rewriting the last relation and passing to the limit we get
where A kj , is the multiplier operator with the symbol
Since the powers α kj , j = 1, . . . , d, are either grater than d or natural numbers, the above symbol is the composition of the projection π P and a smooth function (of class C d ), thus satisfying conditions of Theorem 3. Thus, the corresponding operators A (−πP) α kj j , j = 1, . . . , d are L p continuous and satisfy bound (12) .
According to (4) and the definition of the main symbol, we conclude that for every k / ∈ I ′ it must be d j=1 α kj βj < 1. By means of Lemma 5 we conclude that for such an index k the limit of the integral in (24) vanishes, and, due to the arbitrariness of test functions, the relation takes the form
where A is the principal symbol given by (2) . According to Corollary 12, we can test (25) on the function
and by letting δ → 0, using (9) and the continuity of the functional B l , we conclude
From the definitions of the H-distributions and the truncation operator T l , we conclude by taking in (20) test functions ψ = 1 and φ 1 φ 2 = ϕ × ρ for the previously chosen ϕ and ρ (see the beginning of the proof):
Now, using Lemma 8, we conclude that
Using the method from Theorem 13 we are able to optimize the velocity averaging results when the sequence of solutions to (1) are bounded in L p (R d+m ) for some p ≥ 2, under the classical non-degeneracy conditions given by (7) . We shall need the extension of the H-measures introduced in [15] whose existence and properties are restated in the next theorem.
where A ψP is the (Fourier) multiplier operator on R d associated to ψ • π P . Furthermore, the operator µ has the form
where ν ∈ M b (R d ×P) is a non-negative scalar Radon measure whose R d projection P dν(x, ξ) can be extended to a bounded functional on Lp
we have denoted the Banach space of weakly * measurable functions µ :
An H-measure defined above is an object associated to a single L 2 sequence. However, there are no obstacles to adjoin a similar object to different sequences as in the case of the H-distributions (Theorem 9). This can be done by forming a vector sequence, and consider non-diagonal elements of corresponding (matrix) H-measure. Another way is to joint two sequences in a single one by means of a dummy variable, as it is done in the next theorem.
, for some p ≥ 2, and let (v n ) be a sequence weakly converging to zero in
Furthermore, the measure µ is of the form
. We call it the generalised H-measure corresponding to (sub)sequences (of ) (u n ) and (v n ).
Proof: Denote by u an L 2 weak limit of the sequence (u n ) along a (non-relabeled) subsequence. Fix an arbitrary non-negative compactly supported ρ ∈ C c (R m ) with the total mass equal to one. Let
Clearly, we have that
, and ψ ∈ C(P) it holds
where w = (y,ỹ, λ,λ) ∈ R 2m+2 . According to the representation (27) the measureμ is of the form µ =f (y,ỹ, λ,λ, x, ξ)dν(x, ξ)dydỹdλdλ, y,ỹ ∈ R m , λ,λ ∈ R, space with respect to the velocity variable y, as this was the setting in which generalised H-measures have been defined in [15] . However, if in addition one
By using the above characterisation of H-measures we are able to improve the main result of the paper, namely Theorem13, in the case p ≥ 2 by assuming merely the classical non-degeneracy condition (7) instead of the restrictive one given by (8) . Note that due to the lower regularity assumptions on the coefficients the following theorem also generalises the velocity averaging results provided in [15] .
, where u n represent weak solutions to (1) in the sense of Definition 1 (with conditions a) and b) together with the homogeneity assumption (3) being fulfilled). Furthermore, assume that the classical non-degeneracy conditions (7) are satisfied.
Then, for any ρ ∈ L which by means of representation (29) and Fubini's theorem takes the form
Let us denote
According to the non-degeneracy condition (7), we have
By using the Lebesgue dominated convergence theorem, it follows from (32) after letting δ → 0:
i.e. B l = 0 for every l. Now, as in the proof of Theorem 13, we conclude that the sequence of truncated averages T l R m u n (x, y)ρ(y)dy is strongly precompact in L 
Appendix
We are able to use previously introduced techniques to point out a connection between the H-distributions that we have introduced and the H-measures that we used in [15] (Theorem 14). We shall need a kind of truncation function again:
The following theorem holds.
Then, the following representation holds for the H-distribution B corresponding to (sub)sequences (of ) (u n ) and (v n )
Proof: First remark that we can write
and that (u l n ) is a sequence of functions with L ∞ norms bounded by l. Denote by (u n ) a non-relabeled subsequence of (u n ) such that for each l (u
By means of the last relation the limit from (20) can be express as
The test function φ 1 is taken from the space L p ′ (R m ; Lp ′ (R d )) for somep ∈ 1, p , and the integral is well defined since by assumption (v n ) is specially bounded in L q (R d ), with q given in a). The result of the theorem will follow easily if we show the summation sign in (33) can be put in front of the limit.
To this effect notice that n→∞ Ω L n φ 1 (x, y)u n (x, y)A ψP (φ 2 v n )(x)dxdy
, where we have used that Lp ′ (K) ֒→ L p ′ (K) for a compact set K ⊂ R d . As ε is arbitrary, by using (34) it follows that the above expression goes to zero as L goes to infinity. Thus we can shift the summation sign in (33), and we get B, φ 1 φ 2 ⊗ ψ = ∞ l=1 lim n→∞ R d+m φ 1 (x, y)u l n (x, y)A ψP (φ 2 v n )(x)dxdy. Now it is enough to rely on (28) to conclude the proof.
✷ If the sequence (u n ) from Theorem 9 is bounded in L 2 with respect to the velocity variable, then the corresponding H-distribution can be represented as an infinite (weighted) sum of the H-distributions µ i , i ∈ N, corresponding to the sequences ( R m u n (·, y)e i (y)dy) and (v n ), where {e i } i∈N is an orthonormal basis in L 2 (R m ). A similar representation holds for the H-measures (see the proof of [15, Proposition 12] ), but in that case, by using the positivity property, it can be further simplified to the form given in (27). Proposition 19. Denote by µ the generalised H-distribution corresponding to (sub)-sequences (of ) (u n ), taken to be bounded in
, and (v n ), weakly converging to zero in
, for some q ≥ 2. Denoting by µ i H-distributions corresponding to R m u n (·, y)e i (y)dy and (v n ), the following representation holds
, and ψ ∈ C d (P).
Proof:
Rewrite an arbitrary test function φ 1 as
where c i (x) = R m φ 1 (x, y)e i (y)dy and i |c i (x)| 2 1/2 belongs to Lp ′ (R d ). According to Theorem 9, for φ 1 from above, and φ 2 ∈ C 0 (R d ), ψ ∈ C d (P) we have that µ, φ 1 φ 2 ⊗ ψ = lim n→∞ R d+m (φ 1 u n )(x, y) A ψ (φ 2 v n )(x)dxdy = lim
R m u n (x, y)e i (y)dy A ψ (φ 2 v n )(x) dx , (36) By taking into account properties of the coefficients c i , a procedure similar to the one applied in the preceding theorem enables us to estimate the limit of
R m u n (x, y)e i (y)dy A ψ (φ 2 v n )(x) , which goes to zero as L approaches infinity, uniformly with respect to n. Thus we can relocate the summation sign in (36) in order to get ✷
