The evaluation of the future dynamics of deforestation is essential to creating the basis for the effective implementation of REDD+ (Reducing Emissions from Deforestation and forest Degradation) initiatives. Such evaluation is often a challenging task, especially for countries that have to cope with a critical lack of data and capacities, higher uncertainties, and competing interests. We present a new modeling approach that makes use of available and easily accessible data sources to predict the spatial location of future deforestation. This approach is based on the Random Forest algorithm, which is a machine learning technique that enables evidence-based, data-driven decisions and is therefore often used in decision-making processes. Our objective is to provide a straightforward modeling approach that, without requiring cost-intensive assessments, can be applied in the early stages of REDD+, for a stepwise implementation approach of REDD+ projects in regions with limited availability of data, capital, technical infrastructure, or human capacities. The presented model focuses on building business-as-usual scenarios to identify and rank potentially suitable areas for REDD+ interventions. For validation purposes we applied the model to data from Nicaragua.
Introduction
Deforestation and forest degradation are the largest anthropogenic sources of CO 2 emissions into the atmosphere [1] other than fossil fuel combustion. Tropical forests are the cornerstones of climate change mitigation-they sequester more carbon at faster rates than temperate and boreal forests [2] . Carbon released from loss of forests accounts for at least 12%-20% of the global anthropogenic emissions of greenhouse gasses (GHGs) [3, 4] . REDD+ (Reducing Emissions from Deforestation and forest Degradation) aims to mitigate climate change by abating carbon emissions from forests in developing countries (named non-Annex I Parties) through a wide set of activities [5] . A system of economic incentives prompts non-Annex I Parties to participate in the program [6] . Countries willing to participate have to adhere to a REDD+ national strategic plan providing a comprehensive understanding of the political, social, and economic dynamics affecting land-use change. The plan also provides guidance on the efficient allocation of the limited amount of available funding. To efficiently allocate funds, it is necessary to identify areas that are prone to near-future deforestation. Three key criteria must be considered for effective and operational implementation of REDD+: the level of threat to service provision, the benefits, and the costs [7, 8] . The decisive environmental service to consider when designing a REDD+ project on the ground is the reduction of GHG emissions [9] . Such a reduction has to be accretive, i.e., the progress must be achieved as part of the project and not be achievable without it, and it cannot result in leakage. To provide an advantageous cost-to-benefit ratio while ensuring accretion, it is important to locate projects in areas where forest carbon loss has already occurred or where significant deforestation and forest degradation are expected, i.e., areas where the level of threat to service provision is higher. Otherwise, no benefits will be generated, especially in countries in which business-as-usual projections show a low deforestation risk [10] [11] [12] .
An accurate identification of deforestation risk requires, inter alia, data availability. Although the capacities of tropical non-Annex I countries to monitor forests and forest cover change are likely to improve over the next years, there are still a number of countries unable to implement the basic measures needed in the REDD+ context [13] . Hence, there is a lack of forest-related data for specific assessments of suitable REDD+ activity areas.
Several tools have been developed and used since the 1990s to simulate forest-clearing dynamics and to predict which areas are subject to the risk of losing carbon due to deforestation [14] [15] [16] [17] [18] [19] . However, limited data availability can hamper their use in some developing countries [20] [21] [22] . In this paper we present a new approach based on the Random Forest algorithm [23] . Random Forest is a decision tree-based method belonging to the family of machine learning. Decision tree-based methods are used in decision-making processes because they enable evidence-based, data-driven decisions. Because a lack of data in developing countries may represent a barrier to the success of REDD+ projects, we adopted an approach that integrates a powerful machine learning technique (such as Random Forest), available geo-spatial layers, and easily accessible data sources. We call our model PREDIT (PREdicting Deforestation In the Tropics). Our approach attempts to overcome some of the current challenges in assessing locations of deforestation risk. Data from Nicaragua were used to evaluate the performance of our approach.
Materials and Methods

Random Forests
We selected a model approach that integrates inputs from different data layers using the Random Forest algorithm. Random Forest is a supervised technique, conceptually simple, and suitable for both regression and classification problems. Decision tree-based models recursively partition the entire dataset (i.e., all the predictors' possible attributes) into fairly homogeneous regions. In the terminology of tree models, such homogeneous regions are referred to as terminal nodes or leaves of the tree ( Figure 1 ). When no further partitioning is required, the process of tree growing is concluded and the tree assigns a class to the dependent variable of interest. In machine learning terminology, it is said the decision tree 'votes' for a class.
While for regression trees the overall objective is to reduce the mean square error (i.e., the difference between the true value and the value predicted by the model), the objective of classification trees is to create nodes having a maximum homogeneity, also called the purity of the node. In fact, having impure nodes increases the probability of misclassification error. Node purity is expressed by the Gini index [24] :
where p represents the training observations (i.e., those used to calibrate the model) of the X classes in the mth region. The lower the Gini index, the more homogeneous the node is, and consequently the probability to assign an incorrect class to a test observation belonging to that node decreases. Thus, during the process of tree growing, the best split is the alternative providing the lowest Gini index value.
Thus, during the process of tree growing, the best split is the alternative providing the lowest Gini index value. In this illustrative example land cover is predicted based on distance from cropland and road. Both pictures display the same decision problem using different representation systems: (a) shows the classification tree with three internal nodes and four terminal nodes; (b) shows the partition of the two-dimensional predictor space. In (b) the regions are entirely deforested or forested, a situation that is quite unusual in real-world models.
The random forests algorithm basically involves building a large number of classification trees on bootstrapped training samples. It is expressed by:
where f(x) is the function of the dependent variable and R is the number of generated bootstrapped training trees, so fr(x) represents the rth bootstrapped training tree. This can also be expressed in a matrix form:
where Sn is the nth bootstrap dependent variable, PaS1 is the predictor a of sample 1, PkS1 is the predictor k of sample 1, and {PaSn…PkSn} are the respective predictors {a…k} of the nth sample. Finally, the class for which the greatest number of R individual training trees "vote" is used to predict the class for new observations that fall within the same region. Each prediction is expressed as a probability vector.
When using Random Forest, each decision tree is generated based on a random sub-sample (usually two-thirds) of the available observations. The remaining third of the data (not applied to calibrate the model) is called "out-of-bag" and serves as test data for computing an error rate. When trees are built, only a random subset of available k predictors is considered. Typically the number of predictors in the subset equals the square root of the total number of predictors. By defining m ≈ √k (where m is the number of predictors considered in a bootstrap sample), randomness is introduced into the tree-growing process, which assigns each predictor the same probability of being selected. This lowers the likelihood that stronger predictors will systematically affect the first split of the trees, a condition that would result in a series of highly similar and correlated trees [25] . The calibrated model that results is then used to predict the out-of-bag observations. The likelihood of classification error is therefore obtained from the out-of-bag estimation, which is an objective cross-validation-based accuracy estimate.
Some parameters must be defined by the user when calibrating Random Forests, including the total number of trees and the number of predictors sampled as candidates at each internal node. Another parameter is the "cut-off", which is the threshold value above which the probability of class Figure 1 . In this illustrative example land cover is predicted based on distance from cropland and road. Both pictures display the same decision problem using different representation systems: (a) shows the classification tree with three internal nodes and four terminal nodes; (b) shows the partition of the two-dimensional predictor space. In (b) the regions are entirely deforested or forested, a situation that is quite unusual in real-world models.
where f (x) is the function of the dependent variable and R is the number of generated bootstrapped training trees, so f r (x) represents the rth bootstrapped training tree. This can also be expressed in a matrix form:
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where S n is the nth bootstrap dependent variable, P aS1 is the predictor a of sample 1, P kS1 is the predictor k of sample 1, and {P aSn . . . P kSn } are the respective predictors {a . . . k} of the nth sample. Finally, the class for which the greatest number of R individual training trees "vote" is used to predict the class for new observations that fall within the same region. Each prediction is expressed as a probability vector.
When using Random Forest, each decision tree is generated based on a random sub-sample (usually two-thirds) of the available observations. The remaining third of the data (not applied to calibrate the model) is called "out-of-bag" and serves as test data for computing an error rate. When trees are built, only a random subset of available k predictors is considered. Typically the number of predictors in the subset equals the square root of the total number of predictors. By defining m ≈ √ k (where m is the number of predictors considered in a bootstrap sample), randomness is introduced into the tree-growing process, which assigns each predictor the same probability of being selected. This lowers the likelihood that stronger predictors will systematically affect the first split of the trees, a condition that would result in a series of highly similar and correlated trees [25] . The calibrated model that results is then used to predict the out-of-bag observations. The likelihood of classification error is therefore obtained from the out-of-bag estimation, which is an objective cross-validation-based accuracy estimate.
Some parameters must be defined by the user when calibrating Random Forests, including the total number of trees and the number of predictors sampled as candidates at each internal node. Another parameter is the "cut-off", which is the threshold value above which the probability of class A (e.g., deforestation) occurring is predicted and below which the occurrence of class B (e.g., forest) is predicted.
The Random Forest algorithm is widely used for data mining in many fields, but has been used only relatively recently in ecology and environmental studies [26] . However, to the best of our knowledge, there has so far been no study of its use in predicting the risks of future deforestation. For our study a decision tree-based model was adopted because the underlying relationships between the variables are not linear, and the categorical scale of attributes used is suitable for tree-based evaluation methods [24] .
Data Used and Variable Selection
We used available data sources from the time interval 1983-2011. We included data from t1-t2 (i.e., 1983-2000) to calibrate the model and data from t2-t3 (i.e., 2000-2011) for validation. The whole dataset used for this study included 11 maps of Nicaragua: (1-3) three land cover maps for 1983, 2000, and 2011 respectively; (4-5) two population density maps; (6) a map of protected areas; (7-8) two road network maps; (9) one map of the urban settlements; (10) an elevation map; and (11) a slope map ( Table 1 ). The 1983, 2000, and 2011 land cover maps are referred to as the 't1 reference', 't2 reference', and 't3 reference' maps, respectively. The predicted map for the year 2011 is called 't3 simulated map'.
The t1 reference map has a scale of 1:250,000. It was derived from 1977 and 1978 Landsat images classified by a supervised classification technique and complemented with ground observations [27] . Details of the methods used for adding the ground-based observations to the t1 reference map are not at our disposal. Although the quality of the t1 reference map has some drawbacks in comparison with more recent maps, the t1 reference map is the main map used for estimating land-use changes in Nicaragua of the last 30 years. This map is used by Nicaraguan institutions for official reports and statistics (e.g., the readiness preparation proposal). The t2 reference map was derived from 20 satellite images: 17 Landsat TM5 from many different years, and 3 Landsat TM7 from 2000 [28] . The classification was carried out by the ISODATA (Iterative Self-Organizing Data Analysis Technique Algorithm) unsupervised classification algorithm. Remotely-sensed data were supplemented by 120 field-plot observations [29] . The t3 reference map was derived from Landsat 7 Enhanced Thematic Mapper Plus (ETM+) satellite imagery. The satellite images, from 2011, were not ground-truthed; however, trained staff experienced in interpreting Nicaraguan vegetation from satellite images were employed in creating them [30] . The t1, t2 and t3 reference maps were officially released by the Ministry of Agriculture and Forestry (MAGFOR) and the Ministry of Environment and Natural Resources (MARENA) in Nicaragua.
Altitude and slope maps were extracted from the Digital Elevation Model (DEM) provided by HydroSHEDS [31] . The DEM has a resolution of three arc-seconds (approximately 90 m at the equator). Population density data were obtained from the Gridded Population of the World, Version 3, where density is expressed in terms of persons per square kilometre [32] . The World Database on Protected Areas [33] , which is a global database of protected marine and terrestrial areas comprising both spatial vector data and attribute data (i.e., descriptive information), was used for data on protected areas. Ten independent variables (also called predictors in this article) and one dependent variable were extracted from the maps listed in Table 1 . In Random Forest terminology, independent variables are called predictors and dependent variables are called response variables. The dependent variable, derived from the three land cover maps, is categorical and consists of two classes: (i) forest area and (ii) deforested area. Data from the three land cover maps of Nicaragua (1983, 2000 , and 2011) were integrated through a GIS polygon-overlay analysis; the maps were overlaid to obtain the 1983-2000 and 2000-2011 forest cover change maps. The nominally-scaled dependent variable, i.e., the category of the dependent variable of each pixel, was binary: it was defined either as "forest" or "deforestation," according to the changes observed, with forests is defined as land with an area of more than 0.5 ha, trees higher than 5 m, and canopy cover of more than 10% [37] . The widely accepted definition of deforestation as "a long-term or permanent conversion of land from forest use to other non-forest uses" was adopted [38] .
The independent variables consist of 10 spatially explicit predictors of deforestation. The availability of data was the major limitation in selecting the predictors. The predictors were chosen by reviewing the available literature and according to the author's knowledge of the country. While information on deforestation drivers at the continental level was taken from Hosonuma et al. [39] , national information on Nicaragua was derived from the National Forest Inventory [40] and other sources [41] [42] [43] [44] . The 10 predictors (Table 1) were chosen on the basis of the supposed relevant drivers of deforestation. Although some of the selected predictors may not be relevant to Nicaragua, we decided to include all of them to test the responsiveness of the model.
The proximity variables were computed using the Euclidean distance from each feature to the closest pixel. Three out of the 10 predictor variables were extracted from the national land cover maps available for 1983, 2000, and 2011: forest type, distance to cropland, and distance to pasture. The other predictors, such as road network and urban settlements, were extracted from remotely-sensed imagery and from publicly available sources (see Table 1 for references).
Modeling Using 10 and Four Predictors
We performed PREDIT using two sets of predictor variables. The processes of calibration and validation-which are explained in the next two sections-were carried out twice, each time using a different number of predictors (Table 2 ). Based on our knowledge, and on the of Readiness Preparation Proposal (RPP) developed by the Nicaraguan Ministry of Environment and Natural Resources [43] , four predictors were selected as the most useful for inclusion in the model for predicting deforestation dynamics. In the first run, referred to as FourPA (Four Predictors Alternative), we included only these predictors. In the second run, referred to as TenPA (Ten Predictors Alternative), the set of all 10 available predictors was used. 
Model Calibration
The analysis was run using the Random Forest package of R, version 3.2.1 (R Foundation for Statistical Computing, Vienna, Austria) [45] and ArcMap 10.2.2 (Esri, Redlands, CA, USA). Three hundred data trees were grown using the Random Forest. Two and three predictors were sampled as candidates at each internal node to calibrate the model for FourPA and TenPA, respectively. Since our aim was to evaluate the model's ability to predict the risk of deforestation in the time interval t2-t3 (i.e., 2000-2011), we used training data from t1-t2 (i.e., 1983-2000) to calibrate the model (Figure 2 ). In total, approximately 105,000 pixels were sampled in forest areas from the reference t1 map; the shortest distance allowed between any of them was 90 m. For each sample pixel, we extracted data from the maps of predictor variables at time point t1 (Figure 3) and from the land-use class at time point t2, but no data about forest types at t1 were collected. The model was calibrated using observations for the predictor variables in 1983 and with the assumption that those conditions affected the dependent variable in 2000. An important aspect considered during the calibration phase was the imbalance in the relative frequencies of the classes, i.e., if one class of the dependent variable has fewer observations compared to the other classes. This issue can significantly influence model results. Considering that the area covered by the dependent variable class 'deforestation' is much smaller than the class 'forest', we applied post-stratification based on the dependent variable at t2 to reduce this class imbalance. 
Model Validation
The validation process, which was carried out using data from the time interval t2-t3, included the following steps:
1. Approximately 95,000 sample pixels were generated by adopting a random sampling from the class "forest" at time t2. 2. For each pixel randomly selected, the corresponding value from every map of the independent variables at t2 was extracted. 3. The calibrated model and the fitted parameters used in the calibration procedure were used to predict the dependent variable at time t3 for the 95,000 pixels. 4. The t3-simulated map, which displays the predicted risk of deforestation, was created by interpolating the entire set of pixels using kriging. 5. The performance of the model was assessed by applying the three-map comparison technique and other statistical indicators [46] .
Given that the aim of the procedure is to assess the risk of a pixel changing from "forest" to another land cover class, the validity of our model was assessed by random sampling of forest area at t2. Changes between t2 and t3 were estimated using the Random Forest algorithm and data fitted in the calibration phase. To predict the t3 map we used data preceding time t3. The predicted response of the dependent variable was expressed as the risk probability-ranging from 0 to 1-of each pixel in terms of undergoing deforestation. Risk is expressed in four probability classes-very low, low, moderate, and high. The probability threshold values that determine the risk class were applied as follows: very low (p < 0.2), low (0.2 ≤ p < 0.4), moderate (0.4 ≤ p < 0.8), and high (0.8 ≤ p < 1). The thresholds were empirically derived considering the maximization of the overall accuracy of prediction for each risk class. In the analysis of the accuracy of the model, pixels belonging to the third and fourth classes of risk (i.e., moderate and high risk, respectively) are considered to be predicted as 'deforested'. 
1.
Approximately 95,000 sample pixels were generated by adopting a random sampling from the class "forest" at time t2.
2.
For each pixel randomly selected, the corresponding value from every map of the independent variables at t2 was extracted.
3.
The calibrated model and the fitted parameters used in the calibration procedure were used to predict the dependent variable at time t3 for the 95,000 pixels.
4.
The t3-simulated map, which displays the predicted risk of deforestation, was created by interpolating the entire set of pixels using kriging.
5.
The performance of the model was assessed by applying the three-map comparison technique and other statistical indicators [46] .
Given that the aim of the procedure is to assess the risk of a pixel changing from "forest" to another land cover class, the validity of our model was assessed by random sampling of forest area at t2. Changes between t2 and t3 were estimated using the Random Forest algorithm and data fitted in the calibration phase. To predict the t3 map we used data preceding time t3. The predicted response of the dependent variable was expressed as the risk probability-ranging from 0 to 1-of each pixel in terms of undergoing deforestation. Risk is expressed in four probability classes-very low, low, moderate, and high. The probability threshold values that determine the risk class were applied as follows: very low (p < 0.2), low (0.2 ≤ p < 0.4), moderate (0.4 ≤ p < 0.8), and high (0.8 ≤ p < 1). The thresholds were empirically derived considering the maximization of the overall accuracy of prediction for each risk class. In the analysis of the accuracy of the model, pixels belonging to the third and fourth classes of risk (i.e., moderate and high risk, respectively) are considered to be predicted as 'deforested'. Ordinary linear kriging was applied to predict the risk of the dependent variable at a non-sampled location, i.e., for the whole forested areas in 2000 [47] . The simulated t3 map created using kriging has a pixel resolution of 150 m-higher resolution was not possible due to Ordinary linear kriging was applied to predict the risk of the dependent variable at a non-sampled location, i.e., for the whole forested areas in 2000 [47] . The simulated t3 map created using kriging has a pixel resolution of 150 m-higher resolution was not possible due to computational limitations. This map was validated using a technique that involves the overlay of three maps, which in this study were the t2 reference map, the t3 reference map, and the t3 simulated map. This three-map comparison [48] provides four components, two of which express correctness while the other two express prediction error: (i) reference deforestation correctly predicted (i.e., hits); (ii) reference forest permanence correctly predicted (i.e., correct rejections); (iii) reference change simulated as forest permanence (i.e., misses); (iv) reference forest permanence simulated as deforestation (i.e., false alarm). This validation technique compares the performance of the developed model with that of a null model that predicts pure persistence (i.e., no deforestation) [49] . Several methods based on these components describe and measure the performance of classification models. In this study we consider the following measures: figure of merit, allocation disagreement, quantity disagreement, producer's accuracy, and user's accuracy [47] .
Study Area
Nicaragua is the largest Central American country, both in terms of land and rainforest area [41] . According to its national forest inventory, forests cover 25% of the total land area [40] . Despite some attempts to preserve its natural heritage, e.g., by establishing a number of protected areas over the past four decades [50] , Nicaragua has lost almost half its forest cover since the 1950s and is still affected by deforestation, which has implications for local climate trends and agricultural productions [42, 51] .
The prime deforestation drivers in Nicaragua are animal husbandry and agriculture expansion, while agroforestry plays a minor role [43, 52] . As in other Latin American countries such as Ecuador or Honduras, deforestation mainly follows an agricultural frontier, affecting considerable areas along the Caribbean and in the central north, which are still the regions with the largest stretches of natural forest. In September 2007, Hurricane Felix struck the northern region, or "Región Autónoma del Atlántico Norte"; over one million hectares of forests were affected and 512,165 ha were identified as strongly damaged, i.e., about 15% of the total forest cover of the country. PREDIT does not take into account climatic disturbances, and considering the extraordinarily large impact of Hurricane Felix, the three mostly affected municipalities were not included in the study area, i.e., Prinzapolka, Puerto Cabezas and Rosita.
Results
In all, 300 data trees were grown using the Random Forest algorithm. The maps in Figure 4 are the result of the three-map comparison technique (explained in Section 2.6); these maps visually represent model performances by showing the accuracy distribution of the land-change model. Areas characterized by a high risk of deforestation coincide with lowland forests, relatively gentle slopes, dense road networks and proximity to pasture and cropland areas.
Accuracy is also reported in numerical terms in Table 3 , which represents the confusion matrix between the simulated land-use changes and the reference changes. The classification error for the two modeling alternatives was similar. The additional six predictors included in TenPA did not improve the overall accuracy, which in both alternatives was 76%. However, the predictions of the two alternatives were different, as described through the measures of accuracy considered in this study. The deforestation correctly predicted by FourPA was lower than that predicted by TenPA (26% versus 30.6%), but the number of "false alarms" (i.e., persisting forest predicted as deforestation) was also higher in TenPA (17.3% versus 10.8%) ( Figure 5 ). This means that TenPA classified more pixels as deforested and, accordingly, detected more deforestation than FourPA. The larger number of pixels classified as "deforestation" by TenPA was also evidenced by calculating the producer's and user's accuracy; in fact, the proportion of pixels incorrectly classified as "deforestation" (as defined by the user's accuracy) was higher in TenPA (Table 4 ). Figure 5 shows the four components of agreement and disagreement resulting from the validation process; values are expressed as the percentage of forest at t2 and are divided by classes. Accuracy is also reported in numerical terms in Table 3 , which represents the confusion matrix between the simulated land-use changes and the reference changes. The classification error for the two modeling alternatives was similar. The additional six predictors included in TenPA did not improve the overall accuracy, which in both alternatives was 76%. However, the predictions of the two alternatives were different, as described through the measures of accuracy considered in this study. The deforestation correctly predicted by FourPA was lower than that predicted by TenPA (26% versus 30.6%), but the number of "false alarms" (i.e., persisting forest predicted as deforestation) was also higher in TenPA (17.3% versus 10.8%) ( Figure 5 ). This means that TenPA classified more pixels as deforested and, accordingly, detected more deforestation than FourPA. The larger number of pixels classified as "deforestation" by TenPA was also evidenced by calculating the producer's and user's accuracy; in fact, the proportion of pixels incorrectly classified as "deforestation" (as defined by the user's accuracy) was higher in TenPA (Table 4 ). Figure 5 shows the four components of agreement and disagreement resulting from the validation process; values are expressed as the percentage of forest at t2 and are divided by classes. Table 4 . Performance of the model in assessing the risk of future deforestation using a set of 10 predictors and using four out of 10 predictors. The performances obtained from the two variations (FourPA and TenPA) are summarized in Table 4 , which shows the measures of the model accuracy assessment derived from the error matrix. The quantity of disagreement was obtained by counting the total simulated pixels that did not match their actual category in the reference maps. The quantity of disagreement accounted for 3% (FourPA) and 25.8% (TenPA) of the total number of pixels classified as observed deforestation in 2011. The higher value of the quantity of disagreement for TenPA is attributable to the overestimation of deforestation by this alternative (depicted in Figure 4 by the yellow-colored "false alarms"). For assessing the allocation disagreement, in addition to the absolute number of pixels, their spatial allocations in their respective categories was also considered. In other words, the allocation disagreement is the discordance between a pixel allocated into the simulated maps and a corresponding pixel in the reference maps. The 2011 map simulated with TenPA had a lower allocation disagreement than the map simulated with FourPA; the difference is attributable to the larger portion of deforestation correctly predicted by TenPA. In absolute terms, there were 674,001 total pixels in the reference map belonging to the category "deforestation"; the allocation disagreement was 383,606 and 264,220 for FourPA and TenPA, respectively. Table 4 . Performance of the model in assessing the risk of future deforestation using a set of 10 predictors and using four out of 10 predictors. The performances obtained from the two variations (FourPA and TenPA) are summarized in Table 4 , which shows the measures of the model accuracy assessment derived from the error matrix. The quantity of disagreement was obtained by counting the total simulated pixels that did not match their actual category in the reference maps. The quantity of disagreement accounted for 3% (FourPA) and 25.8% (TenPA) of the total number of pixels classified as observed deforestation in 2011. The higher value of the quantity of disagreement for TenPA is attributable to the overestimation of deforestation by this alternative (depicted in Figure 4 by the yellow-colored "false alarms"). For assessing the allocation disagreement, in addition to the absolute number of pixels, their spatial allocations in their respective categories was also considered. In other words, the allocation disagreement is the discordance between a pixel allocated into the simulated maps and a corresponding pixel in the reference maps. The 2011 map simulated with TenPA had a lower allocation disagreement than the map simulated with FourPA; the difference is attributable to the larger portion of deforestation correctly predicted by TenPA. In absolute terms, there were 674,001 total pixels in the reference map belonging to the category "deforestation"; the allocation disagreement was 383,606 and 264,220 for FourPA and TenPA, respectively.
Ten Predictors
The "figure of merit" is a statistical measurement used to assess the accuracy of land change models; it can range from 0% to 1%, where 100% indicates perfect prediction. In this study it is defined as follows: Figure 5 . Elements of agreement and disagreement divided by the four classes of risk (i.e., very low, low, moderate and high). The accuracy components for both the modeling alternative with 10 (TenPA) and four (FourPA) predictors are reported for each risk class.
The "figure of merit" is a statistical measurement used to assess the accuracy of land change models; it can range from 0% to 1%, where 100% indicates perfect prediction. In this study it is defined as follows: The figure of merit was 55% for TenPA and 53% for FourPA. The 2% difference can be considered negligible in this case; it would be incorrect to judge the accuracy of prediction of one alternative with respect to the other on the basis of this percentage. To comprehensively assess the performance of the model, all the statistical measurements reported in this paper must be considered and evaluated with reference to the final scope of the modeling application. Including 10 predictors does not increase or decrease the accuracy significantly, though one important difference is that in TenPA, the number of "false alarms" is higher. In REDD+ projects, adopting a conservative approach that does not overestimate the risk of deforestation is recommended; therefore, FourPA would be the preferred alternative.
Discussion
The risk of deforestation is generally assessed using data about the respective drivers of deforestation. Addressing them involves understanding the complex processes affecting interrelationships among political, institutional, economic, and cultural factors [53] . We present here a novel approach, called PREDIT, which is based on available data and which focuses on building business-as-usual scenarios to predict potentially suitable areas for REDD+ interventions. A strong point of this approach lies in its versatility and potential reproducibility in countries with limited available data or human, technical, or monetary resources. The approach does not focus on capturing the interrelationships of multiple drivers underlying the deforestation processes, which would be both time-and cost-intensive. However, it is an objective and rapid way of checking on potential future forest cover by using available geo-spatial information as a proxy for stakeholder activities.
We applied Random Forests which outperform classical methods (e.g., discriminant analysis or logistic regression) when there are strong interactions among variables, especially if they are non-linear [54] . Spatial autocorrelation, a problem common to parametric linear models, is reduced by the Random Forest algorithm (which is non-parametric). Based on a machine learning technique, PREDIT is highly flexible as it can handle categorical and continuous variables. Flexibility is an appreciable characteristic in spatial prediction models [25, 55] , though flexibility comes at the expense of interpretability. We are, however, not interested in making inferences or in creating a model that investigates and displays relationships among the dependent variable and the set of predictors for which interpretability is of significance; our goal is a pragmatic prediction of future events.
Performing the process twice, using two sets of predictors, also allowed us to screen the most relevant biophysical and demographic predictors affecting deforestation in Nicaragua. Considering our purposes, using four predictors (FourPA) provided better results than using 10 (TenPA), even though quantity disagreement was higher for FourPA. We seek to accurately identify areas where both deforestation and forest persistence might occur in the future. However, if the study had been aimed at predicting total carbon emissions, without referring to the location where they might occur, then knowing the allocation disagreement (i.e., the area where emissions would take place) would not have been fundamental. The reason including 10 predictors did not improve the prediction accuracy is likely related to the fact that the six predictors added in TenPA were not relevant drivers of deforestation in Nicaragua during the considered time interval. However, some drivers of deforestation can change over time, so a good predictor in 1983 might be a bad predictor in 2000. To analyze and explain all the potential reasons related to the different performances of the two alternatives (FourPA and TenPA), a comprehensive investigation of the land-use dynamics from 1983 to 2011 should be carried out, though such analysis goes beyond the scope of this paper.
To streamline the validation phase, we decided to categorize the probability of deforestation into four classes, though this also meant losing some information concerning risk. The threshold probability values assigned to determine the risk classes are subjective and should be evaluated by considering the final application of the model. For example, if the model is used to project a business-as-usual scenario to build reference levels (RLs), a conservative estimate should be used to minimize the possibility of overestimating deforestation. However, the creation of baseline scenarios useful to preparing RLs involves a series of complex and-often-"stochastic" circumstances. These circumstances increase uncertainties and can undermine the credibility and effectiveness of the mechanism [56] . In order to minimize uncertainties, improve accuracy, and provide completeness, field assessments are strongly recommended when preparing RLs.
We calibrated the model with data covering a time interval of 17 years (1983-2000), during which crucial political, social, and natural events took place in Nicaragua that led to extraordinary land-use changes. Nonetheless, the calibrated model exhibited satisfactory predictive accuracy within its domain of applicability; we expect that applying it in a less unstable context could yield better results. It must be underlined that predictive accuracy is only one of the various criteria used to assess the performance of a land change model and its potential applicability. To evaluate the actual applicability and the predictive performance of PREDIT to another area, several other environmental, political, economic and technical factors that might influence the performance of PREDIT [22] must be considered.
PREDIT has some limitations that could compromise its accuracy. Deforestation drivers may vary over a long time period, e.g., new driving forces not relevant in the calibration phase could, at a later time, become more important, and as a result the predictor variables used might lead to an error in predicting the location of future forest loss. PREDIT also does not predict the risk of deforestation for reforested and afforested areas.
The agreement between the simulated map and the reference map can be considered satisfactory for some payment for ecosystem services purposes, e.g., when identifying potential target areas for REDD+ projects. However, the model may perform differently depending on the location, time, and format of the data [46] . Nicaragua experienced a high deforestation rate for the period considered in this study; this situation might have facilitated a predictive model. In fact, recording small deforestation patches is far more challenging than detecting substantial changes of forest cover [57] . Thus it will be important to also test the model in areas where forest cover changes affect smaller areas.
Conclusions
Modeling deforestation is a key first step towards creating the basis for successful REDD+ initiatives, although it is, of course, only one of the numerous circumstances that determine whether a REDD+ project will be effective or not [58, 59] . Our research was prompted by the necessity of forecasting the likelihood of deforestation, without reference to further complex assessments such as field measurements, social surveys, and stakeholder involvement. Predictive models focus on the general network of interaction among variables rather than investigating the roles and relationships of each one. This is different from how inference models work; with those models, the main objective is to understand how a dependent variable changes as a function of the independent variables [24, 60] .
PREDIT can be applied by decision-makers, researchers, and other stakeholders involved in REDD+. Besides its direct use in determining areas that risk losing their ecological importance, it has further potential functions. Using the model approach jointly with tools for estimating carbon stock and emissions will allow the identification of high-value areas where activities advocating forest monitoring should be strengthened. Significantly, the model can support countries involved in the early phases of REDD+. As developing a REDD+ program requires, inter alia, high-quality data, it is hoped that countries lacking data and technical capacity can adopt a gradual approach to engaging in REDD+ [22, 61] . The approach presented in this article is suited to a stepwise framework for developing REDD+ [62] . It can aid in the operational implementation of REDD+ projects and in the design of action responses. Its adoption may be effective in the first phase of projects, when a country is still developing the capacity to build its own sound and accurate dataset. Adopting PREDIT or other similar tools would enable wider REDD+ participation; it represents a starting point for countries that grapple with a critical lack of data, higher uncertainties, and competing interests.
