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チャットにおける会話の特徴と会話エージェントの検討
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We made a conversation agent program which communicates with two or more persons on 
Intemet chat system. We examin.e a feature of the Intemet chat. We cal this program conversation 
agent. We also examine how to design this agent. This agent creates a text which expresses 
conversation based on texts which express person 'sconversation. Intemet chat system was used for 
two or more persons' conversation on the Intemet. The conversation agent was made to participate 
in this chat as one client. This agent imitates person 's expressions， and its responses are seemed to 
have intelligence. 
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1. はじめに
人間の、知能や動作の原理の解明、または実現の
ための研究は昔からおこなわれている。 1966年には
『イライザ』という人間と会話をおこなうプログラ
ムが発表され、チューリングテスト(1]，[2]の意味で好
成績をおさめた。チューリングテストはプログラム
に知能があるかを判別するテストである。このイラ
イザがある程度の成功をおさめたことで人工知能研
究も勢い付き、 50年後には人の知能を模したものが
できあがっているだろうという人まであらわれた。
しかし 40年近くたった今でも人の意識や感情には
未解明の部分が多く、人間の知的活動を再現したプ
ログラムはまだない。
イライザに類するプログラムの開発も言語処理の
ーっとして、個人レベルから企業まで様々な研究が
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続けられている。インターネット上でも『人工無能』
というキーワードで検索すれば、多数みつかる。ま
た、 LoebnerContest[3] というチューリングテストを
利用した世界規模のコンテストも毎年おこなわれ
ている。このような会話プログラムは、人の会話文
からキーワードをみつけて、そのキーワードから応
答文を生成、出力するのが基本である。そのため、
相手の言葉から自分の考えを述べたりするなどの、
人が会話時に実際に行なっている知的活動の解明
という点からはかけ離れたものである。しかし、こ
のイライザ型のプログラムは広い分野にわたった
会話はあまり得意ではないが、特定の話題にしぼる
ことで違和感のあまり無い会話をさせることが可
能である。
本研究では人間と会話を行うプログラムをとり
上げ、『イライザ』のように人間になりすまして人
と会話を行うプログラムを作成した。このプログラ
ムはインターネットチャットシステム上で 1ユー
ザとなり人と会話を行うよう設計した。今後このシ
ステムをチャットと呼ぶ。また、このプログラムを
会話エージェントと呼ぶ。『イライザ』は 1対 1で
の対話を想定し、カウンセラーという立場を利用し
ていた。対話の内容も専門的な話題にしぼられるの
で、イライザの発話アルゴリズムにはちょうどいい
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環境だったと言える。また、この『イライザ』は英語
で対話を行うため、構文解析が日本語と比べ容易にで
き人に対する応答もみかけ上しっかりしていた。『イ
ライザ』の 1対1の環境が多対多になり、しかも会話
の内容が多種多様の状況になったときにイライザ的会
話エージェントを交えた会話はどんなものになるだろ
うか.この考えのもと今回会話エージェントを作成し、
チャットにおける会話エージェントを交えた会話とい
うものを実験した。
インターネットの普及と携帯電話の登場により速く
陵れた人とコミュニケーションをとる機会も増え、その
範囲も非常に大きくなった.町中でも携帯能活のメー
ル機能で会話をおとなっている姿をよく見かける.イ
ンターネット上でもチャットというツールを使つての
会話が盛んにおこなわれている。このツールを使えば
遠方にいる人達とほぼリアルタイムで会話をおこなう
ことができる。
とのチャットというツールは文字で表した文章で会
話をおこなう。しかしこのような文字列で表された文
章のみでは意味が伝えにくいことがある.特に感情と
いったものが伝わりにくい.チャット上では、そのよ
うなわかりにくい感情を表現するための方法や、文章
の意味をとりやすくする補助表記などが使われてい
る.例えば『楽しい』や『おかしい』といった感情を
表現するために f(笑)..といった表記を用いる.この
ような表記以外にも、携帯電話のある機種では絵文字
記号を利用できる。絵文字記号とは人の感情を模した
記号で、喜怒哀楽を表現した記号である。絵文字には
人の感情以外にも電話やピースサイン、その他日常の
身の周りに存在するものを模した文字記号が含まれて
いる。この絵文字を利用することにより、文章のみで
は伝わりにくい人の感情を表現している。
インターネットの普及に伴い人の会話の場も電子化
する傾向にある。会話の場が電子化してくるととによ
り、従来人々が行ってきた会話と根本的に異なる点が
ある。それは音声による会話から文章による会話への
移行である.また、文章による複数人の会話の場を考
えたとき、最も代表的なものとして前述のチャ、yトが
ある。ここではチャットはインターネットにおいて複数
人が文字列により表された文章により会話を行うツー
ルのことを指す。離れた場所にいる複数の人がリアル
タイムに会話をする。発話者から入力された文は画面
に十数行にわたって積み重なって表示される。そして、
新しく入力された文はそれまでの会話文群の一番上に
詰まれていく。また、チャットでは表示できる会話文
の最大行数が決められているため、新しい会話文が入
力され、チャットの表示最大行数を越えると古い会話
文が画面から消去される。
チャットに参加することはそれほど難しくはない.
チャットがおこなわれているサイトヘ入ると新しい発
言から順に数十行分が表示される.実際にチャットに
参加するときにはまず、名前を入力する。この名前は
実名でなくても良い。ハンドルネームというインター
ネット上でっかうニックネームを使用する人が多い。
名前を入力した後は、会話文を書く部分に会話文を入
れて送信すると、画面に送信した会話文が反映される。
しかし、会話をディスプレイを通しておこなうこと
でおきる問題もある。表示される文は全て会話文であ
るため、会話文のみの文章を読むことになる.そのた
め場の雰囲気や流れ、相手の気持といったものが非常
に掴みづらい。これは普段行なう会話と対比するとよ
くわかる.私達が都通に会話を行なっている時は無意
識のうちに相手の表情や口調、声の高低をみたり、聞
いたりしている.そして、それらの様子から相手の気
持や場の雰囲気などを常に察しようとしている.しか
し、チャットのように画面を通しての文章のみの会話
になると、相手の姿が全く見えないので相手の感情を
察することは格段に難しくなる.ある程度は文中に感
情表現を含める努力もできるが、会話というものの性
質上、とっさに自分の感情まで文中に含めて送ること
は難しい.その結果、相手の感情が見えづらいために
発信者が伝えたかった文意とは異なった意味にとられ
てしまうこともある.実際、相手が怒っていることに
気づかないで、しばらく会話を続けていたという例も
ある.またチャットを使用している時には使用者は、
普通に会話をおとなっている時とあまり遣いを意識し
ない.そのため書き込む側は普段の会話の時のように
思いついたことをそのまま文にして発信し、読む側も
どうしても大雑把に読むことが多くなる.このために
意志感情と言ったものが伝わりにくいチヤヅトでは、
発信者が伝えたかった文意とは異なった意味で読んで
しまう可能性が大きくなる。
チャットは基本的に多人数での会話に使われるため、
複数人の会話文を全て同じ画面ヘ表示することにな
る。会話文を書き込む順番も特に決まっているわけで
もなく、各々が適当な時に文を送信する.そのため、あ
る会話文に対する応答の間に他の新しい話題がはいっ
たり、その会話文に対する返事がいくつも重なったり
する。そうなると、それぞれの応答がどの会話文に対
して送られたものなのかがわかりづらくなる。途中か
らチャットに参加した者にとってはさらに読みづらく
なる。
本研究では、こうしたチヤヅトの特性を考慮しつつ、
会話エー ジェント及ひ'チャ、yトシステムを構築し、人
とチャットを行なう実験を行なった。以下、 2章では
会話エージェントの構成を示し、 3章ではチャットを
行なった結果と考察を、 4章では本研究と通してのま
とめと考察を示す。
2. 会話エージェントの構成
チャットを行う際には、あらかじめチャットサーバを
稼働させ、このサーバにクライアント側が発言文を送
信する.そして、クライアント側がサーバからチャッ
トログと呼ばれる会話の履歴を受け取ってユーザに会
話状況を提示する。
イライザは1対1の対話を行い、対話の内容も専門
的なものにしぼっていた。この環境を多対多の会話と
し、会話の内容も多種多様なものとするためにチヤツ
トを利用する。チャット上での会話は多対多の環境の
もとで行われ、複数の人聞が会話を行うので、会話の
内容が特定のものとなるとは限らない。このチャット
上において会話エージェントを稼働させるため、会話
エージェントを 1クライアントとして設計する.図1
に会話エージェントの構成を示す.
サーバ
エー ジェント
図 1:会話エージェントの構成
会話エージェントはチャットサーバに対し会話ログ
を要求する.そして、会話ログを取得し、エージェント
の発言以降ユーザの発言が存在するかどうか常に監視
する.エージェントの発言以降にユーザの発言が存在
した場合にのみ、一文を生成し生成文をチャットサー
バに送信する.
会話エージェントは内部にデータペースを持ち、と
れを利用して日本語文を生成する.データペースは2
種類用意し、それぞれ、発言モデル、用例集と呼ぶこ
ととする.発言モデルはテンプレートの集合で、テン
プレート中の置換語句を用例集から抜きだした用例を
もちいて置き換える.そうして日本語文を生成する.
このデータペース内の用例集と発言モデルは要求した
会話ログ中の最新のユーザ発言文から動的に作成する.
テンプレートについては2.3章で詳しく説明する.ま
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た、用例集については2.4章で詳しく説明する.
2.1チャットサーバの設計
チャットを行うためには、あるホストにチャットサー
バをたてておき、ユーザはチャットサイトからこのサー
バに接続要求をおこないテキストを送信する.本研究
では、会話エージェントを 1クライアントとして設計
するので、チャットサーバも会話エージェントの殻計
に合わせる必要がある.このため、チャットサーバも
設計し用意した.用意したチャットサーバはごく簡単
な機能しか実装していない。チャットサーバはクライ
アントの要求に対するサービスを行うのみとした。要
求としては、会話ログの取得要求とテキスト送信要求
の2種類のみとした.
2.2日本語文生成方法
会話エージェントを1クライアントとしチャットサー
パに接続する.会話エージェントはユーザの発言が新
たに存在した場合にのみ、日本語文を生成しチャット
サーバに送信する.日本語文生成プロセスにおいては、
データベース内の用例集と発言モデルを利用しサーバ
に送信する一文を生成する。この際の日本語文生成方
法はテンプレート形式による置換語句を穴埋めする手
法を採用する.
テンプレートは日本語文を生成するための材唱であ
る.文字列で表されており、文字列中には他の文字列
に置き換えるための語句が存在する.この語句を置換
語句と呼ぶ.テンプレート形式による日本語文の生成
の様子を図2に示す.テンプレート中の置換語句、名
詞句、述部を用例集から抜きだした用例を用いて置換
する.
ユーザの発言文からテンプレートを作成し、このテ
ンプレートを利用してコンビュータ側の発言文を生成
する.このテンプレートによりユーザ全体に対して
発言文の構成を表すことができる.ユーザ全体がどう
いった発言を構成しているかということを表すテンプ
レートの集合を発言モデルと名付ける.
テンプレート |名飼句|は| 述部
喜多置き換え喜多
生成文 赤い車はポルシェです.
図 2:テンプレート形式による置換語句の穴埋め
2.3発言モデル
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会話エージェントは日本語文を生成するさいにテン
プレートの集合とした発言モデルを利用する.発言モ
デルはユーザ全体がどのような発言を行なったかかを
記録し整理した知識モデルである.
会話エージェントは常時ユーザの発言を監視し、新
たにユーザが発言した場合発言モデルに変更を加え
る。発言モデル中のテンプレートを作成するさいに、
形態素解析システムである"茶釜"凶を用いた。茶釜
を用いてユーザの発言文を形態素解析し、その結果を
利用する。たとえば、『本日はお日柄も良く海に行き
たいです。Jという一文を茶釜を用いて形態素解析を
おとなった結果を表1に示す。茶釜を用いて形態素解
析を行うと、表のように例文を区切った文片と形態素
の種類を対にして結果を得るととができる。との結果
から各文片を形態素の種類に応じて番号でラベル付け
を行う。
発言モデルを作成する際に用いる置換語句は、名詞
句と述部とした.ある一文があったとして、その一文
を特徴づける要素は名詞と動詞だと考えるからである.
形態素の種類が名詞である文片は1、動詞であれば2、
句読点は3、それ以外は4、とラベルづけを行う.
上の例に対しラベルづけを行った結果を表2に示す。
次に、得られたラベル番号からテンプレート中の置
換語句となる部分を判別する。文頭に相当する文片か
ら願にみていき、ラベル番号が1、つまり形態素の種
類が名詞の文片は名詞句と置き換える。そして、ラベ
ル番号2からラベル番号3までを述部と置き換える。
ラベル番号4に関してはそのままテンプレートに用
いる.
『本日はお日柄も良く海に行きたいです。j
という一文から作成されたテンプレートは、
『名調句はお名調句も良く名詞句に述部J
となる。こうして発言モデル中のテンプレートを作
成する。
2.4用例集
テンプレート中の置換語句を置き換える文字列を生
成するために用例集を作成した.用例集の構造は木構
造をしており、深さ 1の木が複数存在する.これらの
木を連結して置換語句を生成する。木を連結するさい
に下層の木が複数存在することが予測され、置換語句
の生成に多様生をもたせられると考える。この用例集
も発言モデルと同じく動的なもので、ユーザの新たな
発言が存在すれば変更を加える。
この用例集の構造の例を図3に示す。図3はユーザ
の発言として
『本日は晴天なりJ
表 1.:茶釜による形態素解析の例
|文片|形態素
本日 名詞ー副詞可能
は 助詞ー係助詞
お 接頭詞ー名詞接続
日柄 名詞四一般
も 助詞ー係助詞
良く 形容詞ー自立形容詞・アウオ段違用テ接続
海 名詞-一般
助詞ー 格助詞ー 一般
行き 動詞ー 自立
たい 助動詞特殊・タイ基本形
です 助動詞特殊・デス基本形. 記号ー 句点
という一文があった時に作成される用例集の状態を
示す。ユーザの発言文を深さ 1の木を用いて表現する.
今、ユーザの発言に
「本日はとても晴天ですJ
という一文が有司生したとする.とのユーザの発言文
から図3の状態の用例集に変更を加える.
まず、形態素解析を行う。形態素解析には発言モデ
ル作成のさいと同様"茶釜"を用いた.本日はとても
晴天です、という一文を形態素解析すると、表3のよ
うに結果が得られる.そして、得られた結果から、各
文片を番号でラベルづけする.形態素の種類が名調な
ら1、動詞なら2、句読点なら3、それ以外は4、と
ラベルづけを行う。ラベルづけを行った結果を表4に
示す.
得られたラベルをもとに、用例集内の木のルートや
ノードとなる文字列を作成する.文頭となる文片から
順にみていき、同じラベルが隣接する文片は結合する.
そうして、作成したルートやノードとなる文字列は下
記のようになる.
「本日J
『はとてもJ
f晴天J
fですj
これら文字列を順に2つずつ対にして用例集に変更
を加えていく.まず最初に、 f本日Jと、『はとてもJ
という 2つの文字列をみて、 f本日jという文字列をも
っルートを探す。変更を加える前の状態の用例集には
f本日Jという文字列のルートが有濯するので、この木
のノードに『はとても」という文字列のノードを追加
する。このようにして願に2つづっ文字列を対にして
表 2:文片をラベルづけした例
|文片|ラベル|
本日 1 
は 4 
お 4 
日柄 1 
も 4 
良く 4 
海 1 
4 
行き 2 
たい 4 
です 4 
。 3 
L一一一一一一一一一ー一一一
用例集に変更を加える。ルートとなる文字列が存在し
ない時には、新たに木を作成する。また、同じルート
やノードがすでに存在する場合には変更を加えない。
変更を加えた用例集の構造を図4に示す。
図 3:用例集の構造
{ 本田 は } {はとても) l晴天 j
l l:t J lはとても) l晴天晴天 J lなり J Iです}
図 4:用例集の変更後
2.5文の生成
このようにして作成された用例集から、発言モデル
中のテンプレートの置換語句候補を生成する。テンプ
レート中の置換語句は2種類あり、それぞれ、名詞句
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表 3:形態素解析の結果
|文片 |形態素
本日 名詞ー副詞可能
は 助詞ー係助詞
とても 副詞ー助詞類接続
晴天 名詞ー 一般
です 助動詞特殊・デス基本形
表 4:文片をラベルづけした結果
|文片 |ラベル|
本日 1 
は 4 
とても 4 
晴天 1 
です 4 
と述部である。これらの置換語句を、用例集から生成
した文字列で置き換える。
置換語句"名調句"を生成するさいには、形態素と
しての分類が名詞である文字列をもっルートを探す。
探し出したルートをもっ木のノードが複数存在する場
合には、ランダムにノードを決定する。決定したノー
ドの文字列をもっルートを探し出し、木を連結する。
この操作を繰り返し名詞である文字列をもっノードが
出現するまで木を連結していく。木の連結経路を辿り
名詞句となる文字列を生成する。
置換語句"述部"を生成するさいには形態素として
の種類が動詞である文字列をもっルートを探す。この
ルートをもっ木に複数のノードが存在する場合には、
ランダムにノードを決定し、次の木のルートとする。
ランダムにノードを決定することにより、生成文に多
様性を持たせることができると考える。句読点を含む
ノードが出現するまで木の連結を繰り返す。とうして
置換語句"述部"となる文字列を生成する。
3. エージェントを用いたチャットの結果と考寮
会話エージェントの起動時には今までの会話から
作成されたデータペースに変更を加えていく.データ
ペースの初期化を行なうと作成されたデータは全て消
去される。
会話エージェントをチャットに参加させた会話の例
を示す。図 5にデータペースを初期化して十行程度
会話を行い、データベースを作成した状態の会話エー
ジェントによる会話の様子を示す。この会話ログは、
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ユーザandouとnishio、それに会話エージェント com
の3者による会話の様子を示す。会話の流れは上から
下へと読み進めていく.会話エージェントのもつデー
タベースを一度初期化し、との3者で十行程度会話を
行ったあたりからの会話の様子である。
会話エージェントはテンプレートをユーザの発言
文から作成していく。このため、会話を十行程度行っ
ただけでは作成されるテンプレートの数も少なく、会
話エージェントの発言に同じ発言が出て来る.ユーザ
andouとnishioはcomが会話エージェントだという
ことを知っている.そのため、会話エージェントが同
じことを発言しても特におかしいとは思わない.むし
ろ、どんな発言をするのかを楽しんでいる。
テンプレート中の置換語句"名詞句"と"述部"の
置き換えによっては日本語的に意味の通らない文が生
成される。例としては fその天気に山崎君出てくれん
ぞJという文が会話ログに存在する。この文中での名
詞句は『天気jと「山崎君」で、術部は『出てくれん
ぞjである。この3者の文字列は独立に生成されてい
るので関連性はない。日本語として意味の通らない文
が生成されるのは現在の会話エージェントの仕様であ
る.しかし、会話ログ2行自の「じゃ、廊下出てくれj
をみてみると、文として意味は通っている.この文に
おいて置き換えられた"名詞句"は『廊下j で、"術
部"は『出てくれJである。置換語句の生成によって
は意味の通ったおもしろ味のある文がでてくる.
次に、データペースを初期化し会話エージェントを
交えたチャットを数十行行ったあたりからの会話ログ
を図6に示す。この会話ログはユーザandouとkatou、
それに会話エージェントの3者による会話の様子であ
る。この会話ログに登場するユーザandouとkatouは
comの発言が会話エージェントによるものであると
分かっている。会話エージェントを交えた会話を数十
行おこなってくると、会話エージェントのもつデータ
ペースも十行程度おこなったときと比べ大きくなる。
その結果、会話エージェントの発言に多様性がでてく
る。そうなってくると、偶然に会話エージ、ェントから
発言された一文があたかもユーザの発言に答えたかの
ようにみえる.
ユーザandouは、会話エージェントには意志がな
く偶然会話の流れに沿った文が発言されただけだと分
かっている。しかし、ユーザandouは会話エージェン
トの発言"やらねえ!"に対して思わず言い返してい
る。これは次のようなチャットの特性が関係している
ものと考えられる。チャットでは複数のユーザが文章
によって会話を行うが、当然会話をしている相手の顔
は知らないし、どこにいるかも分からない。ユーザは
モニターに表示されている文体を読んで相手の存在を
確認している。結果、モニターに表示された文章自体
が会話相手だと認識しているのではないかと考えられ
る。そのため、会話エージェントの発言と知りつつも、
表示された一文に対してそこに会話相手が存在すると
錯覚して、そのような応答をおとなっているのではな
いかと考える。
会話エージェントはユーザの発言をもとにデータ
ペースを作成していく。その結果、会話エージェント
の発言にはユーザの用いた言い回しを真似た表現を行
うことがある.たとえば『ムカツクなあ…Jという文
にみられる「ムカツク」という部分である。むかつく、
という感情表現をカタカナで表すことをしている.ま
た、ユーザへの呼びかけの表現として『これj という
語句を用いていて、 λ凋が用いる言い回しを表現した
文を生成している。
4. 考察とまとめ
1966年に発表された『イライザ』は1対1の対話
を行うプログラムであった.かっ、対話の内容も専門
的なものに絞っていた。イライザ的会話エージェント
を作成し、多対多の会話の場でかつ会話の内容も多様
な状況で稼働させた.この時の会話の様子はどのよう
なものになるのかを今回実験した。
『イライザ』は英語での会話を前提としている.そ
れに比べ、本研究では日本語での会話を前提としてい
る。英文はわかち書きするが、和文では、このような
わかち書きをしない。このため、まず、和文では単語
毎に切り取る作業が必要になる.和文を区切った後に
構文解析を行うので、区切る作業つまり形態素解析が
重要になる。このため日本語を対象としたイライザ的
プログラムを作成することは容易ではない.
会話の場が多対多となると、 1対1のときとは異っ
た問題がある。 1対1の対話においては相手の質問を
はぐらかし論点、をずらすことができる.しかし、多対
多においてはそうはいかない.多対多の会話になると、
一時的に会話に参加しなかったとしても誰かが会話に
参加していれば会話は成立し話しは進んでいく.この
ことを会話の流れと表現し、イライザ的プログラムが
会話の流れを制御し論点をずらすことは難しい。この
会話の流れを考慮してイライザ的プログラムを作成し
なければならない。
また、今回の実験から判断できるチャットの特徴を
検討する。チャットの特性上会話をしている相手の顔
をユーザは見ることができない.その結果、表示され
ている文章があるかどうかで、相手の存在を確認する
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com : こんにちは
andou : じゃ、廊下出てくれ
com : りょ一かい
組 dou : どうも
com : あああ
andou : 西尾さんいますか?
com : 廊下です
nishio : こんばんわ
com : 僕さんいますか?
組 dou : こんばんわ、安藤です.
com : その天気に山崎君出てくれぞ
nishio : いませんよ。
com : こんにちは
andou : いるゃないか。
com : いませんよ.
nishio : どこにいるの?
com : 西尾さんいますか?
凶shio : はい、いますよ
com : こんにちは
andou : 僕の事忘れてる?
com : いませんよ
nishio : どうも、こんにちは
com : 安藤さんいますか?
andou : いるよ.安藤です.
com : ごめん、山崎君もそう忘れてる?
国shio : 何を、忘れてるの?
com : 僕です
andou : なんやねん、それ
com : あああ
nishio : あああって、なんやねん!
com : どうも、こんにちは
nishio : あああ
com : いるよ.僕です.
andou : やばいです.
com : こんばんわ、僕の事です.
andou : 西尾さん、こいつの事は無視して
会話しましょうよ。
com : 前はいい御西尾です.
nishio : 俺も、マジでヤパい.
com : 僕です
nishio : 無視無視
com : 今日は無視して会話を思う.
組 dou : ところで、物理学のレポートどうします?
com : 生あんぽんたんな君とチャットも
まれ変ったんですか
h色ou : 生まれ変わったかもしれんな…
com : なにもないような…
katou : 何もないなら作れば良い…
com : 子くんを事にしてるのか?
andou : 最近調子はどうですか、加藤くん.
com : ムカツクなあ…
katou : ぼちぼちデス
com : こんにちわ
katou : こんにちわ
com : 持つ物じゃない
katou : 何が?
com : ス.てないみたい
katou : 何ですか?それは.
com : 何が消されたいのかい?たんですか
andou : 加藤くん、僕と会話してみてくれへん?
com : 疲れたからものだよ
katou : はい
com : やらねえ!
組 dou : いや、君じゃなくて、加藤くんに
言ってるんですけど
katou : 僕はいいですよ.
com : さん、あと僕の命だって.
andou : 最近、忙しくて寝てられんなあ
com : 疲れたよ…てないみたい
katou : 僕もあんまり寝れてないです
組 dou : なんで、落ちるんやろ~
kaもou : なんでなんでしょう?
com : これ、藁で消されたいのかい?
katou : かまって欲しいだけでは?
com : どこから生まれ変わったかもしれんな…
組 dou : なんか、それっぽいな
com : こんいちは
nishio : さて、どうしょうかなあ?
図6:ある程度データペースが作成されたときの会話
com : いませんよ.
andou : とりあえず、村田に聞いてみますか?
com : こんにちは
nishio : そうするかあ
com : こんいちは
andou : じゃ、行きますか?
com : こんにちは
図5:初期のころの会話ログ
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以外方法がない。会話ログにある文が表示されていれ
ばユーザは会話相手が存在すると錯覚する可能性があ
る。今回の実験を行い、この可能性については現実味
を帯びているものと考えられる。
なにか文が表示されていれば、会話エージェントを
現実の人間だとユーザに錯覚させることはできるだろ
う。しかし、どのような文でもいいとは限らない。文法
的におかしかったり、会話の流れに逆らったり、日本語
として意味が通じない文が表示されたらユーザは違和
感を覚える。ある程度はユーザの発言を真似て、ユー
ザの言い回しゃ表現の仕方といったものを再現する必
要がある。今回の実験を通して、その点、において今回
用いた日本語文生成方法であるテンプレート形式によ
る文章穴埋め方法はこのようなチャットの特徴にうま
くマッチし、容易な手法ではあったが有効であった。
このようなチャットの特徴以外にも様々な特徴が存
在すると考えられる。たとえば最初にふれたように感
情を表す記号がある。これは文章による会話ならでは
のもので、文章では伝わりにくい自分の感情を記号で
表したものである。この記号を発言文の最後に付加し
てチャットに書き込むことで誤解を招かないようにし
ている。との感情を表す記号を会話エージェントの生
成した一文に付加して表示させれば更に人間味を帯び
るだろう。しかし、この感情表現記号は目に見える特
徴である。チャットにおける会話には目に見えない特
徴も存在するのではないかと考える。たとえば、人は
無意識のうちに物事を判断し行動していることが良く
ある。そういった人の自には見えないが、確かに存在
する特徴を見付け出していくことが今後の課題である。
そして、そのような特徴を再現する会話エージェント
を作成する.
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