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Abstract
This paper presents a numerical method to implement the parameter estimation method using
response statistics that was recently formulated by the authors. The proposed approach formulates
the parameter estimation problem of Itô drift diffusions as a nonlinear least-squares problem. To
avoid solving the model repeatedly when using an iterative scheme in solving the resulting least-
squares problems, a polynomial surrogate model is employed on appropriate response statistics with
smooth dependence on the parameters. The existence of minimizers of the approximate polynomial
least-squares problems that converge to the solution of the true least square problem is established
under appropriate regularity assumption of the essential statistics as functions of parameters. Nu-
merical implementation of the proposed method is conducted on two prototypical examples that
belong to classes of models with wide range of applications, including the Langevin dynamics and
the stochastically forced gradient flows. Several important practical issues, such as the selection of
the appropriate response operator to ensure the identifiability of the parameters and the reduction
of the parameter space, are discussed. From the numerical experiments, it is found that the pro-
posed approach is superior compared to the conventional approach that uses equilibrium statistics
to determine the parameters.
Keywords: Inverse Problem, Linear Response Theory, Surrogate Model, Nonlinear Least-Square.
In many dynamical systems, some of the model parameters may not be identifiable from their
equilibrium statistics. For problems where the parameters can be identified from their two-point
statistics, this paper provides a method to numerically estimate these parameters. Mathematically,
we formulate the inverse problem as a well-posed dynamic constrained nonlinear least-squares prob-
lem that fits a set of linear response statistics under small external perturbations. Since solving this
problem directly is computationally not feasible, we consider a polynomial surrogate modeling to
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approximate this least-squares problem. Convergence of the solution of the approximate problem
to the solution of the original nonlinear least-squares solution is established under appropriate reg-
ularity assumptions. Supporting numerical examples on two classes of models with a wide range of
applications, the Langevin dynamics and the stochastically forced gradient flows, are given.
1 Introduction
Parameter estimation is ubiquitous in modeling of nature. The goal in this inverse problem is to
infer the parameters from observations with sufficient accuracy so that the resulting model becomes a
useful predictive tool. Existing parameter estimation techniques often belong to one of the following
two classes of approaches, the maximum likelihood estimation [34] and the Bayesian inference such as
Markov chain Monte-Carlo (MCMC) [9], depending on the availability of prior information about the
parameters. Since the model parameters are usually not directly measured, the success of any inference
method depends crucially on the identifiability of the parameters from the given observations. When
the dependence of the observations on the parameters are implicit, that is, through the model, sensi-
tivity analysis (see e.g. the review article [7]) is often a useful practical tool to determine the parameter
identifiability.
In this paper, we consider the parameter estimation of ergodic stochastic differential equations driven
by Brownian noise. When the corresponding invariant measure of the dynamical systems have an ex-
plicit dependence on the parameters, then these parameters can usually be inferred from appropriate
equilibrium statistical moments. A popular approach that exploits this idea is the reverse Monte Carlo
method [22] developed in Chemistry. In particular, it formulates an appropriate nonlinear least-squares
system of integral equations by matching the equilibrium averages of some pre-selected observables.
Subsequently, Newton’s iterations are used to estimate the parameters. At each iterative step, samples
at the current parameter estimate are generated for Monte-Carlo estimation to approximate the least-
squares integral equations and the corresponding Jacobian matrix. In practice, this method can be rather
slow due to the repeated sampling procedure. A severe limitation of this approach is that it is restrictive
to inference of parameters of the equilibrium density.
This limitation can be overcome by fitting appropriate two-point statistics. As shown in our previ-
ous work [16], we formulated the parameter estimation problem based on the linear response statistics
subjected to an external forcing, which drives the system out of equilibrium. The fluctuation-dissipation
theory (FDT), a hallmark in non-equilibrium statistical physics, suggested that the changes of the aver-
age of an observable under small perturbations can be approximated by appropriate two-point statistics,
called the FDT response operators [42]. The key point is that these FDT response operators can be es-
timated using the available samples of the equilibrium unperturbed dynamics so long as we know the
exact form of the invariant measure of the dynamics, which we will assume to be the case for a large
class of problems, such as the Langevin dynamics and stochastic gradient flows. We should point out
that the proposed approach relies on the validity of FDT response statistics, which has been studied
rigorously for a large class of stochastic system that includes the stochastic differential equation (SDE)
setup in this paper [12]. For deterministic dynamics, one can use for example the statistical technique
introduced in [10] to verify the validity of the FDT linear response. Following the ideas from [25, 26, 35],
we developed a parameter inference method using these response operators in [16]. While the method
in [25, 26, 35] involves minimizing an information-theoretic functional that depends on both the mean
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and variance response operators, our approach fits a finite number of quantities, to be referred to as
the essential statistics, which would allow us to approximate the FDT response operators, of appropriate
observables (beyond just the mean and variance).
In our previous work [16], we showed the well-posedness of the formulation on three examples, in
the sense that under infinite sampling, appropriate choices of essential statistics will ensure the iden-
tifiability of the model parameters. On one of these examples, the simplified model for turbulence
[24], which is a nonlinear system of SDEs with a Gaussian invariant measure, we were able to explicitly
determine the choice of observables and external forcings (which in turn determine the FDT response
operators) that allow one to identify all of the model parameters uniquely. In this case, one can directly
estimate the parameters by solving the system of equations involving these essential statistics. While
this result suggests that the choice of observables and external forcings is problem dependent, the FDT
theory provides a guideline for choosing the appropriate two-point statistics for a well-posed parameter
estimation. On another example, the Langevin dynamics (which will be discussed in Section 4), while
the parameters can be identified by the essential statistics as shown in [16], the formulation suggests that
one should include essential statistics that involve higher-order derivatives of the FDT response opera-
tors. This can be problematic because these higher-order statistics are rarely available in practice unless
the available data are solutions of high-order SDE solvers. Given this practical issue, we propose to fit
only the essential statistics that include the zeroth- and first-order derivatives of the FDT response oper-
ator ( and if possible, to use only the zeroth-order derivative information). The price paid by restricting
to only the lower-order essential statistical information is that the dependence of the essential statistics
on some of the model parameters becomes implicit through the solutions of the dynamical model and
the identifiability of these parameters becomes questionable.
In this paper, we devise a concrete numerical method to estimate the parameters by solving dynamic-
constrained least-squares problems of integral equations involving these low-order essential statistics.
As one would imagine, the implementation of this approach will face several challenges. First, just like
in the reverse Monte-Carlo method, naive implementation of an iterative method for solving this dy-
namically constrained least-squares problem requires solving the model repeatedly. To avoid solving the
model repeatedly in the minimization steps, we employ a polynomial surrogate model approach [28, 29]
on the least-squares cost function that involves the essential statistics. This approach is motivated by the
fact that the cost function (or effectively the essential statistics) is subjected to sampling error and that
the essential statistics have smooth dependence on the parameters, assuming that the Fokker-Planck
operator of the underlying dynamics has smooth dependence on the parameters. Under appropriate
regularity assumption on the essential statistics, we will provide a theoretical guarantee for the existence
of minimizers of the approximate polynomial least-squares problem that converge to the solution of the
true least-squares problem. The second related issue, as mentioned above, is that certain (lower-order)
essential statistics might not be sensitive enough to some of the parameters, which will lead to inaccu-
rate estimations. To ensure the practical identifiability of the parameters, we employ an empirical a priori
sensitivity analysis based on the training data used in constructing the polynomial surrogate models and
a posteriori local sensitivity analysis to ensure the validity of the a prior sensitivity analysis.
While the proposed technique can be used to infer all of the model parameters, in practice, one
should use the polynomial approximation to infer parameters that cannot be estimated directly to avoid
the curse of dimensionality. This issue is a consequence of using the polynomial expansion in approx-
imating the least-squares problem, where the required training data set for constructing the surrogate
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model increases exponentially as a function of the parameter dimension. In the numerical examples be-
low, we will apply the approximate least-squares problems to estimate parameters that cannot be directly
estimated from matching equilibrium and/or two-point statistics that involve the first-order derivative
of the FDT response operator.
The rest of the paper is organized as follows. In Section 2, we briefly review the concept of essential
statistics and parameter inference method using the linear response statistics developed in [16]. In Sec-
tion 3, we present the proposed numerical algorithm based on the polynomial based surrogate model,
discuss its convergence (with detailed proof in the Appendices). In Sections 4 and 5, we show applica-
tions on two nonlinear examples, a Langevin model and a stochastic gradient system with a triple-well
potential, respectively. In Section 6, we conclude the paper with a summary and discussion.
2 A Review of Essential Statistics
We begin by reviewing the parameter estimation formulation introduced in our previous paper [16].
Consider an n−dimensional Itô diffusion
dX =b(X ;θ)dt+σ(X ;θ)dWt , (2.1)
where the vector field b(X ;θ) denotes the drift, and σ(X ;θ) is the diffusion tensor. Both coefficients are
assumed to be smooth functions in X and θ; Wt represents the standard Wiener process, and the variable
θ∈D contains model parameters where D⊂RN is the parameter domain. In this paper we only consider
the case where D is bounded and for simplicity we assume D=[−1,1]N . Throughout this manuscript,
we denote the underlying true parameter value as θ† and the corresponding estimate as θˆ. We assume
that equation (2.1) is ergodic (see [30] for precise conditions) with equilibrium density peq (x;θ) for all
θ∈D , and peq (x;θ) smoothly depends on both x and θ. When θ=θ† we assume that we have the access
to the explicit formula of peq (x;θ†) as a function of x only, which is shortened as p
†
eq (x). As we shall see
in many applications, peq (x;θ) only depends on a subset of the parameters θ.
The main idea of the parameter estimation formulation introduced in [16] is to infer the parameters
from the linear response operator associated with the fluctuation dissipation theory (FDT). Recall that,
in the FDT setting we are interested in an order-δ (0<δ¿1) external perturbation of the form f (x,t )=
c(x)δ f (t ), such that the solutions of the perturbed dynamics
dX δ=(b(X δ,θ)+c(X δ)δ f (t ))dt+σ(X δ,θ)dWt ,
which would otherwise remain at the equilibrium state of the unperturbed dynamics (2.1), can be char-
acterized by a perturbed density pδ(x,t ;θ). The density function is governed by the corresponding Fokker-
Planck equation under initial condition pδ(x,0;θ)=peq (x;θ).
By a standard perturbation technique, e.g., [34], the difference between the perturbed and unper-
turbed statistics of any integrable function A(x) can be estimated by a convolution integral, that is,
∆E[A](t ) :=Epδ [A(X )](t )−Epeq [A(X )]=
∫ t
0
kA(t−s)δ f (s)d s+O (δ2). (2.2)
In (2.2), the term kA(t ) is known as the linear response operator. The FDT formulates the linear response
operator as the following two-point statistics
kA(t ;θ) :=Epeq [A(X (t ))⊗B(X (0);θ)], with Bi (X ;θ) :=−
∂Xi (ci (X )peq (X ;θ))
peq (X ;θ)
, (2.3)
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where Bi and ci denote the i th components of B and c, respectively. We should point out that the validity
of the FDT has been studied rigorously under mild conditions [12]. A more explicit form is given by
kA(t ;θ)=
∫
Rn
∫
Rn
A(x)⊗B(y)ρ(x,t |y,0)peq (y ;θ)dxdy, (2.4)
where ρ is the solution of the Fokker-Planck equation
∂
∂t
ρ=L ∗ρ, ρ(x,0|y,0)=δ(x−y). (2.5)
HereL denotes the generator of the unperturbed dynamics (2.1), andL ∗ is its adjoint operator in the
L2(Rn).
Remark 2.1. The result in [38] states that if the coefficients of linear parabolic PDE’s are C k as functions of
θ, then the weak solutions are also k-time differentiable with respect to θ. In our case, if b,σ∈C k ([−1,1]N ),
then the linear response operator kA(t ;θ) (2.4) is also C k with respect to the parameters θ under the mild
assumption that peq (x;θ) is smooth with respect to θ. In Section 3.2, we will conduct a convergence anal-
ysis on the proposed parameter estimation method to determine the necessary value of k, the smoothness
of the linear response operators as functions of θ.
Notice that B †(X ) :=B(X ;θ†) can be determined analytically based on our assumption of knowing the
explicit formula of p†eq . Given t , the value of kA(t ;θ
†) can be computed using a Monte-Carlo sum based
on the time series of the unpertubed system, X , at p†eq (x). Therefore, the linear response operator can be
estimated without knowing the underlying unperturbed system in (2.1) so long as the time series of X at
p†eq (x) and the explicit formula for this equilibrium density is known.
The FDT, along with the expression of the kernel function (2.3), has been implemented to predict the
change of the expectation of the observable A [1–3, 11, 21, 27]. The advantage is that the response oper-
ator is defined with respect to the equilibrium distribution, which does not involve the prior knowledge
of the perturbed density pδ. In statistical physics, the FDT is a crucial formulation to derive transport
coefficients, e.g., electron conductivity, viscosity, diffusion coefficients, etc [42]. In the current paper,
however, we propose to use the response statistics to infer the underlying true parameter value θ†.
Since this linear response operator is in principle infinite-dimensional, it is necessary for practical
purposes to introduce a finite-dimensional approximation. The following parametric form of the re-
sponse operator has been motivated by the rational approximation of the Laplace transform [23]. To
explain the idea, consider the Laplace transformation of kA(t ;θ) denoted by K (s;θ), which can be ap-
proximated by a rational function in the following form
K (s;θ)≈(I−s−1β1−···−s−mβm)−1(s−1α1+···+s−mαm), αi ,βi ∈Rn×n .
In the time domain, kA(t ;θ) can be written explicitly as,
kA(t ;θ)≈gm(t ;θ) :=
(
I 0 ··· 0
)
e tG

α1
α2
...
αm
, with G=

β1 I
β2 0
. . .
...
. . . I
βm 0
, (2.6)
where I denotes the n-by-n identity matrix. Here m stands for the order of the rational approximation.
In [23], the coefficients in the rational approximations were determined based on certain interpolation
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Figure 1: The response function (solid lines) and its order-4 approximation (dashed lines).
conditions, and such a rational approximation has been proven to be an excellent approximation for the
time correlation function. For the current problem, gm will be determined using finitely many essential
statistics defined as follows.
Definition 2.2. The values {k( j )A (ti ;θ
†)}i=1,2,...,K are called essential statistics if they are sufficient to approx-
imate the response operator kA(t ;θ†) up to order-m using (2.6), for j =0,...,2m−1 and t1< t2 ···< tK , where
j indicates the order of derivatives.
Remark 2.3. In [16], we have considered the derivatives of kA at t=0 for a Langevin dynamics model,
and explicit formulas involving the model parameters have been found. Theoretically, all the parameters
can be identified from {k( j )A (0
+;θ†)}, which to some extent shows the consistency. However, in practice, we
use only the derivative of order no greater than one, since estimating higher order derivative of kA(t ,θ†)
requires time series X (ti ) with sufficient accuracy, which is not necessarily available. By using the essential
statistics correspond to lower-order derivatives at ti other than zero, we give up the explicit expressions of
the higher-order statistics with respect to the parameters. This prompted us to solve the problem in the
least-squares sense. Furthermore, it requires other more practical methods, such as a sensitivity analysis
test, to determine the identifiability of the parameters from these statistics.
Figure 1 shows the performance of such a discrete representation, where the linear response operator
arises from a Langevin model subjected to a constant external forcing (4.25), which will be discussed
in Section 4. With such discrete representation we reduce our problem of inferring from an infinite-
dimensional kA(t ;θ†) to a finite number of essential statistics. To derive a system of equations involving
both θ and those essential statistics we introduce
kˆA(t ;θ) :=Epeq (θ)[A(X (t ))⊗B †(X (0))]. (2.7)
We also define for j =0,1,
M j (ti ) :=k( j )A (ti ;θ†)=
d j
dt j
Ep†eq
[A(X (ti ))⊗B †(X (0))].
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We should stress that (2.7) is not the FDT response, since the B †(x) in (2.7) is defined with respect to p†eq .
The key idea in [16] is to estimate the true parameter values θ† by solving
M j (ti )= kˆ( j )A (ti ;θ), j ∈{0,1}, i=1,2,...,K . (2.8)
Here, the term on the left-hand-side is estimated from the available sample at p†eq , and the term on the
right-hand-side will be computed from the time series generated by solving (2.1) for a given θ∈D .
Remark 2.4. Since p†eq usually depends on a subset of the true parameter value θ
†, the assumption of
knowing the explicit form of p†eq as a function of x only is too strong. In general, we cannot even compute
the left-hand-side term in (2.8) since the term B †, which may depend on the unknown true value θ†, is not
available to us. We will discuss how to address such issue on two examples in Sections 4 and 5, where each
of them belongs to a class of models with a wide range of applications.
To ensure the solvability, we assume that the total number of equations in (2.8) is always greater than
the dimension of the unknown parameters θ. For this over-determined scenario, we propose to solve
(2.8) in the least-squares sense, addressing the practical issue raised in [16] when the explicit solutions
are not available. The main difficulty in solving the nonlinear least-squares problem comes from evalu-
ating kˆ( j )A (ti ;θ), which often requires solving the model (2.1) repeatedly. In section 3, we will propose an
efficient numerical method to address this issue.
3 An Efficient Algorithm for Parameter Estimation
In section 2, we formulated a parameter estimation method as a problem of solving a nonlinear sys-
tem (2.8) subject to a dynamical constraint in (2.1). In a compact form, we denote the system (2.8) as
fi (θ) :=M0(ti )−kˆA(ti ;θ)=0, i=1,...,K , (3.9)
where θ∈[−1,1]N , K >N . Notice that we have neglected the derivative constraints in (2.8). While similar
algorithm and convergence result as shown below also hold if the first-order derivative constraints are
included in the least-squares procedure, we will only numerically solve the least-squares problem for
the zeroth-order derivative constraints as in (3.9). As we shall see in Sections 4 and 5, we will use the
derivative constraints to directly estimate some of the parameters.
Our goal is to solve (3.9) in the sense of least-squares, that is,
min
θ∈[−1,1]N
K∑
i=1
f 2i (θ). (3.10)
However, as we mentioned in section 2, we do not necessarily have the explicit expressions for fi (θ) and
evaluating fi for certain values of θ requires solving the true model (2.1) to approximate the integral in
fi (θ) by a Monte-Carlo sum. For example, if we apply the Gauss-Newton method to solve the nonlinear
least-squares problem (3.10), the overall computation will become very expensive since we have to solve
the model (2.1) repeatedly. As a remedy, we apply the idea of polynomial based surrogate model, which
was introduced in [28, 29] for solving Bayesian inference problems, to alleviate this part of computation.
The main difference of our approach from [28,29] is that they used the orthogonal polynomials to expand
the dynamical model, X (t ,θ), whereas here, we will use the orthogonal polynomials to expand fi (θ).
While the convergence of the approximate posterior density estimate of the Bayesian inference problem
is established in [28], we will end this section by analyzing the convergence of the approximate least-
squares problem.
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3.1 Polynomial Based Surrogate Model
The key idea of our method is to approximate fi (θ) by a polynomial function f Mi (θ). This is motivated
by the fact that the sampling error cannot be avoided in computing the value of essential statistics, that
is, there is uncertainty on the left-hand-side of (2.8). Thus, it is more reasonable to think of the nonlinear
least-squares solution of (3.10) as a random variable with certain distribution µ over [−1,1]N . Further-
more, since { fi (θ)} are C k with respect to θ (Remark 2.1) whenever b and σ in (2.1) are C k with respect to
θ, polynomial chaos expansion provides a natural choice of f Mi (θ) based on the orthogonal polynomials
with respect to µ.
For instance, if we consider µ∼U [−1,1], i.e., the uniform distribution, then the corresponding or-
thogonal polynomials are the Legendre polynomials {pn}. They are given by p0=1, p1=x and the recur-
sive formula
(n+1)pn+1(x)=(2n+1)xpn(x)−npn−1(x),
which form a basis for L2([−1,1],µ). The orthogonality of {pn} over L2([−1,1],µ) is described by∫ 1
−1
pm(x)pn(x)dµ(x)= 2
2n+1δmn .
One can normalize pn by introducing Pn :=pn
√
n+ 12 .
For multi-dimensional cases, one can define P~k (θ) :=
∏N
j=1 Pk j (θ j ) (N represents the dimension of θ),
where~k≥~0 is a multi-index with~k=(k1,...,kN )∈{0,1,2,...}N and θ=(θ1,...,θN )∈[−1,1]N . We can consider
an order-M approximation of fi (θ)
fi (θ1,...,θN )≈
∑
‖~k‖∞≤M
α(i )
~k
P~k (θ)=: f Mi (θ). (3.11)
In practice, there are two approaches to determine the coefficientα(i )
~k
. The first approach is the Galerkin
method, which requires that the errors in the approximation in (3.11) to be orthogonal to the finite-
dimensional subspace of L2([−1,1],µ) generated by {P~k (θ)}‖~k‖∞≤M . In our convergence analysis, we will
deduce the error estimates based on the coefficients obtained through this Galerkin (or least-squares)
fitting. Alternatively, one can determine the coefficient α(i )
~k
by the collocation method, that is, matching
the values of fi at certain points of θ in D , denoted byΘ, which leads to the following linear equations
fi (θ)=
∑
‖~k‖∞≤M
α(i )
~k
P~k (θ), θ∈Θ. (3.12)
Since (3.12) is equivalent to a polynomial interpolation, a common choice of Θ is the product space of
order-MC Chebyshev nodes, where MC ≥M+1 (when MC >M+1, (3.12) turns into a linear least-squares
problem). In the numerical examples in this paper, we will use collocation method to determine the
coefficients.
Replacing fi (θ) in (3.10) by f Mi (θ), we obtain a new least-squares problem for the order-M polyno-
mial based surrogate model,
min
θ∈[−1,1]N
K∑
i=1
( f Mi )
2(θ). (3.13)
For easier notations, let us use fM (θ) and J M (θ) to denote the vector-valued function, ( f M1 (θ),..., f
M
N (θ))
>,
and its Jacobian matrix, respectively.
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Algorithm 1 Parameter Estimation: Polynomial Based Surrogate Model
LetΘ be a set of collocation nodes in [−1,1]N .
1. For each θ∈Θ, solve (2.1).
2. Estimate fi (θ) using a Monte-Carlo sum over i=1,...,K .
3. Compute the coefficients α(i )
~k
by solving the linear system (3.12) and obtain the approximations
f Mi (θ) for i=1,...,K .
4. For an initial guess θ0∈[−1,1]N and a threshold δ>0. Compute
θk=θk−1−[(J M (θk−1))> J M (θk−1)]−1(J M (θk−1))>fM (θk−1). (3.14)
while The step length ‖θk−θk−1‖≥δ do
Repeat (3.14).
end while
return θk
In summary, we have the following algorithm 1 based on the Gauss-Newton method.
Computationally, the most expensive step is in solving (2.1) on the collocation nodes Θ, which can
be done in parallel.
3.2 The Convergence of the Approximate Solutions
In this section, we will provide the convergence analysis of the solutions of the approximate least-
squares problem in (3.13) to the solution of the true least-squares problem in (3.10) as M→∞, under
appropriate conditions. We denote the solution of (3.13) by θ∗M , that is,
θ∗M :=arg min
θ∈[−1,1]N
K∑
i=1
( f Mi )
2(θ).
Since each f Mi is a multivariate polynomial, the minimum (3.13) can be attained in [−1,1]N ; but such θ∗M
may not be unique. For the case of K =N and sufficiently smooth fi , assuming that the true parameter
value θ†∈(−1,1)N is the unique solution of the true least-squares problem in (3.10), we can show that
there exists a sequence of minimizers of the approximated problem (3.13) {θ∗M } such that θ
∗
M →θ† as
M→+∞. To be more precise,
Theorem 3.1. Consider the N -dimensional nonlinear least-squares problem (3.10) and its surrogate model
(3.13). In particular, we let K =N , and assume
1. fi ∈C`([−1,1]N ), `=
⌈3
2 N
⌉+2, i=1,2,...,N ,
2. Let θ† be the solution of (3.10) such that fi (θ†)=0, i=1,2,...,N ,
3. the Jacobian matrix of f :=( f1, f2,..., fN )> at θ†, denoted by ∇~f (θ†), is invertible.
Then there exists a sequence of minimizers {θ∗M } such that
θ∗M =argminθ∈[−1,1]N
N∑
i=1
( f Mi )
2(θ)
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and θ∗M →θ† as M→+∞. Moreover, the residual error fM (θ∗M ) converges to 0 as M→+∞.
Remark 3.2. We set N=K since the existence of the minimizers rely on the technical assumption in Lemma 3.6
below. The second and third assumptions provide the well-posedness of the original nonlinear least-
squares problem (3.10). Since we discuss the parameter estimation problem under the perfect model set-
ting, the second assumption naturally holds.
The proof of theorem 3.1 can be found in the Appendix A. Here we will present the proof for the one-
dimensional case (K =N=1) to illustrate the main ideas. Notice that in the one-dimensional case, the
formula in (3.11) is reduced to
f M (θ) :=
M∑
k=0
αk Pk (θ), (3.15)
where {Pn} are normalized Legendre polynomials. We start with two Lemmas, which pertain to the point-
wise convergence of f M , and the proof can be found in [17].
Lemma 3.3. Let f ∈C`([−1,1]), then the corresponding least-squares approximation given by (3.15) satis-
fies
lim
k→+∞
αk k
`=0.
Lemma 3.3 connects the smoothness of f and the decay rate of the generalized Fourier coefficients
αk . The following Lemma is a direct result of Lemma 3.3.
Lemma 3.4. Let f ∈C 2([−1,1]) and f M be the corresponding least-squares approximation given by (3.15),
then for any ²>0, there exists N>0 such that ∀M>N we have
‖ f − f M‖∞≤ ²p
M
.
Thus, we have f M → f pointwise on [−1,1].
Here ‖·‖∞ denotes the L∞-norm on C 2[−1,1]. In the proof of proposition 3.7, we also need ‖( f M )′−
f ′‖∞→0 as M→+∞. To obtain such convergence, one needs higher regularity on f . In particular, we
have:
Lemma 3.5. Let f ∈C 4([−1,1]) and f M be the corresponding least-squares approximation given by (3.15).
We have ‖ f ′−( f M )′‖∞→0 as M→+∞.
Proof. Following the same idea in the proof of Lemma 3.4 [17], we are going to show that {( f M )′} is a
Cauchy sequence under L∞-norm. Notice for m>n,
‖( f m− f n)′‖∞=
∥∥∥∥∥ m∑
k=n+1
αk P
′
k
∥∥∥∥∥∞≤
m∑
k=n+1
|αk |‖P ′k‖∞,
which suggests that we need to find a L∞ bound for P ′k . Using the recursion relation p
′
n+1−pn−1=(2n+
1)pn and ‖pn‖∞=1, we have
‖P ′n‖∞=
√
n+ 1
2
‖p ′n‖∞≤
1
2
n(n+1)
√
n+ 1
2
. (3.16)
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As a result,
‖( f m− f n)′‖∞≤ 1
2
m∑
k=n+1
|αk |k(k+1)
√
k+ 1
2
.
From Lemma 3.3 we know that f ∈C 4([−1,1]) is enough to ensure {( f M )′} is Cauchy. Let ( f M )′→ϕ′∈
C 0([−1,1]) in L∞ sense. The remaining issue is whether ϕ′= f ′. This is straightforward, since by Lemma
3.4 we know f M → f pointwisely. Moreover,
f M (θ)− f M (−1)=
∫ θ
−1
( f M )′(t )dt ,
lim
M→+∞
∫ θ
−1
( f M )′(t )dt=
∫ θ
−1
ϕ′(t )dt , ∀θ∈[−1,1],
and the convergence is uniform with respect to x. Thus, ∀x∈[−1,1],
lim
M→+∞
f M (θ)− f M (−1)= f (θ)− f (−1)=
∫ θ
−1
ϕ′(t )dt ,
that is, f ′=ϕ′.
So far, we have shown that with enough regularity of f , we have the uniform convergence of both
f M → f and ( f M )′→ f ′ on [−1,1]. To show the existence of minimizer near θ†, the following Lemma is
crucial.
Lemma 3.6. Let F :D⊂Rn→R be continuously differentiable in the domain D and suppose that there is
an open ball B(x0,r )⊂D and a positive γ such that ‖∇F (x)−1‖≤γ ∀x∈B(x0,r ) and r >γ‖F (x0)‖. Then
F (x)=0 has a solution in B(x0,r ).
The proof can be found in [32]. In the one-dimensional case, Lemma 3.6 basically says that if a C 1
function f changes with a minimum speed (| f ′|>γ−1) on the interval (x0−r,x0+r ) and the function
value at x0 is small enough ( f (x0)≤ rγ ), then the function must reach zero in this interval. With Lemma
3.4-3.6, we are able to prove the following result which is the one-dimensional analogy of theorem 3.1.
Proposition 3.7. Consider the following one-dimensional nonlinear least-squares problem
min
θ∈[−1,1]
f 2(θ),
with solution θ†. If f is approximated by f M given by (3.15) and we assume that
1. f ∈C 4([−1,1]),
2. f (θ†)=0,
3. | f ′(θ†)| 6=0,
then there exists a sequence of minimizer {θ∗M } such that
( f M )2(θ∗M )= min
θ∈[−1,1]
( f M )2(θ)=:e2M
and
lim
M→+∞
θ∗M =θ†, limM→+∞| f
M (θ∗M )|=0.
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Proof. From Lemma 3.4 and 3.5, we know that the first assumption provides
lim
n→+∞‖ f − f
M‖∞=0, lim
n→+∞‖ f
′−( f M )′‖∞=0.
Let F M (θ) := f M (θ)−eM , and we are going to apply Lemma 3.6 to F M at θ†. Since f ′(θ†) 6=0, by continuity
we know that there exist positive constants γ and r such that
| f ′(θ)|−1≤ γ
2
, ∀θ∈(θ†−r,θ†+r )⊂(−1,1). (3.17)
Further notice that (F M )′=( f M )′ and ‖ f ′−( f M )′‖∞→0. This implies that there exists a positive constant
L1 such that ∀M>L1
|(F M )′(θ)−1|≤γ, ∀θ∈(θ†−r,θ†+r )⊂(−1,1). (3.18)
At θ=θ†, we have
|F M (θ†)|=| f M (θ†)−eM |≤| f M (θ†)|+eM ≤2| f M (θ†)|,
where we used the fact that eM ≤| f M (θ†)|, since e2M is the minimum of ( f M )2 on [−1,1]. As a result,
lim
M→+∞
|F M (θ†)|≤ lim
M→+∞
2| f M (θ†)|=2| f (θ†)|=0.
Thus, we are able to select L2>0 such that ∀M>L2
|F M (θ†)|< r
γ
. (3.19)
Since we have both (3.18) and (3.19)∀M>max{L1,L2}=:L, applying Lemma 3.6 to F M at θ†, we conclude
that F M (θ)=0 has a solution in (θ†−r,θ†+r ). Denote such solution as θ∗M , which is a minimizer of the
approximated least-squares problem, that is,
( f M )2(θ∗M )=e2M = min
θ∈[−1,1]
( f M )2(θ), ∀M>L.
Apply the mean value theorem to f (θ∗M )− f (θ†) for M>L we have
|θ†−θ∗M |≤| f ′(ξM )|−1| f (θ†)− f (θ∗M ))|=| f ′(ξM )|−1| f (θ∗M )|,
for some ξM ∈(θ†−r,θ†+r ). Thus, the stability condition in (3.17) leads to
|θ†−θ∗M |≤
γ
2
| f (θ∗M )|≤
γ
2
(| f (θ∗M )− f M (θ∗M )|+| f M (θ∗M )|)
≤ γ
2
(
‖ f − f M‖∞+| f M (θ†)|
)
≤ γ²p
M
→0.
as M→∞ and for any ²>0. Here, we have used Lemma 3.4 to bound the first term and the residual error,
| f M (θ∗M )|≤| f M (θ†)|=| f M (θ†)− f (θ†)|≤
²p
M
.
This result guarantees the existence of minimizers of the approximate polynomial least-squares prob-
lem that converges to the solution of the true least-squares problem under a fairly strong condition, that
is, f is smooth enough. In practice (see Section 4), we shall see reasonably accurate estimates even when
the essential statistics are not as regular as required by this theoretical estimate.
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3.3 Convergence of the Algorithm
In algorithm 1, we are solving a least-squares problem (3.13). For the Gauss-Newton method, a stan-
dard local convergence result under a full rank assumption of the Jacobian matrix is well known (e.g., see
Chapter 2 of [20] for details). To achieve such a local convergence in our numerical algorithm, we will
now verify the full rank condition in the polynomial chaos setting.
For our problem, the Jacobian matrix J M (θ)∈RK×N is given by
(J M )i j =
∂ f Mi
∂θ j
, i=1,...,K , j =1,...N ,
where f Mi is an element of the finite-dimensional polynomial space Γ
M
N defined by
ΓMN :=span{θk11 θk22 ···θkNN |ki =0,1,...,M }.
Using linear independence over the function space ΓMN and some fundamental results in algebra, we can
prove the following theorem.
Theorem 3.8. If F :={ fi }Ki=1⊂ΓMN is linearly independent and K >max{N ,(M+1)N−1}, then the column
space of the corresponding Jacobian matrix J (θ) is full rank in (ΓMN )
K . Furthermore, the setN (J ) defined
by
N (J ) :={θ∈RN | rank(J (θ))≤N−1},
is nowhere dense over RN .
Proof. See Appendix B.
Remark 3.9. HereN (J ) is the set of θ for which J (θ) is not full rank in the matrix sense. In our application,
N is the dimension of the parameter θ, K is the total number of equations in (3.9) and M is the order of
approximation used in (3.11). In practice, since the orthogonal polynomials involved in (3.11) form a
basis for ΓMN , it is enough to check the rank of the coefficient matrix A
M where the i th column consists of
the coefficients α(i )
~k
in (3.11) for all possible ~k. The linear independence hypothesis is indeed sensible in
practice since we want to avoid solving underdetermined least-squares problems.
4 Example I: The Langevin Model
For the first example, we consider a classical model in statistical mechanics: the dynamics of a par-
ticle driven by a conservative force, a damping force, and a stochastic force. In particular, we choose the
conservative force based on the Morse potential
U (x)=U0(a(x−x0)), U0(x)=²(e−2x−2e−x+0.01x2), (4.20)
where the last quadratic term in U0 acts as a retaining potential (also known as a confining potential),
preventing the particle from moving to infinity. For this one-dimensional model, we rescale the mass to
unity m=1, and write the dynamics as followsx˙=vv˙=−U ′(x)−γv+√2γkB T W˙ , (4.21)
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where W˙ is a white noise. The generator of the system (4.21), denoted byL , is given by
L =v ∂
∂x
+(−U ′(x)−γv) ∂
∂v
+γkB T ∂
2
∂v2
. (4.22)
The smooth retaining potential U (x) guarantees the ergodicity of the Langevin system (4.21) (see Ap-
pendix C for details). Namely, there is an equilibrium distribution (Gibbs measure) peq (x,v), given by
peq∝exp
[
− 1
kB T
(
U (x)+ 1
2
v2
)]
, (4.23)
which is independent of γ. In particular, we have v∼N (0,kB T ) at equilibrium. For this Langevin model,
there are a total of five unknown parameters θ :=(γ,T,²,a,x0) with true values θ† :=(γ†,T †,²†,a†,x†0).
For this specific problem, notice that all parameters except γ appear in the equilibrium density func-
tion. Intuitively, this suggests that one can estimate four parameters, {T,²,a,x0}, from equilibrium statis-
tics and γ from two-point statistics, respectively. We will present a conventional estimation method
based on this guideline for diagnostic purpose. In particular, the parameter γ will be directly estimated
from a two-point statistic as shown in Section 4.1 below. Subsequently, the remaining four parameters
are obtained via one-point statistics, as shown in (4.27) below and Section 4.2.1.
As for the proposed approach, we will consider estimating all the parameters using the essential
statistics in the most efficient manner. First, two of the parameters, {γ,T }, will be estimated using the
essential statistics in (4.27). Then, via a sensitivity analysis discussed in Section 4.2.2, we will show that
parameter x0 is independent of the essential statistics. As a consequence, we formulate a least-square
problem to estimate θ=(²,a) and use equilibrium statistics to estimate x0.
4.1 Reduction of the Parameter Space
In our previous work [16], we have suggested an approach to estimate T † and γ† directly from the
essential statistics. To construct such essential statistics, we consider a constant external forcing δ f with
δ¿1. The corresponding perturbed system is given byx˙=vv˙=−U ′(x)−γv+δ f +√2γkB T W˙ , (4.24)
that is, c(x)=(0,1) in the FDT formula (2.3). By selecting the observable A=(0,v)>, we work with the (2,2)
entry of the response operator given by
kA(t ;θ
†)= 1
kB T †
Ep†eq
[v(t )v(0)]= 1
kB T †
∫
R2
∫
R2
v v0ρ(x,v,t |x0,v0,0)p†eq (x0,v0)dxdvdx0dv0, (4.25)
where ρ is the solution of corresponding Fokker-Planck equation (2.5) associated with the Langevin dy-
namics. Taking the time derivative of Ep†eq [v(t )v(0)] for t>0, we obtain
∂
∂t
Ep†eq
[v(t )v(0)]=
∫
R2
∫
R2
v v0L
∗ρ(x,v,t |x0,v0,0)p†eq (x0,v0)dxdvdx0dv0
=
∫
R2
∫
R2
L v v0ρ(x,v,t |x0,v0,0)p†eq (x0,v0)dxdvdx0dv0
=
∫
R2
∫
R2
(−U ′(x)−γv)v0ρ(x,v,t |x0,v0,0)p†eq (x0,v0)dxdvdx0dv0
=Ep†eq [(−U
′(x(t ))−γ†v(t ))v(0)].
(4.26)
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Let t→0+ in (4.26) and recall that v∼N (0,kB T ) at equilibrium, we have
Ep†eq
[v(t )v(0)]
∣∣∣
t=0=kB T
†;
∂
∂t
Ep†eq
[v(t )v(0)]
∣∣∣
t=0+=−γ
†kB T
†,
(4.27)
where both the left-hand-sides can be computed from the sample. Thus, (4.27) provides direct estimates
for T † and γ†. As a result, the original parameter estimation problem can be reduced into estimating
(²†,a†,x†0) in the potential function U , which is a non-trivial task since the dependence of peq on these
parameters is quite complicated. With these estimates, B † becomes available since it only depends on
kB T †, which allows one to compute M j (ti ) in (2.8) and avoid the issue pointed out in Remark 2.4.
4.2 Parameter Estimation Approaches
In this subsection, we focus on the three-dimensional parameter estimation problem with θ :=(²,a,x0).
First, we review the conventional approach which matches the equilibrium statistics of x. Then, we dis-
cuss the proposed new approach using the essential statistics. In particular, we perform a sensitivity
analysis to determine the identifiability of the parameters from the essential statistics. Finally, we present
the numerical results including a comparison between the conventional and the new approaches.
4.2.1 Conventional Method
We first look at what we can learn from the equilibrium statistics. Since the marginal distribution of
x at equilibrium state is proportional to exp(−U (x;θ)/kB T ), a natural idea is to match the moments of x
with respect to this equilibrium density. In particular, one can introduce the following three equations
Ep†eq
[xi ]=Epeq [xi ;²,a,x0], i=1,2,3, (4.28)
where the left-hand-sides are computed from the given data while the right-hand-sides are treated as
functions of (²,a,x0), obtained from solving the model (4.24). The following pre-computation simplifies
equation (4.28) into a one-dimensional problem.
To begin with, we define the probability density functions
pa,x0eq (x) :=
1
N
exp
(− 1
kB T
U0(a(x−x0))
)
;
p1,0eq (x) :=
1
N0
exp
(− 1
kB T
U0(x)
)
,
in terms of U and U0, respectively. With a change of variables y :=a(x−x0) the normalizing constants N
and N0 satisfy
N=
∫
R
exp
(− 1
kB T
U0(a(x−x0))
)
dx
= 1
a
∫
R
exp(− 1
kB T
U0(y))dy= 1
a
N0.
As a result, the first two equations in (4.28) can be written into
Ep†eq
[x] = Ea,x0peq [x]=
1
a
E1,0peq [x]+x0,
Ep†eq
[x2] = Ea,x0peq [x2]=
1
a2
E1,0peq [x
2]+ 2x0
a
E1,0peq [x]+x20 ,
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with a unique solution
a=
√√√√√Var1,0peq [x]
Varp†eq [x]
, x0=Ep†eq [x]−E
1,0
peq [x]
√√√√Varp†eq [x]
Var1,0peq [x]
, (4.29)
where Var1,0peq [x] stands for the variance of x with respect to the rescaled equilibrium density p
1,0
eq . In
practice, both Ep†eq [x] and Varp†eq [x] can be empirically estimated directly from the available data, while
Var1,0peq [x] is a function of ² only. Thus, (4.29) can be denoted as
a=a(²); x0=x0(²),
and (4.28) is reduced to a one-dimension problem for ²,
Ep†eq
[x3]=Epeq [x3;²,a,x0]
(
=
∫
R
x3peq (x;²,a,x0)dx
)
s.t. a=a(²), x0=x0(²).
(4.30)
Note that the left-hand-side of (4.30) will be estimated by Monte-Carlo averaging from the unperturbed
data, whereas the right-hand-side integral will be approximated using a numerical quadrature.
4.2.2 Sensitivity Analysis of the Essential Statistics
To ensure a successful parameter estimation, it is useful to gather some a priori knowledge of the
parameter identifiability from the proposed essential statistics. This is important especially since there
are non-unique choices of essential statistics to be fit and we want to ensure that we can identify the
parameters from appropriate essential statistics: Recall that the essential statistics are defined based on
the choices of external forcing and observable.
While local sensitivity analysis such as the pathwise derivative method described in [37] is desirable,
it requires knowledge of the true parameters which are not available to us. Essentially, the pathwise
derivative method is to compute y¯θ :=E[Y (t ,ω)], where Y (t ,ω) :=DθX (t ,θ) and the expectation is defined
with respect to the density of the Itô diffusion (written in its integral form),
X (t ,θ)=X0(θ)+
∫ t
0
b(X (s,θ),θ)ds+
∫ t
0
σ(X (s,θ),θ)dWs . (4.31)
Since we have no explicit solutions of the density ρ(x,t ;θ), one way to approximate y¯θ is using an ensem-
ble average of the solutions of the following equation,
Y (t ,θ)=Y0(θ)+
∫ t
0
[bX (X (s,θ),θ)Y (s,θ)+bθ(X (s,θ),θ)]ds
+
∫ t
0
[σX (X (s,θ),θ)Y (s,θ)+σθ(X (s,θ),θ)]dWs .
(4.32)
Notice that this equation depends on (4.31) and the unknown parameters, θ. The dependence on θ im-
plies that one cannot use this method for a priori sensitivity analysis. However, it can be used for a pos-
teriori sensitivity analysis, evaluated at the estimates, to verify the difficulties of the particular parameter
regimes.
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As an empirical method for a priori sensitivity analysis, we simply check the deviation of kˆ(t ,θ) as
a function of the training collocation nodes, θ∈Θ, which are available from Step 2 of Algorithm 1. Of
course, a more elaborate global sensitivity analysis technique such as the Sobol index [40] can be per-
formed as well but we will not pursue this here. From this empirical a priori sensitivity analysis, we found
that the corresponding essential statistics, Epeq [v(t )v(0)] is not sensitive to x0. But it is sensitive to a, and
strongly sensitive to ². Also, the sensitivity of the low damping case (γ=0.5) is stronger than the high
damping case (γ=0). To verify the validity of this empirical method, we compute the local sensitivity
analysis indices y¯θ :=E[Y (t ,ω)], where Y (t ,ω) solves (4.32) with the true parameters (again this is not
feasible in practice since the true parameters are not available).
For our Langevin model, we have the corresponding drift and diffusion coefficients
b=(v,−U ′(x)−γv)>, σ=(0,
√
2γkB T )
>.
Suppose we are interested in the dependence on parameter x0. Introducing the notations xx0 := ∂∂x0 x(t ,x0)
and vx0 := ∂∂x0 v(t ,x0), the joint system of (4.31) and (4.32) (written in differential form) is given as follows,
x˙=v
v˙=−U ′(x;x0)−γv+
√
2γkB T W˙ ,
x˙x0=vx0
v˙x0=−U ′′(x;x0)xx0−γvx0− ∂∂x0 U ′(x;x0).
(4.33)
There is no stochastic term in the last equation, since the noise in the Langevin model is additive with
coefficient independent of x0. Notice that (xx0 ,vx0 )≡(1,0) is a fixed point for the last two equations in
(4.33) because of
∂
∂x0
U ′(x;x0)=a ∂
∂x0
U ′0(a(x−x0))
=−a2U ′′0 (a(x−x0))=−
∂
∂x
U ′(x;x0).
As a result, by choosing the initial condition to be (x(0),v(0))=(x0,c) for an arbitrary constant c, one
can claim that the solution v(t ) of the Langevin model (4.21) is independent of x0. Thus, under this
circumstance Ep†eq [v(t )v(0)] is independent of x
†
0, confirming the conclusion from our empirical a priori
sensitivity analysis.
While this parameter insensitivity may seem discouraging, we can use it to our advantage to simplify
the problem. That is, we can assign an arbitrary value to x0 in applying the Algorithm 1 and consider
estimating only θ=(a,²). Once these two parameters are estimated, we can use the formula in (4.29) to
estimate x0.
We also use this local sensitivity analysis to verify the validity of the a priori sensitivity analysis with
respect to ² and a. Since it is difficult to analyze explicit behaviors as above, for a given realization of the
Langevin model, we solve the remaining ODEs by the fourth order Runge-Kutta method. Figure 2 shows
the numerical results of v¯a and v¯², where the average is estimated over 3000 realizations of the Langevin
model. Based on the scales of v¯a and v¯² in Figure 2, we confirm the validity of the sensitivity of the two-
point statistics Ep†eq [v(t )v(0)] that was found empirically. Namely, the identifiability of ² is stronger than
a and the identifiability of the low damping case (γ=0.5) is stronger than the high damping case (γ=5.0).
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Figure 2: The absolute value of v¯a and v¯² for both γ=0.5 and γ=5.0.
4.3 Numerical Results
We now present several numerical results. Based on a time series of size 107 (with temporal lag h=
2×10−3), we compare the conventional method and the proposed scheme that fits the essential statistics
under γ†=0.5 and 5.0, representing a low damping case and a high damping case, respectively. The true
values of the remaining four parameters are set to (kB T †,²†,a†,x
†
0)=(1,0.2,10,0). The data, in the form
of a time series, are generated from the model (4.24) using an operator-splitting method [41], which is a
strong second-order method.
4.3.1 Low Damping Case
We start with the conventional method. To examine the sensitivity of the estimation for (²†,a†,x†0) to
the estimates Tˆ , as a comparison, we also include the estimation in which we use the true value kB T †=1
in solving (4.30). (we name the results of this scenario as partial estimates) The results have been listed
kB T γ ² a x0
True 1.0000 0.50000 0.20000 10.000 0.0000
Eq stat full estimates 0.99903 0.50003 0.16870 10.888 0.001120
Eq stat partial estimates - 0.50003 0.20039 10.005 0.011263
Essential stat estimates 0.99903 0.50003 0.20004 9.9741 0.008265
Table 1: Full and partial estimates of the conventional method using the equilibrium statistics (above)
and the estimates using essential statistics (below): the low damping case.
in Table 1. We clearly observe that the results of the conventional method is sensitive to the value of Tˆ .
To explain the sensitivity, recall that in solving (4.30), a and x0 are viewed as functions of ². This suggests
that the high sensitivity would occur if
∂²
∂kB T
=
(
∂Epeq [x
3;T,²,a(²),x0(²)]
∂²
)−1
·
∂Epeq [x
3;T,²,a(²),x0(²)]
∂kB T
À1,
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Figure 3: The contour plot of the cost function together with the estimates: low damping case (left) and
high damping case (right).
where a(²) and x0(²) are given by (4.29) and the implicit function theorem has been used. By direct
computation, we get
∂
∂kB T
Epeq [x
n]= 1
(kB T )2
(
Epeq [x
nU (x)]−Epeq [xn]Epeq [U (x)]
)
, n=1,2,....
Since the explicit formula for the partial derivative with respect to ² is not easy to compute, its value will
be computed using a finite difference formula. Evaluating it at (kB T,²,a,x0)=(1,0.2,10,0) we have
∂
∂kB T
Epeq [x
3;T,²,a(²),x0(²)]=9.034;
∂
∂²
Epeq [x
3;T,²,a(²),x0(²)]=0.06396,
which supports our observation.
Next we report the estimations obtained from the new approach using essential statistics, and the
results are listed in Table 1 (below). The improvement in accuracy for ²† and a† are noticeable compared
with the full estimates of the conventional method. Here we used a total of 20 essential statistics given
by kA(ti ;θ†) for ti =0.1i , i=1,2,...,20. We applied Algorithm 1 to solve an ensemble of two-dimensional
(a and x0) nonlinear least-squares problems based on 300 uniformly generated random initial condi-
tions. Figure 3 (left) shows the contour plot of the cost function together with all of the estimates. Notice
that except for few outliers, most of the estimates lie along the low value of the contour of the cost func-
tion. The estimate ²ˆ reported is the average of all the estimates (excluding the outliers). To satisfy the
equilibrium constraint, a(²ˆ) given by (4.29) is used as the estimates of a†.
The results from this test indicate that for the conventional method, it is difficult to obtain very accu-
rate estimates for ²†, unless T † can be estimated accurately, e.g., by using longer time series. In contrast,
the proposed approach of using essential statistics is much less sensitive to the error in Tˆ . This approach,
however, requires a pre-computing step as noted in Algorithm 1. In our numerical test, we solved the
model (4.21) on 64 collocation nodes to evaluate the essential statistics over different values of (²,a), that
is, an order MC =8 Chebyshev nodes were used to construct the Θ used in (3.12). However, as we have
previously alluded to, this can be done in parallel, and it will not become a serious issue as long as the
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dimension of the parameter is relatively small. As for the value of M in (3.12) we picked M=6. (Same
scheme was applied to the high damping case)
Another interesting issue arises when the damping parameter is large. Since the conventional method
fully relies on one-point statistics with respect to equilibrium density, it is important to have high-quality
independent samples. In Figure (left) 4, we show the time correlation of x for both the low damp-
ing regimes (γ=0.5) and high damping regime (γ=5.0). We observe that in the latter case, the auto-
correlation function of x decays much slower, indicating a strong correlation among the samples with
small lags. In this case, the estimates from the conventional method will deteriorate due to the difficulty
in obtaining high quality independent sampling.
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Figure 4: The time auto-correlation of x (left) and v (right).
4.3.2 High Damping Case
In this section, we focus on the high damping regime γ†=5.0. We will also make a connection be-
tween Figure 2 and the estimation using the essential statistics. As shown in Figure 4 (left), we no longer
have a fast decay of the time auto-correlation of x. As a result, without changing the sample size, sig-
nificant error will occur in estimating the moment of x used in the conventional method. This can be
kB T γ ² a x0
True 1.0000 5.0000 0.20000 10.000 0.0000
Eq stat full estimates 0.99949 4.9993 0.69579 5.4717 0.12990
Eq stat partial estimates - 4.9993 0.25931 8.9295 -0.0034460
Essential stat estimates 0.99949 4.9993 0.21160 9.8663 -0.01822
Table 2: Full and partial estimates of the conventional method using the equilibrium statistics (above)
and the estimates using essential statistics (below): the high damping case.
clearly seen from the results listed in Table 2(above). In particular, besides suffering from the sensitivity
to Tˆ , the error in estimating Ep†eq [x
n] for n=1,2,3 also leads to inaccurate estimates for ²†, a† and x†0. We
should point out an interesting fact, that is, although the marginal distribution of x at the equilibrium
state is independent of γ, a large value of γ causes difficulties in estimating the moments of x in practice.
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Table 2 and Figure 3 (right) show the numerical results using the essential statistics. Although the
relative error is not as small as in the low damping case, it is still lower than the estimates from the
conventional method. Here is how our method is implemented: Similar to the low damping case, (4.29)
is used in estimating the value of a† based on the estimates ²ˆ. The 20 essential statistics here are given
by kA(ti ;θ†) for ti =0.04i+0.2, i=1,2,...,20 (suggested by the time auto-correlation of v shown in Figure
4 (right)), which are in a much shorter time interval. Compared to the low damping case, the loss of
accuracy can be verified based on the sensitivity analysis (Figure 2), which indicated that the parameters
(a,x0) in this regime are less identifiable when γ is large.
5 Example II: A Gradient System with a Triple-Well Potential
Our next example is a gradient system driven by white noise. We consider a two-dimensional stochas-
tic system as follow,
dx(t )=−C∇V (x)dt+
√
2kB T dWt , (5.34)
where Wt is a two-dimensional Wiener process, V is a potential energy, and C is a matrix defined by
C=
(
1 −d
d 1
)
, d ∈(−1,1).
The generatorL of the system (5.34) is given by,
L f =−(Vx1−dVx2 )
∂ f
∂x1
−(dVx1+Vx2 )
∂ f
∂x2
+kB T∆ f . (5.35)
We choose a triple-well potential function V similar to the model in [13],
V (x1,x2) = −v(x21+x22)−(1−γ)v
(
(x1−2a)2+x22
)−(1+γ)v((x1−a)2+(x2−ap3)2)
+0.2[(x1−a)2+(x2−a/
p
3)2], (5.36)
with
v(z)=10exp
(
1
z2−a2
)
·χ(−a,a)(z), z∈R,
where χ(−a,a)(z) denotes the characteristic function over the interval (−a,a). Notice that the matrix C
is positive definite. The additional quadratic term 0.2[(x1−a)2+(x2−a/
p
3)2] in the triple-well potential
(5.36) is, again, a smooth retaining potential. It is well known [34] that the triple-well model (5.34) yields
an equilibrium distribution given by
peq (x)∝exp
(
−V (x)
kB T
)
x∈R2, (5.37)
which is independent of parameter d , the off-diagonal element of C .
In the numerical tests, we set (d †,a†,kB T †,γ†)=(0.5,1,1.5,0.25) as the true values of the parameters.
Figure 5 shows the contour plot of the potential and the scatter plot of the time series under this set of
parameters. To generate the data from (5.34), we applied the weak trapezoidal method introduced in
[4], which is a weak second-order method. In the remainder of this section, we will choose appropriate
essential statistics from which {d ,T } can be directly estimated and the remaining parameters, {a,γ}, will
be estimated using an appropriate least-square problem.
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Figure 5: The contour plot of the potential (left) and the scatter plot of the solution with 103 sample
points (right).
5.1 The Essential Statistics and Reduction of the Parameter Space
Similar to the Langevin model, we consider an external forcing that is constant in x. Subsequently,
the perturbed dynamics is given by,
dx(t )=(−C∇V (x)+ f (t )δ)dt+
√
2kB T dWt , (5.38)
where |δ|¿1. If we select A(x) :=x as the observable, the corresponding linear response operator reads
kA(t ;θ)=Epeq [A(x(t ))⊗B(x(0))],
where B=(B1,B2)> with
Bi (x1,x2)= 1
kB T
∂
∂xi
V (x1,x2), i=1,2,
given by (2.3). As a result, the entries of the linear response operator kA(t ;θ) satisfy
k(i , j )(t ;θ) := 1
kB T
Epeq [xi (t )Vx j (x1(0),x2(0))], i , j =1,2, (5.39)
where Vxi denotes the partial derivative of V with respect to xi . Using integration by parts one can show
that ∫
R
xi Vxi (x1,x2)exp(−V (x1,x2)/kB T )dx j =δi j kB T
∫
R
exp(−V (x1,x2)/kB T )dx j , i , j =1,2,
which leads to
ki , j (0;θ)=δi j . (5.40)
This is known as the equipartition of the energy in statistical mechanics.
Notice that the response operators k(i , j )(t ;θ†) are not accessible due to the fact that the function
Vxi (x,θ
†) depends on unknown true parameter values (kB T †,a†,γ†). This is precisely one of the issue
raised in Remark 2.4. For gradient flow systems, this problem can be overcome by introducing a linear
transformation to another set of two-point statistics. We define,
mi , j (t ;θ) :=Epeq [xi (t )x j (0)], i , j =1,2, (5.41)
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and consider their time derivatives. Following the same calculations that led to (4.26), we obtain the
following identities for t>0
d
dt
mi , j (t ;θ)=kB T
(−k j ,i (−t ;θ)+(−1)i−1d ·k j ,3−i (−t ;θ)), i , j =1,2. (5.42)
It is more helpful to rewrite (5.42) into a linear system for t>0
kB T

−1 d 0 0
0 0 −1 d
−d −1 0 0
0 0 −d −1


k1,1(−t )
k1,2(−t )
k2,1(−t )
k2,2(−t )
=

m′1,1(t )
m′1,2(t )
m′2,1(t )
m′2,2(t )
, (5.43)
where the coefficient matrix is non-singular since d ∈(−1,1). This linear relationship suggests that one
can consider fitting mi , j in placed of ki , j , since the former is numerically accessible.
Let t→0+ and apply (5.40) to the first and the third equations of (5.43) under θ=θ†, we obtain the
following estimates for d † and T †
kB T
†=−m′1,1(0+;θ†); d †=−m′2,1(0+;θ†)/kB T †, (5.44)
where m′i , j (0
+;θ†) are computable from the available sample. Equations (5.44) reduces the problem into
a two-dimensional problem of estimating (a†,γ†) only.
5.2 Numerical Results
As we have pointed out earlier, the linear response operator, k(i , j )(t ;θ†) (5.39), are not directly acces-
sible. Motivated by the linear relation in (5.43), we consider to infer the values (a†,γ†) from the two-point
statistics mi , j (t ;θ†) (5.41). In particular, we choose m1,1(ti ;θ†) with ti =0.1i , i=1,...,20, as the essential
statistics in our numerical test.
In light of the fact that m1,1(t ;θ) is the two-point statistics of x1, we can apply the empirical a priori
sensitivity test by checking the dependence of kˆ(t ,θ) over the training collocation nodes θ=(a,γ)∈Θ,
which are available to us from Step 2 of Algorithm 1. In this numerical experiment, the training used 25
collocation nodes, θ∈Θ. To validate this empirical sensitivity test, we also perform the local sensitivity
analysis as described in Section 4.2.2 to parameters a and γ (which, again, is not possible in practice
since the true parameters are unknown). The results are shown Figure 6 (left). From the scales of x¯a
and x¯γ (average over 2000 realizations of x), we can see that this two-point statistic, m1,1(t ;θ†), is quite
sensitive to the parameters γ and a, with stronger dependence on the parameter a. Based on a time
series of size 4×106 (with time lag h=1×10−3), we implemented Algorithm 1 with M=4 and collocation
nodes,Θ, constructed from order MC =5 Chebyshev nodes in (3.12).
a γ kB T d
True 1.0000 0.2500 1.5000 0.5000
Estimates 1.0249 0.2463 1.4946 0.5077
Table 3: The estimation results: the Triple-Well model.
The estimates are shown in Table 3. We also show in Figure 6 (right) the contour plot of the cost
function together with the estimates based on 300 uniformly generated initial guesses. Notice that the
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Figure 6: Local sensitivity test of x1 with respect to parameter a and γ (left) and the contour plot of the
cost function together with the estimates (right).
true parameter value does not lie on the lowest contour value and these discrepancies are due to the
surrogate modeling and quality of the samples. However, the estimates aˆ and γˆ are still reasonably ac-
curate, as reported in Table 3. We should point out that the estimates aˆ and γˆ reported in this table are
the average of all the estimates (excluding the outliers), while the estimates kB Tˆ and dˆ are obtained by
solving (5.44). The contour plot also confirms the sensitivity analysis which suggested that estimating a†
is easier than γ†.
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Figure 7: The recovery of the response statistics Epeq [x1(t )x1(0)] (left) and the two-point statistics
Epeq [x1(t )Vx1 (x1(0),x2(0))] (right). All the trajectories have been normalized such that they start at point
(0,1).
One interesting question is whether the approximate values of the parameters can reproduce the
essential statistics, which is useful in predicting non-equilibrium averages in the presence of external
forces. Using the estimates reported in Table 3, we compare the resulting two-point statistics used in
estimating the parameters, m1,1(t ;θˆ), with the corresponding true statistics, m1,1(t ;θ†) (see Figure 7, left).
In Figure 7 (right), we also compare the estimated response operator, k1,1(t ,θˆ), and the true response
operator, k1,1(t ,θ†). Excellent agreement is found.
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6 Summary and Further Discussion
This paper presented a parameter estimation method for stochastic models in the form of Itô drift
diffusions. To infer parameters that do not appear in the equilibrium density function, we proposed
to fit two-point essential statistics formulated using the fluctuation dissipation theory. Building upon
the framework established in our previous work [16], we formulated the problem as a nonlinear least-
squares problem subjected to a dynamical constraint when the parameters cannot be estimated directly
by solving the corresponding statistical constraints. To avoid expensive computational cost in evaluat-
ing the essential statistics at each iteration when Gauss-Newton method is used, we proposed to solve
an approximate least-squares problem based on the polynomial surrogate modeling approach. This
approach is motivated by the fact that sampling error cannot be avoided in computing the value of es-
sential statistics and the essential statistics are smooth functions of the parameters. We guaranteed the
existence of minimizers of the approximate least-squares problem that converge to the solution of the
true least-squares problem that involves the essential statistics under the assumption that these statis-
tics are smooth functions of the parameters. We also showed that the polynomial approximate least-
squares problem has a Jacobian that is full rank almost everywhere, which implies the local convergence
of Gauss-Newton solutions. We tested the proposed methods on two examples that belong to two large
classes of stochastic models — a Langevin dynamics model and a stochastic gradient system. In general,
we expect that the parameter estimation procedure should be carried out as follows.
1. Reduce the parameter space by direct estimation using appropriate statistics that are easily com-
putable, whenever this is possible.
2. Based on the observable of interest, the functional form of the equilibrium density, the external
forcing term, and the available data, identify appropriate essential statistics for the remaining pa-
rameters using a priori sensitivity analysis test. In our implementation, we compare the essential
statistics computed on the training parameter values (e.g., collocation nodes). A more elaborate
global sensitivity analysis technique such as the Sobol index [40] can be used to determine the
parameter identifiability.
3. For the remaining parameters, formulate a nonlinear least-squares problem using the appropriate
essential statistics at some training parameter values.
4. Apply algorithm 1 to obtain the estimates θˆ of the true parameter values θ†.
5. Apply a sensitivity analysis, such as the local sensitivity analysis as discussed in Section 4.2.2 as
a posteriori confidence check for the estimates. If the parameters are found to be insensitive the
selected response statistics, go back to Step 3 and choose a different set of response statistics.
One of the restrictions with our formulation is to be able to compute B † in (2.7), which may require
knowledge of (some of) the true values θ† and this is not feasible in general. As a result, the non-linear
system (2.8) cannot be evaluated without knowing the true parameters. For the Langevin dynamics, we
found that the parameter kB T † in B † can be estimated with the equilibrium statistics, variance of v . For
the gradient flow problem, there exists an invertible linear transformation between the linear response
statistics that are not computable and other two-point statistics that can be estimated without knowing
the true parameter values. Since the numerical algorithm 1 does not rely on the FDT formulation, one
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can apply it on any available two-point statistics, e.g., time auto-correlations of the solution. We are not
aware of a general routine that bypasses this difficulty. But as we have demonstrated, at least for general
Langevin dynamics models and stochastic gradient systems, this idea will work.
While the proposed method requires the knowledge of the equilibrium density function of the un-
perturbed system, one can relax this condition and estimate it from the data. For low-dimensional prob-
lems, one can use the non-parametric kernel density estimation method [33, 36]. If the invariant distri-
bution of the dynamical system can be characterized by a density function defined on a smooth manifold
(embedded in a high-dimensional phase space) that the data lie on or are close to, then one can estimate
the density function by applying the theory of kernel embedding of distribution [39] on a Hilbert space
with basis functions defined on the data manifold. Analogous to the conditional density estimation pro-
posed in [6,19], these data-driven basis functions can be obtained via the diffusion maps algorithm [5,8].
Another alternative to nonparametric methods is to consider a parametric density function estimation
using the moment constrained maximum entropy principle [18]. For densities with moderate, say five
to seven, dimensions, one can use a recently developed Equation-By-Equation (EBE) method [14] for
solving the moment constrained maximum entropy problems. The source code of the EBE scheme is
available at [15].
One of our ultimate goals is to use this method for parameter estimation of molecular modeling,
in which a Langevin type of model is usually used. The potential energy typically involves a large set of
parameters, e.g., the stiffness constants associated with bond stretching and deformation of bond angles,
as well as the coefficients in the van der Waals and screened electro-static interactions. The selection of
damping coefficients is also non-trivial, see the review paper [31] for various perspectives. Compared
to the existing methods, the novelty of our approach is that we use the response statistics to formulate
the parameter estimation problem, which can reveal parameters that do not appear in the equilibrium
density. In addition, the polynomial surrogate model provides an efficient mean to solve the nonlinear
least-squares problem.
To achieve this goal, however, there are some remaining challenges. For large parameter space, we
suspect that one needs to combine the existing methods to compute the parameters associated with the
equilibrium density as one way to reduce the problem (as suggested in Step 1 above) with the proposed
method to estimate the remaining parameters. Second, the proposed method requires high quality and
possibly large amount of samples for accurate evaluation of the essential statistics. However, since the
essential statistics depend on the choice of the observable and external forcing, approximating the high-
dimensional integral can be avoided so long as the dimensions of the ranges of these two functions are
small. Finally, the underlying model might be subject to modeling error. For example, the model may
be derived from a multiscale expansion or just empirically postulated. The formulation of the response
statistics in the presence of modeling error will be investigated in separate works.
Acknowledgments. This research was partially supported by the NSF Grant DMS-1619661. XL is also
supported by the NSF Grant DMS-1522617. JH is also supported by the ONR Grant N00014-16-1-2888.
A Proof of Theorem 3.1
In section 3.2 we presented the convergence result theorem 3.1 and included the proof for one-
dimensional case. Here we show the proof for the general N -dimensional case. We will first generalize
Lemma 3.3-3.5 to the N -dimensional case.
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Lemma A.1. Let f ∈C`([−1,1]N ). For the coefficient of the corresponding least-squares approximationα~k ,
we have
lim
λ→+∞
α~k+λ~ei (ki+λ)
`=0,
where ki denote the ith component of~k and~ei is the i th unit vector.
Proof. To apply Lemma 3.3, we introduce the single-variable function
g (θi ) :=
∫
[−1,1]N−1
f (θ)
P~k (θ)
Pki (θi )
dµ(θ1)···dµ(θi−1)dµ(θi+1)···dµ(θN ).
It is easy to check that g (θi )∈C`([−1,1]) and∫ 1
−1
g (θi )Pki+λ(θ)dµ(θi )=α
~j
~k+λ~ei
.
Consider the least-squares approximation of g (θi ) and apply Lemma 3.3 to the corresponding coeffi-
cients. We are able to draw the conclusion.
Lemma A.2. Let f ∈C`([−1,1]N ) with `> 32 N , and consider its least-squares approximation f M given by
(3.11). Then we have ‖ f − f M‖∞→0 as M→+∞.
Proof. From the proof of Lemma 3.4, it is enough to show that { f M } is a Cauchy sequence with respect
to L∞-norm. For m>n, we have
‖ f m− f n‖∞≤
m∑
λ=n+1
∑
{~k;‖~k‖∞=λ}
|α~k |‖P~k‖∞≤
m∑
λ=n+1
(
λ+ 1
2
) N
2 ∑
{~k;‖~k‖∞=λ}
|α~k |,
where we have used the fact that for ‖~k‖∞=λ,
‖P~k‖∞=
∥∥∥∥∥ N∏
i=1
Pki
∥∥∥∥∥∞=
N∏
i=1
∥∥Pki∥∥∞≤ N∏
i=1
√
ki+ 1
2
≤
(
λ+ 1
2
) N
2
.
Further notice the multi-index set {~k;‖~k‖∞=λ} has total (λ+1)N−λN =O(λN−1) elements, and by Lemma
A.1 we know
|α~k |=o(λ−`), λ=‖~k‖∞,
for λ large enough. Thus, for large enough m>n we have
‖ f m− f n‖∞≤C
m∑
λ=n+1
(
λ+ 1
2
) N
2
λN−1λ−`,
where C is a constant only depends on N and `. Finally, with `> 32 N , we know { f M } is indeed a Cauchy
sequence w.r.t to L∞-norm, which completes the proof.
To generalize Lemma 3.5, it is enough to consider the partial derivative case, that is, finding the con-
dition for ‖ f Mxi − fxi ‖∞→0 as n→+∞.
Lemma A.3. For f ∈C`([−1,1]N ) with `> 32 N+2, consider its least-squares approximation f M given by
(3.11). Then we have
lim
M→+∞
∥∥∥∥ ∂∂xi ( f M− f )
∥∥∥∥∞=0, i=1,2,...,N .
27
Proof. Similar to the proof of Lemma A.2, we first show that { f Mxi } is a Cauchy sequence. For m>n, we
have
‖ f mxi − f nxi ‖∞≤
m∑
λ=n+1
∑
{~k;‖~k‖∞=λ}
|α~k |
∥∥∥∥ ∂∂xi P~k
∥∥∥∥
∞
≤
m∑
λ=n+1
1
2
λ(λ+1)
(
λ+ 1
2
) N
2 ∑
{~k;‖~k‖∞=λ}
|α~k |,
where we have used the inequality (3.16). By Lemma A.1, similar to the proof of Lemma A.2, we know
f ∈C`([−1,1]) provides
‖ f mxi − f nxi ‖∞≤C
m∑
λ=n+1
1
2
λ(λ+1)
(
λ+ 1
2
) N
2
λN−1λ−`,
where C is a constant only depends on N and `. Finally, with `> 32 N+2, we able able to conclude that
{ f Mxi } is a Cauchy sequence with respect to L
∞-norm. With the same trick in the proof of Lemma 3.5, one
can show that f Mxi indeed converges to fxi uniformly on [−1,1].
Now we are ready to prove theorem 3.1.
Proof. First, by Lemma A.2 and A.3, the regularity assumption simply provides
lim
M→+∞
‖fM−f‖∞=0, lim
M→+∞
‖∇fM−∇f‖∞=0.
To construct a similar function F M used in the proof of proposition 3.7, we introduce the notation
min
θ∈[−1,1]N
N∑
i=1
( f Mi )
2(θ)=:
N∑
i=1
(eMi )
2, eM :=(eM1 ,eM2 ,...,eMN )>,
and define F M :=fM−eM . First, we show the existence of a sequence of solutions, {θ∗M }, that are close
to θ† by checking the hypothesis of Lemma 3.6 to F M at θ†. Since ∇f(θ†) is invertible, by continuity, for
some r >0 small enough, there exists a positive constants γ such that
‖∇f(θ)−1‖≤ γ
2
, ∀θ∈B(θ†,r ).
Later, we will specify r for the convergence of θ∗M →θ† as M→∞.
Further notice that ∇F M =∇fM and ∇fM converges to ∇f uniformly. This implies that there exists L1
such that ∀M>L1
‖∇F M (θ)−1‖≤γ, ∀θ∈B(θ†,r ). (1.45)
By the definition of eM , we know at θ=θ†
‖F M (θ†)‖=‖fM (θ†)−eM‖≤2‖fM (θ†)‖,
which leads to
lim
M→+∞
‖F M (θ†)‖≤ lim
M→+∞
2‖fM (θ†)‖=2‖f(θ†)‖=0.
Thus, there exists L2 such that ∀M>L2
‖F M (θ)‖< r
γ
. (1.46)
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Let M>max{L1,L2}=:L, and combine conditions (1.45) and (1.46), by Lemma 3.6 to F M at θ†, we con-
clude that F M (θ)=0 has a solution in B(θ†,r ). Denote such solution as θ∗M ∀M>L, which is a minimizer
of the approximated least-squares problem (3.13).
Our next task is to show that θ∗M converges to θ
†. Notice that in multi-dimensional case, we do not
have the mean-value theorem. As a remedy, we introduce the following matrix-valued function
J (θ;θ†) :=
∫ 1
0
∇f(θ†+t (θ−θ†))dt .
From the definition, we know that J (θ†;θ†)=∇f(θ†) which is invertible and
f(θ)−f(θ†)=
∫ 1
0
∇f(θ†+t (θ−θ†))(θ−θ†)dt
= J (θ;θ†)(θ−θ†).
(1.47)
Since J (θ;θ†)−1 exists at θ=θ† and it is a continuous function of θ close to θ†, we are able to select r >0
(the same r in (1.45) and (1.46)) such that J (θ;θ†)−1 exists and
‖J (θ;θ†)−1‖<∆, ∀θ∈O(θ†,r ),
for some positive constant ∆. Let θ=θ∗M in (1.47), and we obtain
‖θ∗M−θ†‖≤‖J (θ∗M ;θ†)−1‖‖f(θ∗M )−f(θ†)‖<∆‖f(θ∗M )‖
≤∆(‖f(θ∗M )−fM (θ∗M )‖+‖fM (θ∗M )‖)≤∆(‖f−fM‖∞+‖fM (θ†‖).
Thus,
lim
M→+∞
‖θ∗M−θ†‖≤ limM→+∞∆
(
‖f−fM‖∞+‖fM (θ†)‖
)
=0.
As for the residual error fM (θ∗M ), we know
lim
M→+∞
‖fM (θ∗M )‖≤ limM→+∞‖ f
M (θ†)‖=0.
This concludes the proof.
B Proof of Theorem 3.8
The full rank condition of the Jacobian matrix is usually required in the local convergence theorem
of Newton-like methods. We are going to discuss this issue over a finite dimensional function space ΓMN
defined by
ΓMN :=span{θk11 θk22 ···θkNN |ki =0,1,...,M }.
Since the zero element in ΓMN is the function is identically zero, we can introduce the following definition
of linear independence.
Definition B.1. { f1,..., fn}⊂ΓMN is said to be a linearly independent set if
n∑
i=1
ci fi ≡0⇒ci =0, ∀i=1,...,n.
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Define the differential operator Dθi :Γ
M
N −→ΓMN as follows,
Dθi f :=
∂
∂θi
f , i=1,...N .
Now let’s deduce some relevant properties of such operator.
Lemma B.2. The operators {Dθi }
N
i=1 satisfy
1. rank(Dθi )=M(M+1)N−1;
2. ∀i 6= j , there exists a permutation Pi j satisfying Dθ j =P>i j Dθi Pi j .
Proof. We first prove rank(Dθ1 )=M(M+1)N−1. It is enough to show that the dimension of the null space
of Dθ1 is (M+1)N−1, that is, dim(ker(Dθ1 ))=(M+1)N−1. With the help of multi-indices, one can see that
{θ
~k |‖~k‖∞≤M } provides a natural basis for ΓMN , and
Dθ1 (θ
~k )≡0⇔k1=0,
which yields dim(ker(Dθ1 ))=(M+1)N−1. Further notice that any 2-cycle (i , j ) in the symmetric group SN
induces a permutation Pi j over the basis,
Pi j : ···θkii ···θ
k j
j ···→···θ
k j
j ···θ
ki
i ··· .
This permutation leads to the identity Dθ j =P>i j Dθi Pi j , which implies that rank(Dθi )=rank(Dθ1 )=M(M+
1)N−1 for i=1,...,N .
The following Lemma is will also be useful to prove our main result.
Lemma B.3. Let
∑N
i=1λi Dθi be a non-trivial linear combination of {Dθi }
N
i=1, then,
rank
(
N∑
i=1
λi Dθi
)
≥M(M+1)N−1.
Proof. Let Λ=∑Ni=1λi Dθi be a non-trivial linear combination of {Dθi }Ni=1, i.e., ∃λ j 6=0. Since Λ is also a
linear operator over ΓMN , we have
rank(Λ)=dim(ker(Λ∗)⊥)=(M+1)N−dim(kerΛ∗)
=(M+1)N−dim(ker(Λ)).
Notice the image of θ
~k can be decomposed into
Λ(θ
~k )=λ j Dθ j (θk11 ···θ
k j
j ···θkNN )+
∑
i 6= j
λi Dθi (θ
k1
1 ···θ
k j
j ···θkNN )
=λ j k jθk11 ···θ
k j−1
j ···θkNN +θ
k j
j R(θ1,··· ,θ j−1,θ j+1,··· ,θN ),
where R :=∑i 6= j λi Dθi (θk11 ···θk j−1j−1 θk j+1j+1 ···θkNN ) is a polynomial independent with θ j . It is easy to see that if
k j 6=0, the image cannot be identically zero. This implies ker(Λ)⊂span{θ~k ,k j =0}, thus rank(Λ)≥M(M+
1)N−1.
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To gain intuitions, one can consider the following example with N=2. One can select the following
ordered basis for ΓM2
B :={1,θ2,θ22 , ...,θM2 , θ1,θ1θ2, ...,;θ1θM2 ,
θ21 , ··· ,θM1 θM2 }.
We can derive the matrix representation of Dθ1 and Dθ2
Dθ1=

0
I 0
2I
. . .
. . .
. . .
M I 0

, Dθ2=

E
E
. . .
. . .
E

,
where I ∈RM+1×M+1 is the identity matrix and E ∈RM+1×M+1 is defined as follows,
E :=

0
1 0
2
. . .
. . .
. . .
M 0

.
The linear combination Dθ1+λDθ2 satisfies
Dθ1+λDθ2=

λE
I λE
2I
. . .
. . .
. . .
M I λE

and rank(Dθ1+λDθ2 )≥M(M+1) for ∀λ∈R.
We now turn to our discussion of the full rank condition of the Jacobian matrix,
J (θ) :=
(
∂ fi
∂θ j
)
i=1,...,K , j=1,...,N
(2.48)
where fi ∈ΓMN and K ≥N . Let f be the column vector ( f1(θ),..., fK (θ))>, then f∈(ΓMN )K which is the K−time
product space of ΓMN . We can rewrite the Jacobian matrix in the following way,
J (θ)=(Dθ1 f,...,DθN f),
where Dθi f is defined by operating Dθi on each component of f. With above observation we are ready to
prove Theorem 3.8.
Proof of Theorem 3.8. By the definition, we know that the column space of J (θ) is generated by
{Dθ1 f,...,DθN f}⊂(ΓMN )K .
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Consider a non-trivial linear combination of those vectors denoted by
∑N
i=1 ci Dθi f, then we have,
N∑
i=1
ci Dθi f≡0⇔
(
N∑
i=1
ci Dθi
)
f≡0
⇔{ fi }Ki=1⊂ker
(
N∑
i=1
ci Dθi
)
.
By Lemma B.3 we know that the dimension of ker
(∑N
i=1 ci Dθi
)
is less or equal than (M+1)N−1, while
dim(span(F ))>(M+1)N−1. Therefore the column space of J (θ) has full rank in (ΓMN )K . Furthermore, this
implies that p(θ) :=det(J>(θ)J (θ)) is not a zero polynomial. Since N (J ) corresponds with the root of p(θ),
by standard results in algebra, we know that N (J ) is a finite set for N=1 and a nowhere dense set for
N≥2.
C Proof of the Ergodicity of the Langevin Dynamics (4.21)
With a change of variables (q=a(x−x0), p=av) we reduce (4.21) into q˙=pp˙=−U ′0(q)−γp+√2γkB T W˙ , U0(q)=²(e−2q−2e−q+0.01q2). (3.49)
To verify the ergodicity of (3.49), we apply Theorem 3.2 in [30] which requires the potential U0 satisfying
the following two conditions
1. U0(q)≥0 for all q∈R.
2. There exists an α>0 and β∈(0,1) such that
1
2
U ′0(q)q≥βU0(q)+γ2
β(2−β)
8(1−β) q
2−α. (3.50)
For the first condition, simply notice that adding a constant term in U0 does not affect the dynamic or
the equilibrium distribution. Replacing U0 in (3.49) by
U0(q)=²(e−2q−2e−q+0.01q2+1), (3.51)
we have
²(e−2q−2e−q+0.01q2+1)=²[(e−q−1)2+0.01q2]≥0.
For the second condition, substituting U0 in (3.50) by (3.51) the inequality becomes ∀q∈R
−qe−2q+qe−q−βe−2q+2βe−q+
[
0.01(1−β)− γ
2β(2−β)
8²(1−β)
]
q2≥−α+β.
It is enough to show that
1. the function f (q)=−qe−2q+qe−q−βe−2q+2βe−q has a lower bound, and
2. for any given γ,²>0, ∃ β∈(0,1) such that
0.01(1−β)− γ
2β(2−β)
8²(1−β) >0. (3.52)
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Since f (q) is continuous, by checking its limits on both sides
lim
q→+∞ f (q)=0, limq→−∞ f (q)= limq→−∞−(q+β)
[(
e−q− 1
2
)2
− 1
4
]
+βe−q=+∞,
one can see that f (q) must have a lower bound. Given ²,γ>0, (3.52) can be satisfied by taking β∈(
0,1−
√
1− 0.080.08+γ2/²
)
. Thus, one can conclude that both conditions can be satisfied and the Langevin
dynamics (4.21) is indeed ergodic under all possible value of the parameters.
References
[1] R.V. Abramov and A.J. Majda, New approximations and tests of linear fluctuation-response for chaotic nonlinear forced-
dissipative dynamical systems, Journal of Nonlinear Science 18 (2008), no. 3, 303–341.
[2] R.V. Abramov and A.J. Majda, A new algorithm for low-frequency climate response, Journal of the Atmospheric Sciences 66
(2009), no. 2, 286–309.
[3] R.V. Abramov and A.J. Majda, Low-frequency climate response of quasigeostrophic wind-driven ocean circulation, Journal
of Physical Oceanography 42 (2011), no. 2, 243–260.
[4] David F Anderson and Jonathan C Mattingly, A weak trapezoidal method for a class of stochastic differential equations,
Communications in Mathematical Sciences 9 (1): 301-18 (2009).
[5] Tyrus Berry and John Harlim, Variable bandwidth diffusion kernels, Appl. Comput. Harmon. Anal. 40 (2016), no. 1, 68–96.
[6] Tyrus Berry and John Harlim, Correcting biased observation model error in data assimilation, Mon. Wea. Rev. 145 (2017),
no. 7, 2833–2853.
[7] Emanuele Borgonovo and Elmar Plischke, Sensitivity analysis: A review of recent advances, European Journal of Operational
Research 248 (2016), no. 3, 869 –887.
[8] Ronald R Coifman and Stéphane Lafon, Diffusion maps, Appl. Comput. Harmon. Anal. 21 (2006), no. 1, 5–30.
[9] D. Gamerman and H.F. Lopes, Markov Chain Monte Carlo: stochastic simulation for Bayesian inference, second edition,
Chapman & Hall/CRC Texts in Statistical Science, Taylor & Francis, 2006.
[10] G.A. Gottwald, J.P. Wormell, and J. Wouters, On spurious detection of linear response and misuse of the fluctuation–
dissipation theorem in finite time series, Physica D: Nonlinear Phenomena 331 (2016), 89–101.
[11] A. Gritsun, G. Branstator, and A.J. Majda, Climate response of linear and quadratic functionals using the fluctuation-
dissipation theorem, Journal of the Atmospheric Sciences 65 (2008), no. 9, 2824–2841.
[12] Martin Hairer and Andrew J Majda, A simple framework to justify linear response theory, Nonlinearity 23 (2010), no. 4, 909.
[13] A Hannachi and A O’Neill, Atmospheric multiple equilibria and non-Gaussian behaviour in model simulations, Quarterly
Journal of the Royal Meteorological Society 127 (2001), no. 573, 939–958.
[14] W. Hao and J. Harlim, An equation-by-equation algorithm for solving the multidimensional moment constrained maximum
entropy problem, Comm. App. Math. Comp. Sci. 13 (2018), no. 2, 189–214.
[15] W. Hao and J. Harlim, Supplementary material: MATLAB software for the Equation-by-equation method for solving the
maximum entropy problem, 2018.
[16] John Harlim, Xiantao Li, and He Zhang, A parameter estimation method using linear response statistics, Journal of Statistical
Physics 168 (2017), 146–170.
[17] Eugene Isaacson and Herbert Bishop Keller, Analysis of numerical methods, Courier Corporation, 2012.
[18] E.T. Jaynes, Information theory and statistical mechanics, Physical review 106 (1957), no. 4, 620.
[19] Shixiao Jiang and John Harlim, Parameter estimation with data-driven nonparametric likelihood functions,
arXiv:1804.03272 (2018).
[20] Carl T Kelley, Iterative methods for optimization, SIAM, 1999.
[21] C. E. Leith, Climate response and fluctuation dissipation, Journal of the Atmospheric Sciences 32 (1975), no. 10, 2022–2026.
33
[22] Alexander P Lyubartsev and Aatto Laaksonen, Calculation of effective interaction potentials from radial distribution func-
tions: A reverse Monte Carlo approach, Physical Review E 52 (1995), no. 4, 3730.
[23] Lina Ma, Xiantao Li, and Chun Liu, The derivation and approximation of coarse-grained dynamics from Langevin dynamics,
The Journal of Chemical Physics 145 (2016), no. 20, 204117.
[24] A.J. Majda, Introduction to turbulent dynamical systems in complex systems, Springer, 2016.
[25] A.J. Majda and D. Qi, Improving prediction skill of imperfect turbulent models through statistical response and information
theory, Journal of Nonlinear Science 26 (2016), no. 1, 233–285.
[26] A.J. Majda and D. Qi, Strategies for reduced-order models for predicting the statistical responses and uncertainty quantifica-
tion in complex turbulent dynamical systems, SIAM Review 60 (2018), no. 3, 491–549.
[27] A.J. Majda and X. Wang, Linear response theory for statistical ensembles in complex systems with time-periodic forcing,
Comm. Math. Sci. 8 (2010), no. 1, 187–216.
[28] Youssef Marzouk and Dongbin Xiu, A stochastic collocation approach to Bayesian inference in inverse problems, Commun.
Comput. Phys. 6 (2009), 826–847.
[29] Youssef M Marzouk, Habib N Najm, and Larry A Rahn, Stochastic spectral methods for efficient Bayesian solution of inverse
problems, Journal of Computational Physics 224 (2007), no. 2, 560–586.
[30] Jonathan C Mattingly, Andrew M Stuart, and Desmond J Higham, Ergodicity for SDEs and approximations: locally Lipschitz
vector fields and degenerate noise, Stochastic processes and their applications 101 (2002), no. 2, 185–232.
[31] W.G. Noid, Perspective: Coarse-grained models for biomolecular systems, The Journal of Chemical Physics 139 (2013), no. 9,
090901.
[32] James M Ortega and Werner C Rheinboldt, Iterative solution of nonlinear equations in several variables, Vol. 30, SIAM, 1970.
[33] Emanuel Parzen, On estimation of a probability density function and mode, The annals of mathematical statistics 33 (1962),
no. 3, 1065–1076.
[34] Grigorios A Pavliotis, Stochastic processes and applications, Springer, 2016.
[35] Di Qi and Andrew J Majda, Low-dimensional reduced-order models for statistical response and uncertainty quantification:
two-layer baroclinic turbulence, Journal of the Atmospheric Sciences 73 (2016), no. 12, 4609–4639.
[36] Murray Rosenblatt, Remarks on some nonparametric estimates of a density function, The Annals of Mathematical Statistics
(1956), 832–837.
[37] P.W. Sheppard, M. Rathinam, and M. Khammash, A pathwise derivative approach to the computation of parameter sensi-
tivities in discrete stochastic chemical systems, The Journal of Chemical Physics 136 (2012), no. 3, 034115.
[38] John R Singler, Differentiability with respect to parameters of weak solutions of linear parabolic equations, Mathematical
and Computer Modelling 47 (2008), no. 3, 422–430.
[39] Alex Smola, Arthur Gretton, Le Song, and Bernhard Schölkopf, A hilbert space embedding for distributions, International
conference on algorithmic learning theory, 2007, pp. 13–31.
[40] Ilya M Sobol, Sensitivity estimates for nonlinear mathematical models, Mathematical Modelling and Computational Ex-
periments 1 (1993), no. 4, 407–414.
[41] Adam Telatovich and Xiantao Li, The strong convergence of operator-splitting methods for the Langevin dynamics model,
arXiv preprint arXiv:1706.04237 (2017).
[42] M. Toda, R. Kubo, and N. Hashitsume, Statistical physics II. nonquilibrium statistical mechanics, Springer, 1983.
34
