We show that partition functions of various matrix models can be obtained by acting on elementary functions with exponents ofŴ operators. A number of illustrations is given, including the Gaussian Hermitian matrix model, Hermitian model in external field and the Hurwitz-Kontsevitch model, for which we suggest an elegant matrix-model representation. In all these examples, the relevantŴ operators belong to theŴ (3) algebra.
Introduction
These days we witness a renaissance of matrix model theory, both of its applications and of "theoretical theory". Matrix models are finally recognized as a source of new, badly needed, special functions and as a simplified, still representative, model of entire string/M-theory, with sophisticated generalized geometries of Calabi-Yau type behind the vacua structure substituted by a far better studied geometry of the Riemann surfaces. For summaries of the previous stages of matrix model theory see, for example, [1] - [5] and references therein. For recent papers with a number of advanced new developments see [6] - [17] .
One of important issues about string theory partition functions is their generation by canonical procedures from simple canonical objects. There is a whole variety of such reductionistic properties. In the case of matrix models one can think of reducing them to a simpler (more fundamental) theory -like that of free fields on Riemann surfaces and thus to 2d conformal and finally to group theory, see [2, 5, 10, 11] for different stages of this project. One can embed matrix models into group theory in a somewhat different way, by exploring and exploiting integrability properties of partition functions [3, 5] (partition function of a quantum theory is always a kind of a τ -function [18] , and in the case of the eigenvalue matrix models these are usually τ -functions from the well studied KP-Toda family, associated with the U (1) Lie algebra). One can instead express generic matrix models through a few simple ones, like the Kontsevich model [3] , which has alternative origins in combinatorics and geometry of moduli spaces, see [13] - [15] . This is a part of reductionist program within the matrix model field itself, especially important if one uses it to model the pertinent features of string theory [13] .
In this paper we address another reduction of the same type: from sophisticated to simple τ -functions, but a much simpler one as compared to meron/instanton decompositions of [13] . Namely, as previously observed in the case of the Hurwitz-Kontsevich model [14] , partition functions can be generated from some trivial τ -functions -like e t1 -by the action of non-trivial generators Partition Function = eŴ Elementary Function from integrability-preserving GL(∞) group, which converts one family of Virasoro-like constraints into another (it is actually enough to look at the string equations). See the basics of the underlying theory of equivalent hierarchies in [19] . OperatorsŴ are naturally classified by their spin: when constructed from free fields, the spin-k operators have the form
i.e. are made from the k-th powers of the U (1) currents on Riemann surfaces. In the simplest examples, which we consider in this paper, the relevant generators are just the next-complicated after the spin-2 Virasoro ones: theŴ (3) operators [20] (we call them simplyŴ in what follows). When expressed through the n × n matrix-valued background field ψ (the Miwa variable), operatorsŴ (k) are differential operators of order (k − 1), so for k = 3 they resemble Laplace operators: are the simplest illustrations of this property, which plays an important role below. The goal of this paper is just to describe a few examples, leaving intriguing applications to separate publications. Some relations to GKM theory [3] are immediately obvious, but even they will be discussed elsewhere -in order to clearly separate explicit formulas of the present paper from broader hypotheses and speculations.
2 Hermitian Matrix Model in external field and operatorŴ 2
To begin with, we consider external-field correlators in the Hermitian matrix model
where the external field ψ is a constant Hermitian N × N matrix and dφ = i,j dφ i j is the flat measure. Obviously, correllators C k1,...,km are invariant under conjugation ψ → U ψU −1 , i.e. they are functions of invariant variables T k = Tr ψ k . For example
Note, that correlators depend on N only through T 0 = Tr ψ 0 = N . With the help of the shift operator
where ψ
is the transposed matrix, the integral over φ can be made Gaussian:
In this way we find an explicit formula for all correlators:
where operatorŴ
can be called a matrix Laplace operator. It converts invariant (under conjugation of ψ) functions into invariant functions, and therefore, can be reduced to the space of such functions, where it as a differential operator of second order in invariant variables T k . Indeed, by application of the chain rule
and similarly
Taking derivatives of traces, it is easy to check that
Once again, the last identity is true, when the operator acts on invariant functions, i.e. on functions of time-variables T k . As usual, the partition function is introduced as generating function for all correlators. It depends on two sets of time-variables, t k and T k :
It follows from (1) , that
As one can see, partition function of the Hermitian matrix model in external field is generated from the trivial function e Σt k T k by the action of generatorŴ 2 /2. Formula (3) is quite interesting: an explicit representation for the partition function, which does not involve matrix integrals. Also, eqs. (1) and (2) are very convenient to calculate particular c orrelators "by bare hands". For example,
since all powers ofŴ 2 , higher than 2, annihilate T 2 2 . One findŝ
2 Through this section, to simplify our formulas and to make closer contact with [14] in s.4 below, we omit the factor 1/k in Miwa transform T k = Tr ψ k , what, actually, spoils the natural symmetry between t k and T k . If 1/k is restored, T k = Tr ψ k /k, then the exponent in (3) acquires its usual form exp`kt k T k´. In this case, however, one gets an additional factor exp`t 0 T 0´. (4) Our next example is the simplest matrix model -Hermitian matrix model in Gaussian potential:
where the integral is taken over all N × N Hermitian matrices with flat measure and depends on the set of time-variables t k . Since Tr φ 0 = N , the dependence on t 0 is given by simple multiplicative factor e N t0 :
We are going to demonstrate, that partition function of the Gaussian model is generated by operatorŴ −2
whereŴ
Note, thatŴ 2 in (3) is acting on T , whileŴ −2 in (4) -on t-variables. To prove (4), we make a Miwa transform -introduce an n × n Hermitean matrix ψ, such that
It is important that the size n of matrix ψ is absolutely independent of the initial size N of matrix φ, because interaction terms in the action do not involve addition or multiplication of these matrices (this was not the case in s.2). This is the usual feature of Kontsevich-like matrix models [3] , what emphasizes relation between the subject of this paper and GKM theory. Consequently, we distinguish operations tr and Tr , which denote traces of matrices of sizes n and N , respectively. After the transform, the left hand side of (4) takes form
Note, that t 0 is not affected by this transform and remains a free parameter. Using the identity
the interaction terms are written in determinantal form:
where
is the tensor product of two matrices, regarded as a nN × nN matrix. Note, that i, j and µ, ν are different sorts of indices: i and j take values 1, . . . , N , while µ and ν take values 1, . . . , n. Eq. (6) is the expression that we need for the left hand side of (4) . Now let us calculate the right hand side. OperatorŴ −2 can be expressed as a differential operator of the second order in terms of ψ and t 0 . However, we can always substitute the derivatives with respect to t 0 by factors of N . A straightforward application of the chain rule, similarly to the previous sections, giveŝ
Its exponential is easy to find:
Using the identity
and the properties of the shift operator, we obtain:
This is what we get for the right hand side of (4) . At first sight, this seems different from (6) :
even the integration goes over matrices of different size. However, in fact these two integrals are equal and we prove this fact in the following subsection.
Eq.(4) from Faddeev-Popov trick
We now prove (4) by proving the identity between these integrals:
We will use Faddeev-Popov's trick, i.e. representation of det −1 as a Gaussian integral over auxiliary fields:
Here b µi and c νj = b * νj are bosonic (since determinant stands in denominator) Faddeev-Popov fields. Integrals over φ are Gaussian. After φ is integrated out, we obtain
i.e. the integrals become the same. Thus, our identity
is true. Therefore, representation (4) is valid.
At that point it is worth mentioning, that there are other identities between Gaussian integrals, similar to (7) . For example, there is a direct analogue of (7), with determinants standing in the numerator:
This identity is well-known as equivalence [21] between the Gaussian model and logarithmic Kontsevich model and is usually proved by orthogonal polynomial techniques [5] . Faddeev-Popov's trick seems to be a more economic and elegant way to prove such identities. When determinant stands in the numerator, one only needs to consider grassmanian Faddeev-Popov ghosts b µi and c νj , as it is usually done in Yang-Mills theory. Remarkably, identity breaks down, if determinants are raised to any other power, different from ±1.
Eq.(4) from Virasoro constraints
There are different other ways to derive (4) . For example, Gaussian partition function satisfies a consistent system of linear differential equations called Virasoro constrants
and (4) is their direct corollary. Indeed, summing by b from 1 to infinity with weight bt b , we obtain
Two operators appear in this equality: the degree (dilatation) operator
and our familiar W −2 -operator
with commutation relationDŴ
Notice, that Z G is graded by the total t-degree:
As follows from (10), operatorŴ −2 respects the grading in the following sense:
and this implies that graded components of Z G are generated, one by one, from the lowest component:
G obviously equals e N t0 , so that we derived (4) once again.
Non-Gaussian models and operatorsŴ −p
It is tempting to generalize the above Virasoro derivation of (4) to non-Gaussian partition functions
since Virasoro constraints for these models are not very complicated:
However, in the non-Gaussian case Virasoro constraints are labeled by b ≥ (p − 1), not by b ≥ 1. Immediate consequence of this is that Z N G is no longer fixed unambiguously by alone: some additional requirements should be imposed (see [6] for the best studied Dijkgraaf-Vafa example). The technical procedure from s.3.3 is also inapplicable, because it is impossible to sum by b from 1 to infinity. Instead, one can sum from (p − 1) to infinity and obtainD
whereD
OperatorD is the degree operator (9) in all t-variables and satisfieŝ
whileD + does not satisfy (12) and has the meaning of degree operator in variables t i with i ≥ (p− 2) -only a part of all variables. Such a partial grading is not very useful, sinceŴ −p does not respect this grading. For these reasons, we can not deal with (11) as we did with (8) . Some additional ideas are required to obtain a e W representation for non-Gaussian, in particular, the Dijkgraaf-Vafa partition functions.
Hurwitz-Kontsevich Model and operatorŴ 0
In the previous sections, we converted a matrix integral into exponent of aŴ -operator, acting on a simple function. In this section, an inverse problem is considered: namely, conversion of the eŴ formula into a matrix integral. We discuss this topic with the example of Hurwitz-Kontsevich partition function [14] , since historically the eŴ -representation for this function was found before the matrix integral. In result, we obtain an interesting matrix model representation for Z HK . According to [14] , Z HK depends on the time-variables p k and additional deformation parameter t via
Existence of such a formula suggests to look for a matrix integral, responsible for the appearance ofŴ 0 . We find this integral in several steps: first, we find an approximate matrix integral, then calculate a few corrections and finally conjecture an exact matrix integral. In the spirit of the previous example, we introduce a Miwa variable -an n × n matrix ψ, such that
Note, that conventionally Miwa transform is defined as t k = tr ψ k /k, but we use the rescaled times p k = kt k as in [14] . OperatorŴ 0 can be expressed as a differential operator of second order in terms of ψ. Using the chain rule, just like in section 2, we obtain:
and operator (14) is reproduced if we contract this relation with ψ kj ψ il :
Let us remind, as usual, that identity
is true, when the operator acts on invariant functions, i.e. on functions of time-variables p k .
Approximate matrix integral
Having a differential operator in terms of ψ, one can rewrite its exponent as a matrix integral over auxillary matrix φ. Unfortunately, it is not possible to literally apply the method of the previous section -the identity one would use for this purpose is not quite true:
This is because operatorÂ = ψ ∂ ∂ψ T is more complicated, than the previously considered operator ∂ ∂ψ T . Its components do not commute, forming a non-abelian GL(n) algebrâ
As a result of this, (16) breaks down already in the 2nd order of perturbation theory in t:
i.e. two additional terms appear at the r.h.s. The leading contribution 3 trÂ
is what one would expect, if identity (16) 
In the next section we will show, that corrections are suppressed by powers of t. Having this in mind, we use (19) to obtain an (approximate) Kontsevich-Hurwitz matrix integral:
where the integral is taken over all n × n Hermitian matrices with conventional measure. Using
we finally obtain
Emerging matrix model (20) with exponential potential in the presence of background field ψ, despite being only approximate, is very interesting. Its equation of motion
or briefly φe −φ = te −N t/2 ψ is a transcedental equation on matrix φ, solved by Lambert function:
which -naturally -plays a big role in the still underdeveloped and mysterious theory of the HurwitzKontsevich model [14] . Thus, despite written in the abelian approximation, matrix integral (20) captures correctly a crucially important feature of the Hurwitz-Kontsevich model and deserves further study.
Corrections
Due to non-commutativity of operatorsÂ i j , there are non-vanishing corrections at the left hand side of (19) . We introduce them in the form of additional potential
which appears at the left hand side in
Potential V φ, t should possess a series expansion in non-negative powers of t
because subleading contributions (like those at the right hand side of (18)) are always nested commutators of operators A and, therefore, always have lower A-degree than the leading contribution. To cancel these terms, potential V φ, t must contain higher powers of t. The simplest terms in V can be found by direct calculations, similar to (18) . A parametrisation, which is more convenient for these direct calculations, is
where β i1,...,im are another parameters, which can be easily expressed through α i1,. 
These terms cancel all subleading contributions up to t 6 , i.e. they make eq. (21) valid up to the order t 6 .
Exact matrix integral
Above results, obtained by direct computer calculations, reveal a nice structure. To see this structure, notice that the lowest term β(t) seems to exponentiate
as well as the next two terms:
This is clearly a hint: coefficients α are simpler, than coefficients β. Indeed, the simplification happens if we take a logarithm of the above series: with an obvious notation tr φ 0 = n. Somewhat mysteriously, the first item is the central term of the Virasoro algebra with c = t/2. As one can see, the potential is simple -much simpler than one could have expected. It does not contain terms with more than two traces (at least up to order φ 6 ). We conjecture, that higher order terms have the same structure:
where the sum is taken over all non-negative i, j except 0, 0. We have
while α i,j with odd i + j vanish. Looking at these numbers, it is easy to recognize that 
In the case of the Hurwitz matrix model, Bernoulli numbers appear as coefficients in the potential. Thus our conjecture is that
and exact Hurwitz-Kontsevich matrix integral is
As one can see, the Gaussian part −tr φ 2 /(2t) is indeed dominating in the small-t limit, because the Bernoulli part of potential is of order t 0 and its constant part is of order t. To emphasize the t 0 -nature of Bernoulli series as a "quasiclassical correction" one can simply move it to the integration measure, by summing up the series:
so that
Note that, as usual for GKM [3, 5] , this integral does not depend on n if expressed as a function of variables
It may be convenient to shift φ → φ+nt/2. The determinantal part of the measure is obviously invariant under this shift, so we obtain
This matrix model is, of course, of eigenvalue type. When expressed through eigenvalues λ i of matrix φ, the determinant part of the measure takes form det e φ⊗I−I⊗φ − 1
and the angular integration can be done with the help of the Itzykson-Zuber formula [4] :
[dU ] exp tr e φ U ψU
where ω i are eigenvalues of matrix ψ. In this way we represent Z HK as n-fold integral over eigenvalues:
Eq. (24) and its eigenvalue representation (25) is the corrected form of the naive matrix model (20) . This is an inspiring formula, with many ingredients parallel to intriguing observations about Z HK in [14] , but further discussion remains beyond the scope of the present paper. Instead we describe in the next subsection an alternative representation of Z HK in the form of a discrete matrix model [5] .
Character expansion
On the space of all polynomials in variables p k , the Hurwitz operatorŴ 0 acts in a sophisticated way, by mixing different monomials. However, under this sophisticated action certain polynomials -naturally called eigenfunctions ofŴ 0 -map into a multiple of themselves. Actually, eigenfunctions χ R are characters of irreducible representations of GL(n), labeled by their signatures
also known as partitions or Young diagrams. In this section, we will use two classical formulas from the theory of characters. The first formula defines the eigenvalues of the operatorŴ 0 :
We give a proof of this eigenvalue formula in the Appendix in s.4.5. The first several eigenfunctions are
The second formula states, that e p1 is decomposed into eigenfunctions with the following coefficients:
It is well known as the hook formula [22] and we do not include its proof here. Up to the simple n-dependent
(n+λi−i)! (n−i)! . Eqs. (26) and (27) imply, that
This sum over partitions, i.e. a sum over representations of GL(n), can be regarded as a discrete matrix model [5] and can be handled by the methods of [23] . Its equivalence to the matrix model (23) is somewhat obscure and will be discussed elsewhere. A few first terms of the character expansion (28) Note, that in this way we obtain a series in p-variables, but summed in all orders of the t-variable.
Appendix: GL(n) characters as eigenfunctions ofŴ 0
In this review section our starting point is the free-fermion Wick theorem [5, 24] ,
-a generalized form of the Fay identity, KP-equations and Shottky relations,-which in the flat coordinates on the Riemann sphere reduces to the elementary Cauchy identity:
where ∆(x) = i<j (x i − x j ). Equivalently, it can be written as
The series expansion of the right hand side has the form [14] we use the time-variables which differ from conventional ones, t k , by a k-factor: p k = kt k ). Expressed through a k and b k , (29) takes the form
In this form, it is also known as Cauchy identity. Apart from the two forms of Cauchy identity, a lot of equally explicit formulas are known for characters, see, for example, [3, 4, 22] . If we put
and b k = p k , then (30) turns into a "generating function" for m-index characters w.r.t to the variables x 1 , . . . , x m :
The simplest generating function corresponds to m = 1
and the next-to-simplest corresponds to m = 2:
Using these generating functions as a definition of polynomials χ λ1,...,λm , we will now prove, that they are indeed eigenfunctions of the Hurwitz operator. Notice, that
and
We have just proved, that generating functions satisfŷ
The operator on the right hand side is a Hamiltonian of Calogero-type dynamical system. The first term in square brackets is the kinetic energy, while the second term represents interaction. Instead of diagonalisinĝ W 0 , we can do it for this Hamiltonian, which is much simpler. Let us show, that
where C λ1,...,λm is a number (does not depend on x). This is obvious for m = 1
and almost obvious for m = 2:
For higher m, the proof is a straightforward algebraic exercise, which we present here in full detail. To begin with, we show that both ∆ = det x we have
The sum over i, which appears in the right hand side, is invariant under permutations and factors out:
So ∆ and ∆ are eigenfunctions of kinetic energy. By straightforward differentiation, we obtain
Including interactions and considering the full Hamiltonian, we obtain
The sum over j is easily evaluated 
Above calculation presented above is somewhat borrowing, but important: it shows, that theŴ
0 "cut-andjoin" operator, defining the generating function of Hurwitz numbers, can be rewritten as a Calogero-type Hamiltonian of multi-particle system in 1d with coordinates x i and pairwise interactions between particles.
Conclusion
In this paper we considered three formulas, relating the two a priori unrelated kinds of objects: partition functions of the matrix models and generators of the W -algebra.
Eq.(4) provides a one more representation for Hermitian matrix model -the main personage of all matrix-model studies.
Eq.(3) describes a mush less investigated version of the same model, with extra background field ψ. The two W -operators in the two formulas (3) and (4) act on the two conjugate sets of time-variables in Hermitian model. It would be interesting to extend these expression to non-Gaussian, say, DV phases of the theory.
Finally, eqs. (13) and (24) provide an inspiring matrix-model representation for the Hurwitz-Kontsevich tau-function -a recently discovered new link between combinatorics and integrability theory. It would be very interesting to explicitly describe the intriguingly sophisticated Virasoro constraints for this partition function as the Ward identities for this matrix model.
