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Abstract
This thesis provides a contribution to the area of group gradings on the simple
modules over simple Lie algebras. A complete classification of gradings on finite-
dimensional simple modules over arbitrary finite-dimensional simple Lie algebras over
algebraically closed fields of characteristic zero, in terms of graded Brauer groups, has
been recently given in the papers of A. Elduque and M. Kochetov. Here we concen-
trate on infinite-dimensional modules. A complete classification by R. Block of all
simple modules over a simple Lie algebra is known only in the case of sl2(C). Thus,
we restrict ourselves to the gradings on simple sl2(C)-modules. We first give a full
description for the Z- and Z22-gradings of all weight modules over sl2(C). Then we
show that Z-gradings do not exist on any torsion-free sl2(C)-modules of finite rank.
After this, we treat Z22-gradings on torsion-free modules of various ranks. A construc-
tion for these modules was given by V. Bavula, and J. Nilson gave a classification of
the torsion-free sl2(C)-modules of rank 1. After giving some, mostly negative, results
about the gradings on these latter modules, we construct the first family of simple
Z22-graded sl2(C)-modules (of rank 2). We also construct a family of graded-simple
torsion-free modules of rank 2. For each of the modules in these families, we give a
complete description of their tensor products with simple graded finite-dimensional
modules.
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Introduction
Gradings are an important topic in mathematics. A lot of modern literature is de-
voted to various aspects of this topic. To mention just a few, we list [ABFP08, BK10,
BS19, BM04, BSZ01, DEK17, DV16, EK13, EK15, EK15b, EK17, Eld16, Koc09,
MZ18, PP70, Smi97]. In [EK15], [EK15b] and [DEK17] the authors gave the classifi-
cation of graded simple finite-dimensional modules over simple finite-dimensional Lie
algebras most types over algebraically closed fields of characteristic zero.
The algebra sl2(C) is the smallest simple Lie algebra, with dim sl2(C) = 3. It
is the only semisimple Lie algebra which has a full classification of simple modules,
both finite- or infinite-dimensional. The first paper on the classification of sl2(C)-
modules is due to R. Block in [Blo81]. This paper was followed by a number of papers
devoted to various aspects of this classification. V. Bavula reduced the classification
of sl2(C)-modules to the modules over certain associative algebras, called generalized
Weyl algebras. The monograph of V. Mazorchuk [Maz09] is completely devoted to
this topic. In [MP16], the authors introduced examples of torsion-free sl2(C)-modules
for any finite rank. The torsion-free sl2(C)-modules of rank 1 have been classified in
[Nil15]. Actually, the author of this latter paper has classified all torsion-free modules
of rank 1 over the simple Lie algebras sln+1(C), for any n ∈ N.
This thesis is concerned with the gradings on the simple sl2(C)-modules, both
finite- and infinite-dimensional. Chapter 1 recalls the basic concepts of Lie algebras
and their gradings. We focus on the universal enveloping algebras and the root space
decomposition, which produces the first main grading, namely the Cartan grading.
Section 1.2 provides general context about gradings.
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In Chapter 2 and Chapter 3 we introduce the weight and torsion-free sl2(C)-
modules. Note that, any weight sl2(C)-module has a grading compatible with the
Cartan grading on sl2(C), the graded components are the weight subspaces of the
module.
Our results start in Chapter 4, where we discuss the Z22-gradings on the weight
sl2(C)-modules. Furthermore, we will give an explicit Z-grading for each simple
weight sl2(C)-module. In Chapter 5, we treat torsion-free sl2(C)-modules. First, we
establish a simple, yet significant result about the Z-gradings on simple torsion-free
sl2(C)-module of finite rank:
Theorem 5.1.1. No simple L = sl2(C)-module which is torsion-free of finite rank
with respect to a fixed Cartan subalgebra can be given a Z-grading compatible with the
Cartan Z-grading of L, defined by this subalgebra.
Then we deal with the modules constructed by Bavula, V. in [Bav92]. The last
section of this chapter gives the following result:
Theorem 5.2.2.Torsion-free L = sl2(C)-modules of rank 1 cannot be given a
Z22-grading, compatible with the respective Pauli Z22-grading of L.
In Chapter 6, we construct a family of Z22-graded sl2(C)-modules. The family
consists of the modules MCλ where,
MCλ = U(Iλ)/U(Iλ)C, λ ∈ C.
The main results of this chapter are:
Theorem 6.1.1. Let λ ∈ C\2Z. Then MCλ is a simple sl2(C)-module.
Theorem 6.2.3. Let λ ∈ 2Z. Then MCλ has a unique maximal (graded) submodule
NCλ such that N
C
λ = P ⊕Q, where P and Q are simple sl2(C)-module of rank 1.
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In Chapter 7, we discuss the tensor products L(λ,2n) of the modules M
C
λ with
simple finite-dimensional Z22-graded modules V (2n). The main result in this chapter
is this:
Theorem 7.2.2. Let µ ∈ C\ {−1, 0} . Then
L(λ,2n) ∼=
2n⊕
i=0
MCλ+2n−2i.
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Chapter 1
Lie algebras and their gradings
1.1 Lie algebras
In this section we briefly introduce Lie algebras in general, in particular, classical
Lie algebras (see e.g. [EW11, Hum78, Jac79, Ser09]). The first section deals with
Lie algebras, simple and semisimple Lie algebras, general Lie algebras and classical
Lie algebras of types A,B,C, and D. Representations and modules for Lie algebras
are presented in Subsection 1.1.3. In Subsection 1.1.4 we recall universal enveloping
algebras.
The last section in this section treats root systems of semisimple Lie algebras,
the Killing form, Dynkin diagrams, Cartan integers and Cartan matrices for classical
simple Lie algebras.
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1.1.1 Definitions and basic concepts
Definition 1.1.1. A Lie algebra L over a field Fis a vector space over this field
equipped with a bilinear map [·, ·] : L× L −→ L such that:
(i) [x, x] = 0 for all x ∈ L,
(ii) [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 for all x, y, z ∈ L.
The bilinear operation [·, ·] in Definition 1.1.1 is called Lie bracket (or commuta-
tor), and the second condition above is called the Jacobi identity.
Note that condition (ii) implies that [x, y] = − [y, x] for all x, y ∈ L. This property
called the anti-symmetry condition.
Definition 1.1.2. A subspace M of a Lie algebra L is called a Lie subalgebra of L
if , given x, y ∈M , one has also has [x, y] ∈M .
Definition 1.1.3. Let L be a Lie algebra, then the subspace I of L is an ideal of L
if for all x ∈ L, a ∈ I, we have [x, a] ∈ I.
Definition 1.1.4. A Lie algebra L is called simple if it is non-abelian and has no
proper (that is, different from L) nonzero ideals.
Proposition 1.1.5. If I is an ideal of a Lie algebra L, then the quotient space L/I
equipped with the bracket operation
[x+ I, y + I] = [x, y] + I for all x, y ∈ L (1.1)
is a Lie algebra, called the quotient Lie algebra modulo the ideal I.
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Definition 1.1.6. Let L1 and L2 be two Lie algebras. A linear map ϕ : L1 −→ L2 is
said to be a Lie homomorphism if ϕ([x, y]) = [ϕ(x), ϕ(y)], for all x, y ∈ L1.
In addition, if ϕ is a bijection, then we call it a Lie isomorphism. In this case we
say that L1 isomorphic to L2. If L1 is isomorphic to L2, we write L1 ∼= L2.
Definition 1.1.7. Let L be a Lie algebra, then the derived series of L is the series
of ideals
L ⊇ L(1) ⊇ L(2) ⊇ . . .
where L(1) = [L,L], and L(k) =
[
L(k−1), L(k−1)
]
for k > 1.
One often writes L(1) = L′.
Definition 1.1.8. A Lie algebra L is called solvable if L(n) = 0 for some n ∈ N.
Any subalgebra and quotient-algebra of a solvable Lie algebra is itself solvable.
If L has a solvable ideal I such that L/I is solvable then L is solvable. By Lie’s
Theorem, any finite-dimensional solvable Lie algebra over an algebraically closed field
F of characteristic zero is isomorphic to a subalgebra of the Lie algebra of upper (or
lower) triangular matrices of some order n over F, which is itself solvable.
Definition 1.1.9. The maximal solvable ideal of L is called the radical of L. We
denote the radical of L by Rad(L).
Definition 1.1.10. A Lie algebra L is called semisimple if Rad(L) = 0.
Hence, any simple Lie algebra is semisimple.
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1.1.2 Classical Lie algebras
Let A be an associative algebra, then the commutator
[x, y] := xy − yx (1.2)
satisfies the identities in Definition 1.1.1. We denote by A(−) the Lie algebra with the
same underlying vector space A, equipped with the commutator operation.
Definition 1.1.11. Let V be a vector space, and End(V ) is the associative algebra
of all endomorphisms of V . The Lie algebra End(V )(−) is called the general linear
algebra. We denote the general linear algebra of V by gl(V ). Any subalgebra of gl(V )
is called linear.
Let V be a finite dimensional vector space. Then we can identify End(V ) with the
set of all n×n matrices. Hence we can identify gl(V ) with the Lie algebra Mn(F)(−).
We denote this algebra by gln(F).
Definition 1.1.12. The special linear algebra sln(F) (or sl(V )) is the subalgebra of
gln(F) consists of all n× n matrices (endomorphisms) of trace zero.
Proposition 1.1.13. The special Lie algebra sln(F) is an ideal of gln(F). Hence,
gln(F) is not simple.
The algebra slr+1(F), r ≥ 1, is called the Lie algebra of type Ar.
Definition 1.1.14. The symplectic Lie algebra sp2r(F) is a linear Lie algebra iden-
tified with the set of all 2r × 2r matrices of the formA B
C −At
 , (1.3)
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where B and C are symmetric matrices.
The algebra sp2r(F), r ≥ 3, is called the Lie algebra of type Cr.
Definition 1.1.15. The orthogonal Lie algebra o2r+1(F) is the linear Lie algebra
identified with the set of all (2r + 1)× (2r + 1) matrices of the form
0 a b
−bt A B
−at C −At
 , (1.4)
where B and C are skew symmetric matrices of order r.
The algebra o2r+1(F), r ≥ 2, is called the Lie algebra of type Br.
Definition 1.1.16. The orthogonal Lie algebra o2r(F) is the linear Lie algebra iden-
tified with the set of all 2r × 2r matrices of the formA B
C −At
 , (1.5)
where B and C are skew symmetric matrices.
The algebra o2r(F), r ≥ 4, is called the Lie algebra of type Dr.
The Lie algebras of types Ar, Br, Cr, and Dr are called the classical Lie algebras.
Note that all of the classical Lie algebras are simple, see e.g. [Hum78, §1.2].
1.1.3 Representations of Lie algebras
Definition 1.1.17. Let V be a vector space over a field F. A Lie homomorphism ρ :
L −→ gl(V ) is called a representation of the Lie algebra L by linear transformations
of V .
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Example 1.1.18. Let V = L. Consider the representation
ad : L −→ gl(L)
x 7→ adx
defined by adx(y) = [x, y]. This representation is called the adjoint representation of
L.
Definition 1.1.19. A module over the Lie algebra L is a vector space V equipped
with an operation
L×V −→ V
(x,v) 7→ x.v
such that:
(i) (ax1 + bx2).v = a(x1.v) + b(x2.v),
(ii) x.(av1 + bv2) = a(x.v1) + b(x.v2),
(iii) [x1, x2] .v = x1.(x2.v)− x2.(x1.v).
Here a, b ∈ F, x, x1, x2 ∈ L, v, v1, v2 ∈ V .
Given a representation ρ : L→ gl(V ), setting x.v = ρ(x)(v) for x ∈ L and v ∈ V ,
makes V an L-module. Conversely, if V is an L-module, sending x → ρx, where
ρx(v) = x.v defines a homomorphism from L to gl(V ), which is a representation of L
by linear transformations of V .
Definition 1.1.20. Let L be a Lie algebra. A representation ϕ : L −→ gl(V ) is said
to be faithful if ϕ is 1− 1.
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Definition 1.1.21. A subspace W of an L-module V is called a submodule if for all
x ∈ L and all w ∈ W , we have x.w ∈ W .
Definition 1.1.22. A module V over a Lie algebra is said to be simple if it has no
proper nonzero submodules.
Definition 1.1.23. A module V over a Lie algebra is called semisimple if it is a
direct sum of simple submodules.
Definition 1.1.24. Let V1, V2 be two L-modules, where L is a Lie algebra. The linear
map ϕ : V1 −→ V2 is said to be a homomorphism of L-modules if for all x ∈ L and
all v ∈ V1, we have ϕ(x.v)=x.ϕ(v).
Although some of the results and definitions given here are valid over various
fields, in this thesis, we will be concerned with Lie algebras over the field of complex
numbers. Hence, from now on, we work over the complex numbers, unless stated
otherwise.
Definition 1.1.25. The center of a Lie algebra L is defined by
C(L) = {z ∈ L | [z, a] = 0 for all a ∈ L} . (1.6)
Theorem 1.1.26 (Schur’s Lemma). Let V be a simple finite-dimensional L-module.
A map ϕ : V −→ V is a Lie homomorphism if and only if ϕ is a scalar map.
Corollary 1.1.27. Let V be a simple L-module, z ∈ C(L). Then, there is α ∈ C
such that z.v = αv for all v ∈ V .
Theorem 1.1.28 (Weyl’s Theorem). Any finite dimensional L-module for a semisim-
ple Lie algebra L is semisimple.
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Note that this theorem is not true for infinite-dimensional modules, as will be
seen, for example, from some of our results in Chapter 6. In the case of the fields of
positive characteristic, this theorem is not true even for finite-dimensional modules.
1.1.4 The universal enveloping algebra
Definition 1.1.29. A universal enveloping algebra of a Lie algebra L is a unital
associative algebra U together with a Lie homomorphism
ε : L −→ U (−), (1.7)
satisfying the following condition:
For any unital associative algebra A, and any Lie homomorphism
δ : L −→ A(−),
there exists a unique homomorphism of associative algebras
δ¯ : U −→ A
such that δ¯ ◦ ε = δ.
It is well known, that the universal enveloping algebra of L exists and is unique
(up to an isomorphism that is identical on L). We denote the universal enveloping
algebra of L by U(L).
In order to give an explicit construction of U(L)( see e.g. [Hum78, §17.2]), we
start with the tensor algebra T (L).
First we consider the nth tensor power of the vector space L by:
11
T n(L) = L⊗n = L⊗ L⊗ . . .⊗ L︸ ︷︷ ︸
n times
. (1.8)
The tensor algebra T (L) defined as:
T (L) =
∞⊕
n=0
T n(L) = C⊕ L⊕ (L⊗ L)⊕ . . . . (1.9)
Now consider the ideal J of T (L) generated by the elements
[x, y]− x⊗ y + y ⊗ x, for all x, y ∈ L.
Finally, to obtain the universal enveloping algebra of L one sets
U(L) := T (L)/J . (1.10)
The following theorem is called the Poincare´-Birkhoff-Witt theorem, or PBW-
Theorem.
Theorem 1.1.30 (PBW Theorem). Let {x1, x2, x3, . . .} be an ordered basis of L.
Then the element 1 together with all the monomials of the form
ε(xi(1))ε(xi(2)) · · · ε(xi(k)), k ∈ N, and i(1) ≤ i(2) ≤ · · · ≤ i(k)
form a basis of U(L).
It follows from the PBW Theorem that the map ε is injective. Hence we may
identify the algebra L with it is image in U(L), using monomorphism ε, and write
ε(x) = x. In this case the basis of U(L) takes the form of the set of all monomials
xi(1)xi(2) · · ·xi(k), k ∈ N, and i(1) ≤ i(2) ≤ · · · ≤ i(k).
The next fact describes the relation between the L-modules and the U(L)-modules,
(see e.g. [Dix77, EW11]).
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Proposition 1.1.31. Let L be a Lie algebra. Any L-module is a U(L)-module, and
vice versa.
The following subalgebra of U(L) will play an important role in our future text.
Definition 1.1.32. The center of the universal enveloping algebra Z(L) is the set of
all elements commuting with all x ∈ U(L).
If V is a simple L-module then by Schur’s Lemma, for any z ∈ Z(L) there exists
a complex number λ(z) ∈ C such that z.v = λ(z)v, for any v ∈ V .
1.1.5 Root space decomposition
Let L be a Lie algebra. An element s ∈ L is called semisimple if ad s : L → L
is a semisimple (diagonalizable) linear transformation. An element n ∈ L is called
nilpotent if ad n : L → L is a nilpotent linear transformation. Every element x ∈ L
can be uniquely written as x = s+n, where s is semisimple, n nilpotent and [s, n] = 0.
This is called the Jordan decomposition of x (see [Hum78, §6.4]).
1.1.5.1 Cartan subalgebras
Now let L be a semisimple Lie algebra.
Definition 1.1.33. A toral subalgebra of L is a subalgebra consisting of semisimple
elements.
Proposition 1.1.34. Any toral subalgebra of L is abelian.
Definition 1.1.35. A maximal toral subalgebra of L is called a Cartan subalgebra.
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Definition 1.1.36. Let V be an L-module, and fix a Cartan subalgebra H of L. Then,
for λ ∈ H∗, consider the subspace
Vλ := {v ∈ V | h.v = λ(h)v, ∀h ∈ H}.
If Vλ 6= 0, then it is called the weight space of V of weight λ. The set of all weights
is the support of V ,
Supp(V ) = {λ ∈ H∗ | Vλ 6= 0}.
V is called a weight module if
V =
⊕
λ∈H∗
Vλ.
The elements of Vλ are called the weight vectors of weight λ.
Simple weight modules over semisimple Lie algebras satisfying dim Vλ < ∞ for
all λ are completely classified (see [Mat00]).
It is well known that any finite-dimensional L-module is a weight module.
In general, we can mention that any submodule, quotient, direct sum, and finite
tensor product of weight modules is a weight module again (see e.g. [Hum78, Hum08,
Fer90]).
1.1.5.2 Root systems
In this section, we will consider the case of the adjoint module, that is V = L,
equipped with the adjoint action defined in Example (1.1.18). The nontrivial weight
subspaces
Lα = {x ∈ L | [h, x] = α(h)x for all h ∈ H} , (1.11)
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for α ∈ H∗, are called root spaces.
The weights α ∈ Supp(L) are called roots. The set of all nonzero roots Φ is called
the root system of L with respect to the Cartan subalgebra H. It is well known (see
e.g. [Hum78, §8.2]) that L0 = H and dim Lα = 1 for α ∈ Φ. Moreover,
L = H ⊕
⊕
α∈Φ
Lα. (1.12)
Definition 1.1.37. A subset ∆ ⊆ Φ is a base of Φ if
1. ∆ is linearly independent;
2. Any α ∈ Φ can be written as
α =
∑
β∈∆
zββ, where β ∈ ∆ and zβ ∈ Z
such that the values of the integers zβ are either all non-negative (α  0) or all
non-positive (α ≺ 0).
We write α ≺ β if α− β ≺ 0.
The elements of ∆ are called simple roots. It is known that ∆ is a basis of H∗.
The number of elements in ∆ is called the rank of Φ.
Definition 1.1.38. Fix a base ∆ ⊆ Φ. Let N = N(∆) := ⊕
α0
Lα, and N
− :=
⊕
α≺0
Lα,
then L = N− ⊕H ⊕N . This is called the triangular decomposition of L determined
by H. The subalgebra B = B(∆) := H ⊕ N is called the standard Borel subalgebra
of L.
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Definition 1.1.39. A vector v of weight λ (λ ∈ H∗) is a maximal vector if Lα.v = 0
for all α  0. V is said to be a highest weight module of weight λ if there is a
maximal vector v such that V = U(L).v0.
Definition 1.1.40. Let B = B(∆) = H ⊕ N be the standard Borel subalgebra of a
semisimple Lie algebra L. For each λ ∈ H∗, let Dλ be a 1-dimensional B-module,
with trivial N-action and H acting through λ, and set Z(λ) = U(L)⊗
U(B)
Dλ. Then
Z(λ) is a U(L)-module called the Verma module of weight λ.
1.1.5.3 Killing form and classical Lie algebras
Definition 1.1.41. Let L be a Lie algebra. Define the symmetric bilinear form k on
L by:
k(x, y) := tr(ad x ad y). (1.13)
k is called the Killing form of the Lie algebra L.
The next result is the Cartan criterion of semisimplicity for arbitrary Lie algebras.
Proposition 1.1.42. [Hum78, Theorem 5.1] The Lie algebra L is semisimple if and
only if the Killing form of L is nondegenerate.
We will return now to our assumption in this section, that is L is a semisimple
Lie algebra.
Proposition 1.1.43. [Hum78, Corollary 8.2] The restriction of the Killing form to
the Cartan subalgebra H is nondegenerate.
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It follows from Proposition 1.1.43, that we can identify the Cartan subalgebra H
with H∗.
If λ ∈ H∗, then there is a unique element tλ ∈ H such that k(tλ, h) = λ(h) for all
h ∈ H. Hence we can define a symmetric bilinear form in H∗ by:
(α, β) = k(tα, tβ). (1.14)
For any α ∈ Φ, define the element hα ∈ H by:
hα =
2tα
k(tα, tα)
. (1.15)
Fix a base ∆ = {α1, α2, . . . , αr} of the root system Φ. Since ∆ is a basis of H∗,
the elements {hα1 , hα2 , . . . , hαr} form a basis of H. Note that for any α ∈ Φ and
any 0 6= xα ∈ Lα, there exists yα ∈ L−α such that [xα, yα] = hα ( see e.g. [Hum78,
Proposition 8.3]).
The rank of the semisimple Lie algebra L is the dimension of the Cartan subalgebra
H. Note that, when L is semisimple, the rank of L coincides with the rank of the
root system Φ ( see e.g. [Hum78, §16.4]). For α, β ∈ Φ, an important number is
〈α, β〉 = 2(β, α)
(α, α)
.
Note that the number 〈α, β〉 defined above is always integer (see e.g. [Hum78, §8]).
Definition 1.1.44. Fix a base ∆ = {α1, α2, . . . , αr} of the root system Φ. The matrix
(〈αi, αj〉) is called the Cartan matrix of Φ, and it’s entries are called the Cartan
integers.
Lemma 1.1.45. [Hum78, §9.4] For any α, β ∈ Φ, the value 〈α, β〉 〈β, α〉 = 0, 1, 2, or 3.
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Definition 1.1.46. Let Φ be a root system of rank r. The Coxeter graph of Φ is the
graph having r vertices, the ith vertex joined the jth vertex by 〈αi, αj〉 〈αj, αi〉 edges.
In the case when we have more than one edge, we can add an arrow pointing
towards the longer root (based to the Definition 1.1.37). This graph called the Dynkin
diagram of the root system Φ.
The following graphs are the Dynkin diagrams of the classical Lie algebras of rank
r.
Ar (r ≥ 1) •α1 •α2 •α3 · · · •αr−1 •αr
Br (r ≥ 2) •α1 •α2 •α3 · · · •αr−1 +3•αr
Cr (r ≥ 3) •α1 •α2 •α3 · · · •ksαr−1 •αr
Dr (r ≥ 4) •αr−1
•α1 •α2 •α3 · · · •αr−2
•αr
1.1.5.4 Root system of sln(C)
Through this section, L will stand for the Lie algebra L = sln+1(C), the Lie algebra
of type An. Consider the subalgebra H of L consisting of all diagonal matrices in
L with trace zero. Then, H is a Cartan subalgebra of L. Define the linear function
εi ∈ H∗ where εi(h) is the ith entry of h. Then,
L = H ⊕
⊕
i 6=j
Lεi−εj , (1.16)
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where 1 ≤ i, j ≤ n+ 1. Hence,
Φ = {εi − εj | i 6= j} . (1.17)
The root system Φ has a base
∆ = {αi | 1 ≤ i ≤ n} , (1.18)
where αi = εi − εi+1.
For α = εi − εj, set
xα = Eij i 6= j, (1.19)
where Eij the standard matrix units. The set of all elements of the form
hi = Eii − Ei+1,i+1 (1.20)
forms a basis of the Cartan subalgebra H.
Let yαi = x−αi , and denote xi = xαi and yi = yαi . Then
[xi, yi] = hi, (1.21)
[hi, xi] = 2xi,
[hi, yi] = −2yi.
Example 1.1.47. Consider the simple Lie algebra L = sl2(C). The standard basis
of sl2(C) consists of the elements
x =
0 1
0 0
 , h =
1 0
0 −1
 , y =
0 0
1 0
 , (1.22)
where
[x, y] = h, [h, x] = 2x, [h, y] = −2y.
19
Through this thesis we will fix the Cartan subalgebra of sl2(C) with H = 〈h〉.
Since dim(H) = 1, we can think of H∗ as C. Hence
L = L2 ⊕H ⊕ L−2, (1.23)
where L2 = 〈x〉 and L−2 = 〈y〉.
Later we will need another basis of sl2(C), consists of
A =
1 0
0 −1
 = h, B =
0 1
1 0
 , C =
 0 1
−1 0
 . (1.24)
Note that the subalgebras 〈B〉 and 〈C〉, are some other Cartan subalgebras of
sl2(C). Actually, this is true for the linear span of any semisimple element of sl2(C).
Let L = sln(C), then the subalgebra spanned by the elements xi, hi, yi in (1.21) is
isomorphic to the algebra sl2(C), see e.g. [Hum78, Proposition 8.3].
1.2 Gradings
In this section, we recall the basic concepts of gradings of and modules Lie algebras
(see e.g. [ABFP08, BK10, BSZ01, DEK17, EK13, EK15, MZ18, Koc09]). The main
goal is to establish the gradings of the simple Lie algebra sl2(C) in Section 1.2.3. The
main reference in this section is [EK13].
1.2.1 Gradings on simple Lie algebras
Definition 1.2.1. Let G be a non-empty set. A G-grading on a vector space V over
a field F is a direct sum decomposition of the form
V =
⊕
g∈G
Vg. (1.25)
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We will sometimes use Greek letters to refer to gradings, for example, we may
write Γ : V =
⊕
g∈G
Vg. If such a grading is fixed, V is called G-graded.
Note that the subspaces Vg are allowed to be zero.
Definition 1.2.2. The subset S ⊆ G consisting of those g ∈ G for which Vg 6= {0}
is called the support of the grading Γ and denoted by Supp Γ or SuppV .
The subspaces Vg are called the homogeneous components of Γ, and the non-zero
elements in Vg are called homogeneous of degree g (with respect to Γ).
Definition 1.2.3. A graded subspace U ⊆ V is an F-subspace satisfying
U =
⊕
g∈G
U ∩ Vg,
so U itself becomes G-graded.
Definition 1.2.4. Let Γ : V =
⊕
g∈G
Vg, and Γ
′ : V =
⊕
g′∈G′
V ′g′ be two gradings on V
with supports S and S ′, respectively. We say that Γ is a refinement of Γ′ (or Γ′ is
a coarsening of Γ), if for any s ∈ S there exists s′ ∈ S ′ such that Vs ⊆ V ′s′. The
refinement is proper if this inclusion is strict for at least one s ∈ S.
Definition 1.2.5. An F-algebra A (not necessarily associative) is said to be graded
by a set G, or G-graded if A is a G-graded vector space and for any g, h ∈ G such
that AgAh 6= {0} there is k ∈ G (automatically unique) such that
AgAh ⊆ Ak. (1.26)
In this thesis, we will always assume that G is an abelian group and k in Equation
(1.26) is determined by the operation of G. Thus, if G is written additively, then
Equation (1.26) becomes AgAh ⊆ Ag+h. If G is written multiplicatively, then it
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becomes AgAh ⊆ Agh. In particular, Definition 1.2.5 applies to Lie algebras: L is a
G-graded Lie algebra if L =
⊕
g∈G
Lg such that [Lg, Lh] ⊆ Lg+h for all g, h ∈ G.
Let V be a G-graded vector space, U a G-graded subspace of V , then V/U is
G-graded with V/U =
⊕
g∈G
(V/U)g, where (V/U)g = (Vg + U)/U .
Definition 1.2.6. A grading on A is called fine if it does not have a proper refine-
ment.
Note that this concept depends on the class of gradings under consideration: by
sets, groups, abelian groups, etc. It is well known that the latter two classes coincide
for simple Lie algebras, see e.g [EK13].
Definition 1.2.7. Given a grading Γ : A =
⊕
g∈G
Ag with support S, the universal group
of Γ, denoted by Gu, is the group given in terms of generators and defining relations
as follows: Gu = 〈S | R〉, where R consists of all relations of the form gh = k with
{0} 6= AgAh ⊆ Ak.
If Γ is a group grading, then S is embedded in Gu and the identity map idS extends
to a homomorphism Gu → G so that Γ can be viewed as a Gu-grading Γu.
In fact, any group grading Γ′ : A =
⊕
g′∈G′
A′g′ that is a coarsening of Γ can be induced
from Γu by a (unique) homomorphism ν : Gu → G′ in the sense that A′g′ =
⊕
g∈ν−1(g′)
Ag
for all g′ ∈ G′.
In this situation, one may say that Γ′ is a quotient of Γu. In the above consid-
erations, we can replace “group” by “abelian group” and, in general, this leads to a
different Gu. However, there is no difference for gradings on simple Lie algebras.
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Example 1.2.8. Choose the elements
x =
0 1
0 0
 , h =
1 0
0 −1
 , y =
0 0
1 0

as a basis of L = sl2(C) and consider the following grading by G = Z3:
Γ : L1 = 〈x〉, L0 = 〈h〉, L2 = 〈y〉.
The support of Γ is G itself, the universal group is Z, and
Γu : Lu−1 = 〈x〉, Lu0 = 〈h〉, Lu1 = 〈y〉.
The following grading by G′ = Z2 is a coarsening of Γ:
Γ′ : L
′
1 = 〈x, y〉, L
′
0 = 〈h〉.
Both Γ and Γ′ are quotients of Γu, while Γ′ is a coarsening but not a quotient of Γ.
Definition 1.2.9. Let G, G′ be two abelian groups. Let L be a G-graded algebra, and
M a G′-graded algebra:
Γ : L =
⊕
g∈G
Lg and Γ
′ : M =
⊕
h∈G′
Mh
A linear map ϕ : L −→ M is graded if for any g ∈ G there is h ∈ G′ such that
ϕ(Lg) ⊆Mh. An isomorphism ϕ is called an equivalence of graded algebras if ϕ and
ϕ−1 are graded maps. If such ϕ exists then we say that Γ and Γ′ are equivalent and
that ϕ is an equivalence of Γ and Γ′.
Definition 1.2.10. G-graded algebras L and M are said to be isomorphic if there
exists an isomorphism ϕ : L −→M such that ϕ(Lg) = Mg for all g ∈ G.
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1.2.2 Graded modules
Definition 1.2.11. If Γ : L =
⊕
g∈G
Lg is a G-grading on L, and α : G −→ G′ is a
group homomorphism, then the decomposition αΓ : L =
⊕
h∈G′
L′h, where
L′h =
⊕
g∈G: α(g)=h
Lg,
is a G′-grading on L. We say that αΓ is the grading induced from Γ by the homo-
morphism α.
Definition 1.2.12. A left module M over a G-graded associative algebra A is called
G-graded if M is a G-graded vector space and
AgMh ⊆Mg+h for all g, h ∈ G.
Definition 1.2.13. A G-graded left A-module M is called graded-simple if M has no
graded submodules different from {0} and M .
Graded modules and graded-simple modules over a graded Lie algebra L are de-
fined in the same way.
If a Lie algebra L is graded by an abelian group G, then its universal enveloping
algebra U(L) is also G-graded. Every graded L-module is a graded left U(L)-module
and vice versa. The same is true for graded-simple modules.
Definition 1.2.14. A module M over a G-graded Lie (or associative) algebra L is
called a G-graded module if M =
⊕
g∈G
Mg such that Lg.Mh ⊆ Mg+h for all g, h ∈ G.
An L-module homomorphism ϕ : M −→ N is said to be homogeneous of degree h ∈ G
if ϕ(Mg) ⊆ Ng+h for all g ∈ G. The L-modules are graded isomorphic if there is an
isomorphism of degree 0 between them.
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In the case of gradings by finitely generated abelian groups, there is a close con-
nection between the gradings of algebras by groups and the actions on algebras by
automorphisms (see [EK13, §1.4]).
Let L be a G-graded finite-dimensional Lie algebra over C, and Aut(L) be the
group of all automorphisms of L. Let G be a finitely generated abelian group. We de-
note by Ĝ the group of multiplicative characters of G, with values in the multiplicative
group of C. We can define a Ĝ-action on L by:
χ ◦ z = χ(g)z, for all z ∈ Lg, χ ∈ Ĝ. (1.27)
This action defines a homomorphism Ĝ → Aut(L) sending χ 7→ αχ where αχ(z) :=
χ ◦ z for all z ∈ L. This action extends uniquely to an automorphism of U(L).
Conversely, consider the Ĝ-action on L, sending (χ, z) 7→ χ ◦ z. The grading induced
by this action is given by:
L =
⊕
g∈G
Lg,
where
Lg =
{
z ∈ L | χ ◦ z = χ(g)z for all χ ∈ Ĝ
}
. (1.28)
There is a correspondence between the G-gradings on L and the set of all homomor-
phisms of algebraic groups Ĝ −→ Aut(L), see [EK13, Proposition 1.28].
{G-grading on L} ⇐⇒
{
Ĝ-action on L
}
(1.29)
Let V be a G-graded L-module, and χ ∈ Ĝ. Then Ĝ also acts on V . If χ ∈ Ĝ,
then we can define the action on V by:
χ ∗ v = χ(g)v for all v ∈ Vg, χ ∈ Ĝ. (1.30)
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If χ ∈ Ĝ, let ϕχ denote the linear transformation of V defined by
ϕχ(v) = χ ∗ v. (1.31)
Since V is a G-graded L-module, it follows that
ϕχ(z.v) = αχ(z)ϕχ(v). (1.32)
There is a correspondence between graded subspaces of a module and submodules
invariant under all linear transformations ϕχ, χ ∈ Ĝ, that satisfy the condition
(1.32). That is, if U is a submodule of the graded module V , which is invariant
under ϕχ, for all χ ∈ Ĝ, then U is G-graded. The converse is also true: any graded
submodule is invariant under ϕχ, for all χ ∈ Ĝ. In what follows, we will need the
following result.
Proposition 1.2.15. Let U be a unique maximal submodule of a G-graded L-module
V . Then U is a G-graded L-submodule.
Proof. Consider that χ ∈ Ĝ and u ∈ ϕχ(U). Let z ∈ L. Without loss of generality,
assume that z is a homogeneous element of degree g. Since u ∈ ϕχ(U), there exists
v ∈ U such that u = ϕχ(v). Now
z.u = z.ϕχ(v)
=
1
χ(g)
χ(g)z.ϕχ(v)
=
1
χ(g)
αχ(z).ϕχ(v)
=
1
χ(g)
ϕχ( z.v︸︷︷︸∈
U
) ∈ ϕχ(U).
Hence ϕχ(U) is a submodule of V , which is automatically maximal. Since the maximal
submodule of V is unique, it follows that ϕχ(U) = U . Hence U is graded.
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Definition 1.2.16. For any g ∈ G, the shift [g]V of a G-graded module V equals V is
the same as the G-graded space V where the homogeneous components Vh have degree
g + h, that is, [g]Vg+h := Vh, for all h ∈ G.
Definition 1.2.17. Let L =
⊕
g∈G
Lg be a G-graded algebra. An ideal I of L is a
G-graded ideal if
I =
⊕
g∈G
(Ag ∩ I). (1.33)
It follows from the above definition, that the ideal I is G-graded if it is generated
by homogeneous elements. In other words, I is graded if and only if for any z ∈ I
with z = zg1 + zg1 + · · · + zgn , for some homogeneous elements zgi ∈ Lgi , it follows
that zgi ∈ I.
Let I be a G-graded ideal of the G-graded algebra L. Then L/I is G-graded,
where
L/I =
⊕
g∈G
(Lg + I)/I. (1.34)
We now consider some examples of gradings on the matrix algebra Mn(C) and its
Lie subalgebra L = sln(C) .
Example 1.2.18. Let H = {x ∈Mn(C) | xt = x}, K = {x ∈Mn(C) | xt = −x}, and
let G = Z2. L0 = K ∩ L, and L1 = H ∩ L. Then L = L0 ⊕ L1 is a G-grading on
L. Note that, although Mn(C) = K ⊕ H, this is not a G-grading on the associative
algebra Mn(C).
Example 1.2.19. For any abelian group G and any n-tuple (g1, g2, . . . , gn) ∈ Gn, we
obtain a G-grading on the matrix algebra R = Mn(C) by setting
Rg = Span {Eij | gi − gj = g},
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where Eij are the matrix units.
Definition 1.2.20. A grading Γ : R =
⊕
g∈G
Rg on the matrix algebra R = Mn(C) is
called
• elementary if it is isomorphic to a grading as in Example 1.2.19;
• a division if every non-zero homogeneous element is invertible. This is equiva-
lent to the condition dimRg 6 1 for all g ∈ G (see e.g. [EK13, p.38]).
Example 1.2.21. If ε ∈ C is a primitive n-th root of 1, consider the n×n matrices:
X =

εn−1 0 0 . . . 0 0
0 εn−2 0 . . . 0 0
...
0 0 0 . . . ε 0
0 0 0 . . . 0 1

and Y =

0 1 0 . . . 0 0
0 0 1 . . . 0 0
...
0 0 0 . . . 0 1
1 0 0 . . . 0 0

.
Note that XY = εY X and Xn = Y n = I, so that
R =
⊕
0≤k,l<n
R(k,l) where R(k,l) = Span
{
XkY l
}
is a Z2n-grading on R = Mn(C), called the Sylvester grading. If n = 2 this grading is
also called Pauli grading.
Example 1.2.22. Let L be a semisimple Lie algebra over C, let H be a Cartan
subalgebra, and let Φ the root system of L with respect to H. Then the root space
decomposition (1.12) is a grading over the free abelian group G = 〈∆〉. This grading
is called the Cartan grading.
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The classification, up to isomorphism, of abelian group gradings on Mn(C), sln(C)
and other classical simple Lie algebras are obtained in (see e.g. [BSZ01, BK10, EK13,
EK15b, Koc09]).
For the Lie algebra sln(C), we have two types of gradings, Type I and Type II.
Type I grading on sln(C) comes as the restriction of a grading on the matrix
algebra Mn(C). Type II grading of sln(C) by a group G comes as a refinement of a
grading of Mn(C) by a proper factor group G of G, see e.g. [ABFP08, EK13].
1.2.3 Group gradings of sl2(C)
All group gradings on sl2(C) are well known, see e.g [EK13]. We will use the bases
in of sl2(C) mentioned in (1.22) and (1.24).
Up to equivalence, there are precisely two fine gradings on sl2(C) (see [EK13,
Theorem 3.55]):
• The Cartan grading with the universal group Z,
Γ1sl2 : sl2(C) = L−1 ⊕ L0 ⊕ L1, (1.35)
where L0 = 〈h〉 , L1 = 〈x〉 , L−1 = 〈y〉.
• The Pauli grading with the universal group Z22,
Γ2sl2 : sl2(C) = L(1,0) ⊕ L(0,1) ⊕ L(1,1), (1.36)
where L(1,0) = 〈A〉 , L(0,1) = 〈B〉 , L(1,1) = 〈C〉 .
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Hence, up to isomorphism, any G-grading on sl2(C) is a coarsening of one of the two
gradings: Cartan or Pauli.
Note that any grading Γ of a Lie algebra L uniquely extends to a grading U(Γ)
of its universal enveloping algebra U(L). The grading U(Γ) is a grading in the sense
of associative algebras but also as L-modules where U(L) is either a (left) regular L-
module or an adjoint L-module. In our study of gradings on sl2(C)-modules we will
often consider a Z2-coarsening of U(Γ2sl2), in which the component of the coarsening
labeled by 0 is the sum of components of the original grading labeled by (0, 0) and
(1, 0) while the component labeled by 1 is the sum of components labeled by (0, 1) and
(1, 1). Moreover, we will consider a Z2-coarsening of U(Γ1sl2), in which the component
of the coarsening labeled by 0 is the same component labeled by 0 while the component
labeled by 1 is the sum of components labeled by 1 and −1.
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Chapter 2
Weight sl2(C)-modules
In this chapter we recall the weight sl2(C)-modules (see [Bav90, Blo81, EW11, Fer90,
Hum78, Hum08, Jac79, Mat00, Maz09]). We treat finite dimensional sl2(C)-modules,
Verma modules, anti-Verma modules, and Dense modules.
Moreover, we recall the classification of simple weight sl2(C)-modules.
2.1 Simple weight sl2(C)-modules
In this section we will describe all simple weight sl2(C)-modules. Thus, we customize
Definition 1.1.5.1 to the sl2(C) case.
Let V be an sl2(C)-module, H = 〈h〉 be the Cartan subalgebra of sl2(C). We call
Vµ = {v ∈ V | h.v = µv}, for µ ∈ C,
the weight spaces for V , and if Vµ is nontrivial we call µ ∈ C the weight of V . If V
is the direct sum of these weight spaces, we say that V is a weight module. The set
of all weights is called the support of V . We denote the support of V by Supp(V ).
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In the case of a weight module, if λ ∈ Supp(V ) and λ + 2 /∈ Supp(V ), λ is called
the highest weight of V , and the elements of the space Vλ are called highest weight
vectors. Similarly, if λ ∈ Supp(V ) and λ − 2 /∈ Supp(V ), then λ is called the lowest
weight and the elements of the space Vλ are called lowest weight vectors. If the weight
module is generated by vλ, where vλ is a highest (resp., lowest) weight vector, then
V is called highest (resp., lowest) weight module of weight λ.
Not all weight modules are highest or lowest weight modules, for example the
weight dense modules (in Section 2.5) are neither highest nor lowest weight modules.
The proof of the next lemma will follow the steps of [Maz09, Proposition 3.8].
Lemma 2.1.1. Any h-invariant subspace of a weight sl2(C)-module is spanned by
weight vectors.
Proof. Let V be a weight sl2(C)-module and let W be an h-invariant subspace of V .
Let w ∈ W ⊂ V , and write w = v1 + v2 + · · · + vk, where vi is a nonzero weight
vector of weight µi ∈ C, for all i = 1, 2, . . . , k. We may assume that µ1, µ2, . . . , µk are
distinct. Define the elements hi ∈ U(H), i = 1, . . . , k, by
hi =
∏
l 6=i
(h− µl).
Then
hi.vj =

0 if i 6= j;∏
l 6=i
(µi − µl)vi if i = j.
Hence,
W 3 hi.w =
k∑
j=1
hi.vj = hi.vi =
∏
l 6=i
(µi − µl)vi,
which means that vi ∈ W .
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2.2 Simple finite-dimensional sl2(C)-modules
In this section we will describe all simple finite-dimensional sl2(C)-modules (see e.g.
[Hum78, §7.2]).
Let V be any simple finite-dimensional sl2(C)-module. Since h is diagonalizable,
then
V =
⊕
µ∈C
Vµ. (2.1)
The following lemma describes the behavior of the action by the basis elements of
sl2(C). The proof of this lemma can be found in (e.g. [Hum78, Lemma 7.1] or [Maz09,
Lemma 1.15]).
Lemma 2.2.1. Let V =
⊕
µ∈C
Vµ be any simple finite-dimensional sl2(C)-module. Let
µ ∈ C, then
1. x.Vµ ⊆ Vµ+2,
2. y.Vµ ⊆ Vµ−2,
3. h.Vµ ⊆ Vµ.
Moreover, there exists λ1, λ2 ∈ C such that Vλ1 6= 0 but Vλ1+2i = 0 for all i ∈ N, and
Vλ2 6= 0 but Vλ2−2i = 0 for all i ∈ N. 2
Consider V be a simple finite-dimensional sl2(C)-module, and λ1 as in Lemma
(2.2.1). Let v0 ∈ Vλ1 , and let n be the minimal natural number where yn+1.v0 = 0. Set
vi =
1
i!
yi.v0 for i = 1, 2, . . . , n. Since the sum in (2.1) is direct, the vectors vi’s are lin-
early independent. Consider V (n) be the subspace with the basis {vi | i = 0, 1, . . . n}.
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Lemma 2.2.2. [Hum78, Lemma 7.2 ] Let vi ∈ V (n), then
h.vi = (n− 2i)vi;
y.vi = (i+ 1)vi+1; (2.2)
x.vi =

(n− (i− 1))vi−1 if i ≥ 1;
0 if i = 0.
2
It follows from the above lemma that V (n) is a non-zero submodule of the simple
module V , hence V = V (n).
Theorem 2.2.3. Let n ∈ N0, then
1. The module V (n) is a simple sl2(C)-module of dimension n+ 1. Moreover,
V (n) = Vn ⊕ Vn−2 ⊕ · · · ⊕ V−(n−2) ⊕ V−n.
where dim(Vi) = 1 for i = n, n− 2, . . . ,−n.
2. Any simple finite-dimensional sl2(C)-module of dimension n + 1 is isomorphic
to the module V (n). 2
For the proof of Theorem 2.2.3, see e.g. [Hum78, §7.2] or [Maz09, Theorem 1.22].
2.3 Verma sl2(C)-modules
Now we will turn to the first family of infinite-dimensional weight sl2(C)-modules.
The general construction for the Verma modules over a semisimple Lie algebra L is
given by Definition 1.1.40. In the case of L = sl2(C), we have B = B(∆) = 〈h, x〉 and
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N = 〈x〉. In view of the general definition of the Verma module, Verma sl2(C)-module
of highest weight λ ∈ C, is
Z(λ) = U(sl2(C))⊗U(B) Dλ, (2.3)
where Dλ is a one-dimensional B-module, such that x.v = 0 and h.v = λv, for all
v ∈ Dλ.
Proposition 2.3.1. [Hum78, §20.3] Let λ ∈ C, and consider the left ideal I(λ) of
U(sl2(C)), generated by x and h− λ. Then
Z(λ) ∼= U(sl2(C))/I(λ). (2.4)
In order to give an explicit construction of Z(λ)( see e.g. [Hum78, Exercise 7.7,
Exercise 20.4] or [Maz09, §3.2]), we use mathematical induction to generalize the
case of simple finite-dimensional sl2(C)-modules to the Verma sl2(C)-modules. We
set vi =
1
i!
yi.v0, for i ∈ N0. Then
Z(λ) = 〈v0, v1, v2, . . .〉
and the action is given by the formulas (2.2) with n replaced by λ. Thus,
Z(λ) =
⊕
i∈N0
Vλ−2i,
where Vλ−2i = Cvi.
Theorem 2.3.2. [Maz09, Theorem 3.16]
The module Z(λ) is a simple sl2(C)-module if and only if λ /∈ N0. If n is a
non-negative integer, then Z(n) has a unique nontrivial submodule Z(−n − 2), with
Z(n)/Z(−n− 2) ∼= V (n).
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Theorem 2.3.3. [Maz09, Corollary 3.18] Let λ ∈ C. Then up to isomorphism, there
is a unique simple highest weight sl2(C)-module L(λ) with highest weight λ. Moreover,
L(λ) ∼=

Z(λ) if λ ∈ C\N0;
V (λ) if λ ∈ N0.
(2.5)
2.4 Anti-Verma sl2(C)-modules
In this section, we deal with one of the lowest weight sl2(C)-module. This module is
very close to the Verma module, with some differences in the actions.
Proposition 2.4.1. Let V be a vector space with the basis {vi | i ∈ N0}. Define the
sl2-action on V for λ ∈ C as:
h.vi = (λ+ 2i)vi;
x.vi = vi+1; (2.6)
y.vi =

−i(λ+ i− 1)vi−1 if i ≥ 1
0 if i = 0.
Then, the formulas in (2.6) define a lowest weight sl2(C)-module with lowest weight
λ. We denote this module by Z(λ) and call it the anti-Verma module.
The support of the anti-Verma module is
Supp(Z(λ)) = {λ+ 2i | i ∈ N0}.
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Proposition 2.4.2. The module Z(λ) is a simple sl2(C)-module if and only if −λ /∈
N0. If n is a negative integer, then Z(n) has a unique maximal submodule Z(−n+2),
with Z(n)/Z(−n+ 2) ∼= V (n).
Theorem 2.4.3. [Maz09, §3.2] Let λ ∈ C, then up to isomorphism, there is a unique
simple lowest weight sl2(C)-module with lowest weight λ, say L(λ). Moreover,
L(λ) ∼=

Z(λ) if − λ ∈ C\N0;
V (λ) if − λ ∈ N0.
(2.7)
2.5 Simple dense sl2(C)-modules
Definition 2.5.1. A weight sl2(C)-module is called a dense module if Supp(V ) =
λ+ 2Z for some λ ∈ C.
It is clear that no dense module has a highest or a lowest weight. For the existence
of these modules, consider the following module:
Let Z(λ) = 〈v0, v1, . . .〉 be the Verma module with highest weight λ. Z(λ + 2) =
〈w0, w1, . . .〉 be the anti-Verma module of lowest weight λ+2. Let V = Z(λ)⊕Z(λ+2)
be the vector space of the external direct sum of Z(λ) and Z(λ + 2). Consider the
sl2-action on V by y.(0, w0) = (v0, 0), and otherwise, use the usual action of the
Lie algebra on an external direct sum of Lie modules. This action defines a dense
sl2(C)-module with Supp(V ) = λ+ 2Z.
Now we will study a large class of dense modules.
For ξ ∈ C/2Z and τ ∈ C, consider V to be a vector space with the basis
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{vµ | µ ∈ ξ}. Define the action on V as:
h.vµ = µvµ,
x.vµ =
1
4
(τ − (µ+ 1)2)vµ+2, (2.8)
y.vµ = vµ−2,
This action makes V a dense weight sl2(C)-module with Supp(V ) = ξ. We denote
this module by V (ξ, τ).
Proposition 2.5.2. The module V (ξ, τ) is simple if and only if τ 6= (λ + 1)2 for
all λ ∈ ξ. If the module V (ξ, τ) is not simple, then it contains a unique maximal
submodule isomorphic to a Verma module for some highest weight.
Now we are ready to give a classification of simple weight sl2(C)-modules.
Theorem 2.5.3. [Maz09, Theorem 3.32] Up to isomorphism, any simple weight
sl2(C)-module is one of the following modules:
1. V (n) for some n ∈ N.
2. Z(λ) for some λ ∈ C\N0.
3. Z(λ) for some −λ ∈ C\N0
4. V (ξ, τ) for some ξ ∈ C/2Z and τ ∈ C, with τ 6= (λ+ 1)2, for all λ ∈ ξ.
2
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Chapter 3
Torsion-free sl2(C)-modules
In chapter, we recall torsion-free sl2(C)-modules. Thus, we have to recall the concept
of the algebra U(Iλ), which plays an important role in the torsion-free modules. See
[AP73, BS19, BM04, Bav90, Bav92, Blo81, Cat98, Dix77, Hum78, MP16, Maz09,
Nil15].
3.1 The algebra U(Iλ)
The goal of this section is to study the algebra U(Iλ) in (3.7). We recall the central
character, the Casimir element and it’s action, the primitive ideal, the center of the
universal enveloping algebra of sl2(C), the algebra U(Iλ) and it’s basis.
3.1.1 The Casimir element
Recall that Z(L) denotes the center of universal enveloping algebra U(L) of a Lie
algebra L.
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Definition 3.1.1. Let L be a semisimple Lie algebra, let {x1, . . . , xn} a basis of L,
and let {y1, . . . , yn} be its dual basis with respect to the nondegenerate bilinear form
β(x, y) = tr(ϕ(x)ϕ(y)), where ϕ : L −→ gl(V ) is a faithful representation of L. The
Casimir element of the representation ϕ is the element cϕ defined by:
cϕ =
n∑
i=1
ϕ(xi)ϕ(yi). (3.1)
If the representation (module) is fixed, we always use the notation c instead of cϕ.
It is known that the element cϕ is an endomorphism commuting with ϕ(L)
( see e.g. [Hum78, 6.2] ).
Theorem 3.1.2. [Hum78, §6.2] Let L be a semisimple Lie algebra. Then for any
simple  L-module V , the Casimir element c acts as a scalar on V .
We will use the term Casimir constant to refer to the scaler in Theorem 3.1.2.
Proposition 3.1.3. [Maz09, §3]
Let V be one of the weight sl2(C)-modules, which we studied in Chapter 2. Then
the Casimir constant αc of V is given by:
αc =

(n+ 1)2 if V = V (n), n ∈ N
(λ+ 1)2 if V = Z(λ), λ ∈ C,
(λ− 1)2 if V = Z(λ), λ ∈ C,
τ if V = V (ε, τ), τ ∈ C, ε ∈ C/2Z.
(3.2)
The Casimir element for U(sl2(C)) with respect to the Z-homogeneous basis
{h, x, y} can be written as
c = (h+ 1)2 + 4yx = h2 + 1 + 2xy + 2yx. (3.3)
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This Casimir element with respect to the Z22-homogeneous basis {h,B,C} can be
calculated by
c = 2xy + 2yx+ h2 + 1 = 2
(
B + C
2
)(
B − C
2
)
+ 2
(
B − C
2
)(
B + C
2
)
+ h2 + 1
=
1
2
(B2 + CB −BC − C2) + 1
2
(B2 +BC − CB − C2) + h2 + 1,
thus
c = B2 − C2 + h2 + 1. (3.4)
3.1.2 The algebra U(Iλ)
Let R be an associative algebra (or just an associative ring), and V be a left R-
module. The annihilator of V , denoted by AnnR(V ), is a two-sided ideal of R defined
as the set of all elements r in R such that, for all v in V , r.v = 0 :
AnnR(V ) = {r ∈ R | r.v = 0 for all v ∈ V } .
Lemma 3.1.4. Let R be a graded algebra and M be a graded R-module, then AnnR(M)
is graded.
Proof. Let I = AnnR(M) = {x ∈ R | x.M = 0}, and 0 6= x ∈ I ⊆ R, then x =
x1 + x2 + · · · + xk, where xi are homogeneous elements in R (belonging to different
homogeneous components ). Let v ∈ M be an arbitrary homogeneous element, then
0 = x.v = x1.v + x2.v + · · · + xk.v. Since the components xi.v belong to different
homogeneous subspaces, it follows that xi.v = 0 for all i. Since v is an arbitrary
homogeneous element, it follows that xi ∈ I for all i.
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Definition 3.1.5. An ideal I of the universal enveloping algebra is said to be primitive
if I is the annihilator of some simple sl2(C)-module. If I is a primitive ideal, then
the quotient algebra
U(I) := U(sl2(C))/I, (3.5)
is called the primitive quotient of the primitive ideal I.
The center of the universal enveloping algebra of sl2(C) is described in the follow-
ing way (see e.g [Maz09, Theorem 2.32]).
Theorem 3.1.6. Z(sl2(C)) is the polynomial algebra in one variable c, the Casimir
element, that is
Z(sl2(C)) = C[c]. (3.6)
2
Given λ ∈ C, Consider the two-sided ideal Iλ of U(sl2(C)), generated by the
central element c− (λ+ 1)2.
Theorem 3.1.7. [Maz09, Theorem 4.2] The annihilator of the Verma module with
highest weight λ is the ideal Iλ. 2
Note that, if λ1 6= λ2, then the ideals Iλ1 and Iλ2 are equal if and only if λ1 =
−λ2 − 2.
Proposition 3.1.8. The ideal Iλ is both Z - and Z22-graded ideal.
Proof. Since c− (λ+ 1)2 is homogeneous of degree 0 (resp., (0,0)) with respect to the
Z-grading (resp., Z22- grading), it follows that Iλ is graded.
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The next results (see e.g. [Maz09]) provide a strong relationship between the
primitive ideals Iλ and the annihilators of simple sl2(C)-modules.
Theorem 3.1.9. For any simple U(sl2(C))-module M , there exists λ ∈ C such that
Iλ ⊂ AnnU(sl2(C))(M). 2
Hence the ideals Iλ, λ ∈ C, are the minimal primitive ideals of U(sl2(C)).
Proposition 3.1.10. [Maz09, §4.1] Let Jn := AnnU(sl2(C))(V (n)), where V (n) is a
finite-dimensional simple sl2(C)-module. Then
1. In ⊂ Jn.
2. AnnU(sl2(C))(Z(λ)) = Iλ−2.
3. Let ξ ∈ C/2Z and τ = (λ+ 1)2 ∈ C, then AnnU(sl2(C))(V (ξ, τ)) = Iλ.
Moreover, any primitive ideal of U(sl2(C)) coincides with Iλ or Jn, for some
λ ∈ C or n ∈ N 2
Now for any λ ∈ C, the primitive quotient of the primitive ideal Iλ, is
U(Iλ) := U(sl2(C))/Iλ. (3.7)
This quotient algebra plays an important role in the theory of torsion-free modules.
Using Proposition 3.1.8, U(Iλ) is a Z-graded algebra and Z22-graded algebra.
It is well known (see e.g. [Maz09, Theorem 4.15]) that the algebra U(Iλ) is a free
C[h]-module with basis
B0 =
{
1, x, y, x2, y2, , x3, y3, . . .
}
, (3.8)
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and so it is free over C with basis
B = {1, h, h2, . . .} .B0. (3.9)
In the next result, we construct a basis of U(Iλ) with respect to the basis {h,B,C},
that is a basis of Z22-homogeneous elements.
Proposition 3.1.11. Set B̂0 = {1, B, C,BC,B2, B2C,B3, B3C, . . .}. Then B̂ =
{1, h, h2, . . .} · B̂0 is a Z22-homogeneous basis of U(Iλ).
Proof. Consider the natural ascending filtration {U (n) | n = 0, 1, 2, . . .} of U(sl2(C)),
where U (n) is the linear span of monomials of the form e1e2 · · · ek where ei ∈ sl2(C) for
all i and k ≤ n. Using PBW Theorem, if {f1, f2, f3} is an ordered basis of sl2(C), then
this filtration is a linear span of the standard monomials of degree less than or equal
n, that is the monomials of the form f i1f
j
2f
l
3 where the degree of a monomial is the sum
of the exponents of its variables. Consider now the filtration {I(n) | n = 0, 1, 2, . . .}
of U(Iλ) induced by the natural filtration of U(sl2(C)). Using the above basis B, we
can write that the basis of I(n) as the set
{hkx` | 0 ≤ k, ` ≤ n, k + ` ≤ n} ∪ {hky` | 0 ≤ k, ` ≤ n k + ` ≤ n}. (3.10)
Now using (1.24), we may assume that a basis of I(n) is formed by some of the
monomials in the set {hkBlCm | k + l +m ≤ n}.
We prove that I(n) is spanned by those monomials with m = 0 or 1. Let us use
induction on n, with an obvious basis, and use the relation C2 = h2 +B2 − µ, where
µ = λ2 + 2λ, holding in U(Iλ). As a result, it is sufficient to deal with the elements
hkBlC2 with k + `+ 2 = n. We write
hkBlC2 = hkBl(h2 +B2 − µ) = hk(Blh2 +Bl+2 − µBl).
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Since
hkBlh2 = hk+2Bl + hk[Bl, h2]
where the second term belongs to I(s) for some s < n, we can use the inductive step
and write hkBlC2 as a sum of terms of the desired form. Now it follows that I(n) is
spanned by the set of monomials
〈
hkBlCm | k + l +m ≤ n and m = 0, 1〉 . (3.11)
Using the basis (3.10), we find that the dimension of I(n) equals
n∑
i=0
(2i+ 1). Clearly,
the number of elements in (3.11) is the same and hence a basis of U(Iλ) is formed by
the monomials {hkB`} ∪ {hkB`C} where k, ` = 0, 1, 2, . . .
In the following relations, we follow [AP74]. Let p(t) = 1
4
((λ2+2λ)−2t−t2) ∈ C[t].
Then, inside U(Iλ) , for any q(t) ∈ C[t], we have the following relations:
xkq(h) = q(h− 2k)xk,
yjq(h) = q(h+ 2j)yj.
If k ≥ j then
xkyj = p(h− 2k) · · · p(h− 2(k − j + 1))xk−j,
yjxk = p(h+ 2(j − 1)) · · · p(h)xk−j.
If j ≥ k then
xkyj = p(h− 2k) · · · p(h− 2)yj−k,
yjxk = p(h+ 2(j − 1)) · · · p(h+ 2(j − k))yj−k.
Moreover, U(Iλ) is a generalized Weyl algebra (see e.g [Bav92]) and has the following
properties, (see e.g. [Maz09, Theoram 4.15]).
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Theorem 3.1.12. 1. U(Iλ) is both left and right Noetherian.
2. U(Iλ) is a domain.
3. The algebra U(Iλ) is simple for all λ ∈ C \ Z.
2
One more property that is important for us is the following.
Theorem 3.1.13. [Maz09, Theorem 4.26] For any non-zero left ideal I ⊂ U(Iλ), the
U(Iλ)-module U(Iλ)/I has finite length. 2
3.1.3 Central characters and graded modules
In this section L denotes a semisimple Lie algebra.
Definition 3.1.14. An associative homomorphism χ : Z(L) −→ C is called a central
character of U(L).
Definition 3.1.15. Let χ be a central character. One says that an L-module M
admits a central character χ if
z.m = χ(z)m for all m ∈M and z ∈ Z(L).
In this case, χ is called the central character of M . We denote the central character
of M by χM .
Definition 3.1.16. Let χ be a central character, the two-sided ideal Iχ of U(L) is the
ideal generated by the elements z − χ(z), z ∈ Z(L). For an ideal Iχ, one can define
the quotient algebra
U(Iχ) := U(L)/Iχ
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Recall Definition 1.1.40 of the Verma module M(λ) for any semisimple Lie algebra
L. Then for any L-module V admitting a central character χV , there is λ ∈ H∗ such
that χV = χM(λ).
Thus, the study of simple modules over a semisimple Lie algebra L reduces to
the study of the simple modules over an associative algebra U(Iχ), for an appropriate
central character of U(L). Thus, it is important to know, given a grading by a group G
on a semisimple Lie algebra L, whether this grading induces a grading of the algebra
U(Iχ).
In [BM04], a family of central elements have been constructed for certain simple
Lie algebras admitting a division grading, that is, a grading that comes as a restriction
of the division grading on the respective matrix algebra. In particular, this is possible
for the Lie algebras sln, o2n , and sp2n . Each of these algebras can be considered as a
Lie subalgebra of a suitable matrix algebra Mk(C), k = n in the first case and 2n in
the last two cases.
Let L be a Lie algebra admitting a division grading by a finite abelian group
G. Hence, each nontrivial homogeneous component is 1-dimensional, see Definition
1.2.20. For each g ∈ S := Supp (L), choose a non-zero element Xg ∈ Lg. Hence, for
any g1, g2 ∈ S, there is a number σ(g1, g2) ∈ C such that
Xg1Xg2 = σ(g1, g2)Xg1+g2 . (3.12)
Hence,
[Xg1Xg2 ] = (σ(g1, g2)− σ(g2, g1))Xg1+g2 . (3.13)
Note that, the map σ : S × S −→ C∗ is a 2-cocycle, that is
σ(g1, g2)σ(g1 + g2, g3) = σ(g2, g3)σ(g1, g2 + g3), (3.14)
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for all g1, g2, g3 ∈ S.
Set B1 = Xe, and for k ≥ 2 write
Bk =
∑
g1+g2+···gk=e
1∏k−1
i=1 σ(gi, gi+1 + · · ·+ gk)
Xg1 · · ·Xgk . (3.15)
Clearly, our Casimir element for sl2(C) in the form (3.4) is one of the elements
(3.15).
Theorem 3.1.17. [BM04, Theorem 4.1] The elements Bk are central elements of
U(L), for all k ∈ N.
Moreover, the authors indicate that, in the case when L = sln, these central
elements generate Z(sln).
It is clear that the central elements above are homogeneous of degree e. Hence, if
χ is a central character of U(L), then all the elements Bk − χ(Bk) are homogeneous
of degree e.
Proposition 3.1.18. Suppose L = sln(C) admits a division grading by a finite abelian
group G, and assume that χ is a central character of U(L). Then the ideal Iχ and
the quotient algebra U(Iχ) are G-graded.
As a consequence, if a is a graded elements of U(Iχ), then U(Iχ)/U(Iχ)a is a
graded sln-module. We will use this idea in the particular case n = 2 to construct
simple graded torsion-free modules for the Pauli grading of sl2(C).
In conclusion, note the following important classical result.
Proposition 3.1.19. If L is a complex finite-dimensional semisimple Lie algebra,
then
Z(L) = C[z1, z2, . . . , zr],
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where the zi are algebraically independent central elements, and r is the rank of L.
For the proof of the above theorem, see e.g. [Kos75].
3.2 Torsion-free modules over sl2(C)
In this section we will recall the torsion-free sl2(C)-modules. In particular, we discuss
the classification of torsion-free sl2(C)-modules of rank 1, see [Nil15].
Definition 3.2.1. Let M be an sl2(C)-module. The module M is called torsion if for
any m ∈M there exists non-zero p(t) ∈ C[t] such that p(h).m = 0. The module M is
torsion-free if M 6= 0 and p(h).m 6= 0 for all 0 6= m ∈M and all non-zero p(t) ∈ C[t].
If M is a free C[h]-module of rank n, we say that M is a torsion-free sl2(C) module
of rank n.
Theorem 3.2.2. [Maz09, Theorem 6.3] A simple sl2(C)-module is either a weight or
a torsion-free module. 2
It follows from Theorem 3.2.2 that if h has at least one eigenvector on a simple
module M , then M is a weight module. As a consequence of Theorem 3.1.9, the
description of simple sl2(C)-modules reduces to the description of simple torsion-free
U(Iλ)-modules (see e.g [Maz09, §6.1]).
A further reduction can be achieved as follows. Let us consider the field of rational
functions in h, K = C(h), and set A to be the algebra of skew Laurent polynomials
over K, that is
A = K[X,X−1, σ] =
{∑
i∈Z
qi(h)X
i | qi(h) ∈ K, almost all qi(h) = 0
}
,
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with the usual addition and scalar multiplication, and the product
(
∑
i∈Z
pi(h)X
i)(
∑
j∈Z
qj(h)X
j) =
∑
i,j∈Z
pi(h)σ
i(qj(h))X
i+j,
where σ(h) = h − 2. Note that A is an Euclidean domain and it is isomorphic
to S−1U(Iλ), the localization of the generalized Weyl algebra U(Iλ), where S =
C[h] \ {0}. An embedding of Φλ : U(Iλ)→ A is the unique extension of the following
map:
Φλ(h) = h, Φλ(x) = X, Φλ(y) =
(λ+ 1)2 − (h+ 1)2
4
X−1.
Thanks to this embedding, A becomes a A – U(Iλ)-bimodule and given an U(Iλ)-
module M , one can define an A-module F(M) by
F(M) = A⊗U(Iλ) M.
Theorem 3.2.3. [Maz09, Theorem 6.24] The following are true.
(i) The functor F induces a bijection F̂ from the isomorphism classes of sim-
ple torsion-free U(Iλ)-modules to the set of isomorphism classes of simple A-
modules;
(ii) The inverse of the bijection from (i) is the map that sends a simple A-module
N to its U(Iλ)-socle socU(Iλ)(N).
Theorem 3.2.4. [Blo81, Corollary 4.4.1] Let M be a simple torsion-free U(Iλ)-
module. Then M ∼= U(Iλ)/(U(Iλ) ∩ Aα), for some α ∈ U(Iλ) which is irreducible as
an element of A.
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Many examples of torsion-free sl2(C)-modules have been introduced, see e.g [Maz09,
MP16, Nil15].
In [MP16], the author produced torsion-free modules of arbitrary finite rank.
Theorem 3.2.5. [MP16, Theoram 6.1] Let α = xn−p(h)xn−1−a0 ∈ U(Iλ), with a0 ∈
C\ {0}, and p(h) is a non-constant polynomial in h. Then the module U(Iλ)/U(Iλ)α
is a simple torsion-free sl2(C)-module of rank n.
Now we will highlight the torsion-free sl2(C)-modules for which we can decide if
those modules are graded or not.
Let us define a family of U(Iλ)-modules modules, as follows. Given two polyno-
mials p(t), g(t) ∈ C[t], we set
M(p(t), g(t), λ) := U(Iλ)/U(Iλ)(g(h)x+ p(h))
and
M ′(p(t), g(t), λ) := U(Iλ)/U(Iλ)(g(h)y + p(h)).
Theorem 3.2.6. [Maz09, Theorem 6.50] Let λ ∈ C, and g(t), p(t) be non-zero poly-
nomials in C[t], such that if r ∈ C is a root of p(t). If
1. r + n is not a root for g(t) for all n ∈ Z.
2. (λ+ 1)2 6= (r + n+ 1)2 for all n ∈ Z.
Then the U(Iλ)-modules M(p(t), g(t), λ) and M
′(p(t), g(t), λ) are simple. 2
The so called Whittaker modules are a special case of Theorem 3.2.6. They are
defined as follows:
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Definition 3.2.7. Let α ∈ C\ {0} and λ ∈ C. The Whittaker modules are the
modules Mα = U(Iλ)/U(Iλ)(1− αx) = U(Iλ)/U(Iλ)(1− α2B − α2C).
A full description of torsion-free sl2(C)-modules of rank 1 (over C[h]) was given
in [Nil15].
Definition 3.2.8. Let 0 6= α ∈ C and β ∈ C. Let us define an sl2(C)-module N(α, β)
as the vector space C[h] equipped with the following action: for f(h) ∈ C[h]
h.f(h) = hf(h),
x.f(h) = α(
h
2
+ β)f(h− 2), (3.16)
y.f(h) = − 1
α
(
h
2
− β)f(h+ 2).
Proposition 3.2.9. [Nil15, Lemma 12] Let 0 6= α ∈ C. Then the module N(α, β) is
simple if and only if 2β /∈ N0.
Definition 3.2.10. Let 0 6= α ∈ C and β ∈ C. Let us define an sl2(C)-module
N ′(α, β) as the vector space C[h] equipped with the following action: for f(h) ∈ C[h]
h.f(h) = hf(h),
x.f(h) = αf(h− 2), (3.17)
y.f(h) = − 1
α
(
h
2
+ β + 1)(
h
2
− β)f(h+ 2).
Proposition 3.2.11. [Nil15, Lemma 11] Let 0 6= α ∈ C and β ∈ C. Then the module
N ′(α, β) is simple.
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To have pairwise non-isomorphic simple modules N ′(α, β), consider the condition
that Re(β) ≥ −1
2
.
Definition 3.2.12. Let 0 6= α ∈ C and β ∈ C. Let us define an sl2(C)-module
N(α, β) as a vector space C[h] equipped with the following action: for f(h) ∈ C[h]
h.f(h) = −hf(h),
x.f(h) =
1
α
(
h
2
+ β + 1)(
h
2
− β)f(h+ 2), (3.18)
y.f(h) = −αf(h− 2).
Proposition 3.2.13. [Nil15, Lemma 11] Let 0 6= α ∈ C and β ∈ C. Then the module
N(α, β) is simple.
Similarly, to have pairwise non-isomorphic simple modules N ′(α, β), consider the
condition that Re(β) ≥ −1
2
. Note that the Whittaker modules are torsion-free sl2(C)-
modules of rank 1 with type N ′( 1
α
, λ
2
).
Theorem 3.2.14. [Nil15, Theorem 9, Lemma 11, Lemma 12 ] Any simple torsion-
free sl2(C)-module of rank 1 is isomorphic to one of the following (pairwise non-
isomorphic) modules:
1. N(α, β) for some 0 6= α ∈ C and β ∈ C with 2β /∈ N0.
2. N ′(α, β) for some 0 6= α ∈ C and β ∈ C with Re(β) ≥ −1
2
.
3. N(α, β) for some 0 6= α ∈ C and β ∈ C with Re(β) ≥ −1
2
.
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Chapter 4
Gradings on the weight
sl2(C)-modules
In this chapter we study the gradings on the simple weight sl2(C)-modules.
4.1 Gradings on simple finite-dimensional sl2(C)-
modules
Every simple finite-dimensional module of sl2(C) is a weight module, that is, de-
composes as the direct sum of weight spaces and this decomposition is a grading
compatible with the Cartan grading on sl2(C). In [EK15], the authors gave a com-
plete classification of the highest weights λ for any graded finite-dimensional simple
Lie algebra L such that the simple highest weight module V (λ) admits a grading
compatible with the grading of L. In particular, it was shown that the simple module
V (n) for L = sl2(C), equipped with the Pauli grading, can be made a graded module
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if and only if n is an even number. The proof in [EK15] does not provide the explicit
form of the grading on V (n). This is our goal in this section.
Let V = V (n) be a simple sl2(C)-module with an even highest weight n and the
canonical basis {v0, v1, . . . , vn} (see Section 2.2).
To construct a Z22-grading on V , we first define a new basis of V as follows.
Set ei = vi + vn−i, for i = 0, 1, . . . , n2 , and di = vi − vn−i for i = 0, 1, . . . , n2 − 1.
Then
{
e0, e1, . . . , en
2
, d0, d1, . . . , dn
2
−1
}
is a basis of V and the module action is given
by:
h.ei = (n− 2i)di, for i = 0, 1, . . . , n2 ;
B.ei =

(n− i+ 1)ei−1 + (i+ 1)ei+1, if i = 0, 1, . . . , n2 − 1;
2(n
2
+ 1)en
2
−1, if i = n2 ;
C.ei =

(n− i+ 1)di−1 − (i+ 1)di+1, if i = 0, 1, . . . , n2 − 1;
2(n
2
+ 1)dn
2
−1, if i = n2 ;
h.di = (n− 2i)ei, for i = 0, 1, . . . , n2 − 1;
B.di = (n− i+ 1)di−1 + (i+ 1)di+1, if i = 0, 1, . . . , n2 − 1;
C.di = (n− i+ 1)ei−1 − (i+ 1)ei+1, if i = 0, 1, . . . , n2 − 1.
Let V(0,0) = 〈ei | i is even〉, V(0,1) = 〈ei | i is odd〉, V(1,0) = 〈di | i is even 〉, and V(1,1) =
〈di | i is odd〉. One now easily checks the following.
Proposition 4.1.1. The above formulas provide a Z22-grading Γ : V =
⊕
g∈Z22
Vg on V
compatible with the Pauli grading on sl2(C). 2
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4.2 Gradings on Verma sl2(C)-modules
As we mentioned before, any weight sl2(C)-module has a grading compatible with the
Cartan grading on sl2(C) via the decomposition into weight spaces of this module. As
a special case, we will explicitly describe the Cartan gradings on the Verma modules.
Let {v0, v1, . . . , vk, . . .} be a basis of V (λ), as described in Section 2.3. Consider
the canonical basis {x, y, h} of sl2(C) with the Cartan grading by Z, that is, deg(x) =
1, deg(y) = −1, deg(h) = 0. The action of sl2(C) on V is the following:
. v0 v1 v2 . . . vk . . .
h λv0 (λ− 2)v1 (λ− 4)v2 . . . (λ− 2k)vk . . .
x 0 λv0 (λ− 1)v1 . . . (λ− k + 1)vk−1 . . .
y v1 2v2 3v3 . . . (k + 1)vk+1 . . .
Let V−k = 〈vk〉 for k = 0, 1, 2, ..., and Vk = 0 for k = 1, 2, . . .. Then the grading
V =
∞⊕
k=0
V−k makes V a graded sl2(C)-module.
Theorem 4.2.1. Let V be a Verma sl2(C)-module with highest weight λ ∈ C\2N0.
Then V is not a Z22-graded sl2(C)-module.
Proof. Let V =
⊕
µ∈C
Vµ, with a maximal vector v0 ∈ Vλ. Then V has a basis
{v0, v1, v2, . . .} given in Section 2.3. Assume that V has a grading compatible with
the Pauli grading on sl2(C), so it can written as V = V(0,0) ⊕ V(1,0) ⊕ V(0,1) ⊕ V(1,1).
Now let V 0 = V(0,0) ⊕ V(1,0), and V 1 = V(0,1) ⊕ V(1,1). V 0 and V 1 are thus h-invariant,
with the action of B sending V 0 to V 1 and vice versa. By Lemma 2.1.1, V 0 and V 1
are spanned by weight vectors. Since Vλ = Cv0, we must have v0 ∈ V 0 or v0 ∈ V 1.
Without loss of generality, suppose v0 ∈ V 0 (otherwise apply the shift of grading).
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Then V 1 3 B.v0 = v1, so v1 ∈ V 1. Hence V 0 3 B.v1 = λv0 + 2v2. Since v0 ∈ V 0 we
get v2 ∈ V 0. Again V 1 3 B.v2 = (λ−1)v1+3v3, which implies v3 ∈ V 1, and so on. We
have shown that V 0 is spanned by the set {v0, v2, v4, . . .} and V 1 by {v1, v3, v5, . . .}.
Now let 0 6= v ∈ V(0,0) ⊆ V 0. Then v can be written as v = α0v0 +α2v2 + · · ·+α2kv2k,
for some non-negative integer k, and some non-zero αi ∈ C. Since V(0,0) is h2-invariant,
the elements
h2.v = α0λ
2v0 + α2(λ− 4)2v2 + · · ·+ α2k(λ− 4k)2v2k,
h4.v = α0λ
4v0 + α2(λ− 4)4v2 + · · ·+ α2k(λ− 4k)4v2k,
· · ·
h2k.v = α0λ
2kv0 + α2(λ− 4)2kv2 + · · ·+ α2k(λ− 4k)2kv2k
all belong to V(0,0). In order to use the Vandermonde’s argument, we have to show that
λ2, (λ−4)2, . . . , (λ−4k)2 are all distinct. Assume that we have two different weights,
(λ− 4n) and (λ− 4m) such that (λ− 4n)2 = (λ− 4m)2. Then |λ− 4n| = |λ− 4m|.
Hence either λ − 4n = λ − 4m or λ − 4n = 4m − λ, the first case being obviously
impossible. This means that λ = 2(n+m) ∈ 2N0, which is a contradiction. Hence,∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1
λ2 (λ− 4)2 . . . (λ− 4k)2
...
... . . .
...
λ2k (λ− 4)2k . . . (λ− 4k)2k
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
6= 0.
As a result, V(0,0) is spanned by weight vectors, which means that there is vs ∈ V(0,0)
for some s. Then h.vs = (λ− 2s)vs ∈ V(1,0), a contradiction.
Corollary 4.2.2. Let V be a Verma sl2(C)-module with a non-negative even integer
highest weight n. Then V cannot be a Z22-graded module.
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Proof. Assume that V is Z22-graded module. Since the highest weight is an integer
number, it follows that V is not simple and has a unique maximal submodule Z(−n−
2). By Proposition 1.2.15, this must be a graded submodule. But (−n−2) is a negative
number, a contradiction with Theorem 4.2.1.
4.3 Gradings on anti-Verma sl2(C)-modules
As we mentioned about the grading of weight modules over Z. The anti-Verma
module V = Z(λ) with basis {v0, V1, v2, . . .} introduced in section 2.4, is a Z-graded
sl2(C)-module. Let V = Z(λ) with the basis {v0, v1, . . . , vk, . . .}, and consider the
basis {x, y, h} of sl2(C) with a Cartan grading over Z, that is, deg(x) = 1, deg(y) =
−1, deg(h) = 0. The action of sl2(C) on V is the following:
. v0 v1 v2 . . . vk . . .
h λv0 (λ+ 2)v1 (λ+ 4)v2 . . . (λ+ 2k)vk . . .
x v1 v2 v3 . . . vk+1 . . .
y 0 −λv0 −2(λ+ 1)v1 . . . −k(λ+ k − 1)vk−1 . . .
Taking Vk = Cvk for k = 0, 1, 2, ..., and Vk = 0 for k = −1,−2, . . . makes V =
∞⊕
k=0
Vk
into a Z-graded sl2(C)-module.
Theorem 4.3.1. Let V be an anti-Verma sl2(C)-module with the lowest weight λ ∈ C.
Then V cannot be a Z22-graded sl2(C)-module.
Proof. Write V =
∞⊕
k=0
Vk where Vk = Cvk for k = 0, 1, 2, ..., as above, and assume that
{v0, v1, v2, . . .} be the basis of V. Assume that V has a grading compatible with the
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Pauli grading on sl2(C), so it can be written as V = V(0,0) ⊕ V(1,0) ⊕ V(0,1) ⊕ V(1,1).
Denote V 0 = V(0,0)⊕V(1,0), and V 1 = V(0,1)⊕V(1,1). Then V 0 and V 1 are V h-invariant,
with the action of B sending V 0 to V 1 and C sending V 1 to V 0. By Lemma 2.1.1,
V 0 and V 1 are spanned by weight vectors. Since V0 = Cv0, we must have v0 ∈ V 0 or
v0 ∈ V 1.
Without loss of generality, suppose v0 ∈ V 0 (otherwise apply the shift of grading).
Then V 1 3 B.v0 = v1, so v1 ∈ V 1. Hence V 0 3 B.v1 = v2−λv0. Since v0 ∈ V 0 we get
v2 ∈ V 0. Again V 1 3 B.v2 = v3 − 2(λ + 1)v1, which implies v3 ∈ V 1, and so on. We
have shown that V 0 is spanned by the set {v0, v2, v4, . . .} and V 1 by {v1, v3, v5, . . .}.
Now let 0 6= v ∈ V(0,0) ⊆ V 0. Then v can be written as v = α0v0+α2v2+· · ·+α2kv2k
for some non-negative integer k and some non-zero αi ∈ C. But since V(0,0) is h2-
invariant, the elements
h2.v = α0λ
2v0 + α2(λ+ 4)
2v2 + · · ·+ α2k(λ+ 4k)2v2k,
h4.v = α0λ
4v0 + α2(λ+ 4)
4v2 + · · ·+ α2k(λ+ 4k)4v2k,
· · ·
h2k.v = α0λ
2kv0 + α2(λ+ 4)
2kv2 + · · ·+ α2k(λ+ 4k)2kv2k,
all belong to V(0,0). Now we have two cases:
Case 1 Assume that −λ /∈ 2N0. In order to use the Vandermonde’s argument,
we need to show that λ2, (λ+ 4)2, . . . , (λ+ 4k)2 are all distinct. Assume that we have
two different weights, (λ+ 4n) and (λ+ 4m) such that (λ+ 4n)2 = (λ+ 4m)2. Then
|λ+ 4n| = |λ+ 4m|. Hence either λ + 4n = λ + 4m or λ + 4n = −4m − λ, but the
first case is impossible. Therefore −λ = 2(n+m) ∈ 2N0, a contradiction. Hence,
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∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1
λ2 (λ+ 4)2 . . . (λ+ 4k)2
...
... . . .
...
λ2k (λ+ 4)2k . . . (λ+ 4k)2k
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
6= 0.
It follows that V(0,0) is spanned by weight vectors, which means that vs ∈ V(0,0) for
some s. Then h.vs = (λ+ 2s)vs ∈ V(1,0), a contradiction.
Case 2 Assume that −λ ∈ 2N0. Then V is not simple and has a unique maximal
submodule Z(−λ+ 2). If V is graded by Z22, then the unique maximal submodule of
V must be graded. However, this contradicts Case 1 since −(−λ+ 2) /∈ 2N0.
4.4 Gradings on dense sl2(C)-modules
As usual, the weight modules are graded by Z, which is compatible with the Cartan
grading of sl2(C). Let ξ ∈ C/2Z and τ ∈ C, and let {vµ | µ ∈ ξ} be the basis of
V = V (ξ, τ), as in Definition 2.5. As usual, the basis {x, y, h} of sl2(C) is endowed
with a Cartan grading by Z by setting deg(x) = 1, deg(y) = −1, deg(h) = 0.
Since ξ ∈ C/2Z it follows that ξ = λ + 2Z for some λ ∈ C and hence, for any
µ ∈ ξ, µ = λ + 2i for some i ∈ Z. Let Vi = Cvλ+2i, i ∈ Z. Then V =
⊕
i∈Z
Vi is a
Z-graded sl2(C)-module with deg(Vi) = i.
As for the grading by Z22, some of the dense modules can be graded and some
others can not. Let us study the case where ξ = 0¯.
Proposition 4.4.1. Let τ ∈ C be such that the module V = V (0¯, τ) is simple. Then
V admits a Z22-grading compatible with the Z22-grading of sl2(C).
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Proof. Since ξ = 0¯, we can choose λ = 0 ∈ ξ. Then V = ⊕
i∈Z
Vi, where Vi = Cv2i, and
{v2i | i ∈ Z . . .} being the basis of V . We set e0 = v0, e−1 = 0 and ek = 14k (
∏k
j=0(τ −
(2j−1)2))v2k+v−2k We also set d0 = 0, d−1 = 0 and dk = 14k (
∏k
j=1(τ−(2j−1)2))v2k−
v−2k, for k ∈ N. Since V is simple, the set {e0, e1, . . . , d1, d2, . . .} is a basis for V with
a module action given by:
h.ek = 2kdk,
h.dk = 2kek,
B.ek = ek+1 +
1
4
(τ − (2k − 1)2)ek−1,
B.dk = dk+1 +
1
4
(τ − (2k − 1)2)dk−1,
C.ek = dk+1 − 14(τ − (2k − 1)2)dk−1,
C.dk = ek+1 − 14(τ − (2k − 1)2)ek−1,
(4.1)
Let V(0,0) = 〈ei | i is even〉, V(0,1) = 〈ei | i is odd〉, V(1,0) = 〈di | i is even 〉, and V(1,1) =
〈di | i is odd〉. Then Γ : V =
⊕
g∈Z22
Vg is a Z22-grading of V .
Theorem 4.4.2. Let 0¯ 6= ξ ∈ C/2Z and τ ∈ C be such that the module V = V (ξ, τ)
is simple. Then V is not a Z22-graded sl2(C)-module.
Proof. If λ ∈ ξ, then V = ⊕
k∈Z
Vk, where Vk = Cvλ+2k. Here {vλ+2i | i ∈ Z} is the
basis of V given in Definition 2.5. Assume that V has a grading compatible with
the Pauli grading on sl2(C), and write V = V(0,0) ⊕ V(1,0) ⊕ V(0,1) ⊕ V(1,1). Denote
V 0 = V(0,0)⊕V(1,0), and V 1 = V(0,1)⊕V(1,1). Then V 0 and V 1 are h-invariant, with the
action of B sending V 0 to V 1 and the action of C sending V 1 to V 0. By Lemma 2.1.1,
V 0 and V 1 are spanned by weight vectors. Since Vλ = Cvλ, we must have vλ ∈ V 0 or
vλ ∈ V 1.
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Without loss of generality, suppose vλ ∈ V 0 (otherwise apply the shift of grading).
Then V 1 3 B.vλ = 14(τ − (λ+ 1)2)vλ+2 + vλ−2 and V 1 3 C.vλ = 14(τ − (λ+ 1)2)vλ+2−
vλ−2. Since V is simple, it follows that (τ − (λ + 1)2 6= 0 and hence vλ+2, vλ−2 ∈ V 1.
Now B.vλ+2 =
1
4
(τ − (λ + 3)2)vλ+4 + vλ and B.vλ−2 = 14(τ − (λ − 1)2)vλ + vλ−4 are
both in V 0. Since V is simple and vλ ∈ V 0, it follows that vλ+4, vλ−4 ∈ V 0. Apply
B again to vλ+4, vλ−4 to get that vλ+6, vλ−6 ∈ V 1, and so on. We have shown that
V 0 is spanned by the set {. . . , vλ−8, vλ−4, vλ, vλ+4, vλ+8, . . .} and V 1 is spanned by
{. . . , vλ−6, vλ−2, vλ+2, vλ+6, . . .}.
Now let 0 6= v ∈ V(0,0) ⊆ V 0. Then v can be written as v = α−mvλ−4m + · · · +
α−1vλ−4 +α0vλ+ · · ·+αnvλ+4n for some non-negative integers m,n and some non-zero
αi ∈ C. But since V(0,0) is h2-invariant, the following elements are in V(0,0):
h2.v = α−m(λ− 4m)2vλ−4m + · · ·+ α0λ2vλ + · · ·+ αn(λ+ 4n)2vλ+4n,
h4.v = α−m(λ− 4m)4vλ−4m + · · ·+ α0λ4vλ + · · ·+ αn(λ+ 4n)4vλ+4n,
· · ·
h2(m+n).v = α−m(λ− 4m)2(m+n)vλ−4m + · · ·+ α0λ2(m+n)vλ + · · ·
+αn(λ+ 4n)
2(m+n)vλ+4n.
Now, to use the Vandermonde’s determinant we have to show that (λ− 4m)2, . . .,
λ2, (λ+4)2, . . . , (λ+4n)2 are all distinct. Assume that we have two different weights,
(λ+4k1) and (λ+4k2), such that (λ+4k1)
2 = (λ+4k2)
2. Then |λ+ 4k1| = |λ+ 4k2|.
Hence either λ+ 4k1 = λ+ 4k2 or λ+ 4k1 = −4k2−λ, but the first one is impossible.
This means that λ = −2(k1 + k2) ∈ 2Z, which is not the case since ξ 6= 0¯. Hence,
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∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 . . . 1 . . . 1
(λ− 4m)2 . . . λ2 . . . (λ+ 4n)2
...
... . . .
...
(λ− 4m)2(m+n) . . . λ2(m+n) . . . (λ+ 4n)2(m+n)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
6= 0.
It follows that V(0,0) is spanned by weight vectors, which means that there is vλ+4s ∈
V(0,0) for some s ∈ Z. Then h.vs = (λ+ 4s)vs ∈ V(1,0), a contradiction.
Corollary 4.4.3. Let 0¯ 6= ξ ∈ C/2Z and τ ∈ C. Then the module V = V (ξ, τ)
cannot be a Z22-graded sl2(C)-module.
Proof. Theorem 4.4 covers the case where V is simple, so it is enough to prove this
fact when V is non-simple. Suppose that V is a non-simple Z22-graded sl2(C)-module.
Then V has a unique maximal Verma submodule (see e.g. [Maz09, Theorem 3.29]),
which has to be graded; this is a contradiction since Verma modules cannot be a
Z22-graded sl2(C)-modules.
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Chapter 5
Gradings on torsion-free
sl2(C)-modules
In this chapter, we study the gradings on the simple torsion-free sl2(C)-modules
introduced in Chapter 3.
5.1 Z-gradings of torsion-free sl2(C)-modules of fi-
nite rank.
In this section, we prove the following.
Theorem 5.1.1. For L = sl2(C), no simple L-module which is torsion-free of finite
rank with respect to a fixed Cartan subalgebra can be given a Z-grading compatible
with the Cartan Z-grading of L, defined by this subalgebra.
Proof. Let M be any simple torsion-free sl2(C)-module of finite rank n. Assume that
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M is a Z-graded sl2(C)-module, that is, M =
⊕
i∈Z
Mi. Since h has degree 0 in U(sl2(C)),
it follows that C[h]Mi ⊆ Mi for all i ∈ Z. Hence Mi is also C[h]-submodule of some
finite rank ni ≤ n, which implies that M =
⊕
i∈I
Mi, where I = {i ∈ Z |Mi 6= {0}},
where |I| = r for some positive integer r ≤ n. Let t ∈ I be maximal. Then
x.Mt ⊆ Mt+1 = 0. For any 0 6= v ∈ Mt, we have that x.v = 0, that is yx.v = 0.
Since M is simple, it follows that the Casimir element c act as a scalar on M . Hence
c.v = ((h+ 1)2 + 4yx).v = (h+ 1)2.v = αv, for some α ∈ C, which implies that M is
a torsion module. A contradiction.
5.2 Gradings of torsion-free sl2(C)-modules of rank 1
Now we will study the gradings of the torsion-free modules of rank 1.
Lemma 5.2.1. Let M be a G-graded torsion-free sl2(C)-module, p(h) ∈ C[h] a ho-
mogeneous element in U(sl2(C)), and v ∈ M a non-homogeneous element. Then the
element p(h).v ∈M is not homogeneous.
Proof. Since p(h) is homogeneous, it follows p(h) ∈ (U(sl2(C)))g for some g ∈ G.
Since v is non-homogeneous, it follows that v = vg1 + vg2 + · · · + vgk for some k > 1
and g1, g2, . . . , gk are distinct in G, where vgi ∈ Mgi , at least two of them non-zero
(say vg1 , vg2 are non-zero). Now p(h).v = p(h).vg1 + p(h).vg2 + · · · + p(h).vgk , where
p(h).vgi ∈Mgi+g. But g1 + g, g2 + g, . . . , gk + g are distinct in G. Since M is torsion-
free, p(h).vg1 , p(h).vg2 are non-zero, which means that p(h).v is non-homogeneous.
Theorem 5.2.2. For L = sl2(C), no torsion-free L-module of rank 1 can be given a
Z22-grading compatible with the Pauli Z22-grading of L.
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We prove this theorem on a case-by-case analysis for each kind of torsion-free
modules of rank 1. A useful property is the following.
Lemma 5.2.3. Let M be a torsion-free sl2(C)-module, and 0 6= v ∈M . Then one of
x.v or y.v is non-zero.
Proof. Assume that x.v = 0 and y.v = 0, then 0 = (xy − yx).v = h.v, which means
that h.v = 0, a contradiction.
Proposition 5.2.4. The module N(α, β), as in Definition 3.2.8, is not a Pauli Z22-
graded sl2(C)-module.
Proof. Assume that N = N(α, β) is a Z22-graded sl2(C)-module, so that N = N(0,0)⊕
N(1,0) ⊕ N(0,1) ⊕ N(1,1). Given a non-zero homogeneous element f(h) ∈ N , we de-
fine f(h) to be the same as f(h) but computed in the algebra U(sl2(C)). Now
f(h) can be written as the sum of a combination of monomials in h2k+1, for k =
0, 1, 2, . . ., and a linear combination of the monomials h2k, for k = 0, 1, 2, . . ., of de-
grees (1, 0) and (0, 0), respectively. As a result, f(h) is a homogeneous element in
U(sl2) of degree 0 with respect to the Z2-grading on U(sl2) given by
U(sl2) = (U(sl2))
0 ⊕ (U(sl2))1,
where
(U(sl2))
0 = (U(sl2))(0,0) ⊕ (U(sl2))(1,0)
and
(U(sl2))
1 = (U(sl2))(0,1) ⊕ (U(sl2))(1,1).
Since f(h) is homogeneous with respect to the Z22-grading, it will remain homogeneous
relative to the coarserZ2-grading N = N0 ⊕ N1, where N0 = N(0,0) + N(1,0) and
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N1 = N(0,1) + N(1,1). Thus either f(h) ∈ N0 or f(h) ∈ N1. But f(h).1 = f(h).
Since f(h) is homogeneous in U(sl2(C)), with respect to the Z2-grading, and f(h) is
homogeneous in N with respect to the Z2-grading, using Lemma 5.2.1 we conclude
that 1 is homogeneous in N with respect to the Z2-grading. Now either 1 ∈ N0 or 1 ∈
N1. Without loss of generality assume that 1 ∈ N0, which means that N = N0 and
N1 is trivial. Using Lemma 5.2.3, we have either B.1 6= 0 or C.1 6= 0. These elements
belong to N1, which provides the desired contradiction.
Proposition 5.2.5. The module N ′(α, β) as in Definition 3.2.10 is not a Pauli Z22-
graded sl2(C)-module.
Proof. Assume that N = N ′(α, β) is a Z22-graded sl2(C)-module. Let f(h) ∈ N be a
non-zero homogeneous element, and define f(h) to be the same as f(h) but computed
in the algebra U(sl2). It follows that f(h) is a homogeneous element in U(sl2(C))
of degree 0 with respect to the Z2-grading on U(sl2(C)). We know that f(h) is
homogeneous with respect to the coarsening grading by Z2. Now either f(h) ∈ N0 or
f(h) ∈ N1, and f(h).1 = f(h). But f(h) is homogeneous in U(sl2(C)) with respect to
the Z2-grading, and f(h) is homogeneous in N with respect to the Z2-grading. Using
Theorem 5.2.1, it follows that 1 is homogeneous in N with respect to the Z2-grading.
Hence either 1 ∈ N0 or 1 ∈ N1. Without loss of generality assume that 1 ∈ N0,
which means that N = N0 and N1 is trivial. Using Lemma 5.2.3, we have either
0 6= B.1 ∈ N1 or 0 6= C.1 ∈ N1, a contradiction in both cases.
Proposition 5.2.6. The module N(α, β) is not a Pauli Z22-graded sl2(C)-module.
Proof. Use the argument from the proof of Proposition 5.2.4 and Proposition 5.2.5.
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Using the above results and Theorem 3.2.14 we can conclude that the proof of
Theorem 5.2.2 is complete.
As a consequence of Theorem 5.2.2 we can derive the following corollary about
the gradings of the Whittaker modules.
Corollary 5.2.7. The Whittaker modules cannot be Z22-graded sl2(C)-modules.
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Chapter 6
Graded sl2(C)-modules of rank 2
In this chapter we will deal with the graded torsion-free sl2(C)-modules of rank 2.
We will construct a family of simple Z22-graded sl2(C)-modules of rank 2, and another
family of Z22-graded simple sl2(C)-modules.
6.1 New family of torsion-free sl2(C)-modules of
rank 2
In this section we will construct the first family of simple Z22-graded torsion-free
sl2(C)-modules of rank 2.
Given any λ ∈ C, we consider the U(Iλ)-module MCλ = U(Iλ)/U(Iλ)C. For
u, v ∈ U(sl2(C)), we say that u is equivalent to v, and write u ≡ v, when u+U(Iλ)C =
v+U(Iλ)C. All elements of the form h
kBlC are equivalent to 0. Moreover B2 ≡ µ−h2
where µ = λ2 + 2λ . Hence
hkB2 ≡ hk(µ− h2) = µhk − hk+2,
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which implies that any element of MCλ can be written as a linear combination of
elements of the form hkBm where m = 0, 1. This means that MCλ is a torsion-free
sl2(C)-module of rank 2, with basis {1, B} as a C[h]-module. One can identify MCλ
with the C[h]-module MCλ = C[h]⊕C[h]B. Note that MCλ is Z22-graded module since
U(Iλ)C is a Z22-graded left ideal.
Theorem 6.1.1 (Main Theorem 1). Let λ ∈ C\2Z. Then MCλ is a simple sl2(C)-
module.
The proof of Theorem 6.1.1 is given at the end of this subsection. Before that we
need to perform some necessary calculations and establish certain relations.
Let f(h) ∈ C[h] ⊂MCλ . Then
C.f(h) = (x− y)f(h)
= f(h− 2)x− f(h+ 2)y
≡ 1
2
(f(h− 2)− f(h+ 2))B. (6.1)
B.f(h) = (x+ y)f(h)
= f(h− 2)x+ f(h+ 2)y
≡ 1
2
(f(h− 2) + f(h+ 2))B. (6.2)
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Note that
xB =
1
2
(B2 + CB)
=
1
2
(B2 +BC + 2h)
≡ 1
2
(µ− h2 + 2h), (6.3)
and
yB =
1
2
(B2 − CB)
=
1
2
(B2 −BC − 2h)
≡ 1
2
(µ− h2 − 2h). (6.4)
Using (6.1), (6.3), and (6.4), we write
C2.f(h) =
1
2
(x− y)(f(h− 2)− f(h+ 2))B
=
1
2
(f(h− 4)xB − f(h)xB − f(h)yB + f(h+ 4)yB)
≡1
4
(
(−h2 + 2h+ µ)f(h− 4)− 2(µ− h2)f(h)
+(−h2 − 2h+ µ)f(h+ 4)) .
Hence
C2.f(h) ≡ −1
4
( (h2 − 2h− µ)f(h− 4) (6.5)
+2(µ− h2)f(h) + (h2 + 2h− µ)f(h+ 4) ) .
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In particular, if f(h) = hn, then
(h2−2h− µ)(h− 4)n = hn+2 − 2(2n+ 1)hn+1
+
n−2∑
k=0
( − µ
(
n
k
)
(−4)k − 2
(
n
k + 1
)
(−4)k+1
+
(
n
k + 2
)
(−4)k+2 )hn−k
+ (−µn(−4)n−1 − 2(−4)n)h− µ(−4)n.
And,
(h2+2h− µ)(h+ 4)n = hn+2 − 2(2n+ 1)hn+1
+
n−2∑
k=0
( − µ
(
n
k
)
(4)k + 2
(
n
k + 1
)
(4)k+1
+
(
n
k + 2
)
(4)k+2 )hn−k
+ (−µn(4)n−1 + 2(4)n)h− µ(4)n.
Hence
C2.hn ≡ anhn + an−2hn−2 + · · ·+ a0 (6.6)
where
an = −4n2.
Also, for k = 2, 4, . . . , n− 3 (or n− 2) we have,
an−k = −1
2
(
−µ
(
n
k
)
4k + 2
(
n
k + 1
)
4k+1 +
(
n
k + 2
)
4k+2
)
.
Except a1 (or a0), all other coefficients equal zero.
One more relation that we will need refers to CB.hn.
72
Let f(h) ∈ C[h] ⊂MCλ . Using (6.2), (6.3), and (6.4), we can write
CB.f(h) =
1
2
(x− y) (f(h− 2) + f(h+ 2))B
≡1
2
(f(h− 4)xB + f(h)xB − f(h)yB − f(h+ 4)yB) .
Hence
CB.f(h) ≡ 1
4
( (−h2 + 2h+ µ)f(h− 4) + 4hf(h) + (h2 + 2h− µ)f(h+ 4) ) . (6.7)
In particular, if f(h) = hn, then
(−h2+2h+ µ)(h− 4)n = −hn+2 + 2(2n+ 1)hn+1
+
n−2∑
k=0
(
µ
(
n
k
)
(−4)k + 2
(
n
k + 1
)
(−4)k+1
−
(
n
k + 2
)
(−4)k+2
)
hn−k
+ ( µn(−4)n−1 + 2(−4)n )h+ µ(−4)n,
and
(h2+2h− µ)(h+ 4)n = hn+2 + 2(2n+ 1)hn+1+
n−2∑
k=0
( − µ
(
n
k
)
(4)k + 2
(
n
k + 1
)
(4)k+1 +
(
n
k + 2
)
(4)k+2 )hn−k
+ ( − µn(4)n−1 + 2(4)n )h− µ(4)n.
Hence
CB.hn ≡ an+1hn+1 + an−1hn−1 + · · ·+ a1h (6.8)
where
an+1 = 2(n+ 1)
for k = 1, 3, . . . , n− 2 (or n− 1) we have,
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an−k =
1
2
(
−µ
(
n
k
)
4k + 2
(
n
k + 1
)
4k+1 +
(
n
k + 2
)
4k+2
)
.
Except a1 (or a0), all other coefficients equal zero.
Lemma 6.1.2. Let λ ∈ C\2Z. Consider a non-zero submodule N of MCλ . If there is
a non-zero element 0 6= f(h) ∈ N , then 1 ∈ N .
Proof. Let 0 6= v = f(h) ∈ N ; our claim is to show that 1 ∈ N .
We prove this by induction on the degree of f(h), assumed monic. When i = 1,
we have 0 6= v = h+ a ∈ N , where a ∈ C. If a 6= 0, then
C2.v ≡ −4h ∈ N
which implies that 0 6= a ∈ N . If a = 0, then v = h ∈ N and
CB.v ≡ 4h2 − 2µ ∈ N,
and since h ∈ N it follows that h2 ∈ N . Thus, 0 6= µ ∈ N , hence 1 ∈ N .
For the inductive step, suppose n > 1 and let
v = f(h) = hn + bn−1hn−1 + bn−2hn−2 + · · ·+ b0 ∈ N.
Using (6.6), for n > 3, we have
C2.v ≡− 1
2
( 8n2hn + ( − µ
(
n
2
)
42 + 2
(
n
3
)
43 +
(
n
4
)
44 )hn−2
+ · · ·+ 8bn−1(n− 1)2hn−1 + · · ·+ 8bn−2(n− 2)2hn−2 + · · · ) .
For n = 2, 3 we have
C2.(h2 + b1h+ b0) ≡ −16h2 − 4b1h+ 8µ,
and
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C2.(h3 + b2h
2 + b1h+ b0) ≡ −36h3 + (24µ− 64− 4b1)h+ 8b2µ
Now consider v1 = f1(h) := C
2.v + 4n2.v ∈ N . Then f1(h) is a polynomial of degree
less than n. If C2.v 6= −4n2.v, then the result follows from the inductive hypothesis
applied to f1(h). Otherwise, we have
−4n2bn−1 = −4(n− 1)2bn−1,
which implies that bn−1 = 0. For n > 3 we have
−µ
(
n
2
)
42 + 2
(
n
3
)
43 +
(
n
4
)
44 + 8bn−2(n− 2)2 = 8bn−2n2
which implies that
bn−2 =
−µ(n
2
)
+ 8
(
n
3
)
+ 16
(
n
4
)
2(n− 1) . (6.9)
For n = 2 we have
b0 = −1
2
µ.
For n = 3 we have
b1 =
8− 3µ
4
.
If we have failed to produce a non-zero polynomial of degree less than n using v1, we
can use another action to get such element. Using (6.8), for n > 2, we have
CB.v ≡1
2
(
4(n+ 1)hn+1 + ( − 4nµ+ 2
(
n
2
)
42 +
(
n
3
)
43 )hn−1
+ · · ·+ 4bn−2(n− 1)hn−1 + · · ·
)
.
For n = 2
CB.(h2 + b0) ≡ 6h3 + (16− 4µ+ 2b0)h.
75
Now consider the element v2 = f2(h) := CB.v − 2(n + 1)h.v. Then f2(h) is a
polynomial of degree less than n. If CB.v 6= 2(n + 1)h.v, then we have found a
non-zero polynomial of degree less than n in N , so induction applied to f2(h) yield
the result. Otherwise, for n > 2
−4nµ+ 2
(
n
2
)
42 +
(
n
3
)
43 + 4bn−2(n− 1) = 4(n+ 1)bn−2,
which implies that
bn−2 =
−nµ+ 8(n
2
)
+ 16
(
n
3
)
2
. (6.10)
For n = 2 we have
b0 = 4− µ. (6.11)
In fact, v1 and v2 cannot be zero at the same time. To see this, assume that v1 and
v2 are both zero. Using (6.9) and (6.10), for n > 3 we have
−µ(n
2
)
+ 8
(
n
3
)
+ 16
(
n
4
)
2(n− 1) =
−nµ+ 8(n
2
)
+ 16
(
n
3
)
2
.
Multiplying both side by 12, we have
−3nµ+ 8n(n− 2) + 4n(n− 2)(n− 3)
= −6nµ+ 24n(n− 1) + 16n(n− 1)(n− 2)
and so
−3nµ+ 4n3 − 12n2 + 8n = −6nµ+ 16n3 − 24n2 + 8n.
Hence
3nµ = 12n3 − 12n.
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Since n > 3, we have
µ = 4(n2 − n),
and so
λ = −2n, 2n− 2, (6.12)
which is not the case.
For n = 2 we have
−1
2
µ = 4− µ hence µ = 8.
Then λ = −4, 2 which is not the case.
For n = 3 we have
8− 3µ
4
=
−3µ+ 40
2
hence µ = 24.
Then λ = −6, 4, which is again not the case. Thus 1 ∈ N
Corollary 6.1.3. Let λ ∈ 2Z. Then there is a uniquely determined monic non-
constant polynomial of degree n (as in (6.12)), say r(h) ∈MCλ , such that
C2.r(h) ≡ −4n2r(h),
CB.r(h) ≡ 2(n+ 1)hr(h),
BC.r(h) ≡ 2nhr(h), (6.13)
B2.r(h) ≡ (−h2 − 4n)r(h).
Proof. Using the relations (6.5) and (6.7), it easy to see that the element
r(h) =
n∏
i=1
(h+ 2n− 4i+ 2), (6.14)
satisfies the above conditions, which is uniquely determined.
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Corollary 6.1.4. Let λ ∈ 2Z, and r(h) as in Corollary 6.1.3. Let N be any non-zero
submodule of MCλ . If f(h) ∈ N with f(h) 6= γr(h) for all γ ∈ C, then
1. If deg(f) ≤ n, then N = MCλ .
2. If deg(f) > n, then either r(h) ∈ N or N = MCλ . 2
Note that, if λ ∈ 2Z, then the polynomial r(h) (as in (6.1.3)) has degree n, where
where
n =

−λ
2
if λ < 0
λ+2
2
if λ ≥ 0,
Note that, λ ∈ 2Z if and only if µ = 4(n2 − n).
Next, we can argue in the same way as above, to evaluate the action on the element
g(h)B ∈MCλ .
Let g(h)B ∈ C[h]B ⊂MCλ . Then
C.g(h)B = (x− y)g(h)B
= g(h− 2)xB − g(h+ 2)yB
≡ 1
2
( (µ− h2 + 2h)g(h− 2) + (−µ+ h2 + 2h)g(h+ 2) ) . (6.15)
Using (6.15), we can write
C2.g(h)B =
1
2
(x− y) ( (µ− h2 + 2h)g(h− 2) + (−µ+ h2 + 2h)g(h+ 2) )
=
1
2
( (µ− 8− h2 + 6h)g(h− 4)x+ (−µ+ h2 − 2h)g(h)x
− (µ− h2 − 2h)g(h)y − (−µ+ 8 + h2 + 6h)g(h+ 4)y )
≡1
4
( (−h2 + 6h+ µ− 8)g(h− 4) + 2(h2 − µ)g(h) (6.16)
− (h2 + 6h− µ+ 8)g(h+ 4) )B.
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In particular, if g(h) = hl, then
C2.hlB ≡ (alhl + al−2hl−2 + · · ·+ a0)B (6.17)
where
al = −4(l + 1)2.
Also, for k = 2, 4, . . . , l − 3 (or l − 2) we have,
al−k = −1
2
( (8− µ)
(
l
k
)
4k + 6
(
l
k + 1
)
4k+1 +
(
l
k + 2
)
4k+2 ) .
Another relation that we will need refers to CB.(hlB). Let g(h)B ∈ C[h]B ⊂MCλ .
Then
B.g(h)B ≡ 1
2
( (µ− h2 + 2h)g(h− 2)− (−µ+ h2 + 2h)g(h+ 2) ) . (6.18)
Using (6.3), (6.4), and (6.18), we can write
CB.g(h)B =
1
2
(x− y) ( (µ− h2 + 2h)g(h− 2)− (−µ+ h2 + 2h)g(h+ 2) )
≡ 1
2
( (µ− h2 + 6h− 8)g(h− 4)x− (−µ+ h2 − 2h)g(h)x
−(−µ− h2 − 2h)g(h)y − (−µ+ h2 + 6h+ 8)g(h+ 4)y ) .
Hence
CB.g(h)B ≡ 1
4
( ( − h2 + 6h+ µ− 8 ) g(h− 4) + 4hg(h) (6.19)
+ ( h2 + 6h− µ+ 8 ) g(h+ 4) )B.
In particular, if g(h) = hl, then
CB.(hlB) ≡ (al+1hl+1 + al−1hl−1 + · · ·+ a1h)B (6.20)
where
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al+1 = 2(l + 2),
for k = 1, 3, . . . , l − 2 (or l − 1), we have,
al−k =
1
2
( (8− µ)
(
l
k
)
4k + 6
(
l
k + 1
)
4k+1 +
(
l
k + 2
)
4k+2 ) .
Lemma 6.1.5. Let λ ∈ C\2Z. Suppose N is a non-zero submodule of MCλ . If there
is a non-zero element 0 6= g(h)B ∈ N , then B ∈ N .
Proof. Let λ ∈ C\2Z and assume that N is a non-zero submodule of MCλ . If 0 6=
u = g(h)B ∈ N , then we are going to prove B ∈ N . We will prove this fact by
induction on the degree l of g(h). For the base of induction, we will consider l = 1.
Let 0 6= u = (h+ a)B ∈ N , where a ∈ C. If a 6= 0 then
C2.u = (−16h− 4a)B ∈ N,
which implies that 0 6= (12a)B ∈ N . If a = 0, then u = hB ∈ N and
CB.u ≡ ( 6h2 + 4(8− µ) )B.
Since hB ∈ N it follows that h2B ∈ N . But λ is not an even integer, so that
0 6= 4(8− µ)B ∈ N , hence B ∈ N .
For the inductive step, suppose l > 1 and let u = g(h)B = ( hl+b1h
l−1+bl−2hl−2+
· · ·+ b0 )B ∈ N . Using (6.17), for l > 3, we will have
C2.u ≡− 1
2
( 8(l + 1)2hl + ( (8− µ)
(
l
2
)
42 + 6
(
l
3
)
43 +
(
l
4
)
44 )hl−2
+ · · ·+ 8bl−1(l)2hl−1 + · · ·+ 8bl−2(l − 1)2hl−2 + · · · )B.
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For l = 2, 3, we will have
C2.(h2 + b1h+ b0)B ≡ ( − 36h2 − 16b1h− (8(8− µ) + 4b0) )B
C2(h3 + b2h
2 + b1h+ b0)B ≡ ( − 64h3 − 36b2h2
− (24(8− µ) + 192 + 16b1)h− (8(8− µ)b2 + 4b0) )B
Let u1 = f1(h)B := C
2.u− (−4(l+ 1)2.u) ∈ N . Then f1(h) is a polynomial of degree
less than l. If C2.u 6= −4(l + 1)2.u, then we have found a non-zero polynomial of
degree less than l, so induction applied to u1 yields the result.
Otherwise
−4(l + 1)2bl−1 = −4(l)2bl−1,
which implies that bl−1 = 0, and for l > 3 we have
(8− µ)
(
l
2
)
42 + 6
(
l
3
)
43 +
(
l
4
)
44 + 8bl−2(l − 1)2 = 8bl−2(l + 1)2,
which implies that
bl−2 =
(8− µ)( l
2
)
+ 24
(
l
3
)
+ 16
(
l
4
)
2(l)
. (6.21)
For l = 2 we have
b0 =
8− µ
4
.
For l = 3 we have
b1 =
16− µ
2
.
Now if we failed to produce a non-zero element with polynomial has a degree less
than l using u1, we can use another action to get such element. Using (6.20), for
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l > 2, we have
CB.u ≡1
2
( 4(l + 2)hl+1 + ( 4n(8− µ) + 6
(
l
2
)
42 +
(
l
3
)
43 )hl−1
+ · · ·+ 4bl−2nhl−1 + · · · )B.
If l = 2, we have
CB.(h2 + b0)B ≡
(
8h3 + (48 + 4(8− µ) + 4b0)h
)
B.
Now we can consider an element u2 = f2(h)B := CB.u− 2(l + 2)h.u. We have that
f2(h) is a polynomial of degree less than l. If CB.u 6= 2(l + 2)h.u, then we have
found a non-zero element in N with polynomial of degree less than l, so our induction
applied to u2 yields the result.
Otherwise,
4n(8− µ) + 6
(
l
2
)
42 +
(
l
3
)
43 + 4bl−2(l) = 4(l + 2)bl−2,
which implies that
bl−2 =
(8− µ)l + 24( l
2
)
+ 16
(
l
3
)
2
. (6.22)
For l = 2
b0 = 20− µ. (6.23)
In fact u1 and u2 cannot be both zero. To see this, assume that v1 and v2 are both
zero. Using (6.21) and (6.22), for l > 3 we have
(8− µ)( l
2
)
+ 24
(
l
3
)
+ 16
(
l
4
)
2(l)
=
(8− µ)l + 24( l
2
)
+ 16
(
l
3
)
2
.,
Multiplying both sides by 12, we will have
16l3 + 24l2 + 8l − 6lµ = 4l3 − 4l − 3lµ+ 3µ
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which implies that
(l + 1)µ = 4l(l + 1)2.
Since l > 0, we have µ = 4(l2 + l), which means that λ is an even integer, and this is
not the case.
For l = 2 we have
8− µ
4
= 20− µ, hence µ = 24.
It follows that λ = 4,−6, which is not the case. For l = 3 we have
16− µ
2
=
−3µ+ 112
2
, hence µ = 48,
which means that λ = 6,−8, which is again not the case. Hence if 0 6= v = g(h)B ∈ N ,
it follows that B ∈ N .
We can see from the previous proof that the system of equations u1 = 0 and u2 = 0
has a unique solution (up to the scalar multiplication) when λ ∈ 2Z. Moreover, if
r = r(h) + g(h)B such that C2.r = −4n2r and CB.r = 2(n+ 1)hr, then g(h) has the
degree l = n− 1.
Corollary 6.1.6. Let λ ∈ 2Z. Then there is a uniquely determined monic polynomial
r∗(h) ∈MCλ of degree l = n− 1 such that
C2.r∗(h)B = −4(l + 1)2r∗(h)B,
CB.r∗(h)B = 2(l + 2)hr∗(h)B,
BC.r∗(h)B = 2(l + 1)hr∗(h)B, (6.24)
B2.r∗(h)B = (−h2 − 4(l + 1))r∗(h)B.
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Proof. The element C.r(h), where r(h) is the polynomial defined Corollary 6.1.3,
satisfies the above conditions, where l = n−1, and since r∗(h) is uniquely determined,
so we can take r∗(h) = C.(r(h)).
Corollary 6.1.7. Let λ ∈ 2Z, r(h) as in Corollary 6.1.3, and let N be any non-zero
submodule of MCλ . If g(h)B ∈ N with g(h) 6= γC.r(h) for all γ ∈ C, then
1. If deg(g(h)) ≤ n− 1, then N = MCλ .
2. If deg(g(h)) > n− 1, then either C.r(h) ∈ N or N = MCλ . 2
Corollary 6.1.8. Let λ ∈ 2Z. Then the elements u(α1,α2) = α1r(h) + α2(C.r(h)),
where α1, α2 ∈ C, are the only elements in MCλ , such that
C2.u(α1,α2) ≡ −4n2u(α1,α2),
CB.u(α1,α2) ≡ 2(n+ 1)hu(α1,α2),
BC.u(α1,α2) ≡ 2nhu(α1,α2), (6.25)
B2.u(α1,α2) ≡ (−h2 − 4n)u(α1,α2).
where r(h) and n as in (6.1.3). 2
Now we are ready to prove Theorem 6.1.1.
Proof of Theorem 6.1.1. Assume that N is a non-zero submodule of MCλ . Choose a
non-zero element v ∈ N
Case 1 : If 0 6= v = f(h) ∈ N then by Lemma 6.1.2, 1 ∈ N , hence N = MCλ .
Case 2 : For the remaining case, write v = f(h) + g(h)B ∈ N with g(h) 6= 0 and
the degree of f(h) is minimal. If deg(f(h)) 6=, we can apply the actions by C2 or CB
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and reduce the degree of the polynomial f(h). Hence, f(h) must be constant and we
may assume that v = γ + g(h)B, where γ ∈ C and g(h) 6= 0.
We have
B.v = γB + q(h)
where,
q(h) = B.g(h)B ≡ 1
2
(g(h− 2)(µ− h2 + 2h) + g(h+ 2)(µ− h2 − 2h)), (6.26)
and deg(q(h)) ≥ 2. If γ = 0 then 0 6= B.v = q(h) ∈ N , leading to Case 1. If 0 6= γ,
then
0 6= w(h) = 1
γ
g(h)B.v − v = 1
γ
g(h)q(h)− γ ∈ N, (6.27)
which also reduces to the first case. As a result, MCλ is a simple module.
Corollary 6.1.9. Let λ ∈ C\2Z. Then MCλ is a simple Z22-graded sl2(C)-module of
rank 2. 2
6.2 The submodule NCλ
Now assume λ ∈ 2Z, and consider the subspace
NCλ = C[h]r(h)⊕ C[h](C.r(h))
= C[h]r(h)⊕ C[h](r(h− 2)− r(h+ 2))B.
Lemma 6.2.1. Let λ ∈ 2Z. Then NCλ is a submodule of the module MCλ .
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Proof. Let 0 6= u = f(h)r(h) + g(h)(C.r(h)) ∈ NCλ . It is clear that the action of h
leaves NCλ invariant. Now
B.u =Bf(h)r(h) +Bg(h)(C.r(h))
≡(f ′(h)B + f ′′(h)C)r(h) + (g′(h)B + g′′(h)C)(C.r(h))
≡f ′(h)B(r(h)) + f ′′(h)C(r(h)) + g′(h)B(C.r(h))
+ g′′(h)C(C.r(h))
≡f ′(h)B(r(h)) + f ′′(h)C(r(h)) + g′(h)BC.r(h) + g′′(h)C2r(h)
by (6.13) ≡f ′(h) ( B.r(h) ) + f ′′(h) ( C.r(h) )
+ ( 2nhg′(h)− 4n2g′′(h) ) r(h), (6.28)
where
f ′(h) =
1
2
(f(h− 2) + f(h+ 2))
f ′′(h) =
1
2
(f(h− 2)− f(h+ 2)).
(6.29)
Similar equations hold for g′(h) and g′′(h).
Note that the second and third terms in (6.28), are in NCλ . Hence, it is enough to
show that B.r(h) ≡ 1
2
( r(h− 2) + r(h+ 2) )B is in NCλ .
Using (6.5), (6.13), and µ = 4(n2 − n), we find that
C2.r(h) ≡− 1
4
((h2 − 2h− µ)r(h− 4) + 2(µ− h2)r(h)
+ (h2 + 2h− µ)r(h+ 4))
≡− 4n2r(h).
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It follows that
(h2 − 2h− µ)r(h− 4) + (h2 + 2h− µ)r(h+ 4)
≡ (8n2 + 8n+ 2h2)r(h). (6.30)
Similarly, using (6.7), (6.13), and µ = 4(n2 − n), we get
CB.r(h) ≡1
4
((−h2 + 2h+ µ)r(h− 4) + 4hr(h)
+ (h2 + 2h− µ)r(h+ 4))
≡2(n+ 1)hr(h).
Thus
(h2 − 2h− µ)r(h− 4)− (h2 + 2h− µ)r(h+ 4)) (6.31)
= (−8nh− 4h)r(h).
Adding (6.30) and (6.31), and canceling out 2, we get
(
h2 − 2h− 4(n2 − n)) r(h− 4) = (h2 − (4n+ 2)h+ (4n2 + 4n)) r(h)
or
(h− 2n)(h+ (2n− 2))r(h− 4) = (h− 2n)(h− (2n+ 2))r(h),
which implies that
(h+ (2n− 2))r(h− 4) = (h− (2n+ 2))r(h). (6.32)
If we replace h by h+ 2 in (6.32), we get the relation
(h+ 2n)r(h− 2) = (h− 2n)r(h+ 2) (6.33)
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Using (6.33), we obtain
− 1
4n
(h− 2n) ( r(h− 2)− r(h+ 2) ) = − 1
4n
((h− 2n)r(h− 2)− (h− 2n)r(h+ 2))
by (6.33) = − 1
4n
((h− 2n)r(h− 2)− (h+ 2n)r(h− 2))
= r(h− 2). (6.34)
Similarly,
− 1
4n
(h+ 2n)(r(h− 2)− r(h+ 2)) = − 1
4n
((h+ 2n)r(h− 2)− (h+ 2n)r(h+ 2))
by (6.33) = − 1
4n
((h− 2n)r(h+ 2)− (h+ 2n)r(h+ 2))
= r(h+ 2). (6.35)
As a result,
B.r(h) =
1
2
( r(h− 2) + r(h+ 2) )B
≡1
2
(
(−1)
4n
(h− 2n) ( r(h− 2)− r(h+ 2) )B
+
(−1)
4n
(h+ 2n)(r(h− 2)− r(h+ 2))B )
by (6.1) ≡ 1
2
(
(−1)
4n
(h− 2n)(2C.r(h)) + (−1)
4n
(h+ 2n)(2C.r(h)) )
≡(−1)
2n
h(C.r(h)) ∈ NCλ . (6.36)
A similar calculation shows that C.u ∈ NCλ . Hence NCλ is a submodule of MCλ .
Remark 6.2.2. If the first two relations in Corollaries (6.1.3), (6.1.6), and (6.1.8)
hold true, then so do the last two.
Theorem 6.2.3 (Main Theorem 2). Let λ ∈ 2Z. Then MCλ has a unique maximal
(graded) submodule NCλ such that N
C
λ = P ⊕ Q, where P and Q are simple sl2(C)-
modules of rank 1.
88
Proof. Let W be a non-zero submodule of MCλ . Choose a non-zero element u =
f(h) + g(h)B ∈ W . We can apply the actions by C2 or CB and reduce the degree
of the polynomial f(h) until we get either a constant or r(h) plus g¯(h)B in W , for
some polynomial g¯(h). Hence we can reduce the cases for the element u, up to the
scalar multiplication, to the following cases: u = f(h), u = g(h)B, u = 1 + g(h)B,
and u = r(h) + g(h)B, where g(h) 6= 0 in Cases 2,3 and 4.
Case 1: If 0 6= u = f(h) ∈ W , then by Corollary 6.1.4, either W = MCλ or
W = NCλ .
Case 2: If u = g(h)B where g(h) 6= 0, then, by (6.26), we have that B.u is a
non-zero element in C[h] in W , which returns us to Case 1.
Case 3: If u = 1+g(h)B with g(h) 6= 0, then by (6.27), we have that g(h)B.u−u is
a non-zero element in C[h] in W , which also means that either W = MCλ or W = NCλ .
Case 4: If u = r(h) + g(h)B and g(h) 6= 0, then
C2.u− (−4n2u) = g∗(h)B ∈ W,
for some polynomial g∗(h). If g∗(h) 6= 0, then by Case 2, either W = MCλ or W = NCλ .
Otherwise, C2u ≡ −4n2u, so that we can try again the element
CB.u− 2(n+ 1)h.u = g∗∗(h)B ∈ W,
for some polynomial g∗∗(h). If g∗∗(h) 6= 0, then by Case 2, either W = MCλ or
W = NCλ . Otherwise, CB.u ≡ 2(n + 1)hu, which means by Corollary (6.1.8), that
u = r(h) + α(C(r(h))) where α ∈ C∗. In this case, αC.u = αC(r(h))− 4n2α2r(h) ∈
W , which implies that αC.u + u = (4n2α2 + 1)r(h) ∈ W . If (4n2α2 + 1) 6= 0,
then r(h) ∈ W , which implies that W = NCλ or W = MCλ . Hence, the only case
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remaining is u = r(h) + α(C(r(h))) and (4n2α2 + 1) = 0, in other words, when
u = r(h)± i
2n
(C.r(h)).
Lemma 6.2.4. Let λ ∈ 2Z, and r(h) as in Corollary 6.1.3. Then
P = C[h]
(
r(h) + i
2n
(C.r(h))
)
and Q = C[h]
(
r(h)− i
2n
(C.r(h))
)
are submodules
of MCλ , which are torsion-free modules of rank one.
Proof. Using Corollary (6.1.3) and (6.36) we have,
B. ( r(h) +
i
2n
(C.r(h)) ) =B.r(h) +
i
2n
(BC.r(h))
≡(−1)
2n
hC.r(h) + ihr(h)
≡ih ( (−1)
2ni
C.r(h) + r(h) )
=ih ( r(h) +
i
2n
C.r(h) )
and
C.(r(h) +
i
2n
(C.r(h))) =C.r(h) +
i
2n
(C2r(h))
≡C.r(h) + i
2n
(−4n2r(h))
≡(C.r(h)− i(2nr(h)))
≡− 2ni ( r(h) + i
2n
C.r(h) )
For arbitrary elements, let u = f(h)(r(h) + i
2n
(C.r(h))). It is clear that the action
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by h is invariant. Now
B.u =B ( f(h) ( r(h) +
i
2n
(C.r(h)) ) )
≡ ( f ′(h)B + f ′′(h)C ) ( r(h) + i
2n
(C.r(h)) )
≡ihf ′(h)(r(h) + i
2n
C.r(h))− 2nif ′′(h)(r(h) + i
2n
C.r(h))
≡ ( ihf ′(h)− 2nif ′′(h) ) ( r(h) + i
2n
C.r(h) )
where f ′(h) and f ′′(h) as in 6.29. Also
C.u =C ( f(h)(r(h) +
i
2n
(C.r(h))) )
≡ ( f ′′(h)B + f ′(h)C ) ( r(h) + i
2n
(C.r(h)) )
≡ihf ′′(h)(r(h) + i
2n
C.r(h))− 2nif ′(h)(r(h) + i
2n
C.r(h))
≡ ( ihf ′′(h)− 2nif ′(h) ) ( r(h) + i
2n
C.r(h) ) ,
which belongs to P . Hence P is a submodule of NCλ . A similar calculation shows that
Q is also another submodule of NCλ .
Hence MCλ has exactly 3 proper submodules, N
C
λ , P, and Q. Moreover, N
C
λ is the
unique maximal submodule of the module MCλ . It is clear that N
C
λ = P +Q; suppose
that 0 6= v ∈ P ∩Q. Then v can be written as v = f(h) (r(h) + i
2n
(C.r(h))
)
for some
0 6= f(h) ∈ C[h], and v = g(h) (r(h)− i
2n
(C.r(h))
)
. It follows that f(h)g(h)r(h) ∈
P ∩Q, which means that P ∩Q is either MCλ or NCλ . This is a contradiction and so
NCλ = P ⊕Q.
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Corollary 6.2.5. Let λ ∈ 2Z. Then NCλ is a Z22-graded simple sl2(C)-module.
Proof. Since P and Q are of rank 1, it follows that they are not graded submodules,
see [BS19], which are the only submodules of NCλ . Since N
C
λ is the unique maximal
submodule of the graded module MCλ , it follows that N
C
λ is a graded module which
has no graded proper submodules. Hence NCλ is graded-simple.
Remark 6.2.6. Given λ ∈ 2Z, let us consider the quotient module V = MCλ /NCλ =
C[h]⊕C[h]B/C[h]r(h)⊕C[h]r∗(h)B, where r∗(h)B = C.r(h). Since the polynomials
r(h), r∗(h) have degrees n, n− 1, respectively, the module V is a finite-dimensional
sl2(C)-module, with dim(V ) = 2n − 1, hence a weight module. Moreover, since the
module NCλ is maximal in M
C
λ , V is simple. Using [Maz09, Theorem 3.32], we have
V ∼= V (2n− 2) =

V (λ) If λ ≥ 0,
V (−(λ+ 2)) If λ < 0.
Remark 6.2.7. Note that, the classification of the sl2(C)-modules, depends on the
choice of the Cartan subalgebra. That is, if we change the Cartan subalgebra, a
torsion-free sl2(C)-module may become a weight sl2(C)-module, and vice versa. Two
examples of this phenomenon are given below.
Example 6.2.8. If we change our regular Cartan subalgebra H = 〈h〉, to the Cartan
subalgebra H1 spanned by the element h + 4y, then the simple module N(2,−12) in
3.2.8, becomes a weight sl2(C)-module, see [Nil15, Remark 10].
Another example is our module MCλ .
Example 6.2.9. Assume V = MCλ . Let us choose λ /∈ 2Z to ensure the simplicity of
MCλ . Consider the Cartan subalgebra H2 spanned by the element C. Since C.1 = 0,
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it follows that 1 is an eigenvector for C. By Theorem 3.2.2, we conclude that MCλ is
a weight sl2(C)-module, with respect to the new Cartan subalgebra. Furthermore,
V =
⊕
k∈Z
V2k (6.37)
where the weight space V2k is
V2k =

〈
(B + ih)k
〉
if k ≥ 0,〈
(B − ih)k〉 if k < 0. (6.38)
Thus, Supp (V ) = 2Z, which implies that V is a simple dense module, that is V ∼=
V (ε, τ), where ε = 0 and τ = (λ+ 1)2.
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Chapter 7
Tensor products of MCλ with simple
graded finite-dimensional
sl2(C)-modules
In this Chapter, we study tensor products ofMCλ with simple graded finite-dimensional
sl2(C)-modules. We first decompose MCλ ⊗ V (2), as the sum of simple graded sub-
modules. Then we use this result to find the decompositions of MCλ ⊗ V (n).
7.1 Tensor products of MCλ and V (2)
We start with studying the tensor product of the module MCλ and V (2). We chose
V (2) because the simple decomposition MCλ ⊗V (2) could provide us with new simple
graded sl2(C)-modules, in addition to MCλ . Without loss of generality, we will consider
the module V (2) as the adjoint module of sl2(C). Clearly, this inherits a Z22-grading
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from sl2(C) itself. Actually, each V (2n) can be endowed by a Z2-grading, as shown
in [EK15]. In Section 4.1 we gave an explicit description of these gradings.
Recall that we use the term ”Casimir constants” to refer to the Casimir eigenval-
ues.
We will use the standard basis {x, h, y} of sl2(C) as the basis of V (2). If λ ∈ C,
then we define the module
L(λ,2) := M
C
λ ⊗ V (2). (7.1)
Hence, any element z ∈ L(λ,2), z can be written as
z = f1(h)⊗ x+f2(h)B ⊗ x+ f3(h)⊗ h+ f4(h)B ⊗ h (7.2)
+f5(h)⊗ y + f6(h)B ⊗ y.
For simplicity, we will write the element z in (7.2) as
z = ( f1(h), f2(h), f3(h), f4(h), f5(h), f6(h) ) .
Occasionally, we will use both notations, as needed.
An important fact which we will be using is the following theorem due to
B. Kostant [Kos75, Theorem 5.1].
Theorem 7.1.1. Let c be the Casimir element of U(sl2(C)), and let M be an sl2(C)-
module on which c acts as the scalar ρ. Then for any finite dimensional module V (n),
the element ∏
µi∈{n,n−2,...,−n}
(c− (√ρ+ µi)2)
annihilates the module M ⊗ V (n). 2
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7.1.1 Actions on L(λ,2)
The action of the elements h, x, y ∈ sl2(C) on the module L(λ,2) are given by the
following :
h.(f1(h), f2(h), f3(h), f4(h), f5(h), f6(h)) =
h.(f1(h)⊗ x+ f2(h)B ⊗ x+ f3(h)⊗ h+ f4(h)B ⊗ h
+ f5(h)⊗ y + f6(h)B ⊗ y)
= hf1(h)⊗ x+ 2f1(h)⊗ x+ hf2(h)B ⊗ x
+ 2f2(h)B ⊗ x+ hf3(h)⊗ h+ hf4(h)B ⊗ h
+ hf5(h)⊗ y − 2f5(h)⊗ y + hf6(h)B ⊗ y − 2f6(h)B ⊗ y
= (h+ 2)f1(h)⊗ x+ (h+ 2)f2(h)B ⊗ x+ hf3(h)⊗ h
+ hf4(h)B ⊗ h+ (h− 2)f5(h)⊗ y + (h− 2)f6(h)B ⊗ y
= ((h+ 2)f1(h), (h+ 2)f2(h), hf3(h), hf4(h),
(h− 2)f5(h), (h− 2)f6(h)).
Next,
x. (f1(h), f2(h), f3(h), f4(h), f5(h), f6(h))
= x. (f1(h)⊗ x+ f2(h)B ⊗ x+ f3(h)⊗ h+ f4(h)B ⊗ h
+ f5(h)⊗ y + f6(h)B ⊗ y)
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=(
1
2
(µ− h2 + 2h)f2(h− 2)− 2f3(h)
)
⊗ x
+
(
1
2
f1(h− 2)− 2f4(h)
)
B ⊗ x
+
(
1
2
(µh2 + 2h)f3(h− 2)
+f5(h))⊗ h+ (1
2
f3(h− 2) + f6(h)
)
B ⊗ h
+
(
1
2
(µ− h2 + 2h)f6(h− 2)
)
⊗ y +
(
1
2
f5(h− 2))B ⊗ y
)
=
(
1
2
(µ− h2 + 2h)f2(h− 2)− 2f3(h), 1
2
f1(h− 2)− 2f4(h) ,
1
2
(µh2 + 2h)f3(h− 2) + f5(h), 1
2
f3(h− 2) + f6(h) ,
1
2
(µ− h2 + 2h)f6(h− 2), 1
2
f5(h− 2)
)
.
Finally,
y. (f1(h), f2(h), f3(h), f4(h), f5(h), f6(h) ) =
x.(f1(h)⊗ x+ f2(h)B ⊗ x+ f3(h)⊗ h+ f4(h)B ⊗ h
+ f5(h)⊗ y + f6(h)B ⊗ y)
=
1
2
(µ− h2 − 2h)f2(h+ 2)⊗ x+ 1
2
f1(h+ 2)B ⊗ x
+(
1
2
(µh2 − 2h)f3(h+ 2)− f1(h))⊗ h+ (1
2
f3(h+ 2)− f2(h))B ⊗ h
+(
1
2
(µ− h2 − 2h)f6(h+ 2) + 2f3(h))⊗ y
+(
1
2
f5(h+ 2) + 2f4(h))B ⊗ y
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= (
1
2
(µ− h2 − 2h)f2(h+ 2), 1
2
f1(h+ 2),
1
2
(µh2 − 2h)f3(h+ 2)− f1(h), 1
2
f3(h+ 2)− f2(h),
1
2
(µ− h2 − 2h)f6(h+ 2) + 2f3(h), 1
2
f5(h+ 2) + 2f4(h) ) . (7.3)
The action of yx is also needed, which help us determine the action of the Casimir
element c. Using our previous computations, we have:
4yx. ( f1(h),f2(h), f3(h), f4(h), f5(h), f6(h) )
= ( (µ− h2 − 2h)f1(h)− 4(µ− h2 − 2h)f4(h+ 2),
(µ− h2 − 2h)f2(h)− 4f3(h+ 2),
(µ− h2 − 2h+ 8)f3(h) + 2(µ− h2 − 2h)f6(h+ 2)
− (µ− h2 + 2h)f2(h− 2), (7.4)
(µ− h2 − 2h+ 8)f4(h) + 2f5(h+ 2)− 2f1(h− 2),
(µ− h2 − 2h+ 8)f5(h) + 4(µ− h2 + 2h)f4(h− 2),
(µ− h2 − 2h+ 8)f6(h) + 4f3(h− 2) ) .
Hence
c. ( f1(h),f2(h), f3(h), f4(h), f5(h), f6(h) ) (7.5)
= ( (4h+ µ+ 9)f1(h)− 4(µ− h2 − 2h)f4(h+ 2),
(4h+ µ+ 9)f2(h)− 4f3(h+ 2),
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(µ+ 9)f3(h) + 2(µ− h2 − 2h)f6(h+ 2)
− 2(µ− h2 + 2h)f2(h− 2),
(9 + µ)f4(h) + 2f5(h+ 2)− 2f1(h− 2),
(−4h+ µ+ 9)f5(h) + 4(µ− h2 + 2h)f4(h− 2),
(−4h+ µ+ 9)f6(h) + 4f3(h− 2) ) .
Let Lα be a maximal submodule of L(λ,2) where c acts as a scalar α. Then for any
f1(h), . . . , f6(h) ∈ C[h] such that
(f1(h), f2(h), f3(h), f4(h), f5(h), f6(h) ) ∈ Lα
we must have
(c− α). ( f1(h), f2(h), f3(h), f4(h), f5(h), f6(h) ) = 0. (7.6)
Using (7.5) and (7.6) we have the following two systems of equations,
(4h+ µ+ 9− α)f1(h)− 4(µ− h2 − 2h)f4(h+ 2) = 0, (7.7)
(µ+ 9− α)f4(h) + 2f5(h+ 2)− 2f1(h− 2) = 0, (7.8)
(−4h+ µ+ 9− α)f5(h) + 4(µ− h2 + 2h)f4(h− 2) = 0, (7.9)
and
(4h+ µ+ 9− α)f2(h)− 4f3(h+ 2) = 0, (7.10)
(µ+ 9− α)f3(h) + 2(µ− h2 − 2h)f6(h+ 2)− 2(µ− h2 + 2h)f2(h− 2) = 0, (7.11)
(−4h+ µ+ 9− α)f6(h) + 4f3(h− 2) = 0. (7.12)
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By equation (7.7) we have
f1(h− 2) = 4(µ− h
2 + 2h)f4(h)
4h+ µ+ 1− α , (7.13)
and by (7.9) we have
f5(h+ 2) =
−4(µ− h2 − 2h)f4(h)
−4h+ µ+ 1− α . (7.14)
Let f4(h) 6= 0. Applying (7.13) and (7.14) to (7.8) we have
α3 − (3µ+ 11)α2 + (3µ2 + 6µ+ 19)α− (µ3 − 5µ2 + 3µ+ 9) = 0, (7.15)
which implies that we have three solution of (7.15)
α1 = µ+ 1 = (
√
µ+ 1 + 0)2; (7.16)
α2 = µ+ 5 + 4
√
µ+ 1 = (
√
µ+ 1 + 2)2; (7.17)
α3 = µ+ 5− 4
√
µ+ 1 = (
√
µ+ 1− 2)2. (7.18)
This is in agreement with the values in Theorem 7.1.1.
In this case, we have
f1(h) =
4(µ− h2 − 2h)f4(h+ 2)
4h+ µ+ 9− α , (7.19)
and
f5(h) =
−4(µ− h2 + 2h)f4(h− 2)
−4h+ µ+ 9− α . (7.20)
Similarly, solving the second system of equations, we will get the same values of
α1, α2, and α3. Moreover, we have
f2(h) =
4f3(h+ 2)
4h+ µ+ 9− α, (7.21)
and
f6(h) =
−4f3(h− 2)
−4h+ µ+ 9− α. (7.22)
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7.1.2 The submodule L˜0 where c acts as a scalar µ+ 1
Let µ 6= 0, and α = µ+ 1 (the Casimir constant related to the weight 0). In this case,
we have
f1(h) =
(µ− h2 − 2h)f4(h+ 2)
h+ 2
, (7.23)
f5(h) =
(µ− h2 + 2h)f4(h− 2)
h− 2 , (7.24)
f2(h) =
f3(h+ 2)
h+ 2
, (7.25)
f6(h) =
f3(h− 2)
h− 2 . (7.26)
Since µ 6= 0 and f1(h), f2(h), f5(h), f6(h) ∈ C[h], it follows that f3(h) and f4(h) must
belong to C[h].h.
Let L˜0 = L
µ+1 be the submodule of L(λ,2) consisting of all eigenvectors of c with
eigenvalue µ+ 1. Then any v ∈ L˜0 must be written as
v = ( (µ− h2 − 2h)g(h+ 2), f(h+ 2), hf(h), (7.27)
hg(h), (µ− h2 + 2h)g(h− 2), f(h− 2) )
for some f(h), g(h) ∈ C[h].
Proposition 7.1.2. Let µ 6= 0. Then L˜0 is isomorphic to MCλ .
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Proof. Define ϕ : MCλ −→ L˜0, where
ϕ(f(h) + g(h)B) = ( (µ− h2 − 2h)g(h+ 2), f(h+ 2), hf(h), (7.28)
hg(h), (µ− h2 + 2h)g(h− 2), f(h− 2) ) .
It easy to show that ϕ is a linear bijective map, hence it is enough to show that ϕ is
a module homomorphism. Let f(h), g(h) ∈ C[h], we have
ϕ(x.(f(h) + g(h)B)) = ϕ(
1
2
(µ− h2 + 2h)g(h− 2) + 1
2
f(h− 2)B)
= (
1
2
(µ− h2 − 2h)f(h), 1
2
(µ− h2 − 2h)g(h), 1
2
h(µ− h2 + 2h)g(h− 2),
1
2
hf(h− 2), 1
2
(µ− h2 + 2h)f(h− 4), 1
2
(µ− h2 + 6h− 8)g(h− 4) ) .
Also,
x.ϕ(f(h) + g(h)B) = x. ( ( (µ− h2 − 2h)g(h+ 2), f(h+ 2), hf(h),
hg(h), (µ− h2 + 2h)g(h− 2), f(h− 2) ) )
= (
1
2
(µ− h2 − 2h)f(h), 1
2
(µ− h2 − 2h)g(h), 1
2
h(µ− h2 + 2h)g(h− 2),
1
2
hf(h− 2), 1
2
(µ− h2 + 2h)f(h− 4), 1
2
(µ− h2 + 6h− 8)g(h− 4) )
=ϕ(x.(f(h) + g(h)B)).
Now
ϕ(y.(f(h) + g(h)B)) = ϕ(
1
2
(µ− h2 − 2h)g(h+ 2) + 1
2
f(h+ 2)B)
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= (
1
2
(µ− h2 − 2h)f(h+ 4), 1
2
(µ− h2 − 6h− 8)g(h+ 4),
1
2
h(µ− h2 − 2h)g(h+ 2), 1
2
hf(h+ 2),
1
2
(µ− h2 + 2h)f(h), 1
2
(µ− h2 + 2h)g(h) ) .
y.ϕ(f(h) + g(h)B) = y ( ( (µ− h2 − 2h)g(h+ 2), f(h+ 2), hf(h),
hg(h), (µ− h2 + 2h)g(h− 2), f(h− 2) ) )
= (
1
2
(µ− h2 − 2h)f(h+ 4), 1
2
(µ− h2 − 6h− 8)g(h+ 4), 1
2
h(µ− h2 − 2h)g(h+ 2),
1
2
hf(h+ 2),
1
2
(µ− h2 + 2h)f(h), 1
2
(µ− h2 + 2h)g(h) )
=ϕ(y.(f(h) + g(h)B)).
Again,
ϕ(h.(f(h) + g(h)B)) = ϕ(hf(h) + hg(h)B)
= ( (µ− h2 − 2h)(h+ 2)g(h+ 2), (h+ 2)f(h+ 2), h2f(h),
h2g(h), (µ− h2 + 2h)(h− 2)g(h− 2), (h− 2)f(h− 2) )
=h.ϕ(f(h) + g(h)B)
Hence MCλ
∼= L˜0.
7.1.3 The submodule L˜2 where c acts as a scalar µ+5+4
√
µ+ 1
Let α = µ+ 5 + 4
√
µ+ 1 (the Casimir constant related to the weight 2). Note that
(µ− h2 + 2h) = −(h− 1−
√
µ+ 1)(h− 1 +
√
µ+ 1),
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and
(µ− h2 − 2h) = −(h+ 1−
√
µ+ 1)(h+ 1 +
√
µ+ 1).
Hence, in this case we have
f1(h) =− (h+ 1 +
√
µ+ 1)f4(h+ 2), (7.29)
f5(h) =− (h− 1−
√
µ+ 1)f4(h− 2), (7.30)
f2(h) =
f3(h+ 2)
h+ 1−√µ+ 1 , (7.31)
f6(h) =
f3(h− 2)
h− 1 +√µ+ 1 . (7.32)
Since µ 6= 0 and f2(h), f6(h) ∈ C[h], it follows that f3(h) must belongs to C[h].(h −
1−√µ+ 1)(h+ 1 +√µ+ 1).
Let L˜2 = L
µ+5+4
√
µ+1 be the submodule of L(λ,2) consisting of all eigenvectors of c
with eigenvalue µ+ 5 + 4
√
µ+ 1. Then for any v ∈ L˜2, v must be written as
v = ( −(h+ 1 +
√
µ+ 1)g(h+ 2), (h+ 3 +
√
µ+ 1)f(h+ 2), (7.33)
(h− 1−
√
µ+ 1)(h+ 1 +
√
µ+ 1)f(h), g(h),
−(h− 1−
√
µ+ 1)g(h− 2), (h− 3−
√
µ+ 1)f(h− 2) )
for some f(h), g(h) ∈ C[h].
Proposition 7.1.3. Let µ 6= 0. Then L˜2 is isomorphic to MCλ+2.
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Proof. Note that in MCλ+2, the value
µ′ =(λ+ 2)2 + 2(λ+ 2)
=λ2 + 6λ+ 8
=µ+ 4
√
µ+ 1 + 4.
Define ϕ : MCλ+2 −→ L˜2, where
ϕ(f(h) + g(h)B) = ( − (h+ 1 +
√
µ+ 1)f(h+ 2),
−(h+ 3 +
√
µ+ 1)g(h+ 2),
− (h− 1−
√
µ+ 1)(h+ 1 +
√
µ+ 1)g(h), f(h),
− (h− 1−
√
µ+ 1)f(h− 2),
−(h− 3−
√
µ+ 1)g(h− 2) ) .
It easy to show that ϕ is a linear bijective map, hence it is enough to show that ϕ is
a module homomorphism. Let f(h), g(h) ∈ C[h]. Then
ϕ(x.(f(h)+g(h)B)) = ϕ(
1
2
(µ′ − h2 + 2h)g(h− 2) + 1
2
f(h− 2)B)
= ( −1
2
(h+ 1 +
√
µ+ 1)(µ′ − h2 − 2h)g(h),
−1
2
(h+ 3 +
√
µ+ 1)f(h),
−1
2
(h− 1−
√
µ+ 1)(h+ 1 +
√
µ+ 1)f(h− 2),
1
2
(µ′ − h2 + 2h)g(h− 2),
−1
2
(h− 1−
√
µ+ 1)(µ′ − h2 + 6h− 8)g(h− 4),
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−1
2
(h− 3−
√
µ+ 1)f(h− 4) ) ,
and
x.ϕ(f(h)+g(h)B) = x. ( − (h+ 1 +
√
µ+ 1)f(h+ 2),
−(h+ 3 +
√
µ+ 1)g(h+ 2),
−(h− 1−
√
µ+ 1)(h+ 1 +
√
µ+ 1)g(h),
f(h),−(h− 1−
√
µ+ 1)f(h− 2),
−(h− 3−
√
µ+ 1)g(h− 2) )
= ( −1
2
(h+ 1 +
√
µ+ 1)(µ− h2 − 2h+ 4 + 4
√
µ+ 1)g(h),
−1
2
(h+ 3 +
√
µ+ 1)f(h),
−1
2
(h− 1−
√
µ+ 1)(h+ 1 +
√
µ+ 1)f(h− 2),
−1
2
(h− 3−
√
µ+ 1)(h+ 1 +
√
µ+ 1)g(h− 2),
−1
2
(h− 5−
√
µ+ 1)(µ− h2 + 2h)g(h− 4),
−1
2
(h− 3−
√
µ+ 1)f(h− 4) )
Note that, in the first components,
µ′ − h2 − 2h = (µ+ 4
√
µ+ 1 + 4− h2 − 2h).
Also,
µ′ − h2 + 2h =− (h− 1−
√
µ′ + 1)(h− 1 +
√
µ′ + 1)
=− (h− 3−
√
µ+ 1)(h+ 1 +
√
µ+ 1).
106
Moreover,
(µ′ − h2 + 6h− 8) =(µ+ 4
√
µ+ 1− h2 + 6h− 4)
=− (h− 1 +
√
µ+ 1)(h− 5−
√
µ+ 1)
which make the fifth components in both equations equal. Hence ϕ(x.(f(h+g(h)B))) =
x.ϕ(f(h) + g(h)B). Now
ϕ(y.(f(h)+g(h)B)) = ϕ(
1
2
(µ
′ − h2 − 2h)g(h+ 2) + 1
2
f(h+ 2)B)
= ( −1
2
(h+ 1 +
√
µ+ 1)(µ′ − h2 − 6h− 8)g(h+ 4),
−1
2
(h+ 3 +
√
µ+ 1)f(h+ 4),
−1
2
(h− 1−
√
µ+ 1)(h+ 1 +
√
µ+ 1)f(h+ 2),
1
2
(µ′ − h2 − 2h)g(h+ 2),
−1
2
(h− 1−
√
µ+ 1)(µ′ − h2 + 2h)g(h),
−1
2
(h− 3−
√
µ+ 1)f(h) ) ,
y.ϕ(f(h)+g(h)B) = y ( − (h+ 1 +
√
µ+ 1)f(h+ 2),
−(h+ 3 +
√
µ+ 1)g(h+ 2),
−(h− 1−
√
µ+ 1)(h+ 1 +
√
µ+ 1)g(h),
f(h),−(h− 1−
√
µ+ 1)f(h− 2),
−(h− 3−
√
µ+ 1)g(h− 2) )
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= ( −1
2
(h+ 5 +
√
µ+ 1)(µ− h2 − 2h)g(h+ 4),
−1
2
(h+ 3 +
√
µ+ 1)f(h+ 4),
−1
2
(h− 1−
√
µ+ 1)(h+ 1 +
√
µ+ 1)f(h+ 2),
−1
2
(h+ 3 +
√
µ+ 1)(h− 1
√
µ+ 1)g(h+ 2),
−1
2
(h− 1−
√
µ+ 1)(µ− h2 + 2h+ 4 + 4
√
µ+ 1)g(h),
−1
2
(h− 3−
√
µ+ 1)f(h) ) .
Again, when we return to the value of µ′ = µ+ 4
√
µ+ 1 + 4, we find that
ϕ(y.(f(h+ g(h)B))) = y.ϕ(f(h) + g(h)B).
Finally,
ϕ(h.(f(h) + g(h)B)) =ϕ(hf(h) + hg(h)B)
= ( −(h+ 1 +
√
µ+ 1)(h+ 2)f(h+ 2),
−(h+ 3 +
√
µ+ 1)(h+ 2)g(h+ 2),
−h(h− 1−
√
µ+ 1)(h+ 1 +
√
µ+ 1)g(h),
hf(h),−(h− 1−
√
µ+ 1)(h− 2)f(h− 2),
−(h− 3−
√
µ+ 1)(h− 2)g(h− 2) )
=h.ϕ(f(h) + g(h)B)
Hence MCλ+2
∼= L˜2.
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7.1.4 The submodule L˜−2 where c acts as a scalar µ + 5 −
4
√
µ+ 1
Let µ 6= 0 and let α = µ+ 5− 4√µ+ 1 (the Casimir constant related the the weight
−2). Since
(µ− h2 + 2h) = −(h− 1−
√
µ+ 1)(h− 1 +
√
µ+ 1),
and
(µ− h2 − 2h) = −(h+ 1−
√
µ+ 1)(h+ 1 +
√
µ+ 1),
it follows that,
f1(h) = −(h+ 1−
√
µ+ 1)f4(h+ 2), (7.34)
f5(h) = −(h− 1 +
√
µ+ 1)f4(h− 2), (7.35)
f2(h) =
f3(h+ 2)
h+ 1 +
√
µ+ 1
, (7.36)
f6(h) =
f3(h− 2)
h− 1−√µ+ 1 . (7.37)
Since f2(h), f6(h) ∈ C[h], it follows that
f3(h) ∈ C[h].(h− 1 +
√
µ+ 1)(h+ 1−
√
µ+ 1).
Consider that L˜−2 = Lµ+5−4
√
µ+1 be the submodule of L(λ,2) consisting of all
eigenvectors of c with eigenvalue µ+ 5− 4√µ+ 1. Then for any v ∈ L˜−2, v must be
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written as
v = ( −(h+ 1−
√
µ+ 1)g(h+ 2), (h+ 3−
√
µ+ 1)f(h+ 2), (7.38)
(h− 1 +
√
µ+ 1)(h+ 1−
√
µ+ 1)f(h), g(h),
−(h− 1 +
√
µ+ 1)g(h− 2), (h− 3 +
√
µ+ 1)f(h− 2) )
for some f(h), g(h) ∈ C[h].
Proposition 7.1.4. L˜−2 is isomorphic to MCλ−2.
Proof. Note that in MCλ−2, the value
µ′ =(λ− 2)2 + 2(λ− 2)
=λ2 − 2λ = µ− 4
√
µ+ 1 + 4.
Define ϕ : MCλ−2 −→ L˜−2, where
ϕ(f(h) + g(h)B) = ( − (h+ 1−
√
µ+ 1)f(h+ 2),
−(h+ 3−
√
µ+ 1)g(h+ 2),
− (h− 1 +
√
µ+ 1)(h+ 1−
√
µ+ 1)g(h), f(h),
− (h− 1 +
√
µ+ 1)f(h− 2),
−(h− 3 +
√
µ+ 1)g(h− 2) ) .
It easy to show that ϕ is a linear bijective map, hence it is enough to show that ϕ is
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a module homomorphism. Let f(h), g(h) ∈ C[h], we have that
ϕ(x.(f(h) + g(h)B)) =ϕ(
1
2
(µ′ − h2 + 2h)g(h− 2) + 1
2
f(h− 2)B)
= ( −1
2
(h+ 1−
√
µ+ 1)(µ′ − h2 − 2h)g(h),
−1
2
(h+ 3−
√
µ+ 1)f(h),
−1
2
(h− 1 +
√
µ+ 1)(h+ 1−
√
µ+ 1)f(h− 2),
1
2
(µ′ − h2 + 2h)g(h− 2),
−1
2
(h− 1 +
√
µ+ 1)(µ′ − h2 + 6h− 8)g(h− 4),
−1
2
(h− 3 +
√
µ+ 1)f(h− 4) ) ,
and
x.ϕ(f(h)+g(h)B) = x. ( − (h+ 1−
√
µ+ 1)f(h+ 2),
−(h+ 3−
√
µ+ 1)g(h+ 2),
−(h− 1 +
√
µ+ 1)(h+ 1−
√
µ+ 1)g(h),
f(h),−(h− 1 +
√
µ+ 1)f(h− 2),
−(h− 3 +
√
µ+ 1)g(h− 2) )
= ( −1
2
(h+ 1−
√
µ+ 1)(µ− h2 − 2h+ 4− 4
√
µ+ 1)g(h),
−1
2
(h+ 3−
√
µ+ 1)f(h),
−1
2
(h− 1 +
√
µ+ 1)(h+ 1−
√
µ+ 1)f(h− 2),
−1
2
(h− 3 +
√
µ+ 1)(h+ 1−
√
µ+ 1)g(h− 2),
−1
2
(h− 5 +
√
µ+ 1)(µ− h2 + 2h)g(h− 4),
−1
2
(h− 3 +
√
µ+ 1)f(h− 4) )
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Note that, in the first components,
µ′ − h2 − 2h = (µ− 4
√
µ+ 1 + 4− h2 − 2h).
Also,
µ′ − h2 + 2h =− (h− 1 +
√
µ′ + 1)(h− 1−
√
µ′ + 1)
=− (h− 3 +
√
µ+ 1)(h+ 1−
√
µ+ 1).
Moreover,
(µ′ − h2 + 6h− 8) =(µ− 4
√
µ+ 1− h2 + 6h− 4)
=− (h− 1−
√
µ+ 1)(h− 5 +
√
µ+ 1)
which make the fifth components in both equations equal. Hence
ϕ(x.(f(h+ g(h)B))) = x.ϕ(f(h) + g(h)B).
Now
ϕ(y.(f(h)+g(h)B)) = ϕ(
1
2
(µ− h2 − 2h)g(h+ 2) + 1
2
f(h+ 2))
= ( −1
2
(h+ 1−
√
µ+ 1)(µ′ − h2 − 6h− 8)g(h+ 4),
−1
2
(h+ 3−
√
µ+ 1)f(h+ 4),
−1
2
(h− 1 +
√
µ+ 1)(h+ 1−
√
µ+ 1)f(h+ 2),
1
2
(µ′ − h2 − 2h)g(h+ 2),
−1
2
(h− 1 +
√
µ+ 1)(µ′ − h2 + 2h)g(h),
−1
2
(h− 3 +
√
µ+ 1)f(h) ) ,
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y.ϕ(f(h) + g(h)B) = y ( − (h+ 1−
√
µ+ 1)f(h+ 2),−(h+ 3−
√
µ+ 1)g(h+ 2),
−(h− 1 +
√
µ+ 1)(h+ 1−
√
µ+ 1)g(h), f(h),
−(h− 1 +
√
µ+ 1)f(h− 2),−(h− 3 +
√
µ+ 1)g(h− 2) )
= ( −1
2
(h+ 5−
√
µ+ 1)(µ− h2 − 2h)g(h+ 4),
−1
2
(h+ 3−
√
µ+ 1)f(h+ 4),
−1
2
(h− 1 +
√
µ+ 1)(h+ 1−
√
µ+ 1)f(h+ 2),
−1
2
(h+ 3−
√
µ+ 1)(h− 1 +
√
µ+ 1)g(h+ 2),
−1
2
(h− 1 +
√
µ+ 1)(µ− h2 + 2h+ 4− 4
√
µ+ 1)g(h),
−1
2
(h− 3−
√
µ+ 1)f(h) ) .
Again, when we return to the value of µ′ = µ− 4√µ+ 1 + 4, we find that
ϕ(y.(f(h+ g(h)B))) = y.ϕ(f(h) + g(h)B).
Finally,
ϕ(h.(f(h) + g(h)B)) =ϕ(hf(h) + hg(h)B)
= ( −(h+ 1−
√
µ+ 1)(h+ 2)f(h+ 2),
−(h+ 3−
√
µ+ 1)(h+ 2)g(h+ 2),
−h(h− 1 +
√
µ+ 1)(h+ 1−
√
µ+ 1)g(h),
hf(h),−(h− 1 +
√
µ+ 1)(h− 2)f(h− 2),
−(h− 3 +
√
µ+ 1)(h− 2)g(h− 2) )
=h.ϕ(f(h) + g(h)B)
Hence MCλ−2 ∼= L˜−2.
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Note another important result due to Kostant [Kos75, Corollary 5.5]):
Lemma 7.1.5. Let c be the Casimir element of U(sl2(C)), and let M be an sl2(C)-
module where c acts as the scalar ρ. Assume that the values of the Casimir constant
{
αi := (
√
ρ+ 2i)2 | i = −n,−n+ 1, . . . , n− 1, n}
are all distinct. Define
Pi = {z ∈M ⊗ V (n) | c.z = αiz} ,
such that if 0 6= Pi, Pi is the maximal submodule of M ⊗ V (n) in which c acts as the
scalar αi. Then
M ⊗ V (n) =
n⊕
i=−n
Pi.
2
Note that the values of the Casimir constant are not distinct in the cases when
µ = −1, 0.
The following theorem summarizes all results we had so far in this section.
Theorem 7.1.6. Let µ ∈ C\ {−1, 0} . Then
L(λ,2) = L˜2 ⊕ L˜0 ⊕ L˜−2 ∼= MCλ+2 ⊕MCλ ⊕MCλ−2.
2
7.1.5 Particular cases
If µ = 0, then all previous calculations of L˜0, L˜2, and L˜−2 still work. The submodule
L˜2 is still the maximal submodule of L(λ,2) on which c acts as the scalar µ + 5 +
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4
√
µ+ 1 = 9, but the difference is that L˜0, and L˜−2 are not maximal with respect to
the action of c. Our goal now is to find the maximal submodule on which c acts as
the scalar 1. In this case we have
f1(h) = −hf4(h+ 2), (7.39)
f5(h) = −hf4(h− 2), (7.40)
f2(h) =
f3(h+ 2)
h+ 2
, (7.41)
f6(h) =
f3(h− 2)
h− 2 . (7.42)
Since f5(h), f6(h) ∈ C[h], it follows that f3(h) must belong to C[h].h. Let L̂1 be the
submodule of L(λ,2) consisting of all eigenvectors of c with eigenvalue 1. Then for any
v ∈ L̂1, v must be written as
v = ( − hg(h+ 2), f(h+ 2), hf(h), (7.43)
g(h),−hg(h− 2), f(h− 2) )
for some f(h), g(h) ∈ C[h]. It is clear that L˜0 and L˜−2 are submodules of the module
L̂1.
The second particular case is when µ = −1 (λ = −1). All of the previous cal-
culations for L˜0, L˜2, and L˜−2 work also in this case. The submodule L˜0 is still the
maximal submodule of L(λ,2) on which c acts as the scalar µ+1 = 0. The modules L˜2,
and L˜−2 have the same Casimir constant equal to 4. Now we will find the maximal
submodule on which c acts as the scalar 4. We have
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f1(h) = −(h+ 1)f4(h+ 2), (7.44)
f5(h) = −(h− 1)f4(h− 2), (7.45)
f2(h) =
f3(h+ 2)
h+ 1
, (7.46)
and
f6(h) =
f3(h− 2)
h− 1 . (7.47)
Since f2(h), f6(h) ∈ C[h], also f3(h) must belong to C[h].(h−1)(h+1). Let L̂4 be the
subset of L(λ,2) of all elements such that c acts as the scalar 1. Then for any v ∈ L̂4,
v must be written as
v = ( −(h+ 1)g(h+ 2), (h+ 3+)f(h+ 2), (7.48)
(h− 1−)(h+ 1 +
√
µ+ 1)f(h), g(h),
−(h− 1)g(h− 2), (h− 3)f(h− 2) )
for some f(h), g(h) ∈ C[h]. which means that L̂4 = L˜2 = L˜−2.
Indeed, in the case when µ = −1, it is easy to find an element v ∈ L(λ,2) such that
c(c − 4).v 6= 0 (for example let v = 1 ⊗ h), which implies that L(λ,2) cannot be the
direct sum of L˜0 and L˜2.
The detailed structure of this module is as follows. Consider the submodule
U = c.L(λ,2). Then U has the Casimir constant 4. Then (c − 4).U 6= 0. Hence
W = c(c−4).L(λ,2) is a non-zero submodule of U which also has the Casimir constant
4, that is, (c−4).W = 0. Indeed, the submodule W is just the submodule L˜2( or L˜−2),
which is a simple submodule. Now consider the submodule T = (c− 4).L(λ,2). Then
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Figure 7.1: Submodules of L(λ,2) when µ = −1
T admits two of the Casimir constants, 0 and 4. The submodules S = (c− 4)2.L(λ,2)
and W are simple submodules of T , which are isomorphic to L˜0, L˜2 respectively.
Moreover, L(λ,2) = U ⊕ S.
Remark 7.1.7. This example shows that if we have Casimir constants which are not
distinct (that is, the hypotheses of Kostant’s Lemma 7.1.5 are not satisfied), then the
module may decompose as a decomposition of root spaces but not as a decomposition
of eigenspaces, see the enclosed picture.
The lattice of submodules of L(λ,2) when µ = −1 is shown in Figure 7.1.5.
7.2 Tensor products of MCλ and V (2n)
In this part, we will give a general result about the tensor products of the module
MCλ and a simple finite dimensional module whose highest weight is even. First we
quote a classical result (see, for example, the proof in [Maz09, Theorem 1.39]).
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Theorem 7.2.1. Consider simple finite dimensional modules V (n) and V (m), where
m ≤ n. Then
V (n)⊗ V (m) ∼=
m⊕
i=0
V (n+m− 2i).
2
Now let us define the module
L(λ,2n) = M
C
λ ⊗ V (2n), (7.49)
Our next theorem is a generalization of Corollary 7.1.6 to the module L(λ,n). The proof
of this theorem will follow the steps of [Maz09, Theorem 3.81] and [Nil15, Corollary
18].
Theorem 7.2.2. Let µ ∈ C\ {−1, 0} . Then
L(λ,2n) ∼=
2n⊕
i=0
MCλ+2n−2i.
Proof. Consider L = L(λ,2n) with λ ∈ C\ {−2,−1, 0}. We will prove our theorem
using induction on n. For n = 1 the result follows directly from Theorem 7.1.6.
For n ≥ 2, using Theorem 7.2.1, we have
V (2)⊗ V (2n− 2) ∼= V (2n)⊕ V (2n− 2)⊕ V (2n− 4). (7.50)
Now using (7.50), we have
MCλ ⊗ V (2)⊗ V (2n− 2) ∼=MCλ ⊗ (V (2n)⊕ V (2n− 2)⊕ V (2n− 4)) (7.51)
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∼=MCλ ⊗ V (2n)⊕MCλ ⊗ V (2n− 2)
⊕MCλ ⊗ V (2n− 4)
(by induction step ) ∼=MCλ ⊗ V (2n)⊕
2n−2⊕
i=0
MCλ+2n−2−2i
⊕
2n−4⊕
i=0
MCλ+2n−4−2i
=MCλ ⊗ V (2n)⊕MCλ+2n−2 ⊕ · · · ⊕MCλ−2n+2
⊕MCλ+2n−4 ⊕MCλ+2n−6 ⊕ · · ·
⊕MCλ−2n+6 ⊕MCλ−2n+4
Now using Theorem 7.1.6, we have
MCλ ⊗ V (2)⊗ V (2n− 2) ∼=(MCλ+2 ⊕MCλ ⊕MCλ−2)⊗ V (2n− 2) (7.52)
∼=MCλ+2 ⊗ V (2n− 2)⊕MCλ ⊗ V (2n− 2)
⊕MCλ−2 ⊗ V (2n− 2)
(by induction step) ∼=
2n−2⊕
i=0
MCλ+2n−2i ⊕
2n−2⊕
i=0
MCλ+2n−2−2i
⊕
2n−2⊕
i=0
MCλ+2n−4−2i
=MCλ+2n−2 ⊕ · · · ⊕MCλ−2n+6 ⊕MCλ−2n+4
⊕MCλ+2n−2 ⊕ · · · ⊕MCλ−2n+4 ⊕MCλ−2n+2
⊕MCλ+2n−4 ⊕ · · ·MCλ−2n+2 ⊕MCλ−2n
By Theorem 3.1.13, MCλ has a finite length (hence both Artinian and Noetherian).
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Then, Krull–Schmidt theorem applies (see e.g. [Jac09]). To complete the proof, it
remains to compare (7.51) and (7.52).
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