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ABSTRACT
This diploma thesis deals with statistical process control. Its goal is to analyze data from
real manufacturing process of the revolver molding machine. The analysis is accomplished
using the statistical hypothesis testing, the analysis of variance, the general linear model
and the analysis of the process capability. The analysis of the data is done in statistical
software Minitab 16.
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ABSTRAKT
Tématem této diplomové práce je statistická regulace výrobního procesu. Cílem bylo
analyzovat data z reálného technologického procesu revolverového vstřikovacího lisu.
Analýza byla provedena za užití statistického testování hypotéz, analýzy rozptylu, obec-
ného lineárního modelu a analýzy způsobilosti procesu. Analýza dat byla provedena ve
statistickém softwaru Minitab 16.
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INTRODUCTION
Manufacturing process control and quality assurance are elements of a quality ma-
nagement system, which is the set of policies, procedures, and processes used to
ensure the quality of a product or a service. It is widely acknowledged that qua-
lity management systems improve the quality of the products and services produ-
ced, thereby improving market share, sales growth, sales margins, and competitive
advantage, and helping to avoid litigation. Quality control methods in industrial
production were first developed by statistician W. Edwards Deming.
The International Organization for Standardization has outlined quality prin-
ciples and the procedures for implementing a quality management system in ISO
9000:2000, ISO 9001:2000 and other documents. These documents have become the
gold standards of best practices for ensuring quality and, in many fields, serve as
the basis for regulation.
An important element of quality assurance is the collection and analysis of data
that measure the quality of the raw materials, components, products, and assembly
processes.
Statistical Process Control (SPC) is an effective method of monitoring a pro-
duction process through the use of control charts. By collecting in-process data or
random samples of the output at various stages of the production process, one can
detect variations or trends in the quality of the materials or processes that may affect
the quality of the end product. Because data are gathered during the production
process, problems can be detected and prevented much earlier than methods that
only look at the quality of the end product. Early detection of problems through
SPC can reduce wasted time and resources and may detect defects that other me-
thods would not. Additionally, production processes can be streamlined through the
identification of bottlenecks, wait times, and other sources of delay by use of SPC.
In this diploma thesis we will process the data from concrete technological process
to determine whether our data are influenced by some of the observed factors.
The mathematical theory used to analyze the process is described in first chapters.
For the data processing is used statistical hypothesis testing. Big part of the theory
is focused on the analysis of variance, the general linear model and the capability of
the process, as the most important parts of the statistical process control analysis,
[1] and [2].
The practical part of the diploma thesis is application of the theory, which is
introduced in the previous chapters. The analysis is done in statistical software
Minitab 16. In Minitab we will be using the Quality Tools and the ANOVA.
8
1 BASIC DEFINITIONS
1.1 Probability space, random variable
The nonempty set Ω of all the possible outcomes 𝜔 of an experiment is called the
sample space of the experiment and its subsets are denoted as events.
A 𝜎-algebra is a collection 𝒰 of subsets of Ω with these properties:
(i) ∅, Ω ∈ 𝒰 .
(ii) If 𝐴 ∈ 𝒰 , then 𝐴𝐶 ∈ 𝒰 .
(iii) If 𝐴1, 𝐴2, . . . ∈ 𝒰 , then ∞⋂︁
𝑘=1
𝐴𝑘,
∞⋃︁
𝑘=1
𝐴𝑘 ∈ 𝒰 .
Where 𝐴𝐶 = Ω− 𝐴 is the complement of 𝐴.
Let 𝒰 be a 𝜎-algebra of subset of Ω. We call 𝑃 : 𝒰 → [0, 1] a probability measure
provided:
(i) 𝑃 (∅) = 0, 𝑃 (Ω) = 1.
(ii) If 𝐴1, 𝐴2, . . . ∈ 𝒰 , then
𝑃
(︃ ∞⋃︁
𝑘=1
𝐴𝑘
)︃
≤
∞∑︁
𝑘=1
𝑃 (𝐴𝑘) .
(iii) If 𝐴1, 𝐴2, . . . are disjoint sets in 𝒰 , then
𝑃
(︃ ∞⋃︁
𝑘=1
𝐴𝑘
)︃
=
∞∑︁
𝑘=1
𝑃 (𝐴𝑘) .
It holds that if 𝐴,𝐵 ∈ 𝒰 , then 𝐴 ⊆ 𝐵 implies 𝑃 (𝐴) ≤ 𝑃 (𝐵).
A triple (Ω,𝒰 , 𝑃 ) is called a probability space provided Ω is any set, 𝒰 is a 𝜎
algebra of subsets of Ω, and 𝑃 is a probability measure on 𝒰 .
A set 𝐴 ∈ 𝒰 is called an event; points 𝜔 ∈ Ω are sample points. 𝑃 (𝐴) is a
probability of the event 𝐴. A property which is true except for an event of probability
zero is said to hold almost surely (usually abbreviated “a.s.“ ).
Let (Ω,𝒰 , 𝑃 ) be a probability space. A mapping
𝑋 : Ω → R𝑛
is called an 𝑛-dimensional random variable if for each 𝐵 ∈ ℬ, where ℬ denotes the
collection of Borel subsets of R𝑛, which is the smallest 𝜎-algebra of subsets of R𝑛
containing all open sets, we have
𝑋−1(𝐵) ∈ 𝒰 .
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We equivalently say that 𝑋 is 𝒰 -measurable.
Distribution function of random variable 𝑋 is real function
𝐹 (𝑥) = 𝑃 {𝑋 < 𝑥} = 𝑃 {𝑋 ∈ (−∞, 𝑥)} ,
∀𝑥 ∈ (−∞,∞) with following properties:
(i) 𝐹 is non-decreasing,
(ii) 𝐹 is right-continuous,
(iii) lim𝑥→∞ 𝐹 (𝑥) = 1, lim𝑥→−∞ 𝐹 (𝑥) = 0,
(iv) 𝑃 (𝑎 < 𝑋 ≤ 𝑏) = 𝐹 (𝑏)− 𝐹 (𝑎), 𝑎 < 𝑏,
(v) 𝑃 (𝑋 = 𝑥0) = 𝐹 (𝑥0)− lim𝑥→𝑥−0 𝐹 (𝑥),
(vi) 𝐹 has finite number of discontinuities on (−∞,∞),
(vii) ∀𝑥 ∈ (𝑅) : 0 ≤ 𝐹 (𝑥) ≤ 1.
Random variable 𝑋 is uniquely determined with its distribution function and its
probability distribution is given.
Random variable 𝑋 defined on probability space (Ω,𝒜, 𝑃 ) is discrete, if there
exists countable set 𝑀 ⊂ R such that ∑︀𝑥∈𝑀 𝑃 (𝑋 = 𝑥) = 1. Set 𝑀 is then called
the range of discrete random variable 𝑋 and function 𝑝(𝑥) = 𝑃 (𝑋 = 𝑥), 𝑥 ∈𝑀 and
𝑝(𝑥) = 0, 𝑥 ∈ R−𝑀 is called probability function and we denote 𝑋 ∼ (𝑀, 𝑝).
Probability function has following properties:
(i) 𝑝(𝑥) ≥ 0, 𝑥 ∈ R, ∑︀𝑥∈𝑀 𝑝(𝑥) = 1,
(ii) 𝑃 (𝑋 ∈ 𝐵) =∑︀𝑥∈𝐵∩𝑀 𝑝(𝑥), 𝐵 ∈ ℬ,
(iii) 𝐹 (𝑥) =
∑︀
𝑡∈(−∞,𝑥)∩𝑀 𝑝(𝑡).
Random variable 𝑋 is continuous, if there exists non-negative function 𝑓 such
that
∫︀∞
−∞ 𝑓(𝑥) d𝑥 = 1 and it holds for distribution function 𝐹 (𝑥) =
∫︀ 𝑥
−∞ 𝑓(𝑡) d𝑡.
Function 𝑓 is then called probability density function of random variable 𝑋.
Probability density function has following properties
(i) 𝑃 (𝑎 ≤ 𝑋 ≤ 𝑏) = ∫︀ 𝑏
𝑎
𝑓(𝑥) d𝑥, 𝑎 < 𝑏,
(ii) 𝑃 (𝑋 = 𝑥) = 0, ∀𝑥 ∈ R,
(iii) 𝑃 (𝑋 ∈ 𝐵) = ∫︀
𝐵
𝑓(𝑥) d𝑥, for any 𝐵 ⊂ ℬ,
(iv) 𝐹 ′(𝑥) = 𝑓(𝑥), if the derivative exists,
(v) distribution function 𝐹 (𝑥) is absolutely continuous.
The location of the probability distribution of random variable is characterized
by its expected value. The expected value of a random variable 𝑋 is denoted as
𝐸(𝑋). We define the expected value:
𝐸(𝑋) =
∑︁
𝑥
𝑥𝑝(𝑥),
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in case the random variable 𝑋 is discrete,
𝐸(𝑋) =
∫︁ ∞
−∞
𝑥𝑓(𝑥) d𝑥,
in case the random variable 𝑋 is continuous.
Expected value has properties:
(i) 𝐸(𝑎𝑋 + 𝑏) = 𝑎𝐸(𝑋) + 𝑏 for any 𝑎, 𝑏 ∈ R,
(ii) 𝐸(
∑︀𝑛
𝑖=1𝑋𝑖) =
∑︀𝑛
𝑖=1𝐸(𝑋𝑖) for random variables 𝑋1, 𝑋2, . . . , 𝑋𝑛.
The spread or dispersion of a probability distribution of random variable can be
measured by the variance. Variance is denoted by 𝐷(𝑋). We define the variance:
𝐷(𝑋) =
∑︁
𝑥
(𝑥− 𝐸(𝑋))2𝑝(𝑥),
in case the random variable 𝑋 is discrete,
𝐷(𝑋) =
∫︁ ∞
−∞
(𝑥− 𝐸(𝑋))2𝑓(𝑥) d𝑥,
in case the random variable 𝑋 is continuous.
We can rewrite the variance as 𝐷(𝑋) = 𝐸([𝑋−𝐸(𝑥)]2). Variance has properties:
(i) 𝐷(𝑋) ≥ 0,
(ii) 𝐷(𝑎𝑋 + 𝑏) = 𝑎2𝐷(𝑋) for any 𝑎, 𝑏 ∈ (𝑅);
(iii) 𝐷(
∑︀𝑛
𝑖=1𝑋𝑖 =
∑︀𝑛
𝑖=1𝐷(𝑋𝑖)) for independent random variables 𝑋1, 𝑋2, . . . , 𝑋𝑛.
Standard deviation of random variable𝑋 is defined as 𝜎(𝑋) =
√︀
𝐷(𝑋). Standard
deviation has following properties:
(i) 𝜎(𝑋) ≥ 0,
(ii) 𝜎(𝑎𝑋 + 𝑏) = |𝑎|𝜎(𝑋) for any 𝑎, 𝑏 ∈ R.
The relationship between two random variables 𝑋 and 𝑌 is expressed by covari-
ance cov(𝑋, 𝑌 ) = 𝐸([𝑥−𝐸(𝑋)][𝑦−𝐸(𝑌 )]) = 𝐸(𝑋𝑌 )−𝐸(𝑋)𝐸(𝑌 ), with properties
(i) cov(𝑋, 𝑌 ) = cov(𝑌,𝑋),
(ii) cov(𝑋,𝑋) = 𝐷(𝑋),
(iii) 𝐷(𝑋 + 𝑌 ) = 𝐷(𝑋) + 𝐷(𝑌 ) + 2cov(𝑋, 𝑌 ),
(iv) if 𝑋 and 𝑌 are independent, then cov(𝑋, 𝑌 ) = 0,
(v) cov(𝑎𝑋 + 𝑏, 𝑐𝑌 + 𝑑) = 𝑎𝑐cov(𝑋, 𝑌 ) for any 𝑎, 𝑏, 𝑐, 𝑑 ∈ R.
Correlation coefficient indicates a linear relationship between two random vari-
ables 𝑋 and 𝑌
𝜌(𝑋, 𝑌 ) = cov
(︂
𝑋 − 𝐸(𝑋)
𝜎(𝑋)
,
𝑌 − 𝐸(𝑌 )
𝜎(𝑌 )
)︂
=
cov(𝑋, 𝑌 )
𝜎(𝑋)𝜎(𝑌 )
.
Properties of correlation coefficient are
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(i) 𝜌(𝑋, 𝑌 ) = 𝜌(𝑌,𝑋),
(ii) 𝜌(𝑋,𝑋) = 𝜌(𝑌, 𝑌 ) = 1,
(iii) −1 ≤ 𝜌(𝑋, 𝑌 ) ≤ 1,
(iv) 𝜌(𝑎𝑋 + 𝑏, 𝑐𝑌 + 𝑑) = 𝑎𝑐|𝑎𝑐|𝜌(𝑋, 𝑌 ) for any 𝑎, 𝑏, 𝑐, 𝑑 ∈ R, 𝑎𝑐 ̸= 0,
(v) 𝑌 = 𝑎𝑋 + 𝑏⇔ |𝜌(𝑋, 𝑌 )| = 1, 𝑎, 𝑏 ∈ R, 𝑎 ̸= 0,
(vi) if 𝑋 and 𝑌 are independent, then 𝜌(𝑋, 𝑌 ) = 0.
If 𝜌(𝑋, 𝑌 ) = 0, then we say that random variables 𝑋 and 𝑌 are uncorrelated.
However independent random variables are uncorrelated, uncorrelated random vari-
ables do not have to be independent. But uncorrelated normally distributed random
variables are also independent.
1.2 Random sample
In statistics, a sample is a subject chosen from a population for investigation. In
random sampling we are taking a number of independent observations from the
same probability distribution. Let 𝑋1, . . . , 𝑋𝑛 be a sequence of independent random
variables with same distribution 𝑄. Then we say 𝑋1, . . . , 𝑋𝑛 is random sample with
distribution 𝑄. 𝑛 is the range of the random sample. We define the sample mean
𝑋 =
1
𝑛
𝑛∑︁
𝑖=1
𝑋𝑖,
the sample variance
𝑆2 =
1
𝑛− 1
𝑛∑︁
𝑖−1
(𝑋𝑖 −𝑋)2,
and the sample standard deviation
𝑆 =
√
𝑆2.
If random variable 𝑋 has expected value 𝐸(𝑋) then it holds
𝐸(𝑋) = 𝐸(𝑋).
If random variable 𝑋 has variance 𝐷(𝑋) then it holds
𝐷(𝑋) =
𝐷(𝑋)
𝑛
.
1.3 Important types of continuous probability dis-
tribution
Before stating the important types of probability distribution of continuous random
variable, we have to recall basic knowledges about gamma function.
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For 𝑎 > 0 we define gamma function Γ(𝑎) as
Γ(𝑎) =
∫︁ ∞
0
𝑥𝑎−1 exp−𝑥d𝑥.
Most often are used these properties of gamma function:
• Γ(𝑎 + 1) = 𝑎Γ(𝑎),
• Γ(1
2
) =
√
𝜋,
• Γ(𝑛) = (𝑛− 1)!, 𝑛 ∈ N.
One of the most important distribution is normal distribution. We say random
variable 𝑋 is normally distributed with parameters 𝜇 ∈ R and 𝜎2 ≥ 0 if its proba-
bility density function is
𝑓(𝑥) =
1√
2𝜋𝜎
exp
{︂
−(𝑥− 𝜇)
2
2𝜎2
}︂
.
Then we denote 𝑋 ∼ 𝑁(𝜇, 𝜎2) and it holds E(𝑋) = 𝜇, D(𝑋) = 𝜎2. In case 𝜇 = 0
and 𝜎2 = 1 we call the distribution standard normal distribution. Then we write
𝑋 ∼ 𝑁(0, 1) and we denote the probability density function 𝜙 and distribution
function Φ
𝜙(𝑥) =
1√
2𝜋
e−𝑥
2/2, Φ(𝑥) =
∫︁ 𝑥
−∞
𝜙(𝑡)d𝑡.
Example of normal distribution with the same mean and different variances is
shown on figure, Fig. 1.1.
Fig. 1.1: Probability density function of normal distribution
13
Let 𝑎 > 0, 𝑝 > 0. Then we say random variable has Gamma distribution 𝐺(𝑎, 𝑝)
with probability density function
𝑓(𝑥) =
𝑎𝑝
Γ(𝑝)
e−𝑎𝑥𝑥𝑝−1, 𝑥 > 0,
so
𝜇′1 =
𝑝
𝑎
, 𝜎2 =
𝑝
𝑎2
, 𝜓(𝑡) = (
𝑎
𝑎− i𝑡)
𝑝.
Fig. 1.2: Probability density function of Gamma distribution
Let 𝑛 ≥ 0. Distribution t with 𝑛 degrees of freedom said Student distribution is
denoted as 𝑡𝑛 with probability distribution function
𝑓(𝑥) =
Γ(𝑛+1
2
)
Γ(𝑛
2
√
𝜋𝑛)
(1 +
𝑥2
𝑛
)−
𝑛+1
2 .
If 𝑛 > 1 there exists 𝜇′1 and it holds 𝜇′1 = 0. If 𝑛 > 2 there exists finite variance
𝜎2 = 𝑛/(𝑛− 2).
1.4 Statistical hypothesis testing
While observing random variable we are often forced to verify assumptions about
its characteristics from the observed values.
Statistical hypothesis is a statement about parameters of probability distribution
of observed random variable 𝑋. A method used to verify statistical hypothesis is
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Fig. 1.3: Probability density function of Student´s distribution
called a statistical hypothesis test. Tested hypothesis is called null hypothesis and
denoted 𝐻0. Against null hypothesis we choose alternative hypothesis 𝐻1. If 𝐻0 is
hypothesis that parameter 𝜗 has value 𝜗0, we write 𝐻 : 𝜗 = 𝜗0. An alternative
hypothesis is then either two-sided hypothesis 𝐻1 : 𝜗 ̸= 𝜗0 or one-sided hypothesis
𝐻1 : 𝜗 > 𝜗0 resp. 𝐻1 : 𝜗 < 𝜗0.
For testing hypothesis 𝐻 : 𝜗 = 𝜗0 against some alternative hypothesis 𝐻1 we
state relevant test statistic 𝑇 (𝑋1, . . . , 𝑋𝑛), denoted as a test criteria. The distribu-
tion of the test criteria 𝑇 (𝑋1, . . . , 𝑋𝑛) partitions the possible values of 𝑇 into those
for which the null hypothesis is rejected, the so called critical region 𝐶, and those
for which the null hypothesis is not rejected, 𝐶. Probability 𝛼, that the test criteria
𝑇 (𝑋1, . . . , 𝑋𝑛) values belong to the critical region 𝐶 is called significance level. It
holds for the significance level 𝛼 ∈ (0, 1) and common values are 0, 05 and 0, 01. The
null hypothesis is rejected, if the observed value 𝑡 of the test criteria 𝑇 (𝑋1, . . . , 𝑋𝑛)
is in the critical region, 𝑡 ∈ 𝐶, and it is not rejected, if the observed value 𝑡 is not
in the critical region, 𝑡 ∈ 𝐶. The decision to not reject hypothesis does not mean
its acceptance. While testing statistical hypothesis 𝐻0, there exists possibility two
errors can occur:
1. Error of the first kind occur if the hypothesis 𝐻0 is true, but 𝑡 ∈ 𝐶, so we
reject it. Probability of this error is the significance level 𝛼 = 𝑃 (𝑇 ∈ 𝐶|𝐻0).
2. Error of the second kind occur if the hypothesis 𝐻0 is not true, but 𝑡 /∈ 𝐶
so we do not reject if. Probability of this error is 𝛽 = 𝑃 (𝑇 /∈ 𝐶|𝐻1) and
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probability 1− 𝛽 = 𝑃 (𝑇 ∈ 𝐶|𝐻1) is so called power of the statistical test.
𝐻0 is true 𝐻1 is true
𝐻0 is accepted Right decision Error of the second kind
𝐻0 is rejected Error of the first kind Right decision
1.5 t-test
The t-test is a statistical hypothesis test, where the test criteria follows the Student’s
distribution. The t-test is mainly used to
• A one-sample location test of whether the mean of a normally distributed
population has a value specified in a null hypothesis, 𝐻0 : 𝜇 = 𝜇0.
• A two sample location test of the null hypothesis that the means of two nor-
mally distributed populations are equal, 𝐻0 : 𝜇1 = 𝜇2.
• A test of the null hypothesis that the difference between two responses mea-
sured on the same statistical unit has a mean value of zero.
• A test of whether the coefficients of the linear regression have value specified
in a null hypothesis, 𝐻0 : 𝛽 = 𝛽0.
1.6 F-test
The F-test is any statistical test in which the test statistic follows the F-distribution
under the null hypothesis. It is most often used to
• The hypothesis that the means of several normally distributed populations, all
having the same standard deviation, are equal. This is perhaps the best-known
F-test, and plays an important role in the analysis of variance.
• The hypothesis that a proposed linear regression model fits the data well.
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2 ANALYSIS OF VARIANCE
The analysis of variance is a method used to compare the mean of several populati-
ons. This technique separates the variability of data amongst the different factors. It
helps test certain hypothesis concerning the parameters of the model, or estimates
the components of the variance.
Analysis of variance is separated into groups according to the number of influ-
encing categorical factors. In case of one factor we speak of one-way analysis of
variance, in case of two we speak of two-way analysis of variance.
Moreover, there are two different situations with respect to the treatment effects.
The fixed effect model, for which is the treatment specifically chosen. Then we test
hypothesis about the treatment means and our conclusions apply only to the factor
levels considered in the analysis. In the random effects model are the treatments
a random sample from a larger population of treatments. Here the parameters are
random variables, and knowledge about the particular ones investigated is relatively
useless. Instead, we test hypotheses about the variability of the parameters and we
try to estimate them.
2.1 Two-way ANOVA with interactions
Suppose there are two factors 𝐴 and 𝐵 influencing certain random variable 𝑌 . Factor
𝐴 has 𝐼 levels 𝐴1, 𝐴2,. . . , 𝐴𝐼 , factor 𝐵 has 𝐽 levels 𝐵1, 𝐵2, . . ., 𝐵𝐽 .
The observations can be described by the linear statistical model
𝑌𝑖𝑗𝑘 = 𝜇 + 𝛼𝑖 + 𝛽𝑗 + 𝜆𝑖𝑗 + 𝜖𝑖𝑗𝑘, 𝑖 = 1, . . . , 𝐼, 𝑗 = 1, . . . , 𝐽, 𝑘 = 1, . . . , 𝐾, (2.1)
where 𝜇 is a parameter called overall mean, 𝛼𝑖 is the treatment effect of the 𝑖−th
level of the row factor 𝐴, 𝛽𝑗 the treatment effect of the 𝑗−th level of the column
factor 𝐵, 𝜆𝑖𝑗 is the effect of the interaction between 𝛼𝑖 and 𝛽𝑗, and 𝜖𝑖𝑗 is a random
error component.
Our task is to test the hypotheses about the treatment effects and estimate them.
For hypothesis testing is necessary to assume the model errors to be normally and
independently distributed random variables with zero mean and variance 𝜎2. The
variance is assumed to be constant for all levels of the factors. That implies that the
observation of the influenced random variable is normally distributed and that the
observations are mutually independent.
In model (2.1) is possible to test following null hypotheses:
• equality of row treatment effects
𝐻0 : 𝛼1 = 𝛼2 = . . . = 𝛼𝐼 = 0
𝐻1 : at least one 𝛼𝑖 ̸= 0
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• equality of column treatment effects
𝐻0 : 𝛽1 = 𝛽2 = . . . = 𝛽𝐽 = 0
𝐻1 : at least one 𝛽𝑖 ̸= 0
• equality of interaction in between row and column treatment effects
𝐻0 : 𝜆11 = . . . = 𝛽𝐼𝐽 = 0
𝐻1 : at least one 𝜆𝑖𝑗 ̸= 0.
The right way to test these hypotheses is the analysis of variance.
In the fixed effects model the treatments effects are defined as deviation from
the overall mean, so
∑︀𝐼
𝑖=1 𝛼𝑖 = 0,
∑︀𝐽
𝑗=1 𝛽𝑗 = 0,
∑︀𝐼
𝑖=1 𝜆𝑖𝑗 = 0 𝑗 = 1, . . . , 𝐽 and∑︀𝐽
𝑗=1 𝜆𝑖𝑗 = 0 𝑖 = 1, . . . , 𝐼.
We denote 𝑛 = 𝐼𝐽𝐾 the total number of the observations of random variables
𝑌𝑖𝑗𝑘 and we define the row, column, cell and grand averages
𝑌𝑖𝑗. =
∑︀𝐾
𝑘=1 𝑌𝑖𝑗𝑘 𝑦𝑖𝑗. =
𝑌𝑖𝑗.
𝐾
𝑌𝑖.. =
∑︀𝐽
𝑗=1
∑︀𝐾
𝑘=1 𝑌𝑖𝑗𝑘 𝑦𝑖.. =
𝑌𝑖..
𝐽𝐾
𝑌.𝑗. =
∑︀𝐼
𝑖=1
∑︀𝐾
𝑘=1 𝑌𝑖𝑗𝑘 𝑦.𝑗. =
𝑌.𝑗.
𝐼𝐾
𝑌... =
∑︀𝐼
𝑖=1
∑︀𝐽
𝑗=1
∑︀𝐾
𝑘=1 𝑌𝑖𝑗𝑘 𝑦... = 𝑦 =
𝑌...
𝑛
(2.2)
The „dot“ subscript notation implies summation over the subscript that it replaces.
The term analysis of variance was induced form special technique, when the total
sum of squares is partitioned into components with known variability 𝑆𝐴, 𝑆𝐵, 𝑆𝐴𝐵
and component with unknown variability 𝑆𝑒, which is supposed to be random. This
partition is used for statistical hypothesis testing.
Partition of sum of squares can be expressed as
𝑆𝑇 = 𝑆𝐴 + 𝑆𝐵 + 𝑆𝐴𝐵 + 𝑆𝑒, (2.3)
where the total sum of squares
𝑆𝑇 =
𝐼∑︁
𝑖=1
𝐽∑︁
𝑗=1
𝐾∑︁
𝑘=1
(𝑌𝑖𝑗𝑘 − 𝑦...)2 =
𝐼∑︁
𝑖=1
𝐽∑︁
𝑗=1
𝐾∑︁
𝑘=1
𝑌 2𝑖𝑗𝑘 − 𝑛𝑦...,
sum of squares due to the factor 𝐴
𝑆𝐴 = 𝐽𝐾
𝐼∑︁
𝑖=1
(𝑦𝑖.. − 𝑦...)2 = 𝐽𝐾
𝐼∑︁
𝑖=1
𝑦2𝑖.. − 𝑛𝑦2...,
sum of squares due to the factor 𝐵
𝑆𝐵 = 𝐼𝐾
𝐽∑︁
𝑗=1
(𝑦.𝑗. − 𝑦...)2 = 𝐼𝐾
𝐽∑︁
𝑗=1
𝑦2.𝑗. − 𝑛𝑦2...,
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residual sum of squares
𝑆𝑒 =
𝐼∑︁
𝑖=1
𝐽∑︁
𝑗=1
𝐾∑︁
𝑘=1
(𝑌𝑖𝑗𝑘 − 𝑦𝑖𝑗.)2 =
𝐼∑︁
𝑖=1
𝐽∑︁
𝑗=1
𝐾∑︁
𝑘=1
𝑌 2𝑖𝑗𝑘 −𝐾
𝐼∑︁
𝑖=1
𝐽∑︁
𝑗=1
𝑦2𝑖𝑗.,
sum of squares due to the interaction between 𝐴 and 𝐵
𝑆𝐴𝐵 = 𝑆𝑇 − 𝑆𝐴 − 𝑆𝐵 − 𝑆𝑒.
The ratio between sum of squares and associated degrees of freedom
𝑀𝑆𝐴 =
𝑆𝐴
𝐼 − 1 ,
𝑀𝑆𝐵 =
𝑆𝐵
𝐽 − 1 ,
𝑀𝑆𝐴𝐵 =
𝑆𝐴𝐵
(𝐼 − 1)(𝐽 − 1) ,
𝑀𝑆𝑒 =
𝑆𝑒
𝑛− 𝐼𝐽 ,
are quantities called mean squares. The expected value of the mean squares are
E(𝑀𝑆𝐴) = E
(︂
𝑆𝐴
𝐼 − 1
)︂
= 𝜎2 +
𝐽𝐾
∑︀𝐼
𝑖=1 𝛼
2
𝑖
𝐼 − 1 ,
E(𝑀𝑆𝐵) = E
(︂
𝑆𝐵
𝐽 − 1
)︂
= 𝜎2 +
𝐼𝐾
∑︀𝐽
𝑗=1 𝛽
2
𝑗
𝐽 − 1 ,
E(𝑀𝑆𝐴𝐵) = E
(︂
𝑆𝐴𝐵
(𝐼 − 1)(𝐽 − 1)
)︂
= 𝜎2 +
𝐾
∑︀𝐼
𝑖=1
∑︀𝐽
𝑗=1 𝜆
2
𝑖𝑗
(𝐼 − 1)(𝐽 − 1)
and
E(𝑀𝑆𝑒) = E
(︂
𝑆𝑒
𝑛− 𝐼𝐽
)︂
= 𝜎2.
If none of the treatment effects and the interaction are significant, which means
the null hypotheses of no row treatment effects, no column treatment effects and no
interaction are true, then 𝑀𝑆𝐴, 𝑀𝑆𝐵 , 𝑀𝑆𝐴𝐵 and 𝑀𝑆𝑒 are all unbiased estimates
𝜎2. If we assume that the model (2.1) is adequate and that the error terms 𝜖𝑖𝑗𝑘 are
normally and independently distributed with constant variance 𝜎2, then the test of
significance of each mean squares is ratio with respect to the residual mean squares.
Each of the ratios of mean squares is distributed as 𝐹 distribution with 𝐼 − 1,
𝐽 − 1 and (𝐼 − 1)(𝐽 − 1) numerator degrees of freedom, respectively, and 𝑛 − 𝐼𝐽
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Source of Sum of squares Degrees of freedom Mean squares 𝐹0
variation
Rows 𝑆𝐴 𝑓𝐴 = 𝐼 − 1 𝑀𝑆𝐴 = 𝑆𝐴𝑓𝐴 𝐹𝐴 =
𝑀𝑆𝐴
𝑀𝑆𝑒
Columns 𝑆𝐵 𝑓𝐵 = 𝐽 − 1 𝑀𝑆𝐵 = 𝑆𝐵𝑓𝐵 𝐹𝐵 =
𝑀𝑆𝐵
𝑀𝑆𝑒
Interaction 𝑆𝐴𝐵 𝑓𝐴𝐵 = (𝐼 − 1)(𝐽 − 1) 𝑀𝑆𝐴𝐵 = 𝑆𝐴𝐵𝑓𝐴𝐵 𝐹𝐵 =
𝑀𝑆𝐴𝐵
𝑀𝑆𝑒
Error 𝑆𝑒 𝑓𝑒 = 𝑛− 𝐼𝐽 𝑀𝑆𝑒 = 𝑆𝑒𝑓𝑒
Total 𝑆𝑇 𝑓𝑇 = 𝑛− 1
Tab. 2.1: The analysis of variance table
denominator degrees of freedom. The critical region would be the upper tail of the
𝐹 distribution. The test procedure is usually summarized in an analysis of variance
table, Table 2.1. For particular line is tested corresponding null hypothesis. In case
it holds for the test criteria
𝐹 > 𝐹1−𝛼(𝑓1, 𝑓2),
where 𝐹1−𝛼(𝑓1, 𝑓2) is (1 − 𝛼) - quantile of 𝐹 distribution with 𝑓1 and 𝑓2 degrees
of freedom, then hypothesis 𝐻0 is rejected on significance level 𝛼. If we accept the
alternative hypothesis, we have to test the so called contrasts; it means we are
looking for a pair, which is causing the influence of treatment effect. We are testing
the hypotheses 𝐻0 : 𝛼𝑖 = 𝛼𝑘 and 𝐻0 : 𝛽𝑖 = 𝛽𝑘 with the alternatives 𝐻1 : 𝛼𝑖 ̸= 𝛼𝑘 and
𝐻1 : 𝛽𝑖 = 𝛽𝑘. At the end is necessary to determine whether the variances 𝜎2 of the
random variances are the same. We are testing the hypothesis about the variances
equality. A widely used procedure is Bartlett’s test in case our data are normally
distributed, or Leven´s test in case of the data are not normal, but then we cannot
use analysis of variance.
In statistical softwares is used to be in this table column with 𝑝-values. 𝑃 -values
are used to test hypothesis without 𝐹1−𝛼-quantile. This 𝑝-value says the probability
of rejection the null hypothesis in case the null hypothesis holds. In case 𝑝 < 𝛼,
where 𝛼 is chosen significance level, is the null hypothesis rejected with probability
greater than (1− 𝛼)100% probability.
2.2 General linear model
Main advantage of using of the general linear model is to perform analysis of vari-
ance, analysis of covariance, and regression analysis on balanced or unbalanced data.
Balanced data means the data set with multiple factors contains the same number of
observations for each factor level or combination of factor levels. If the data set does
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not contain the same number of observations for each factor level or combination of
factor levels, we say the data are unbalanced.
Using the general linear model procedure to conduct an analysis of variance
tests the hypothesis that the means of several populations are equal. In this case,
the general linear model procedure requires the following:
• a response, or measurement taken from the units sampled.
• one or more factors.
Factors for the general linear model can be one of two types:
• fixed - a fixed factor level is a discrete variable for which is altered systemati-
cally. The levels under study are the only levels of interest.
• random - a random factor level is a discrete variable for which the values are
selected at random from a larger population of values. The levels under study
are a random sample from a larger population and the goal of the study is to
make a statement regarding the larger population.
The different values represented for each factor variable are called levels of the
factor. Each level of the factor in the analysis corresponds to a larger population
with its own mean. The sample mean is an estimate of the level mean for the whole
population.
• For fixed factors, the ANOVA examines whether the factor level means are the
same.
• For random factors, the ANOVA examines whether the variance of the factor
levels is zero. [1], [4], [6]
2.3 General linear model with fixed factor effects
The results from two-factor analysis can be extended to the general case with general
number of factors 𝐴,𝐵, . . ..
There are 𝐼 levels of factor 𝐴, 𝐽 levels of factor 𝐵, 𝐾 levels of factor 𝐶 and so
on. In case all factors are fixed, we can formulate and test hypotheses about the
main effects and interactions. Test criteria for each main effect and interaction is
constructed as a ratio between certain mean square and the residual mean square.
The degrees of freedom of the main effects is determined as the number of levels
of the factor minus one and the degrees of freedom of the interaction is the product
of the number of degrees of freedom associated with the individual components of
the interaction.
21
Source of Sum of Degrees of freedom Mean squares 𝐹0
variation squares
𝐴 𝑆𝐴 𝑓𝐴 = 𝐼 − 1 𝑀𝑆𝐴 = 𝑆𝐴𝑓𝐴 𝐹𝐴 =
𝑀𝑆𝐴
𝑀𝑆𝑒
𝐵 𝑆𝐵 𝑓𝐵 = 𝐽 − 1 𝑀𝑆𝐵 = 𝑆𝐵𝑓𝐵 𝐹𝐵 =
𝑀𝑆𝐵
𝑀𝑆𝑒
𝐶 𝑆𝐶 𝑓𝐶 = 𝐾 − 1 𝑀𝑆𝐶 = 𝑆𝐶𝑓𝐶 𝐹𝐶 =
𝑀𝑆𝐶
𝑀𝑆𝑒
𝐴𝐵 𝑆𝐴𝐵 𝑓𝐴𝐵 = (𝐼 − 1)(𝐽 − 1) 𝑀𝑆𝐴𝐵 = 𝑆𝐴𝐵𝑓𝐴𝐵 𝐹𝐴𝐵 =
𝑀𝑆𝐴𝐵
𝑀𝑆𝑒
𝐴𝐶 𝑆𝐴𝐶 𝑓𝐴𝐶 = (𝐼 − 1)(𝐾 − 1) 𝑀𝑆𝐴𝐶 = 𝑆𝐴𝐶𝑓𝐴𝐶 𝐹𝐴𝐶 =
𝑀𝑆𝐴𝐶
𝑀𝑆𝑒
𝐵𝐶 𝑆𝐵𝐶 𝑓𝐵𝐶 = (𝐽 − 1)(𝐾 − 1) 𝑀𝑆𝐵𝐶 = 𝑆𝐵𝐶𝑓𝐵𝐶 𝐹𝐵𝐶 =
𝑀𝑆𝐵𝐶
𝑀𝑆𝑒
𝐴𝐵𝐶 𝑆𝐴𝐵𝐶 𝑓𝐴𝐵𝐶 = 𝑀𝑆𝐴𝐵𝐶 =
𝑆𝐴𝐵𝐶
𝑓𝐴𝐵𝐶
𝐹𝐴𝐵𝐶 =
𝑀𝑆𝐴𝐵𝐶
𝑀𝑆𝑒
(𝐼 − 1)(𝐽 − 1)(𝐾 − 1)
Error 𝑆𝑒 𝑓𝑒 = 𝑛− 𝐼𝐽𝐾 𝑀𝑆𝑒 = 𝑆𝑒𝑓𝑒
Total 𝑆𝑇 𝑓𝑇 = 𝑛− 1
Tab. 2.2: The analysis of variance table
Suppose there are three factors 𝐴,𝐵,𝐶 influencing certain random variable 𝑌 .
The linear statistical model is now considered to be
𝑌𝑖𝑗𝑘𝑙 = 𝜇 + 𝛼𝑖 + 𝛽𝑗 + 𝛾𝑘 + 𝛼𝛽𝑖𝑗 + 𝛽𝛾𝑗𝑘 + 𝛼𝛾𝑖𝑘 + 𝛼𝛽𝛾𝑖𝑗𝑘 + 𝜖𝑖𝑗𝑘𝑙, (2.4)
𝑖 = 1, . . . , 𝐼, 𝑗 = 1, . . . , 𝐽, 𝑘 = 1, . . . , 𝐾, 𝑙 = 1, . . . , 𝐿.
We denote 𝑛 = 𝐼𝐽𝐾𝐿 the total number of factor influencing the random varia-
ble 𝑌 .
The analysis of variance table of tree-factor analysis of variance is shown in
Table 2.2.
The total sum of squares can be found
𝑆𝑇 =
𝐼∑︁
𝑖=1
𝐽∑︁
𝑗=1
𝐾∑︁
𝑘=1
𝐿∑︁
𝑙=1
𝑌 2𝑖𝑗𝑘𝑙 − 𝑛𝑦....,
the sum of squares of main effects
𝑆𝐴 = 𝐽𝐾𝐿
𝐼∑︁
𝑖=1
𝑦2𝑖... − 𝑛𝑦2....,
𝑆𝐵 = 𝐼𝐾𝐿
𝐽∑︁
𝑗=1
𝑦2.𝑗.. − 𝑛𝑦2....,
𝑆𝐶 = 𝐼𝐽𝐿
𝐾∑︁
𝑘=1
𝑦2..𝑘. − 𝑛𝑦2.....
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The sums of squares for two factors interaction are found
𝑆𝐴𝐵 = 𝐾
𝐼∑︁
𝑖=1
𝐽∑︁
𝑗=1
𝑦2𝑖𝑗.. − 𝑛𝑦2.... − 𝑆𝐴 − 𝑆𝐵,
𝑆𝐴𝐶 = 𝐽
𝐼∑︁
𝑖=1
𝐾∑︁
𝑘=1
𝑦2𝑖.𝑘. − 𝑛𝑦2.... − 𝑆𝐴 − 𝑆𝐶 ,
𝑆𝐵𝐶 = 𝐼
𝐽∑︁
𝑗=1
𝐾∑︁
𝑘=1
𝑦2.𝑗𝑘. − 𝑛𝑦2.... − 𝑆𝐵 − 𝑆𝐶 .
The residual sum of squares can be found as
𝑆𝑒 =
𝐼∑︁
𝑖=1
𝐽∑︁
𝑗=1
𝐾∑︁
𝑘=1
𝐿∑︁
𝑙=1
𝑌 2𝑖𝑗𝑘𝑙 − 𝐿
𝐼∑︁
𝑖=1
𝐽∑︁
𝑗=1
𝐾∑︁
𝑘=1
𝑦2𝑖𝑗𝑘..
The sum of squares for three factors interaction may be found form the total
sum of squares partition
𝑆𝐴𝐵𝐶 = 𝑆𝑇 − 𝑆𝐴 − 𝑆𝐵 − 𝑆𝐶 − 𝑆𝐴𝐵 − 𝑆𝐴𝐶 − 𝑆𝐵𝐶 − 𝑆𝑒.
[4]
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3 CAPABILITY OF THE PROCESS
The process capability compares the output of an in-control process to the specifi-
cation limits by using capability indices. The comparison is made by forming the
ratio of the spread between the process specifications (the specification „width“)
to the spread of the process values, as measured by six process standard deviation
units (the process „width“). If data sample has normal distribution, then 99, 3% of
its values belong to interval (𝜇−3𝜎;𝜇+3𝜎). Length of this interval is 6𝜎, 6 standard
deviations.
The process capability is a measurable property of a process to the specification,
expressed as a process capability index, e.g., 𝑐𝑝, 𝑐𝑝𝑘, 𝑐𝑝𝑚 and process performance
index, e.g., 𝑝𝑝, 𝑝𝑝𝑘.
µ
LSL USL
6σ
Tolerance range
Fig. 3.1: The process capability
3.1 The process capability indices
The process capability index or process capability ratio is used to classify the abi-
lity of the process to meet the specification limits. The process capability index is
dimensionless number describing rate of satisfying specified quality. It is convenient
mainly for the preliminary comparison of the similar products or technologies. The
process capability indices are based on comparison of the real process variability
with the costumer’s demand. The real process is described by the estimation of the
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mean and the standard deviation. The prescription is given by the proposed specifi-
cation called the upper specification limit (USL) and lower specification limit(LSL).
Particular indices differ in the method of expressing this variability.
While using the capability indices we have to state some conditions that have to
be satisfied.
1. The quality characteristic has a normal distribution.
2. The process is in statistical control.
Capability index 𝑐𝑝
The capability index 𝑐𝑝 is the easiest expression of the rate of satisfying the specifi-
cation limits of the process. The capability index 𝑐𝑝 is determined from formula
𝑐𝑝 =
𝑈𝑆𝐿− 𝐿𝑆𝐿
6𝜎
(3.1)
̂︀𝑐𝑝 = 𝑈𝑆𝐿− 𝐿𝑆𝐿
6𝑠
. (3.2)
The standard deviation in equation 3.3 is estimated from the observed process.
In case 𝑐𝑝 ≥ 1, 33 the process satisfies the specification limits from the point of
variability. Conversely, in case 𝑐𝑝 < 1, 33, is necessary consider the process as not
capable. But particular values of 𝑐𝑝 depend on certain technological process.
Big disadvantage of index 𝑐𝑝 is the fact it only assesses the variability of the
process with respect to the prescribed specification limits. It does not take into
account the shift of the mean against the subscribed limits. In case the mean in the
observed process is not same as the assigned one, the index 𝑐𝑝 cannot be used as
can be seen on figure, Fig. 3.2. The correspondence can be verified with the t-test.
LSLUSL
µLSL
Fig. 3.2: Three processes with the same 𝑐𝑝 = 1
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Capability index 𝑐𝑝𝑘
Index 𝑐𝑝𝑘 indirectly solves the 𝑐𝑝 disadvantage by taking into account centering of
the processes. Index 𝑐𝑝𝑘 is dealing with the real process position.
The capability index 𝑐𝑝𝑘 is found from formula
𝑐𝑝𝑘 =
min(𝑈𝑆𝐿− 𝜇, 𝜇− 𝐿𝑆𝐿)
3𝜎
(3.3)
and estimate of this index
̂︁𝑐𝑝𝑘 = min(𝑈𝑆𝐿− 𝜇, 𝜇− 𝐿𝑆𝐿)
3𝑠
. (3.4)
The 𝑐𝑝𝑘 index can be negative, if 𝜇 /∈ ⟨𝑈𝑆𝐿,𝐿𝑆𝐿⟩.
LSL T USL
cp = 3, cpk = 1
cp = 2, cpk = 1
cp = cpk = 1
Fig. 3.3: Three processes with the same 𝑐𝑝𝑘 = 1
Capability index 𝑐𝑝𝑚
Capability index 𝑐𝑝𝑚 is similar to the index 𝑐𝑝 but moreover it contains the deviation
of the process from the prescribed value 𝑇 . Is based on the idea that deviation from
the prescribed value causes the loss same as the increasing of the standard deviation.
Unlike 𝑐𝑝𝑘, the 𝑐𝑝𝑚 index cannot be negative and it holds for 𝑐𝑝𝑚 that it is always
smaller and also stricter then 𝑐𝑝. The index 𝑐𝑝𝑚 can be obtained from following
𝑐𝑝𝑚 =
𝑈𝑆𝐿− 𝐿𝑆𝐿
6
√︀
𝜎2 + (𝜇− 𝑇 )2 . (3.5)
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Estimation of this index is
̂︂𝑐𝑝𝑚 = 𝑈𝑆𝐿− 𝐿𝑆𝐿
6
√︀
𝑠2 + (𝑥− 𝑇 )2 . (3.6)
Process performance indices
Using of the process performance indices 𝑝𝑝 and 𝑝𝑝𝑘 is recommended when the pro-
cess is not in control. The 𝑝𝑝 and 𝑝𝑝𝑘 may be obtained from
𝑝𝑝 =
𝑈𝑆𝐿− 𝐿𝑆𝐿
6𝜎𝑡
𝑝𝑝𝑘 =
𝑚𝑖𝑛(𝑈𝑆𝐿− 𝜇, 𝜇− 𝐿𝑆𝐿)
3𝜎𝑡
.
Where its estimates are
̂︀𝑝𝑝 = 𝑈𝑆𝐿− 𝐿𝑆𝐿
6𝑠𝑡̂︁𝑝𝑝𝑘 = 𝑚𝑖𝑛(𝑈𝑆𝐿− 𝑥, 𝑥− 𝐿𝑆𝐿)
3𝑠𝑡
.
Basically, the difference between capability and performance indices is in esti-
mation of the standard deviation 𝜎. For the short-term estimate of 𝜎 from control
chart is used to calculate the formula for the capability indices 𝑐𝑝 and 𝑐𝑝𝑘, and the
long-term estimate of the 𝜎𝑡 is used to calculate the process performance indices 𝑝𝑝
and 𝑝𝑝𝑘. [5], [3]
Time
σ
σt
Fig. 3.4: Capability and performance variability of the process
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4 TECHNICAL DATA PROCESSING
We will analyze the data from a process of revolver injection molding machine. The
molding machine has two injection-molding parts, each with four nests in which the
plugs with ten pins are molded. Our observed data are taken from five measurements
of the pins sizes. In table, Tab. 4, is shown sample of the data for one nest.
Nest 1 Size
Pin 1 11, 43± 0, 1 11, 47 11, 48 11, 46 11, 47 11, 46
Pin 2 8, 96± 0, 1 8, 91 8, 91 8, 89 8, 89 8, 89
Pin 3 6, 43± 0, 1 6, 42 6, 42 6, 41 6, 42 6, 40
Pin 4 3, 81± 0, 1 3, 76 3, 76 3, 75 3, 74 3, 71
Pin 5 1, 27± 0, 1 1, 29 1, 30 1, 29 1, 32 1, 29
Pin 6 −1, 25± 0, 1 1, 23 1, 22 1, 22 1, 23 1, 24
Pin 7 −3, 81± 0, 1 3, 82 3, 82 3, 83 3, 83 3, 84
Pin 8 −6, 27± 0, 15 6, 37 6, 36 6, 38 6, 37 6, 38
Pin 9 −8, 89± 0, 1 8, 92 8, 91 8, 94 8, 93 8, 96
Pin 10 −11, 41± 0, 1 11, 39 11, 39 11, 41 11, 41 11, 45
Tab. 4.1: Example of data sample
For the practical part of the diploma thesis is used statistical software Minitab.
In this statistical tool we will analyze our data set according to the theory stated
in previous chapters. Due to Czech settings of the computer system is a notation in
numbers with comma instead of English dot.
4.1 Analysis of variance
The response in our statistical model is the size of certain pin influenced by chosen
factors on which is the response dependent - nest, molding part or measurement.
In Minitab this could be done either in Two-way ANOVA tool or in General Linear
Model. The General Linear Model is much more general and can be also used for
multi-way ANOVA with balanced or unbalanced data and with fixed or random
factors. We will provide the analysis with the General Linear Model, because it is
much more flexible.
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Main effects and interactions plot
We will take as an example the data for the Pin 1 influenced by the factors of Nest
and Molding part in which it is molded.
Fig. 4.1: Main Effects Plot for Pin 1
In the figure, Fig. 4.1, we have got a plot for Nest and a plot for Molding part.
The middle line across the graph is the overall average of the Pin 1 size so as we
see there are some above and some under average Pin 1 sizes measured. From the
figure, Fig. 4.1, we may say that the first and second molding part does not differ
very much, but as for the Nest, it seems to differ but we cannot say if significantly.
We may also look how will the nest plot be, after we bring the molding part into
it. The figure of the interaction between the Nest and Molding, Fig. 4.2, shows the
lines to be almost parallel.
It means there exist none or just small interaction between these two factors.
General Linear model
For further analysis we use the GLM tool.
General Linear Model: Pin_1 versus Nest; Molding
Factor Type Levels Values
Nest fixed 4 1; 2; 3; 4
Molding fixed 2 1; 2
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Fig. 4.2: Interaction Plot for Pin 1
Analysis of Variance for Pin_1, using Adjusted SS for Tests
Source DF Seq SS Adj SS Adj MS F P
Nest 3 0,0404075 0,0404075 0,0134692 92,89 0,000
Molding 1 0,0003025 0,0003025 0,0003025 2,09 0,158
Nest*Molding 3 0,0001275 0,0001275 0,0000425 0,29 0,830
Error 32 0,0046400 0,0046400 0,0001450
Total 39 0,0454775
S = 0,0120416 R-Sq = 89,80% R-Sq(adj) = 87,57%
Unusual Observations for Pin_1
Obs Pin_1 Fit SE Fit Residual St Resid
8 11,4100 11,4340 0,0054 -0,0240 -2,23 R
16 11,3800 11,4020 0,0054 -0,0220 -2,04 R
32 11,4500 11,4740 0,0054 -0,0240 -2,23 R
R denotes an observation with a large standardized residual.
We are testing our data set on significance level 𝛼 = 0.05, as it is usually chosen
in technological praxis. We can see that for the Nest is p-value 𝑝 = 0. We can say
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now, that in different nests the measured pin sizes differ. Because of that we can
reject the hypothesis 𝐻0 : 𝛼1 = 𝛼2 = . . . = 𝛼𝐼 = 0 about this treatment effect
and say that there is a significant difference. The p-value of the molding part does
not give significant result since 𝑝 < 𝛼, so we may say that the sizes measured in
different molding parts are statistically equal. We can also see that the interaction
between Nest factor and Molding factor does not give significant result. Thus, it
okay to interpret the individual effects of either factor alone and we can remove the
interaction from the analysis to see if the p-values of the factors will change.
𝑆, 𝑅2 and adjusted 𝑅2 are measures of how well the model fits the data. These
values can be helpful in selecting the model with the best fit.
• 𝑆 is measured in the units of the response variable and represents the standard
distance data values fall from the fitted values. For a given study, the better
the model predicts the response, the lower 𝑆 is.
• 𝑅2 (𝑅−𝑆𝑞) describes the amount of variation in the observed response values
that is explained by the predictor(s), where predictor is the independent vari-
able that is used to predict values of the dependent, or response, variable in
a regression analysis. It can be computed form the total and the residual sum
of squares
𝑅2 = 1− 𝑆𝑒
𝑆𝑇
. (4.1)
𝑅2 always increases with additional predictors. For example, the best five-
predictor model will always have a higher 𝑅2 than the best four-predictor
model. Therefore, 𝑅2 is most useful when comparing models of the same size.
• Adjusted 𝑅2 is a modified 𝑅2 that has been adjusted for the number of terms
in the model. While including unnecessary terms, 𝑅2 can be artificially high.
Unlike 𝑅2, adjusted 𝑅2 may get smaller when we add terms to the model.
Adjusted 𝑅2 is useful to compare models with different numbers of predictors.
It can be calculated as
𝑅2𝑎𝑑𝑗 = 1−
𝑆𝑒
𝑆𝑇
𝑓𝑇
𝑓𝑒
, (4.2)
where 𝑓𝑇 and 𝑓𝑒 are the degrees of freedom.
While comparing different models, then we are generally looking for models that
minimize 𝑆 and maximize the two 𝑅2 values.
The unusual observation table is presented if there are observations with standar-
dized residuals (St Resid) that differ from zero by more than 2.00. Such observations
may be outliers, and should be examined to ensure that they are not the result of
error in the data collection or data entry process.
General Linear Model: Pin_1 versus Nest; Molding
31
Factor Type Levels Values
Nest fixed 4 1; 2; 3; 4
Molding fixed 2 1; 2
Analysis of Variance for Pin_1, using Adjusted SS for Tests
Source DF Seq SS Adj SS Adj MS F P
Nest 3 0,040408 0,040408 0,013469 98,88 0,000
Molding 1 0,000303 0,000303 0,000303 2,22 0,145
Error 35 0,004767 0,004767 0,000136
Total 39 0,045478
S = 0,0116711 R-Sq = 89,52% R-Sq(adj) = 88,32%
Unusual Observations for Pin_1
Obs Pin_1 Fit SE Fit Residual St Resid
8 11,4100 11,4338 0,0041 -0,0238 -2,18 R
32 11,4500 11,4743 0,0041 -0,0243 -2,22 R
R denotes an observation with a large standardized residual.
The results changed just slightly. The p-values are still giving us the same
conclusion as in the model with interaction. We may see that in the model without
interaction the 𝑆 and adjusted 𝑅2 values give small enhancement and observation
16 is no more evaluated as an outliers.
Multiple comparisons
To see which of the nests caused the rejection of the null hypothesis, we have to
look at the multiple comparisons. We can choose from Bonferroni’s, Dunnett’s and
Sidak’s method. In the thesis is used Dunnett’s method as the most powerful test
when comparing to a control.
Grouping Information Using Dunnett Method and 95,0% Confidence
Nest N Mean Grouping
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1 (control) 10 11,468 A
2 10 11,431
3 10 11,477 A
4 10 11,397
Means not labeled with letter A are significantly different from control level
mean.
Third nest shares a grouping letter A with the control level. Therefore, third
nest’s mean is not significantly different from the control level mean. Second and
fourth nests do not have a grouping letter. Hence, their means are significantly
different from the control level mean.
Dunnett 95,0% Simultaneous Confidence Intervals
Response Variable Pin_1
Comparisons with Control Level
Nest = 1 subtracted from:
Nest Lower Center Upper --------+---------+---------+--------
2 -0,04982 -0,03700 -0,02418 (----*---)
3 -0,00382 0,00900 0,02182 (---*---)
4 -0,08382 -0,07100 -0,05818 (---*----)
--------+---------+---------+--------
-0,060 -0,030 0,000
For the analysis was chosen as the control level the first nest. The comparisons
were then calculated between the control level and all other levels of the subject
factor. The confidence level chosen for the intervals was 95%, corresponding to a
family error rate of 0.05. The confidence intervals for the comparisons reveal the
following:
• The confidence interval for the difference between the means for second and
fourth nests and the first nest contains only numbers less than zero, indicating
that the mean for second and fourth is significantly smaller than that for the
first nest.
• The confidence interval for the difference between the means for the third and
first nests contains zero, indicating that this difference is not significant.
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Dunnett Simultaneous Tests
Response Variable Pin_1
Comparisons with Control Level
Nest = 1 subtracted from:
Difference SE of Adjusted
Nest of Means Difference T-Value P-Value
2 -0,03700 0,005219 -7,09 0,0000
3 0,00900 0,005219 1,72 0,2197
4 -0,07100 0,005219 -13,60 0,0000
The confidence intervals for the comparisons reveal the following:
• The adjusted p-value for the difference between the means for second and
fourth nests and first nest is lower than the chosen 𝛼-level of 0.05, indicating
that this difference is significant.
• The adjusted p-value for the difference between the means for third nest and
first nest is greater than the chosen 𝛼-level, indicating that these means are
not significantly different.
Test of equal variances
Many statistical procedures, including analysis of variance, assume that the different
populations have the same variance. The test for equality of variances is used to
determine if the assumption of equal variances is valid.
Unequal variances may affect inferences depending on:
• whether the model includes fixed or random factors,
• how different the sample sizes are,
• what multiple comparison procedure we use.
Inequality of variances may only slightly affect an F-test in analysis of variance
if the model contains only fixed factors and has equal or nearly equal sample sizes.
However, F-tests involving random effects may be substantially affected by unequal
variances.
A study was done to compare size of Pin 1 depending on four nests and two
molding parts, in which is molded.
The confidence interval is a range of likely values for the population standard
deviation 𝜎. Because we do not know the true value of 𝜎, the confidence interval
allows us to guess its value based on the sample data.
As confidence interval is in Minitab used the Bonferroni confidence intervals for
standard deviations.
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The Bonferroni confidence intervals use a familywise error rate. We suppose the
familywise confidence level for the procedure is 95%. The familywise error rate would
be 1− confidence level = 1− 0.95 = 0.05.
We want the probability that one or more of the confidence intervals fails to cover
their respective population standard deviation to be at most 0.05. The Bonferroni
method achieves this by splitting the familywise error rate among the intervals. Sup-
pose there are six intervals. Each interval is given an individual error of 0.05/6 =
0.00833, and the individual confidence level is calculated as a 1 − 0.0083 = 0.9917.
Because the confidence level is so large (0.9917), the individual intervals will gene-
rally be fairly wide.
The point estimate for the population standard deviation corresponding to a cell
is the sample standard deviation of the observations in that cell. A cell must have
at least two observations to calculate the sample standard deviation. If it does not,
the point estimate for the cell will be blank on the output.
The confidence intervals for the standard deviation are based on the chi-square
distribution. This distribution is asymmetric and therefore, the confidence intervals
are asymmetric.
The table of Bonferroni confidence intervals for the standard deviations shows
the following:
Test for Equal Variances: Pin_1 versus Nest; Molding
95% Bonferroni confidence intervals for standard deviations
Nest Molding N Lower StDev Upper
1 1 5 0,0041935 0,0083666 0,0415179
1 2 5 0,0065351 0,0130384 0,0647009
2 1 5 0,0076013 0,0151658 0,0752575
2 2 5 0,0041935 0,0083666 0,0415179
3 1 5 0,0050122 0,0100000 0,0496234
3 2 5 0,0067245 0,0134164 0,0665767
4 1 5 0,0074342 0,0148324 0,0736033
4 2 5 0,0054905 0,0109545 0,0543597
Bartlett’s Test (Normal Distribution)
Test statistic = 2,79; p-value = 0,903
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Levene’s Test (Any Continuous Distribution)
Test statistic = 0,20; p-value = 0,983
• Factor Levels: tell us which cell corresponds to each standard deviation value,
where cell represents a unique combination of levels for two or more factors.
The first column is for the first factor, the second column is for the second
factor, and so on.
• N: is the number of observations in a cell.
• Lower and Upper: is the value at the lower and upper ends of the 95.0%
confidence interval given for each 𝜎. Each interval gives an estimate of the
population standard deviation for the corresponding cell.
By default, the confidence intervals have a familywise confidence of 95%. The-
refore, with this procedure, the probability that all the intervals cover their
respective population standard deviations is 0.95.
• StDev: is the sample standard deviations for each of the cells defined by the
factor levels
For the our data, the first factor is Nest and the second is Molding. There
are five observations in each of the cells for the eight factor level combinations.
The first value of 𝜎, 0.0083666, is for first nest and first molding part. The in-
terval (0.0041935, 0.0415179) estimates the population standard deviation for this
observation. The largest value of standard deviation, 0,0151658, is for the second
nest and first molding part.
Minitab displays the results of two tests used to judge the equality of variances,
Bartlett’s test and Levene’s test. Bartlett’s and Levene’s tests provide a procedure
for determining if the populations have the same variance. In both tests, the null
hypothesis 𝐻0 is that the population variances under consideration (or equivalently,
the population standard deviations) are equal, and the alternative hypothesis 𝐻1 is
that not all variances are equal.
The choice of test depends on distribution properties:
• When the data come from a normal distribution we use Bartlett’s test. Bart-
lett’s test is not robust to departures from normality.
• When the data come from continuous, but not necessarily normal, distributions
we use Levene’s test.
Minitab calculates and displays a test statistic and p-value for both Bartlett’s
test and Levene’s test.
• High p-values indicate that there is no difference between the variances (equa-
lity or homogeneity of variances).
• Low p-values indicate that there is a difference between the variances (inequa-
lity of variances).
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So the high p-values for the tests indicate that there is no difference between the
variances.
On figure, Fig. 4.3, is shown a graphical representation of the confidence intervals
for the standard deviations.
Fig. 4.3: Test for equal variances
4.2 Capability of the process
The use of capability indices such as 𝑐𝑝, 𝑐𝑝𝑘, and „Sigma“ values is widespread in
industry. It is important to emphasize that there are certain crucial assumptions,
which allow the use of such values to have a meaningful interpretation.
These assumptions are:
1. The process is in statistical control.
2. The distribution of the process considered is Normal.
If these assumptions are not met, the resulting statistics may be highly unreliable.
One finds in practice that, typically, one or both of these assumptions are disregar-
ded.
Statistical process control (SPC)
The use of statistical techniques is to analyze a process in order to monitor, control,
and improve it. The objective is to have a stable, consistent process that produces
the fewest defects possible. Minitab has several SPC tools, including :
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• Control charts – track process statistics over time to detect the presence of
special causes variation
• Capability analysis – determine if the process is capable; that is, meeting
specification limits and producing „good“ parts
The central idea of SPC is to control variation so as to avoid product defects.
There are two kinds of variation in any process: common causes and special causes.
Common causes refer to occurrences that contribute to the natural variation in any
process. Special causes are unusual occurrences that are not normally (or inten-
tionally) part of the process. While some degree of common cause variation will
naturally occur in any process, it’s important to identify and attempt to eliminate
special causes of variation.
We use 𝑋 and 𝑅 chart resp. 𝑋 and 𝑆 chart to draw a control chart for subgroup
means (𝑋 chart), where subgroup mean is the arithmetic average of the measu-
rements in the subgroup, and a control chart for subgroup ranges (𝑅 chart) resp.
subgroup standard deviations (𝑆 chart) on one page. Interpreting both charts to-
gether allows us to track both process center and process variation and detect the
presence of special causes, unusual occurrences that are not normally part of the
process. The process center is an estimate of the overall mean or average for the
process. It is an estimate of where the process is located, or centered. The process
variation is an estimate of the variation or spread present in the process.
• An in-control process exhibits only random variation within the control limits.
• An out-of-control process exhibits unusual variation, which may be due to the
presence of special causes.
Test Results for Xbar Chart of Pin_1
TEST 1. One point more than 3,00 standard deviations from center line.
Test Failed at points: 19; 20
Test Results for R Chart of Pin_1
TEST 1. One point more than 3,00 standard deviations from center line.
Test Failed at points: 8
Subgroups 19 and 20 failed 𝑋 test, which looks for points more than 3𝜎 from
the center line. This test provides the strongest evidence that the process is out of
control and detects shifts and drifts in the process average.
38
Fig. 4.4: Xbar-R Chart for Pin 1
Subgroup 8 failed second 𝑅 test, which also looks for points more than 3𝜎 from
the center line.
These test results indicate that the process average is unstable and the process
is out of control, possibly due to the presence of special causes. The factors causing
the variation should be identified and corrected.
These results are also shown on figure, Fig. 4.4.
Test Results for Xbar Chart of Pin_1
TEST 1. One point more than 3,00 standard deviations from center line.
Test Failed at points: 19; 20
Test Results for S Chart of Pin_1
TEST 1. One point more than 3,00 standard deviations from center line.
Test Failed at points: 8
Results of 𝑋 and 𝑆 chart are giving us the same conclusion as the Xbar-R test.
Also performing normality test on our data, as we assume the data follow a
normal distribution, does not give us satisfying result. The normality tests evaluate
the null hypothesis 𝐻0 that the data follow a normal distribution. Our significance
level 𝛼 = 0.05 is grater then the p-value for the test, which is 0.006. In this case we
reject 𝐻0 and conclude that our data do not follow a normal distribution.
For Pin 1 are these two assumption disregarded. Although according to the figure,
Fig. 4.7, the process meets its specification limits, the data are not normal.
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Fig. 4.5: Xbar-S Chart for Pin 1
Fig. 4.6: Probability Plot for Pin 1
Multiple Variables Capability Analysis
As we know from the Analysis of variance part, our data sample is giving us signifi-
cant difference in variances in different nests. So when we analyze the data for each
of the four nests, we follow the same procedure as above.
Process Capability of Pin_1 by Nest
Process Data
Sample Sample
Nest LSL Target USL Mean N StDev(Within) StDev(Overall)
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Fig. 4.7: Process Capability for Pin1
1 11,33 * 11,53 11,468 10 0,0108353 0,0103280
2 11,33 * 11,53 11,431 10 0,0128054 0,0119722
3 11,33 * 11,53 11,477 10 0,0098503 0,0115950
4 11,33 * 11,53 11,397 10 0,0137904 0,0133749
The process data table consists of:
• Upper and lower specification limits (USL and LSL) – the limits we specified.
• Target - the specified value
• Mean – the mean of all measurements, which is where the process is centered.
• Sample N – the total number of observations in the data.
• Within standard deviation – a measure of the variation within subgroups.
• Overall standard deviation – a measure of the variation of all the measure-
ments.
For the pins data the upper and lower specification limits are given USL= 11,53
and LSL = 11,33. The target is not specified. In the fifth column is the mean of
the pins size for each nest calculated. The sample N is summarizing the size of the
data sample for each nest. In the last columns are the within and overall standard
deviation calculated
Potential (Within) Capability
Nest Cp CPL CPU Cpk
1 3,076 4,245 1,907 1,907
2 2,603 2,629 2,577 2,577
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3 3,384 4,974 1,794 1,794
4 2,417 1,619 3,215 1,619
Overall Capability
Nest Pp PPL PPU Ppk Cpm
1 3,227 4,454 2,001 2,001 *
2 2,784 2,812 2,756 2,756 *
3 2,875 4,226 1,524 1,524 *
4 2,492 1,670 3,315 1,670 *
The potential (within) capability indices are associated with the within-subgroup
standard deviation. These indices reflect how the process can perform relative to the
specification limit.
Industry guidelines determine whether the process is capable. A generally accep-
ted minimum value for the indices is 1.33.
So in the Potential (Within) Capability is calculated the 𝐶𝑝 index, 𝐶𝑃𝑈 and
𝐶𝑃𝐿 and 𝐶𝑝𝑘, which is the minimum of 𝐶𝑃𝑈 and 𝐶𝑃𝐿
The overall capability indices are associated with the overall sample standard
deviation. These indices depict how the process is actually performing relative to
the specification limits.
The capability indices consist of 𝑃𝑝 index, 𝑃𝑃𝑈 and 𝑃𝑃𝐿 and 𝑃𝑝𝑘 – minimum
of 𝑃𝑃𝑈 and 𝑃𝑃𝐿.
A substantial difference between the overall and within capability indices can
indicate that the process is out of control or the sources of variation are not estimated
by the within-subgroup component of variation. For the pins data, the within and
overall capability indices for the machines are very close to each other.
For our data:
The 𝐶𝑝 for all the nests is far greater than the accepted minimum 1.33, which
means the process does not need improvement and it is capable.
From the 𝐶𝑃𝑈 and 𝐶𝑃𝐿 characteristics we can say that just the data from the
second nest are centered, because otherwise the 𝐶𝑃𝑈 and 𝐶𝑃𝐿 in all other nests
differ from each other.
We can get the same conclusion from the 𝐶𝑝𝑘. Just for the second nest are 𝐶𝑝
and 𝐶𝑝𝑘 almost equal, in all other cases are the 𝐶𝑝𝑘 far smaller then 𝐶𝑝, which means
the process in the first, third and fourth nest is not centered.
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The indices of overall capability results in the same conclusion; 𝑃𝑝 index is
showing that all the data meets their specification limits, although from the 𝑃𝑃𝑈 ,
𝑃𝑃𝐿 and 𝑃𝑝𝑘 we can see that all but second nest process are not centered.
For all four nests, the capability indices are greater than 1.33. Thus, the process
is capable of producing pins that conform to specifications.
Observed Performance
Nest PPM < LSL PPM > USL PPM Total
1 0,00 0,00 0,00
2 0,00 0,00 0,00
3 0,00 0,00 0,00
4 0,00 0,00 0,00
The observed performance section tells us the actual number of parts per million
located beyond the specification limits.
• PPM < LSL – number of parts per million (PPM) that have measurements
less than the lower specification limit.
• PPM > USL – number of parts per million (PPM) that have measurements
greater than the upper specification limit.
• PPM Total – number of parts per million (PPM) that have measurements
beyond the specification limits. PPM Total is the sum of PPM < LSL and
PPM > USL.
For the pins data, all measurements are located inside the specification interval,
so all three PPMs are zero.
Exp. Within Performance
Nest PPM < LSL PPM > USL PPM Total
1 0,00 0,01 0,01
2 0,00 0,00 0,00
3 0,00 0,04 0,04
4 0,59 0,00 0,59
The expected „within“ performance values quantitatively represent the potential
process performance. The expected values are calculated using the within-subgroup
variation.
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• PPM < LSL – expected number of parts per million that have measurements
less than the lower specification limit. PPM < LSL equals 1, 000, 000 times
the chance that the measurement of a randomly selected part from the within-
subgroup distribution is less than the lower specification limit.
• PPM > USL – expected number of parts per million that have measurements
greater than the upper specification limit.
• PPM Total – expected number of parts per million that have measurements
located beyond the specification interval. The PPM total is the sum of PPM
< LSL and PPM > USL.
For the pins data 0, 59 parts per million produced in fourth nest are expected to
have measurements less than the LSL and 0, 01 parts per million for first nest and
0, 04 parts per million for the third nest are expected to have measurements greater
than the USL.
Exp. Overall Performance
Nest PPM < LSL PPM > USL PPM Total
1 0,00 0,00 0,00
2 0,00 0,00 0,00
3 0,00 2,43 2,43
4 0,27 0,00 0,27
The expected „overall“ performance values quantitatively represent the actual
process performance. The expected values are calculated using the overall sample
variance.
• PPM < LSL – expected number of parts per million that have measurements
less than the lower specification limit.
• PPM > USL – expected number of parts per million that have measurements
greater than the upper specification limit.
• PPM Total – expected number of parts per million that have measurements
located beyond the specification interval. It is the total of PPM < LSL and
PPM > USL.
For the pins data, we can expect 0, 27 parts per million produced by the fourth
nest to measure less than the lower specification limit and 2, 43 parts per million
produced by the third nest to measure greater than the upper specification limit.
We use the probability plot to assess if the data samples follow a normal distri-
bution. The probability plots include:
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• Points - estimated percentiles for corresponding probabilities of an ordered
data set.
• Middle lines - expected percentile from the distribution based on maximum
likelihood parameter estimates. If the distribution is a good fit for the data,
the points form a straight line.
• Left lines - formed by connecting the lower bounds of the confidence intervals
for the percentiles. Similarly, the right line is formed by connecting the upper
bounds of the confidence intervals for the percentiles. If a distribution is a
good fit, the points fall within these bounds.
• Anderson-Darling test statistics with corresponding p-values - use to assess if
our data follow a distribution.
Fig. 4.8: Probability Plots of Pin 1 by Nest
The probability plot on figure, Fig. 4.8 shows that the points fall close to the
middle line and within the confidence interval. The Anderson-Darling statistic and
p-value suggest that the normal distribution is a good fit.
We use the capability histogram to assess the normality of the data and to
compare the distributions assuming the within-subgroup variation and overall va-
riation. The histogram of measurements includes within and overall curves. The
within (unbroken) and overall (dashed) curves are normal density functions using
the process mean and different variances. The within curve uses the within-subgroup
variance, while the overall curve uses the overall sample variance.
Now we have to assess the normality of the data by comparing the curve to the
bars. A normal distribution is symmetric and bell-shaped. We could have problem
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Fig. 4.9: Capability Histograms of Pin 1 by Nest
with the normality assessing for small sample sizes.
We also examine the curves to see how closely they follow each other. A substan-
tial difference between the within and overall curves can indicate that the process
is out of control, or that sources of variation are not estimated by the within com-
ponent.
Even thought we have small data sample the data appear approximately normal
for each nest, and the within and overall curves are closely aligned. The process is
approximately centered and the measurements are located within the specification
interval.
We take data from second nest and show the capability analysis. On figure,
Fig.4.10, is shown process capability sixpack for normal data. The normal capability
sixpack provides a table of capability statistics and tools to determine whether the
process is in control and the data are normally distributed. It consists of Xbar
and R chart, last subgroup plot, capability histogram, normal probability plot and
capability plot.
The 𝑋−𝑅 chart is showing that no points are located beyond the control limits,
therefore the process is in control, and further capability analyses can be conducted.
The last 25 subgroups plot shows the distribution of the measurements in the
last 25 subgroups. The plotted points are the actual measurements. This plot can
tell whether:
• a subgroup contains any outliers,
• the data are symmetrically distributed around the process mean,
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Fig. 4.10: Process capability sixpack for second nest
• the distribution changes across subgroups.
In our case we have only 10 observation and the size of subgroup was chosen as
2 so this plot is showing only last 5 subgroup. The plotted points of the data seems
to be symmetrically distributed around the process mean.
From the capability histogram we can see that the data appear approximately
normal and within and overall curves are closely aligned. All the measurements are
located within the specification interval.
The normality of the data is also verified by the normal probability test. The
plotted points fall in an approximately straight line and within the 95% confidence
interval.
The within and overall intervals are contained well within the specification inter-
val. The values of 𝑐𝑝 and 𝑐𝑝𝑘 are very close to one another, indicating that the process
is centered. The capability indices are greater than 1, 33, which traditionally is the
value used for determining capability. It indicates that the process is centered and is
capable of producing pins that conform to specifications. The same holds for 𝑝𝑝 and
𝑝𝑝𝑘. They are very close to one another, indicating that the process is centered on
target. Both capability indices are greater than 1, 33. Thus, the process is centered
on target and is capable of applying coating that conforms to specifications. The
within and overall capability indices are very close to each other. [7]
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CONCLUSION
The main goal of this diploma thesis was to analyze the data from real technological
process. This analysis was accomplished using several statistical tools. In the first
chapters was stated the mathematical theory, which is necessary to understand to
the steps carried out in the analysis.
The theory in first chapter summarized the basic statistical knowledges about
probability spaces and random variable theory as well as important examples of
probability distribution and statistical hypotheses testing.
In second chapter was explained the analysis of variance and its generalization
- general linear model. There was introduced the models along with the statistical
hypotheses about the model parameters we tested. For both of the models stated in
this chapter - ANOVA and GLM were presented the separation into sum of squares,
the analysis of variance table and the hypothesis test.
The important quality tool - the capability analysis theory was brought out in the
third chapter. In this chapter were introduced the process capability indices, which
are used to classify the ability of the process to meet the specification limits. At the
end of the chapter was explained the difference between capability and performance
indices.
In the forth chapter was the analysis shown on one pin influenced by two factors
- the nest and molding part in which is the pin molded. As a first step we proceeded
the analysis of variance to determine if some of the factors have statistically signifi-
cant influence on the observed random variable, in our case the pin size. Next step
was the analysis of the process capability. Before we could perform the capability
analysis we had to determine whether the process is in control and whether its distri-
bution is normal. Although we failed in both condition, the process was meeting its
specification limits. From the ANOVA we already knew there is significant influence
in the factor of the nest. As soon as we analyzed the data separately for each of the
four nests, the assumption of in control process and normality of the data were full
filed.
Analysis of the remaining pins can be found on the enclosed CD.
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LIST OF SYMBOLS AND ABBREVIATIONS
𝐸(𝑋) or 𝜇 expected (or mean) value
𝐷(𝑋) or𝜎2 variance
𝜎(𝑋) =
√︀
𝐷(𝑋) standard deviation
𝑋 sample mean
𝑆2 sample variance
𝑆 =
√
𝑆2 sample standard deviation
𝐻0 null hypothesis
𝐻1 alternative hypothesis
𝛼 significance level, error of the first kind
𝛽 power of the statistical test, error of the second kind
SPC statistical process control
ANOVA analysis of variance
GLM general linear model
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