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a b s t r a c t
Wepresent a stochasticmodel of the presynaptic terminal in the calyx of Held synapse. This
model exploits process calculi as a representation language and has a direct computational
implementation that supports quantitative simulation trials of the behaviour of the
synapse. To our knowledge, it represents the first model of synaptic activity based on
process calculi. The model builds upon available data, the fitting of some parameters
and developed working hypotheses. Experiments about plasticity have been carried
out regarding synaptic facilitation and potentiation. Also, synaptic depression has been
considered in a model exhibiting dynamical equilibrium. Overall, the simulation results
are coherent with the experimental findings appearing in the literature about themodeled
reality. These results represent a quite detailed description of the presynaptic activity.
This multidisciplinary work validates some aspects of the approach based on process
calculi with respect to the new application domain, such as abstraction, expressiveness
and compositionality.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Computer science is currently contributing to several aspects of life science research, such as supporting themanagement
of the huge amount of data and knowledge acquired and providing analysis frameworks, models and tools.
Within life sciences the reductionist approach has had considerable success in trying to decompose the complexity
of systems into smaller, more understandable components. However, it is becoming clear that many of the significant
properties of living systems can be better understood only by considering the system as a whole, and observing the
properties emerging from its complex dynamics.
This systemic approach to the study of living systems has been embodied in the Systems Biology research field [30,
10], which focuses on properties emerging from the (quantitative) dynamics of systems. A significant part of this approach
consists in the development of formal models which are expressive and accurate enough to capture the aspects of interest.
Beyond tackling the inherent complexity, these models have to allow for a faithful representation of phenomena at the
right level of abstraction. Also, they have to be suitable for predictive simulations and automated processing. Investigated
phenomena can then be precisely modeled and virtual experiments performed in silico. Such experiments may be easy and
fast, and often result in satisfying approximations of their in vitro/vivo counterparts.
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At this level of abstraction there is an evident interpretation of life systems in terms of computational systems: ‘‘cells
as computation’’, as properly recognised in [46]. This is even stronger in the light of the relevance that interaction has
progressively acquired in the theory of computation, starting from the early development of concurrent systems and with
the recent advent of new computational paradigms, which are component-based, interactive and distributed over open
environments, such as service oriented architectures.
According to this metaphor, cells, molecules and biological ‘‘active’’ components are assimilated to computer processes,
the computational units of a concurrent software system. Thenbiological interaction corresponds to process communication.
By communicating, processes may exchange information or synchronise themselves. Finally, a biological experiment has
then a direct correspondence with computation. This justifies the attempt to exploit all those modeling and analysis
techniques, extensively developed for understanding computational systems, within Systems Biology. That is, biological
processes cannot only be simulated by in silico experiments, but it is also possible to formally reason about their
computational models and infer properties of interest.
Here, we report on the results of an in silico study of the presynaptic terminal of the calyx of Held synapse. We focus on
models based on process calculi for the study of biological phenomena according to the above outlined approach. Different
simulation environments have been proposed, closer to a ‘‘reaction-based’’ view of bio-chemistry: the constitutive elements
of the model are the reactions, e.g. [44] to cite one of the latest proposals. Our approach is different in at least two
respects: (1) it can be considered ‘‘reactant-based’’, because of the attempt to precisely formalise the behaviour of each
single molecule, concentrating within this ‘‘module’’ all the relevant information. In reaction-based approaches, instead,
information regarding each molecule may be spread in a consistent number of rules across the whole model. This paves the
way to amodular construction of bio-models. Furthermore, (2) such a description is provided with a clear semantics, which
has been developed through several decades of research in concurrency and supports, therein and in prospective in Systems
Biology, a large number of analysis and verification frameworks.
The relevance of pursuing such amulti-disciplinary approach consists in the possibility of cross-fertilising the two fields:
suitable semantical techniques from concurrencymay lead to accurate biological simulations and analysis, possibly offering
new insights about livingmatter. The otherway around, experimentingwith non-trivial biologicalmodels can lead to further
developments for the adopted theories and techniques.
Process calculi have been developed within concurrency theory. They formally describe the behaviour of a system
composed by active components, called processes. Process behaviour is defined in terms of basic interaction steps,
e.g. communication or synchronisation, and compositional operators, like sequential, parallel or non-deterministic
compositions, allow more structured behaviour to be expressed. Process calculi are generally equipped with operational
semantics consisting of a transition system defined by rules that, given the process representing the current state of the
system, determine thenext states it can evolve to. Often, thesemodels and their analysis enjoynice compositional properties,
being systembehaviour defined in termsof the behaviour of its components. The level of abstraction in representing a system
dynamics can be chosen by adopting suitable interaction and composition primitives. Several process calculi have been
proposed to experiment and study specific issues, e.g. security, protocols, web services, etc., besides biological ones. Being
in between mere mathematical abstractions and real programming languages, process calculi facilitate rigorous system
analysis and also offer the basis for prototypical implementation and for verification tools.
Following the abovementioned interpretation of biological systems as interactive ones, several process calculi have been
proposed for modeling the dynamics of living systems, e.g. [45], while others have been extended or defined with operators
oriented to describing different aspects of biological interaction, such as specific abstractions for molecular interaction [38],
compartments [43] and activemembranes [8]. So far, these approaches allow for qualitativemodels and analysis techniques.
For instance, it is easy to describe the basic steps of a virus-cell interaction, as in [8], and then, given an initial configuration of
a system of cells and viruses, it is possible to perform some automated analysis, like reachability analysis or model checking,
in order to study the possibility of infection, e.g. [35].
Another relevant area of investigation is quantitative analysis. Here biological dynamics are observed in terms of the
evolution of the quantities of reacting components, such as metabolites, proteins and the like, and analysis is performed
to discover, for instance, steady states or determine whether a given ‘‘virtual’’ cell can sustain its ‘‘vital’’ processes in a
given environment [11]. In many occasions such dynamics are inherently unpredictable and highly sensitive to random
fluctuactions. In these cases a stochastic approach is preferable.
Process calculi have been equipped with stochastic semantics, e.g. [42,43,32,7]. This has been motivated by the needs of
studying computer system performance according to given probabilistic distributions of relevant events, e.g. [26]. Within
the calculi for biology, several of these proposals are based on the Stochastic Simulation Algorithm and its variants, originally
proposed to determine one of the possible evolutions of a biochemical system according to a given distribution, at the same
time avoiding the complexity of dealing with all the possible configurations of the system [21].
This approach benefits from conjugating the abstract and compositional algebraic models, the possibility of precisely
describing their semantics and formally reasoning about them, and the quantitative analysis provided by stochastic
semantics, accounting for the non-continuous, nor discrete, nature of many phenomena. Executable implementations of
the calculi and analysis tools are provided, allowing for in silico simulations that have been demonstrated to be coherent
with experimental data in literature. Finally, it is important to mention some work assessing semantic equivalence results
amongst systems of chemical reactions and correspondingmodels based on stochastic process calculi (and the deterministic
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representation based on differential equations) [9]. A further comparison between the results of the stochastic and the
discrete approach, discussing some shortcomings of the latter is in [6].
Motivated by addressing some aspects of the functioning of neural synapses, in the following, we detail some parts of
a stochastic model of the calcium triggered release of neurotransmitters in the calyx of Held synapse. To the best of our
knowledge, ours is the first model of a neural terminal based on a process calculus, viz. a dialect of the Pi-calculus.
From the biological viewpoint, themodel encompasses several recently proposed hypotheses about specificmechanisms,
such as the role of calcium in short-termplasticity, i.e. activity dependentmodifications at the bases ofmemory and learning,
or the dynamics associated to the fast and slow release activity. The developed model presents emerging behaviours which
are coherent with known experimental data. Its design has required some parameter tuning for data not available, as well
as providing an implementation of non-fully understood mechanisms according to some working hypotheses (and to the
expressive capability of the chosen language). The obtained results are coherent with those in literature and appear useful
for better understanding and testing hypotheses on the several not fully understood aspects of the addressed issues.
From the modeling viewpoint, these results have confirmed the viability of the approach by the construction of a quite
detailed model and have highlighted some aspects that would require an improvement of modeling techniques.
This paper extends the description of the presynaptic terminal presented in [4] by providing a more updated
and complete model and a more detailed evaluation of the modeling methodology. The model therein introduced is
complemented in [5] with a preliminary model of the postsynaptic terminal. Connecting the models of the presynaptic
and postsynaptic terminals together yields a first description of the whole synapse signal traversal. Interestingly, in this
case the whole model can be built from its components in a pure compositional manner, which is not always the case in the
settings of stochastic models, as discussed in the following.
Synopsis. In Section 2 the Stochastic Simulation Algorithm, the stochastic Pi-calculus, the simulation tool used are
intuitively outlined. A more formal presentation can be found in the references therein. The calyx of Held is also described
here. Section 3 reports on the model of the presynaptic terminal and the experiments carried out with it. An initial
model and several extensions of it are presented, up to the introduction of a quite elaborate model of the dynamics of
several components of the presynaptic terminal. Both the biological and computational relevance of these experiments are
considered. Related work is discussed throughout the paper, while Section 4 contains concluding remarks.
2. Background overview
According to the interdisciplinary nature of this workwe recapitulate some background from both computer science and
biology so that any reader may grasp the basic ingredients of the proposed approach. References to more technical insights
are provided.
2.1. The Stochastic Simulation Algorithm [21]
The description of biochemical networksmay be carried outwith severalmathematicalmethods, which can be divided in
two general frameworks: deterministic, within the GeneralizedMass Action approach, and stochastic, by using the Chemical
Master Equation (CME) [58]. The stochastic formulation has to be preferred when considering, for example, a small volume
where only few molecules interact [22,28,20,60,21].
The CME describes the interactions throughM chemical reaction channels R1 . . . RM ofmolecules belonging toN chemical
species S1 . . . SN . It assumes a constant volume, a thermal equilibrium and awell-stirred system. By naming Xi(t) the number
of molecules of the species i at time t , one wants to know the time evolution of the vector X(t) = (X1(t), . . . , XN(t)) from
a given starting value X(t0) = X0. The reactions described by Ri are uni- or bimolecular. The Ri are characterized by two
quantities: ai(x) and νi, which are the propensity function and the state-change vector, respectively.
The system evolves through the reaction channel Ri with a probability ai(x)dt . If Ri is the unimolecular reaction Sj →
products, then ai(x) = cixj, while for a bimolecular reaction Sj + Sp → products it is ai(x) = cixjxp, where ci is a constant.
When the reaction Ri occurs, the state vector x becomes x+ νi.
Given that the description is probabilistic, the only thing one can calculate is the rate of change of the probability of the
generic state of the system. By applying the laws of probability, we obtain the Chemical Master Equation:
∂P(x, t|x0, t)
∂t
=
M∑
j=1
[aj(x− νj)P(x− νj|x0, t)− aj(x)P(x, t|x0, t0)].
It must be noted that the CME represents a set of coupled differential equations, as many as all the possible molecular
composition of the system, which is prohibitively large.
The stochastic formulation of the biochemical intracellular processes in terms of a CME requires Monte Carlo computer
simulation. Even for very simple systems, the numerical solution of the CME is out of the question because the transition
probability matrix becomes rapidly untractable [54,16].
Daniel Gillespie proposed a way to overcome these difficulties, called Stochastic Simulation Algorithm (SSA) [58,22], by
using a so-called inversion method of Monte Carlo theory [22,21]. The approach consists in finding numerical realisation of
X(t) as function of t .
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Just to gain some intuition on the SSA, we recall that the key for generating simulated trajectories of X(t) is the function
P(τ , µ), with P(τ , µ)dτ representing the probability that the next reaction, of type Rµ, in a given volume and with the
system in a state X at time t, will occur in the interval (t + τ , t + τ + dτ). Now, P(τ , µ) can be expressed as P1(τ ) ×
P2(µ, τ), where P1(τ )dτ is the probability that the next reaction will occur in the interval (t + τ , t + τ + dτ) and P2(µ, τ)
is the probability that the next reaction will be of the type Rµ.
Gillespie showed that P(τ , µ) = aµ(x)exp(−a0(x)τ ), where a0(x) =∑Mk=1 ak(x), and suggested to calculate the time and
the type of the next reaction by drawing two random numbers r1 and r2. It can be shown that the time of the next reaction is
τ = (1/a0(x))× ln(1/r1), where a0(x) represents the sum of the probabilities of all possible reactions. The next reaction Rµ
to occur will be the one for which the numberµ is the smallest integer satisfying the relation:
∑µ
k=1 ak(x) > r2 a0(x). When
the time and the kind of reaction have been found, the number of the molecules taking part to that reaction are updated.
The process can run indefinitely, as far as reactions may occur (typically a maximal duration of the simulation interval is
fixed).
Summing up the SSA is: (1) Initialize the time and the system: t = t0, x = x0; (2) Evaluate all the ak(x) and a0(x); (3)
Generate τ andµ as indicated above; (4) Replace the time twith t+ τ and the number of molecules with x+ νµ; (5) Return
to step 2.
The SSA can be applied for homogeneous volume, it can handle reaction but not diffusion. The Chemical Master Equation
is a special form of the Master Equation for jump processes governed by chemical reactions [58]. Hence, it must noted that
the Gillespie algorithm can be applied, more generally, to all continous time Markov jump processes [54,16].
2.2. Process calculi and the Stochastic Pi-calculus
Process calculi have been defined within concurrency theory to formally represent the observable behaviour of a system
made of interacting components, also called processes. The observable behaviour is an abstraction of the actual behaviour of
the components at the desired level of abstraction. Process calculi are based on an algebraic notationwhosemain ingredients
are
(i) the basic actions that components can perform together with a set of operators for defining processes by composing
basic actions and simpler processes;
(ii) a semanticsdescribing the possible dynamics of a process according to the actions it can perform.Often it is operational
and consists of a labeled transition system (LTS). LTS have states, roughly processes themselves, and transitions, i.e. a relation
among a state and the next one the process can evolve to. Transition may have labels recording relevant information about
the step, such as the observable behaviour. LTS are usually defined compositionally by inductive rules over the structure of
the components of a process;
(iii) properties andmethodologies to analyse process behaviour. Examples of properties can be equivalence relations, such
as bisimulations, or reachability properties, such as checking whether a process can reach a given state of interest. Examples
of analysis techniques areModel Checking, i.e. verifyingwhether an LTS can fulfill a formula of a suitable logic expressing the
property of interest, and Static Analysis, which reasons about an abstraction of an LTS to check properties. These methods
can often be automated.
The Pi-calculus [36] models systems of concurrent communicating processes whose communication network may also
evolve in time. It is based on the notion of name. Basic actions are communications through shared channels. Channels are
identified by a name. Informally, a!n represents sending message n trough channel a, while a?m associates the message
received through channel a to (variable) m. One of the operators of the calculus is sequential composition, written _ ._.
Given a process P ′, the process P = a!n.P ′ can perform the output action and then evolve to P ′. Such a general behaviour is
formalised by a semantic rule as
a!m.P ′ am−→ P ′
with the label am recording the channel and the message. Analogously,
a?m.P ′ an−→ P ′[n/m]
where n can be any received message and P ′[n/m] stands for the fact that, as effect of the communication, the value of
m within P ′ is n. Another operator is parallel composition _ |_. In P|Q the two processes can either evolve independently,
e.g. P|Q an−→ P ′|Q if P an−→ P ′, or communicate through a shared communication channel, if any, i.e. they can execute
complementary input/output actions on a channel identified by the same name. Communication is formalised by an
inductive rule as
P
a(n)−→ P ′ Q an−→ Q ′
P|Q τ−→ P ′|Q ′
.
This rule can be applied to generate a transition for a process C whenever it has the structure P|Q , as required by the
conclusion of the rule (lower row). For instance, if C = a!n.A′|a?(m).B′ the rule can be applied (P = a!n.A′ andQ = a?(m).A′)
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and, since its premises are satisfied (upper row, P = a!n.A′ an−→ A′ = P ′ and Q = a?(m).B′ an−→ B′[n/m] = Q ′ are justified
by the previous rules), the transition in the conclusion exists:
a!n.A′|a?(m).B′ τ−→ A′|B′[n/m].
Note that labels in the premises require complementary actions, while the label τ denotes an action internal to A|B, e.g. it
does not expose any channel for possible communications. This rule is compositional, as the behaviour of P|Q is defined in
terms of the behaviour of its components P and Q and it is abstract as only the observable behaviour of P and Q is taken
into consideration and not, for instance, their internal structure. Importantly, channel names themselves can be exchanged
through communications, hence modeling the dynamical reconfiguration of the system communication network. Non-
determinism is represented by rules like
P
an−→ P ′
P + Q an−→ P ′
and symmetrically for Q . One of the two alternative processes is non-deterministically selected to let the system evolve,
while the other is discharged.
A stochastic version of Pi-calculus has been defined in [26,42]. Communications are annotated with a rate r representing
theprobability distribution for the actionhappeningwithin a given time, e.g. a!n@r . This extensionhas beenmotivatedby the
study of system performances depending on the possible occurrence of events, such as the distribution of incoming requests
or task completion times. From the rates and the current state of a process, accounting for the number of possible actions
ready to be performed, the next transition can be stochastically determined. Clearly, this paves the way for an application
of the SSA algorithm, when, in biological settings, processes are read as reactants, communications as reactions and the
propensity functions are determined from rates, which now represent ‘‘the speed’’ of a reaction (see [9] for details).
Motivated by its expressiveness and large availability of simulation tools, we have adopted the Stochastic Pi-calculus [42]
as a basis for our experiments. More specifically, we have implemented stochastic models for the calyx of Held with the
Stochastic Pi-calculus Machine (SPiM) [41], which supports a dialect of Stochastic Pi-calculus based on SSA. Once that
processes/active biological components have been defined, together with their rates and the initial conditions of the
experiment, a stochastic trajectory (i.e. a computation) is computed, allowing the behaviour of the system to be analysed.
2.3. The calyx of Held synapse
Currently, neuroscience is experiencing an explosive growth in the amount of detailed high quality experimental
information on neural processes underlying behavior. The huge amount of data requires mathematical and computational
modeling for understanding the complex dynamics emerging from individual molecular interactions [31,17,37,12,13].
Among living cells, neurons represent the elementary components of the nervous systems, able to communicate with each
other at highly specialized contact sites called synapses.
In general, each neuron consists of a somatic cellular body, onwhich a variable number of thin elongated structures called
dendrites converge and from which a long single structure called axon emerges, branching in several synaptic terminals.
The synaptic terminals of the transmitting neuron (the presynaptic terminal) send signals by releasing chemical molecules
(neurotransmitters) to the dendritic part of the receiving neuron (postsynaptic terminal) [1].
While in a resting state, the neuron maintains an electrical polarization of about −70 mV across its cell membrane
between its interior and the cellular context. The movement of an action potential through the cell body and along the
axon is accomplished by a sequence of depolarizations, up to+40 mV, and repolarizations.
The synapses are the places of functional contacts between neurons, where the information is stored and transmitted
from one to another neuron. Synaptic transmission is a complex process and current knowledge is based on the analysis of
a limited number of experimental synaptic models [19]. Synaptic transmission involves the presence of calcium ions in the
presynaptic terminal. These ions control the transmitter release process [63], consisting in the exocitosis of synaptic vesicles
(small elements containing the neurotransmitters) located at the presynaptic so-called active zone [57].
The electrical signals (action potentials) arriving at the synaptic terminal induce the opening of the Ca2+ channels. The
transient elevation of the internal Ca2+ concentration in the presynaptic terminal triggers synaptic vesicle exocitosis, hence
the neurotransmitter release (calcium-triggered-release hypothesis). Interestingly, chemical messengers (intracellular) and
modulators (extracellular) regulate the relationship between action potential and release in a synaptic terminal. This
relationship is altered by repeated activity (plasticity). The presynaptic terminal is then a kind of computational unit, which
changes its output based on its previous activity and ongoing modulation [64,40].
Theoretical and functional studies have suggested that Ca2+ acts on presynaptic vesicles by a local, huge and short-
lived elevation of its concentration [63]. The locality and rapidity of the concentration variation render the study of this
phenomenon not approachable with the conventional microscopic imaging techniques. Among the methods envisaged to
overcome these limitations, one is the so-called reverse approach, in which Ca2+ uncaging is induced in the presynaptic
element. Theuncagingmethod induces spatially homogeneous Ca2+ elevation, implying thatmeasuring theCa2+ fluorescent
indicator gives an indication of the real Ca2+ sensed by the vesicles. This experimental method has been applied to the study
of a large synapse of the auditory tract in the central nervous system, called calyx of Held [50]. Moreover, a minimal kinetic
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model has been built for the release of the Ca2+ triggered vesicle, in which five calcium binding steps are needed for vesicle
activation and release. The kinetic model parameters were computed by fitting experimental data, obtained by means of
elevating the intracellular presynaptic [Ca2+] in a controlled, homogeneous and step-like manner (calcium uncaging) [51].
Other methods have been developed starting from this, as discussed in the following.
Also, one can infer local Ca2+ signal waveform which is compatible with the experimental data on the time course
and amplitude of release [51,52]. Due to its particularly large size, the calyx of Held has been thoroughly investigated at
experimental and theoretical levels [27,33,61,25,14,62,24,23,57].
3. Calyx of Held: A stochastic model for in silico experiments
Building upon deterministic models of the calyx of Held, we have defined a stochastic model of the Ca2+ triggered vesicle
release in the presynaptic terminal. The developed model has been firstly tested against sensitivity and robustness, then
tuned and extended for our experiments of interest. Some of them address aspects of the presynaptic plasticitymechanisms:
paired pulse facilitation, synaptic potentiation and short termdepression. The compositionality of the chosen representation
language has often permitted us to easily embed new features in the initial model through smooth changes.
We have studied the behaviour of the synaptic terminal in the presence of a train of action potentials occurring within
short temporal intervals.We report an analysis of a twoCa2+waves train and discuss its effectswith respect to facilitation, i.e.
a form of activity dependent enhancement of the synaptic strength.We have tested hypotheses on synaptic potentiation. This
is generally due to an increase of the vesicle pool size thatmakes the release process stronger.We havemodeled this through
a suitable increase of stochastic rates. We have defined a suitable model of the spatial and functional distribution of vesicles
within the presynaptic terminal. This aims at supporting the verification of competing hypotheses on the mechanisms of
short-term synaptic depression. Hence, we have analysed the relationship between the measured pattern of the time course
of release and the possible existence of two pools of different vesicles in the active zone [18,49,59,48]. The temporal and
spatial aspects of the release considered appear intertwined and relevant for synaptic plasticity. Finally, we have designed
the extended model so as to exhibit equilibrium beyond calcium stimulation, for instance in some vesicle regeneration
mechanisms.
3.1. On model adequacy
Models of cellular dynamics are commonly implemented in the framework of deterministic chemical kinetics and this
implies that molecular interactions are described in terms of differential equations. The major drawback of this approach is
that cellular processes occur in a small volume, frequently involving a very small number of interacting molecules. In this
case, significant stochastic fluctuations occur, which can be seen as random variations about a mean number of molecules.
Fluctuations can significantly affect the dynamics of biochemical intracellular pathways, e.g. fluctuations might decrease or
increase the steepness of a nonlinear stimulus-response relationship and, in some cases, they can increase the reliability of
response to small signals via the so-called stochastic resonance [55]. Therefore, in these cases the stochastic approach has
to be preferred.
There is a correspondance between the predictions of the deterministic approach and those of the stochastic approach.
The two approaches tend to the same result as the number of the molecules in the system increases. It is important to
remember, however, that in vivo reactions follow just a particular trajectory andnot themean trajectory, hence the stochastic
description could differ significantly from the deterministic one. In some situations, such as circadian rhythm or genetic
networks, the differences between the two approaches could be dramatic and the system oscillates or rests, depending on
the description used.
Also for the case of the calyx of Held, most of the deterministic models of calcium triggered release present some
methodological limitations. These models use differential equations, known as reaction rates equations, to describe the
time course of [Ca2+], the Ca2+ concentration (mole× liter−1) interacting with the synaptic vesicles. This approach implies
that [Ca2+] is continuous, while it is clearly not [34]. For example, with a Ca2+ concentration of 10µM in a volume of 60 nm3
there is a single free ion. Another common assumption is that the binding of the Ca2+ to the release sensor of the vesicle
does not affect the [Ca2+] concentration [34]. Also this assumption is not properly adequate: considering that the vesicle
diameters range in the interval 17–45 nm, an average interaction volume, a cubewith edge length 60 nm say, would contain
few Ca2+ ions, and when some of them bind to the vesicle sensors, the number of Ca2+ could change substantially.
Given the above considerations the stochastic approach appears to be much more appropriate, since the deterministic
approach fails to capture the nature of the biochemical kinetics,which ‘‘at low concentrations is discrete and stochastic’’ [60].
Moreover, realisations of the stochastic approach seem to offer more perspective with respect to ODEs approaches
far as scalability is concerned, such as those based on some variants and extensions of the SSA, e.g. [22]. The use of
frameworks based on stochastic process calculi may also offer advantages in terms of expressiveness, level of abstraction
and, importantly, some forms of compositionality, as it will be discussed in the rest of this paper. Expressive and accessible
computational models are important to complement the in vitro/in vivo research: effective in silico experiments can validate
working hypotheses and discern most promising directions.
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Our work consists of the development of a suitable stochastic model starting from the deterministic model presented
in [51], and of its subsequent refinements and extensions aimed at capturing the dynamics of the phenomena of interest
previously mentioned.
Our model is based on a dialect of the Stochastic Pi-calculus and runs on top of the SPiM interpreter [41], an expressive
simulation environment for stochastic calculi. Beyond on the availability of a suitable execution environment, the choice of
the Pi-calculus has been based on its expressiveness. Although not all its distinguishing features have been exploited here,
like the dynamic creation of new interaction capabilities (new names), it has seemed reasonable not to renounce to them,
which might reveal useful when further detailing the model. Overall, the definition of the ‘‘right’’ representation language
still appears as an open problem.
Moreover, the challenge of dealing with the mentioned spatial and temporal aspects seems to suggest fruitful directions
for extending the expressiveness of the representation language. The proposed approach embodies some of the features
of model construction which are traditional in computer science, like the choice of the right level of abstraction and, to a
certain extent, principles of compositionality and modularity. These will be discussed in this section.
3.2. Calcium triggered release: A first model
In the phenomenological kinetic model described in [51], five calcium binding steps are needed for vesicle activation and
release. The kinetic model parameters were computed by fitting experimental data, obtained by elevating the intracellular
presynaptic [Ca2+] in a controlled, homogeneous and step-like manner (calcium uncaging). We transformed the equations
of the above cited model by exploiting the relationship between the stochastic rate constants (c) and the deterministic
rate constants (k) [29]. For reactions of the first order, c = k. For reactions of second order, the relationship becomes:
c = k/(NA × Vol), where NA represents the Avogadro’s number and Vol the volume of the reaction. Hence, in order to
determine the values of the stochastic rate constants, we needed to estimate the value of Vol. Spatially, the calyx of Held is
organized as a ‘‘parallel’’ arrangement of a large array of active zones, ranging from 300 to almost 700 in number [50]. Active
zones, each containing up to 10 vesicles, are clustered in groups of about 10 of them, in a volume having a diameter of almost
1 µm. Each action potential activates all the active zones. This particular morpho-functional organization of this synapse
has allowed us to model a subunit of the presynaptic element, consisting of a cluster of 10 active zone, each containing 10
vesicles, in a volume of 0.5×10−15 liter.With this volume estimate, we have obtained the following values for the stochastic
constants: con = 9× 107 / (6.02× 1023 × 0.5× 10−15) s−1 = 0.3 s−1, coff = 9500 s−1, γ = 6000 s−1 and a cooperativity
factor b = 0.25. Then, 300, 3000 and 6000 Ca2+ ions correspond to molar concentrations [Ca2+] of 1, 10 and 20 µM. The
equations of the stochastic model are:
Ca2+i + V
5con−−→
←−−−
coff b0
VCa2+i
+ Ca2+i
4con−−→
←−−−
2coff b1
V2Ca2+i
+ Ca2+i
3con−−→
←−−−
3coff b2
V3Ca2+i
V3Ca2+i
+ Ca2+i
2con−−→
←−−−
4coff b3
V4Ca2+i
+ Ca2+i
con−→
←−−−
5coff b4
V5Ca2+i
γ−→ T
where Ca2+i represents the number of intracellular calcium ions, V the number of vesicles, T the released vesicle.1
Our simulations have confirmed the results obtainedwith the deterministicmodel: high sensitivity of vesicles to calcium
concentrations. While several other synapses require a calcium concentration in the range of 100–300 µM for triggering
vesicle release [57], it is known that the local calcium concentration can be much lower than 100 µM in the calyx of
Held [51]. Our results have also confirmed this, by showing that relatively low concentrations up to 20 µM are able to
deplete the releasable pool in a few milliseconds. In the following, we will display our results. Each figure consists of three
parts: the left side shows the time course of Ca2+ (together with the extrusion mechanism (P) and its occupancy (CaP)
when present, and the intermediate Ca2+ bindings); the middle part displays the same picture in logarithmic scale so as to
appreciate the intermediate states of calcium binding and vesicle activation (Vstar) and release (T); the right part focuses
on activated vesicle (Vstar) and the total number of the transmitter released (T). The time scale of all the figures is expressed
in milliseconds.
Fig. 1 shows the simulation results for the step-like calcium case with the following parameters: V = 100; Ca2+ = 6000;
con = 0.3; coff = 9500; γ = 6000; b = 0.25. It can be observed that the pool of vesicles is 80% depleted within 3 ms,
coherently to the experimental findings [51].
1 Slightly imprecisely, hereafter we shall use the notation A + B
to−→
←−−
back
C + D
...−→
←−
...
... to represent the reversible reaction from A and B to C and
back. Then, the produced C is involved, together with D, in the next (reversible) reaction producing .... I.e., the formula does not intend to represent neither
A+ B← C + D nor A+ B→ C + D.
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Fig. 1. Step-like calcium uncaging (V = 100; Ca = 6000; Con = 0.3; Coff = 9500; γ = 6000; b = 0.25).
Fig. 2.Wave-like calcium uncaging (V = 100; Ca = 6000; Con = 0.3; Coff = 9500; γ = 6000; b = 0.25).
The experiments and models on Ca2+ uncaging [51] showed a high sensitivity of vesicle release in response to a uniform
elevation of [Ca2+] in the range 10µM. It was unclear whether very short [Ca2+] elevations are sufficient to induce a release
similar to that induced during an action potential. A recent experimental work [3] has addressed this issue. A spatially
uniform and very rapidly decaying [Ca2+] transient was induced in the presynaptic element, by Ca2+ uncaging in the
presence of added Ca2+ buffers. This short-lived elevation (wave-like) of calcium concentration has been revealed to be able
to trigger vesicle release. We have introduced in our model a simple mechanism of calcium extrusion used in a previously
developed model [15], adapting the rate constants to fulfill our needs:
Ca2+i + P
c1−→
←−
c2
CaP
c3−→ Ca2+o
where Ca2+o is the extruded calcium, P is an abstraction of a pumping mechanism, c1 = 8 s−1, c2 = 25 s−1 and
c3 = 10 000 s−1. We have obtained a simulated calcium wave lasting about 1 ms and with a half width 0.5 ms, conforming
to the experimental requirements [3]. Such a kind of calcium wave with a peak value of about 6000 ions, corresponding to
a peak calcium concentration of 20µM, the left-side of Fig. 2 displays. The right side of the same figure shows the release of
one vesicle. Considering that a whole presynaptic element can be made of about 70 of our simulated clusters, this implies
that a single action potential, and accordingly a single calcium wave, is able to release a significant amount of vesicles. This
also fits with the experimental findings [51,52,3].
For both step-like and wave-like calcium uncaging, we have performed a parameter variation study (sensitivity
analysis) [4], which addresses the problem of the variations in the release rate. These phenomena have been experimentally
observed about vesicle release, but they are still obscure. These variations have been explained by the recruitment of new
vesicles within the same active zone or by a different sensitivity to calcium ions of the vesicles belonging to the same cluster.
3.3. Neuro-processes in Pi-calculus
In order to illustrate the main features of the formal model used to stochastically represent the behaviour of the
calyx of Held, we sketch here some of the parts of the so-far introduced model. Excerpts from the model, viz. its SPiM
implementation, are in Fig. 3. The representation language models interaction as pairs of input/output actions over the
same communication channel (?c/!c). In this model, communication reverts to synchronisation, as no data is exchanged.
Communication channels can be (dynamically) created by the new command and have associated a stochastic rate (see line
5 of Fig. 3 where the channel vca is created with rate con5 = 1.5). Rates are defined in lines 2–4.
Then, the specification of some interactions follows. A calcium ion (ca()) can interact with a vesicle (v()) over
channel vca (beyond being able to do other things). After this communication, ca() disappears and v() becomes v_ca(),
representing the binding of the two. This realises a second order reaction.
First order reactions are modeled as interactions with a single dummy molecule, i.e. a fictitious molecule introduced to
allow synchronisation. Being in a single copy, it does not alter the stochastic dynamics since such a quantity is irrelevant.
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Fig. 3. The calyx of Held SPiM code.
For instance, any v_ca() can then either accept other calcium bindings or degradate back to an unbound vesicle by commu-
nicating through bvcawith the single copy of Dv_ca(). After such a reaction, v(), ca() and Dv_ca() itself are restored.
Some of the operators used are sequence (;), multiple alternative choice (do ?c or ?d or ...), i.e. only one of the
possible actions can be executed and the others discharged, and process definition (p()= ...) and invocation (...; p()),
a mechanism that allows a behaviour to be specified (definition) and dynamically enabled by other processes (invocation).
Processes can run in parallel (p()|q()).
The dynamics of a simulation consists of a trajectory, i.e. a set of transitions from one state to the next one, determined
from the actions enabled in a state and the number of processes ready to perform them, according to SSA (Section 2.1). The
duration of the simulated dynamics of the system is set in line 1 (here 0.005 s).
So far, the system has been described by specifying simple atomic behaviour, basically corresponding to chemical
reactions, and then by composing them together. The parametric process w(cnt:int) allows us to suitably modulate the
calcium wave. After a stochastic delay, if its integer parameter cnt is positive it replicates 80 copies of itself, with the
parameter decreased, in parallel with 80 ca(). Otherwise it dies. This realises a recursively defined exponential growth,
which can be controlled by the delay rate and the parameter in its rapidity and quantity. The growth is turned into a wave
by specifying the pumping mechanism as described in the model. Accordingly, the interaction capability, i.e. action ?cp,
has to be added to ca(). This is a modular composition that only requires further to tune pump parameters to obtain the
desired wave.
Finally, the initial state of the experiment can be populated specifying how many molecules of each specie are present
(here 1 wave, 1000 pumping molecules, 100 vesicles and 1 copy of the needed dummy molecules).
3.4. Short term plasticity: Paired pulse facilitation
The term synaptic facilitation indicates a formof activity-dependent synaptic enhancement observed in several synapses,
in which the synaptic strength increases during a train of action potentials [18,63]. In general, facilitation depends by pre
and postsynaptic mechanisms. In this paper, we focus on the presynaptic side of facilitation. It is generally accepted that
the intracellular Ca2+ remaining from previous activity (the so-called residual Ca2+) causes facilitation, but the mechanisms
that make this happen are still not clearly understood [57]. In general, the residual Ca2+ is less than 1µM (in our model this
correspond to less than 300 Ca2+ ions) and for most synapses the local [Ca2+] increase needed for release is between 100
and 300 µM. This implies that, typically, the residual Ca2+ is not sufficient to induce facilitation.
Some other underlying mechanisms for facilitation have been proposed, such as, just to cite some, the permanence of
Ca2+ bound to the high affinity binding sites of the secretory machinery, Ca2+ buffer saturation or an increased size of the
readily releasable pool [18].
We have run a series of simulations with a double Ca2+ wave in order to study facilitation. Fig. 4 shows a small sample
selection of our simulations with varying time delays betweenwaves. Each row represents a simulation. The left part shows
occurrence of the twowaves with varying delays. From upper to lower row, the time interval between Ca2+waves decreases
(12, 8 and 2ms) and it can be observed that for the smaller delays the amount of release caused by the secondwave increases
notably.
A possible underlying mechanisms could be suggested by the central column of Fig. 4. Just before the second calcium
wave develops, the amount of residual Ca2+grows when the delay decreases. This causes an increase of the release. At the
same time, it seems that other parts of the release machinery could be involved in facilitation, such as the occupancy of
the pump P or the intermediate steps of vesicle binding. In our simulations, also these parts seem to be influenced by the
residual Ca2+, look e.g. at the level of occupancy of P in the central column of Fig. 4. Hence, the residual Ca2+ seems to have
a central role in the facilitation process, even at very low concentrations.
Summing up, our simulations support the hypothesis that in calyx of Held facilitation is likely due to the residual Ca2+
and to occupancy of Ca2+buffers, i.e. to those cellular elements that control the Ca2+ concentration, by reducing it. Our
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Fig. 4. Two wave-like calcium pulses at different intervals (V = 50; Con = 0.4).
simulations show that our model is consistent with the idea that a very low level of residual Ca2+ might account for the
particular form of short-term synaptic plasticity named paired pulse facilitation [18,63].
Implementation.Once awave generator has been defined,multiple instances of it can be activatedwith different stochastic
delays:
snd_w() = delay@0.125; w(1)
The actual delay after which the wave is generated cannot be exactly determined, because it is stochastically based on a
probability distribution. To perturb on need an experiment at a precise time point, it could be worth adding an ad-hoc
construct, like run 1 of w(1) at 0.5, so as to improve the expressiveness of the simulation environment. However, this
would not be a straightforward extension. Indeed, this would be beyond the dynamics ruled by SSA (also, the events we are
considering rarely occur in nature at a time point that can be exactly determined).
3.5. Synaptic potentiation
It has been experimentally shown that, in the calyx of Held, potentiation of spontaneous and evoked vesicle release
(synaptic potentiation) can be induced by phorbol esters, which increase the apparent Ca2+ sensitivity of vesicle fusion [33].
The authors of [33] have used Ca2+ uncaging and have developed a deterministic allosteric model of Ca2+ activation of
vesicle fusion, extending themodel in [51]. The newmodel takes into account the spontaneous release and the smaller Ca2+
cooperativity in the release process. We have recast this deterministic model in the following allosteric stochastic model:
Ca2+i + V
5con−−→
←−−−
coff b0
VCa2+i
+ Ca2+i
4con−−→
←−−−
2coff b1
. . . V4Ca2+i
+ Ca2+i
con−→
←−−−
5coff b4
V5Ca2+i
↓l+f 0 ↓l+f 1 ↓l+f 4 ↓ γ
T T + Ca2+i . . . . . . T + 4Ca2+i T + 5Ca2+i
where con = 0.3; coff = 4000; l+ = 0.0002; f = 31.3; l+f 5 = 6000 = γ ; b = 0.5.
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Fig. 5. Synaptic potentiation. Step-like Ca2+ uncaging and multirun wave-like Ca2+ uncaging for l+ = 0.0002 and l+ = 0.001 (willingness rate).
Ca2+ = 6000.
Fig. 6. Synaptic potentiation. Step-like Ca2+ uncaging and multirun wave-like Ca2+ uncaging for l+ = 0.0002 and l+ = 0.001 (willingness rate).
Ca2+ = 1200.
The value of the fusion rate was l+ = 0.0002; potentiation in presence of phorbol ester was obtained by increasing
fivefold that value. The left column of Fig. 5 shows the results of a step-like uncaging experiment, with l+ = 0.0002. In the
middle part the same experiment runs with l+ = 0.001. The rate of release increases along with the coefficient l+ and at
the same time there is a smaller number of vesicle activation (compare the left and the center of the lower row).
The right column shows 20 runs of wave-like uncaging with two values of the l+ coefficient: l+ = 0.0002 (upper row)
and l+ = 0.001 (lower row). The vesicle release increases for increased value of l+. This is coherent with the experimental
findings [33]. Our results show a kind of potentiation related to a so-called fusion willingness rather than to an increase in
the releasable pool size, as it can be observed in other synapses.
Fig. 6 shows sample results of simulation outputs of step-like Ca2+ uncaging. The amount of calcium is now 1200 instead
of 6000. Values l+ = 0.0002 (left column), and l+ = 0.001 (middle column) are unchanged. A logarithmic scale has been
here used to plot the calcium uncaging. The results of multiruns for different values of l+ are in the right column. It can be
observed an increase of released vesicles when the fusion willingness was bigger, and at the same time a decrease of the
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Fig. 7. Schema of the multipool vesicle refilling and depletion.
number of the activated vesicles. Comparing the right columns of Figs. 5 and 6 shows that the effects of increased values of
l+ are more visible at smaller Ca2+ values, coherently to experimental findings [33].
Implementation. This consists of a straightforward extension of the initial model. Slight adjustments to parameters have
been needed because of the introduction of the new hypotheses over vesicle behaviour. Moreover, the model parameter l+
introduced can easily be varied for experimenting potentiation.
3.6. Short term plasticity: Synaptic depression
It is known by experimental data that the vesicles of the active zone can be split in two virtually separated and equally
populated pools. One pool consists of the so-called readily releasable or fast vesicles and the other one of so-called reluctantly
releasable or slow vesicles [39,49,59]. During a single action potential discharge, which we represent as a single calcium
wave, the vesicles released belong to the fast pool. The amount of release corresponds to about 4% of the fast pool, hence in
our case to 2–3 vesicles [18].
Whereas, when the synapse is depolarized to elicit maximal Ca2+ influx, all the fast and slow vesicles of the active zone
are released and the synapse active zone is completely depleted. This represents one of the proposedmechanisms of synaptic
depression. The synaptic depression is a reduction of the synaptic strength, which builds up during sustained neural activity.
In the release process most of the fast and slow vesicles are released with the characteristic times of about 3 and 30 ms,
respectively [39,53]. It is also known that the slow vesicles are replaced much more rapidily than the fast ones. The precise
mechanisms through which this form of release happens are still debated. For some cells, such as the chromaffin cells, it is
likely that the slow vesicles differ in their intrinsic kinetics from the fast ones [56].
For the calyx of Held synapse, some mechanisms have been been suggested. One of the deterministic proposed models
assumes that the slow vesicles are precursors of the fast ones and that they become releasable by laterally moving toward
the fast pool [39]. Based on these suggestions, in [4]we have built a stochasticmulti-poolmodel of the possibilemechanisms
underlying short-term synaptic depression. One pool represented the fast vesicles and other pools represented slowvesicles,
not releasable before maturing to the fast state. The vesicles were then released with the same five Ca2+ binding steps
previously adopted. The coefficients were in part obtained from the literature and in part obtained by trails and errors,
because they are generally unknown.
Thatmodel helped us to clarify some of themechanisms involved in the delocalization of the vesicles in the active zone, it
helped to determine some unknown parameters (stochastic coefficients, number of vesicles), it confirmed that modulation
of stochastic parameters, i.e. rates might not be constant, could play a relevant role during the release cycle, see [2,57,56,
47]. Moreover, the model described fairly well the dynamics of the release in a short interval of time (tens of ms). However,
on a longer time scale improvements are in order because there is no vesicle recycling and for the absence of constrains on
the maximum number of vesicles in the pools.
We have extended that model by adding details from experimental observations and related proposed mechanisms.
Building upon [33], some experiments suggest that the timecourse of release observed during the experiments of Ca2+
uncaging might be due to kinetic mechanisms intrinsic to the vesicle fusion machinery of fast and slow vesicles [61]. The
slow and fast releasemechanisms differ in the value of the coefficient l+ , which was l+ = 2 ×10−4 s−1 for the fast pool and
l+ = 7×10−6s−1 for the slowpool.We have transformed themodel in [33], with standard techniques, to a stochasticmodel.
Moreover, we have introduced somemechanisms of vesicle production and refilling. In particular, we took into account that,
during a sustained release, the slow vesicle are reintegrated much faster (time constant of hundreds milliseconds) than the
fast vesicles (time constant of seconds). However, sustained neural activity accelerates the recruitment of the fast vesicles,
via intracellular Ca2+, reaching a speed up to ten times the normal one [27].
Starting from the above,we have built a detailedmultipoolmodel of the presynaptic element, outlined in Fig. 7. It consists
of two releasable pools of slow and fast vesicles, each with maximum (and starting) number of 50 elements. They are
depleted with a fast and a slow time course during a sustained depolarization (described by a step-like Ca2+ uncaging).
The two kinetics are determined by two different values of the l+ and lˆ+ coefficients, according to the allosteric model.
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In general the number of vesicles belonging to the active zone is not constant and its variations might represent one of
the activity-dependent plastic mechanisms. Differently, for the calyx of Held it has been shown that the maximum number
of releasable vesicles does not vary in time. Hence, we have included in the model a mechanism limiting the maximum
hosting capability of elements in the assigned vesicle pools. This is supported by a spatial interpretation that we adopt as
working hypothesis: hosting capability is constrained by the saturation of the space available to the vesicle pools.
This mechanism is realised by labeling vesicles. Such an annotation represents the maximum number of vesicles that
can exist at the same instant, e.g. V 50S for the slow ones, which are at most 50. Infinity represents a significantly large pool.
These labels are parameters of the model. Indeed, limiting the maximum number of vesicles in each pool, or also imposing
some temporal dependences on the stochastic constants, are two possible ways to obtain dynamic stability, i.e. equilibrium
in absence of a stimulus, in a model of vesicle trafficking.
The recruitment is faster for the slow vesicles. On the contrary, fast vesicles are generally recruited on a time scale beyond
the time interval considered in our model. Recruitment is a vesicle maturation process. The slow vesicles go back and forth
between the releasable (V 50S ) and docked (V
100
DSP ) pool states. Docked vesicles are close to the synapse membrane in the active
zone, but not yet releasable because notmature. They are replenished from a reservoir pool of vesicles (V∞RP ), which is refilled
with mechanisms on longer time scales and hence not considered in the present model.
It has been shown that prolonged synaptic activity may cause much faster recruitment of fast vesicles (order of hundred
ms) through a mechanism involving Ca2+ and the molecule calmoduline (C) [27,53]. This mechanism is shown in the
equations below, in which Ca2+ interacts with C to form the complex Ca2+C which induces maturation of fast vesicles.
We have specified in Pi-calculus this behavior and tuned the parameters k5, k6 and k7 so as to guarantee a correct time
course of recruitment.
The release of fast and slow vesicles, with their different dynamics, proceeds as usual.
V∞RP
k1−→
←−
k2
V 100DSP
k3−→
←−
k4
V 50S
Ca2+i + V 50S
5con−−→
←−−−
coff b0
V 50S
Ca2+i
+ Ca2+i
4con−−→
←−−−
2coff b1
. . . V 50S
4Ca2+i
+ Ca2+i
con−→
←−−−
5coff b4
V 50S
5Ca2+i
↓l+f 0 ↓l+f 1 ↓l+f 4 ↓ γ
T T + Ca2+i . . . . . . T + 4Ca2+i T + 5Ca2+i
Ca2+i + C
k5−→
←−
k7
Ca2+i C + V∞RP k6−→ V 50F + Ca2+i + C
Ca2+i + V 50F
5con−−→
←−−−
coff b0
V 50F
Ca2+i
+ Ca2+i
4con−−→
←−−−
2coff b1
. . . V 50F
4Ca2+i
+ Ca2+i
con−→
←−−−
5coff b4
V 50F
5Ca2+i
↓lˆ+f 0 ↓lˆ+f 1 ↓lˆ+f 4 ↓ γˆ
T T + Ca2+i . . . . . . T + 4Ca2+i T + 5Ca2+i
where: con = 0.3 s−1; coff = 4000 s−1; l+ = 0.0002 s−1; f = 31.3; l+f 5 = 6000 s−1 = γ ; b = 0.5; k1 = 10 s−1; k2 = 1 s−1;
k3 = 2.5 s−1; k4 = 0.1 s−1; k5 = 1 s−1; k6 = 0.1 s−1; k7 = 0.01 s−1 and lˆ+ = 0.001.
A sample of the simulation results are in Fig. 8. The central column shows several variables, such as Ca2+ and the numbers
of the different vesicles, in logarithmic scale. The other two columns focus on a selection of the most relevant variables
detailed below.
The first row shows the effects of a continuous depolarization,mimicked by a step-like Ca2+ (6000) uncaging experiment.
It can be seen the release TF due to the fast vesicles VF (synchronous, within the first 3 ms) and TS due to the slow VS
(asynchronous, longer duration). The double slope of the cumulative release curve (TF + TS) is clearly visible. It is possible
to follow not only the cumulative fast and slow release, but also the changes in the space availability of the different pools
(SVF , SVS). At the same time there is a contribution to the release of fast vesicles recruited during the activity, shown by the
bifurcation of the two curves TF and SVF : the former continues growing whereas the latter remains almost constant and
near its maximum value of 50. The slow pool (VS) is emptied more slowly (see the time course of SVS) and the contribution
to the release comes from the underlying refilling process (compare the behavior of SVS and TS).
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Fig. 8.Multipool vesicle populations timecourse during step and plateau-like Ca2+ uncaging.
The second row shows the effects of a plateau-like Ca2+ uncaging experiment, in which the duration of the Ca2+ step is
of about 17 ms. With this simulation, which mimics a depolarization of assigned duration, it is also possible to follow the
time courses of the depletion and refilling processes of the vesicle pools. This model is dynamically stable: after a release
the system comes back to the initial conditions with time courses compatible to the experimental observations. (Note that
the time scale in Fig. 8 has been accelerated for the sake of presentation. Indeed, here VS , VF , SVS and SVF become visible
within 0.1 s, while in reality the refilling lasts for hundred of ms).
In this model, the concept of available space has been introduced. It represents a real and effective constrain, often
overlooked in most of the models of synaptic function. Finally, it has been shown that the recruitment of the fast vesicles
through a process involving local Ca2+ might be described by a few steps intracellular process without invoking global Ca2+
concentrations, as some authors did instead [27].
Implementation. The main issue raised by the implementation of this extended model has been the need of describing
phenomena that go beyond the mere modeling of bio-chemical based dynamics. Something analogous has been previously
done, for instance, with the design of subsequent Ca2+ waves distributed in time. Here, concerns that have a spatial and a
temporal flavor have been addressed.
The limitation in the number of the elements of certain species can be thought as a spatial, or structural, property. For
instance, it can be reasonably read as a saturation phenomenon of the available area in the active zone. What has been
represented in the model by labeling species with constraints, e.g. V 50S , has been implemented by assuming a set of active
elements, one for each constrained specie. Each set contains as many elements as the number of elements allowed by the
specie constraint. The generation of a constrained element, e.g. a vesicle at a givenmaturation state, like V 100DSP or V
50
S , happens
through interaction with one of the active elements of the relative set, if any available exists. After this interaction the active
and the specie element are bound together, so that the former is not available for further interactions.When such compound
element is destroyed, for instance because a mature vesicle has been released, the active element is restored. Hence, no
more specie elements than those allowed by the constraint can be simultaneously present. Fig. 9 shows the constrained
dynamics of slow vesicles: a vesicle of the reservoir pool r_vp() can become docked vd_docked() only by interacting
with vd_docking_space(), the relative spatial element, through channel d_ch1. Notice that the spatial element is lost.
The availability of one such spatial element is also needed for a slowvesiclesv() to go back to the docked position viad_ch4,
restoring one vs_docking_space() it was occupying. Differently, a docked vesicle can freely go back to the unconstrained
v_rp(), via a first order reaction (d_ch2), also restoring one docking space. Analogously for a docking vesicle maturing to
a slow one (d_ch3).
The recruitment of fast vesicles, other than spatial, involves also temporalproperties in terms of Ca2+mediated facilitation
of recruiting. This has been implemented in two steps according to the model, see Fig. 10. First ca() activates clmd() into
ca_clmd(). Then, either the reaction is inverted or a fast vesicle is maturated via a constrained mechanism (d_ch6). Both
ca() and clmd() are released. It is important to note that, rather than a precise bio-chemical interaction of ca(), we are
here describing a more abstract, perhaps less understood, facilitator role of it, which leaves ca() and clmd() unaltered.
These kinds of abstract processes may be useful for summarising a set of bio-chemical reactions, of which only the resulting
macro behaviour is known. These processes can be easily modeled within the language, but require a proper tuning of the
stochastic parameters for matching the expected behaviour, in this case the known time scale of vesicle recruitment. The
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Fig. 9. SPiM code: Spatial issues.
Fig. 10. SPiM code: Temporal issues.
varying amount of ca() varies the strength of the reaction, according to SSA, implementing a sort of variable stochastic
constants. Note also that in the second step via d_ch6 no vesicle from the reservoir pool is involved, since both ca_clmd
and the constraining mechanism are already involved in the binary interaction. This is an acceptable simplification in
this context, since vesicles are continuously made available by the pool and the tuning of parameters recovers again the
time course of this abstract process. In general, such kind of abstract processes may be valuable for representing a set of
concrete bio-chemical interactions at a higher level, for instance because the detailed steps are not known or for simplifying
the resulting model. In this case it is possible that system dynamics is determined by the interaction of more abstract
components, like the reservoir pool, the ca_clmd() and the vf_docking_space() in our example, and hence binary
interaction alone can result in a limitation. The overall composition of the illustrated mechanisms allows the system to
exhibit the above explained dynamic stability.
4. Final remarks
In this paper we have developed a study of the Ca2+ triggered release of neurotransmitters in the presynaptic terminal
of the calyx of Held synapse. Extending an initial model presented in [4], we have described here a quite detailed model
encompassing several mechanisms, such as step and wave like Ca2+ uncaging, facilitation due to repeated activity,
spontaneous release, potentiation due to activation parameters strengthening and, finally, a quite precise and abstract
representation of vesicle depletion and refilling under prolonged depolarization, which is able to exhibit dynamic stability.
Modeled phenomena range in a scale from10−4 s, the spike of a Ca2+wave, to 10−1 s andmore, a depletion and refilling cycle,
hence covering a variate time scale. Simulation results are coherent with experimental data in literature, hence validating
the correctness of the model. Sometimes, it has been necessary to define some values of the model parameters by fitting
or making assumptions, since they were not known, as well as it has been necessary to assume the existence of some
mechanism, or provide an abstract representation of them, since they also are still not fully understood.
The main ingredients of our approach are: (1) a stochastic definition of the model, which is more suitable than other
approaches traditionally adopted in the context addressed; (2) a process calculus as a representation language, which has
demonstrated good properties in terms of expressiveness, modularity and compositionality, and choice of an adequate level
of abstraction for modeling both bio-chemical and higher level mechanisms; (3) a computational tool, joining together the
above two ingredients, which allows for efficient and precise in silico simulations.
The results of this multidisciplinary work are twofold. From the biological viewpoint we have assembled a model out
of experimental data, fitting of parameters and hypotheses on non-fully understood mechanisms. This model exhibits a
behaviour which is coherent under several respects with the reality it represents. Examples are the sensitivity to Ca2+
in the release process and in the facilitation phenomena, and the adequacy of the spatial and kinetic hypotheses on
vesicle dynamics (e.g. time courses of depletion and refilling, see [39]) under different conditions, like during prolonged
depolarizations. These mechanisms underly the complex and still poorly understood short-term synaptic depression
processes [57]. This model appears as a virtual environment that, in perspective, may provide means for precisely verifying
and building hypotheses through in silico experiments. For instance, several stimulation protocolswith different frequencies
could be tested in silico for better assessing some known relationship between frequency and plasticity. The more complete
the model, the more informative the virtual experiments will be. The compositional properties of the approach ease the
incremental construction of a completemodel, even if compositionality is not always for free in the context of the stochastic
semantics. We have obtained an interesting result in this sense in [5], connecting initial models of the pre and postsynaptic
terminals.
From the computer science viewpoint the present study has provided some insights about the adequacy of process calculi
for modeling life systems, according to the metaphor ‘‘cells as computation’’. Overall, the experiments carried out have
shown the advantages in terms of expressiveness and compositionality provided by themethodology. As far as the former is
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concerned, most interesting is the capability of mixing different levels of abstraction, from molecule to molecule reactions,
to the description of more complex processes, possibly abstracting not well understood mechanisms. As discussed, the
availability of the only form of binary synchronisation, even if justified from the perspective of biological dynamics, may fall
short for these kinds of higher level processes. Other extensions aimed at enhancing expressiveness have been suggested,
such as a finer control of event time. Others could bemaking visiblewithin the calculus quantities, like simulation time or the
number of elements of a given specie, so as to describe saturation ormore abstract threshold effects. Variable stochastic rates
also seems of interest, for instance for expressing reaction speeds depending on variables like the temperature. However, all
these extensions raise the issue of their integration within the stochastic semantics as determined by SSA. A significant step
forward appears to be the possibility of overcoming the assumption of spatial uniformity (well-stirred space) by means of
some notion of locality. In this sense, ‘‘location-aware’’ calculi, like the Brane Calculi [8], seem of interest. Again, the relation
between stochastic dynamics and spatial information, e.g. how the traversal of an axon modifies signal strength, seems to
make the problem difficult. Finally, another direction worth investigating regards compositionality. As mentioned above,
the stochastic interplay of different processes makes compositionality hard in the general case, since a local behaviour in a
component can perturb the overall system to which the component is added. Compositionality is instead easier to achieve
when components are quite separate, for instance when they refer to disjoint volumes or have a clear and limited interface
through which their molecules can interact, see [5].
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