Oscillations of nonlinear feedback systems which contain tightly coupled subsystems in cascade by Hoeflin, David Arthur
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1984
Oscillations of nonlinear feedback systems which
contain tightly coupled subsystems in cascade
David Arthur Hoeflin
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Mathematics Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Hoeflin, David Arthur, "Oscillations of nonlinear feedback systems which contain tightly coupled subsystems in cascade " (1984).
Retrospective Theses and Dissertations. 8175.
https://lib.dr.iastate.edu/rtd/8175
INFORMATION TO USERS 
This reproduction was made from a copy of a document sent to us for microfilming. 
While the most advanced technology has been used to photograpii and reproduce 
this document, the quality of the reproduction is heavily dependent upon the 
quality of the material submitted. 
The following explanation of techniques is provided to help clarify markings or 
notations which may appear on this reproduction. 
1.The sign or "target" for pages apparently lacking from the document 
photographed is "Missing Page(s)". If it was possible to obtain the missing 
page(s) or section, they are spliced into the film along with adjacent pages. This 
may have necessitated cutting through an image and duplicating adjacent pages 
to assure complete continuity, 
2. When an image on the film is obliterated with a round black mark, it is an 
indication of either blurred copy because of movement during exposure, 
duplicate copy, or copyrighted materials that should not have been filmed. For 
blurred pages, a good image of the page can be found in the adjacent frame. If 
copyrighted materials were deleted, a target note will appear listing the pages in 
the adjacent frame. 
3. When a map, drawing or chart, etc., is part of the material being photographed, 
a definite method of "sectioning" the material has been followed. It is 
customary to begin filming at the upper left hand comer of a large sheet and to 
continue from left to right in equal sections with small overlaps. If necessary, 
sectioning is continued again—beginning below the first row and continuing on 
until complete. 
4. For illustrations that cannot be satisfactorily reproduced by xerographic 
means, photographic prints can be purchased at additional cost and inserted 
into your xerographic copy. These prints are available upon request from the 
Dissertations Customer Services Department. 
5. Some pages in any document may have indistinct print. In all cases the best 
available copy has been filmed. 
UniversiV 
Micrdfllms 
International 
300 N. Zeeb Road 
Ann Arbor, Ml 48106 

8505829 
Hoeflin, David Arthur 
OSCILLATIONS OF NONLINEAR FEEDBACK SYSTEMS WHICH CONTAIN 
TIGHTLY COUPLED SUBSYSTEMS IN CASCADE 
Iowa State University PH.D. 1984 
University 
Microfilms 
I nternstionsl 300 N. Zeeb Road, Ann Arbor, Ml 48106 

PLEASE NOTE: 
In all cases this material has been filmed in the best possible way from the available copy. 
Problems encountered with this document have been identified here with a check mark V . 
1. Glossy photographs or pages 
2. Colored illustrations, paper or print 
3. Photographs with dark background 
4. Illustrations are poor copy 
5. Pages with black marks, not original copy 
6. Print shows through as there is text on both sides of page 
7. Indistinct, broken or small print on several pages 
8. Print exceeds margin requirements 
9. Tightly bound copy with print lost in spine 
10. Computer printout pages with indistinct print 
11. Page(s) lacking when material received, and not available from school or 
author. 
12. Page(s) seem to be missing in numbering only as text follows. 
13. Two pages numbered . Text follows. 
14. Curling and wrinkled pages 
15. Dissertation contains pages with print at a slant, filmed as received 
16. Other 
University 
Microfilms 
International 

Oscillations of nonlinear feedback systems which 
contain tightly coupled subsystems in cascade 
by 
David Arthur Hoeflln 
A Dissertation Submitted to the 
Graduate Faculty in Partial Fulfillment of the 
Requirements for the Degree of 
DOCTOR OF PHILOSOPHY 
Major: Mathematics 
Approved 
In Charge of Major Work 
For the Major Department
For the Gr 
Iowa State University 
Ames, Iowa 
1984 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
il 
TABLE OF CONTENTS 
INTRODUCTION 1 
BACKGROUND MATERIAL 4 
LITERATURE REVIEW 59 
PRELIMINARIES AND STATEMENT OF THE MAIN RESULT 64 
PROOF OF MAIN RESULT 70 
A COROLLARY TO THE MAIN RESULT 105 
COMPARISON WITH THE QUASI-STATIC METHOD 114 
EXAMPLES 117 
CONCLUSION 128 
REFERENCES 130 
ACKNOWLEDGMENTS 134 
1 
IMIROliDCTlON 
The analysis of nonlinear feedback systems presents many more 
difficulties than the analysis of linear feedback systems. Essentially, 
these difficulties arise in solving a coupled nonlinear system of 
ordinary differential equations as opposed to a linear coupled system. 
In many cases one can not solve the general nonlinear system easily, if 
at all. Thus, we must either restrict the type of system studied or do a 
qualitative analysis. In qualitative analyses we seek to answer the 
questions of existence or nonexistence of limit cycles, give estimates of 
amplitudes and frequencies of these limit cycles, and determine the limit 
cycle stability. 
The describing function method, introduced in the United States by 
Kochenburger [23], is one method of doing qualitative analyses. The aim 
of this dissertation is to. provide a mathematically rigorous justifica­
tion of the use of the sinusoidal-input describing function method to 
qualitatively analyze certain nonlinear feedback systems. The describing 
function method is a popular method mainly because of its ease of use. 
To use the describing function method in the case of one nonllnearity, 
what is done is to first replace the nonllnearity in the system by a 
"linear" term, then analyze the "linear" system to predict limit cycles 
and stability for the nonlinear system. In the case of multiple 
nonlinearitles, each of the nonllnearltles is replaced by a "linear" 
term, and the "linear" system is analyzed. 
We consider a feedback system containing J linear plants and J 
nonlinear parts in cascade, as in Figure 1. We give an exact analysis of 
r=0 
?H©— 
Figure 1. Multiple nonlinear feedback system. 
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the use of the sinusoidal-input describing function as a qualitative 
method of analysis of this system. Our approach uses standard differ­
ential equations transformations and linear algebra results as well as 
the theory of integral manifolds. The theorem needed on integral mani­
folds is stated in [33] and is a modification of the results of [17] and 
[6]. The necessary proof of this result is presented in the next 
section. The result of this research is that when certain computable 
parameters are sufficiently small, then the use of the describing 
function method is appropriate. Further, we give a computable condition 
for stability which is shown to be equivalent to one of the usual 
graphical techniques in the literature. Also, the method of proof can 
provide information about the behavior of a solution regarding how 
quickly the amplitude of the solution appears to settle down or grow, and 
how the phase shift of the solution will appear to lock onto its 
predicted steady state phase shift. 
Unfortunately, the proof does not seem to yield a general simple way 
to determine when the computable parameters are sufficiently small, nor 
does it provide a way to predict the phase shift. 
4 
BACKGROUND MATERIAL 
We will assume the reader is fa&lliar with the theory of ordinary 
differential equations as presented in [7] or [32], From this theory, we 
recall the following inequality and definitions for later use. 
Lemma IB (Gronwall's inequality); Let r,k be real, positive and 
continuous functions, let f be a constant, and let 
t 
r(t) < TQ + f k(s)(r(s) + f)ds, a < t < b . 
Then, 
t t 
/ k(s)ds / k(s)ds 
r(t) < f(e ^  -1) + rg e * 
Definition 1: By an integral manifold for a system of ordinary differen­
tial equations we mean a set I, in the domain of definition of the 
system such that for a point p € 1 and a solution of the system which 
passes through p at t = tQ, the solution will remain in I for all 
t. 
Definition 2: We say the integral manifold is stable provided there 
exists a neighborhood, 0, of the integral manifold such that given any 
point p S 0 the solution to the system of differential equations which 
passes through p at t = tg will tend to the integral manifold as 
5 
t •> + 00 . Further, this solution must leave the neighborhood as 
t . 
Definition 3: We say the integral manifold is unstable if there is a 
neighborhood, N, of the integral manifold such that for any 
neighborhood of the integral manifold, 0, which is a subset of N 
there are points p € 0 such that the solution passing through p for 
t = tQ will leave N in finite time as t + + ». 
We give a short description of the sinusoidal-input describing 
function for a nonlinearity. A very good reference to the describing 
function method and its many applications is [13]. Let n be a 
continuous, odd, piecewise continuously differentiable, real-valued 
function. We will assume that the input to n is of the form 
A sin(wt). Then, the output n(A sin(wt)) can be expanded in a Fourier 
series as follows: 
n(A sin(wt)) = E A sin(kwt) . 
k = l  
The describing function method is to replace the nonlinearity with a 
constant gain, k, in a way which will approximate the nonlinearity. 
The constant is selected such that K«A sin(U)t) = AJ^  sin(wt). Observe 
that for the nonlinearities which we are interested in, the constant < 
depends only on the amplitude of the input. Thus, we have the following 
definition. 
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Definition 4: Let n be a continuous, odd, plecewlse continuously 
dlfferentlable, real-valued function. Then, the sinusoidal Input 
describing function for n Is given by the following equation: 
IT/2 
N(A) = —T / n(A sin ^ )sln(^ )dV . TTA Q 
A table of some of the describing functions of the more common non-
llnearltles Is provided In [13]. 
There are other methods of defining and then deriving the 
sinusoidal-Input describing function. For example, we could view it as a 
least squares approximation; for this derivation and others see [13]. 
Note in the formulation of the sinusoidal-input describing function 
we assumed that the input was strictly of the form A sin(wt). In actual 
use this may not be true; indeed there will often be higher harmonics in 
the system. However, we will assume that the first harmonic Is the most 
important or that the linear part, P/Q, filters out the higher 
P(kiu)  
harmonics. By the latter, we mean the terms Q(kiw) for k > 1 and odd, 
P(ia)) 
are much smaller than . This assumption Is the "low pass filter" 
hypothesis. This assumption is qualitatively checked by graphing 
P(ico) 
for to going from zero to infinity and noting how quick the 
graph goes to zero. 
Next, we describe a system of differential equations for which we 
prove a series of lemmas which shows there exits an integral manifold and 
gives results concerning its stability. These lemmas, when combined. 
7 
give a proof of Theorem 2 in [33] which we state at the end of this 
section. 
Consider the system 
9 ' = e0(t,9,r,x^ ,x2,e) 
r' = egr + eR(t,8,r,x^ ,X2,E) 
(IB) 1/2 
*1 "*1*1  ^ Xj(t,6,r,Xj,X2,e) 
1 / 2  
*2 = ^ 2*2  ^ X2(t,0,r,Xj,X2,e) , 
which is defined on the set 0 = {(t,8,r,x^ ,X2,G) € 
X X X r" X R® X |r| < a. llx^  II < a, 11 x^ H < a, 
0 < e < e^ }. We assume 3*0, and and -Ag are stable matrices 
I A] t. 8 1 t 
with constants <^  > 0, < 0 such that |e. | < e and 
-A t o t 
|e I < <2 G • Further, the functions 0, R, are 
2Tr-periodlc in t and 8 and continuous in 0. The dependence on e 
will often be suppressed in later notation. Moreover, we assume there 
exists a constant M > 0 such that X^  and X2 are Llpschitz 
continuous In (8,r,Xj,X2) with Llpschitz constant M. In addition, we 
assume there exists a step function L which is the 2it-periodic in u 
N 
extension of Z c (a,G )%_ (u), u Ç [0,2?), where I ' are 
1 " ° n,a,eQ "'*'^ 0 
disjoint intervals such that their union Is [0,2ir). Further, we assume 
8 
for each n, either c (a,e ) or the length of I tends to zero 
n 0 ti.a.ÊQ 
as a and go to zero, and for all points in we have the 
following: 
lQ(t,9  ,r,XpX2,e) - Q(t,9  ,r,Xj,X2,e) | < L(t+8 ,3,6^ )18-8 
= L(t-f«)|0-0| , 
and 
| 0 ( t ,0,r,XpX2, e )  -  0( t ,0,r,x^ ,x2, e ) |  <  L( t+8)|r-r|, 
jQ(t ,0  . r .XpX^.e)  -  0( t ,9  .r .x^.x^.e)  |  < L(t+e  )I1  Xj-x^l l  ,  
|0(t,8,r,x^ ,X2,G) - 0(t,0 ,r,Xj,X2,e) I < L(t46 )ll X2-X2II , 
with similar conditions holding for the function R. Additionally, we 
require R(t,0,r,Xj,X2,e) + 0 as a and e go to zero. 
Recall a set I is an integral manifold of system (IB) for fixed 
e if for any point (tQ,0Q,rQ,x^ Q,X2Q,G) E IQ 0, the solution which at 
t = tp passes through (®o'*10'*20^  satisfies 
(t,0(t),r(t),Xj(t),X2(t),e) € I fl for all t. Thus, if the functions 
0, , X^ , X2 were zero and e > 0, then for system (IB), we would have 
the integral manifold = {(t,8,0,0,0,6) :-"<t<«»:O<0<2ir}. 
This manifold would be stable if 3 < 0 and there was no X2 
equation. The manifold IQ would be unstable if either 3 > 0 or there 
was an X2 equation. The theorem which we will prove states that if the 
functions 0, R, X^ , Xg are small in a certain sense, and if £ and 
9 
a are sufficiently small, then system (IB) has an integral manifold, 
Ig, which is close to IQ and has the same stability properties as 
Iq. The proof follows the work of Hale [17] and Bogollubov and 
Mitropolsky [6]. 
We will first show that under appropriate conditions, system (IB) 
has an integral manifold in a subdomain 0^ . Then, we show the 
uniqueness of this manifold in 0^ . Last, we prove the stability 
results. We prove our results assuming 0 < 0; the case of 3 > 0 can 
be done in an analogous manner. Before proving our results, we define 
the set of functions F(D,A) for arbitrary positive constants D, A by 
F(D,6) = {f € C(Rx R) : f(t,0) = ( f ^(t ,6 ) ,f 2(t ,0 ) ,f 3(t ,0 )) 
€ X X R®, sup Uf,(t,0)W < D, f. Is 2ir-perlodlc In t 
t,0  ^  ^
and 0 and Uf^ (t,8) - f(t,6)ll < A|0-0| for 1 = 1,2,3} . 
Let IIf II = llfj^ ll + ilf^ ll + WfgM be the norm defined on F(D,A). Then 
clearly, F(D,A) is complete in this norm. Also, given f € F(D,A), 
let 0 (s,t,0, (•••,f)) denote the solution of 
0'(s) = e0(s,0(s),fj(s,8(s)),f2(s,0(s)),f2(s,0(s)),e) , 
which for s = t passes through 0 . 
10 
We can now prove the following lemmas. 
Lemma 2B; Let p(u) be a continuous, positive, 2ir-periodic function. 
Then, for f € F(D,A), 
(2B) / p(s+0*(s,t,9,0(...,f)))ds < (b-a+1) Wp«^  [0,2n](2^ G(e)) • 
Proof : Let 
0*(s,t,0,©(•••,f)) 
= 9  + /  e Q (v,6*(v,t, 0 , © ( • • • , f ) ) , f.(v,0*(v,t, e,0(»*« , f ) ) ) ,  
t 
f2(v,0*(v,t,8,0(''',f)),f2(v,8*(v,t,8 ,©(••• ,f))) ,e)dv , 
where f € F(D,A). If u = s + 0 (s,t,0,0(***,f)), then 
du = [1 + &(e)]ds. Then, 
b * b+0+©(e) 
/ p[0 (s,t,8,0(...,f)))ds =/ p(u)du 
a a+0+Ô(e) 
b+0+(5(e) 
= ( / p(u)duj( 1-H&(e)) 
a+8+©(e) 
11 
a+6 b 
< / p(u) + / p(u)du 
a+6+ft(e) a 
b+6+©(e) 
+ / p(u)du (l+©(e)) 
b 
b 
< ( / p(u)du)(2+Ô(e)) 
a 
((b-a) + 
Therefore, 
b 
/ p( s+6*(s , t,0 ,©(•• •  , f ) )Jds  < [(b-a) + IjWpW^  ^^ (2-^ (6 )) . 
Lemma 3B; Let p be defined as in Lemma 2B, and let ot be a positive 
constant. Let P(t) be defined as P(t) = / e"^ ^^  p(s)ds. Then, 
uniformly in t we have 
(3B) P(t) > 0 as «P«L^ io,2ir] ^  ° ' 
Proof: Clearly, P(t) = / p(t-s)ds by the correct change of 
0 
variables. Then, 
12 
s 2ti kn j ® p(t-s)ds = / e""® p(t-s)ds + / e~**® p(t-s)ds + ... 
0 0 2ir 
2n 4n ôir 
< / p(t-s)ds + e J p(t-s)ds + e J • p(t-s)ds + 
0 2ir 4ir 
< / p(s)ds (1 + (e"^ "") + + ... ) 
< Il pli 
Lj[0,2Tr] 1 -
Lemma 4.B: Let 8,8 € R, f Ç F(D,A). Then, 
(4B) |8*(s,t,8,8(...,f)] - 0*(s,t,ë,0(...,f)]| 
® * 
(1+3A)| / eL(v+8 (v,t,8 ,f ))]dv| 
< je -ê |  e  ^  
Proof; Without loss of generality, we will assume s > t. Then, 
|9*(s,t, e ,0(...,f)) - 8*(s,t,8,0(..',f))| 
- ® * * 
< |0-ë|+e/ {|0(v,8 (v,t,8,0(*«*,f)),f^ (v,6 (v,t ,8 ,0('•• ,f))) , 
fo(v,8 (v,t,8,0(*" ,f))),f-(v,6*(v,t,0 ,0(*** ,f)))} 
13 
- e(v,e (v,t,6,©(• •• ,f)),fj(v,e (v,t,e,0('** 
f 2(^ ,8 (v,t,0 ,0(*** ,f ))),f2(v,6 (v,t,9 ,0(*** ,f)))J |dv 
< |0-ë| +e/{|0(v,0 (V,t,8,0(''',f)),f (v,0*(v,t,0,0(''',f))), 
t 
fgfV'G (v,t,0,0(*" ,f ))),f2(v,0*(v,t,0 ,0(**' ,f)))) 
- 0(v,0 (v,t,0 ,0(**« ,f )),f j(v,0*(v,t,9 ,0(''',f))), 
fgiCV'G (v,t,0 ,0(»** ,f))),f2(v,0 (v,t,0 ,0('•• ,f )))} I 
+ |0[v,0 (v,t,0,0(**« j(v,0 (v,t,0,0('*',f))), 
2^(^ ,0 (v,t,0,0(**« ,f))),f2(v,0*(v,t,0 ,0(«** ,f)))] 
- 0(v,0 (v,t,0,0(*»« j(v,0*(v,t,0 ,0(*** ,f))), 
f2(V'G*(v,C,8,0(''' if))),f3(v,0*(v,t,0",0(»«' | 
+ |0(v,0 (v,t,0 ,0('** ,£)),f j(v,0 (v,t,0 ,0(**« ,f))), 
£2(^ ,0 (v,t,0,0(*** ,f))),f2(v,0*(v,t,0 ,0(*** 
14 
- 0(v, e  ( v , c , 8 , 0 ( ' * '  , f ) ) ) , f  J(v,0*(v,t,0, f ) ) ) ,  
f2(V'8*(v,t,8,8(... ,f))),f2(v,0*(v,t,0 ,0("* ,f)))) | 
+ |0(v,0 (v,t,0,0(**»,f)),f j(v,0*(v,t,0,0(**« 
£2(^ ,0 (v,t,8,0(''',f))),f2(v,8 (v,t,0 ,0(« •• ,f )))) 
- 0(v,0 (v,t,0,0(''',f)),f^ (v,0*(v,t,8,0(''',f))), 
f2(v,8*(v,t,0,0(''' ,f))), 
f3(v,0 (v,t,0 ,0(«*« ,f)))) |}dv 
s * 
< |0-0l + e/L(v+0 (v,t,9 ,©(•••,f)))(l+3A) 
t 
|0 (v,t,0,8(''',f)j -0 (v,u,0 ,0(*** ,f )) |dv 
By Gronwall's inequality we have 
[0 (s,t,8,0(''' ,f))-0*[s,t,0 ,0("* ,f)) I 
®  . *  
(/eL(v+0 (v,t,0,0(''' ,f ))]dv) (1+36) 
< |0-0|e ^  
15 
By reversing time, we see that for s < t 
|0 {s, t , e,0(«*«,f)) -0 [s, t,0 ,f)]I 
(/eL(v+ e  (v,t, e  ,0(*** ,f)))dv] (1+3A) 
< |0-0| e ® 
Thus, 
|0*(s,t,0,0(''' ,f)} - 0*(s,t,0 ,0(*** ,f)] I 
®  . *  
|/eL(v+0 (v,t,0,0(*** ,f )))dv| (1+3A) 
< |0-0| e ^  . • 
Lemma 5B; Let f,g € F(D,A), Then, 
(5B) |0 (s,t,0,0(*'*,f)} -0 (s,t,0,0(»••,g)]1 
= * 
|/eL(v+0 (v,t,0,0(''' ,f )))dv| (1+3A) 
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Proof: Again, assume s > t. Then, 
|9*(s,t,0,0(*'*,f)) - 0*(s,t,0,0('**,g))j < 
< /e{ |0(v,0*(v,t,9,0(***.f)),f ,(v,0*(v,t,0,0(*»* ,f))), 
t  
f 2 ( v,0* ( v,t,0,0( - - , f ) ) ) , f 3 ( v,0* ( v.t,0,0( - . , f ) ) ) }  
- 0[v,0*(v,t,0,0(*** ,f)),fj(v,0*(v,t,e,©(••• ,f))), 
f2(v,0 (v,t,0,0(**' ,f))),f2(v,0*(v,t,0 ,0(''' ,g)))) I 
+ |G(v,0 (v,t,0 ,0(*** ,f )),f j(v,0 (v,t,9 ,©(••• ,f))) , 
f2(v,0*(v,t,0,©(•••,f))),f2(v,0*(v,t,0,©(•••,g)))) 
- 0(v,9*(v,t,0,0(*** ,f)),fj(v,9*(v,t,9 ,©(••• ,f))), 
fgfV'G (v,t,9,0(»*« ,g))),f2(v,0*(v,t,9 ,©(••• ,g)))) I 
+ |0(v,9*(v,t,0,0(*** j(v,0*(v,t,0 ,f))), 
fgfviG (v,t,0 ,©(••• ,g))),f2(v,0*(v,t,0 ,©(••• ,g)))) 
- 0(v,e*(v,t,0,0(*'«, f ) ) , f j (^v, e*(v,t, e,g))), 
f2(v,8*(v,t,8 ,0(''' ,g))),f3(v,0*(v,t,0 ,0(''' ,g)))] I 
+ |0(v,0 (v,t,0,0(*»«,f)),f j(v,0*(v,t,0,0(»*« ,g))), 
fgfv.G (v,t,0,0(''',g))),f2(v,0 (v,t,0,0(*»*,g)))j 
- ®(v,0*(v,t,0,0(**»^ (v,0*(v,t,0,0(''',g))), 
f2(V'G*(v,t,0 ,0(''' ,g))),g3(v,e*(v,t,9 ,0(*** ,g)))) I 
+ |0(v,0*(v,t,0,0(*»'j(v,0*(v,t,0,0(*«*,g))), 
f2(v,9*(v,t,0,0(''',g))),g3(v,0*(v,t,0,0('*',g)))) 
- ®(v,0*(v,t,9,0(**«^ (v,0*(v,t,0,0(''*,g))), 
ggCviG (v,t,0,0(''',g))),g2(v,0*(v,t,0,0(''' ,g)))) I 
+ |0(v,0 (v,t,8,0(*'',f)),f^ (v,0*(v,t,0,0(''',g))), 
ggCV'G (v,t,0 ,0(*** ,g))),g3(v,0*(v,t,0 ,0(**« ,g)))) 
18 
- 0(v,0 (v,t,8,Q(''',f)),g^ (v,8*(v,C,8,@('"',g))), 
gp(v,0*(v,t, e  ,g))),g,(v,8*(v,t,8 ,0(''' ,g) ) ) j  I  
+ |0(v,8*(v,t,8,0(***, f)),gj(v, e*(v,t, e , 0 ( * ' ',g))), 
gn(v,8*(v,t,8,0(''' ,g))),g^ (v,8*(v,t, e  ,0(''' ,g)))) 
- 0[v,8*(v,t,e,0('*-,g)),g^ (v,e*(v,t,e,©(••• ,g))) 
ggCv.G (v,t,8,0(''' ,f))),g3(v,6*(v,t,0 ,0(''' ,g)))) |}dv 
s * * 
< /eL(v+0 (v,t,0,0(*** ,f)))(l+3A){ | e  (v,t,0 ,0(**-,f )) 
t 
- 0 (v,t,8 ,0(* •• ,g)] I + II f-gU/(l+3A)}dv . 
By applying Gronwall's inequality, we have 
|8 [s,t,8,0('*» ,g)) - 6*(s,t,9,0(««* ,g)) I 
s * 
(/eL(v+e (v,t,0 ,0(*** ,f ))dvj (1+3Û) 
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Again, we can show the same type of equation holds for s < t. Thus, 
| 8*[s,t,8,G(''',f)) - e*(s,t,6,G( '* ' ,g) ) |  
s * 
(1+3A) (/eL(v+6 (v,t,8,0(''',f))dv| 
It will be necessary for the proof of existence of the Integral 
manifold that certain functions can be made sufficiently small. The next 
lemma shows that under certain conditions these functions will go to zero 
as e and a go to zero. 
Lemma 6B; Let a, and A be picked such that there exists a 5 for 
which 
0.^ /(1+34) + < « < 0 
.2/(1+36) + ( « < 0 
Then, the functions as seen in Table 1 will go to zero uniformly in t 
as a and go to zero. 
Table 1* Functions for Lemma 6B 
 ^ Ee(t-s)+(l+3A)/eL(v+6 (v,t ,6 ,f)))dv 
a) Y.(t) = (1+3A)/ eL(s+0 (s ,t ,6 ,0(*•• ,f)))e  ^ ds 
— CO 
t  ^
Ij^   ^a^ (t-s)+(l+3A)/eL(v+9 (v,t ,9 ,f )))dv 
(6B) b) Ygfc) = (1+3A)KjM e / e ® ds 
V2 = a2(G-C)+(l+3A)/ eL(v+0 (v,t ,0 ,0(*-*,f)))dv 
c) YjCt) = (1+3A)K2M e / e  ^ ds 
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Proof : By Lemma 2B we have 
t  e(B(t-s)+(l+3&)(l+(t-s))WL#L [0 2%]) 
Yi(t) < e(l+3A)_;_ e  ^
• L(S+9*(s,t,6,©(•••,f)))ds 
e(l+3A)llLllL [0 2Tr] .t 
< e 1 e 
e(l+3A)(g/(l+3A) , * 
• e L(S+6 (s,t,0 ,©(••• ,f))]ds 
< =^(l+3A)MLUL^ [o,2n] jgge(l+3A)6(t-s) 
• L(s+0*(s,t,0,0(**',f)))ds = I, 
1/9 t «i(t-s)+(l+3A)(l+(t-s))e«LllL [o,2ïï] 
Y2(t) < KJM E (l+3A)e ds 
E(1+3A)WL»L [o,2w] 1/2 .t 
< e  ^ KjM e /^ (1+3A) 
(l+3A)(t-s)[a^ /(l+3A) +EWL«L^ [o,2n]] 
ds 
< e(l+3û)ô(t-s)ds 4 
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and 
l u  0» a2(s-t)+(l+3A)e(l+(s-t))llLllL m 2ir 1 
Y g C t )  <  K 2 M  e  ^  J ( l + 3 A)e •  ^ ' ds 
I/2 G(1+36)WLWL [o,2n] ® 
< KpM e e  ^ / (1+36) 
t 
(l+3A)(s-t)(«2/(1+36) +EULUL [0,2%]) 
• e ds 
By doing the correct substitution and using Lemma 3B, we have 
0 
• L(t-s+0 (t-s,t,0,0(. .f)))ds 
(1 34) L L^ [0.2.] edi-») 
(J _ 2^tC£Cl+3i)«j " 1,10,2») 
.(»34).L. o,2.j 
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This last term will go to zero as WLM^   ^ goes to zero, and 
[0 2ir] 8oes to zero as a and e go to zero. Thus, we can make 
Y, uniformly and arbitrarily small depending only on II Lll . . . 
I" J 
For and we have that 
0 
e(l+3A)IILll. 
1/2 
< e KjM e / |G| , 
and 
1/2 
III < e K^ M e / |6| . 
Clearly, Yg and Y^  can be made uniformly and arbitrarily small as 
II Lll ^  jQ 2Tr] goes to zero. Hence, the functions Yj, Y g and Y g can be 
made uniformly and arbitrarily small when £, a and A are picked 
sufficiently small. • 
Our next lemma will show that for a, e^ . A ,  D picked sufficiently 
small there will be an integral manifold in 0^ , where 
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ftjj  = {(t,e,r,Xj,X2,e) € x R* x R* x k} | r |  < D, 
Bx^ll < D, 0 < e < Gq}. 
Lemma 7B; Let a, e^ , A, D be picked such that the following conditions 
hold : 
1) m J |0| < D < a , 
V2 
2) UX^ U, e K^ / |aj < D < a , 
V2 
3) IIX^ U» e Kg/ logl < D < a , 
4) hypotheses of Lemma 6B are met such that for all t and for 
1 = 1,2,3, Y^ (t) < A < 1 . 
Then, there exists an integral manifold, 1^ , for system (IB) of the 
form: 
Ig = {(t,9,f^ (t,0),f2(t,0),f3(t,0)) 1 t € R, e € r} , 
where the function f = (f^ xfg^ f^ ) is an element of F(D,A). 
Proof: Define the operator T on F(D,A) as shown in Table 2. We will 
show that T : F(D,A) F(D,A), is continuous and contractive. Hence, 
there is an f € F(D,A) such that Tf = f. This fixed point will define 
the integral manifold for system (IB). 
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First, we show that for any f € F(D,A), we have |(T^ f)(t,0)) < D 
for all (t,0). Observe 
(7B) a) |(Tjf)(t,0)| 
< e / e^ (^^  ®^ |R(S,0 (s,t,0,G(''',f)),f_(s,0 (s ,t ,0 ,0(* • • ,f ))) , 
 ^ 00 
f3(s,0*(s,t,0,0(*'« ,f)))) |ds 
< »RII„ / jg| , 
— 00 
By assumption this last term is less than D. Thus, |T^ f(t,0)| < D for 
all (t,0). Next, note that 
V2 ,t a,(t-s) * 
(7B) b) |T2f(t,0)| < e Rj / e |Xj(s,0 (s,t,0,0(--,f)), 
_ 00 
f j(s,0 (s,t,0,0('«* ,f ))),f 2(3,0 *(s,t,0 ,0(''',f))), 
f-(s,0 (s,t,0,0(««',f)))|ds 
V2 t a (t-s) V2 
< llXjn„ e Kj / e ' ds < llXj»„ e K/ |cxj . 
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Thus, jT^ fCtjO)! < D for all (t,0). Last, examine 
V2 " a,(s-t) * 
| T 3 f ( t , 9 ) |  <  G  K g  ;  e  1 X 2 ( 8 , 6  ( s , t , e , 0 ( . . . , f ) ) ,  
* * 
fj(s,9 (s,t,9,0(**-,f ))),f2(s,0 (s,t,e ,0(*«« ,f))), 
f2(s,0*(s,t,9,0(''',f))))jds 
V2 " a,(s-t) V2 
< "XgL E K? / e ds < IXgl, e Kg/ . 
Thus, by assumption, jT^ fCt,©)! < D for all (t,0). Therefore, 
|T f^(t,9)l < D for all (t,8).  
Next, we show that T^ f is Lipschitz continuous in 0 with constant 
A. Observe for T^ f we have 
(8B) a) |T^ f(t,6) - Tjf(t,9)| 
< e / e^ (^^  ®^ |R[s,0*(s,t,0,0(**«,f)),fj(s,0*(s,t,0,0(*** ,f))). 
f_(s,0*(s,t,0,0(''' ,f ))),f-(s,0*(s,t,0 ,0('** ,f)))) 
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- r[s.0 (s,t,ê,e(''.,f)),f^ (s,8*(s,t,ê,@(.'.,f))), 
f2(s, e*(s,t, ê , 0(...,f))),f^ (s, 0*(s,t,9 ,©(••• ,f)))) |ds 
< e / ®^ {|R(S,9 (S ,t ,9 ,©(• • • ,f )) ,f (S ,9*(s,t ,9 ,f ))), 
— 00  ^
f2(s,9*(s,t,9,0(...,f))),f2(s,9*(s,t,9 ,0(... ,f)))) 
- R(s,9*(s,t,9,0(...,f)),f^ (s,9*(s,t,9,0(...,f))), 
£2(3,9 (s,t,9,0(.'. ,f))),f2(s,9*(s,t,9,0(''' ,f)))) I 
+ jR(s,9 (s,t,0 ,0(*** j(s,9*(s,t,0 ,0(«" ,f))) , 
£2(3,9 (s,t,9,0(*--,f))),f^ (s,9 (s,t,9 ,0(»-» ,f)))] 
- R(S,9 (s,t,9,0(''',f)),f^ (s,8*(s,t,9,0(...,f))), 
£2(3,9 (s,t,8,0(... ,f))),f2(s,9*(s,C,9,0(.'. ,f)))] I 
+ |R(s,0*(s,t,9,0(...,f))),f^ (s,9*(s,t,9,0(..- ,f))), 
f2(s,e*(s,t,9,0(... ,f))),f2(s,9*(s,t,9 ,0(... ,f)))) 
- R(S,0 (s,C,9,0('.',f)),f^ (s,9*(s,t,8,0(''.,f))), 
f2(s,0*(s,t,0.0(...,f))),f3(s,9*(s,t,0,0(--.,f)))]| 
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+ |R(s,0*(s,t,e,0(.--,f)),fj(s,e*(s,t,0,0('- ,f))), 
£2(8,0 (s,t,0,0('**,f))),f2(s,9*(s,t,0,©(•••,£)))] 
- R{s,0*(s,t,8,0(''',f)),f^ (s,0*(s,t,0,@(''' ,f))), 
2^(8,0 (s,t,0,0(''',f))),f2(s,0*(s,t,0,0(''' ,f)))) |}ds 
< c / e®^ '^^ "®^ L(s+e*(s,t,0,0(*-,e)))(l+3A) 
— 00 
• |®*(s,t,0 ,0(*«* ,f)) - 0*(s,t,0,0(''',f))|ds 
Using Lemma 4B, we have 
J. eB(t-s)+(e/L(v+0 (v,t,0 ,©(••• ,f)))dv} (1+3A) 
I < {(1+3A) e / e ® 
_ 00 
• L(s+0 (s,t,0,0(***,f))Jds}|0-0| 
= Yj^ (t)|0-0| . 
By assumption Y^ (t) < A, so 
|Tjf(t,0) - Tjf(t,0)| < A J 0 - 0  
30 
Next, proceeding as above we have 
(8B) b) |l,f(t,8) - I,f(t,8)| 
V2 t a (t-s) * * 
< e ; e |Xj(s,0 (s.t,6,©(•••,f)),fj(s,0 (s,t,0,©(••• ,f))), 
f _(s,0*(s,t,0,©(••• ,f))),f_(s,0*(s,t,0 ,©(••• ,f)))] 
- Xj(s,0*(s,t,0,0(»»* ,f)),fj(s,0*(s,t,0 ,©(• •• ,f))). 
f„(s,0 (s,t,8,0(''' ,f))),f-(s,0*(s,t,0 ,©(••• ,f )))] Ids 
V2 t a,(t-s) * * 
<e Kj / e ' M(1+3A)|0 [s,t,6 ,©(••• ,f)) - 0 (s,t,6,©(...,f))Ids 
= II. 
Again using Lemma 4B, we have 
t 
 ^ a^ (t-s)+(l+36) / eL(v+0 (v,t ,0 ,©(••• ,f))jdv 
II < e K^ M(1+3A) f e ® ds|0-8 | 
= Y2(t)|0-8l < A|8-0| . 
Hence, iTgfCt.O) - T2f(t,8)| < A|0-0| . Doing the third component in a 
similar manner, we have 
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iTgfCt.G) - TgfCt.ê)! < YgCtije-ej < A|0-0| . 
Therefore, each T^ f is Lipschitz in 0 with constant A. 
Next, we show that Tf is 2Tr-periodic in t and 6. Observe that 
0 (s,t,0+2ïï ,0(* •• ,f )] = 0 (s,t ,0 ,0(* •• ,f )] + 2ir since both sides satisfy 
the differential equation with the same initial condition for s = t and 
we have assumed uniqueness. Using this result and the fact that f^ , fg, 
fg, R are 2ir-periodic in 0, we see that 
(SB) a) Tjf(t,0+2ir) 
= e / gGB(t-s)g^ g t Q+2n,Q(...,f)),f (s,0*(s, t,0+2n,0(". ,f)) 
_ 00 
fgXs.G (s,t,0+2ïï ,©(••• ,f))),f2(s,0 (s,t,0+2ir,0(«»* ,f)))}ds 
= e / Q*(g t 8 Q(... f))+2n,f (s,0*(s,t,0,0(...,f))+2r), 
— 00 
fgXs.G (s,t,0,0(''',f))+2w),f2(s,0 (s,t,0 ,0('** ,f ))+2ir )]ds 
= e J e^ (^^  ®^ R(s,9 (s,t,0,0(''',f)),f,(s,8*(s,t,0,0(''',f))), 
— 00 
fgCs.G (s,t,8,0(''',f))),f2(s,8 (s,t,0 ,0(*** ,f))))ds 
= Tjf(t,0) . 
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Hence, T^ f is 2ir-periodic in 0. By reasoning analogously, we can show 
that Tgf and T^ f are also 2^ -periodic in 6. 
To show that T^ f is 2ir-periodic in t, recall the fact that f ^, 
£2, fg, and R are all 2Tr-periodic in t. Also, note that 
9 (s-2n ,t,0 ,f )j =0 (s,t+2ïï ,0 ,©(••• ,f)) . 
Then, 
T^ f(t+2n,9) 
— 00 
• R(S,0 (s,t+2iT ,0 ,0(»'* ,f)),fj(s ,0*(s,t+2ir ,0 ,©(••• ,f))) , 
f2(s,0*(s,t+2ir,0 ,0(-*,f))),f3(s,0*(s,t+2ïï ,0 ,0(. •• ,f)))]ds 
«. 00 
• R(s-2Tr,0 (s-2w,t,0,0('*',f)),f^ (s-2n,0 (s-2ir ,t ,0 (• • • ,f ) ) ) , 
A * 
fg(s-2Tr ,0 (s-2ir ,t,0 ,0(* •• ,f))),f2(s-2w ,0 (S-2ÏÏ ,t ,0 ,0(* • • ,f ) ))) ds 
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= e / 
00 
• R(u,0*(u,t,6,©(•••,f)),f^ (u,0*(u,t,6 ,0(*»* ,f))), 
f2("'G*(U't,8,G(''' ,f))),f2(u,e*(u,t,0 ,©(••• ,f)))]du 
= Tjf(t,e). 
Thus, Tjf is 2tt-periodic in t. By similar reasoning we see that T^ f 
and Tgf are both 2%-perlodic in t. Combining these results we have now 
shown that T ; F(D,A) F(D,A). 
Now, we show that T is contractive on F(D,A). Let f ,g € F(D,A). 
Then, 
(lOB) a) |T^ f(t, e )  - Tjg(t,6)| 
< e / |R(S,0 (s,t,8,0(''*,f)),f,(s,8 (s,t,0 ,f))), 
_ 00 
f2(s,0*(s,t,0 ,0(*** ,f ))),f2(3,0*(s,t,0 ,©(•••,£)))] 
- R[S,0 (s,t,6 ,©(••• ,g)),g^ (s,0 (s,t,0,0(**« ,g))), 
ggCs.O (s,t,0 ,©(••• ,g))),g2(s,0 (s,t,0 ,©(••• ,g)))) Ids 
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< e / eG*(t-G){|R[s,6*(s,t,8,0(...,f)),f (s,8*(s,t,8,G(...,f))), 
— 00 
(s,t,0 ,©(•*• ,f))),f2(s,6 (s,t,0 ,©(••• ,f)))) 
- R(s, e*(s,t,8 ,©(••• ,f)),f^ (s, e*(s,t, 0  ,©(••• ,f))), 
f2(s,8*(s,t.0 ,0(--',f))),f3(s.0*(s,t,9 ,0(... ,g)))) | 
+ lR(s,e (s,t,0,0(''',f)),f^ (s,0*(s,t,0,0(''',f))), 
f2(s,0*(s,t,0,0(*** ,f))),f2(s,0*(s,t,0 ,0(''' ,g)))) 
- R(S,0 (s,t,0,0(*** J(S,0 (s,t,0,0('",f))), 
f2(s,9*(s,t,0,0(''' ,g))),f2(s,0*(s,t,0 ,0(»»* ,g)))) I 
+ |R(s,0*(s,t,0,0('** j(s,0*(s,t,0 ,0(*«* ,f))), 
f2(s,0*(s,t,0,0(''' ,g))),f2(s,0*(s,t,0 ,0(''' ,g)))) 
- R(S,0 (s,t,0 ,0(**« ,f)),f J(S,0 (s,t,G,0('",g))}, 
f2(s,0*(s,t,0,0(*«* ,g))),f2(s,0*(s,t,0 ,0(''',g))))| 
+ 1r(s,9 (s,t,0 ,0(*** ,f )),f J(s,0 (s,C,0,0(''',g))), 
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fgCs.G (s,t,8,0(''' ,g))),f2(s,e*(s,t,0 ,0("« ,g)))) 
R(s,9*(s,t,e ,0(*«* ,f)),fj(s,0*(s,t,9 ,g))), 
f2(s,8*(s,t,0,0(''' ,g)),g3(s,9*(s,t,e ,0(« •• ,g)))) I 
|R(s,0*(s,t,0,0(»** j(s,0*(s,t,0 ,0(''',g))), 
f2(s,0*(s,t,0,0(''' ,g))),g3(s,9*(s,t,0 ,©(••• ,f)))) 
R(S,0 (s,t,9,0(*»'J(S,9 (s,t,9 ,0('«* ,g))), 
g2(s,9*(s,t,9,0(... ,g))),g2(s,9*(s,t,9 ,0(* • • ,f ) ))) | 
|R(S,0 (s,t,0,0(*" j(s,9*(s,t,0 ,0(''',g))), 
g2(s,9*(s,t,9 ,0(«** ,g))),g2(s,9*(s,t,9 ,0(*** ,g)))} 
R[s,9*(s,t,0 ,0(''' ,f)),gj(s,0*(s,t,0 ,0(''',g))), 
g2(s,0*(s,C,0,0(''' ,g))),g3(s,0*(s,t,0 ,0(''' ,g)))) I 
|R[S,0 (s,t,0,0(*** ,f)),gj(s,0 (s,t,0,0("',g))), 
g2(s,0*(s,t,8,0(''' ,g))),g2(s,0*(s,t,0 ,0("* ,g)))) 
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- R(s, e  (s,t,8,G(*'',g)),g^ (s,8 (s,t,0 ,g))), 
g2(s,8*(s,t,8,0(.*' ,g))),g3(s.,8*(s,t,e ,0('.. ,g)))} |}ds 
< e / L(s+0*(s,t,8,0{...,f))){(l+3A)|8*(s,t,8,0(..-,f)) 
-8 (s,t,8 ,©(••• ,f))l + »f-gW}ds 
= I . 
By Lemma 5B, we have that 
 ^ ee(t-s)+(l+3A)/ eL(v+8 (v,t,8,0('**,f))dv 
I < ; e 
• L(v+8 (v,t,8 ,0(*** ,f)))dv)llf-gll 
< tW "f-s" ' Tim "f-s" 
Thus, |T^ f(t,8) - Tjg(t,0)| < Y& "^ "S" 
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For the second component we proceed as above, and we have 
(lOB) b) iTgfCt.e) - T^ gCt.e)! 
V2 t a (t-s) * * 
<e K / e |X,ls,6 (s,t,8,0(**",f)),f (s,8 (s,t ,0,f ))), 
— œ 
£2(8,6 (s,t,8 ,0(''' ,f))),f2(s,0*(s,t,0 ,©(•••,£)))) 
- Xj(s,9*(s,t,0 ,0(«** ,g)),gj(s,9*(s,t,6,0(-*« ,g))), 
g2(s,0*(s,t,0 ,©(••• ,g))),g3(s,0*(s,t,0 ,©(••• ,g)))) Ids 
t * 
V2 t °i(t-s)+(l+3A)/ eL[v+6 (v,t,6,©(•••,f)))dy 
< (e K M / e ® ds)llf-gll 
— OP 
< Ti&) < Tim "f-s" • 
The last component is done as before, and we have 
To(t) A 
(lOB) c) |T3f(t,0) - T3g(t,0)| < YÏT3ÂT "^ "8" < â+âÂT " ' 
Hence, IITf - Tgit < llf-gH , so T is contractive. 
By the Banach Fixed Point Theorem, there exists a unique f 6 F(D,A) 
such that TF = f. This f defines an integral manifold for system (IB). 
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To see this,  observe that 
(t ,0*(t,O,0) , f j (t ,0*(t,O,0)),f2(t, e*(t,O,9)),f3(t,0*( t ,O, e ) )  
satisfies the system (IB) and is clearly on the Integral manifold for all  
( t , e ) .  I 
Lemma 7B gives the existence of an integral manifold for (6B). With 
slight modification i t  will  also give uniqueness of the Integral manifold. 
Lemma 8B; Let the conditions of Lemma 7B be satisfied. Then there is no 
other Integral manifold in 0^ besides the one given by Lemma 7B. 
Proof: Assume there is another Integral manifold, S in 0^. Let 
(0,n  ,^2) ^ S but not on the integral manifold given by Lemma 7B. 
Then, (  t  ,0(t ,0,n) ,r(t  ,0,Tr) ,x^(t ,0 ,Ç j)  ,X2(t ,0,52)) for all  t ,  
where 0(•) ,r(*),Xj(*),X2(*) is the unique solution to the system (IB) 
which passes through (^,n,5^,52) at t  = 0. Thus, the set,  
{(t,0(t,O,n),g(t)),  where g(t) = (gj,  ( t)  ,g2(t) ,g2(t)) and 
gj(t) = r(t ,0,p),  g2(t) = x^(t,0,g^), g^ = X2(t,p,S2) for all  t  € R} , 
is an Integral manifold in 0^ which is parameterized by t .  Let f be 
the fixed point of Lemma 7B. Then, define 
3 
llf-gll = sup 2 |f j(t ,0(t,O,n)) -  g.(t) | .  Now checking the derivation 
t  1=1 
of Lemma 5B, we observe that only one function needs to be Lipschitz 
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continuous with constant A, the other need only be continuous. Thus, we 
have the relation 
(IIB) a) |0 (s,t,0(t,O,n) ,©(••• ,f)) -9 (s,t,6(t,0,n >,©(••• ,g)) I 
s * 
(1+3A)1/ L(V+9 (v,t,9(t,O,n),0(»** ,f)))dv| 
Second, note that in the derivation inequalities 10a,b,c we need one 
function to be Llpschitz continuous with constant A and the other just 
continuous. Proceeding as before, we have the inequality 
(IIB) b) llf-gH < -JUJ- llf-gU 
But this can only happen if Uf-gll =0. Therefore, the solution 
(t,9(t,0,n),r(t,0,p),Xj(t,0,5^ ),X2(t,0,52)) must have been on the 
integral manifold of Lemma 7B, a contradiction. Thus, there is only one 
integral manifold In 0^ . Further, note we have shown that any solution 
of system (IB) which remains in 0^  for all t must be on the integral 
manifold. • 
Having shown that in 0^ , where 
"D =  { ( t , 9 , r , X j , X 2 , e )  €  x  x  x  r "  x  r °  x  R ^ ;  | r |  <  D ,  I I  ^  "  <  D ,  
WXgW < D, 0 < E < Eq} and D selected sufficiently small, we have a 
unique Integral manifold of the form (t,9,f^ (t,9),f^ (t,0)jf^ Ct,9)J, 
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where C G &, 0 € R, € F(D,A), we now turn our attention to 
the stability properties of this integral manifold. Recall that we are 
only considering the case S < 0. The first result provides conditions 
when the integral manifold is stable in the sense of definition 2. The 
second result gives conditions for the integral manifold to be unstable in 
the sense of definition 3. The cases for 3 > 0 would be done in 
analogous manner and will not be shown. 
Lemma 9B; First, we assume there is no equation in system (IB). 
Next, let the assumptions of Lemma 7B hold. Then, select X > 0 such 
A £ 
that there exists a < 0 and ~< 6^  < 0 and 
\ 
( 3 + —  ) < 0 ^ < 0 .  F u r t h e r ,  p i c k  a ,  A ,  D  s u c h  t h a t  f o r  t  >  0 ,  
6 € [0,211] 
e X  ,  
" * —J (t-s) 
1) / eL(s+9 (s,0,8))e ds < % , 
t 5 (t-s) * , 
2) / e e  ^ L(s+8 (s,O,0))ds < j- , 
0 ° 
V2 t S (t-s) 
3) K, e M / e ds < 7 , 
1 0 ® 
* 
where 0 (s,0,9) denotes the 9 function to the solution which for 
t = 0 takes the value (0 ,f ^(0,9) ,f2(0',9 )) . Let a > 0 be picked such 
that D + 0 < a for 0 < < o. We have for all t > 0 
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eX , 
® T (t-s) I 
e / Il(S-W^ ) - L(s)| e ds < -i , 
which is possible since L is Zir-periodic. Moreover, let A < K,. 
0 1 
Then, the integral manifold is stable. 
Proof; Define the space H by 
H = {(j) = X X R° such that (j)^  € C(R x n^ (a)), 
where 0(G) = {(0,P,Ç): 0 < 8 < 4n, |p-f^ (0,6)| < , 
t 
IS-fpCO.Q)! <7§-}> sup |*i(C,8,P,S)|e  ^ < CJ , 
(t,0,P,e) Rxn^ (a) ^  
<t)^  are 2n-periodic in 6, *^ (t,8,f^ (t,8),f2(t,8)) = 0 
for all t > 0 and i = 1,2,3}. 
Define a norm on H by ll<jill = max sup |4u(t,8,p,g)| e . 
l<i<3 (t,8,p,S) 
Clearly, the set H is complete under this metric. 
The idea of the following proof is for known solutions on the 
integral manifold to determine those Initial conditions for solutions 
tending to the integral manifold. Toward this end, define the operator 
V on H as shown in Table 3. 
We will show that V:H + H and is contractive. Thus, V will have 
a fixed point, <1», by the Banach Fixed Point Theorem. Next, observe that 
such a fixed point has the property that (t,8 (t,0,8)4^ (^t,8,p,S), 
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fj(t,0 (t,0,8))+*2(t,8,P,G),f2(C,8*(C,0,8))+*2(C,8,p,S)] will solve 
system (IB). Further, for t = 0 this solution passes through the point 
(84^ (^0,8,p,g),p,5] and as t + " this solution will tend exponentially 
to the Integral manifold. Also, by Lemma 8B the solution starting at 
(8+4^ (0,8,p,g),p,S) must leave 0^  as t + - ». 
To show that V takes H back to H, we work component by 
component. Observe for all t > 0, (0,p,Ç) € ft(a) we have 
4' (12B) a) |Vjt(t,6.p.ï)|e 
00 
< E=^T / GL( s+E* ( 8,0,8))(| + , ( 8,8, p,5)| + | + 2(8, 8 , p , S ) |  +  | * 2 ( s , 8 , p , e ) | ]  
< (3 / eL[s+8 (s,O,0))e^ (^^  ds)a 
t 
< 0 . 
e X  
T  t 
(12B) b) |V2*(t,8,p,S)|e 
e(3 + 4 )t t e(B +4 )(t-s) * 
< e |p-f (0,8)1 + [3 / ee L(s+8 (s,0,8))ds)o 
0 
t e(g +— )(t-s) * 
< | + ( 3 / e e  L ( s + 8  ( s , 0 , 8 ) ) d s ) a  
< a . 
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4^ (12B) c) |V2*(t,8,P,S)|e 
( « 1 + ^ ) 1  1 / 2  t  ( a  + ^ ) ( t-s) 
<K^e IS-fgCO.G)! + (3 e K^M / e ds)a 
0 
< a  . 
Clearly, sup IV .<t> (t ,9 ,p ,Ç) | e < a . 
(t, ( 0,P, Ç ) )  1 
Next, we show for fixed (|> € H that for 1 = 1,2,3, is 
continuous on x 0(G). First, observe that each V^ i# is Llpschitz 
continuous in t. To see this, note that each is dlfferentiable with 
respect to t and that the derivatives are bounded continuous 
functions. Second, letting t be fixed, we show each V^ <j) is con­
tinuous in (8,p,g). First, we do V^ <j). Let Y > 0 be fixed. Then, 
there exists a T > 0 such that 
£ I  (Q(s,e*(s,o,9)-Ht)j(s,9 ,p ,Ç), 
T 
f j(s, e  (s,o,8))+*2(s,8,p,5),f2(s,8*(s,o,8))+*2(s, e  ,p ,Ç)) 
-0(s,8*(s,o,8),fj(s,8*(s,O,8)),f2(s,8*(s,O, e))}ds| < y 
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for all (0,P,Ç) 0(a). Thus, 
(13B) |Vi*(t,8,P,S) - Vj<|)(t,0,p,r)| 
T 
< e / [|G{s,8*(s,o,8)+4i(s,0,p,G),f^ (s,0*(s,o,0))+*2(s,G:P,G), 
fgCs.G (s,o,0))-H»2(s,0 ,p ,5)) 
- 0(s,0 (s,o,0)+<|)j(s,0,p,Ç),f j(S,0*(S,O,0))+(()2(S,0 ,p,Ç), 
f2(6,9*(s,O,0))+*2(s,0,P,S))| 
+ |0(s,0*(s,O,0),fj(s,0*(s,O,0)),f2(s,0*(s,O,0)) 
- 0(s,0*(s.O,0),fj(s,0*(s,O,0)),f2(s,9*(s,O,0))) |]ds + f-
T 
< e / 3[L(s+0*(s,O,0)-H)j(s,0,p,Ç)]{(l+2A)|0*(s,O,0)-0*(s,O,0)| 
3 
+ 2 i<t' . (s,0,P,5)H).(s,0,P,C))} 
1=1 
+ 3L(s+0*(s,O,0))(l+2A)l0*(s,O,0)-0*(s,O0)|)ds + 
= I . 
* 
Using the continuity of 0 and of the ^^ 's, we can pick an h such 
that when |(0 ,P ,5) - (0,P ,f)| < h we have 
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| e ' ( s, o , e )  -  e % . o . 6 ) |  <  .  
M 
2^^ |*i(s,9,P,5) - *i(s,ë,p,G)| < 24T(l+2A)eL^  ' 
T 
where = max |L(S)|, t < S < T. Thus, I < J ds < Y. 
0<s<2m t 
Therefore, V^ iJ» Is continuous in (8,p,G) for fixed t. Following the 
same steps as for Vj<J> we can show that V^ (f> are continuous on 
0(G) for fixed t. Combining this fact with that each each V^ tji is 
Lipschitz continuous in t we see that V^ <)) is continuous on 
X 0(G) for i = 1,2,3. Also, by using an argument similar to that 
given in Lemma 6B we can show that V^ 0(t,8+2f,P,S) = V^ (t,6,p,Ç) for 
i = 1,2,3. Clearly V^ *(t,9,f^ (t,8),f2(t,e)) = 0. Hence, V:H + H. 
Next, we show that V is contractive. As before we only work on 
V^ ; the other two components are done in similar fashion. Observe for 
all (t,9,p,Ç) € X 0(G) and i|) ,i|> that 
4t 
(14B) e ^  |Vj<|.(t,0,p,Ç) - V^ ip( t , e,p,U| 
fit . 
< e ^  / e|Q(s,0*(s,o,Ô)+<t> (s,6,p,Ç),f (s,8*(s,o,8))+* (s,8,p,Ç) 
1 1 2 
fgfs.G (s,o,0))+<ii^ (s,0 ,p ,Ç)] 
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- 0(S,0*(S,O,6)-H('J(S,9 ,P ,S),F^ (S,8*(S,O,8))+*2(S,8 ,P,G), 
£2(8,0 (s,o,e)+*2(8,8,p,S)]|dG 
*  ^(t-s) 
< (36 / L(s+8 (s,o,9)-H)j(s,0,P,Ç))e dsju* - *11 
" * *  ^(t-s) 
< (3E / |L(S+0 (s,o,8)+F.(s,8,p,S)) - L(s+8 (s,0,6))|e ds 
t 
r" *  ^(t-s) 
+ 3e / L(S+8 (s,0,9))e ^  dsjil* - <pll 
t 
< K II4) - *W, where K < 1. 
Thus, taking sup on both sides of (14B) we have 
(t,e,p,0€rxn(a) 
—«• t 
sup |v *(t,8,?,S) - V.*(t,8,p,E)|e < KW* - i|)ll , We could 
(t,8,p,0 1 1 
proceed and do the same for the second and third component. Thus, V 
is contractive and has a fixed point <|). 
As said at the beginning, this <|) will determine the initial 
conditions of those solutions which tend to the manifold exponentially. 
Thus, given (8,p,Ç) 6 0(o) , then (8^ ,r^ ,x^ ) where 
(a) (|)j(t,9 ,P ,0 + 8 (t,0,8) = 8(t,0,n(8,p,S),p,5) = 0^  , 
(15B) (b) <|)2(t,0 ,P ,0 + f j(t,8 (t,0,8)) = r(t,0,n(8,p ,Ç),p ,5) = r^  , 
(c) «^ (^t.e ,P ,5) + f2(t,0 (t,O,0)) = x(t,0,n(8,p,S),p,S) = x^  , 
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is the solution to (IB) passing through the point (<|> j(0,9 ,p ,Ç ) + 9 ,p ) 
at t = 0. 
To finish the argument we let N be the neighborhood, 
N = U B((9,f^ (O,0),f2(O,0)),T), where T < . Let 
6 
A A 
(TI,P,Ç) € N, we need to find an (n ,p ,5 ) such that (n ,p ,Ç ) € N 
* * 
and n = n + <|)j(0,T1 ,P,Ç). Thus, showing that the solution starting at 
(r\,p,Ç) for t = 0 does tend to the integral manifold. First, there is 
a 6 such that |n-9| < t, |p-f^ (0,9)| < %, (Ç-f2(O,0)| <t. Let 
Tij € [n-o,n+ff]. We need to show that (n,P,Ç) € n(a). Observe that 
l p - f j ( 0 , r i j ) |  <  | p - f j ( 0 , 9 ) |  +  | f j ( o , 0 ) - f j ( o , n ) |  +  | f j ( 0 , n ) - f ^ ( 0 , n j ) |  
< T + AT + Aa < (1+A)T + Aa < , 
6Ki 
and 
|Ç-f2(0,nj)| < IS-fgCO.O)! + |f2(O,0)-f2(O,n)| + |f2(0,Tl)-f^ (0,nj)| 
Thus, (n^ ,P,G) € 0(o) for all € [n-o,n+o]. Next, note that since 
I (J) J < a, we have 
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n < n + a + *^(0,n+a,*,S) , 
and 
n > n - a + 4»j(0,n-a,p ,Ç) , 
Therefore, there must be an n € [n-a,ri+o] such that 
* * 
n + *^(0,n ,p,Ç) = n by continuity of and connectedness of S2(a). 
Thus, we have shown there exists a uniform band about 
(0,fj(0,6),f2(0,9)) such that for any point in this band a solution 
starting for t = 0 at this point will tend to the integral manifold as 
t + " at least at an exponential rate. • 
The previous result shows that for (tQ,n,P,5) € R^x R^x 
sufficiently close to the Integral manifold then the solution which at 
t = tp passes through (n ,<|) ,5 ) will tend to the integral manifold for 
t > tp, t + + " and for t > t^ t + - " will leave 0^, provided 
there is no X2 equation. When there is an X2 equation, we will show 
that the integral manifold is unstable. 
Lemma lOB; First, assume system (IB) has an X2 equation. Next, assume 
the hypotheses of Lemma 7B hold. Then, select X > 0 such that there 
exists a < 0 and 
< ^2 < 0, (3 + Y ) ^ ^2 < 0, and -[og + ^ < 0. 
Further, pick a, A, D such that for t > 0, 8 € [0,4ir], 
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eX . . 
f * T 1 (1) / eL(s+9 (s,O,0))e ds < j , 
t 6 (t-s) * J 
(2) j e L(s+e (s,0,9))ds < i , 
0 ° 
V2 t 6 ( t -s) 1 
(3) Kj e M / e ^ ds < ^ , 
V2 " Ô (s-t) 
(4) Kg G ds < J . 
Let a be picked such that D + a < a and for 0 < tr^ < a we have for 
all t > 0 
" ^ (t-s) . 
e / |L(s+o^) - L(s)|e ds < . 
Then, the integral manifold is unstable. 
Proof : Define the space H by 
H = {<t> = ^ such that 
4»^ ecCR"*" X 0 (0)), where Q^(a) = {(0 ,p ,Ç ) : 0 < 8 < 4n, 
|p-fl(0,8)| < ûa, jS^-fgCO.e)! 0 Ac}, 
eX 
~2 
sup |4u(t,8,P,S,)|e < a, 
t,8,p,c^ € r^xn^(o) 
(|)^ are 2ir-periodic In 0, *^[t,8,f^(t,8),f2(t,8)) =0 
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for all t > 0 and 1 = 1,2,3}. 
Define a norm on H by 
ex 
—2 c 
#11 = max sup 
l<i<3 (t,0,P,Çj) 6 R xO^Co) 
Clearly, the set H is complete under this metric. 
We follow the proof of the previous lemma and define the operator 
U on H as shown in Table 4. 
Due to the forms of V I ,  Wg(|) which are quite similar to 
of Lemma 9B we will not show that these components 
satisfy the needed conditions. However, we will show that W^ip does 
satisfy the needed conditions. So, we will need to show that W^<|) is 
+ 4^ 
continuous on R x 0(a), sup |w,*(C,8,p,G,)|e <a, and 
c,8,p,sl 
|w^<j)(t,0 ,P ,ç^) - W^'|'(t,6,p,Çj)|e < K H - t# I for some K < 1. 
First, observe that 
eX 
(16B) e ^ |W^4.(t,0,P,Ç)( 
I/2 <= a (t-s) , ^ t 
< [e ; Kg e 4M(Z*|4i(s,8,p,5;)|)ds)e 
v2 " («2 ^ )(t-s) 
< re K-M( f e ^ dsjo < a . 
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Next, let (|) € H be fixed. Then, note that Is Llpschltz 
continuous In t due to the fact that W^i|) Is dlfferentlable with 
respect to t and that the derivative Is a bounded continuous function. 
Second, letting t be fixed we will show W^<(i Is continuous In 
S . Let Y > 0 be fixed. Then, there exists a T > 0 
« 1/2 A (t-s) 
such that 1/ e e AXgCsjdsl < for all (8,p,g^) € 
Then, 
(17B) |w^'J'(t,e,e,çp - w^<t>(t,ë,ê,|pl 
v2 ««(t-s) ^ ^ 
< e f Kg e tlXgls.G (s ,0,9)+<t) ^ (s ,9 ,P ,5 j) ,f ^(s ,6 (s,o,6)) 
+*2(3'9 ,p,si),f2(g'®*(s'°'g))+*2(s,8 jp ,5j), 
f jXs.G (s ,o ,e))+<j)^(s ,8 ,p ,çp)  
- XgCs.e (s,o,8)+*^(s,8,p,S),f^(s,8 (s,o,8)) 
+<j>2(s,8 ,p ,Ç^),f2(s,0*(s,o,8))-h|)2(s,0 ,p ,1"), 
f3(s,8*(s,o,0))-h)^(s,§",p ,f j)) i 
+ 1X2(3 ,8*(s,o,e) ,f^(s ,8*(s ,0,8)),f2(s ,8*(s ,0,8 )) , 
f3(s,8*(s,0,8))) 
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- XgCs.e (s,o ,0),f^(s,9 (s,0,9)) 
f-(s,0*(s,O,ê))]|}ds + ^ Y 
V2 T o (t-s) * * 
< E Kg / 4M(1+3A)(2|0 (s,0,e)  -0 (s,O,0)| 
+ ^jki(s,9,p,çj) - *i(s,0,ê,g^)|}ds + y 
* 
Using the continuity of 0 and of the <l>^'s, we can find an h such 
that when maxf j0-0 |, |p-p |  , ^ |} < h, we have 
2|6*(s.o.e) - e*(s,0,9)1 < 
and 
zll*i(s,0,e,s^) - <t'^(s,0,e,|j)| < ^ /24t(1+3a)g^^mk2 
where 0 < t < s < T. Thus, 
^ ^^2 1 
I < / 4e K^M(1+3A){ /i2(i+3A)e ^MK^T *"2 
Therefore, W^ij) is continuous in (0,P,C^) € 0(o) for fixed t. 
Arguing as before, this implies that W^<|) is continuous on 
X Ogfo). Also, arguing in the same manner as in Lemma 7B, we can 
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show that W^())(t,Q+2ir ,p j) = W^4(t,8,P,5^). Clearly, 
W^*(t ,8 ,f^(t ,8) ,f2(t ,8) ,f2(t ,8))  = 0. Hence,  W:H + H. 
To show that W is contractive we will only show our work for 
with the other components being done in similar fashion. For all 
(t,Ô,e,çp € X 0(o), and <t) ,*}» € H observe that 
(18b) e^ |w4*(t,8,e,5i) - n4*(t,8,g,s;)| 
V2 " a,(t-s) * * 
< e J e 1X2(8,8 (s,o,8)+*^(s,8,p,5^),f^(s,8 (s,o,8)) 
t 
+*2(8,8 ,p ,çp,f2(s,8 (s,o,8))+*2(s,8 ,p,G^), 
f2(s,8*(s,Q,8))+*^(s,8 ,p ,Çj)) 
- X2[s,8*(s,o,8)+*^(s,8 ,P,Çj^),f j(s,e*(s,o,6)) 
+*l(s,8 ,p,çp,f2(s,8*(s,o,8))-hj<^(s,8 ,p,5^), 
f2(s,8*(s,o,8))+^^(s,8 ,p ,Çj)] |ds 
v2 " (a2'*" ~2 \ 
< (4 E K_M / e dsjll(|) - til 
t 
< K Hij) - «I'll ,  where K < 1 
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Thus, taking sup on both sides we have 
(t,9,e,çp € R xn^(G) 
sup e |w,<J)(t,9,e,Ç ) - NV(t,8,e,G.)| < K U* - «I'll. Hence, 
(t.e.e.çp ^ ^ ^ 
Is contractive. By using the Banach Fixed Point Theorem, there is a 
<ti € H such that 
As before, this it> will determine Initial conditions for those 
solutions which will tend exponentially to the integral manifold as 
t + t > 0. Thus, given (9,P,Cj) € 82(0) Chen 
(9(t),r(t),Xj(t),X2(t)) where 
(a) +0 (t,0,9) 
= 9( t ,0,n(9,p,çp,p ,5^,52(9 ,P.Çj)) 
=  e ( t )  
(b) *2(t,9,G,Si) + f,(t,9*(t,0,9)) 
= r[t,0,n(9 ,p ,Çj),p ,5^,52(8 iP i^i)) 
= r(t) 
(19B) 
(c) <t.3(t,0,e,çp + f2(t,0*(t,O,9)) 
= XJ[t,0,n(9 ,p ,5j),p ,Çj,Ç2(® »P I^i)) 
= X^( t )  
(d) *4(C,9,E,Si) + f3(t,9*(t,O,0)) 
= x2(t,0,n(9,p ,çj),p,çj,ç2^® ,p 
= xgct) , 
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is the solution to system (IB) passing through the point 
(<!> j(O|0 |P ,5 j) + ® ^(0,9 ,p,çp +£2(0,6)). Observe that the initial 
condition can be made to be as close to (9,f^(0,0),f^(0,0),f^(0,9)) as 
we wish, since we could let + f2(0,9),f2,(0,9) and 
<|)^(t,0,f j^(t,9),f2(t,9),f2(t,9)) = 0 for all t > 0 and i = 1,2,3,4. 
Further, as t the solution (9 (t) ,r(t) ,Xj(t) ,X2(t) ) which is not 
on the integral manifold must leave 0^ or else contradict Lemma 8B. 
Thus, we have a continuous surface, S = {(*2(0,9,G,g^) + 0 ;P ^ 
't'^CO ,9 ,e ,çp+f2(0,9)) : (0,p,Ç) with dimension 1+1+n, of 
initial conditions for solutions which tend to the integral manifold as 
t ->• <*> and, if the initial condition is not on the integral manifold, 
away as t + - *. By considering the argument in reverse, i.e. by 
t € R , we see that we would obtain a continuous surface, 
u = {(*i(o,9,s2)+9,*2(o,8,s2)+fi(o,9),*2(o,0,s2)+f2(°'g)'s2)} 
dimension 1+m of initial conditions for solutions which tend to the 
integral manifold as t •»• - » and, if the initial condition is not on 
the integral manifold, the solution moves away from the integral 
manifold. Thus, given any neighborhood, B, of 
(9 ,fj(0,9),f2(0,9),f2(0,9)) 9 € R, there are points in S H B and in 
U n B. Therefore, the integral manifold is unstable. • 
By combining the previous group of lemmas we have a proof of the 
following theorem. 
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Theorem IB (Integral Manifold Theorem): For system (IB) assume that 
1) the functions 0, R, X^, have the periodicity and continuity 
properties listed following system (IB); 
2) that L has the required properties; 
3) that 3*0; and 
4) that Aj and - are stable matrices. 
Then, there exists a region 0^ such that in this region there is a 
unique integral manifold, , of system (IB). Further, given any point 
in 0^ which is not on the integral manifold, then the solution which 
passes through this point for some tQ must leave 0^ either forward or 
backwards in t. Moreover, the integral manifold has the same 
stability properties as 1^. 
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LITEEAIDKE REVIEW 
The sinusoidal-Input describing function method, more simply the 
describing function method, was Introduced in the United States by 
Kochenburger [23], who proposed the method to analyze a certain engi­
neering problem and suggested that this approach can be applied more 
generally to feedback systems with one nonlinear element. Kochenburger's 
paper was quickly followed by a mathematical, heuristic development of 
the describing function method by Johnson [20]. Both of these papers 
applied a modification of what is now called the Loeb or Quasi-Static 
stability criteria [13]. We will discuss the Quasi-Static criteria 
later. 
Many of the early papers on describing functions dealt with the 
determination of the describing functions for different nonllnearities, 
e.g., [15], [40]. For nonllnearities which are mathematically 
complicated, the describing functions could be approximated by 
experimentation, e.g. [13]. 
It Is known that the describing function method can give erroneous 
predictions on the existence or nonexistence of limit cycles and limit 
cycle stability. There are examples, e.g., [10], in which the describing 
function method predicts there are no limit cycles but the system does 
have an oscillation. For further comments on the example in [10], see 
[24]. Further, there are examples, e.g., [35], in which the describing 
function method predicts a limit cycle and the system does not have a 
limit cycle. Failures of the describing function method in either case 
have been causes for further research. Several efforts in deriving 
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rigorous mathematical conditions to ensure the existence or nonexistence 
of limit cycles when predicted by the describing function method have 
been given, e.g., [2], [3], and [22]. Several authors, e.g. [5], [11], 
[29], and [30], have given procedures to construct error bounds for the 
frequency and the amplitude. The final word on this topic may have been 
given by [4]. The result in [4] gives straight forward computable, 
graphical conditions to answer the question of existence or nonexistence 
of limit cycles and to determine error bounds for the frequency and 
amplitude predictions. The results of [30] concerning the existence or 
nonexistence of limit cycles have been extended to weakly interconnected 
systems [39]. 
Rigorous mathematical justification for the describing function's 
limit cycle stability predictions have been slow in development. The 
usual argument to justify the describing function's stability prediction 
is the Quasi-Static criteria [13]. The Quasi-Static criteria assumes the 
stability properties of the nonlinear feedback system are the same as 
those of the feedback system in which the nonlinearity is replaced by its 
describing function. Further, the criteria assumes that the describing 
function is at least twice differentiable and that derivatives of order 
greater than one are negligible and can be dropped from the analysis. 
Various authors have developed simpler stability criteria other than the 
Quasi-Static criteria for special classes of nonlinearities such as 
relays, e.g., [1], [13], or special linear plants, e.g., [38]. Most make 
the same assumptions as the Quasi-Static criteria. For a second order 
system with a differentiable nonlinearity, a necessary and sufficient 
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condition for stability has been proven [43] and shown equivalent to the 
Quasi-Static conditions. Further, Willems stated that this condition is 
necessary for higher order systems. Recent results by Miller, Michel 
and Krenz 133], [34] and Krenz and Miller [25] have given a rigorous 
justification of the Quasi-Static criteria in feedback, systems with one 
nonlinearity. Their results provide sufficient conditions for the 
existence of a manifold and to determine the stability of this 
manifold. Further, they give estimates of the rate of settling of 
solutions to the manifold. The results of this dissertation follow the 
work of Miller, Michel and Krenz [33], [34] and Krenz and Miller [25] in 
spirit and are a generalization of their work. 
The basic idea of the sinusoidal-input describing function has been 
expanded in several directions. In many cases, the idea that the input 
to the nonlinearity is roughly sinusoidal is not realistic and other 
types of input describing functions have been investigated, see [13]. 
Methods which balance more than the first harmonic have been suggested 
(e.g., [29]), but are more difficult to use. Finally, efforts to extend 
the describing function method to feedback systems with more than one 
nonlinearity have been presented, e.g. , [14] , [16]', and [21]. This last 
subject is the topic of this thesis. 
The extension of the describing function method to the feedback 
system of Figure 1 has generally been done in one of two ways. In the 
first method, which we will call the composite describing function 
method, one considers the part of the feedback system from n^ to n^ 
as being one nonlinearity and determines the describing function of this 
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composite nonlinearity (see e.g., [12], [16], [36], and [44]). At least 
one major drawback to the composite describing function method is the 
difficulty in deriving the describing function for the composite 
nonlinearity. Further, the composite nonlinearity is a function of 
frequency as well as amplitude which makes the prediction of the 
frequency and amplitude of a possible limit cycle a much more difficult 
task. The second method, which we have referred to as the describing 
function method, suggested by Gronner [16] is to replace each of the 
nonlinearities by its describing function. Clearly, this method 
preserves the ease of use of the describing function. Gronner derived 
the composite describing function for a feedback system with two 
nonlinearities and compared the predictions to those obtained by simply 
replacing each nonlinearity by its describing function. The results of 
Gronner's comparison were favorable. Using the same idea'. Gran and Rimer 
[14] gave a general procedure for using this approach on multiple 
nonlinear feedback systems of the type given in Figure 1, as well as for 
feedback systems in a parallel configuration. Gran and Rimer pointed out 
the need for the inputs into each of the nonlinearities to be roughly 
sinusoidal in form. Thus, in order for the describing function to give 
good results, we need for the low pass filter hypothesis to hold. Many 
writers, e.g., [8]', [9] , [14]', [13] , and [28], have presented graphical 
techniques to predict the frequency, amplitude and stability of possible 
limit cycles. 
To put the results of this dissertation into context, we will derive 
conditions which justify the much simpler method of replacing each 
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nonllnearlty by Its describing funciton. Under these conditions, we show 
that there exists a manifold of solutions In a small neighborhood near 
the set of phase shifts of the describing function's predicted periodic 
solution. Further, we give sufficient conditions to guarantee the • 
stability or instability of this manifold. Unfortunately, the method of 
proof does not show that this manifold is generated by a periodic 
solution. We do, however, believe that this is true. Moreover, we 
believe that In the stable case, the actual domain of attraction of the 
manifold, i.e., those Initial conditions for solutions which tend to the 
manifold, will be larger the proven domain of attraction. 
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PRELIMINARIES AND STATEMENT OF THE MAIN RESULT 
Consider 2J real, linear differential operators with constant 
coefficients of the form: 
(k.) (k.-l) 
Pj(D)y = y + PK.- i , j  y  + + Po. j  
(K.-l) 
= v-i,j y + 
where = d"y/dt", all are positive integers, all 
k. 
P» . and , . coefficients are real and y is a C smooth 
n,j 
real valued function. In addition, consider J nonlinear functions, 
ny: R+ R', which are assumed to be continuous, odd and satisfying some 
technical conditions to be stated later. An example of such an n^ is 
the saturation nonlinearity given by 
my if |y| < d 
n(y) = 
md(sgn y) if |y| > d, 
where m and d are positive constants. 
Consider the coupled feedback system in Figure 1 which can be 
described by a system of equations of the form 
pj(d)yj + n^(qj(d)yj) = 0 
p2(d)y2 - n2(qj(d)yj) = 0 
(1) 
= 0 . 
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We assume the method of describing functions predicts the existence of a 
periodic solution for (1). That is, letting and Qj stand for the 
differential operators as well as their associated polynomials 
k k-1 
: + ''' + po.j ' 
K-1 
• X-1.J ' * — * "o.J ' 
and letting (A) denote the sinusoidal-input describing function for 
the nonllnearity i, then there are positive constants 
such that. 
"jWj-i.o' ".(So) -  ° 
^10 ^1^0 
( 2 )  
^20 ~ ^2^0 
For brevity, denote the products P^(s)...Pj(s), Q^(s)...Qj(s) and 
Nj^(ATj)N2(AT^) .. .Nj(ATj_j^) by P(s), Q(s) and N(A) respectively. 
Henceforth, we assume the linear system of equations 
p^(d)y^ + ni(atj)qj(d)yj = 0 
pgcdxfg - n2(atj^)q^(d)y^ = 0 
(3) 
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satisfies one of two conditions. The first condition is: 
(H-1) There exists constants 91^ and 91 ^  with 
0 < < Aq < 91^, such that equation (3) is stable when A 
is in the range A^ < A and is unstable when A is in 
the range 31^ < A < Aq . Moreover, for A = A^, (4) has 
characteristic roots ± iw^, which are simple and the 
remaining characteristic roots have negative real parts. * 
We wish to state an equivalent form of (H-1). Towards this end we 
consider the system (3) with A = AG. Then, the corresponding character­
istic equation, P(s) + Q(S)N(AQ) = 0, has the roots s^ = IUQ and 
J 
s„ = - iw . Let s_,...,s where K = E K., denote the remaining 
/ u j k j=i j 
roots with roots listed as often as their multiplicity. 
Define the two constants and 6^ by the relation, 
0^ - igg = Q(iWQ)/[wQ(P'(iWg) + Q*(ia)g)N(AQ)], where WQ is the 
c o n s t a n t  d e t e r m i n e d  b y  ( 2 ) ,  Q ' ( s )  =  ^  Q ( s )  a n d  P ' ( s )  = ( P ( s ) ) .  
Then, assumption (H-1) is equivalent to the condition: 
(H-1)' Re(Sj ) <0 for j = 3,4, ...,k and B^NXAg) > 0. 
The second condition we state as: 
(H-l)" Either Re(s^) > 0 for some j, 3 < j < K or 
3^N'(AQ) <0 is true. 
By an Integral manifold for (1), we mean a continuous surface S in 
T 
real (K+l)-dimenslonal space such that if p = (t^ ,i1 j,... ,ri j^) € S and if 
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y(t) = (yj(t),y2(t),...,yj(t)) is a solution of satisfying the initial 
conditions yj^^Ctg) = for 0 < h < K^, y^"^ = for 
0 < n < Kg, and so on, then y(t) is defined for all t € R and 
(10 (ki-l) (kj-1) t 
(t,yj(t),yj (t),...,y^ (t),...,yj (t)) € S for all t € R. 
Thus, if = ^j(*j-l,o)^j-l(°)yj-l' then (1) reduces to 
(3) with A = Aq and has the integral manifold 
(4) Sg = {(t.AgSinOwQt+T), WyAQCOsfWgt+T),..., 
^0^1 ^ ^10 ) 1^1^% ) I / I^ ' sin(wQt+F^+T ),...): 
_ c o < t < < » ,  0 < T < 2 7 r } .  
We now give a result which provides a justification for the use of 
the describing function method to predict the existence of a periodic 
solution of (1) and the stability of this solution. This result states 
that when certain parameters are sufficiently small, then (1) will have 
an Integral manifold, , which closely approximates the surface SQ 
given by (4). may have a periodic solution or it may not have a 
periodic solution. In either case, solutions of (1) on will look as 
if they are periodic with period (2%)/w^. This is true because the 
manifold closely approximates SQ. The closer approximates 
SQ, the more periodic in appearance the solutions become. In fact the 
following result holds: 
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Theorem 1. Assume the following; 
(Hr-2) The constants p„ . ., q„ . . are real for 
j  ' J  
1 < i < K., Py .=1, and the constant K. is a positive 
J J 
integer for 1 < j < J, 
(H-3) n^ is an odd, continuous, piecewise continuously 
differentiable function such that on any interval d^ < y < d^ 
in which nj exists and is continuous, nj' exists and is 
uniformly continuous for 1 < j < J. 
(H-4) There exists positive constants and A^ such that 
pcing) + q(iwg)n(aq) = dciwg) = 0 
and D'Ciu)^) * 0. In addition, A^T^ ^ is not a point of 
discontinuity of nj for any j, nor is ATj a point of 
discontinuity of nj. 
A 2 2 (B-5) All roots of D(s) = (s + <»>Q)G(S) are known. These 
roots are labeled as s^ = iw^, s^ = -iw^, s2,...,s^, with 
a root of positive multiplicity is listed as often as the 
multiplicity and consecutively. Further, P(s) and Q(s) 
have no common roots and no root of D(s) has multiplicity 
greater than K/2. 
Then, if either (H-1)' or (H-1)" is true and if the parameter e 
shown in the proof is sufficiently small, then there is a small 
neighborhood, NQ, of SQ with the properties 
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(i) An Integral manifold, S^, of (1) lies inside NQ 
(ii) If p Ç Nq , but p ^ Sg, then the solution of (1) with p 
as an initial condition must leave NQ in finite time, either 
backwards or forwards in t. Thus, is the only integral 
manifold of (1) near SQ. 
(ill) Sg is stable if (H-1)' is true, and is unstable if 
(H-1)" is true. • 
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PROOF OF MAIN RESULT 
Consider the nonlinear feedback system in Figure 1 which we take to 
be described by the system of equations: 
pl(d)y^ + n^(qj(d)yj) = 0 
(1) ^ p2(d)y2 - n2(qj(d)y^) = 0 
Assume that for (1) either (H-1)' or that (H-1)" is true, as are (H-2)-
(H.-5). Recall that associated with (D) and Pj(D) are polynomials, 
k.-l k. 
3 n J n Q.(s) = 2 q . s and P.(s) =2 p .s , where p^ . = 1 We 
n = 0 ^ n = 0 j 'J 
first apply the change of variables w^t = t to scale the problem in 
such a way that we may assume that = 1. Hence, and P^ are 
replaced by and P^ where 
"j " 1 
V'>' „ ' 0 "nj "s ' 'j'v 
and 
^ pn.j "o ® 
n = 0 
and (3) is replaced by 
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pj(i)p2(i)...pj(l) 
+ qi(i)q2(i)...qj(i)ni(ajo)n2(aio)...nj(aj_i g) - 0 
* *1,0 lqi(i)|aq = tjaQ , 
*2,0 ~ ^2*0 ' 
*j ,o  ^  ^J*0 •  
Having made this transformation, we replace by t, but keep in mind 
that now ^ = 1. 
Next, we make some notational definitions 
n*(y) 
nZCy) 
03(7) 
ml(aj,o)y " *l(y) ' 
ogcy) - ^ 2^*1,0^^ ' 
"gfy) - ' 
and 
nj(y) = nj(y) - Q)y , 
N*(A) = N^ (A) - N^ (AJ^ Q) , 
N*(A) = NGCA)'- N^ CA^ Q^) , 
mj(a) = n/a) - . 
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Then, (1) is equivalent to 
, ~ ~ -k? 
(6) [pgfdoyg - n2(ai^o)qi(d)yi]wo = n2(qj(d)yj)coq 
[pj(d)yj - nj(aj_i^Q)q^_i(d)yj_i]wo = nj(q^_i(d)yj_^)wQ 
-*1 */: . .-%! 
Equation (6) will now be written in matrix form. Define 
(1) (kj-l) (kg-l) (kj-1) ^  
y = (y^.y! i,y2',...',y2 '••••'«yj ) 
let = (0;...,1,0,...), a column vector which is one in the 
entry and zero in its other entries, let Cj be the companion matrix of 
-k4 
Pj (s)w given by 
0 1 0 0 
0 0 1 
j' I :• :• ;• ; 
0 K. 0 K.-l 
-"OJ '"0 -Pi,J Z" ' -PKj-l.j /"c 
for 2 < j < J let Nj be an interconnection matrix of dimension 
Kj X ^j-1 which is given by 
N (A 1 q) / 0 K ^-1\ 
"j ° K (''O.j-l •••• % ,j-l "0 /• 
"0 
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let Nj be a x dimension matrix given by 
~ NI(A Q) /  0 K-L\ 
^1" k^' (^0,j ''i'sj '"o wg j. 
(7) 
we define a matrix Bq whose form is 
^1 0 0 # * « 0 A 
«2 S 0 • • • 0 0 
0 
^3 C3 • • •  . 
0 0 N4 
; 
J * (:j-i 0 
0 0 0 
'j. • 
can now be written as 
K 
+ (QJ(D)YY/./  + • • • 
'K "j(9j-l 
The eigenvalues of Bq are the roots of D(s) where 
(8) 0(8) = P(s) + Q(S)N(AQ) = (iD^s^ + u)^)G(s) 
Thus, Bq has the two simple roots s^ = i and s^ = -i. We label the 
remaining eigenvalues of Bq by s^Sj^ with the multiple roots 
repeated as often as their multiplicity and consectivity. 
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Define E^(s) for k = 2 to J by 
qj<s)) nj(aj.„_„)/î.(s)) 
Define a(s) by 
k^-1 k-1 
a(s) = (l',s,...i,s ,,E2(s),sE2(s),...^s 
e2(s),....s e2(s),...^ej_^(s),sej_^(s),...,s ej_^(s), 
K -1 
-p^(s)/qJ(s)n^(aJ^Q),...',s ^ (-p^(s)/qJ(s)n^(aJ^ Q)))^ . 
When s = for 1 < j < Ki. a(s) is unique nonzero eigenvector 
corresponding to s.. Define a(s) = N,(A )Q (s)IIP. (s)a(s)', where 
J  1  J ' ,U  J  J—/  J  
for J = 2 we define nj_^Pj(s) to be one. Hence', a(i) is an 
eigenvector corresponding to the eigenvalue = i. For convenience', we 
redefine Ej^(s)'.E^Cs). .Ej(i) by letting 
ej(s) - ?,(s)i 
and the new Ej(s) to equal the old Ej(s) times E^(s), for j = 2 
to J. Define the vectors and Cg by 
Çj = Re a(i) and Sg = Im a(i). 
Thus', BQ a(i) = 2^(5, + iÇ,) = -5, + 15, L or and 
®o^2 ' 
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Next, we define the vectors Assume s^ is a root of 
D(s) of multiplicity 1 + m >1 and that s =s.,=...=sj 
n n n+j. n+m 
n 
Then, 
= =(=n)' ^n+1 = 
_(m_) _ 
•••• (.+. - * v"i>' • 
n 
The vectors, '^n+1 *"* *^n+m * a generalized eigenvector chain 
n 
of the maximal length for the eigenvalue s . Thus, 
n 
(^0 - s^i)snti+l = ^ n+j ^ ' j ^  (=0 ' ®n^^^n = 
see that this is true, let 1 < j < m^. Then, 
®0 - ®n = 
= [Bq a^j^Cs) -  s a^^\s)] |g^~ = ((Bq a(s))^^^ -  s a^^\s)] 
n 
= [(s a(s) + ey.D(s))(j) -  s a^^^(s)] |g^~ 
n 
= [j a(j"l)(s) + e^D^^^(s)]|g^~ = j â^j'^^Cs^). 
n 
Thus, BQ a^-^^(s^) - s^ a^^^(s^) = j a^^ ^^(s^), in other words 
(B„ - s )Ç ^. = Ç We define the matrix B by 0 n n+j n+j-1 
s=s 
n 
B- [5^ ,521* •• '•^Ij^KxK* 
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We define the change of basis Y = BZ. Thus, (7) becomes 
(9) Z' = (B~^BQB)Z + B"L(E2^N*(QJ(D)YJ)/WQL 
k, 
+ ... + nj(qj_i(d)yj_i)/wq ). 
By the construction of B, we have 
0 1 
-1 0 
0 M 
where M is a (K-2)x(K-2) matrix in Jordan form whose eigenvalues are 
ts^',... ,Sj^}. Hence> (9) reduces to 
0 1 
(10) Z = I -1 q 
0 
iky+k; IK 
^kk^+kg 
where the b^j's are elements from B~^ and n ni(qj(d)yj)/a)o 
n2(qi(d)yi)/wq^ 
K, 
nj(qj.i(d)yj_^)/aio 
From the definition of Z, we have 
K 
y2 = re(ej(i))2j + im(ej(i))z2 } ^ij ' 
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qj(d)yj = re(q^(i)e^(i))zj + im(q^(i)e^(l))z2 + % q^ç^zj 
= rjzj + i^zg + xg , 
qgcdxfg = re(q2(l)e2(i))zj + im(q2(i)e2(i))z2 + 
= ^ 2^1 + + ^ 7 '' 
q3(d)y3 = + i3z2 + xg . 
qj(°)yj = vi + ^ j'2 + ^ j+5 • 
Here, by we mean the vector such that q^Y = Qj(D)yj, the Rj 
and Ij terms are the coefficients of Zj and Z2 respectively, and 
the terms represents the remaining terms in y^ equation which 
are linear combinations of ,Zj^. 
T We now apply the Van der Pol transformation to (z, ,z_) . First, 
/ cos t sin t\ /^l\ /*l\ 
define $(t) = ( |  . Set I / = $(t) I j . 
\-sin t cos t / 2 ^ *2' 
1 '  2 '  
Then, 
\z, / \-l 0/ \z, / \b2K^ ^2K^+K2 *** ^2K'^ 
= $'(t) 
' ^2 
(::) .».(:;)• 
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Hence, 
2k^ 2k 
T Setting Xg = (z2,...,zg) ; we see that (10) is equivalent to 
(a) /x^y /cos t -sin t \ / ... b^^\ ^ 
(b) \x^/ ~ \sin t cos t / \ b^^ ... b^^/" ' 
(11) (^sk, • • • ^3k \ i ! 
byy ••• byy/ 
(c) x^ = Mx^ • ' * . I * 
•^kk^ ... 
We now wish to apply the method of averaging to (11). Towards this 
end, note that (11) can be written in the form: 
( 1 2 )  
(b) x^ = Mxg + g(t,x^,X2,x^,...;Xj^g), 
where f and g are defined in the obvious way. 
Define fg and u by 
2-n 
r 
0 
and 
1 
~ 2Tr ^ f (t iXj jX2 fO',0.'jO)dt 
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t 
u(t,Xj,X2) =/ (f(v,Xj ,X2,0) - fgCxj ,X2))dv. 
Since the form of u is similar to the u function considered in [33]', 
by following the same reasoning we can prove that u is continuous, 
2ir- periodic in t, in (t .Xi,*^) and the partial derivatives 
u^ are Lipschitz in (tiX^^Xg). These facts about u will be needed 
later. 
Given u, the averaging is executed by the change of variables 
(  ) â „  +  u ( t . » ) .  » - (  ) •  
Then', 
M \y- f = W' + U^(t,w) + U^(ti,w)w' 
= fct.x^.xg '1x5 txj+S ) 9 
where u = [3u./3w.] denotes the Jacobian matrix. Since 
w 1 J 
"^(t',w) = f(t'jW'jOi,... 1.0) - fgCw) it follows that 
(13) w' = fgCw) + (I+u^(t,w)) ^(f(t,w+u(t',w),Xg,... ',Xj^^) 
- f(t',w,0i,... ',0) - u^(t,w)fQ(w)) 
= fgcw) + f^(t^w,x^,...,xj+g). 
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We now compute the term f^Cw). Observe that 
f(t',wi,0',... ',0) = 
IK, 
2K, 
bik\ 
... h^J 
1 * 
n^(R^(w^ cos t + *2 sin t) + Ij(-WjSin t + cos t)) 
1 *r 
"y" t + *2 t) 
j 
0 + Ij_^(-w^ sin t + *2 cos t)J 
Set = A cos D and W2 = -A sin D. Then, 
u) 
f(t,w,Oi.... ,0) = $(-t) 
/''ikj ••• bik\ 0 
^^2k, *** ^2k * 
1 * 
— n^(RjA cos(t+D) - I^A sin(t+D)) 
0 
~ n2(R2A cos(t+D) - I^A sin(t+D)) 
1 *f 
~K~ cos(t+D) 
- Ij_^A sin(t+D)] 
Next, observe that cos(V^) and sin(V^) for correctly 
pick Vj's and where T^ |E ^ | . Hence, 
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f(t ,w,0,... ,0) = *( 
2k^ ... ^2YJ 
(il 
u) 
n*(TjA cos(t+D+Vj)) 
'0 
n^CTjA cos(t+D+V^)) 
kj c08ct+d+vj_j)) 
Thus to compute fgCw), we average f(t,w,0). This will be done 
component by component starting with the first component. First, however, 
we recall the definition of the describing function N(A) for a 
nonlinearlty n', 
1 2* 
N(A) = cos(t)) cos (t) dt .  
Thus, 
1 2ïï 
[ f o ( w ) ] i = - ^  /  [ f ( t ,w,0)]^ d t  
ik. , 2tt ^ _ 
"k— ZtT •' cos(t)n^(TjA cos(t+D+Vj))dt 
(0, 
'ik^+kg ^ 2tt 
K W ^ cos(t)n*(TjA cos(t+D+Vj))dt 
0 m 
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bi„ 1 2it * _ 
• !  co8(c)nj(Tj cos(t+D+Vj ^))dt 
"o" " 
''2k 2tr * 
• —^ ~ / sin(t)nj^(TjA cos(t+D+Vj))dt 
"o' ° 
''2k^«2 j 2. 
"o 
^2 "• 0 
^ / sin(t)n2(TjA cos(t+D+Vj))dt 
bg» , 2tr * 
— ^ / sin(t)nj(Tj_^A cos(t+D+Vj_^))dt 
"o'' ° 
IK T/ * _ ^IK +K„ TA * 
—y" cos(d+vj)n^(atj) + cos(d+v^)ng(at^) 
"o' V 
TUY T^ ,A ^ 
... +-y- cos(d+vj_i)nj(atj_i) 
*0 
"^2k t^ * \ +k ta * 
+ —^ sin(d+vj)n^(atj) + —sin(d+v^)n2(at^) 
"o' 
ty ta ^ 
^ ••• + -K- --Ï--
% 
''iki ta ^ 
— ( c o s  D  c o s  V  -  s i n  D  s i n  V  )  — —  [ - N  ( A T  ) )  
ix| j j z lu 
^0 
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ik.+k ta * 
+ ^— (cos D cos Vj - sin D sin V^) -p- Ng(AT^) + ... 
b,j. ^t-l^ * 
+ (cos D cos Vj ^ - sin D sin Vj ^— (-Nj(ATj ^)) 
îja , . 
+ —^ (sin D cos Vj + cos D sin V^) N^(AT^) 
"o'  
^2K +K T.A * 
+ ^ (sin D cos + cos D sin V^) —^ ^^(AT^) + ... 
"o' 
bg» T, ^A * 
+ -~ (sin D cos Vj_^ + cos D sin Vj_^) Nj(ATj_^) 
' 3 '' 
I t 
cos(Vj) + ^ 
2K 
20) 
sin(Vj)j (-N*(ATj)} 
^ ^2k +k \ * 
cos(V^) + sin(vplN2(ATp + ... 
20) 0 
+ (% vl + % vl =^^(vj_l))nj(atj_i) 
^2*0 ' 
(A cos D) 
«1 _ ''2k . \ . 
TJ- •'j '1° "j - -kt "=»= + 
0 2./ 
/'ik +c . "zk+k _ \ . _ 
I  r  t; sin vj — tj cos vjj n^caij) + ... 
20)„^ 2oiJ 
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( k, ^j-1 'j-1 " k ^j-i 
W 2»0 ' 
* - k, 
(^ik^+kg*! n2(atj)/2a)g + ... + 
" b2k^*j)("nl(atj)/2wo ) + 
^^ik^+kg^l ~ ^ 2k^+kg^l) ng(at^)/2wq + ... + 
(^ik^j-l ~ ^ 2k^j-1^ ] "2 
(-A sin D) 
= r(a)wj + a(a)w2 . 
After a similar calculation» we find that 
~^(a)wj + r(a)w2 
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Thus, the f^fw) term can be written as 
/ r(A) A(A)\ / Wj \ 
(U) ^ACA) r(A)/ LJ 
Another change of variables is needed. We introduce the polar 
(r+ag) (r+ag) 
coordinates = "jY"]— sin 9 and j cos 6. Then, using 
equations (12) and (14), we obtain 
/(r+Ao)\ (r+A.) 
r ' = (r+Ag)?^. jg I (sin 6,cos 0)f^[t, jg j sin 9, 
(r+a^) 
|e^| -'^6 * • • • *"j+5^ 0 ,XT , • • • ,X Y . C) 
/(r+Ao)\ , (r+A_) 
(15) 0. = -A(-TË;T-/+ (COS 8,-sin 9)fi(t,-^2_y_ sin 8, 
(r+ao) 
|e^| 
x' = mx3 + 
• ^3k' 
^kk, ••* ^kk/ 1 
Let, rj for j = 1 to U, be the distinct roots of D with 
°j I (k+l+m )! 
multiplicity 1 +m.. Let e. = Z ,, ^ 
j : k.0 I  )  
. Define 
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e by e = [ Z e ) and set x- = x,. We will show that b. 
j=l J J ^ i 
terms are order e. Assuming this momentarily, then, 
f^Ct .w.Xg) = f(t',w+u(t ,w) jXj) - fQ(t,w,0) + O(e^) 
Kj Kj .n*(Qj(D)yj) - n*((r+AQ)(Rj sin(t+e) 
^IK^'^O \ / . + Ij cos(0+t))) 
= $(-t) 
k //l k , kj,ftloj(qj-l(d)yj-l)-*j((r+ao)(%j-l sln(t+8)/ 
'  2%^/ 0 ••• '  + Ij  ^  cos(0+t))) 
+ o(e^) 
= @(-t) 
k k 
'ik/V - h V\ /'"î* 
vv ••• WoV \^"j 
* 
with . An^ defined in the obvious way. 
From the condition that the n^'s be Lipschitz continuous for each 
j, and from the definitions of Qj(D)yj's in terms of u, x^. r, 9. we 
see that the complete system now can be written in the form 
a) 8 '  = A(r+AQ) + eij)(0/,r',x^ ,e ) 
(16) ^ b) r* = r I(r+Ap) + eR(0 ,r,x^,e) 
vz 
c) x^ = Mx^ + e X(0',r,x^,e) .  
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To further simplify things we will need to compute the b. terms which is 
ij 
done next. 
Computations of b^^'s 
First; we compute the b^^^ and b^^ terms. Next, using these 
computations we simplify F and A, Finally, we outline how to calculate 
the remaining b^j's. 
T T — I  Let u^ and u, be the first and second rows of B~^. Then, 
T  T  T  T  T  T  
= i(u2+iuj), u^5^ = = 1 
T T 
and "2^1 ~ "1^2 ~ case, eigenvectors are unique up to a 
T 
multiplicative constant. Thus, if £ is a left eigenvector for then 
T T T 
for some P € E', & = wfug+iu^). Without loss of generality, we will 
T 
assume = 1, Then, simple computation shows I has for its components 
K -1 K -2 -K +1 
&! = (i + Pl,l '^0 ^K^+K2^2^^10^ 
K -1 K.-2 -K, 
(^k^-l.l % ^ ^1,1 *0^*0 
K,-2 K,-3 , -K,+2 
*2 " +pk^-1,1 1 ^0 ^2,1 ^ 0 ^k^+kg^zf^io) 
*1-1 . .2. -*2 
\-l,l^ ^ <2^1 "o)"o 
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1 
1 qj(i) r j',0 
(i). 
0 
N,(A„„) K, 
u) 
0 
kg-l 
^kj+1 " 
k2-2 -kg+l 
 ^ '"0 +'"'+ pi ,2 "0 \^+k2 
- £ 
k2-2 -K, 
+•••+ 91^2 *0^*0 
l'"2 Q^(l)Qj(l) J-J 
-Pj(i)Pj(i) 
K,+K 
kj-1 kj-2-1, 
-kj+1 - (1 + pkj-itj 1 "0 +'"'+ pr, ' ,J "0 
K -1 K -2 -K, 
(^k -1 "0 ^ +'"'+ 4l,j "0)"0 j , 
*k. - 1 ' 
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Observe that 
- U(u2+luj)(çJ+IÇ2) = 2lu 
Hence, W = -^ &^a(i). The calculation of A^a(i) reveals 
(17) w . ij. . 
"0' 
T T T Next, we equate the various components of & and (u^ + iu^) to 
determine the 's and b^^ 's: 
k, 
1 -''j") 1 "0 
= b„„ + ib. 
qj(i) 
0 
~T 7  ^ 7 ^2% +,,.+% + ^ ^lk, + ...+ k." 
<^0 qk(^ )'^ k+i(\,,o) 1 1 1 j " 1 
Using these identities, we give a simpler form of T and A. Recall 
that 
(18) r(a) - [-(bik^r, + b2k^ij)ll*(aîj)/2»7+ 
k 
^^ikj+k^^l b2k^+k2^l)^2(ati)/2wo +.•• + 
(^IK *J-1 •*• ^2K Ij-l)^j(*Tj-l)/^^0 ^ 
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Also , recall 
Rj = Re(Qj(i)Ej(i)) 
rg = re(q2(i)e2(i)) 
Rj = Re(Qj(i)Ej(i)) 
with the Ij denoting the corresponding imaginary parts. From this» we 
obtain 
D'(i) J ^ 1 
(19)  r(A) = -Im| J |[N ,(AT ,)N2(A^q) . .. + 
 ^1 1,0 ^  ^2 ^  ^"^ 3 ^"^ 1 ',0 ^ j ^^j-11,0 ) 
+...+ N^ (Ajq) ... N*(ATJ)] 
i nf Q.(i) 
= -Im I —J I [AN(A) ] 
D'(i) 
where AN is defined in the obvious manner. Doing the same for A> we 
have 
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(20) A(A) = -Re ( ^ |[AN(A)] .  
d'(l) 
Ve can calculate, in a similar manner, the remaining necessary 
b^j's. We will only outline this procedure. Without loss of generality, 
we will work with the root s^ and let its multiplicity be 1+m. Since 
there is one nonzero right eigenvector for s^, up to a multiplicative 
constant, the generalized eigenvalue chain is of maximal length and has the 
T T fh 
vectors Let U2,...,U2^^ denote the third to (3+m) row 
of Then, these vectors from a generalized chain of left eigenvectors 
T T 
with Ug as the generating vector, and as the eigenvector. There 
T 
was nothing special about calculating the left eigenvector, £ , for the 
T 
root i. Thus, we can replace i by s and consider & (s) as a vector 
function which when evaluated at one of the roots of D is the left 
T ^ T 
eigenvector for that root. Hence, Z (s^) = *^3+® some 
C. By a standard result from linear algebra, the vectors in the 
generalized chain ending in i (s^) are linearly dependent on 
T T Ug,... ,"3^' Hence, if we take 
= ^ ^(83), = yt (&(^)(s3))^, *3 = 2? (l(2)(s3))t, 
as our chain for Z, then 
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T T 
"o • "30 "3+m 
*1 " ^30 "L(m-l) "31 "3-hn 
m 30 "3 u. + w 31 "3+1 "3m "3+m 
Observe that I. . = U-. .  To calculate the U,., we need to know J 3+m 3j 3] 
T T A. .  To determine I. 5». observe that j 3+m j 3+m 
'I «3  ^
s=s. 
K D (s) \ 
k, (m+d! / S  =  S r  
((FIT! '"'"(»))"(7=TTr (m+1)! 8=8, 
8=8, 
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^(m+j+l) 
®K D 
Kj (m+j+1) M) s=s. 
-1 
(j)q (m+j+1)! 
(2(m+j+i)(; j) . 
Hence, JtT Ç,. = ~r. . Thus, we know the terms J j+m K ^  J 
(m+j+1) ! 
HgQ ... P^jjj and can calculate the b^^'s by using the previous equations 
T T 
relating the &j's and the u^j's. 
Conclusion of Proof 
We wish to show that system (16) can be put in such a form as to apply 
Theorem IB. Using equations (19) and (20), the system (16) can be written 
as 
a) 0' = e0(t,9,r,x^,e) 
(21) ^b) r' = -Im |E ^ + GR*(t,8,r,x^,G) 
c) X; = Mx, + e X(t,0,r,x,,e) , 
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where the functions 0, R , X are defined in the obvious way. Observe 
that if we let h(r) = -Im 
ihi q^(i) 
D ( i )  J 
/(r+A-)\ 
jg j j  (r+Ag), then h(0) = 0 
and as shown in [33], h*(0) exists and is nonzero and as shown in [33], 
Thus, using the definition of which is assumed nonzero, and the fact 
that h(r) = h'(0)r + [h(r) - h'(0)r] in equation (21b) we can rewrite 
(21b) as 
21b') = - ^ r + eR(t,0,r,x^,e), 
where R is defined in the obvious way. Hence, if the functions 0, R, X 
satisfy the hypothesis of Theorem IB, we can apply Theorem IB to the system 
(21)a,b',c. Thus, provided we can apply Theorem IB, if either (H-1)' or 
(H-1)" is true, then there will be a unique integral manifold, , of 
(21)a,b',c, which lies near the integral manifold, SQ, of 
a) 0' = 0 
(22) /b) r' = 
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Further, there Is a neighborhood of for which has the same 
stability properties as S^. Thus, if (H-1)' is true, then is stable 
and If (H-1)" is true, then is unstable. 
We now show that the functions 0, R, X satisfy the necessary 
conditions. First, note that the three functions are continuous in 
(t,6,r,x^,e) and 2ïï periodic in t and 0. Next, observe that 
e X is shown in Table 5, where x - denotes a linear combination 
r, j+j 
of terms of the vector x^. Recalling that the functions nj are 
* 
assumed Llpschltz continuous, we see that the functions n. are also 
* 
Llpschltz continuous. Combining the fact that the functions n^ are 
Llpschltz continuous with the fact that the function u is also 
Llpschltz continuous, then we see that X is Llpschltz continuous with 
some Llpschltz constant. 
The forms of the functions R and 0 are quite similar. Thus, we 
will show the function R satisfies the conditions and argue by analogy 
for the function 0. The term ER is given by Table 6. One condition 
on R was that R approach zero as e and a went to zero, clearly 
this is the case since 3,, b.. and u are all order G terms. 1 ij w 
Considering the first term of the right hand side of (23), 
v2 
Table 5. e X 
vz 
e  X ( C , 8 ,r,x^ , E )  =  e  
KK.' 0 
kj 
(r+Ao) (r+Ajj) (r+A ) 
-lëjt ® -[ëtt lëyt 
"I =4,6+(*J+IJ)*(T)R 
(r+A^) (r+A^) (r+A^) 
cos ® --- 0 + u„(t, • ip ? sin 0, ? cos 0), 
tëjr "2l = ' iitt ' 1ë[| 
(r+A ) (r+A ) (r+A ) 
,  lËTT®^" ® •" -TËYT- sin e. -fË^ cos 0) 
(r+Ay) (r+A^) (r+A^) 
® + u-(t, , I sin 0, , I cos 0], jë^r "zic' -[eyt ' ~1ë7 
! 
Table 6. The eR term. 
3, r (r+A ) (r+A ) 1-1 
eR(t,6 ,r,x^,e) = - — lh(r) - h'(0)r] + I + u(t, j sln 8, j cos 8 H 
k, k 
••• ^ik/cwo 
- ^ % 
(r+A^) (r+Ag) (r+A^) \ 
-\Ë  ^sin 8 + uj(t. sin 8,-j^  cos 8) 
*11 ë x4,6+(*j+lj)*(t)[ 
(r+A,.) (r+A^) (r+A^) 
cos ^ --- 0 + u„(t, ip ? sln 0, I 9 cos 0)i 
tett "2^ ' lë[r " 'lë^i 
r(r+ay) (r+a^) (r+a^) 
TË  ^sln 0 + sln 8,-j^  cos 8 
I  * 4 ( r + A g )  ( r + A g )  ( r + A ^ )  
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we see that the first term of (23) is Lipschitz continuous with a small 
Lipschitz constant which goes to zero as and a do. Next, we 
investigate the second term of (23). First, u^ being order e and 
Lipschitz continuous implies that 
(r+ap) (r+ag) ^ 
[l + u^(t, jg I sin 0, |g I cos 9)) is also Lipschitz continuous. 
Second, the functions T and A are also Lipschitz continuous in r 
and 6. These observations show that to prove R satisfies the 
* 
conditions, we need only show that the funcitons An^ satisfy the 
following inequalities; 
|An^(t ,e ,r,x^,e) - An^(t ,6 ,r,x^,e)| < L( t+0,3,2^)j0-9j 
|An*(t,0,r,x^,e) - An*(t,0,r,x^,e)| < L(t+0.a.ep)jr-r| 
|An*(t,0,r,x^,e) - An*(t,0,r,x^,e)| < L(t+0,a,eQ)|x^-x^| 
for all points in 0. Further, the function L must satisfy the 
restrictions listed after system (IB). 
We will outline a procedure to show there is such a step function 
which has these properties. We can, without essential loss of 
generality, assume that [n J' has only two values, z > 0 and - z 
where [n }' is discontinuous and that |E^| = 1. Further, showing that 
* 
one AUj has these properties will suffice to show the remaining ones 
have the properties, too. Thus, we drop the subscript j and take as 
* 
the form of An the following 
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have the properties, too. Thus, we drop the subscript j and take as 
* 
the form of An the following 
*  * /  / (R+AQ)SLNE\  
An (t,0,r,x,e) = n l/ëx + (Ryl)$(t) I I + 
\ \(r+aq)co6 6/ 
(uj(t,(r+aq)sin 0,(r+aq)cos 8] u2lt,(r+aq)sin e,(r+aq)cos 0j 
(/(R+AQ)SIN 8 (R,I)$(t) I y(R+AQ)COS 8 
Because the functions u^, U2 are order e and Lipschitz continuous 
with a Lipschitz constant that goes to zero as £ and a go to zero, we 
can drop the uj, U2 terms. Hence, we can assume we are looking at the 
function 
An (t,8,r,x,e) = n (/ex + (r+A^)! sln(t+6+v)J -
n*((r+AQ)T sin('t+8+v)) , 
where T and v are constants depending only on which nonlinearity we 
are working with. We will assume T = 1. 
Let Tj, T^, be four points such that 
aq sin = aq sin = z and a^ sin = a^ sin = -z. The 
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function L will depend upon intervals about these four points. We will 
show how to construct one of these intervals about the point Tj, the 
remaining intervals are constructed in a similar manner. Hence, there 
exists the points T', x" such that 
/ea + (AQ+a)sin x' = z, - /Êa + (AQ-a)sin t" = z 
* ** 
and T' < < T", Let x = x' - a and x = x" + a. Our interval 
* ** 
about x^ is [x ,x ]. We construct similar intervals about the 
remaining x^^s. We will assume that a and Eq are sufficiently small 
such that the four intervals are disjoint. Let DC be the union of the 
four intervals. 
Let w(a,EQ) = max |n"(s)|(|e| + |a|}, which exists since n" is 
sfz,-z 
uniformly continuous, and [n J" = n" by definition of n .  Clearly, 
as a and Eq go to zero, then so does w(a,EQ). We now define the 
function L(t+9,a,eQ) for t+8+v € [0,2%) to be 
{2B/Ë + a)(a,eQ){max( (a+Ag) ,lj} , if 9+t+v^DC t f M 2B/E + 2Bimax((a+AQ),1)1 , if 0+t+v € DC, 
* 
where B is the Lipschitz constant for n .  Observe that as a and 
£q go to zero, then so does IILll^ [0 211)' extend L periodically so 
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that it is 2^-periodic in the first component. We will show that this 
function, L', will be a Lipschitz function for An*. 
Let r and 9 • be fixed. Then, observe that 
|An*(t,0,r,x,e) - An*(t,9,r,x,e)| 
< |n*[/ex + (r+AQ)sin(9+t+v)} - n (/ë x + (r+AQ)sin(t+9+v)j| 
< B /ê |x-x| 
< L(t+9)|x-x| .  
Further, we note that if |8-9| > )x|, then we have 
I  An ( t i ,9,r,x,e) - An ( t  ,0,r ,x,G)| 
< |n (Vëx + (r+AQ)sin(t+6+v)) - n ((r+AQ)sin(t+9+v))| 
+ |n (/ëx + (r+AQ)sin(t+9+v)] - n ((r+AQ)sin(t+9+v))| 
< 2B /ë |x| 
< L(t+9)|9-0| .  
Also, in the case of 0 and x fixed, if |r-r| > |x| -, then we have 
I An (t,9,r,x',e) - An (t,9,r,x,e) < 2B /ë |x| < L(t+9)|r-r| .  
Thus, in the remaining cases |6-8| < |x| and |r-r| < |x|, 
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Let 0 and x be fixed and assume that |r-r| < |x|. Then, 
observe that if 6+t+v JÉ DC, then the values. (A^+r)sin(t+8 +v)L 
(AQ+r)sin(t+0+v)ij /ex + (AQ+r)sin(t+9+v) , and /Êx + (AQ+r)sin(t+9+v) 
are in the same interval of continuity of n'. Hence. 
|An*(t ,0 ,r,x,E) - An*(ti,0',r,x,e)| 
< I n (/ëx + (r+AQ)sin(t+0+v)) - n (/ëx + (r+h+AQ)sin(t+0+v)} 
- n*((r+AQ)sln(t+0+v)) - n ((r+h+AQ)sin(t+0+v)) |  
< |n'(/Êx + (r+h +AQ)sin(t+0+v)) - n'[(r+h**+AQ)sin(t+0+v))||r-r| 
< w(a,EQ)|r-r| < L(t+0)|r-r| i, 
* ** — 
where r+h amd r+h are between r and r. If 0+t+v € DC. then 
* 
we use the fact that n is Lipschitz and obtain that 
|An (t,0,r,x,E) - An (t,0,r,x,E)| < 2B|r-r| < L(t+0)|r-r|. 
Last, let r and x be fixed and assume that 0 =0 + h, where 
|h| < |x|. Then, observe that if 0+t+v DC, then 
/Ëx + (r+AQ)sin(t+0+v) and /Ëx + (r+AQ)sin(t+0+h+v) must lie in the 
same interval of continuity of n*. Hence, we argue as in the case of 
r and we have that 
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|An (C,8,r,x,G) - An (C,8+h,r,x,e)| 
< 1[n [/êx + (t+AQ)! sln(t+6+v)] - n [(r+Ap)! sin(t+6+v))] 
-[n (/Ëx + (t+AQ)! sin(t+6+h+v)} 
- n*((r+Ag)! sin(t+Q+v)]]| 
< |n'(/ëx + (r+AQ)sin(t+0+h*)} - n'[(r+AQ)sin(t+6+h*)J |  
• |a+Aj|8-8| 
< w(a,eq)|a+aq|18-?i 
< L(t+e)|e-ë|  .  
fc 
If 8+t+v € DC', then we use the fact that n is Lipschitz and obtain 
that 
|An (t,8,r,x,G) - An (t,8,r,x,G)| < L(t+8)|8-8| . 
* 
Therefore, the function An satisfies the necessary conditions. 
Thus, the function R', and by analogy also satisfies the 
conditions. Hence, we can apply Theorem IB. This concludes the proof of 
Theorem 1. • 
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A COROLLARY TO THE MAIM RESULT 
One of the drawbacks of the previous theorem is the requirement that 
all roots of D(s) be known In order to determine e. This restriction 
can be relaxed if a certain matrix, denoted by Bj', is Invertable. The 
matrix is given by (C ^ ,...,5^), where J , the sum of the 
J +1 
multiplicities of the known roots, will be greater than or equal to J, 
a 
and Çj = except we remove J entries in the following order 
(k^+kg)^^, (k^-l)th, (k^+k^-l)^^, .... (k-l)*^^, 
etc. We give this result as the following corollary. 
Corollary 1; Assume the following 
(CI) (H-2), (H-3) and (H-4) are true. 
(02) The roots Sj, S2', ...',s^* are known', roots with multiplicity 
greater than one are listed as often as their multiplicity, 
* r 1 
and J > J. Thus, the sets |s.s and 
J 
{s . s^} are disjoint; 
J +1 
(C3) The matrix B^as defined above, is invertable. 
Then, if (H-1)' or (H-1)" and if e', which is now defined to be the 
square root of the sum of e^ over the known distinct roots, is 
sufficiently small', then the conclusions of Theorem 1 hold. 
Proof: We follow the proof of Theorem 1 up to the system of equations 
(15). Here, we apply more transformations to the xg coordinate. 
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t t 
Dsf inG. by h^ ® 2^ ^^3* ' * * and 
t t 
hg = (*3J*-i«'''^*3K-2) ^ ^^j*+i'****''^K^ • Thus, hj denotes the first 
J*-2 terms of , and h2 denotes the remianing terms. Let 
= B^hg. Then, write equation (15c) in two parts: 
(22d) h! = M,h, + i ; 
(22e) x' = + ®1 i * 
bj*k 
^J*+li,K, ••• ^J*+1,K\ 
' ' • ' n* 
• • • \k 
where Mj is a (J*-2) x (j*-2) dimension Jordon matrix whose eigen­
values are s^',».•',Sj^', and where m = /ml 0 \ . 
\0 m-/ 
'2 
Note that in doing the previous transformation we have assumed 
J > 2. If this is not the case, define Ç^B^ and x^ as before and 
transform equation (15c) to equation (22e) directly. In this case there 
is no equation (22d). 
Observe from the definition of xg through Xj^^ that 
107 
where q^Y =Qj(D)yj. 
Next, we investigate the term 
®i \ : 
^kkj •*• ^ kk 
Observe that 
®1 i : i ^1 ^j*k sj*) > 
S 
''j*+lkj+kj, 
®1 1  :  j ~ ^j*k^+k^ S j*) ' 
"kxj+kI 
^^*+lk 
®1 i : / = ~ (^ik +...+ vk s j*) • 
^kk 
The above observation allows us to write equation (22e) as 
(23) ®1^2®1 *4 ~ ^ ^ikj ^ 1 ^j*kj ^ j* ' 
^ A ^ 
.... +...+ bj*% sj*)n 
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Letting /exg = and /ë h^. Then, we can put system 15a,b, 22e 
23 In the form; 
(24) 
(25) r' = 3JAN' 
(26) h' = Mjh + e Xj(0,r,h,x^,e) 
2^ 
where the functions R, 0, are defined in the obvious way 
This system has the same form as that previously considered. By the 
same reasoning, we see that the system satisfies the hypothesis of 
Theorem IB. Thus, if e is sufficiently small, then this system has a 
unique integral manifold which lies near the set SQ. Further, this 
integral manifold is stable if the system 
( 2 8 )  0 '  =  0  
(30) h' = M.h 
(31) x^ = BjM^B^^x 
12 1 5 ' 
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is stable. The manifold is unstable if (28)-(31) is noncritical and 
unstable. Note for equations (30) and (31), the stability is determined 
by the eigenvalues of and M2. This ends the proof of Corollary 1. • 
Next, we state a lemma which give easily verifiable conditions which 
•"x 
ensure that exists. The result covers the case where J = 2. For 
J > 3 similar results can be obtained but are a bit more complicated. 
Lemma 1: For J = 2', is invertable if and only if 
Q^(iWQ)/P^(iWQ) is complex. 
Proof; Recall that the columns of are where 5j = a(Sj) 
except that the and (K^+Kg)^^ entries have been removed. Let 
a(s) = a(s) except that the and (K^+Kg)^^ entries have been 
of removed. Note that root s. for j = 3 to is a root 
r ) 
G (s) for r = 0 to m^, where 1 + m^ is the multiplicity of 
Sj. Thus, if Sj is a root of multiplicity 1 + m^ and 
s. = s.^. = ... = s.. , then we can rewrite the vectors j J+1 J+nij 
the following way 
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(32) - a(s) + 
s = Sj 
q2(sj)nj(a2o) 
sq2(s J )nJ^(a2Q) 
k.-2- _ 
plôij) 
k,-2 ~ 
s P^(S)-G(S) 
^j+1 
i_ 
1!  
2(l)(s) + 1 0 
-g^^\s)/ s=s, 
"j+2 = Ir- a(2)(s) + I ô 2!  
s=s. 
Ill 
Let 62 be the matrix whose columns are ^, i.e. 
= ( g,..., ^). The matrix Bj^ is singular if and only if is 
singular. We now proceed to work with B2. Observe that B2 is 
singular if and only if there is a linear combination of rows which add 
to give the zero row. In other words, there are polynomials, Lj, Lg 
with deg(Lj(s)) < - 2, degfLgCs)) < Kg - 3, and a constant c such 
that the following term is zero. 
(33) [N^(A2Q)L^(s)Q2(s) + L2(s)P^(s) + c(s^ P^Cs) - G(s))] ^ '^''| _ 
s=sj 
for r = 0 to mj and s. a root of D(s) with multiplicity 1 + m., 
-1 if and only if B^ doesn't exist. Clearly, we have a polynomial of at 
most degree (K^^+K^-S) and its various derivatives equal to zero at 
K^+K2-2 points. Thus, the polynomial 
(34) N^(A2Q)L^(s)Q2(s) + L2(s)P^(s) + c(s ^ P^(s) - G(s)) = 0 
for all s if and only if B2 is singular. 
In equation (34), c * 0 since this would mean that the 
deg Pj < K^-l, so we can assume c = 1. Rewrite equation (34) as 
kf-z 
(35) N^(A2Q) L^(s)Q2(s) + (1^(5) + s ^ )P^(s) = G(s). 
2 2 Multiply both sides of equation (35) by (s -kj^) 
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(36) tjj(a2jj)lj(s)q2(s)(s^-ho^) + l2(s)p^(s)(s^+<d2) = 
p^csjpgcs) + q^(s)q2(s)n^(a2Q)n2(a^Q) . 
Rearranging, terms we get 
(37) N^(A2Q)Q2(S)(L^(S)(S^-HO^) - QJ(S)N2(AJ^Q)) 
pl(s)(p2(s) - l2(s)(s^-hdq)) . 
From this we conclude, that there are real constants , F2 such that 
(38) (LJ(S)(S^+U)Q) - Q^(S)N2(AJQ)) = ^^(s)?^ 
and 
(39) nj(a2q)q2(s) = [pgcs) - l2(s)(s2+w2)]f2 
hold for all s if and only if B2 is singular. Evaluate (38) and (39) 
at iw^ to determine Fj^ and Fg. Hence, we get that 
-ni(a2o)q2(f^o) ^2(^10)^2(^*0) 
1 pi(iwo) ' 2 = pgdwq) 
Thus, if Bg is singular, then Q^(ia)Q)/P^(la)Q) and Q2(1u)q)/P2(1Dq) 
are real terms. 
To go the other way we need only show that if Q^(iWQ)/P^(iWQ) is 
real then we can find F^, Fg real constants such that we can satisfy 
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equations (38) and (39). Note that if (10)^)/?^(iw^) is real, then so 
is Q2(iWQ)/P2(i'^Q)« Observe that the polynomials 
pj(s) ^ -nJ(a2Q) p^(ia)^) I  + n^(a2Q)qJ(s) , 
and 
I  QzCiWn)  \  
P2(s)  ^  NgCA^g) j  -  N2(AJQ)Q2(s)  
are both polynomials with real coefficients and both have roots at ± iWg. 
Hence, we can derive equations (38) and (39) which means that 
^2 is singular. Thus', Bj is singular if and only Q^(iw) / P^(iw) is 
-1 
real. To state this in another, more useful way, we have that 
exists if and only if Q^(iw)/P^(iw) is nonreal. I 
One can interpret the condition of Lemma 1 as saying that at 
frequency we wish not to allow a phase shift of it radians in 
either transfer function. , 
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COMPARISON WITH TUE QUASI-STAIIC METHOD 
The usual graphical method to determine possible frequencies, 
amplitudes for solutions and the crossing criteria to determine stability 
can be done on the multiple nonlinear feedback systems which we have 
considered. 
We wish to show that the stability condition which we have derived 
is equivalent to the Quasi-Static criteria. Thus, to get possible 
frequencies, amplitudes and check our stability condition we need only do 
the usual graphical method. 
The graphical method is to plot Q(iw)/P(iw) = q^(w) + iq^Coj) for 
u) = 0 to (D = ® and to plot -1/N(A) for A=0 to A = ". Then, 
note the points (iDq ,Aq) where these graphs cross. These are the 
possible frequencies and amplitudes for the solutions. In order for the 
solution to be stable, it must cross in a prescribed manner which 
analytically can be expressed as q^(a)Q)N'(AQ) < 0. Failure to cross in 
this manner indicates instability of the oscillation. Note, we are 
assuming the remaining roots have negative real parts. 
We now show that q^Coi^)»'(A^) <0 is the same as (A^) > 0. 
Let R(iuj) = Q(i<D)/P(ico), Observe that 
^ (R(lw)) = q^(w) + iq^(w). 
Thus, 
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IR'(iw) = -q^(w) + q^(aj)i 
Hence, 
Re(R'(lw)) = - qgCw). 
Define k(s) by 
k(s) = 1 + M(AQ)R(S). 
Note k(iWQ) = 0. Then, 
P(s)k(s) = P(s) + N(AQ)Q(S), 
Differentiating with respect to s we have 
P'(s)k(s) + P(s)k'(s) = P'(s) + N(AQ)Q*(S). 
Evaluation at s = iw^, gives 
p(iwq)(r'(iwq)n(aq)) = p'(iwq) + q'(io)q)n(aq), 
Recall that for a given ((DQ,A^) 
- i02 = Q(iWo)/(Wo(P'(iWQ) + Q'(i<OQ)N(Ag))), 
Using the previous equations we get 
- igg = q(1WQ)/(WQ p(lWo)r'(lWQ)n(ao)) 
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= R(IWQ) / (wQ R ' ( lWQ)N(AO)) 
= -l/(wo r'(ia)q)n^(aq)). 
Hence, 
6J = re('r'(iw)/(W^|r '(IWQ)|^ n^(aQ)) 
= - q'(u)q)/(a)q|r'(la)q)|2 n^cag)). 
Clearly, the condition N'(Aq) >0 is equivalent to 
qj^wo)n'(aq) < 0. 
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EXAMPLES 
We consider two examples', both described by the system; 
+ 100.1 y(l) + 99y^ + n^cy^) = 0 
+ 72^^ + looyg - ngc.lyi^) + y^) = 0 . 
Letting P^(s) = s^ + + 100.1 s + 99', PgCs) = s^ + s + 100', 
Qj(s) = ,1 s + 1, and Qgfs) = 1, then (IE) is equivalent to 
Îp^(d)y^ + ^^(qgcdxyg) = 0 P2(D)y2 " ni(qi(D)yi) = 0 I, 
where D = . 
dt 
The examples are demonstrations of how we would expect the previous 
results to be used. We will not determine if the e which can be 
calculated for either example is sufficiently small', such a task does not 
seem practical. We will do the straight forward computations of 
3J and N'(A) and use these computations to give some information as to 
the behavior of solutions. 
Example 1. 
Consider the case where n^ and n2 are saturation nonlinearlties 
given by 
(IE) 
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!
4y if |y| < j 
. , ] 
2 sgn(y) if |y| >-r 
and 
!
10y if |y| < 1 
. , 
10 sgn(y) if |y| > 1 
The sinusoidal-input describing functions for and n2 are 
4 if 0 < 2A < 1 
njca) =) n  ,  I  3? 
14 J (arcsin ^ /l-(2A) if 2A > 1 . 
and 
110 if 0 < A < 1 
n2(a) =) 2 1 1 / zy 
1 1 0  J (arcsin j  + j  /l-A if A > 1. 
For the system (IE) we define the function G(s) by 
Q, (s)Q2(S) + 1 
G(s) = ^ ^ 
p^(s)p2(s) (s^+s^+100.1s+99)(s^+s+100) 
Next, we determine which ui, u) > 0', make G(iw) real and negative. 
For this example there is only one such tmi, = 10. Using we 
define the function NL(A) by 
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NL(A) = -1/Uj(A2)N2(A^), 
where 
Aj = |Q^(iUQ)lA, and Ag = 
n2(a-^)q2(1«o) 
'1 • 
Then, we solve the following equation for A 
NL(A) = GtiWg) . 
For this example, there is only one solution, « 1.750. Thus, we have 
only one possible pair = 10, A^ " 1.750. 
We check the remaining condition of Theorem 1. By using the Roth-
Hurwitz condition the remaining roots of D(s), where 
2 3 2 D(s) = (s +100)(s +2s +101.1S+99.1) are seen to have negative real 
parts. The largest real part of the remaining roots is approximately 
-1/2. By definition 3^ - 1^2 = Qi(10i)Q2(10i)/10D'(lOi), so 
- .000054. The term N'(AQ) =-^ (N^(A2)N2(A^))|^^^ is also 
negative, thus N'(AQ) > 0. Hence, by using Lemma 1 and Corollary 1, 
there is an integral manifold for (IE) which is near the manifold SQ 
which is stable when e is sufficiently small. Further, solutions 
should appear to approach SQ at an approximate rate of 
(cJq g^AgN'(Ag)I « .005 after the transient behavior of the roots with 
negative real parts have dissipated. Also, there should be little phase 
shift in the solution after the transients are gone. The transients 
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should be gone by t ^ 10. The predicted amplitude of the output Is 
approximately 1.2374. 
Numerical simulations supported the predicted behavior of solutions. 
For example, consider figures 2-7 where we plot the actual numerical 
solution, x(t)', to Incorrect initial conditions and the predicted 
solution, p(t) = 1.2374 sin(lOt). Observe the effect of the transients 
during the first several cycles which causes the actual solution's 
amplitude to first decrease and then expand. After the affects of the 
transients are gone', roughly at t = lOi, the solution grows at 
approximately the rate predicted. To see this', notice the difference 
between x(t) and p(t) at t * 12 is only slightly larger than the 
difference between the two at t 100 However, there is no perceived 
difference at t 300. The phase shift is to be expected, since we 
started with inexact initial conditions but after t * 10 the phase 
shift appears fixed. Clearly, the final frequency and amplitude of the 
actual solution match quite well with the predicted ones. 
Example 2. 
Consider the case where nj^ and n2 are given by 
4(y + -|) if y < - Y 
ni(y) = 0 i f  | y |  < J  
4(y - Y ) if y > Y 
and 
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n2(y) ?= 
10(y+l) if y < -1 
lO(y-l) if y > 1 
0 if |y| < 1 
Following the same procedure as was done in Example 1', we predict 
there is only one possible frequency and amplitude for the oscillation. 
The frequency is = 10 and the amplitude AQ « 1.750. As found 
before 3^ < 0 but in this case N'(AQ) > 0. Hence', their product is 
negative. Thus, provided e is sufficiently small, the integral 
manifold for (IE) which is near SQ is unstable. 
Again, numerical simulation did indicate the predicted behavior of 
instability. 
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Figure 2. The numerical solution, x(t), of Example Icompared to 
the predicted solution, p(t), of Example 1 for 0 < t < 3 
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Figure 5. Graph of x(t) and p(t) for 9.03 < t < 12.03 
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CONCLDSION 
Our goal was to provide a rigorous mathematical justification of the 
simplest method of using describing functions to analyze nonlinear 
feedback systems of the form given in Figure 1. Theorem 1 gives, in 
part, such a justification. The describing function method can be used 
to predict existence and stability properties of limit cycles. Our 
result shows that these predictions are essentially correct provided that 
e, as defined in Theorem 1, is sufficiently small. 
Our result does not show that the predicted limit cycle does exist, 
but that there exists an integral manifold which lies near the integral 
manifold generated by the predicted limit cycle. Thus, we have shown 
that solutions will appear as though periodic with the predicted fre­
quency and amplitude. The Quasi-Static stability (instability) criteria 
have been shown equivalent to our conditions for stability (instability). 
Further, our analysis gives detailed information as to the behavior of 
solutions as shown in the examples. The proofs given are long and 
complicated, however, the stability criteria are simple and can be 
verified easily. 
Like most stability criteria obtained via linearization, our result 
is local in the sense that the parameter e must be "sufficiently 
small." To actually determine how small would be a formidable task. 
Nevertheless, up to now the describing function applied to interconnected 
systems had little mathematical justification. Indeed', on rare 
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occasions, it is known to fail. Our theorem will allow the designer to 
proceed with much more confidence when using the describing function 
method to analyze complicated interconnected systems. 
130 
REFERENCES 
1. Atherton, 1). P. Stability of Nonlinear Systems. New ïork; McGraw-
Hill, 1981. 
2. Bass, R. k. "Mathematical Legitimacy ot Equivalent Linearization by 
Describing Functions." Proc. 1960 International Federation of 
Automatic Control Congress, Hutterworths, London, pp. 2074-2084. 
3. Bergen, A. R. and Franks, R. L. "Justification of the Describing 
Function Method." SIAM J. Control, 9 (1971), 568-589. 
4. Bergen, A. R., Chua, L. 0., Mees, A. I., and Szeto, E. W. "Error 
Bounds for General Describing Function Problems." IEEE Trans. 
Circuits and Systems, CAS-29 (1982), 345-354. 
5. Blackmore, D. "The Describing Function for Bounded Nonlinearities." 
IEEE Trans. Circuits and Systems, CAS-28 (1981), 442-447. 
6. Bogoliubov, N. N. and Mitropolsky, Y. A. Asymptotic Methods in the 
Theory of Non-Linear Oscillations. New York: Gordon and Breach 
Science Publishers, 1961. 
7. Coddington, E. A. and Levinson, N. Theory of Ordinary Differential 
Equations. New York: McGraw-Hill, 1955. 
8. Davison, E. J. "Application of the Describing Function Technique in 
a Single-Loop Feedback System with Two Nonlinearities." IEEE Trans. 
Automatic Control, AC-13 (1968), 168-170. 
9. Davison, E. J. and Constantinescu, D. "A Describing Function 
Technique for Multiple Nonlinearities in a Single-Loop Feedback 
System." IEEE Trans. Automatic Control, AC-16 (1971), 56-60. 
10. Dewey, A. G. and Jury, E. I. "A Note on Aizerman's Conjecture." 
IEEE Trans. Automatic Control, AC-10 (1965), 482-483. 
11. Duncan, G. W. and Johnson, R. A. "Error Bounds for the Describing 
Function Method." IEEE Trans. Automatic Control, AC-13 (1968), 
730-732. 
12. Engles, D. A. "The Describing Functions for a Constrained-Rang 
Integration Process with Bang-Bang Input and Dead Zone." IEEE 
Trans. Automatic Control, AC-12 (1967), 582-585. 
13. Gelb, A. and Vander Velde, W. E. Multiple-Input Describing 
Functions and Nonlinear System Design. St. Louis: McGraw-Hill, 
1968. 
131 
14. Gram, R. and Rlmen, M. "Stability Analysis of Systems with Multiple 
Nonllnearltles." IEEE Trans. Automatic Control', AC-10 (1965)», 
94-97. 
15. Grief, H. D. "Describing Function Method of Servomechanism Analysis 
Applied to Most Commonly Encountered Nonllnearltles." AIEE Trans., 
72 (1953), 243-248. 
16. Gronner, A. D. "The Describing Function of Backlash Followed by a 
Dead Zone." AIEE Trans.i, 77 (1958)i, 403-409. 
17. Hale, J. K. "Integral Manifolds of Perturbed Differential Systems." 
Ann. Math/. 73 (1961),, 496-531. 
18. Hale I, J. K. Oscillations in Nonlinear Systems. New York: McGraw-
Hllli, 1963. 
19. Hale': K. Ordinary Differential Equations. New York; Wiley-
Intersclence', 1969. 
20. Johnson', E. C. "Sinusoidal Analysis of Feedback-Control Systems 
Containing Nonlinear Elements." AIEE Trans.', 71 (1952), 169-181. 
21. Jud, H. G. "Limit Cycle Determination for Parallel Linear and 
Nonlinear Elements." IEEE Trans. Automatic Control', AC-9 (1964), 
183-184. 
22. Knyazev, A. V. "Validating the Harmonic Balance Method for Systems 
having a Continuous Nonlinearity." Automation and Remote Control, 
41 (1980)', 1629-1632. 
23. Kochenburger, R. J. "A Frequency Response Method for Analyzing and 
Synthesizing Contactor Servomechanisms." AIEE Trans.', 69 (1950)', 
270-283. 
24. Kou', S. Y. and Han, K. W. "Limitations of the Describing Function 
Method." IEEE Trans. Automatic Control', AC-20 (1975)', 291-292. 
25. Krenz, G. S. and Miller', R. K. "Qualitative Analysis of 
Oscillations in Nonlinear Control Systems: A Describing Function 
Approach." IEEE Trans. Circuits and Systems, to appear. 
26. Lee/, E. B. and Markus/, L. Foundations of Optimal Control Theory. 
New York: John Wiley and Sons Inc., 1967. 
27. Markow/, D. "Harmonic Analysis and the Describing Function of 
Nonlinear Systems." IRE Trans. Automatic Control', AC-7 (1962), 
79-81. 
132 
28. McAllister I, A. S. "A Graphical Method for Finding the Frequency 
Response of Nonlinear Closed-Loop Systems." AIEE Trans.v 80 (1961), 
269-277. 
29. Me es I, A. I, "The Describing Function Matrix." J. Inst. Maths. 
Applies.; 11 (1973)', 281-295. 
30. Meesi, A. I. and Bergen', A. R. "Describing Function Revisited." 
IEEE Trans. Automatic Control'» AC-20 (1975)', 473-478. 
31. Mees, A. I. and Chua', L. 0. "The Hopf Bifurcation Theorem and Its 
Application to Nonlinear Oscillations in Circuits and Systems." 
IEEE Trans. Circuits and Systems', CAS-26 (1979), 235-254. 
32. Miller I, R. K. and Michel', A. N. Ordinary Differential Equations. 
New York: Academic Press', 1982. 
33. Millet', R. K.', Michel, A. N. and Krenz , G. S. "On the Stability of 
Limit Cycles in Nonlinear Feedback Systems: Analysis Using 
Describing Functions." IEEE Trans. Circuits and Systems', 
CAS-30 (1983)', 684-696. 
34. Mi lien, R. K. , Michel', A. N. and Krenz, G. S. "Stability Analysis 
of Limit Cycles in Nonlinear Feedback Systems Using Describing 
Functions: Improved Results." IEEE Trans* Circuits and Systems', 
CAS-31 (1984)', 561-567. 
35. Rappi, P. E. and Mees', A. I. "Serious Predictions of 2 Limit Cycles 
in a Non-linear Feedback System by the Describing Function Method." 
Int. J_. Control'. 26 (1977)', 821-829. 
36. Ringland', R. F. "Sinusoidal Input Describing Function for 
Hysteresis Followed by Elementary Backlash." IEEE Trans. Automatic 
Control. AC-21 (1976)', 285-288. 
37. Roydeni, H. L. Real Analysis. New York; MacMillan/, 1968. 
38. Sem, A. K. "A Simpler Stability Criterion for a Class of Nonlinear 
Systems." IEEE Trans. Automatic Control, AC-13 (1968)', 451-452. 
39. Skari, S. J.., Miller', R. K. and Michel', A. N. "On Existence and 
Nonexistence of Limit Cycles in Interconnected Systems." IEEE 
Trans. Automatic Control'. AC-26 (1981)', 1153-1169. 
40. Sridhan, R. "A General Method for Deriving the Describing Functions 
for a Certain Class of Nonlinearities." IRE Trans. Automatic 
Control. AC-3 (1960)', 135-141. 
41. Truxal', J. C. Control Systems Synthesis. New York: McGraw-Hill', 
1955. 
133 
42. Wlllardi, S. General Topology. ReadingMass.: Addison-Wesley, 
1970. 
43. Willemsy J. L. "The Stability of Oscillations in Nonlinear 
Networks." IEEE Trans. Circuit Theory, CT-15 (1968)', 284-286. 
44. Zaborszkyi, J, and Harrington', H. J. "A Describing Function for the 
Multiple Nonlinearitles Present in Electrohydraullc Control 
Valves." AIEE Trans.. 76 (1957), 183-190. 
134 
ACKNOWLEDGMENTS 
I gratefully acknowledge the guidance of Dr. R. K. Miller in both 
this dissertation and my graduate work, I wish to thank Dr. A. M. Michel 
for his comments on background and other material. The excellent typing 
was done by Ms. J. Nyhus, to whom I am indebted. Special thanks to Mr. 
G. Krenz for the many beneficial discussions, mathematical and otherwise, 
over the years. Last, I would like to thank my family and Ms. R. Barter 
for their moral support. 
