might be estimated as polluted when they are not and, worse, some locations might be estimated as safe when they are polluted -even though the map is the 'best' possible given the available data. Clearly, what is needed is a map of probabilities of exceeding the given threshold. The most attractive solution is to estimate the entire conditional cumulative distribution function (ccdf) for each location. The techniques of geostatistics and, more generally, Monte Carlo simulation provide solutions.
In this brief article, the research currently being conducted by the GIS community involving geostatistics and error modelling is reviewed. First, a basic outline of a geostatistical approach to the assessment of uncertainty is given. The assessment of uncertainty using geostatistics is a more narrowly defined field than the assessment of uncertainty in GIS, but journal space was limited precluding treatment of, for example, error propagation modelling (Heuvelink, 1998) . The review which then follows is broader and includes research in geostatistics in general, and in error propagation modelling.
II Geostatistical background
Geostatistics has been around for a long time (Matheron, 1965; 1971) . However, over the last 20 years it has changed from being a set of techniques primarily for the estimation of unknown values to a set of techniques primarily for the assessment of uncertainty (Journel and Huijbregts, 1978; Goovaerts, 1997) . Today, geostatistics is being applied widely within the GIS community. However, relatively few researchers have seen the potential of geostatistical uncertainty assessment and still use geostatistics in its former sense. This brief introduction (in which nothing more than a hint of what is available is given) is intended to encourage GIS users to adopt the new thinking, central to which is the indicator formalism.
Random variables and random functions
Continuous random variables (RVs) Z(x) are fully characterized by the cumulative distribution function (cdf) which gives the probability that the RV Z(x) at location x is no greater than a given threshold z:
(where x; z is read as location x given the threshold z). Similarly, for an indicator variable I(x; z) defined as:
0 otherwise it is possible to define a cdf:
136 Geographical information science: geostatistics and uncertainty dependence may be expressed as a function of separating distance. Since a spatial dataset can be treated as one realization only of a given RF (at one instant in time), we consider the variogram (or other structure function such as the covariance or autocorrelation function, depending on the RF model chosen) at fixed lags h (vectors of distance and direction) but varying location x: the multiple x form realizations of pairs of RVs {Z(x), Z(x + h)} separated by h, allowing inference.
The sample variogram
The available continuous data z(x α ) may be transformed into an indicator variable i(x α ; z k ) defined as
for a given threshold (or cut-off) z k . Then, it is possible to obtain sample indicator functions from these indicator data. The sample indicator variogram γ I (h; z k ) may be obtained from indicator data i(x α ; z k ) as:
Generally, k thresholds will be defined resulting in k indicator variograms, where k is determined in relation to the number of data available.
Once the sample indicator variograms have been obtained from data it is necessary to fit continuous mathematical models to them. The models fitted must be chosen from several so called 'authorized' functions. Common authorized models are the spherical and exponential models (McBratney and Webster, 1986) . There are many different ways to fit models to sample variograms, including completely automatic fitting and fitting by eye. The usual option is semi-automatic fitting where the user specifies certain features of the model (stationarity decision, anisotropic or isotropic model, number of variogram model components, etc.) and fits the model using (weighted) least sum of squares approximation.
Assessment of local uncertainty
There are two main methods for assessing local uncertainty using geostatistics. These are defined by the formalism adopted: the parametric (most often the multi-Gaussian) approach or the indicator approach. The multi-Gaussian approach involves identifying the mean and variance of the (necessarily Gaussian) ccdf using simple kriging. The mean is the simple kriged estimate and the variance is provided by the simple kriging variance. However, the kriging variance σ 2 k does not depend on the data values under the multi-Gaussian framework and while this allows for straightforward estimation of σ 2 k it is often unrealistic locally. Further, the spatial continuity of very large or small values may not be reproduced, and the normality of the variables can be difficult to ensure involving the normal-score transform and various fine-tuning procedures.
The indicator approach is more flexible in that no assumptions are made about the { ∑ ccdf F(x; z k ) of the estimate. The indicator approach is based on the interpretation of the conditional probability given by:
as the conditional expectation of an indicator RV I(x; z k ) given the data (n):
where I(x; z k ) = 1 if Z(x) ≤ z k and I(x; z k ) = 0 otherwise. The ccdf value F(x; z k (n)) is, thus, obtained by kriging the unknown indicator i(x; z k ) using indicator transforms of the neighbouring data and the indicator variograms for each k. The indicator approach involves no assumptions about the nature of any conditional distributions and it is possible to identify the (posterior) ccdf at any location from the neighbouring data. From this ccdf it is then possible to draw the value that one needs for a particular goal. For example, it is possible to identify the likelihood of exceeding some critical threshold or to estimate the unknown values z(x) (which may not necessarily be the least squares estimates). The reader is referred to Goovaerts (1997: 259-367) for further details.
Conditional simulation
The map of the best estimates (in the least squares sense) of the unknown values z(x) at locations x does not recreate the original variogram. Rather, the variation is generally smoothed such that the resulting map is not a possible reality (the spatial continuity is different from that which would be observed). Conditional simulation seeks to draw from the local ccdfs F(x; z k (n)) values which honour the survey data and which also honour a predefined variogram (or more generally, structure function), which is usually the model fitted to the sample function. Two approaches to conditional simulation are most common: sequential Gaussian simulation (SGS) and indicator simulation (IS). SGS suffers from the same limitations as described above, most important of which is that reproduction of the spatial continuity of very large or small values is not guaranteed. SGS is now generally being replaced by its indicator counterpart.
In IS the procedure is very similar to indicator kriging for the identification of local ccdfs. A random path is defined which allows all locations of interest x to be visited once. Then, the local ccdf is estimated by any form of indicator kriging. Importantly, previously simulated values are added to the set of conditioning data so that new simulated values are conditioned both on the original survey data and previously simulated values. This ensures reproduction of the k indicator variograms. The range of techniques available for conditional simulation is increasing all the time (for example, Journel, 1996; Oliver, 1996; Lee and Ellis, 1997; Yao, 1998) . Amongst these the use of Markov chain Monte Carlo techniques holds most promise (Oliver et al., 1997) . Further, complementary techniques such as simulated annealing (SA) are available too (for example, Carle, 1997).
T h e re are now many software packages available for indicator kriging and conditional simulation including the GSLIB software (no graphical interface, but a full set of subroutines) (Deutsch and Journel, 1998) and the GSTAT software (graphical interface and full variogram modelling functionality) (Pebesma and Wesseling, 1998).
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III Geostatistics and GIS
Geostatistics in general
Geostatistics has become increasingly prevalent in GIS-related research in recent years, and this is one reason for the focus of the present report. For example, Rosenbaum and Nathanail (1996) discussed the need for an integrated GIS and geostatistical framework within which to model the uncertainties in ground characterization from petrophysical databases. Gunnarsson et al. (1998) demonstrated the utility of GIS and kriging in a forest management perspective. In particular, they combined a spatially discontinuous model (stratification according to forest age) and a spatially continuous model (kriging of continuously varying forest properties). Also, Yang et al. (1998) used GIS and variograms to characterize topography and wheat yield within and between fields in the Palouse region of the Pacific Northwest. They showed, through regression, that topography affects yield for some fields considerably more than for others. An interesting development involving both GIS and geostatistics was presented by Little et al. (1997) who adapted their geostatistical analysis of estuaries from 'as the crow flies' to 'as the fish swims'. That is, they replaced Euclidean distances with shortest in-water path distances, with the latter providing a 10-30% increase in accuracy. Mowrer (1997) used the geostatistical Monte Carlo technique of SGS to generate 1000 realizations of a continuous field and from them map forest areas that satisfied three old-growth selection criteria. These 1000 maps were summed to represent the uncertainty in oldgrowth conditions.
Geostatistics for pollution modelling
Many research reports in GIS and geostatistics were published recently in the field of pollution monitoring and remediation. For example, Meshalkina et al. (1996) were concerned with soil contamination (increased sulphur, vanadium and arsenic caused by industrial fallout) around a sulphurous acid-producing factory in Russia. They used GIS and geostatistical techniques to construct probability maps for the exceedance of critical environmental levels. Similarly, van der Perk et al. (1998) discussed a GIS-based environmental decision-support system to help local authorities in the Ukraine, Belarus and Russia identify vulnerable population units with critical doses of radiocaesium from the Chernobyl nuclear power plant accident. Continuing the pollution theme, Corwin et al. (1997) discussed the use of GIS and geostatistics amongst other approaches for modelling the vulnerability of groundwater to the leaching of nonpoint source pollutants through the vadose zone.
Geostatistics for optimal sampling
Many research publications concentrated on the optimization of sampling strategies using geostatistics. For example, Atkinson (1996) described the use of kriging, and specifically the kriging variance, to determine optimal spatial sampling strategies for raster-based GIS. Along similar lines, Dutta et al. (1998) developed a GIS-based method (focusing on the kriging variance) to design a groundwater monitoring network for an area of the Mae-Klong River basin in Thailand. Also, Bluhm et al. (1996) used the kriging variance to achieve optimized sampling net planning to map soil contamination in the North-Rhine Westfalia using a soil information system. The above approaches for sampling design depend on the kriging variance, which is independent of the data values themselves (multi-Gaussian model discussed above). In some circumstances, such approaches are of limited utility for the local assessment of uncertainty and might be replaced with, for example, indicator approaches.
Van Groenigen et al. (1997) discusses the optimization of environmental sampling using interactive GIS. First, they designed sampling strategies on the basis of probability maps obtained by indicator kriging. Secondly, environmental risks were mapped from conditionally simulated data using both the interactive sampling approach and a conventional approach. The interactive approach predicted 70% of the area correctly compared with 55% for the conventional approach. Van Groenigen and Stein (1998) also discussed the use of spatial simulated annealing (SSA) for sampling design. The advantage of SSA was that it increased the accuracy of estimation of the continuous field and the variogram and that it allowed the incorporation of additional objective functions into the design. Wade et al. (1996) described a related, but different aspect of sampling design: the use of variograms to select an optimal pixel size. They chose a pixel size of 40 m for a GIS model of nitrate leaching in soils.
Error assessment
Goodchild and Hunter (1997) presented a simple approach for assessing the uncertainty in low-accuracy line features given high-accuracy data. Davis and Keller (1997) combined fuzzy sets and Monte Carlo techniques for the assessment of two (incompatible) types of uncertainty: classified thematic uncertainty and variance in continuously varying data. Their results are applied to an infinite slope stability model using data from Louise Island, British Columbia.
The general theme of errors in elevation data seems to have been investigated by many researchers in the last few years. For example, Fioole et al. (1998) described SURFIS, a program that allows digital terrain models (DTMs) to be produced with mapped random errors. Desmet (1997) compared a suite of techniques for interpolating digital elevation models (DEMs) and found that spline interpolation produced the best results. Further, the errors reported (locally) were sometimes 'distressingly high', even for some local context operators on altitude. Gao (1997) found that (spatial) resolution had an important effect on the accuracy of DEMs kriged from contour data, with the accuracy decreasing markedly for resolutions less than some critical thre s h o l d . Similarly, Carrara et al. (1997) compared several techniques for generating DTMs from contour lines. They set out some explicit criteria for the assessment of the quality of the generated DTMs and found that most techniques failed on at least one criterion.
Florinsky (1998) studied the accuracy of some local topographic attributes derived from DEMs. He evaluated four methods of calculating the partial derivative of altitude and, based on the best method, produced formulae for deriving gradient, aspect and vertical and horizontal curvatures. Lopez (1997) developed a method of locating some types of randomly distributed, weakly correlated errors in elevation data using a method based on principal components analysis. Choudry and Morad (1998) described the need for greater awareness of errors in GIS and DTM data when used in hydrologic Peter M. Atkinson 139 modelling and explored ways of mitigating the propagation of error in digital hydrologic models.
Error propagation modelling
Heuvelink's (1998) monograph on error propagation modelling in GIS was clearly written and made a welcome addition to the literature. The monograph draws on much of the geostatistical analysis discussed in this report and it provides a neat link between the more focused goals of geostatistics and the more general goals of modelling errors in GIS. Veregin (1996) described a model for the propagation of error through the buffer operation in GIS. In particular, the focus was on probability surfaces where the probabilities relate to memberships in different land-cover classes. Arbia et al. (1998) used the Geman and Geman (1984) corruption model (which explicitly incorporates spatial operators into the estimation process) to model error propagation through the GIS overlay process. Their analysis allowed the modelling of attribute and locational errors together.
Several reports focused on positional (as opposed to attribute) errors and how they propagate through GIS. Shi (1998) and Leung and Yan (1998) presented generic models for positional error in GIS, both of which are built on sound statistical foundations. Stanislawski et al. (1996) described a technique for quantifying the relative and absolute positional accuracies estimated through error propagation from a covariance matrix for affine transformation parameters. Finally, Kiiveri (1997) presented a model for the assessment, representation and transmission (propagation) of positional uncertainty in maps.
IV Summary
The assessment and modelling of uncertainty in GIS continues to be one of the most important areas of GIS research. The emphasis in this report was on the geostatistical assessment of uncertainty. In particular, the indicator formalism was described to encourage practitioners to move on from the Gaussian formalism to approaches which naturally allow for the assessment of uncertainty in spatial data (Isaaks and Srivastava, 1989; Journel, 1996) .
