Abstract-This paper presents a set of interconnect performance estimation models for design planning with consideration of various effective interconnect layout optimization techniques, including optimal wire sizing, simultaneous driver and wire sizing, and simultaneous buffer insertion/sizing and wire sizing. These models are extremely efficient, yet provide high degree of accuracy. They have been tested on a wide range of parameters and shown to have over 90% accuracy on average compared to running best-available interconnect layout optimization algorithms directly. As a result, these fast yet accurate models can be used efficiently during high-level design space exploration, interconnect-driven design planning/synthesis, and timing-driven placement to ensure design convergence for deep submicrometer designs.
I. INTRODUCTION
A S THE very large scale integrated (VLSI) circuits are scaled into nanometer dimensions and operate in gigahertz frequencies, interconnect design and optimization have become critical in determining system performance, cost, and reliability. In recent years, many effective interconnect optimization techniques have been proposed for interconnect performance optimization, including wire sizing [1] - [6] , device sizing [7] - [9] , buffer/repeater insertion [8] , [10] - [12] , and various combinations of these techniques, such as simultaneous device and wire sizing [13] - [15] , simultaneous buffer insertion/sizing and wire sizing (BISWS) [16] - [18] (see [19] and [20] for comprehensive survey/tutorial). It was shown in [21] that applying the optimization technique of simultaneous driver sizing, buffer insertion/sizing, and wire sizing can significantly reduce the global interconnect delay (of a 2-cm line) by a factor of five to six times when compared to using nominal wire width in the 0.07-m technology generation from [22] .
Given such a great impact of interconnect layout optimization on the interconnect performance and, thus, on the overall chip performance, it is obvious that interconnect layout optimization must be considered properly at each design stage. However, in the current VLSI design flow, most interconnect layout optimization is performed at late stages such as global Publisher Item Identifier S 0278-0070(01)03546-1.
routing or even postlayout phases. Consequently, accurate interconnect performance information, especially that of global interconnects, is not known to higher level synthesis and design planning tools. Since interconnect optimization will improve interconnect delay significantly, it is unlikely for synthesis and design planning tools to make correct decisions without proper modeling of the delays for optimized interconnects. Meanwhile, to make sure that the optimized interconnects are realizable at the layout level, proper area estimation of optimized interconnects is also needed beforehand at high level planning stages to ensure the overall design convergence.
A brute-force integration that runs existing interconnect optimization algorithms directly at the synthesis and design planning levels is not practical in designing complex deep submicrometer (DSM) circuits due to the following reasons. 1) Inefficiency: existing interconnect optimization algorithms use either iterative local refinement operations (e.g., [1] and [14] ), dynamic programming approaches (e.g., [7] and [10] ), or mathematical programming formulation (e.g., [6] and [18] ). Although they are usually in polynomial time complexity and efficient to optimize interconnects associated with a fixed floorplan/placement, running these algorithms repeatedly over tens of thousands of global nets for each of thousands to millions of possible synthesis, floorplan, or placement solutions would be very costly during early evaluation stages; 2) Lack of abstraction: to make use of those optimization programs, a lot of detailed information is needed, such as the granularity of wire segmentation, number of wire widths and buffer sizes, and so on. However, such information may not be available at early design planning stages; 3) Difficulty to directly integrate high-level design planning tools with interconnect optimization engines due to different levels of data abstraction. To deal with these problems, we develop in this work a set of fast and accurate interconnect performance estimation models (IPEMs), with consideration of widely used interconnect layout optimization techniques, such as optimal wire sizing (OWS), simultaneous driver and wire sizing (SDWS), and BISWS. Once the design planning and/or synthesis tools generate a floorplan or placement configuration, IPEM can be used to obtain optimal (or near-optimal) interconnect delay and area information without going through the actual detailed interconnect optimization process. Note that most previous layout-driven synthesis works, such as [23] and [24] , used oversimplified interconnect delay models that assume the interconnect delay be quadratically proportional to wire length without considering the in- terconnect optimization. Such a quadratic delay model (based on some nominal wire width) can be several times larger than the final optimized delay [20] , [21] and is no longer accurate to guide synthesis and design planning tools in DSM designs. Our estimation models developed in this paper effectively overcome all of the aforementioned difficulties. 1) They are very efficient (constant runtime in practice).
2) They provide high-level abstraction, explicit relationship of interconnect performance with key design parameters, and high accuracy. Thus proper and accurate decision can be made at high-level design planning for interconnect design. 3) They can be easily embedded into any synthesis and design planning tool, due to the simplicity of the models. The rest of the paper is organized as follows. Section II states the problem formulation and the parameters. Section III presents the IPEMs for two-pin nets. Section IV studies the IPEMs for multiple-pin nets, with one or multiple critical sinks (MCSs). These estimation models are validated by running detailed interconnect optimization algorithms from UCLA Tree-Repeater-Interconnect-Optimization (TRIO) package [20] , [25] . The conclusion follows in Section V. Part of the preliminary results of this work were presented in [26] - [28] . A prototype software package based on this work has been developed. Interested readers can download it from [29] .
II. PROBLEM FORMULATION AND PRELIMINARIES
The objective of this study is to model the optimized interconnect performance (such as optimized interconnect delay and wiring area) under various interconnect optimizations in a simple, efficient, yet accurate manner. Both two-and multiple-pin nets are considered. Fig. 1 shows a two-pin interconnect wire of length driven by a gate and with loading capacitance . The input waveform to is generated by a nominal gate , which is connected to a voltage supply. The delay to be optimized is the overall delay from the input of to the sink, while the delay to be measured and estimated is the stage delay from the input of to , denoted as . The input stage delay is included so that it acts as a constraint not to overly size during the interconnect optimization (e.g., driver sizing). Our goal is to develop simple closed-form formula and/or procedure to efficiently estimate with consideration of various interconnect optimization techniques such as OWS, SDWS, and BISWS. 
A. Two-Pin Nets

B. Multiple-Pin Nets
For multiple-pin nets, the IPEM problem takes a routing tree as input. The routing tree can be given by a user or obtained using existing topology generation algorithms such as A-tree [30] or P-tree [31] . Fig. 2 shows a multiple-pin net with driver and a set of sinks , where each sink has loading capacitance . In our study, we consider the following two performance-driven optimization objectives: (i) minimizing the delay from source to a give critical sink, (ii) minimizing the maximum delay to all critical sinks (i.e., the tree delay as defined in [2] ). Other objectives (such as weighted delay) are possible, but are not in the scope of this study.
C. Interconnect and Device Modeling
During interconnect optimizations, a long wire may be divided into a number of wire segments for wire-sizing and bufferinsertion purpose. To calculate delay, each wire segment is modeled by a -type resistance-capacitance (RC) circuit and each buffer is modeled as a switch-level RC circuit [20] . The wellknown Elmore delay model [32] , [33] is used to guide the delay optimization and estimation. Note that although Elmore delay model is not very accurate in DSM design, especially for delay calculation of near-source nodes due to the resistive shielding [34] , it is still a proper metric for our delay estimation purpose to provide guidance to high-level design planning. 1 The following parameters are used by our estimation models. Minimum wire width in m. Minimum wire spacing in m. Sheet resistance in . Unit area capacitance in fF/ m . Unit effective-fringing capacitance in fF/ m, defined to be the sum of fringing and coupling capacitances, as introduced in [35] . Intrinsic gate delay in ps. Input capacitance of a minimum-sized gate in fF. Output resistance of a minimum-sized gate in k . We derive these parameters from [22] . Their values are listed in Table I . For capacitance extraction, we use a 2.5 D capacitance extraction methodology reported in [36] , which uses a threedimensional field solver to generate accurate capacitance values for interpolation and extrapolation. In this section, we focus on interconnect performance (including delay and area) estimation models for two-pin nets, which are the majority of nets in a circuit (e.g., in application-specific integrated circuit designs, about 60%-70% of nets are two-pin nets [37] ). The estimation models for two-pin nets in this section will also serve as a basis for developing IPEMs for multiple-pin nets in Section IV.
A. IPEM for OWS on Two-Pin Nets
It was first shown in [1] and [30] that when wire resistance becomes significant, as in DSM designs, proper wire sizing can effectively reduce the interconnect delay. Assuming that each wire has a set of discrete wire widths, their work presented an optimal discrete wire-sizing (DWS) algorithm for a single-source RC interconnect tree to minimize the weighted delay to all timingcritical sinks. It was later extended to optimize a routing tree with multiple sources [4] and to minimize the maximum delay using Lagrangian relaxation [38] . An alternative approach to perform wire-sizing optimization is through bottom-up dynamic programming [16] and it can be combined easily with routing tree construction and buffer insertion [17] . Later on, optimal continuous wire shaping (CWS) for a wire segment was studied. Closed-form wire-shaping functions were obtained to minimize the Elmore delay, first without fringing capacitance [3] , [39] , then with fringing capacitance [5] , [40] , and later to a bidirectional wire [41] .
It is interesting to observe that one does not have to use very fine granularity of wire-width choice and/or segmentation for discrete wire sizing to obtain the theoretical optimal delay from the CWS. Fig. 3 shows the comparison of their comparison using a typical driver-loading pair. For the discrete case DWS, the first number in the parentheses is the maximum allowable wire width in unit of and the second number is the number of wire choices. For example, has width choices from to , with the increment to be . The wire is segmented in every 10 m. We can see that for all DWS cases, they achieve almost the same delay as CWS, which is the theoretical lower bound. So from now on, we only use the generic name of OWS.
1) Delay Estimation for OWS:
For OWS, the size of driver in Fig. 1 is fixed. Let be the delay under OWS for an interconnect with driver resistance and loading ca- pacitance . Under given technology, the interconnect parameters of and are fixed and, thus, are not included in the notation. In [3] , an exponential wire tapering function was obtained to minimize Elmore delay, but with consideration of only area capacitance (that is, ). The optimal delay under is then (1) where , , and is Euler's Lambert function [5] defined to be the value of that satisfies . function is shown in Fig. 4 . Notice that for to be valid, must be larger or equal to . From , we have . However, in DSM designs, the fringing and coupling capacitances often dominate the area capacitance and they should be taken into account. In [5] , an optimal wire-shaping function with consideration of fringing capacitance was obtained, but it is in a complex formula that needs to solve some complicated nonlinear equations numerically. Computing the optimal delay will be an even harder task. We start from (1) and add the key adjustment terms due to the fringing capacitance by extensive analytical and numerical studies on the wire-shaping function in [5] , then obtain the following simple closed-form delay estimation model for OWS: (2) One can easily verify that when , (2) degenerates into (1). In the following, we will show that the general formula of in (2) is a subquadratic convex function of the interconnect length .
Proof: It is obvious that is subquadratic, since all the terms and are subquadratic. From Lemmas 1 and 2, we can easily show that . So, we have the above theorem.
Note that interconnect delay under uniform wire width (i.e., no OWS) is a quadratic function of wire length . The convexity of will be useful to guide optimal buffer insertion and wire sizing (BIWS) estimation in Section III-C.
2) Area Estimation for OWS: For DSM designs, wiring area estimation shall also be needed so that adequate routing resource will be allocated at prerouting stages to make sure that the planned wire-sizing optimization will be realizable at the routing stage. To estimate the average wire width for OWS, we first compute the single best width using uniform wire sizing [28] . The Elmore delay using uniform wire width for the two-pin net in Fig. 1 is (3) Thus, the best wire width to minimize is (4) We find that the above simple formula can be used to estimate the average wire width from OWS surprisingly well. This is because OWS tapering is usually wider than near the source, yet narrower than near the sink. Overall, the average wire width of OWS is still close to . So the total wiring area using OWS optimization can be estimated by (5) The above formula intuitively tells us how an OWS solution shall be under different driver/load and interconnect parameters. For example, we have the following. 1) A stronger driver (i.e., smaller ) or a larger loading capacitance will lead to a larger optimal wire width. It confirms the driver/loading sizing and wire sizing relationships in [13] , [42] . 2) A larger effective-fringing capacitance coefficient will lead to a larger optimal wire width, which confirms the effective-fringing property in [35] . 3) A larger sheet resistance will lead to a larger optimal wire width and a larger will result in a smaller optimal wire width.
3) Model Validation for OWS:
We have tested our closed-form delay and area estimation models under OWS on a wide range of parameters. They match those from running TRIO package under OWS optimization very well, with more than 90% accuracy in general. The OWS algorithm in TRIO is based on the iterative local refinement [1] operation, which is essentially a greedy algorithm that optimally sizes one wire segment at a time. A speed-up technique called bundled refinement [4] is also used in TRIO, which only divides a long wire into some smaller wire segments (for finer wire-sizing granularity) when necessary. In practice, the lower and upper bounds from the bundled refinement procedure usually meet. When they do not meet, a bottom-up dynamic programming algorithm is used to compute the optimal wire-sizing solution between the lower and upper bounds. Fig. 5 shows their delay and wiring area (equivalently, average wire width) comparisons to running OWS engine in the TRIO package for wire length range from 100 m to 2 cm. We can see that both delay and average wire-width estimations are very accurate.
In terms of runtime, since we have the closed-form formula for both delay and area estimations, the time complexity for our model is constant. In fact, our estimation model is so fast that we have to call the estimation procedure many times using a loop to collect a measurable central processing unti (CPU) time. The CPU time to run the estimation model 10 000 times (or equivalently, to estimate 10 000 nets) is just 0.8 s on a SUN Ultra-SPARC 1. However, using the efficient local refinement based OWS algorithm in TRIO for one net will take about 1 s. Therefore, our estimation model is an order of faster. Note that this does not mean TRIO or other interconnect optimization algorithms are no longer needed. Our estimation model only provides the estimations of optimal delay and area for high level synthesis and design planning (e.g., to screen out floorplanning candidates that cannot meet timing target even considering interconnect optimization), but not the OWS solution itself. TRIO or other interconnect optimization algorithms are still needed to obtain the final optimal interconnect layout.
B. IPEM for SDWS on Two-Pin Nets
This section presents the two-pin interconnect estimation model under SDWS, which sizes both wire and driver [13] . To obtain an accurate delay/area estimation, we will make use of the accurate OWS delay/area estimation model in (2) and (5). In our problem formulation, the input stage is fixed and the driver will be optimally sized to achieve the best performance from available driver set . Denote and to be the effective resistance of and and to be the input capacitance of . Suppose the size of driver is of minimum gate. From the switch-level device model, we have and . Then, the overall delay from the input of to ( Fig. 1 ) to be minimized is (6) Note that the input stage delay is included for overall delay minimization, but not in the current-stage delay estimation. Substituting the delay formula of from (2) and calculating the optimal driver size from available driver set (to be explained soon), we can obtain the following delay and wiring area estimation models under optimal SDWS:
The SDWS estimation modeling procedure is outlined in Fig. 6 . To compute , we first set and compute its root . It can be solved efficiently by the bisection method [43] . Let be the initial range that lies in and be the error tolerance for . The bisection method basically cuts the root search range by half at each iteration. So the number of iterations will be . In practice, (determined by the maximum driver size) and (minimum driver size), so ten or fewer iterations are usually sufficient for the root finding. Therefore, can be computed in constant time. Then, we project to the set of available drivers to obtain . Fig. 7 compares the delay from our estimation model and the optimal delay from running TRIO package under SDWS using the 0.18-m technology. The SDWS algorithm in TRIO is based on that in [13] . Our delay estimation model again matches TRIO very well, with over 90% accuracy on average.
C. IPEM for BISWS on Two-Pin Nets
BISWS is a widely used interconnect optimization technique for both delay and crosstalk reduction [8] , [10] - [12] . Dynamic programming based algorithms are usually used for BISWS [10] , [16] . However, they do not provide simple estimation of the optimized BISWS behavior. 2 In this section, we will derive effective estimation models for BISWS. We first introduce the concept of critical length for buffer insertion under OWS and give an analytical equation that characterizes it. Then, we derive IPEMs for BIWS (no buffer sizing) and for BISWS.
1) Critical Length for Buffer Insertion Under OWS:
We first compute the longest length that a wire can run without the benefit from buffer insertion. Let denote the delay by inserting a buffer at the position of from the source . Then (9) is the delay after inserting the buffer. Note that OWS is applied into the two wire segments separated by the buffer with intrinsic delay of , input capacitance of , and output resistance of . We can find the that minimizes by getting the root of under denoted as , which by itself is a function of driver resistance, length, and loading capacitance. Then, it is beneficial to insert such a buffer if and only if the resulting delay is smaller than the OWS delay, i.e., (10) We define the critical length for inserting buffer to be the minimum that satisfies (10) and denote it as . Clearly, when the wire length is small, OWS will achieve the best delay; whereas when the interconnect is long enough, the buffer insertion becomes beneficial. Thus, the root for (11) denoted as gives the critical length for buffer insertion, i.e.,
. Similar to SDWS, we use a very fast binary search to obtain the root for . It is outlined in Fig. 8 . Note that we need a two-level binary search for and . Let be the initial range and the error tolerance for and be the initial range and the error tolerance for . Then, the root for can be computed in iterations. For each , we need another binary search for , which takes steps. In practice, cm, m, , and are usually sufficient for our estimation purpose, which leads to at most steps for computing . In a recent work by [45] , critical length concept was also introduced, but for a uniform-width wire. An interesting observation from [45] is that is independent of buffer size for a uniform-width wire. However, this is not the case for our where OWS is performed. As a comparison, Table II shows the critical length comparison from the formula in [45] under minimum wire width and from our formula with OWS, using some typical buffer sizes from to min gate. The driver and receiver are set to be the same size as the buffer.
From Table II , it is interesting to observe the following. 1) In contrast to [45] , our with OWS is no longer independent of buffer sizes. It tends to increase as buffer size gets larger. For example, in the 0.25-m technology, for buffer is 8.65 mm, more than double of that for buffer (which is only 4.12 mm). Moreover, our with OWS is usually larger than that from [45] without consideration of OWS. . To illustate it, we define the logic volume to be the number of two-input minimum NAND gates that can be packed in the region spanned by , i.e., . In Table III , we show the logic volume under different technology generations and driver/buffer sizes. The area estimation of a two-input minimum NAND gate is listed at the last row, which assumes that the spacing between adjacent gates is feature size, and the island spacing between -well and -well is feature size. It can be seen that the logic volume indeed increases as the device feature gets smaller, although the critical length becomes smaller. For an example of driver/buffer of minimum size, as technology advances from 0.25-m to to 0.07-m, more gates (i.e., functionality) can be packed within the critical length (from 1.79 million to almost 6 million).
2) BIWS:
In this section, we derive the delay estimation model under optimal BIWS. We assume that all the buffers are of the same given size (buffer sizing is considered in Section III-C3). Denote
. From the definition of the critical length, it is obvious that if , no buffer is needed and OWS alone achieves the best delay. For , one or more buffers shall be inserted. In the case of only one buffer is inserted, we can compute the best insertion position and then the optimal delay will be from (9) . In the following, we will focus on the buffer insertion case with two or more buffers.
Lemma 3: For an optimal BIWS solution, the distance between adjacent buffers is equal.
Proof: We only need to prove that for any internal buffer (i.e., neither the first or the last), it should be inserted in the middle position of its two neighboring buffers. Since all buffers are of the same size, we only need to minimize the sum of two OWS delays before and after the inserted buffer. According to Theorem 1, is a convex function of . Then, from the definition of the convex function (i.e., ), we have
So the best location for the buffer will be , i.e., the buffers will be equally spaced.
Remark: In [8] and [45] , buffer insertion was performed at equal spacing for an interconnect with uniform wire width. It was stated that the number of buffers and also the delay are linear functions of the interconnect length. The justification of such a conclusion was recently presented in [11] . However, none of [8] , [11] , or [45] performed OWS while doing buffer insertion. From our proof above, it is clear that as long as the wire segment delay is a convex function of , which is the case for both uniform width wire and optimally sized wire, we should insert buffers at equal spacing.
Based on Lemma 3, we only need to determine the following values for the optimal BIWS solution (with two or more buffers inserted, see Fig. 9 ): 1) , the optimal distance from the source to the first buffer; 2) , the optimal distance between adjacent buffers; and 3) , the optimal distance from the last buffer to the sink. Note that OWS is performed for each wire segment. In the following, we will show how to estimate , , and . Let , i.e., the critical length for the first buffer with driver resistance and loading capacitance , and similarly for internal buffers and for the last buffer. Then, we can obtain the following properties for , and . Lemma 4: For an optimal BIWS solution with two or more buffers inserted, and . Proof: By the contradiction method. If , i.e., the second buffer is located within the range from the source, then the first buffer shall not be inserted at the beginning, which leads to contradiction. Similar proof for . Theorem 2: For an optimal BIWS solution with two or more buffers inserted, let and (see Section III-C1 for the definition of function). Then, we have: 1) ; 2) ; and 3) . Proof: First, according to the definition of the critical length for buffer insertion, we have . From Lemma 4, the second buffer must be located at least from the driver. Since for an optimal BIWS solution, any buffer is in their local optimal position, then the first buffer must be at least from the driver, i.e., . Again from Lemma 4, we also have . Thus, we prove that . Similarly, we can prove the inequality for .
Theorem 2 gives the lower and upper bounds for the optimal buffer insertion lengths , , and . The procedure to estimate the optimal BIWS delay and area is outlined in Fig. 10 . At step 1, it computes the critical lengths for insertion of buffer under four different driver resistance and loading capacitance combinations, i.e., , , and , denoted to be , , , and , respectively. Minimal necessary buffers are inserted for performance optimization. So, when , no buffer is inserted and it degenerates to the OWS optimization. One buffer is inserted when . In the situation when two or more buffers are needed, we first compute the ranges for and based on Theorem 2, then search for the best combination for them. Since the optimal BIWS delay is not sensitive to fairly large region near its optimal position [46] , an optimal pair can be obtained by a simple linear search with a coarse granularity (e.g., five by five).
For a wire length significantly larger than all critical lengths, i.e., , we will have asymptotically , , , and . Thus, we have the following linear delay model versus length after optimal BIWS: (13) where and are some technology dependent constants [see [26] , eq. (9)]. 3 Since the critical length for buffer insertion can be computed in constant time, our estimation model under BIWS again takes only constant time. Fig. 11 shows the comparison of our model with TRIO. Again, our delay estimation closely matches that 3 Note that in [26] , the driver is assumed to be of the same size as the buffer. However, such assumption is taken out in this paper and, thus, the model in Fig. 10 is more general and accurate than that in [26] . from TRIO. It also verifies the asymptotic linear relationship in (13) .
3) BISWS:
The BISWS optimization also allows buffer sizing to further reduce delay for global interconnects. We observe from extensive TRIO experiments that a similar linear relationship between delay and length still holds for BISWS. Moreover, we observe that the internal buffers have about the same size and the adjacent buffers have about the same distance, mainly due to the internal symmetric structure. Thus, the delay under BISWS can be estimated from the best BIWS solution (14) where is the available buffer library and is the best delay from BIWS using buffer . In [47] , the closed-form optimal BISWS solution without fringing capacitance was derived. The work in [47] , as a special case of our BISWS, confirms our observation of asymptotic linear model using BISWS. The time complexity of the model is . Since is usually no more than 20, the BISWS model can also be considered to run in constant time for practical purpose. The results from the estimation model and from running BISWS algorithm in TRIO package are shown in Fig. 12 . The estimation model again achieves about 90% accuracy. In terms of runtime, our model is again extremely fast. The CPU time to run the model for 10 000 nets is just 8 s. However, using the bottom-up dynamic programming approach based BISWS in TRIO for one net will take about 14 s using ten different wire and buffer choices with wire segmentations in every 500 m. So, our estimation model is again an order of times faster.
IV. IPEM FOR MULTIPLE-PIN NETS
So far, we have focused on the IPEM for two-pin nets, which on one hand, are the majority nets in a design and on the other hand, will serve as a basis for developing IPEM for multiple pin nets. The interconnect estimation problem for multiple-pin nets with tree topology is formulated in Section II-B. We aim to estimate the following two performance-driven design objectives by interconnect optimization: 1) minimizing delay to a single critical sink (SCS); and 2) minimizing maximum delay to MCSs.
For multiple-pin net estimation, the problem is much more difficult than that for two-pin nets because: 1) there are no closed-form wire-shaping functions like those for two-pin nets [3] , [5] , [39] , [41] ; and 2) all current interconnect optimization algorithms (e.g., TRIO) rely on iterative methods such as local/bound refinement and dynamic programming, which provides no intuition for simple closed-form like estimation. To overcome these difficulties, the key idea of our approach is to transform the multiple-pin net estimation problem into one or several two-pin net estimation problems and then employ the results from Section III.
A. IPEM for SCS
In this section, we study interconnect delay and area estimation under SCS formulation with consideration of two interconnect optimization techniques: OWS and BISWS.
1) OWS for SCS:
For delay minimization to an SCS , OWS will only size wire segments along the critical path (i.e., the path from to ) and use the minimum width for all other wire segments not on the critical path so that the wire load from noncritical sinks is minimum. Since the wire load at each branch from the critical path can be precomputed before performing OWS, we can transform the original OWS problem with tree topology into an equivalent single-line-multiple-load (SLML) problem, as shown in Fig. 13, from (a) to (b) . In the figure, is the effective resistance of the driver , and is the SCS. At each branch on the critical path, is the total effective downstream capacitance (excluding that from the critical path).
In [48] , it was shown that a simple wire sizing scheme that uses the best single width (denoted as 1WS ) can approximate the delay and area of OWS with many wire-width selections reasonably well. So, we will first start with a single-width sizing. Under single-width sizing, we can reduce the multiple-pin problem into a much simpler two-pin problem as shown in Fig. 13(c) . The transformation is formally described by the following theorem.
Theorem 3: In terms of the Elmore delay from the source to the single-critical sink , the multiple-pin problem in Fig. 13(b) is equivalent to the two-pin problem in Fig. 13(c) for any wire width , where in Fig. 13(c) (15) (16) Proof: The Elmore delay of Fig. 13(b) can be written as (17) Therefore, it is equivalent to the Elmore delay in Fig. 13(c) .
Intuitively, Theorem 3 transforms the original multiple-pin problem in Fig. 13(b) to a two-pin problem by redistributing each internal loading capacitance into two parts. One part of goes to at the sink based on the ratio of 's upstream wire resistance to total resistance on the critical path. The other part of goes to at the source to preserve the constant term . Note that Theorem 3 holds for any wire width . From (17), we can compute the best single-width that minimizes the Elmore delay for (17) (18) The optimal Elmore delay for Fig. 13(b) or (c) using is the same, i.e., (19) As mentioned earlier, we have observed in [48] that the delay using the single best width is a reasonable estimation for for the two-pin case [see Fig. 13(c) ], since is usually between 0.8 to 0.95 times . This is also the case for the multiple-pin case of Fig. 13(b) . Then, we can then use for Fig. 13(c) to estimate the optimal OWS delay for Fig. 13(b) with, at most, % error. 4 Note that in practice, the estimation error is usually much smaller than the maximum error because OWS for both two-and multiple-pin cases will reduce the delay in a similar manner.
for Fig. 13(c) is available from the delay estimation of two-pin nets in (2) . Using (2) and taking the constant term into consideration, we have the following delay estimation model for the critical path of a multiple-pin net using OWS optimization: (20) The wiring area estimation for the critical path 5 can be obtained using the same formula as for a two-pin net, i.e., (21) Fig. 14 summarizes the delay and area estimation procedure for an SCS using OWS. To demonstrate its effectiveness, we apply it to some randomly generated nets with one, two, four, or eight branches using typical parameter ranges ( from 1 to 10 mm, from 50 to 1000 , from 10 to 100 fF). Fig. 15 shows the scatter diagrams of the delay and the average width comparisons by our model and by running the OWS algorithm in TRIO package. We can see that both the delay and the area (i.e., average wire width) estimations from our model match those from TRIO very well (i.e., close to the line). The average and maximum errors are 9.3% and 15.4% for delay estimation, and 4.5% and 19.9% for area estimation, respectively.
2) BISWS for SCS: Optimizing SCS delay using BISWS can be formulated as a special case of the SLML problem by inserting minimum buffer at every branch on the critical path (from source to the critical sink) to shield all the downstream interconnect and device capacitances, as shown in Fig. 16 . For DSM designs, the input capacitance of a minimum-sized buffer is very small, just about the wire capacitance of 1 or 2 m (see Table I ). So it can just be ignored during delay estimation. Then, our delay estimation model for two-pin nets as in (14) directly applies to the optimized BISWS delay estimation to the critical sink. Note that although simple, this estimation model is useful to estimate the best possible delay to any sink using BISWS, and to evaluate and screen out floorplanning and placement candidates. Due to its simplicity, we do not include experimental results here, since they are essentially the same as those for two-pin nets.
B. IPEM for MCSs
In this section, we study interconnect delay estimation for MCSs under the optimization objective of minimizing the maximum delay of all critical sinks (i.e., the tree delay following the definition in [2] ). To minimize the tree delay, [2] formulated it into a convex optimization problem and developed a sensitivity-based algorithm to solve it. The tree delay minimization can also be solved using the weighted delay formulation through Lagrangian relaxation [38] or it can be solved directly through bottom-up dynamic programming [16] , [17] . In this paper, we use the dynamic programming approach [17] implemented in TRIO package for the comparison with our estimation models.
1) OWS for MCS:
Given a routing tree connecting MCSs, we have the following definitions.
Definition 1: An internal critical sink is a critical sink that is on the path from the source to another critical sink.
Definition 2: A leaf critical sink is a sink that is not on a path from the source to all other critical sinks.
The estimation for the optimal tree delay (i.e., the minimized maximum delay of all critical sinks) with MCS is much more difficult than the delay estimation with SCS because when we optimize the delay for one critical sink, it may affect all other critical sinks as well. That is why all optimization algorithms in [2] , [16] , [17] , and [38] used iterative-based approaches. However, we notice that there are some simple, but very useful characteristics for the optimal tree delay. First, under the Elmore delay model, it can be easily shown that
Lemma 5: The critical sink that has the maximum delay from the source must be a leaf critical sink. Fig. 16 . To estimate the best delay from the source to the sink S , we insert the mininum buffer at every branch on the critical path from source to sink S to shield the downstream capacitance at each branch. Fig. 17 . Delay estimation for the optimal tree delay using OWS. Now, suppose we have already performed OWS to a net minimizing the tree delay, then the pin-to-pin delay from source to any sink must be larger than that by making to be the single critical sink, and all other sinks to be noncritical (i.e., the SCS formulation). Since the tree delay is defined to be the maximum delay of all source-to-sink delays, we have the following theorem.
Theorem 4: The optimal delay to any critical sink under the SCS formulation is a lower bound for the optimal tree delay.
From Theorem 4, we can obtain a tight lower bound by taking the maximum delay for all leaf critical sinks under the SCS formulation and use it to estimate the optimal tree delay, as shown in Fig. 17 .
Our experiments show that this lower bound delay estimation is indeed fairly tight and we can just use to estimate the optimal tree delay. The explanation is as follows. Since our objective is to minimize the maximum delay, i.eq., the delay to the most critical sink, we shall keep the wire load from less critical sinks as small as possible (but may not be too small; otherwise, they may become the most critical sink). To the most critical Fig. 19 . Comparison of our model with TRIO for optimal tree delay using BISWS under the 0.18-m technology. R = r =10; C = 10c . TRIO uses ten discrete wire-width choices with maximum width being 20 2 W , ten buffer choices with maximum buffer size being 4002 min, and wire segmentation in every 500 m.
sink, the main difference between our model and the real optimal solution is that the former uses the minimum wire width to compute the wire load while the latter uses as small as possible widths to compute the wire load for noncritical paths. For DSM designs, the area capacitance is usually dominated by effective-fringing capacitance [20] . Therefore, the two wire loads and then the resulting optimized delays to the most critical sink do not differ significantly. Fig. 18 shows the delay comparison of our model and TRIO for some random four-pin nets using typical parameters from the 0.18-m technology. Again, our delay estimations match those from TRIO well. Note that for some lengths (e.g., m), our model has slightly larger delay than that from TRIO. This is because our delay estimation model in (2) tends to have slightly more conservative delay estimation (see Figs. 5 and 15) .
2) BISWS for MCS: Similar to OWS, we find that the optimal tree delay under BISWS can be estimated by a tight lower bound delay from the leaf critical sink that has the maximum delay under the SCS formulation. That is to say we just need to evaluate a small number (i.e., the number of leaf critical sinks) of SCS configurations and then use the result from Section IV-A2 to estimate the optimal tree delay. Fig. 19 shows the comparison of our model and the BISWS algorithm TRIO. Again, our simple model gives accurate estimation for the optimal tree delay.
V. CONCLUSION
This paper has developed a set of IPEMs (with closed-form formulae or simple computational procedures) under various interconnect optimization techniques such as OWS, SDWS, and BISWS for both local wires (without buffer insertion) and global wires (with buffer insertion/sizing). Both two-and multiple-pin scenarios are studied. The models are summarized in Table IV for ease of reference. For multiple-pin nets, we only presented the models for OWS and BISWS in detail. For SDWS, one can easily use the OWS models and combine them with the optimal driver sizing in Fig. 6 to solve it.
Our estimation models are shown to be very accurate and extremely efficient (constant time in practice) compared with running complex interconnect optimization algorithms (e.g., those from TRIO package) directly. In addition, they can be easily embedded and coded into any synthesis engine and design planning tool. The IPEMs obtained in this paper have been integrated into a software package IPEM [29] . We expect that these delay estimation models can be used in a wide spectrum of applications, listed, but not limited, as follows.
1) Timing-driven placement and floorplanning: during the placement or floorplanning, our models can be used to accurately predict the behavior of the optimized global interconnects. 2) Placement-driven synthesis and mapping: a companion placement may be kept during synthesis and technology mapping [49] . For every logic synthesis operation, the companion placement will be updated. Once the cell positions are known, our models can be used to accurately predict interconnect performance for the synthesis engine. 3) Interconnect process parameter optimization: interconnect parameters (such as metal aspect ratio, wire width, and wire spacing) may be tuned to optimize the delays predicted by our models for global, average, and local interconnects under certain wire-length distributions, using different interconnect optimization techniques. 4) Interconnect planning: our models can also be used to evaluate different optimization alternatives and to plan routing and silicon resources beforehand for interconnect layout optimizations. Our IPEMs have been successfully used in interconnect architecture planning [28] , buffer block planning for interconnect-driven floorplanning [46] , and MARCO GSRC technology extrapolation system (GTX) [50] . We plan to apply them throughout an interconnect-centric design flow [51] to achieve better design convergence in the future.
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