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Abstract
We consider a problem that arises in the 0eld of frequency domain system identi0cation. If a discrete-time
system has an input–output relation Y (z) = G(z)U (z), with transfer function G, then the problem is to 0nd
a rational approximation Gˆn for G. The data given are measurements of input and output spectra in the
frequency points zk : {U (zk); Y (zk)}Nk=1 together with some weight. The approximation criterion is to minimize
the weighted discrete least squares norm of the vector obtained by evaluating G−Gˆn in the measurement points.
If the poles of the system are 0xed, then the problem reduces to a linear least-squares problem in two pos-
sible ways: by multiplying out the denominators and hide these in the weight, which leads to the construction
of orthogonal vector polynomials, or the problem can be solved directly using an orthogonal basis of rational
functions. The orthogonality of the basis is important because if the transfer function Gˆn is represented with
respect to a nonorthogonal basis, then this least-squares problem can be very ill conditioned. Even if an
orthogonal basis is used, but with respect to the wrong inner product (e.g., the Lebesgue measure on the unit
circle) numerical instability can be fatal in practice.
We show that both approaches lead to an inverse eigenvalue problem, which forms the common framework
in which fast and numerically stable algorithms can be designed for the computation of the orthonormal basis.
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1. Introduction
This paper wants to illustrate how two approaches to discrete least-squares rational approximation
can be placed in a unifying framework. It has been proposed in the literature to solve the rational
approximation problem, which is obviously nonlinear, by choosing the nonlinear parameters, i.e., by
0xing the denominator, and solving the remaining linear problem for the linear parameters. In this
survey, we shall consider two techniques that are used to solve the linear problem in an eJcient
and numerically stable way. The idea is to represent the solution of the linear problem with respect
to an appropriate orthogonal basis, much like in the classical Forsythe algorithm [15] for discrete
least-squares polynomial approximation. During the iteration for the nonlinear parameters, one has
to generate this basis dynamically. In the 0rst case, the basis will consist of vector polynomials
that have to be orthogonal with respect to a weight that depends upon the choice of the nonlinear
parameters. In the second case, the basis consists of rational functions taken from a space that will
depend upon the choice of the denominator and which are orthogonal with respect to an arbitrary
weight. We shall illustrate that there is some common framework in which both approaches can be
formulated.
The overall nonlinear problem is not the main concern of this paper. In the identi0cation lit-
erature, there are 0rst of all several cost functions that could be minimized. Covariance matrices
and cross-covariance matrices of diPerent noise sources will play a role, several norm functions
may be considered, etc. This has all been described in the literature and we do not want to enter
these problems and stick to the discrete least-squares type of problem. Even the simplest nonlinear
least-squares problem in itself is a diJcult problem because the objective function can have several
local minima, and it will be impossible to guarantee a global minimum with simple optimization
techniques. Much more complicated techniques exist for identi0cation [3,2] that will guarantee to
give optimal solutions for more diJcult problems. Unfortunately, they are often computationally
quite expensive, while for certain classes of problems, the techniques we propose may give rather
good results.
Let us start with a motivating application. Consider a linear system
y(t) = G(z)u(t) + v(t);
with input u(t) and output y(t), while v(t) is some noise with expected value equal to zero. In many
cases it can be considered to be white noise pushed through some modelling 0lter. The notation
z stands for the shift operator: zu(t) = u(t + 1). The variable t refers to time which may be in
a continuous or a discrete set. In discrete time G(z) =
∑
∈Z g()z
−, while in continuous time
G(z) =
∫
∈R g()z
− d, which leads in both cases to the well-known convolution relation in the
time domain y = g ∗ u + v. This setting is standard. See [22,30] for a thorough treatment of the
identi0cation problem.
Let us denote by F(z) the continuous or discrete Fourier transform of f(t), where z ∈R in the
0rst case and z ∈T= {z ∈C : |z|=1} in the second case. If F is rational, it is de0ned in the whole
complex plane C. If it should represent a transfer function, then stability requires that all its poles
are inside the open unit disk for the discrete time case, or in the strictly upper half plane for the
continuous time case. Furthermore, let us assume that by ‖F‖w we denote the discrete least-squares
norm ‖F‖2w =
∑
k(wkF(zk))
H (wkF(zk)), then, under appropriate assumptions, the problem in its
simplest form is the following. Given some frequency information G(zk), or equivalently U (zk) and
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Y (zk), where {zk} is a set of points either in R or on T, 0nd a rational approximation Gˆ(z) such
that ‖G− Gˆ‖w is minimized. The weights wk can, e.g., depend on the accuracy of the measurements.
If for example the measurement noise is uncorrelated and if k is the variance of the measurement
G(zk), then we could take wk = 1=k . Note that if Yˆ = GˆU + V , then minimizing ‖Y − Yˆ‖wy would
be another valid criterion. However, this is equivalent to the previous one because ‖Y − Yˆ‖wy =
‖(G − Gˆ)U‖wy = ‖G − Gˆ‖wg if wgk = wyk U (zk).
2. First approach: vector orthogonal polynomials
In a 0rst method, the problem is linearized by multiplying out the denominators. Let Gˆ=B=A where
for consistency with the systems theory literature, we assume that A(z) and B(z) are polynomials
in the variable z−1. Hence
‖G − Gˆ‖2wg
=
N∑
k=0
|(Y (zk)A(zk)− U (zk)B(zk))wk |2; wk = w
g
k
A(zk)U (zk)
=
N∑
k=0
∣∣∣∣∣wk[Y (zk); −U (zk)]
[
A(zk)
B(zk)
]∣∣∣∣∣
2
= PHWHWP=
N∑
k=0
|WkP(zk)|2 = ‖P‖2W ;
where
P(z) = [A(z); B(z)]T; Wk = wk[Y (zk); −U (zk)]
P= [P(z0)T; : : : ; P(zN )T]T; W = diag(W0; : : : ; Wn):
Of course, the minimum has to be taken with a degree constraint. For example if the approximant
should have a pre0xed order n, then P should be of strict degree n, the degree of the vector
polynomial P being max{deg(A); deg(B)}. Thus we have to minimize ‖P‖W , that is the norm of the
vector polynomial P with respect to a discrete 2× 2 matrix valued weight represented by the block
diagonal matrix WHW. The minimum is given by a vector polynomial from P2×1n \P2×1n−1, orthogonal
to P2×1n−1. That is a vector polynomial of strict degree n that is orthogonal to all vector polynomials
of lower degree where orthogonality is with respect to the inner product
〈f; g〉W =
N∑
k=0
f(zk)HWHk Wkg(zk); f; g∈P2×1n : (2.1)
Note that this is a genuine positive de0nite inner product as long as n6N=2 and that the Y (zk); U (zk)
in the weight vector Wk are not the result of a rational function of degree n or less. Obviously
‖f‖2W = 〈f;f〉W . The reader should keep in mind that there are two independent vector polynomials
in P2×1n orthogonal to P2×1n−1. We shall order them such that the 0rst one has a leading coeJcient
of the form [a 0]T with a¿ 0 and the second one has a leading coeJcient of the form [c d]T with
d¿ 0. With this convention, the ith orthogonal vector polynomial (OVP)  i will have degree i=2,
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i = 0; 1; : : : . It is therefore more convenient to consider pairs of OVPs with the same degree and
denote by ’i = [ 2i| 2i+1] the 2× 2 orthogonal block polynomial (OBP) of degree i which contains
the two OVPs of degree i as its two columns. If the OVPs are orthonormal, then the OBP are
orthonormal in the sense that 〈’1; ’j〉= #i; jI2 where the inner product is as in (2.1) where we allow
f and g to be elements from P2×2n . They are uniquely de0ned because their leading coeJcient is
an upper triangular matrix in C2×2 with positive diagonal elements. There may be an exception for
the last OVP if N is even, but if we assume for simplicity that N is odd, we 0nd that the optimal
polynomial P =
∑n
i=0 ’i#i with #i ∈C2×1 is given by ’n#n for some 0 = #n ∈C2×1 that minimizes
‖P‖2W = ‖’n#n‖2W = ‖#n‖2. Any normalization with 0 = #n will do because P contains numerator
and denominator of the approximant and is therefore only de0ned up to a constant multiple. The
construction of these OVPs can be done by a fast and numerically stable procedure.
The theory and computational aspects as well as the use of discrete rational approximation on the
unit circle and the real line has been reported on in several papers to which we refer for further
details [6,34–36]. For an application in system identi0cation see [7]. We just summarize the main
results for further reference.
The procedure can be formulated as an inverse eigenvalue problem.
Theorem 2.1 (Bultheel and Van Barel [6]). Let w be the (N +1)×2 matrix whose kth row is Wk ,
k =0; 1; : : : ; N , and let w1 be the (N +1)× 2 matrix whose 4rst 2× 2 block is an upper triangular
Cholesky factor of wHw with positive diagonal elements and that has zeros everywhere else, and
4nally let Z be the diagonal matrix diag(z0; : : : ; zN ). Then there exists a unique unitary matrix Q
such that
QH [w|Z−1]
[
I2
Q
]
= [w1|H]
with [w1|H] a matrix whose lower triangular part is zero and which has positive elements on its
main diagonal. Denote by " the 2(N + 1) × (N + 1) matrix [ i(zk)], i = 0; : : : ; N , k = 0; : : : ; N ,
where  i is the ith orthogonal vector polynomial then Q=W".
If zk ∈R, k = 0; : : : ; N then H is Hermitian, hence pentadiagonal.
If zk ∈T, k = 0; : : : ; N then H is unitary.
Remark 2.2. Several remarks are in place here.
(1) Note that this is an inverse eigenvalue problem. Z−1 are the eigenvalues of the matrix H and
the columns of QH are the eigenvectors. The 0rst two elements of the eigenvectors are 0xed
by the condition Qw1 = w. The problem is to 0nd the matrix H and the eigenvectors.
(2) The unitary similarity transformations can be computed in a recursive way. I.e., we can add
the data (Wk; zk) for k = 2; 3; : : : and recursively update the matrix H. Because this matrix has
a well de0ned structure (Hermitian or unitary), the overall algorithm will require only O(N 2)
operations.
(3) In general, the degree n of the approximant will be much smaller than N , the number of mea-
surements. In that case, we only need to compute the 0rst 2n columns of H, in which case the
complexity reduces to O(nN ) operations.
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(4) The matrix H is the key result because it contains the recurrence relation for the OVPs. It is
most convenient to formulate this in terms of the OBP ’i when we also think of the matrix H as
consisting of 2×2 blocks. Because the OBP had upper triangular leading coeJcients with posi-
tive diagonal elements, also the subdiagonal blocks of H have this property. The top block of w1
is ’−10 . The subsequent ’i can then recursively be computed using the block upper Hessenberg
matrix H. In the continuous time case (zk ∈R), H is a block tridiagonal Jacobi matrix, for the
OBP. In the discrete time case (zk ∈T), H is a block upper Hessenberg matrix that for computa-
tional eJciency should be stored in factored form. Each factor contains block Schur parameters
for the OBP. The recursion is a generalization of the Szego˝ recurrence for polynomials orthogo-
nal on T. Note that there is no need to explicitly compute the vector polynomial that solves the
identi0cation problem. Evaluation through the recurrence relation implicitly or explicitly stored
in H requires only O(n) operations for every point in which we want it evaluated.
(5) In the identi0cation problems, the measurements may be real, but for the discrete time case, the
points zk are complex. However, using G(e−i!) = G(ei!), we can rearrange the complex pair
diag(ei!k ; e−i!k ) in the matrix Z by unitary similarity transformation as a real 2× 2 block with
real entries. Hence, updating the associated weights W correspondingly, the computations can
be performed using only real arithmetic.
(6) The algorithm is easily generalized for the case where the vector polynomials have size p× 1
where p can be larger than 2. Moreover, it is possible to assign diPerent maximum degrees for
each of the components of the optimal solution that we are looking for. This generalization to
p¿ 2 is important for the MIMO case. The idea to solve the MIMO case with these techniques
is that the matrix numerator and denominator of the polynomial matrix fraction description of
the approximant are stored column by column in a long vector. For a system with p inputs and
q outputs, this results in vector polynomials of length (p+q)q or (p+q)p depending on whether
a left or a right matrix fraction description is considered. Then the more general algorithm is
applicable. This means that the technique will only be of interest for moderately small p and q.
See [29].
To summarize this approach we reconsider the original nonlinear rational approximation problem.
First some estimate for the denominator A is chosen. This 0xes the weight W and a solution can
be computed in a numerically stable and eJcient way. The approximant itself is not computed
explicitly, but it is stored in the form of a recurrence relation that allows to compute its value for
any z very eJciently. With the new value of A, a new weight is de0ned and the process is repeated.
In each iteration step, the weight is changed and the basis in which the solution is represented is
optimal (condition number 1) and is recomputed on the Sy. However, it is well-known that this
Sanathanan–Koerner type of iteration [31] does not guarantee convergence to a minimum. So it is
hoped that it will converge to something that is close enough to the true minimum and that, with
the last basis 0xed, and with the ultimate solution as a starting point, a true maximum likelihood
optimization algorithm can be applied to 0nd the true minimum of the nonlinear problem. If the
starting point is close enough to the true solution, then the weights will only change a bit and the
loss of orthogonality will only be moderate. Note, however, that there is no guarantee that this will
work and give a global minimum that is hoped for. However, for moderately complicated problems,
it may give quite good results in an eJcient way. If it does not work out that way, more involved
techniques are needed [2,3].
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3. Second approach: orthogonal rational functions
In a second approach, the approximant Gˆ is represented with respect to an orthogonal basis of
rational functions. Suppose again that we have some estimate of the denominator in the sense that
we know all the poles of the approximant, say )1; : : : ; )n. Then the approximant should belong to
the space
Ln =
{
pn(z)∏n
j=1(1− )k=z)
:pn ∈Pn
}
;
where Pn is the space of polynomials in 1=z of degree at most n. For stability, the )k should be in
|z|¡ 1 for the discrete time case and in Im(z)¿ 0 for the continuous time case.
Assume this space is spanned by a set of rational basis functions { k}nk=0 so that we can write
Gˆ(z) =
n∑
k=0
+k k(z)
with the parameter vector = [+0; : : : ; +n]T to be chosen in an optimal way.
For numerical (and many other theoretical [27]) reasons, one should choose the basis functions
 k to be orthogonal. However, when considering the numerical problem, recalling that we have to
minimize the least-squares error ‖E‖w for some weight w where E = G − Gˆ, the orthogonality we
need is with respect to the inner product
〈f; g〉w =
N∑
k=0
[wkf(zk)]H [wkg(zk)]; (3.1)
since then ‖E‖2w = 〈E; E〉w.
We shall discuss the matter of constructing an orthonormal basis in subsequent sections, but
whatever the choice of the  k is, and whatever computational method is used, the idea of the
nonlinear rational approximation problem is to solve the overdetermined system "=G in a weighted
least-squares sense, where " is the (N+1)×(n+1) matrix with entries  l(zk), k=0; : : : ; N , l=0; : : : ; n
and G= [G(z0); : : : ; G(zN )]T. This solution is =)†WG with )=W", W= diag(w0; : : : ; wN ) and
)† denotes the Moore–Penrose inverse. Since " depends on the choice of the poles , we get a
residual vector E = G − " that will depend on . Solving the nonlinear least-squares problem
min RHR where R =WE = (I −))†)WG will give a solution. It should be noted however that
the problem is not convex, so that there is a real danger that a numerical algorithm will be trapped
in a local minimum. Moreover, optimization should be done such that the )k are restricted to the
open unit disk. In cases where the poles should be real or complex conjugate, it is worthwhile to
write (z − ))(z − T)) = z2 + bz + c with b; c∈R and solve the nonlinear routine with respect to the
parameters (b; c) instead of (); T)).
So it remains to design a numerically stable and eJcient algorithm to solve the linear subproblem
of each iteration step by constructing the  k as a set of appropriate orthogonal rational functions
(ORFs).
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3.1. Takenaka–Malmquist basis
The idea of representing the transfer function G as a linear combination of ORFs with pre-
scribed poles is quite old, and it has received much attention in the identi0cation literature lately
[1,9,10,12,19–21,25–28,32,38,41,42]
However, these papers almost always restrict the discussion to rational functions that are orthogonal
with respect to a uniform continuous (Lebesgue) weight, mostly for discrete time systems. One of
the reasons is probably that an explicit expression for these basis functions exists. Indeed, it is
well-known that the system { ˜i}ni=0 with
 ˜0 = 1;  ˜i(z) =
√
1− |)i|2
1− )i=z Bi−1(z); Bi(z) =
i∏
j=1
1=z − T)j
1− )j=z ; i = 1; 2; : : : (3.2)
is an orthonormal system for the inner product 〈f; g〉 = 12/
∫ /
−/ f(e
i!)g(ei!) d!. It is the so-called
Takenaka–Malmquist basis [23,33]. It generalizes the Laguerre, Kautz and Hambo bases
[10,11,17,18,26]. Another nice thing about these bases is that it can be rather directly general-
ized to MIMO systems if only a 0nite number of diPerent poles is selected that are cyclically
repeated. Indeed one can construct a system of ORFs for the Lebesgue measure on T starting from
any rational inner function H (that is a matrix valued rational function satisfying [H (z)]HH (z) = I
for z ∈T and which has all its poles in the open unit disk). Taking a balanced minimal realization
(that is writing H (z)=C(zI −A)−1B+D, such that the size of A is minimal and such that [ AC BD]
is unitary) immediately gives an orthonormal basis.
Theorem 3.1 (de Hoog [10]; de Hoog et al. [11]). Let H be a scalar inner function and (A; B; C; D)
its minimal balanced realization, then the elements of the vectors Vk(z) = (zI − A)−1B[H (z)]k ,
k=0; 1; : : : form an orthonormal set of rational functions whose poles are the eigenvalues of A and
hence the poles of H that are cyclically repeated.
Given a vector of ORFs in the form, V (z) = (zI − A)−1B, a vector of ORFs with additional
poles of an inner function with minimal balanced state space realization (A′; B′; C ′; D′) is obtained
in the form V˜ (z) = (zI − A˜)−1B˜ where
A˜=
[
A 0
B′C A′
]
; B˜=
[
B
B′D
]
:
Suppose we use this basis for 0nding the best discrete least-squares approximant, then we have
to solve the overdetermined system W"˜ =WG in (unweighted) least-squares sense where W =
diag(w0; : : : ; wN ), G=[G(z0); : : : ; G(zN )]T and "˜ is the (N+1)×(n+1) matrix with elements  ˜l(zk),
k = 0; : : : ; N , l= 0; : : : ; n, and = [+0; : : : ; +n]T, giving the optimal solution Gˆ=
∑n
i=0  ˜i+i. Since the
ORFs  ˜i are not orthogonal with respect to the discrete inner product, it may not come as a surprise
that the condition number of the matrix W"˜ can be very large.
Example 3.2 (Van den Hof et al. [38]): We consider the Takenaka–Malmquist basis with poles
0:9± 0:3i and 0:7± 0:2i repeated 5 times as in [38], the condition number of )˜=W"˜ for N =200,
and n= 20 is O(1017).
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However, this need not be a disaster. A condition number that big means that when computations
are done in IEEE standard double precision, the columns of )˜ are linearly dependent. The true
least-squares solution  and its computed value ˆ may diPer considerably, but this does not mean
that
∑
l  ˜l+l and
∑
l  ˜l+ˆl will be much diPerent. For example, when solving the system in Matlab
with the backslash operator, it will put the +ˆl that corresponds to the linearly dependent column
equal to zero, and the approximation of G does not suPer from the ill conditioning.
3.2. General orthogonal ORFs for a discrete measure
Although the previous basis may be used to solve the problem, it is also possible to construct
an orthonormal basis of rational functions that is custom designed for the problem at hand, i.e.,
orthogonality with respect to the inner product (3.1). This will yield a Jacobian matrix with condition
number 1, and will thus avoid any numerical instabilities. It is in general not possible to give an
explicit expression for these ORFs, but the computational ePort is comparable.
The theory of ORFs with prescribed poles orthogonal on T and R with respect to a general positive
measure is described in [4]. The poles were located in |z|¿ 1 for the circle and in Im(z)¡ 0 for
the line, but switching the poles to be in |z|¡ 1 or Im(z)¿ 0 is but a trivial exercise. See [39] for
the discrete time case.
We intend however to give the explicit relation with the approach by OVPs that was summarized
above. This will show that, at least in the scalar case, the present approach is conceptually simpler.
The idea is again that we assume that an estimate of the denominator is given. More precisely,
suppose we know the poles of the approximant. Whereas in Section 2, we multiplied out the denom-
inator (and absorbed it in the weight), to obtain a linear problem for a vector polynomial, this may
be considered as an unnecessary complication. If the denominator is given, then the problem is linear
as it is, and it can be solved with linear algebra techniques. To work with an orthonormal basis, we
need to generalize the theory of orthogonal polynomials (on R or on T) in one way or another. For
the OVPs we needed a vector/matrix generalization. For the ORF case, we need a generalization
from polynomials to rational functions. Both are generalizations in the sense that a scalar polynomial
is a 1× 1 polynomial and it is also a rational function with all poles at the origin (if we work, as
we do here, with polynomials in the variable z−1). As we mentioned before, the theory of ORFs has
been developed elsewhere, but we want to emphasize the speci0c relation with the OVP approach,
and we shall therefore develop this view explicitly. The symmetric case was considered in [37] from
a diPerent point of view, but as far as we know, the relation has not been published explicitly yet.
We start with the following lemma.
Lemma 3.3. Suppose  k(z)=pk(z)=/k(z) with /k(z)=
∏k
i=1(z− )i), (pk(z) is a polynomial in z of
degree at most k) and assume pk()k−1) = 0 for k = 1; 2; : : : ; k + 1. Then, setting )0 = 0,
 k(z)∈ span{(z − )i) i(z) : i = 0; : : : ; k + 1}:
Thus there exist numbers 2i;k such that
 k(z) = (z − )0) 0(z)20k + · · ·+ (z − )k+1) k+1(z)2k+1; k :
Moreover 2i+1; i = 0, i = 1; : : : ; k.
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Proof. We give only a sketch in the case that all the )k are mutually diPerent. We have to prove
that there exist some numbers 2ik , i = 0; : : : ; k + 1 such that  k(z) =
∑k+1
i=0 (z − )i) i(z)2ik . If we
multiply this relation by /k , this becomes
pk(z) = p0/0:k(z)20k + p1(z)/1:k(z)21k + · · ·+ pk(z)/k:k(z)2kk + pk+1(z)2k+1; k ; (3.3)
where /i:j(z)=
∏j
l=i(z−)l). To show that these numbers exist, we note 0rst that pk(z) is the unique
polynomial in the set of polynomials of degree at most k + 1 that has highest degree coeJcient
equal to zero and that takes the values pk()i)=limz→)i [ k(z)/k(z)] in the points )i for i=0; 1; : : : ; k.
Thus if we can 0nd the numbers 2i;k , i=0; : : : ; k+1 such that the polynomial in the right-hand side
of (3.3) has this property, it has to be equal to pk(z).
Replacing in (3.3) z by )i for i = 0; 1; : : : ; k gives
pk()i) = pi+1()i)/i+1:k()i)2i+1; k + pi+2()i)/i+2:k()i)2i+2; k + · · · :
Add to this an equation expressing the fact that the coeJcient of zk+1 in the right-hand side has to
be zero, which is of the form 0=3020; k + · · ·+3k+12k+1; k where pi(z)=3izi+O(zi−1). Then we get
a triangular system of k +2 linear equations whose diagonal elements are 30 and pi+1()i)/i+1:k()i),
i=0; 1; : : : ; k which are all nonzero by our assumption. So there exists a (unique) set of coeJcients
20k ; : : : ; 2k+1; k that solves the system.
In the case of coinciding poles )i, a similar derivation can be made, where we evaluate pk()i),
p′k()i), p
′′
k ()i), etc., taking as many derivatives as the multiplicity of )i requires. This leads to the
same conclusion.
The last coeJcient 2k+1; k can not be zero, because then pk()k) = pk+1()k)2k+1; k would be zero,
implying that in  k the factor (z− )k) can be canceled in numerator and denominator which would
mean that  k ∈Lk−1, which is impossible.
If the ORF system satis0es pk()k−1) = 0 for k = 1; : : : ; N we shall say that it is regular. We
assume from now on that the system is regular.
The choice )0 = 0 is not necessary. Any other choice for )0 such that p1()0) = 0 will do.
Also the orthogonality is not used. Any set of rational functions  i ∈Li \Li−1, i= 1; : : : ; k with
 0 = 0 satisfying the regularity condition will give the same result.
Thus we may write
4(z) = 4(z)(zI − A)H + [0 · · · 0 2n+1; n(z − )n+1) n+1(z)]; (3.4)
where
4(z) = [ 0;  1; : : : ;  n];
A = diag()0; )1; : : : ; )n);
and H =


200 · · · 20; n−1 20; n
210 · · · 21; n−1 21; n
. . .
...
...
2n;n−1 2n;n

 :
The ORFs will be uniquely de0ned if we impose that the subdiagonal elements 2k+1; k are all positive
(recall they are nonzero by Lemma 3.3).
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Since the discrete measure has only N + 1 mass points, the Gram-Schmidt procedure would 0nd
‖ N+1‖w=0. This does not mean that  N+1 =0. It only means that  N+1(zk)=0 for k=0; 1; : : : ; N .
So we can choose an arbitrary )N+1 and set  N+1(z) =
∏N
j=0(z − zj)=/N+1(z).
Therefore, we may write down relation (3.4) for n=N and letting z= z1; : : : ; zN to get "=(Z"−
"A)H where Z=diag(z0; z1; : : : ; zN ) and " is the square matrix of size N +1 whose (k; l) element
is  l(zk).
De0ning W = diag(w0; : : : ; wN ) and Q=W", we get
Q= (ZQ−QA)H: (3.5)
Lemma 3.4. The upper Hessenberg matrix H is invertible.
Proof. We know that Q is a unitary matrix because the orthogonality of the  i implies QHQ =
"HWHW"= I. Therefore |det(Q)|= 1.
Because Q=(ZQ−QA)H, and thus det(Q)=det(ZQ−QA) det(H) = 0, H will be an invertible
matrix.
The inverse of an irreducible Hessenberg matrix, i.e., whose subdiagonal elements are nonzero,
has been studied in the literature and is known to be a semiseparable matrix [16] (see also the
proof in the appendix). That is a matrix whose lower triangular part is the lower triangular part
of a rank one matrix. For the discussion of semiseparable matrices, it is convenient to introduce
some Matlab-like notation: tril(M; k) denotes the matrix that is the same as the matrix M on and
below the kth diagonal (k ¿ 0 is above the main diagonal and k ¡ 0 is below the main diagonal.
All its other elements are zero. tril(M) = tril(M; 0). Similarly triu(M; k) refers to the elements up
and above the kth diagonal. Then M being semiseparable means that there exist vectors u and v
such that tril(M) = tril(uvH ). The remaining part triu(M; 1) has in general no speci0c structure.
Thus there exists a semiseparable matrix S = H−1, and relation (3.5), after multiplication with
QH can be rewritten to arrive at
S+ A =QHZQ: (3.6)
To completely de0ne this inverse eigenvalue problem (the zk are the eigenvalues of the semiseparable-
plus-diagonal matrix S+ A), we need an extra condition. This can be found as follows.
Lemma 3.5. With the notation introduced before and with w= [w0; w1; : : : ; wN ]T, we have
QHw= w1; w1 = [‖w‖; 0; : : : ; 0]T:
Proof. Because 〈1; 1〉w = ‖w‖2 =  −20 (note that we may consider  0 to be the element 20;−1, so
that in harmony with 2k+1; k ¿ 0, we choose  0¿ 0 too), and because 〈 k; 1〉w = #k0 −10 , we have
QHw="HWHW[1; 1; : : : ; 1]T = [ −10 ; 0; : : : ; 0]
T;
which gives the result.
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Note that this relation prescribes the 0rst column of Q, which are the 0rst components of the
eigenvectors that are stored as the columns of QH .
So we 0nally arrive at the complete inverse eigenvalue problem.
Theorem 3.6. Let w be the vector whose kth element is wk , k=0; 1; : : : ; N , and let w1 be the vector
whose 4rst element is ‖w‖ followed by N zeros, let A = diag()0; : : : ; )N ) ()0 = 0), and 4nally let
Z= diag(z0; : : : ; zN ). De4ne the unitary matrix Q such that
QH [w|Z]
[
1
Q
]
= [w1|S+ A]
with S a semiseparable matrix. Denote by " the square matrix [ i(zk)], k =0; : : : ; N , i=0; : : : ; N ,
where  i is the ith orthonormal rational function, then Q=W".
If zk ∈R, k = 0; : : : ; N then S+ A is Hermitian.
If zk ∈T, k = 0; : : : ; N then S+ A is unitary.
Proof. All the ingredients for the proof were given above. The special properties for S+A follow
immediately from (3.6).
Corollary 3.7. If all zk ∈R, then the strictly upper triangular part of the matrix S has rank 1,
i.e., triu(S; 1) = triu(R; 1) with R of rank 1.
If all zk ∈T, and if all )i = 0, i = 1; : : : ; N , then triu(S; 1) = triu(R; 1) with R of rank 1. If
however m of the )k , k = 1; : : : ; N are zero, then triu(S; 1) = triu(R; 1) with R = diag(R0; : : : ;Rm)
with all Ri of rank 1 for i = 0; : : : ; m.
For a proof we refer to the appendix.
Remark 3.8. The following comments can be made.
(1) Although S+A has a special form that is easily characterized, the Hessenberg matrix H=S−1
will have a corresponding structure, which is not easily described. For example, in the case of
the real line, H will not be Hermitian, except when the )k are real (which they cannot be for
stability reasons). Hence there will not be a three term recurrence relation in this case. Similarly
for the case of the unit circle. If the )k belong to the boundary (R or T), we do have a three
term recurrence, as given in [4, p. 261] and [5] (modulo a reSection in the boundary).
(2) Although the lack of a three term recurrence relation says that there is not a relation of the form
6k(z − )k) k(z) = (7k + z8k) k−1(z) + #k k−2(z), we do have a Szego˝-type recurrence. That is,
if we replace  k−2(z) by (z − )k) ∗k−1(z) in this expression, then these numbers (7k; 8k ; #k ; 6k)
do exist. These reciprocal functions are de0ned as
 ∗k−1(z) =
(
k−1∏
i=1
z − T)i
z − )i
)
 k−1( Tz); in the case of R
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 ∗k−1(z) =
(
k−1∏
i=1
1− T)iz
z − )i
)
 k−1(1= Tz); in the case of T:
See [4, p. 75] where explicit expressions for the (7k; 8k ; #k ; 6k) can be found. We have
ek(z − )k) k(z) = (ckz + dk) k−1(z) + T:k(z − )k) ∗k−1(z); (3.7)
where ckz + dk is z − T)k−1 for R and 1 − T)k−1z for T. The :k are the generalizations of the
Schur–Szego˝ parameters, and ek is a normalizing constant. This recurrence does allow for a fast
O(nN ) algorithm to compute the orthogonal functions up to degree n.
(3) The vector 4 of ORFs can also be represented in the form 4T(z) = (zI − A)−1B like for the
Takenaka–Malmquist basis and the A and B can be recursively updated using the :k parameters
when new poles are added, generalizing Theorem 3.1. See [40].
(4) The previous result says that both cases (R and T) are similar, but that the case of the circle
is “more general”. We have indeed S= tril(uvH )+ triu(rqH ; 1) when )i = 0, for i=1; : : : ; N . In
the case of the real line, we have the extra symmetry that r = v and q = u. In the case of the
unit circle, also the r and q are related to the vectors u and v by the unitarity of S+A, but it
is less explicit. So whereas the updating of the H matrix was quite diPerent for R and for T
(at least in the polynomial case, see [6,35,36]), the update of S + A is quite similar for both
cases. So we shall pursue the idea of working with S instead of H somewhat further and see
how this can lead to a fast algorithm that is an alternative for the recurrence (3.7).
(5) The polynomials are a special case that is obtained by setting all )k=0. In this case S, and hence
also H is Hermitian and thus tridiagonal in the case of all zk ∈R, which gives the classical three
term recurrence relation. In the case of all zk ∈T, then S and thus also H is unitary, which
corresponds to the classical Schur–Szego˝ recurrence relation, which is (3.7) where all )’s are
set to zero.
Also the OVPs that were discussed in Section 2 can be derived and treated in a similar way.
The result would be as in Theorem 2.1 where instead of using H, the same result is expressed
using S = H−1. This S is then the inverse of a block upper Hessenberg matrix and therefore
semiseparable of order 2, i.e., such that tril(S) = tril(u1vH1 + u2v
H
2 ). For a proof of this fact we
refer to the appendix. The result is formally as in Theorem 3.6, but with w and w1 having the
meaning as in Theorem 2.1 and A = 0.
(6) The previous generalization to handle block Hessenberg matrices has also another application
because like in the case of OVPs, if the poles are real or come in complex conjugate pairs, and
the associated weights are also complex conjugate then the computations can be done in real
arithmetic if the algorithm sketched below is generalized to handle a block diagonal matrix A.
To illustrate that fast algorithms can be designed, we give in the appendix an example of the
computation of S + A in the scalar ORF case. For simplicity we assume that we are in the case
where triu(S; 1) is part of a rank 1 matrix, i.e., we are in the case of the real line, or we are in
the case of the circle, but with all )k = 0 for k¿ 1. Then it is possible to design a fast, i.e., an
O(N 2) algorithm to compute the whole matrix S. If we are in the circle case, with some of the
)k = 0, k¿ 0, then other algorithms can be designed with an O(N 2) complexity, but they are more
involved.
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An operation count shows that the overall algorithm to compute the (N + 1) × (N + 1) matrix
S requires O(N 2) operations. Of course, if we need only the 0rst n ORFs, the computation can be
reduced to O(nN ) complexity.
Although SH=I, this does not hold for the leading submatrices. Denoting by Mi:j;k:l the submatrix
with elements from rows i; : : : ; j and columns k; : : : ; l, of the matrix M, and shortening k : k to k,
we de0ne Sn = S0:n;0:n, sn = S0:n;n+1 = Tqn+1rn, Hn =H0:n;0:n, hn =H0:n;n−1. Then we have
SnHn = In − sn[0; : : : ; 0; 2n+1; n]:
If we write down the next to last column in this relation, we get
Snhn = [0; : : : ; 0; 1; 0]T; (3.8)
from which hn can be solved in O(n) operations [8,13,14,24]. To compute the ORFs recursively, we
start from  0 = 1=‖w‖ and use
 n−1(z) = 4n(z)(zIn − An)hn;
where 4n = [ 0; : : : ;  n] and An = diag()0; : : : ; )n), from which we can compute  n(z) if 4n−1(z) is
known.
4. Numerical example
We consider a set of measurements with zj = exp(i!j), j = 1; : : : ; 100 with !j ∈ [0:0038; 0:7632].
The amplitude and phase of the measurements are given in Fig. 1. The variance of the measurements
is also shown. These data are symmetrically extended. For the poles we take the values )0 = 0 and
)2k−1 = 0:9 ∗ zk and )2k = T)2k−1, k = 1; 2; : : : ; n where n= 2; 3; : : : ; 30.
The (N + 1) × (n + 1) matrix "n, containing the 0rst n + 1 ORF, evaluated at the N + 1
datapoints should be orthogonal with respect to the weight wi =1=i where i is the given variance.
Thus QHn Qn − In+1 with Qn =W"n should be zero. By rounding errors orthogonality may be lost.
Therefore, we compute the norm of this diPerence as a measure for the loss of orthogonality. This
has been plotted in the last 0gure. In the case that the ORF are computed by the recurrence relation
(3.7) it is shown in dashed line, while for the case where they are computed by the technique of
the semiseparable matrices, it is shown in full line.
Obviously both of the methods are very stable, and approximants up to degree 60 will not run into
numerical problems. In fact, for this example, when only the 0rst 6 poles are used, the approximation
is already quite good for both methods.
For the Takenaka–Malmquist basis, the error is of the order 1014, which is quite understandable
because this basis was not designed to be orthogonal with respect to the weight that is used here.
The condition number of Q60, that is the matrix W"60 in which "60 contains the 0rst 60 Takenaka–
Malmquist basis functions evaluated in the N + 1 data points, is approximately 106, while for the
other bases considered here, it is 1 + O(10−12).
The numerical accuracy (in casu the loss of orthogonality, and the condition number of Qn)
depends strongly on the position of the poles. Choosing them closer to the unit circle will give a
faster loss of orthogonality and multiple poles (e.g., cyclically repeating a 0nite number of poles)
will make loss of orthogonality even more pronounced.
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Fig. 1. The loss of orthogonality: The amplitude and phase of the measured frequency response function and the corre-
sponding variance of the measurements. As measure for the loss of orthogonality we compute "Hn W
HW"n − In+1 for
diPerent values of n. The matrix " has N rows and n+ 1 columns. This is plotted in the last 0gure for diPerent values
of n. The dashed line is for the ORF computed by the direct recurrence relation and the full line when they are computed
by the technique of the semiseparable matrices.
Appendix A.
A.1. Proof of Corollary 3.7
We prove the following.
Corollary A.1. If all zk ∈R, then the strictly upper triangular part of the matrix S has rank 1,
i.e., triu(S; 1) = triu(R; 1) with R of rank 1.
If all zk ∈T, and if all )i = 0, i = 1; : : : ; N , then triu(S; 1) = triu(R; 1) with R of rank 1. If
however m of the )k , k = 1; : : : ; N are zero, then triu(S; 1) = triu(R; 1) with R = diag(R0; : : : ;Rm)
with all Ri of rank 1 for i = 0; : : : ; m.
Proof. First consider the case zk ∈R. Then, because S + A is Hermitian, we have triu(S; 1) =
tril(S;−1)T = tril(uvH ;−1)H = triu(vuH ; 1).
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For the case zk ∈T, we use S=H−1 and note that
(S+ A)H = (S+ A)−1 =H(I + AH)−1:
Because I+AH is an upper Hessenberg matrix with nonzero subdiagonal elements, except for those
subdiagonal elements corresponding to an )i = 0, its inverse T is weakly semiseparable, that is, it
is of the form R+U with U strictly upper triangular and R= diag(R0; : : : ;Rm) with all Ri of rank
1 (see Theorem A.2 below). Because triu(S; 1) = tril((S+A)H ;−1)H , we have to 0nd the structure
of tril(HT;−1).
For the sake of simplicity, assume there is only one )i = 0, i¿ 0 (the generalization should be
obvious). So
T=
[
T0 ∗
0 T1
]
; Tk semiseparable; k = 0; 1:
De0ne H˜ as the upper triangular matrix which is obtained from H by deleting the 0rst row and
adding the row [0; : : : ; 0; 1] at the bottom. We subdivide the matrix H˜ in blocks having the same
size as the blocks of T. So[
H˜0 ∗
0 H˜1
][
T0 ∗
0 T1
]
=
[
H˜0T0 ∗
0 H˜1T1
]
≡ T′:
Since the H˜k is upper triangular with nonzero diagonal elements, and Tk=R′k+U
′
k with rank(R
′
k)=1
and tril(U′k)=0, it follows that H˜kTk=H˜kR
′
k+H˜kU
′
k ≡ Rk+Uk with rank(Rk)=1 and tril(Uk)=0.
It remains to note that the nontrivial part of tril((S + A)H ;−1), that is the part without the zero
main diagonal, is equal to tril(V) where V is the matrix obtained by deleting the last row and the
last column of T′. Indeed, T′ = H˜T is the same as HT = (S + A)H , except that the 0rst row has
been deleted and an extra row is added at the bottom.
A.2. The inverse of a block upper Hessenberg matrix
We give a proof of the following general theorem.
Theorem A.2. Suppose H is an invertible block upper Hessenberg matrix with block size k and
suppose that the subdiagonal blocks are invertible and upper triangular. If H−1=S, then the lower
triangular part of S is the lower triangular part of a rank k matrix. In other words if H has size
nk, then there exist matrices u and v of size nk × k such that tril(S) = tril(uvH ).
If m of the subdiagonal blocks in H are zero, then tril(S) = tril(R) with R = diag(R0; : : : ;Rm),
where each Ri has rank k.
Proof. Suppose
H =
[
H1 H2
H3 H4
]
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with H2 of size k × k. Note that H3 is upper triangular. De0ne the upper triangular matrix
H˜ =


Ik H1 H2
0 H3 H4
0 0 Ik

 :
The matrices Ik are unit matrices of size k. De0ne
K = H˜−1 =


Ik K1 K2
0 K3 K4
0 0 Ik

 :
Note that also K3 is upper triangular. Since H˜K = I(n+1)k , we also have
[
Ik H1 H2
0 H3 H4
]
Ik K1
0 K3
0 0

= Ink
or [
Ik
0
]
[Ik K1] +H
[
0 K3
0 0
]
= Ink
so that
H
(
H−1
[
Ik
0
]
[Ik K1] +
[
0 K3
0 0
])
= Ink : (A.1)
Now de0ne
S=H−1 =
[
S1 S2
S3 S4
]
;
with S1 of size k × k, then from (A.1)
S= S
[
Ik
0
]
[Ik K1] +
[
0 K3
0 0
]
=
[
S1
S3
]
[Ik K1] +
[
0 K3
0 0
]
≡M1 +M2:
Obviously, the matrix M1 has rank k because [SH1 S
H
3 ]
H has full rank k, and since K3 is upper
triangular, it follows that tril(S) = tril(M1), and this proves the theorem when all the subdiagonal
blocks are invertible.
Suppose now that there is only one subdiagonal block equal to zero. Then the H is
reducible, and we may write (note that this subdivision of H is diPerent from the one we had
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before)
H =
[
H0 ∗
0 H1
]
where H0 and H1 are block upper Hessenberg matrices of the form treated in the 0rst part of this
theorem. Thus we can apply the 0rst part of this theorem to each of the blocks H0 and H1:
S=H−1 =
[
S0 ∗
0 S1
]
with for i=0; 1, Si =H−1i =Ri +Ui where Ri is a rank k matrix and Ui is strictly upper triangular.
This proves the theorem if there is only one zero subdiagonal block. The generalization to the case
where there are more subdiagonal blocks equal to zero is obvious.
A.3. An algorithm for the computation of S+ A
As we have said, we will only look at the case where the strictly upper triangular part of the
semiseparable matrix S is part of a rank 1 matrix. This depended on the fact that the poles were
nonzero.
Recall that the rank 1 condition for the strictly upper triangular part depends on the fact that there
are no poles equal to zero. If a pole is zero, this upper triangular part will have a zero block and
two other blocks of rank 1. Thus the matrix is represented with the same amount of information, so
that the algorithm has to be adapted, but it will still have the same complexity.
If the poles are not zero, but become small, the rank 1 condition will be almost violated, which
will lead to numerical rounding errors. The numerically stable variant does exist, but it is however
much more involved in general, so we will describe it elsewhere.
For a matrix S= tril(uvH ) + triu(rqH ; 1), the updating goes as follows. Suppose we have already
the matrix S+ A of size 3 and we add new data (w3; )3; z3):

w3 z3
‖w2‖ u0 Tv0 + )0 r0 Tq1 r0 Tq2
u1 Tv0 u1 Tv1 + )1 r1 Tq2
u2 Tv0 u2 Tv1 u1 Tv2 + )2

 :
There are 4 vectors involved in the de0nition of the matrix S: u; v; q; r. At this stage we have a
vector u=[u0; u1; u2]T, and similarly for the other vectors. We shall transform this into a new vector
u′ = [u′0; u′1; u′2; u′3]
T and similarly for the other vectors. This transformation will be done in several
substeps. We shall have the successive transformations that build up u′ from u from top to bottom:

·
u0
u1
u2

→


u′0
u′′1
u1
u2

→


u′0
u′1
u′′2
u2

→


u′0
u′1
u′2
u′′3

→


u′0
u′2
u′2
u′3


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and similarly for the other vectors. The 0rst step is to de0ne a unitary matrix G1;2 =
[
c
− Ts
s
c
]
such
that
GH1;2
[
w3
‖w2‖
]
=
[ ‖w3‖
0
]
:
De0ne[
a b
e d
]
= GH1;2
[
z3 0
0 u0 Tv0 + )0
]
G1;2:
This is the principal 2 × 2 matrix in the following matrix which is the result of the similarity
transformation

u′0 Tv
′
0 + )0 r
′
0 Tq
′′
1 r
′
0 Tq1 r
′
0 Tq2
u′′1 Tv
′
0 u
′′
1 Tv
′′
1 + )
′
1 r
′′
1 Tq1 r
′′
1 Tq2
u1 Tv′0 u1 Tv
′′
1 u1 Tv1 + )1 r1 Tq2
u2 Tv′0 u2 Tv
′′
1 u2 Tv1 u2 Tv2 + )2

 ;
where
v′0 =− Tsv0; v′′1 = Tcv0; r′0 =− Tsr0; r′′1 = Tcr0
u′0 = (a− )0)= Tv′0; u′′1 = e= Tv′0; )′1 = d− u′′1 Tv′′1 ; Tq′′1 = b=r′0:
The next step is to do a unitary similarity transform on rows and columns 2 and 3 by a unitary
matrix
G2;3 =
1√
1 + |t|2
[
1 Tt
−t 1
]
; t =
)1 − )′1
Tv1u′′1 − Tq1r′′1
;
which results in

u′0 Tv
′
0 + )0 r
′
0 Tq
′
1 r0 Tq
′′
2 r
′
0 Tq2
u′1 Tv
′
0 u
′
1 Tv
′
1 + )1 r
′
1 Tq
′′
2 r
′
1 Tq2
u′′2 Tv
′
0 u
′′
2 Tv
′
1 u
′′
2 Tv
′′
2 + )
′
2 r
′′
2 Tq2
u2 Tv′0 u2 Tv
′
1 u2 Tv
′′
2 u2 Tv2 + )2

 ; (A.2)
where
GH2;3
[
u′′1 r
′′
1
u1 r1
]
=
[
u′1 r
′
1
u′′2 r
′′
2
]
;
[
Tv′′1 Tv1
Tq′′1 Tq1
]
G2;3 =
[
Tv′1 Tv
′′
2
Tq′1 Tq
′′
2
]
; )′2 = )
′
1:
This type of transformation is repeated for the next pair of rows and columns, transforming the pairs
(2; 3); (3; 4); : : : ; (n − 1; n). The last step is in general to rename u′′n Tv′′n + )′n as u′n Tv′n + )n which is
obtained by setting u′n = u′′n and v′n = ()′n − )n + u′′n Tv′′n )=u′n.
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