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Introduction 
About eight years ago, we were wrapping up our master thesis titled The mind of the 
Neanderthals. Focusing on the cognitive aspects of the Neanderthal phenotype, we 
reviewed five models of the Neanderthal mind, both from a conceptual and an empirical 
point of view. For the latter, evidence for non-utilitarian (for lack of a better word) 
behaviour was assembled, and included burial contexts, attestations of pigment use, and 
so-called symbolic or non-utilitarian artefacts, assuming at that point that this sort of 
evidence would take us on the most direct path to the intricacies of Neanderthal 
cognition. As it turned out, the interpretation of the empirical data was difficult at best: 
apart from taphonomical issues, the central concept of symbolism, which is relatively 
straightforward in anthropological research sensu stricto seemed particularly hard to 
implement in Middle Palaeolithic contexts. 
In a paper published one year later and meant to summarise the findings of the 
thesis, the seed for what was to become the first chapter of this study was sown. When 
reflecting on the problematic notion of modern cognition, we suggested that 
recognising modern behaviour too (being the process that links the elusive cognition and 
the archaeological record) may not be as straightforward as it seemed. This was not so 
because of our inability to gauge past mental potential (i.e. the so-called Sapient 
Behaviour Paradox), but because a modern mind is capable of producing a staggering 
array of different behaviours, only some of which actually known to us through 
ethnographic or archaeological research. Therefore, Neanderthals may have had a 
modern mind (at some point), but may have used it to produce modern behaviour that 
has not been associated with modern humans so far, and thus would be characterised as 
different. As such, we wrote that 
[...] their modernity could have been expressed very differently. Clearly the 
definition of the term [modernity] to be used in archaeology (if it can and should 
Evolution, behaviour, and competition in MIS3 France 
2 
be used at all), and the way it can be detected, needs to be re-evaluated (Jehs 
2004:91). 
This study began in 2005, in rather difficult circumstances. In the years prior, we 
applied several times for a fellowship, each time without success. Therefore, as the only 
remaining option was to fund the research ourselves, we took a part-time job in a 
department store. The 5th year, we were awarded with a so-called Special Ph.D. 
fellowship which allowed us to do research on a full-time basis, unfortunately without 
bench fee. The last, sixth year was again funded personally. Obviously, the restrictions 
that came with this situation definitely (and unfortunately) influenced what could be 
done: like conferences for example, a foreign stay was out of the question; also, time 
turned out to be a particularly rare commodity. As such, we would have liked to go 
deeper into several issues (e.g. the characteristics and criticisms of each of the 
evolutionary approaches to behaviour and culture, their uses in archaeology, ...), while 
we would have greatly appreciated the opportunity to spend more time on the last step 
of the writing process, i.e. updating and integration. For financial reasons however, 
taking that time was no longer feasible. As such, as the reader will notice, the study 
remained quite “organic” in nature, largely preserving the pacing of the actual work 
being done. As a result, the general chapters were not written with the conclusion (nor 
the particulars of the case study) in mind. Therefore, they may lack “polishing”, 
containing information that at hindsight was not necessary at that level of detail, or at 
times, sections that we now deem not detailed enough. We believe however that this 
may not be a bad thing, because it precludes too much interpretation and data selection 
early on in the “story”, and because it showed my learning curve. The same is also true 
for the archaeological data gathered from excavation reports and faunal analyses (cf. 
the “Site Catalogue” pdf-file), as we had no idea whether certain data would be available 
for enough entries to be useful in the subsequent statistical analysis (and indeed, a lot of 
it was not). In this case, we could easily have deleted the superfluous data, but chose to 
leave visible how much of it had necessarily gone unused. The empirical poverty of data 
extracted from late Pleistocene sites (which is all the more apparent when data 
belonging to a large group of sites is to be analysed as a whole) nicely complemented 
the finding that even a conceptual transfer of a model designed for use in ecological 
time to a Pleistocene archaeological context, is generally not possible. 
As the reader will notice, the first chapter starts with a follow-up on the citation 
above by arguing that indeed, the concept of modernity has outlived its usefulness, 
rendering the thorny issue of a Neanderthal modernity (cognitive or behavioural) 
irrelevant while pleading for the investigation of adaptive or other behaviour at a 
regional rather than a continental scale. The latter is of course far from new, and that 
fact exactly makes the resilience of a typological concept as coarse-grained as modernity 
Introduction 
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in current palaeoanthropological discourse, even when used between quotation marks, 
all the more staggering.  
In the second chapter, we turn to what we considered a better and more universal 
conceptual framework for the description – and this the modernity concept cannot 
offer – and interpretation of Late Pleistocene hominin variability, i.e. evolutionary 
theory. More in particular, we review existing evolutionary approaches to behaviour 
and/or culture - not exhaustively (the literature is too vast to do so) but with the 
application of the approaches to the (Pleistocene) archaeological record, and the 
selection of one of them for our case study, in mind. Ultimately, the one we picked out 
was Optimal Foraging Theory, and the Basic Prey Model in particular.  
Chapter 5 deals with the theoretical background of the model, its implementation in 
ecological, ethnographic and archaeological contexts, as well as the intricacies of using 
it in a Late Pleistocene context. To that end, we first had to sketch the wider background 
against which the modernity debate and our MIS3 case study were to be set. This 
background includes the environment proper (Ch. 3), as well as human morphological 
and cultural change (the MUP transition), and other phenotypic differences between 
both hominin groups such as foraging, diet, mobility, and technology (Ch. 4). These 
differences, or at least, what could be considered as secure knowledge on variability at 
the (sub-)species level, were necessary to establish whether the same version of the 
prey choice model could a priori be applied to both hominin phenotypes at the Middle to 
Upper Palaeolithic transition in Europe, and whether enough information was available 
to ascertain to what extent the model's operational assumptions were met. 
The final chapter, Chapter 6, contains the actual case study, i.e. an attempt to test the 
hypothesis of competition during the MUP transition in France by using the qualitative 
predictions of the basic prey model. As such, it also tries to enrich the wider co-
existence debate. Finally, and at the same time, we set up our statistical analysis in such 
a way that, informally, some insights could be gained on the potential and limitations of 
the prey model in Late Pleistocene Europe. 
 
 

  
Part 1 – The modernity concept and the 
evolutionary view 
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Chapter 1  
Rethinking the modernity debate 
The major criterion for the introduction or the 
continuance of a concept should be […] that it has 
empirical validity […] or theoretical utility (Hsu 
1964:174). 
 
Behavioral modernity has been a useful concept […] but 
we now need to go further (d’Errico 2003:200). 
1.1 Introduction 
About 45 years ago, Hsu (1964) advised to abandon simple dichotomies in anthropology 
such as the opposing concepts of primitive and civilized, in favour of more refined ways of 
classification. As he explained,  
In the science of man, as in all sciences, terms or concepts are essentially means of 
classifying data or points of reference around which the data may be organized so 
as to achieve an empirically descriptive picture to enable one to grope for some 
theoretically based insights into the data (Hsu 1964:174). 
His analysis of a number of anthropological studies appearing over a period of 10 
years prior to the publication of his paper indicated that the use of the term primitive 
carried unwarranted connotations of inferiority, thus being “politically incorrect”. 
Probably more pertinent from a scientific point of view, he demonstrated that the 
concept lacked both empirical validity and theoretical utility, necessitating its 
abandonment. Interestingly, Hsu supported the continued use of the dichotomy in the 
Evolution, behaviour, and competition in MIS3 France 
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field of palaeoanthropology (1964:174), which was not an unreasonable proposition 
given the state of knowledge at that time. However, for the last twenty years or so, the 
dichotomy, now in the form of primitive vs. modern has been the object of criticism in the 
latter field as well (d’Errico 2003:199-200; Shea 1998:S60; Stringer 2002:574-576; Davies 
and Underdown 2006), albeit still without leading to an explicit and complete rejection 
(see e.g. the review article by Nowell 2010). In fact, the modernity concept is currently 
either used in a metaphorical rather than a strictly scientific way (as such, the word is 
often typographically stressed, see e.g. Zilhão 2007), or in a more refined and thus less 
debatable way (e.g. Soffer 2009)1. To be sure, the dichotomy, and the concept of modern 
in particular, has been very useful as a simple, yet effective means of uncovering and 
describing the morphological, behavioural, and cultural variability evident in the 
hominin palaeontological and archaeological records, i.e. as an analytical unit. This 
success, but also the opinion that we lack better alternatives have kept researchers 
clinging to the modernity frame of reference, in spite of their recognition of its 
limitations, and in spite of their replacing the term modern by (if anything, even more 
inadequate) surrogates such as fully human (Duff et al. 1992:213), fully cultural and truly 
human (Holliday 2003:640) or fully symbolic sapiens behaviour (Henshilwood and Marean 
2003:644).  
When focussing on Europe, which will be the wider area in which our case study will 
be set, the problematic nature of the modernity concept has become evident in the case 
of Neanderthal studies in general (see also Davies and Underdown 2006), but even more 
so for those situated within the timeframe of the so-called Middle to the Upper 
Palaeolithic (MUP) transition, dated to around 40 Ka BP. This spatio-temporal setting 
was long considered as marking an event known as the Human Revolution (see e.g. 
Mellars and Stringer 1989), i.e. a sudden explosion of what was considered to represent 
modern behaviour. The search for a description of human2 variability prior and during 
this event has predominently been channeled into a description of Neanderthal 
behaviour using the species best known to us as the norm: ourselves. As such, the 
characteristics that were perceived of as essential, as the package that makes us what 
we are, became entrenched in the concept of modernity (Mellars 1991). Because of its 
elegant simplicity, and probably at the same time because of the critical remarks it had 
to endure, the concept spawned quite a debate (Bar-Yosef 1998; Chase & Dibble 1987; 
d’Errico et al. 1998; Duff et al. 1992; Graves 1991; Hayden 1993; Knight et al. 1995; Lindly 
and Clark 1990; Mellars 1991; Mellars and Stringer 1989; Mithen 1996; Renfrew 1996; 
 
                                                     
1 We might add that the use of the dichotomy represents yet another example of typological thinking (see 
Weiss and Lambert 2010) that proves to be very persistent in the face of its inherent difficulties. 
2 In this thesis, I will use the term human as an adjective of Homo. As such, it will relate both to Neanderthals 
and H. s. sapiens. 
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Roebroeks 1988; Shennan 2001; Wadley 2001; Zilhão 2007; Zilhão and d’Errico 2000). As 
along the way, the existing concept was perceived as being too Eurocentric, focus 
expanded to include Africa as well, such that after modification it became relevant for 
the transition of anatomically to behaviourally modern humans as well (Barham 1998, 
2002; Barham et al. 2002; Brooks et al. 1995; d’Errico et al. 2001; Henshilwood et al. 2001, 
2002; McBrearty and Brooks 2000; Yellen et al. 1995, Zilhão 2007). More recently, it has 
been deployed in an Asian context as well (James and Petraglia 2005, Norton and Jin 
2009, Zilhão 2007). 
We will argue in this chapter that modernity is indeed a problematic concept, hardly 
able to satisfy either of the requirements a scientific concept needs to possess according 
to Hsu (1964:174), i.e. empirical validity and theoretical utility. To that end, we will 
briefly indicate the essentially empirical arguments that have been raised against it. We 
will then try to add to the debate by looking at the theoretical aspects from a 
conceptually integrated (i.e. evolutionary) perspective. The latter will be kept very basic 
in this chapter, as this is we believe, is enough to confront the modernity metaphor and 
expose its shaky evolutionary logic. However, it will be clear that a more complex 
approach will be needed if we are to search a replacement for the modernity frame of 
reference within evolutionary theory. Discussed in the following chapter, that approach 
is undoubtedly more fuzzy than a simple dichotomy, but hopefully more useful in terms 
of our need for a frame of reference able to describe (as well as explain) late Pleistocene 
human variability. 
1.2 Morphology 
The concept of modernity has appeared in different but complementary research fields 
of Palaeolithic anthropology sensu lato, such as biological anthropology and (cognitive) 
archaeology. Perhaps somewhat artificially, the concept can be thought of a having a 
morphological, a cognitive, a behavioural and a cultural facet. Of these, the first stands 
out to some degree, and not only because the latter three are hardly ever distinguished 
(as we shall see, they are indeed very hard to disentangle). 
Although biological anthropologists do contribute considerably to the modernity 
debate (e.g. Schmitt et al. 2003), one of their major research questions targets the 
taxonomic relationships between hominins, in our case Neanderthals and H.s. sapiens. As 
such, it is our perception that the term modern, featuring in the common name for our 
species, is less loaded than elsewhere: as a species, modern humans or H.s. sapiens are 
Evolution, behaviour, and competition in MIS3 France 
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discerned morphologically on the basis of unique or derived features. Though obviously 
subjective, calling these features modern is fairly unproblematical at first sight, as any 
other hominid (or species, for that matter) is distinguished by exactly the same 
criterion. This goes hand in hand with searching for characteristics shared with other 
species (i.e. primitive or ancestral characteristics), thus allowing for the construction of 
phylogenetic relationships. From an evolutionary viewpoint, some of these 
distinguishing attributes are considered to have been adaptive, i.e. at some point having 
led to greater reproductive success in the environment (the latter including both 
ecological and behavioural or social variables [Klein 1999:386-393; Pearson 2000]) the 
organism inhabits, whereas others, without apparent adaptive value, are ascribed to 
processes such as genetic drift. 
However, upon closer study a theoretical issue becomes evident, making the case for 
a continued use of the concept of modernity in this context somewhat less convincing 
(contra Stringer 2002:576). According to the orthodox Neo-Darwinian view, evolution by 
means of natural selection is a dynamic, gradual, continuous and fuzzy process, as 
derived phenotypic characters of new groups originate out of the extant genotypic 
variability within their ancestral population. As pointed out by others, matching this 
fact to a static and discontinuous concept such as species (which requires defining 
typical representatives) can be problematical (Henneberg 2006; Stringer 2002). In fact, 
what appears here is the difference between the outdated typological species concept, 
which in philosophy (and arguably in everyday thinking as well) takes the form of 
“natural kinds”, and the biological species concept, the latter being in line with the 
“populational nature of species and with their evolutionary potential” (Mayr 2001:180-
186). When 
species are studied over geographical space, it is found that most of them consist 
of numerous local populations that differ either slightly or more drastically from 
each other. Such an assemblage of populations distributed in geographic space is a 
species taxon, as defined by the biological species concept (Mayr 2001:185). 
Morphological and behavioural differences alone make it very hard to ascertain 
whether or not two populations belong to different biological species when their 
territories do not overlap (i.e. when they are allopatric), as this precludes applying the 
criterion of reproductive compatibility. The problem is obviously even more pertinent 
in the case of palaeontological populations as the members that were (partially) 
preserved typically belong to populations that are separated in space and time. 
Morphological differences, and these are indeed evident between the Neanderthals and 
H.s. sapiens (e.g. Hublin 1998, Stringer 2002, Trinkaus 2006), are then used to establish 
whether or not they are of a larger magnitude than one would find in the case of 
sympatric (i.e. with overlapping territories) species (Mayr 2001:185). As the latter points 
out, this process must remain somewhat arbitrary when dealing with living species, 
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which is certainly true in the case of extant populations. This has led to an important, 
but as yet unsatisfactorily dealt-with question: how should a modern human be 
demarcated and defined morphologically, assuming of course that this is possible 
(Athreya 2006; Trinkaus 2006:614)?3  
It is the same question, which can be found in a general form (i.e. including cognition, 
behaviour and culture) throughout the modernity debate. It is basically about the 
rationale and usefulness of designing and imposing a rigid and discontinuous concept to 
describe (diachronical) variability, when the latter is inherently continuous, or 
“intrinsically untidy” (Tattersall and Schwartz 2008)4. In fact, the answer is quite 
straightforward: the intention is to describe, and get a grip on that variability as simply 
and parsimoniously as possible. Obviously, the problem is that there is a trade-off: the 
more basic the framework we impose on reality, the farther away our model will be 
moved from reality. Depending on what we wish to investigate, this is troublesome to a 
greater or lesser degree. As such, being interested primarily in behaviour in this study, 
and knowing that the latter does not necessarily correlate with morphology (see Zilhão 
2007), we are rather apprehensive to actually object to the use of the term modern in the 
morphological domain at this point. Nevertheless, it remains noteworthy that in that 
field as well, the problem is felt and essentially the same. 
1.3 The Sapient Behaviour Paradox 
With noted exceptions (e.g. Mithen 1996, Wynn and Coolidge 2004), cognition has often 
remained ill-defined and underdeveloped in palaeolithic anthropology and the 
modernity debate. In most cases a certain, i.e. modern, level5 of cognition, often 
understood as intelligence (and more in particular, the spare capacity consciously 
available to its owner, as opposed the unconscious computational power enlisted for 
 
                                                     
3 As we shall see later on, this problem is aggravated further by the lack of univocal correspondence between a 
hominin species and its behaviour (Zilhão 2007). 
4 In fact, the same is said to be true of the typological approach to lithic material culture (Clark 2009). 
5 Interestingly, the notion of discontinuity is inherent to the word level. Technically, a reconciliation of 
discontinuity with gradual variation across a continuum remains possible, but requires the introduction of 
new concepts such as emergent behaviour, as applied to the Human Revolution by e.g. Fauconnier and Turner 
(2002). 
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processing sensori-motor information), is regarded as the prerequisite, the ability, or 
the potential to act in a modern way, without much further consideration. 
Conceived of this way, the concept of cognitive modernity can be meaningfully 
applied only in a very limited way, and on a general level, namely to extant modern 
humans. Specifically, all modern populations share the same general cognitive make-up 
(Brace 1995), the psychic unity of mankind if you will (Tooby and Cosmides 1992:79). When 
taking this a step further by attempting to trace back this aspect of modernity into our 
species’ past, eventually up to the point where it arose, we encounter what Renfrew 
dubbed the Sapient Behaviour Paradox, which forces us to realise  
[…] the impossibility, of observing potential or capacity or ability until it is 
revealed in performance/actuality/achievement (Renfrew 1996:11)6. 
This performance, or praktotype as he called it, should be understood primarily in 
terms of (material) culture. He presented his case by first arguing that the changes at 
the beginning of the Upper Palaeolithic can be thought of as less dramatic than those of 
the Neolithic. He went on by weighing present-day hunter-gatherer material culture 
against that of the Upper Palaeolithic. Both comparisons illuminated the temporal gap 
between the first expression and supposed achievement of modern ability or cognition 
(i.e. at the beginning of the UP), and its full expression, which leads Renfrew to question 
the utility and validity of the concept of potential/ability in archaeological contexts. In 
effect, the Sapient Behaviour Paradox shows that this theoretical construct set up to 
describe past reality, is inadequate. We agree that deriving cognitive potential from 
archaeological data is indeed problematical, and definitely so when it is required to 
mark a rubicon in a context as complex as the MUP transition. This is why it is 
unfortunate that even the comparatively few, but nonetheless important exceptions 
that do seek to build a more comprehensive and sturdy model of hominin cognition (e.g. 
Wynn and Coolidge 2004), often seek to align themselves with the Revolution Model. 
 
                                                     
6 For remarks along the same line, see also Mellars (1991:70), Stiner (1993:73), Féblot-Augustins (1997:237-238), 
and Stringer (2002:575)  
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1.4 Empirical validity 
1.4.1 The Behavioural-Trait Approach 
If, from within the modernity frame of reference, cognition is in most cases intimately 
connected to behaviour and culture as an ability to make the latter possible, a diffuse 
intertwining is even more evident for the latter two (e.g. Bar-Yosef 2002). Together, 
they are taken to make up material culture, as well as those aspects of the organism, in 
casu a Neanderthal or an anatomically modern human, that are morphological nor 
cognitive in nature. The problem with modern cognition as explained by the Sapient 
Behaviour Paradox could be circumvented as some sort of epistemological limitation to 
our knowledge of the deep past, by simply abandoning the search for potential in favour 
of that for actualisation, keeping in mind that the latter is necessarily a conservative 
approximation of ability.  
Detecting a modern performance in the archaeological record however, requires us 
to know what to look for7. Two solutions to that problem have been proposed: using 
either symbolic reference as a proxy for modern behaviour (see e.g. Duff et al. 1992), or 
the so-called Behavioural-Trait Approach (Wadley 2001). The combination of both is 
common as well (e.g. Bar-Yosef 2002), as the use of symbols can be regarded as one of 
the elements on the trait list. In the following sections, we will argue that both 
heuristics either lack the possibility of adequate empirical testing, or have a doubtful 
theoretical foundation. Moreover, as both have matured under the wings of the 
Revolution Model, they are not actually equipped to handle the evidence for what they 
necessarily consider to be “early signs” of modernity, or what we like to call, 
“modernity singularities” (which are obviously interesting phenomena in their own 
right). 
The former method, coined Shopping-List Approach by Wadley (2001:207), basically 
consists of drawing up a list of supposedly modern features (of a behavioural or material 
nature), which are subsequently searched for in the archaeological record (Bar-Yosef 
2002:364-369). Its flaws have been dealt with extensively by others (d’Errico 2003, 
Henshilwood and Marean 2003, Wadley 2001), so going into much detail is unnecessary 
here. In short, its main shortcomings are these: initial lists, which varied somewhat 
depending on the scholar, were distinctly Eurocentric in nature. They were grafted on 
the changes observed at the beginning of the UP (see Mellars 1991:63-64), which 
 
                                                     
7 For some pertinent theoretical considerations regarding the question of how to actually deal with potential 
evidence for such actualisation, see Chase and Dibble (1992:45-47). 
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especially because of its marked outbreak of both portable and parietal “art”, naturally 
lent itself to being viewed as the earliest occurrence of modernity. McBrearty and 
Brooks (2000) attempted to remedy this by compiling a list that specifically targets the 
African record. Nevertheless, some features that seemed to be intuitively 
straightforward at first, turned out to be more difficult to operationalise than expected 
(e.g. standardisation of tools, see Marks et al. 2001 and associated comments). 
Secondly, it has become clear that the elements on the modernity list are not 
represented in the monolithic way as suggested by the Revolution Model: not only are 
some of them lacking from certain UP groups, they are even absent from several extant 
hunter-gatherer groups (e.g. blade debitage, Bar-Yosef and Kuhn 1999:323). Moreover, a 
lot of them are clearly attested in the archaeological record (long) before the onset of 
the UP (see also d’Errico and Stringer 2011), e.g. blades and microblades (Bar-Yosef and 
Kuhn 1999, Johnson and McBrearthy 2010), bone tools (Brooks et al. 1995; Yellen et al. 
1995, d’Errico and Henshilwood 2007), hafting (Boëda et al. 1998, 1999; Grünberg 2002; 
Mazza et al. 2006), the use of pigment (Hovers et al. 2003), and non-representational 
markings (d’Errico et al. 2001; Henshilwood et al. 2002). As Soffer aptly described the 
problem, 
These criteria are more than slippery because they are neither universal nor 
eternal (Soffer 2009:45). 
When browsing through this subject matter (Bar-Yosef 2002:364-369; d’Errico 2003; 
d’Errico et al. 2003; Jehs 2003; McBrearty and Brooks 2000; Mellars 1996:366-391), one 
feels compelled to ask how many elements actually need to be present in order to infer 
modern behaviour: by demanding a specific package of characteristics to be present 
(like those emerging at the UP), the question of how to interpret the older modernity 
singularities becomes ever more relevant. Explaining them as singular expressions of a 
pre-existing ability for modernity would turn the Cultural Revolution into an evolution. If 
so, while we would never be able to put our finger on the actual formation of the 
required mental architecture (because of the Sapient Behaviour Paradox), the problem 
remains as to why it would have taken so long for the full package to coalesce, given the 
inherent connection between modernity and superiority. Marginalising this difficulty, 
and especially the problem of a Neanderthal modernity (cf. infra) by reserving the term 
Upper Palaeolithic/Later Stone Age (and therefore, modernity) for those new regimes 
that originated from the MP or MSA and went on to result in a lasting phenomenon 
(Bar-Yosef 2002:381-382), feels like an exercise in semantics, not an actual option. 
These considerations of the Behavioural-Trait Approach announce the rather 
rhetorical question: can (new) material culture (Wadley 2001:207) or a certain kind of 
behavioural attribute, dietary specialisation for example (Stiner 1993:66-67), be used as 
a proxy for modernity at all? Moreover, how do we choose the criteria for accepting any 
given trait, without falling victim to circular reasoning, as d’Errico appropriately asked 
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(2003:189-190)? According to Tooby and Cosmides (1992:64), behavioural categories 
appear to be a notoriously bad guide to the universal features of a given species, and 
indeed, some behavioural distinctions between Neanderthals and modern humans have 
been found to take the form of differing frequencies of behavioural variants, rather than 
differing variants (Stiner 1993:64, 74, see also Zilhão 2007). However, as the basis for the 
latter is to be found in genetically encoded cognitive mechanisms or information 
processors (Tooby and Cosmides 1992:64), it remains more than reasonable that at least 
some of the latter are indeed species-typical8 (Mellars 1996:366-368). In the case at hand, 
the traits on the list have been taken to imply that Neanderthals displayed less foresight 
and planning depth than their modern counterparts, but whether this is the case, and if 
it were, whether it represents a mental constraint on the part of the Neanderthals, is far 
from resolved (Bar-Yosef 1998:154-155; Coolidge and Wynn 2004; Hayden 1993:115-117; 
Mellars 1991:70-71; Roebroeks et al. 1988; Schlanger 1996; Wynn and Coolidge 2004). 
1.4.2 Symbolic reference 
Symbolic reference, the second proxy for modernity, requires a referent or sign, for 
example an object, a gesture or an utterance, and a referree, that which is referred to 
(Duff et al. 1992:212). Basically, the relationship between both can exhibit three levels of 
abstraction, corresponding to three kinds of signs. The first one is the icon, linking sign 
and referree by resemblance. The index represents the second level, at which the 
referree and the index directly relate to each other without the constraint of 
resemblance, e.g. by way of a temporal or causal link as in smoke and fire. The symbol, 
representing the third and highest level of abstraction, is clearly special, as its 
relationship with whatever it refers to is completely arbitrary (but obviously agreed 
upon). As symbolic reference can be securely tied into particular changes at the onset of 
the Upper Palaeolithic, it is also assumed to be pervasive in all extant human cultures, 
ostensibly making it a necessary and sufficient precondition for modernity (Chase and 
Dibble 1987, Duff et al. 1992, Lindly and Clark 1990, Zilhão 2007). Succinctly put,  
symbolism is considered important because of its necessarily arbitrary nature, 
allowing association of meaning to take place apart from ‘reality’. The ability to 
abstract is taken to be a uniquely human characteristic. To be able to identify 
evidence of symbolic behaviour is to be able to fix, in time and space, when and 
where we became fully human.” (Duff et al. 1992:213) 
 
                                                     
8 The question obviously remains whether Neanderthals and modern humans are indeed two separate species, 
or merely two populations of a single species. 
Evolution, behaviour, and competition in MIS3 France 
16 
As we saw earlier, Renfrew (1996) has already put the last part of this statement into 
perspective. As far as considering the ability to abstract to be uniquely human (read: 
modern) is concerned, it should be noted that symbol use doesn’t seem to be restricted 
to our species. Great apes, and chimpanzees in particular are capable of using symbols 
(McGrew 1991:15, but see Pinker 1994:343-351, for a cautionary note on language), 
though creating symbols seems to be beyond their reach.  
There is a more immediate difficulty, which is imbedded into the make-up of this 
approach. The distinguishing quality of a symbol is its arbitrary link with the entity it 
refers to. Consequently, symbol theory may prove highly productive in the hands of 
cultural anthropologists, as the meaning of a sign and its level(s) of abstraction can 
either be communicated to, or deduced by the researcher. Prehistorians, on the other 
hand, face the daunting task of figuring out by themselves, whether an icon or an index 
also has a symbolic component (see the discussions about the meaning of cave art, for 
example Mithen 1990:226-255), and in the case of a purely non-figurative feature, if we 
are dealing with a sign in the first place, rather than a doodle. Obviously, taphonomic 
and microscopic analyses are indispensable first steps (e.g. Gautier 1986, d’Errico and 
Villa 1997), but even after having established the intentional nature of an alteration, 
would it by definition be impossible to separate a symbol from a doodle. However, 
patterning of certain signs or designs limited in space and time may be expected to 
point to the existence of symbolic reference, because it would presuppose an 
information flow between multiple persons (Chase 1991), which agrees well with the 
communicative function of symbols. This empirical guideline for uncovering symbolic 
reference happens to correspond with Wadley’s (2001; see also Henshilwood and 
Marean [2003] and Zilhão [2007]) concept of modernity: the use of symbolic reference to 
organise behaviour (or differently put, the storage of symbolic information outside the 
human brain). 
For several reasons however, discussed by Duff and co-workers (1992:214) and 
including preservation and low population densities, this criterion may be impossible to 
meet for the time period under consideration, even if symbolic reference actually 
occurred in a patterned way in the deep past. These authors go on to argue in favour of 
isolated cases, because those allegedly are the only remnants of those once widespread 
patterns. These cases include the so-called symbolic artefacts (incised and perforated 
bone, worked fossils, minerals, wood, and stone) the practising of burial and ritual in 
general, art, style/imposed form, and language (see e.g. Bednarik 1992,1995; Chase and 
Dibble 1987; d’Errico 2003; d’Errico et al. 2003; Jehs 2003; Mellars 1996:367-391 for 
summaries). Unfortunately there is no way of telling whether their claim has any 
general or even particular validy as it cannot be falsified. While I concur with their 
argument that one accepted case of symbolism pre-dating the UP would indeed 
disprove the theory that symbolic expression did not occur before the UP (Duff et al. 
1992:214), having to deal with isolated cases only is what has prevented one from 
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accepting a single example of symbolic reference in the first place. In other words, one 
accepted case of symbolism would consist of multiple individual expressions, restricted 
in space and time, which Duff and co-workers themselves admit is both unlikely and (at 
the time of their writing) unattested. Contrary to Hovers and co-workers (2003), a case 
of color preference in pigments, although suggestive of a non-utilitarian function, does 
not constitute uncontestable proof of symbolism. Worked lumps of pigment point to 
symbolic reference only indirectly (if they do so at all), inviting speculation and 
uncertainty about their actual function(s): ignoring possible utilitarian uses (such as a 
component of hafting material, e.g. Lombard 2007), there is still a chance that a mere 
aesthetic appreciation, for which ample evidence exists in the form of colourful 
minerals and fossils recovered from archaeological sites, acted as the sole generator for 
the observed pattern of color selection or preference (Duff et al. 1992:224). A similar feel 
for aesthetically pleasing (abstract) imagery might account for the engraved ochres 
found in Blombos cave as well (Henshilwood et al. 2002). 
One class of artefacts that comes closest to escaping this line of reasoning, i.e. that 
may indeed be a sound indicator of symbolic reference in the Palaeolithic archaeological 
record, while at the same time dating back to pre-UP/pre-LSA times, are beads, because 
of the numbers and patterns in which they have been found. Presumably, they 
functioned as elements of personal decoration, and, again presumably, in that capacity 
they signalled personal or group identity (Kuhn et al. 2001, Henshilwood et al. 2004, 
Soffer 2009, Vanhaeren and d’Errico 2006, Zilhão 2007, Bouzouggar et al. 2007, d’Errico 
et al. 2009). At best, if all other indications for symbolic thought (e.g. MP burial9) before 
the Human Revolution are rejected, this leaves us, as was the case with the Behavioural-
Trait Approach, with the existence of a modernity singularity pre-dating the Upper 
Palaeolithic.  
In effect, assuming that the cognitive substrate was present the moment a certain 
modernity singularity appeared, and that this substrate remained present in the 
population, what we need to explain from the point of view of the modernity frame of 
reference, is why such singularities fluctuated in and out of existence. As noted by 
 
                                                     
9 It is interesting to note that Fauconnier and Turner (2002:204-206), mentioned above as the engineers of a 
theory that merges gradual change with punctuation, consider burial to be a modern behavioural pattern, 
provided that the underlying reasoning would be guided by the concept of “living with the dead”. As a similar 
explanation has been suggested several times by others (e.g. Chase and Dibble 1987:276), I consider Mellars’ 
(1996:381) statement to represent a common opinion: “At the very least we must assume that the act of 
deliberate burial implies the existence of some kind of strong social or emotional bonds within Neanderthal 
societies, which dictated that the remains of relatives or other close kin should be carefully protected and 
perhaps preserved in some way after death.”. This fits the requirement by Fauconnier and Turner perfectly, 
which would mean that the the concept of modernity understood this way would be applicable to the pre-UP 
or pre-LSA time frame, and both to Neanderthals and (anatomically) modern humans. 
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others, large enough population densities (Norton and Jin 2009:247, Shennan 2001) may 
very well be such a trigger, but separating cause and effect when looking for associated 
changes in such tightly knit areas as food acquisition strategies, social organisation (see 
Wadley 2001, Henshilwood and Marean 2003, and the institutionalised intersubjectivity 
as described by Soffer 2009), division of labor (Kuhn and Stiner 2006) or mobility 
patterns is no straightforward task (see also Zilhão 2007, Weiss and Dunsworth 2011). In 
any case, one should ponder the value of a concept meant to differentiate one (sub-
)species from another, when it can apparently only be used to tell apart performances 
that depend on factors such as demography rather than cognitive potential. 
1.5 Theoretical utility 
1.5.1 Variability and evolution 
In the previous sections, we gave a very succinct overview of the way the modernity 
concept has been operationalised in palaeoanthropology by drawing attention to the 
most pertinent and general problematic features. These empirical difficulties have been 
exposed by others on numerous occasions; as such, for more in-depth treatments of 
individual issues we refer to the respective citations in the text.  
In this section we take a step back, outside the confines of the modernity frame of 
reference, in search of another paradigm from which to scrutinise the latter’s 
theoretical basis. We chose the theory of evolution to be that other point of view: it 
constitutes the very basis for the study of life and its staggering variability in particular, 
and moreover, it forms the basic frame of reference of (at least biological) 
palaeoanthropology.  
As such, an evolutionary perspective may provide us with a universal and more basic 
background compared to the quadruple set of morphology, cognition, behaviour, and 
culture we discerned earlier, in the form of the dual concepts of genotype and 
phenotype. While the genotype refers to the genetic make-up of an organism, its set of 
genes, the phenotype, defined as the  
[…] manifested attributes of an organism, the joint product of its genes and their 
environment during ontogeny (Dawkins 1982:299) 
encompasses and bundles the former four categories, however with the added 
implication that all four are intertwined and feeding back to each other, while 
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interacting with the ecological and sociocultural environment (see also Deacon 1997; 
Gibson 1996), as well as the genotype. 
For our purposes, we wish to discern two kinds of phenotypic variability10. The first, 
discussed in this section, stretches out over large time spans involving alterations of the 
genotype caused by evolutionary processes. Of these, natural selection is the most 
important given the fact that, in our simplified frame of reference, it is the only process 
that can induce adaptive (as opposed to neutral or maladaptive) change, which is 
critical to the study of relevant interspecific variation (Chase and Dibble 1990:59). As 
evolution is basically the differential survival of alternative alleles (variants of a gene 
competing for their assigned place or locus at the chromosome), natural selection can 
only act indirectly on genes, by interacting with individual phenotypes. At that level 
and considered through time, evolution is nothing more than a continuous alteration of 
elements that are already there11, without any foresight or predetermined goal, and not 
necessarily leading to increasing complexity or progress. In the apt words of Lewontin 
(2000:88), 
Evolution is not an unfolding but an historically contingent wandering pathway 
through the space of possibilities. 
As we will argue, the modernity concept tends to violate this characterisation of 
evolution in a subtle way.  
No matter whether Neanderthals and modern humans represent two populations of a 
single species, or two different species, and no matter to what extent interbreeding 
between both occurred, they may be considered as having walked diverging 
evolutionary paths since the moment both split off from their mother population, 
although this divergence does not need to be interpreted as absolute. One simply needs 
to take a look at their respective morphology to recognise that each population adapted 
over time to its specific environmental (sensu lato) settings, and therefore, that genetic 
variability between both existed, and most likely surpassed that within the respective 
populations. So, even if it were possible to define a modern phenotype based on what is 
typical for us H.s. sapiens (to which we will come back later), that definition would 
logically be inseparably connected to H.s. sapiens, obviating the possibility (indeed, the 
need) of applying it to Neanderthals or any other animal with a distinct evolutionary 
trajectory, despite the inevitable existence of shared phenotypic features. 
 
                                                     
10 Actually, we are stating here and in the next section, that organisms or phenotypes are determined by both 
their genes and by their environments. Although we use the notion of phenotypic variation rather 
metaphorically, such that random processes are not relevant to our argument, it would be more accurate to 
identify developmental noise (see Lewontin 2000:36-38) as a third source of variation between phenotypes. 
11 These existing elements may have arisen through processes other than natural selection, such as mutation. 
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Still, in the modernity debate, the question of Neanderthal modernity is both 
considered legimitate and common, as if an embryonic or partly developed state of 
modernity can be found in species or populations other than the one on which the 
concept was based, and as if modernity or the modern cognition underlying it, can be 
considered an independent norm which only modern humans (fully) attained. Arguing 
from an evolutionary point of view, we believe it is debatable to apply the comparative 
method in such a way that certain characteristic features of a population can be 
understood as scaled down versions of the (modern human) norm. They may, but that 
cannot be assumed a priori12.  
Traditionally archaeologists, and given the considerable time depth involved, those 
studying the Palaeolithic in particular, have tended to interpret variability in a 
diachronical way, as developing through time in a largely progressive and mostly 
discrete manner towards increasing complexity (Mithen 1996, Rowley-Conwy 2001:44, 
see also d’Errico 2003:199). With some exceptions (see e.g. Smith and Szathmáry 1999, or 
Mayr 2001:234239), progress or increasing complexity is not a product of natural 
selection (Rosslenbroich 2006)13, as the latter leads only to adaptation14 to specific 
environments that never remain constant when viewed over long enough periods. As 
far as evolutionary biology is concerned, if there is progress in evolution, it is never 
teleological (Mayr 2001:237), but rather 
a tendency of lineages to improve cumulatively their adaptive fit to their particular 
way of life, by increasing the number of features which combine together in 
adaptive complexes (Dawkins 1997:1016, as cited by Mayr 2001:237, italics mine) 
 
                                                     
12 This is somewhat similar to the assumption of the SETI project, i.e. that extra-terrestrial “intelligence” 
exists, in a form comparable to that of modern humans, such that some form of mutual understanding would 
be possible. 
13 Progress and complexity also figure prominently in ill-understood notions of evolutionary theory (Gee 2002; 
Nee 2005), and share a close connection with the idea that other species may be classified according to the 
degree to which they approximate us, which presents an unfortunate return to the indeed disturbingly 
resilient idea of the Great Chain of Being (Nee 2005, Pinker 1994:352-359). According to this pre-Darwinian 
representation of the world, everything in nature has a fixed place within a hierarchical system with God on 
top, underneath him the angels (current incarnations however have been stripped from these religiously-
inspired upper echelons), and still further down ourselves, the different animals (hominins first), plants, and 
finally inanimate matter. The link between such a notion and those of hierarchy, progress, complexity and 
scalability is clear.  
14 Adaptation can be described as a “property of an organism, whether a structure, a physiological trait, a 
behaviour, or any other attribute, the possession of which favors the individual in the struggle for existence 
[...] most such traits were acquired by natural selection or, if they arose by chance, their maintenance was 
favoured by selection“(Mayr 2001:165).  
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However, and here the uneasy tension between behaviour and culture appears, this 
does not mean that the notion of increasing complexity cannot be defendable in cases of 
material culture. When comparing lithic technologies in human evolution, for example, 
it is clear that the chaîne-opératoire of an Oldowan stone tool is much simpler than that 
of prismatic blades. Relevant for our discussion is whether the same is true for prismatic 
blades and levallois-based artefacts (Schlanger 1996), and particularly whether or how 
complexity at such a (material) level should subsequently be interpreted in terms of 
behavioural or cognitive complexity (see also Davies and Underdown 2006). As an 
example of how tightly knit the notion of teleology/scalability and progress/complexity 
has become in Palaeolithic anthropology, it has been argued that Mode 3 technologies 
were more important to the origin of our species (and therefore modern ability and 
behaviour) than those of the subsequent Mode 4 (Upper Palaeolithic or Late Stone Age), 
which opens the door to modernity – initially (meant as) a modern human prerogative - 
for other hominins such as the Neanderthals (Foley and Lahr 1997). 
A third consideration revolves around the unique situation of the Neanderthals, our 
closest hominin relative. As mentioned in the last paragraph, they stand the most 
change of having “attained” modern cognition. This intuitive and intriguing possibility 
has been suggested by using both empirical heuristics mentioned previously. Although 
the underlying reasoning of the Trait-List Approach has been deemed problematic, it 
has nonetheless been used to argue in favour of Neanderthal modernity (d’Errico 2003; 
Hayden 1993), or at least a “Neanderthal version” of it (Jehs 2004, Hoffecker 2006). 
Likewise, and as far the so-called transitional technocomplexes such as the 
Chatelperronian and the Uluzian in Europe were of Neanderthal making, evidence for 
symbolic reference prior to the UP has been found in the form of beads, comparable to 
but different from similar attestations found among anatomically modern humans in 
Africa and the Levant (see Zilhão 2007 for a summary).  
The fact that behavioural characteristics between both species can overlap to such a 
degree, led Hoffecker (2006) to suggest that 
[…] Neanderthals are the least suitable nonmodern hominins on which to base a 
comparative definition of modernity. 
We could not disagree more: if modernity is really a definable concept that is supposed 
to set modern humans apart from other hominins, Neanderthals should on the contrary 
be ideally suited, exactly because of their close behavioural (and cultural) proximity: if it 
works for Neanderthals, it will work for any other hominin. The fact that this approach 
cannot be made to work (anymore), is very significant. As again d’Errico (2003:199-200) 
pointed out, having to acknowledge the possibility that another hominin displayed 
modern behaviour compromises the role of modernity as a marker for the modern 
human condition, which is especially striking when we consider the possibility that 
Neanderthal mental architecture may have been somewhat different than our own.  
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1.5.2 Variability and phenotypic flexibility 
The second kind of phenotypic variation we would like to discern originates with 
phenotypic flexibility or reaction norm, i.e. 
The amplitude of variation of the phenotype produced by a given genotype under 
different environmental conditions [...] (Mayr 2001:98-99). 
It allows organisms to tolerate (or swiftly adjust to) environments or situations that are 
either new, or quickly altering (e.g. seasonal temperature fluctuations, or more in 
general, stress) with a speed that cannot be matched by adaptation through natural 
selection. On a morphological level for example, athletes can (and purposely do) induce 
changes in their muscular and skeletal system by exposing their bodies to a special kind 
of (controlled) environment called training. Similarly, plasticity can produce a wide 
range of behaviours, including the adoption of new subsistence strategies in order to 
deal with a changing availability of food (Cronk 1991). Our highly developed capacity to 
learn from others (social learning), as opposed to trial and error further enhances our 
ability to adapt (Kameda and Nakanishi 2003). Such socially transmitted behavioural 
patterns, or culture (Alvard 2003), extend our behavioural flexibility even more, far 
beyond that seen in other animals. Culture can moreover be viewed as an inheritance 
system on its own (Boyd and Richerson 1985), adding to the already staggering diversity. 
Interestingly, not all of it is necessarily adaptive (much is neutral and some of it even 
maladaptive).  
Modernity as a concept must necessarily subsume an enormous cultural and 
behavioural diversity, from the present day hunter-gatherers to the average western 
household (see also Chase and Dibble 1990:59, Mellars 1991:70), as well as the variability 
displayed by the palaeolithic members of our species, who lived in environments 
without extant analogues (e.g. MIS3, see Steward 2005, or Guthrie 1990). While in 
theory, the ability to encompass these “endless forms” (Smith 2011) constitutes the 
power of the modernity paradigm, it leaves us with a frame of reference unable to move 
beyond a very general descriptive level. Such a general level would most likely take the 
form of ability, in which case the term becomes rather meaningless when applied to 
extant humans (Tooby and Cosmides 1992:64) and prehistoric humans (Renfrew 1996) 
alike. 
Kahn (2001:656-659) discusses the different meanings the term “modernity” has been 
infused with historically, as well as the way anthropologists envision it today. Typically, 
the concept covers only a small section of cultural variability (e.g. capitalism), while its 
application to different geographical realities even leads to the conception of multiple 
modernities. We therefore argue that the modernity frame of reference cannot be used to 
simultaneously describe (let alone explain) the origin of modern performance and any 
of the myriad subsequent manifestations with equal authority. As such, the assumption 
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that modernity provides an empirically valid and theoretically firm conceptual 
framework for the description of our species, past and present, or in other words, that 
modernity is a determinable feature of our species, should best be abandonned. 
1.6 Afterthoughts 
While the simple evolutionary logic we applied may have sufficed to bring out some 
inconsistencies between the modernity concept and evolutionary theory, and to 
question the formers theoretical utility, it will be clear that this basic evolutionary point 
of view would not do any better than the modernity concept in dealing with cultural 
expressions and their diversity, even if an extended phenotypic point of view (Dawkins 
1982) would be adopted. While they apparently find it difficult to separate behaviour 
from culture (especially if the latter is understood in non-material terms), 
archaeologists have understood very well that culture cannot be explained in mere 
biological terms, and as such, reductionist approaches are unlikely to have any appeal to 
them, or to the human or social sciences in general. Moreover, while evolutionary 
theory is in principle non-teleological, and generally unconnected to complexity or 
progress, there is no way around the staggering diversity and complexity, and 
occasional increases thereof, in human culture. 
However, this does not take away the fact that archaeologists’ frames of reference 
must be compatible with evolutionary theory, so it may pay off to start from there. As 
mentioned before, this body of theory was built to describe and explain variability, and 
it does so without elevating aspects of one species to the level of norm against which 
other life-forms are gauged in some way or another. Moreover, we may have to step 
back from our intuitive urge to search for and identify rubicons – which are plenty in 
archaeology – in favour of looking at adaptive phenomena (like the modernity 
singularities we mentioned earlier). We should investigate why they occurred (i.e. 
context specificity, see Clark 2009:34), obviously while recognising stochastic effects (i.e. 
historical contingency, see Clark 2009:34). In the case of two hominins with largely 
overlapping behaviours (one could envision them as frequency shifts within existing 
ranges of behavioural variation, see Stiner 1993:74, Adler et al. 2006, see also Chase 
1989), this could be a very productive strategy to arrive at a genuine comparative 
method. As such, a search for a suitable evolutionary model of behaviour and culture 
will be the theme of next chapter. 
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Chapter 2  
An evolutionary frame of reference 
Given all that has been written between the lines about 
the behavioral capacities of Neandertals and other 
archaic hominids – arguments that almost invariably 
equate “smartness” with adaptive advantage – a way of 
envisioning evolutionary differences without judgments 
of less versus more and progressions from incompetence 
to facility could be liberating (Stiner 1994:381) 
 
[...] the claim that the environment of an organism is 
causally independent of the organism, and that changes 
in the environment are autonomous and independent of 
changes in the species itself is clearly wrong. It is bad 
biology, and every ecologist and evolutionary biologist 
knows that it is bad biology (Lewontin 2000:48). 
2.1 Introduction 
In the previous chapter, we attempted to add to the modernity debate and the existing 
critiques of the modernity concept in particular, by questioning its empirical validity 
and theoretical utility. To do so, we started from a very basic evolutionary viewpoint, 
while suggesting that evolutionary theory could be used to redirect the most important 
part of the modernity debate: not the discussions about the concept itself (e.g. Nowell 
2010), but the actual hominin behavioural and cultural variability during the last 
interglacial-glacial cycle. While admitting that the simple evolutionary viewpoint we 
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used would be no better in dealing with that variability than the point of view provided 
by the modernity concept, we did suggest that the theory of evolution might be a good 
place to start our search for a new paradigm. This should not be interpreted as a mere 
call for consilience (Wilson 1998), i.e. “the interlocking or coherence of causal 
explanations across multiple problem domains” (Clark 2009:30). For one, and we 
mentioned this at the end of the previous chapter, we believe that any theory, model or 
frame of reference used to get a grip on hominin variability should at least be 
compatible with evolutionary theory, so the latter is at the very least a logical place to 
start. Moreover, Clark (2009:29-30) argues that consilience may be an answer to the 
prevalence of post hoc accommodative arguments in palaeoarchaeology, i.e. 
explanations developed after data have already been collected and analyzed to 
explain patterns detected in them[...]. There is a certain circularity to post hoc 
accommodation, and its research protocols tend to be wholly inductive. In 
consequence, it is only as convincing as the ingenuity of the investigator allows it 
to be. It can always be questioned by anyone inclined to reject the variables 
identified as ‘significant to measure’ or to disagree with how those variables are 
defined and measured. 
Post hoc accommodative argument sets the agenda for future research; it does not 
constitute a genuine test of an hypothesis. It is a weak form of inference because 
the research designs that incorporate it typically lack a deductive component that 
plays off pattern in unrelated data sets [...] against those in the primary area of 
inquiry (here archaeology). 
Clark points out that the problem is not easily resolved, not in archaeology, nor in 
other fields that lack a classic experimental approach. However, in his view, consilience 
could specifically target the absence of this deductive component to hypothesis 
formulation, and he highlights the fact that the  
unifying conceptual framework [to be used] must at least be consistent with the 
core tenets of evolutionary biology[...], yet be flexible enough to allow for 
investigation of the wide range of problems associated with ‘evolution and 
adaptive design in ecological context’ (Clark 2009:31). 
Clearly, this does not mean one has to resort to a reductionist stance: as we indicated 
at the end of the first chapter, this would go against the whole discipline of archaeology. 
Secondly, evolutionary theory was set up to describe and more importantly, explain, 
animal variability, allowing for an objective application of the comparative method. 
Thirdly, we believe that the evolutionary point of view opens up real possibilities of 
modelling the intricate interaction between behaviour, culture and environment, in 
contrast to the modernity concept where the former are hardly differentiated and the 
latter is seldom addressed in the entangled way allowed by an evolutionary reference 
frame. While this is probably regarded as a mere hypothesis by the majority of European 
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archaeologists at the moment, evidence for the potential of evolutionary models of 
behaviour and culture has been mounting in the wider field of anthropology, as we will 
see further on (e.g. Cannon 2003, Grayson and Delpech 1998, 2006, Simms 1987, Smith 
1991, Winterhalder and Smith 1981, ...). 
Still (and oddly), evolutionary theory has also been used in conjunction with the 
modernity frame of reference and the Revolution Model, e.g. by Mithen (1996), and 
unfortunately, it would seem that the modernity frame of reference will not be easily let 
go (see also the comments on Kuhn and Stiner 2006 as examples of that fact). Hill and 
co-workers (2009) for example deployed a more elaborate evolutionary model than the 
one presented in the first chapter, to argue for the existence of human uniqueness and 
behavioural modernity:  
Humans of the late Pleistocene already represented an anomaly and had evolved 
the traits that would lead to dramatic biological success. They progressively 
achieved dominance on the planet through cultural adaptation and cooperation. 
Human ultrasociality has continued to expand, promoted by culturally 
transmitted institutions that regulate cooperation and competition. The signalling 
of adherence to specific social norms through ritual and ethnicity has provided 
the spice of modern cultural diversity. Most importantly, the coevolution of 
cultural capacity and nonkin cooperation have repeatedly created new physical, 
technological, and social environments for subsequent evolution. Thus, the 
evolution of human uniqueness did not cease with the global spread of anatomically 
modern humans but continued into the Holocene, and in the present, with consequences 
for the earth’s biota [...] (Hill et al. 2009:198, italics ours). 
As they stress the existence of ongoing gradual change, they tacitly acknowledge the 
inherent difficulty of associating modern humans with a predetermined and fixed 
‘biocultural state’ (our term), now and in the past. In our view (see Chapter One), this 
detracts from their –and other’s – modernity criteria as it renders them arbitrary and 
thus debatable (see also Clark [2009:29] on post hoc accommodation). They also remain 
on the surface as to the dynamics between (their take on) modernity and Neanderthals, 
which is something that must be addressed first if a concept such as ‘modernity’ is being 
considered. 
This being said, we do recognise the importance of the cultural and behavioural 
events that took place in Europe around the time the Neanderthal morphology 
disappeared, however without us feeling the need to call it a transition to modernity or 
any other state. Furthermore, and irrespective of the fact that some traits that were 
displayed at that time may or may not have been innovative (we find the theoretical 
2001 paper by Shennan quite illuminating in this respect), we believe that a crucial 
question in the debate concerns the possibility of actual coexistence of both the gracile 
and the robust (or more generally, “archaic”) populations in any given region (or 
absence thereof). The question has already been considered from different angles 
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(d’Errico 2003, Mellars 2005, contributions in Conard 2006), and our goal here will be to 
find and apply yet another perspective, decoupled from the modernity concept, and 
rooted in current evolutionary theory. 
2.2 The Modern Synthesis 
The theory of evolution, with at its core the principle of natural selection, has 
undergone a series of updates since its original publication by Darwin (1859), the first of 
which were executed by himself in five subsequent editions of On the Origin of Species 
(the sixth and last seeing the light of day in February 1872) in order to accommodate for 
specific criticisms. Darwin’s theory has been aptly summarised as follows: 
 Individuals within a species differ in their morphology, physiology and behaviour 
(variation). 
 Some of this variation is heritable; on average offspring tend to resemble their 
parents more than other individuals in the population. 
 Organisms have a huge capacity for increase in numbers; they produce far more 
offspring than give rise to breeding individuals. This capacity is not realized 
because the number of individuals within a population tends to remain more or 
less constant over time. Therefore there must be competition between individuals 
for scarce resources such as food, mates and places to live. 
 As a result of this competition, some variants will leave more offspring than 
others. These will inherit the characteristics of their parents and so evolutionary 
change will take place by natural selection. 
 As a consequence of natural selection organisms will come to be adapted to their 
environment. The individuals that are selected will be those best able to find food 
and mates, avoid predators, and so on. 
(Krebs and Davies 1993:9 [italics theirs]; see also Mayr 2001:120) 
The first tenet is called the Principle of Variation, the second the Principle of Inheritance, 
and the third the Principle of Adaptation; all combine into the Principle of Evolution 
(Barrett et al. 2002:3). Up until the first decades of the 20th century, alternatives to 
Darwin’s evolution by natural selection were able to hold foot (Mayr 2001:80-90), but 
during the 1930’s and 40’s, his paradigm was confirmed, while the three others 
(orthogenesis, based on the concept of finalism, transmutationalism, based on 
saltations, and the inheritance of acquired characteristics) were rejected (Futuyma 
1998:23-24; Mayr 2001:305). Finally, Darwin’s populational thinking was integrated with 
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Mendelian genetics in a movement called the Evolutionary Synthesis (a.k.a. the Modern 
Synthesis, the Synthetic Theory of Evolution, or Neo-Darwinism), the foundation of modern 
evolutionary theory (Futuyma 1998:24-25; Ridley 2004:14-19)1. One of the most 
important subsequent discoveries included the DNA molecule, opening the way for 
molecular biology to contribute to the Synthesis. A merging with ecology and 
behavioural studies was another significant development, as this blend forms the basis 
of the hypotheses and models that follow below. 
2.3 Evolutionary approaches to the human and social sciences 
2.3.1 Niche Construction Theory 
2.3.1.1 Key concepts 
To its engineers (i.e. Odling-Smee and co-workers 2003), this body of theory stands apart 
from the others as it is the most comprehensive in its rendering of the interplay 
between genes, cultural variants, and environment. As we will see, the theory applies to 
all life forms, to the point of suggesting a more complete (and thus accurate) account of 
the process of evolution than that captured by the Modern Synthesis, by drawing 
attention to the fact that evolution is dependent on two, rather than one selective 
process, i.e. natural selection as a phylogenetic process, and niche construction as an 
ontogenetic process2. Moreover, and in contrast to adaptationist accounts, the authors 
argue that it has a greater potential of getting accepted by the human and social 
sciences, where it can be used  
[...] as a hypothesis-generating framework around which human scientists can 
structure evolutionary approaches to their disciplines. While the processes 
involved in human evolution are very complex, this conceptual model reveals 
 
                                                     
1 For an overview of the major tenets of the Synthesis, see Futuyma (1998:26-28). 
2 As Odling-Smee and co-workers put it more elaborately, ‘[...] evolution depends on two selective processes 
rather than one: a blind process based on the natural selection of diverse organisms in populations exposed to 
environmental selection pressures, and a second process based on the semantically informed selection of 
diverse actions, relative to diverse environmental factors, at diverse times and places, by individual niche-
construction organisms.’ Figure 1 pits both processes against one another in terms of their characteristics.  
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particular subprocesses, or suggests specific hypotheses, that are subject to 
empirical test and can be developed into formal models (Odling-Smee et al. 
2003:380).  
 
Figure 1: Comparison of the two selective processes in evolution, i.e. natural selection and 
niche construction (Odling-Smee et al. 2003: table 4.1). 
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In contrast to the adaptationist view, according to which phenotypes are basically 
containers for the genotype, or in Dawkins’ terms, 
survival machines – robot vehicles blindly programmed to preserve the selfish 
molecules know as genes (Dawkins 1989:vii), 
the niche construction approach characterises phenotypes as interacting with their 
environments (by taking resources, emitting detritus, constructing artefacts, and 
ultimately, by dying) in such a way as to change some of the natural selection pressures 
in their own, and in other species’ environments. In fact, and to some extent, the 
environment co-evolves with the organism (Odling-Smee et al. 2003:1-2). As summarised 
on figure 2, this has several factual consequences (we will not discuss ecosystem 
engineering here), as well as implications for such diverse fields as evolutionary theory, 
ecology and the human sciences. Obviously, in order to modify existing selection 
pressures, changes need to be persistent in some way (Odling-Smee et al. 2003:8-9), e.g. 
in the case when, for each generation, each individual changes its ontogenetic 
environment in the same way (i.e. repetitive niche construction). This is the case for 
spiders’ webs for example: even after its destruction, spiders build a new one (as they 
are “programmed” by their genes to do so), resulting in the fact that in the local 
environment of the spider, a web is always present. As a result, and through natural 
selection (and evolutionary time), spiders adopt behaviours that are tailored to the 
presence of the web, e.g. by building dummy spiders to mislead avian predators. 
Alternatively, the results of the niche construction activities of individuals may 
(partially) persist in the selective environments of a next generation. An example of this 
can be found in the form of earthworms, which change the structure and chemistry of 
the soils they live in. As such, they stimulate plant growth, and subsequent litter 
formation, which they profit from. Consequently, most contemporary earthworms 
inhabit soils (their local selective environment) that have been altered by multiple 
generations of ancestors.  
 
Figure 2: The consequences of niche construction and their implications for evolutionary 
theory, ecology, and the human sciences (Odling-Smee et al. 2003: Figure 1.1). 
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In such cases, a second inheritance system (i.e. on top of the genetic one) is at work, 
functioning through the environment. It must be stressed however, that this system is 
quite different from genetic inheritance (Odling-Smee et al. 2003:13-16): environmental 
inheritance does not depend on “environmental replicators” comparable to genes, but 
on persistent changes to that environment caused by ancestral organisms. Secondly, 
and contrary to genetic inheritance, organisms do not inherit information at the 
molecular level, but rather modified environmental agents that select for their genes, 
and by doing so determine their phenotype (i.e. an ontogenetic influence). Thirdly, 
genes and selection pressures altered by biotic action are transmitted between 
generations by completely different processes, i.e. (sexual) reproduction (which entails 
a transmission to new organisms once during their life-time, and from parent to 
offspring) vs. ecological inheritance, which can happen between two unrelated 
organisms and even (very) different species, within and between generations (also 
backwards), and at any moment during the organism’s life. Finally, and already implicit 
in the above, the selective environment of one organism can be modified by any other 
organism, as long as the latter is ecologically related. Figure 3 shows the difference 
between the standard evolutionary perspective, according to which genes are 
transmitted by organisms of generation t to those of t+1, while natural selection acts on 
their phenotypes, and that of NCT. The latter includes a modification of the 
environment E by organisms of generation t, such that selection pressures acting on 
generation t+1 are partly dependent on the actions of the ancestral generation. In effect, 
a legacy has been passed. 
The last consequence of NCT is the fact that the concept of adaptation has to be 
rethought, as according to the classic notion, selection pressures acting on an organism 
are independent of the adaptations of that organism (Odling-Smee et al. 2003:16-19). As 
Lewontin (2000:43) puts it, 
The organism proposes and the environment disposes. The organism makes 
conjectures and the environment refutes them. [...] the environment poses 
problems and the organism throws up random solutions. [...] Adaptation is 
literally the process of fitting an object to a preexisting demand. 
However, because of the existence of ecological inheritance, at least some selection 
pressures acting on organisms are linked to their (niche constructing) adaptations, or 
put differently, there is 
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feedback [...] between natural selection pressures in environments and adaptation 
of organisms (Odling-Smee et al. 2003:16-19).3 
 
Figure 3: The standard vs. the niche construction perspective (Odling-Smee et al. 2003: Figure 
1.3) 
 
                                                     
3 It is this feedback that makes Lewontin suggest the term ‘construction’ for the actual process of evolution 
(2000:48), leading to the view that the environment is changing because the organisms are changing (p. 58). 
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For the purpose of illustration, Odling-Smee and co-workers borrowed the formal 
representation of evolution with and without niche construction, as set up by Lewontin 
(2000:101): 
݀ܧ
݀ݐ ൌ ݂ሺܧሻ 
 
ܱ݀
݀ݐ ൌ ݃ሺܱ, ܧሻ 
 
In this (classic) scheme, changes that occur to the environment E through time, are a 
function of environmental variables only. Secondly, changes to the organism O come 
about as a result of the current state of the organism and the environment. 
Theoretically, the first equation can be solved and substituded into the second, such 
that a complete evolutionary history of an organism is attained. According to the 
constructionist perspective however, the situation is actually as follows:  
݀ܧ
݀ݐ ൌ ݂ሺܱ, ܧሻ 
 
ܱ݀
݀ݐ ൌ ݃ሺܱ, ܧሻ 
 
i.e., a set of coupled differential equations. In such a scenario, changes to the 
environment and the organism are functions of both environment and organism, which 
is essentially a co-evolutionary process in which environment as well as organism are 
functioning as both cause and effect. 
 
A described on figure 2, the NCT perspective has factual consequences as well as 
implications for the fields of evolutionary biology, ecology (which we will not consider 
here), and the human and social sciences (Odling-Smee et al. 2003:19-28). The impact on 
evolutionary biology is threefold; the first aspect has just been discussed, and can be 
condensed into “feedback”. As stated by Odling-Smee et al. (2003:20), 
[...] feedback from a population’s niche construction can cause either evolutionary 
inertia or momentum, lead to fixation of otherwise deleterious alleles, support 
stable polymorphisms where none are expected, eliminate what what would 
otherwise be stable polymorphisms, and influence levels of linkage 
disequilibrium. 
The second modification to evolutionary theory, ecological inheritance, has already 
been mentioned as well: in addition to genes, organisms inherit a modified environment 
An evolutionary frame of reference 
 35 
associated with certain selection pressures. As such, the evolutionary dynamics are 
“tweaked” to the point that  
[...] time lags (in the response to selection of the recipient trait), momentum 
effects (populations continuing to evolve in the same direction after selection has 
stopped or reversed), inertia effects (no noticeable evolutionary response to 
selection for a number of generations), opposite responses to selection, and 
sudden catastrophic responses to selection [...] (Odling-Smee et al. 2003:20-21) 
can occur. Thirdly, acquired characteristics can now play a (non-Lamarckian) role in 
evolution as they impact the selective environment through niche construction. These 
characteristics may result from learning (e.g. in the case of animals), or, in the case of 
humans, from cultural processes. 
While this “extended evolutionary theory” (Odling-Smee et al. 2003:35) is certainly 
important for evolutionary biologists, to the human sciences as well this body of theory 
is applicable in the form of triple inheritance theory. Firstly, niche construction 
constitutes a second role for phenotypes (on top of contributing to genetic evolution by 
differential survival and reproduction). As the authors argue, this must have been 
paramount to human evolution. Secondly, niche construction does not need to result 
directly from genetic variation before it can act on the selection of the latter. Applied to 
cultural processes in particular, these are not only a product of genetic evolution in the 
sense that their existence is made possible by the required mental make-up, but they 
can also cause genetic evolution. A well-known human example is the fact that during 
the neolithisation process, the selection pressure on the synthesis of lactase was 
changed, such that consequently, adults were able digest lactose. 
 
2.3.1.2 Definitions 
The following definitions complement the intuitive concepts introduced in the previous 
section, and are all borrowed from Odling-Smee and co-workers (2003): 
“Niche” of a population: 
[...] the sum of all the natural selection pressures to which the population is 
exposed (Odling-Smee et al. 2003:40). 
“Niche construction”:  
[...] occurs when an organism modifies the feature-factor relationship between 
itself and its environment by actively changing one or more of the factors in its 
environment, either by physically perturbing factors at its current location in 
space and time, or by relocating to a different space-time address, thereby 
exposing itself to different factors (Odling-Smee et al. 2003:41). 
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“Ecological inheritance”: 
 [...] any case in which organisms encounter a modified feature-factor relationship 
between themselves and their environment where the change in the selective 
pressures is a consequence of the prior niche construction by parents or other 
ancestral organisms. Moreover, these ancestral organisms may be genetic 
ancestors, or they could be the ancestors of other species in their communities or 
in shared ecosystems (Odling-Smee et al. 2003:42). 
For the latter two, the definitions of “features” and of “factors” are required. These 
are, respectively, 
arrays of subsystems (traits or characteristics) into which any organism can be 
decomposed (Odling-Smee et al. 2003:41) 
 
arrays of subsystems into which any organism’s environment can be decomposed 
(Odling-Smee et al. 2003:41) 
According to Odling-Smee and co-workers, a feature of an organism can be 
considered an adaptation only 
[...] if it was favoured by prior natural selection arising from one or more 
environmental factor (Odling-Smee et al. 2003:41). 
The authors differentiate between four kinds of niche construction, which are 
summarised in figure 4. These four can furthermore be regarded as positive or negative, 
depending on the effect they have on the fitness of the niche-constructing organism. As 
such, positive niche construction is defined as those phenotypic activities that change 
environmental factors into states that on average increase the fitness of the organism 
doing the niche-construction, while negative niche construction on average lowers the 
fitness (Odling-Smee et al. 2003:47-50). In fact, the latter is caused by a weakening of the 
match between the organism’s features and the environment’s factors (see also figure 
5). 
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Figure 4: The different categories of niche construction (Odling-Smee et al. 2003:47) 
 
 
Figure 5: A schematic representation of the impact of niche construction on the dynamic 
organism-environment relationship. Each organism O is described as a collection of traits 
(lower case), while that organism’s environment E consists of a number of factors (upper 
case). A trait is an adaptation only when matched to a specific selection pressure arising 
from an environmental factor by prior natural selection (Odling-Smee et al. 2003: Figure 2.1). 
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As our rejection of the modernity concept (Chapter 1) has been partly based on the 
characteristics of natural selection as the (sole) driving force behind evolution, it is 
useful to compare it to the second selective process in evolution, i.e. niche construction 
(figure 1). It is important to realise that, while the Modern Synthesis is less 
comprehensive than the niche construction view, the latter’s predictions will deviate 
from the orthodox perspective in a selected number of cases only. As such, this does not 
invalidate our rebuttal of the modernity concept; indeed, it allows us to deploy more 
classic (and perhaps less data-intensive) evolutionary approaches, as long as these are 
well chosen with regard to methodology (i.e. compatibility with archaeology) and field 
of application (e.g. subsistence). 
2.3.1.3 Human niche construction 
Like the orthodox evolutionary view, Niche Construction Theory or Extended Evolutionary 
Theory has been introduced as being applicable to all life forms (including hominins), 
typically without elevating one species above the other, or conferring a status of 
uniqueness to humans. However, and in contrast to the Modern Synthesis, it 
additionally allows to accomodate the exceptional place hominins (and especially 
contemporary modern humans) occupy in nature, by recognising them as the ultimate 
niche constructors. In essence, the niche construction perspective entails important 
consequences for the relationship between genetic evolution and cultural processes 
(Odling-Smee et al. 2003: Chapter 6). For one, because of the feedback described before, 
humans are no longer mere vehicles for their genes, which at least ‘feels’ closer to the 
truth for researchers in the human and social sciences. Secondly, and more to the point, 
niche construction does not have to result from genetic variation to modify natural 
selection pressures: humans predominantly modify their environments through 
cultural processes, made possible by social learning. The environmental results of these 
processes, be it in the form of artefacts, institutions or infrastructure are very clear, and 
not only warrant, but as we will see force upon us, a model of triple inheritance. 
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Figure 6: The relationship between biological evolution and cultural change; sociobiology 
and related approaches (Odling-Smee et al. 2003:Figure 6.1.a). 
 
 
Figure 7: The relationship between biological evolution and cultural change; gene-culture 
coevolutionary theory (Odling-Smee et al. 2003: Figure 6.1.b). 
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Figure 8: The relationship between biological evolution and cultural change; extended gene-
culture coevolutionary theory (Odling-Smee et al. 2003: Figure 6.1.c). 
Figures 6-7-8 explain what this concept of triple inheritance or extended gene-
culture coevolution is about (see also Odling-Smee et al. 2003:242-252), by comparing it 
to the structure of other evolutionary approaches (which will be discussed in more 
detail below). The first scheme (figure 6) shows the relationship between biological 
evolution and cultural change, from the viewpoint of the average sociobiologist, 
evolutionary psychologist, and behavioural ecologist. Culture is considered either part 
of the phenotype as much as any morphological or behavioural trait (as such it is 
commonly regarded as an evolved behavioural trait evoked by environmental 
conditions), or as the main constituent of human behaviour in the form of cultural 
universals that are tied into our biological nature. Following stardard evolutionary 
ideas, each generation, natural selection works on populations of phenotypes living in 
their environment (E), determining which genes are passed on to the next generation. 
These genes may be expressed throughout development, and may act on the culture of 
the population. Cultural inheritance is therefore irrelevant, as cultural diversity, while 
being based on genetically transmitted mental abilities, is commonly considered as a 
reflection of the variation found in human ontogenetic environments. The dual 
inheritance or gene-culture coevolutionary perspective (figure 7) builds on that view by 
posing that culture is comprised of a set of phenomena that includes ideas, beliefs and 
knowledge. These are transmitted between individuals through social learning, i.e. 
cultural inheritance. Importantly, this ideational legacy can influence some natural 
selection pressures in human environments, and thus the genes that are transmitted to 
the next generation, even to the extent that culture can be maladaptive in genetic terms 
(e.g. the concept of celibacy). Human NCT or Triple Inheritance Theory (figure 8) is yet a 
further expansion of that framework set up by replacing the genetic inheritance as the 
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basis of the gene-culture coevolution mechanism by niche construction. As such, niche 
construction, resulting from ontogenetic as well as cultural processes, modifies human 
selective environments and thus acts as a generator of modified natural selection 
pressures that are passed on to the next generation. This idea differs from figure 7 to 
the extent that cultural inheritance can influence genetic inheritance in two ways 
rather than one, i.e. directly by impacting differential survival and reproduction, and 
indirectly by contributing to cultural niche construction (and ecological inheritance 
that includes culturally modified natural selection pressures) (Odling-Smee et al. 
2003:251-252). Importantly, the authors also note that while gene-culture 
coevolutionary theory is species-specific, this is not the case with NCT: while humans 
are exceptional in the way they use culture to modify their environments, that 
(cultural) path merely represents one possible route to niche construction. In essence, 
humans use culture as the principal mechanism to do what other species accomplish in 
other ways.  
 
 
Figure 9: A detail of the box labelled “Populations of diverse phenotypes” in figures 6 to 8 
(Odling-Smee et al. 2003: Figure 6.2). 
Figure 9 elaborates on the previous figures by showing in more detail what goes on at 
the population level. While being subject to natural selection, genetic information is 
expressed during development, influencing both that development and some 
components of culture (e.g. by genetically making certain cultural processes possible, or 
by establishing genetic biases towards certain cultural processes). Human behaviour, 
sensu lato, is thus rooted in information-acquiring processes on three interconnected 
levels, none of which however, not completely determined by the other (Odling-Smee et 
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al. 2003:253-254): the population genetic, the ontogenetic4 and the cultural level, which 
together, influence the selective environment in the form of niche construction5.  
We believe that the triple inheritance perspective may have a lot to offer to the 
human and social sciences, especially in such areas as palaeoanthropology sensu lato, 
and especially with reference to previous evolutionary accounts of human behaviour, as 
indeed, it is able to bring together in a very explicit way 
culturally transmitted information (ideas), niche construction (behaviour), and 
ecological inheritance (artifacts) (Odling-Smee et al. 2003:263). 
However, while its authors suggest that EET should be regarded as a broad 
conceptual model that is to function as a hypothesis generator by using it to model and 
empirically test particular sub-processes that have occurred during human evolution 
(Odling-Smee et al 2003:279-281), it may be difficult, in practice, to find a middle ground 
between using the theory as a general backdrop, and applying it in such a way that 
rigorous empirical testing of its predictions becomes possible. True, in contrast to other 
evolutionary approaches, ETT deals with phenotypes (human beings) rather than 
genes6, thus lending it a higher compatibility with the humanities and the social 
sciences than was the case with earlier (adaptationist) accounts for example. It is 
equally true that ETT does not over-simplify human behaviour. Unfortunately, for the 
period in prehistory we are targeting, there may simply be a lack of data with a high 
enough resolution and consistency to model the integration of all three inheritance 
systems. We agree that ETT may be of qualitative rather than quantitative importance 
to studies of human evolution and behaviour of the deep past7, but that still does not 
mean that a switch to ETT is, in actual practice, the better move compared to the 
approaches based on orthodox Darwinism. There may in fact be topics with associated 
datasets for which the latter offers a good enough approximation so that ETT offers 
little if anything in return for the greater complexity it espouses. 
 
                                                     
4 The ontogenetic level represents the connection between the genetic and the cultural system, allowing 
organism to accumulate semantic information on its local environment, including, e.g. individual (trial-and-
error) learning. Another interesting example of an ontogenetic information-acquiring mechanism cited by 
Odling-Smee and co-workers (2003:253-256) is the immune system. 
5 We direct the reader to Odling-Smee et al. (2003:254-264) for a more in-depth description of the three levels 
and their characteristics. 
6 In fact, the unit of Extended Evolutionary Theory is the phenogenotype, which can be thought of as e.g. a 
human with a set of genes and experiences. As such, the organism is re-given its central place in human 
evolution (Odling-Smee et al. 2003:365-366). 
7 NCT’s growing recognition in (Late Pleistocene) archaeology is also evident from the 2010 special issue of the 
Journal of Archaeological Method and Theory, “Archaeological Perspectives on Niche Construction Theory”.  
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Therefore, we felt it appropriate to take a closer look at the other evolutionary 
approaches to human behaviour, in order to assess their usefulness to Palaeolithic 
studies in general, and the matter of Neanderthal/modern human coexistence in 
particular. 
2.3.2 Sociobiology 
2.3.2.1 Key concepts 
Sociobiology can be viewed as deriving from ethology, which primarily targeted the 
causal processes involved in animal behaviour (linking particular stimuli to certain 
behaviours). Sociobiology shifted the focus to the functional significance of (social) 
behavioural patterns, asking why organisms had been selected to behave in the 
particular ways they did (Laland and Brown 2002:69). At the same time, the discipline 
has given rise to the other evolutionary approaches we will discuss. The key concepts of 
sociobiology emanate from several key figures that can be said to have shaped the field, 
such as Williams, Wilson, Dawkins, Trivers and Maynard Smith. An important point of 
discussion for sociobiologists has been the unit of selection (see e.g. Williams 1966, 
Wilson 2000, Dawkins 1989 and 1999), as the discipline strongly argued against group 
selection and for the gene’s eye-view.  
It is clear from the summary of the process of evolution by Krebs and Davies 
mentioned earlier that the basic unit of selection, as envisioned by Darwin, was the 
individual organism. In the hierarchy of organisational levels (e.g. gene, cell, individual, 
kin group, population, species, …), it is mainly at the organismic echelon that natural 
selection produces adaptations (being those features that increase the survival and 
reproductive success of its bearer). Adaptations that benefit the group are probably rare 
(see Walter 1995 for a reductionist interpretation of group selection), while kin selection 
(see below) is somewhat more common. A genetic mechanism, such as meiotic drive (i.e. 
the situation in which a so-called segregation distorter gene biases its own heritability 
at the expense of the allele present in the reproducing individual) is rarer still. So 
Darwin’s focus on the organism was justified, in the sense that the units that show 
adaptations are those that show heritability: mutations that influence the phenotype of 
a unit will be passed on to that unit’s offspring in the next generation, so that natural 
selection can act to increase the mutation’s frequency and hence the phenotypic trait. 
There is, according to sociobiology, another answer to the unit-of-selection issue 
(Williams 1966; Lewontin 1970; Dawkins 1989; see Futuyma 1998:350-354 and Ridley 
2004:292-312 for an overview): ultimately, the unit of selection may be that entity whose 
frequency is altered by natural selection. That entity is the gene, as defined by Williams 
(1966) and Dawkins (1989). Genes are crucial to natural selection and evolution, because 
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they provide the raw material for inheritance between organisms; characteristics 
acquired by those organisms during their life, cannot be passed on by genetic 
inheritance. Therefore, it can be argued that the gene has priority over the organism as 
the fundamental or ultimate unit of selection. The fact that a change of gene 
frequencies within the gene pool (the collection of genes within the population) goes 
through the intermediary step of the elimination of inferior phenotypes is irrelevant 
according to the sociobiological view, as in the end, adaptations that benefit the 
organism usually benefit all genes inside (while the reverse is not always true, see e.g. 
kin-selected altruism below). That being said, these two senses in which the unit of 
selection problem can be formulated seem to be compatible however, as they centre on 
two different things: the first specifies the entity that generally shows phenotypic 
adaptations, while the latter represents the entity whose frequency is generally altered 
by natural selection. 
From a point of view, this Selfish Gene model (Dawkins 1989), gene’s eye-view, or 
gene selectionism, does indeed appear to be more fundamental, and its importance as a 
heuristic device became more clear after the introduction of the notion of Extended 
Phenotype (Dawkins 1999). For some behavioural studies however, it can be convenient 
to treat the organism as the (according to sociobiology, proximate) unit of selection, 
whereby its behaviour tends to maximise its inclusive fitness8. This equals considering 
the genes ‘for’ that behaviour maximising their propagation, as envisioned in the gene-
centred view. Both models can be applied with equal theoretical validity only in cases 
where all replicators (see below) within the body in question “cooperate” and where an 
organism’s phenotype is always under the complete “control”9 of its own genes, 
uninfluenced by those of other organisms (Dawkins 1999:133-155, 248); in the other 
case, the Extended Phenotype perspective should be taken. 
While we have remarked above that ETT is able to capture “more” than the 
sociobiological stance, which only deals with genetic inheritance, the paradigm 
comprising the Selfish Gene and the Extended Phenotype viewpoints is imbued with a 
straightforward and parsimonious logic, certainly when advocated by somebody as 
eloquent as Dawkins. Additionally, Dawkins’ account admittedly also has a subjective 
 
                                                     
8 Though intuitively clear, the term (inclusive) fitness can be interpreted in different ways (see discussion by 
Dawkins 1999:179-194; see also Smith and Winterhalder 1992:26-28), which is another reason why Dawkins 
favours a gene-centred viewpoint.  
9 This is not to be interpreted as genetic determinism: in order to enhance their representation in the gene 
pool, the genes can be regarded as having relinquished some control to the body in which they reside. 
Behaviour, and in the human case also culture exhibited by that body, exemplify that statement according to 
the sociobiologist’s view. 
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intuitive aesthetic, a combination Wilson (1998:57) has called “elegance”10. More to the 
point, Dawkins’ account of how genes came to be also illustrates the process of 
evolution by natural selection (albeit a gene-centered view on it), it makes clear the 
difference between genotype and phenotype, as well as their connection to the 
environment, and it paves the way for the introduction of evolutionary approaches to 
behaviour and culture later on. In essence, it illustrates the Modern Synthesis’ take on 
evolution and behaviour quite nicely, and as such, we will summarise it below. 
Dawkins’ begins about 4 billion years ago, when the oceans, filled with basic chemical 
compounds such as methane and water, turned into the so-called primordial soup under 
the influence of energy sources such as ultra-violet light or lightning, allowing other 
stable, and more complex molecules such as amino acids to form. Although perhaps 
unlikely at first sight, a special kind of molecule called the replicator was able to take 
shape, potentially by means of a process akin to crystal formation (other possible 
scenarios can be found in Futuyma [1998:166-169], and Strickberger [2000:109-138]). One 
can imagine that such a molecule, capable of making copies of itself, would have been 
able to consume the soup’s basic compounds and repopulate it with molecules identical 
to itself, finally halting the replicating process altogether because of a lack of building 
blocks. However, this isn’t exactly what happened according to Dawkins: as no copying 
process is flawless, (cumulative) copying errors made evolution possible. The primordial 
soup became inhabited by several kinds of replicators, all descended from the original 
one(s). Three properties would independently influence their respective numbers: 
longevity (stability), fecundity (speed of replication), and copying-fidelity (accuracy of 
replication) whereby an evolutionary trend would emerge towards increasing those 
properties, in the sense that after sampling the soup at different times, the later sample 
would contain a higher proportion of self-replicating varieties that exhibit higher 
longevity, fecundity and copying-fidelity. The mechanism underlying this trend is called 
natural selection (Dawkins 1976:12-18). 
Crucial to natural selection is competition: the primordial soup (or any other 
environment that provides essential components) could not possibly create an infinite 
number of replicators. Therefore, different varieties will at some point have competed 
for a dwindling number of basic building blocks. Consequently, less-favoured varieties 
went extinct, while mis-copies that introduced higher levels of stability, or new ways to 
reduce the stability of rivals, got preserved and spread. In a cumulative process such as 
this, it is conceivable that some varieties “learned” to break up competitors, thereby 
both reducing the latters’ number and using their constituent parts as “nourishment”. 
Others will have developed counter-measures to protect themselves against such 
 
                                                     
10 On a personal note, Dawkins view on evolution and (human) behaviour was the first I came across, at which 
point I shared Wilson’s characterisation. 
Evolution, behaviour, and competition in MIS3 France 
46 
attacks, either chemically or by means of a protective protein mantle, potentially 
clearing the path for the first cells. The ones that did construct such containers (which 
are ultimately the ones that survived) did so under intense competition, resulting in a 
cumulative and progressive increase in elaboration and size, up to the point where they 
got safely imbedded in what Dawkins calls survival machines. The latter are manipulated 
only by indirect means, and their ultimate reason for existence is the preservation of 
the replicators deep within them. All species, including humans, are survival machines 
still according to Dawkins, and today’s replicators go by the name of genes, residing in a 
superstructure called DNA (Dawkins 1989:18-20). 
DNA is present in every cell of the body, and consists of only four different kinds of 
nucleotides, strung together in the form of a double helix. The sequence in which the 
nucleotides appear is not only different for every species, but to a far lesser degree also 
for every two individuals from the same species (with some exclusions such as identical 
twins). By severing its dual structure, DNA controls protein manufacture. These proteins 
are the main building blocks of the body, as well as the regulators and catalysts of the 
chemical processes inside cells. This isn’t only important during the life of survival 
machines (in other words, their maintenance) such as ourselves: DNA more importantly 
controls embryonic development. As Dawkins (1989:23-24) has put it, 
A body is the genes’ way of preserving the genes unaltered. The evolutionary 
importance of the fact that genes control embryonic development is this: it means 
that genes are at least partly responsible for their own survival in the future, 
because their survival depends on the efficiency of the bodies in which they live 
and which they helped to build. 
DNA comes in large associations or chromosomes, 46 in the human case. They appear 
in pairs in such a way that each of them contains a double set of genetic instructions to 
build a body. One set is inherited from the father, the other from the mother: sexual 
reproduction combines half the genetic material of every parent, or at least a shuffled 
version of it. Therefore, the individual body is only a temporary vehicle for a 
combination of genes, of which some have co-resided for a long time through 
consecutive generations, while most part ways more quickly. Because of the diverse 
ways and scales DNA can get split during sexual reproduction, a gene is defined as a 
‘unit that survives through a large number of successive individual bodies’ (Dawkins 
1989:25), or more to the point, as the largest entity which, at least potentially, displays 
longevity, fecundity and copying-fidelity (Dawkins 1989:35). This means that by defining 
genes this way, Dawkins has arrived at a suitable and practical unit of natural selection, 
displaying a level of stability higher than that of larger assemblies such as individual 
bodies, populations, or species. 
Now the presence of double instructions for a certain characteristic entails that 
sometimes one (the dominant one) prevails over the other (the recessive one), or that 
An evolutionary frame of reference 
 47 
some compromise is reached by means of an intermediate design, or even something 
completely different. Two genes (say, coding for eye colour) that inhabit the same place 
or locus on the chromosome are called alleles, which, according to Dawkins’ perspective, 
is merely another word for “rivals”. Every individual can carry only two alleles for a 
given locus because of chromosome pairing. Within the gene pool of the entire 
population however, several more alleles might be present, resulting in a mutual 
competition for that locus (which is considered a limited commodity) in future 
generations. The evolutionary success a specific gene has depends on its effect on the 
embryonic development of the body it happens to arrive in: it has to provide slightly 
better chances for (survival and) reproduction than would have been the case with 
either of its alleles, within the given environment (which also includes genes encoding 
for other characteristics). Therefore, the gene is not merely the basic unit of natural 
selection – adaptations ultimately are for the “good” of the genes, it is also the basic unit 
of, metaphorically speaking, selfishness: it has to “behave” in such a way as to 
proliferate in the gene pool (the modern equivalent of the primeval soup) at the 
expense of its alleles (Dawkins 1989:21-40). 
The Selfish Gene model is again aptly summarised by Krebs and Davies (1993:9; italics 
theirs): 
1. All organisms have genes which code for protein synthesis. These proteins 
regulate the development of the nervous system, muscles and structure of the 
individual and so determine its behaviour. 
2. Within a population many genes are present in two or more alternative forms, or 
alleles, which code for slightly different forms of the same protein. These will 
cause differences in development and so there will be variation within a 
population. 
3. There will be competition between the alleles of a gene for a particular site (locus) 
on the chromosomes. 
4. Any allele that can make more surviving copies of itself than its alternative will 
eventually replace the alternative form in the population. Natural selection is the 
differential survival of alternative alleles. 
Taking the Selfish Gene model to its logical conclusion, Dawkins (1999) postulated the 
existence of an extended phenotype, which allows for a better understanding of 
manipulation (e.g. by chemical means), and evolutionary arms races. In this 
representation the phenotype is considered to extend into the world at large (which 
include inanimate matter as well as other organisms), instead of being restricted to a 
body, or in other words, 
An animal’s behaviour tends to maximize the survival of the genes ‘for’ that 
behaviour, whether or not those genes happen to be in the body of the particular 
animal performing it (Dawkins 1999:233). 
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This means that when a  
[…] behaviour pattern is maladaptive […] it is maladaptive for the individual […] 
performing it. […] the individual performing the behaviour is not the entity for 
whose benefit the behaviour is an adaptation. Adaptations benefit the genetic 
replicators responsible for them, and only incidentally the individual organisms 
involved (Dawkins 1999:249).11 
Although the gene’s-eye view can be of considerable importance on its own, i.e. as a 
conceptual framework (e.g. in the context of the Extended Phenotype), it gains its 
biggest momentum when used as a methodological device (together with evolutionary 
game theory, see Maynard Smith 1982) to study the key research fields of sociobiology, 
i.e. kin selection, parent-offspring conflict, and reciprocal altruism (Hamilton 1964a,b, 
Dawkins 1989, 1999, Laland and Brown 2002:75-87, Trivers 2002). The basic idea of kin 
selection is that close relatives share a large amount of copies of the same genes; 
consequently individuals that help close kin to reproduce help to increase the frequency 
of these common genes in the next generation12. More technically, selection of this kind 
of behaviour will occur whenever the fitness cost (c) to the altruist is smaller than the 
benefit (b) to the relative multiplied by the probability that the latter shares the same 
gene (r, which is in fact the degree of relatedness), or when c < br. From this point of 
view, parental care (a.k.a. parental investment, see Trivers 2002:56-122) can be regarded 
as an example of kin selection. Building on this model, Trivers (2002:123-153)13 deduced 
that as parents are related to each of their children to the same extent (r = 1/2), they 
will, all else being equal, divide their resources equally among them. The children 
themselves are obviously more related to themselves (r = 1) than to their siblings (r = 
1/2), which entails that they will try to get more (as compared to their current or future 
siblings) than their parents are willing to provide, hence the potential for conflict. 
While first developed for and applied to social insects by Hamilton (1964a, b), it was also 
used for human social relationships, by Wilson (2000) amongst others (in this case 
‘explaining’ the adaptiveness of homosexuality). 
The concept of reciprocal altruism is another one of Trivers’ contributions to 
sociobiology (2002:3-55): unrelated individuals do act altruistically towards each other, 
provided that they can interact repeatedly throughout an extended period of time, and 
 
                                                     
11 This is in part an exaggeration, as in most cases, i.e. anything other than arms races and manipulation, the 
genotype of one organism does not cause maladaptive responses in another’s phenotype. 
12 The term “inclusive fitness” is used to incorporate the fitness gained by helping relatives (Laland and Brown 
2002:78; see also Dawkins [1999:179-194] for a comprehensive account of the different meanings behind the 
word “fitness”). 
13 This reference is actually his famous 1974 article “Parent-offspring conflict” in American Zoologist (249-
264), re-edited as part of a bundle bringing together Trivers’ most influencial papers, and  published in 2002. 
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provided that the altruistic act (which is at first nothing but costly to the altruist and 
only beneficial to recipient) can be reciprocated.  
Similar to the gene’s eye-view, the importance of game theory is situated on the 
methodological as well as the conceptual level (Dawkins 1989, Maynard Smith 1982). On 
the one hand, it provides the means to investigate cheating strategies and counterplots 
deployed in kin selection mechanics (e.g. the differences in parental investment 
between male and female, see Dawkins 1989:140-165), parent-offspring conflicts and 
reciprocal altruism. In more general terms, it allows to think about evolution when the 
benefit of behaving in a certain way depends on what other individuals are doing 
(Laland and Brown 2002:85-87). On the other hand, it introduces a new idea of its own, 
the evolutionarily stable strategy (ESS). Such a strategy (which in principle does not 
need to be confined to behaviour; it can be extended to any phenotypic attribute) 
cannot be replaced by another when adopted by all members of the population. 
2.3.2.2 Human Sociobiology 
The adoption of a gene-centred view on phenotypic traits opens up a new way of 
looking at (social) behaviour. Although Dawkins never supported any direct application 
of sociobiological methods to humans as he believed culture constituted a realm that 
couldn’t be described in terms of classic sociobiology (but rather as a consequence of a 
separate inheritance system driven by memes, Dawkins 1989:189-201), Wilson did so 
explicitly in the last chapter of Sociobiology: The New Synthesis, originally published in 
1975. From biologists and social scientists alike, understandable criticism arose, 
including charges of genetic determinism, reductionism, and “story-telling” (see also 
the Behavioural Ecology section). The latter is definitely a pertinent point, as “just-so” 
stories are easily come up with in the context of formulating evolutionary hypotheses 
(see also Weiss and Dunsworth 2011). Paramount however, is that hypotheses be 
testable and actually tested; as such, it is a warning that must be heeded when applying 
any evolutionary approach to human and other animals’ behaviour.  
The first charge (see e.g. Ehrlich and Feldman 2003) is actually unfounded as the 
presence of certain genes is not considered as inevitably leading to certain phenotypic 
traits. While such claims should be attributed to a flawed understanding of evolutionary 
theory itself, they undoubtedly find (misplaced) vindication in a convenient and 
colloquial short-hand that commonly appears in evolutionary studies. The expression “a 
gene for X”, where X is a physiological or behavioural feature, is easily interpreted as “X 
is inevitable”, which is perceived as nullifying our free will (Dawkins 1982:9-29). First of 
all, it is important to understand that “a gene for X” actually refers to the effect the 
gene has in comparison to its allele (see also Dawkins 1982:195). Additionally, it is very 
rare for a single gene to lead to a single phenotypic effect. Thirdly, a phenotype is the 
outcome of an interaction of genetic and environmental determinants during ontogeny. 
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Therefore, there is no reason why either of both determinants should be considered 
more important than the other. Fourth, “Y has a causal influence on Z” in the present 
context means that, statistically, Z reliably follows Y in the presence of specific 
environmental conditions. This is not the same as claiming that Y is always followed by 
Z, nor that Z only occurs after Y: change the environment and the causal relationship 
may be weakened or overruled. Furthermore, the spectre of genetic determinism may 
well originate from confounding evolution with development. Genes basically have two 
characteristics: making copies of themselves and influencing phenotypes. Although the 
first is a rigid and inflexible process, apart from the occasional mutation; the second is 
very malleable. As such, gene selectionism by no means can be equalled to genetic 
determinism. Fifthly, it is of great importance to realise that genes function as blind 
programmers of phenotypic effects (which can be considered as strategies that enhance 
their propagation, from the gene’s-eye view). They control the behaviour of their 
survival machine only by indirect means: they maintain and build the body, including 
the nervous system with some hardwired behavioural rules of thumb and a capacity for 
learning, in order to deal with the unpredictability of the environment and the 
contingencies in which the vehicle must live and reproduce.  
The second criticism, basically the absence of culture in the model, was later 
addressed by Lumsden and Wilson (1981) by theorising that human behaviour is indeed 
influenced by culture, but that the probability that specific elements (so-called 
culturgens) which are transmitted between individuals are actually adopted, depends 
on the characteristics of the individual’s brains. They believed that this occurred 
because of genetic biases which exert their influence through developmental 
mechanisms called epigenetic rules. The reasoning behind this view is that natural 
selection has favoured individuals holding epigenetic rules that bias them towards 
adaptive behaviour, so that some aspects of culture are more easily learned than others. 
In effect, culture is seen as constrained by the genetic system, while social scientists 
would rather argue that in the case of humans, genes are in practice inconsequential 
when studying social relationships. Laland and Brown (2002:88-94) place this work in 
the historical context of what is known as the human sociobiology debate to show why it 
was largely neglected. Nonetheless, it clearly reveals the germs of what was to become 
sociobiology’s conceptual offspring, namely Human Behavioural Ecology (HBE), 
Evolutionary Psychology (EP), and Dual Inheritance Theory (DIT). The origins of another 
evolutionary approach, memetics, can also be linked to sociobiology, through Dawkins 
seminal volume on the Selfish Gene (1989, originally published in 1976). 
As far as applications in Palaeolithic archaeology are concerned, it is difficult to see 
how this body of theory could be used. It has been developed to provide an 
(evolutionary) explanation for an observed social behaviour, so it looses a lot of its 
power when used in conjunction with a discipline in which social behaviour itself is 
derived from an incomplete material record, for which the social level is arguably the 
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most difficult to reconstruct. The further into the past one ventures, the more pertinent 
this problem becomes, so we would not apply the approach to Palaeolithic archaeology 
unless in a very general and qualitative way. 
2.3.3 Evolutionary Psychology 
2.3.3.1 Key concepts 
Evolutionary psychology (EP) is an approach to psychology that focuses on discovering 
and understanding the design of the human mind (Tooby and Cosmides 1997). More in 
particular, its intention is to describe the psychological mechanisms that underlie 
human behaviour, and to find out how evolutionary processes modeled them. This way, 
psychology was brought under the wings of biology, such that (some) models and 
concepts developed in the latter can be applied to the former. Tooby and Cosmides 
(1997) describe the theory as being built on four principles (what they regard as a fifth is 
not a basic principle as it can be deduced): 
 
 Our brain is a physical system, which functions as a computer. Its circuits are 
designed to generate movement (i.e. behaviour) that is appropriate to the 
environmental (sensu lato) conditions we are confronted with.  
 The neural circuitry constituting our brain was designed by natural selection to 
solve problems that our ancestors faced during our species’ evolutionary history. 
Differently put, they were made to solve adaptive problems (i.e. problems that 
kept cropping up during our evolutionary history; the varying ways they were 
solved caused differential reproduction of individuals) in the ancestral 
environment. The latter is captured more accurately under the heading of 
Environment of Evolutionary Adaptedness (EEA). It is not a specific place or time, but 
rather the statistical composite of selection pressures for a given adaptation (= 
the Principle of Historicity, see Smith 2000:28). Different mental adaptations 
typically have a different time-depth. 
 Our consciousness only represents a minute fraction of our mind; most of our 
mental processes are hidden to us. Therefore, the complexity of our neural 
circuitry is underestimated, especially when facing problems that we experience 
as easy to solve. 
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 Different neural circuits are specialised for solving different adaptive problems. 
This functional specialisation came about because those different units or 
modules outperform a single, general purpose mechanism. This way, the brain is 
a collection of dedicated mini-computers, the operations of which are 
functionally integrated to produce behaviour (= the Principle of Modularity, see 
Smith 2000:28). Under the heading of his Principle of Adaptive Specificity, Smith 
(2000:28) points out that these modules produce very specific adaptive outcomes. 
Tooby and Cosmides (1997) argue that “the only kind of problems that natural 
selection can design circuits for solving are adaptive problems”. Necessarily, the 
latter are forced to assume that our ability to solve problems no ancient hunter-
gatherer had ever been faced with (which are not all adaptive), such as driving a 
car, are a mere side-effect of circuits that do focus on adaptive problems. The fact 
that contemporary (post-Palaeolithic) environments are characterised by an 
extraordinary amount of novel problems to solve because of the extensive socio-
cultural changes following the abandonment of the hunter-gatherer way of life, 
was called the Environmental Novelty Principle by Smith (2000:28). 
 
These tenets have several consequences, as Smith (2000:28) explains: 
 Valid adaptive (Darwinian) explanations of behaviour must refer to genetically 
evolved psychological mechanisms linked to specific features of the EEA. 
 “Culture”, “learning”, “rational choice” and “fitness maximising” are 
insufficiently modular to be realistic cognitive or behavioural mechanisms 
without further specification. 
 Contemporary human behaviour often involves responses to evolutionarily novel 
conditions using modular cognitive mechanisms adapted to the EEA, and hence 
some of these responses may be maladaptive. Or, as Tooby and Cosmides (1997) 
neatly put it, “Our modern skulls house a stone age mind”. 
 Measuring fitness outcomes or correlates of contemporary behavioural patterns 
is irrelevant and misleading. 
2.3.3.2 Remarks 
Despite its focus on the psychological mechanisms that produce behaviour rather than 
(social) behaviour itself, EP is clearly closely associated with sociobiology (which is also 
evident from figures 6-7-8). Therefore, the discipline has been confronted with the same 
charges, such as genetic determinism, see e.g. by Ehrlich and Feldman (2003). Basically, 
the latter comes down to one or another version of the nature-nurture debate, in which 
the question regarding the origin of our behaviour (genetic or cultural) is central. Being 
mostly a hurdle for non-Darwinian thinkers only, this debate was identified by Tooby 
and Cosmides (1992:21) or Pinker (2002) for example as a non-issue: from the viewpoint 
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of EP, the mind was rigged by natural evolution in a way that it becomes easier to learn 
some (i.e. adaptive) things rather than others (following Pinker [1994, 2002] we could 
call these propensities “instincts”), once the appropriate environmental triggers are 
provided. 
While Ehrlich and Feldman (2003)may have been wrong to blame sociobiologists and 
evolutionary psychologists for being genetic determinists, they were right to point out 
the problematic nature of the concept of environment of evolutionary adaptedness, or EEA 
(2003:88-89), and the associated Adaptive Lag Hypothesis (Laland and Brown 2006). 
According to Jones (1999:558-559), humans have both an ethology (a repertoire of 
species-typical behaviour), and a phylogeny. Combined with the Adaptive Lag 
Hypothesis, it leads to adaptive mismatch: changes of adaptive behavioural patterning is 
viewed as originating from an alteration of the underlying cognitive mechanisms, which 
in turn, is made possible by natural selection on the corresponding genes or gene 
complexes. Because natural selection is believed to be a relatively slow process, 
certainly as far as the alteration of complex adaptations (such as the domain-specific 
modules of our mind) based on co-adapted gene complexes are concerned, a sudden 
change of the EEA will introduce an adaptive lag causing the temporary occurrence of 
maladaptive behaviour before the genetic inheritance system is able to “catch up”. 
More specifically, the EP reasoning is as follows: while our genus is about 2 Ma old, 
our species originated about 150 Ka ago. As genetic evolution is believed to be a slow 
process, or in any case, too slow to inflict much change during the last 12 Ka, the most 
determining period for our ethology must have been the preceding Pleistocene (1.8 – 
0.01 Ma BP), which supposedly contained sufficiently long-lasting selective pressures. 
Although the EEA does not actually represent a specific place or time, but rather a 
statistical complex of selection pressures which are different (and have different time-
depth) for each adaptation considered, any mental trait that matters (i.e. that is part of 
our ethology), must have developed (or perhaps more relevantly, come to maturity) 
during the Pleistocene, and more in particular, within the context of a hunter-gatherer 
lifestyle. Juxtaposed to the Holocene with its variety of often quickly changing 
subsistence activities, ranging from hunting and gathering to farming and working in a 
factory, the reasoning appears to be solid.  
However, if the above is true and the orthodox EP view14, we believe that this has a 
serious impact on the kind of modules or adaptive psychological mechanisms 
evolutionary psychologists can infer: i.e. they must be rather domain general, which 
may contradict the modular view to some extent. Our argument is this: the Pleistocene, 
considered by EPs as a relatively stable and long-lasting environment allowing for 
 
                                                     
14 Laland and Brown (2002:178-179) discuss the fact that the EEA, while in theory a statistical composite of 
relevant environments, must be brought back to the Pleistocene if it is to be a workable concept in practice. 
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adaptive problems to arise and persist, was in reality far from stable: for one, as a first 
order approximation, it can be regarded as a cyclical occurrence of glacial and 
interglacial periods. The Holocene merely embodies the last interglacial phase of this 
system, while the Eemian (MIS5e), extending from 130 to 110 000 years ago represents 
the penultimate interglacial. Closer inspection however further compromises the 
picture of a stable backdrop against which functionally very specific adaptations can 
form and be sustained: it has been recognised that severe climatic fluctuations not only 
took place on timescales of several 10 000 years, but even on those of several centuries 
(see Chapter Three). Moreover, during the last 50 000 years or so15 (if one adheres to 
some form of the Out of Africa model), modern humans expanded across the globe, 
encountering environments very different from those of the African continent. So if 
(genetic) evolution is indeed very slow in building complex adaptations, inducing an 
adaptive lag, the only adaptive problems “typical” for the Pleistocene hunter-gatherer 
lifestyle must be, by inference, of a very general nature, transcending those major 
environmental fluctuations16 and their impact on subsistence. A related problem with 
the approach lies with the number and the specificity of instincts or modules we may 
expect to find in modern humans; too much modules that are very specific would lead 
to an unpractical hypermodularity, while a too limited number of modules with a more 
general field of application cannot be considered EP anymore. As Laland and Brown 
(2002:182-184) point out, evolutionary theory does not particularly favour domain-
specific, nor domain-general modules, only those that are good enough in getting the 
job done at a low cost. 
Adaptations such as pregnancy sickness (Profet 1992) or play fighting (Boulton and 
Smith 1992), if they can indeed be considered as such, could indeed be understood in 
terms of general adaptive problems that were with us from the dawn of our species. 
However, in such cases, it is debatable whether or not they are part of human ethology, 
i.e. that they are species typical. The EP explanation for the high occurrence of obesitas 
in Western societies, i.e. a maladaptive reaction to a contemporary food surplus of 
especially energy-high foods in the form of a boundless fondness for sugar and fat rich 
foods (Ulijaszek and Lofink 2006) suffers the same fate: ignoring the fact that extant 
 
                                                     
15 i.e., long before the Holocene, and thus possibly lowering the importance of current adaptive mismatches. 
16 We agree that the environment comprises more than climate alone, certainly during the Holocene, if only 
because we adhere to the NCT point of view. Nevertheless, in the absence of rapid cultural evolution or 
extensive niche construction during most of human prehistory, one might argue that climatic change must 
have had a significant impact on human evolution. If that has been the case, however, it is not out-spoken in 
the archaeological records, probably because the latter are too coarse-grained. EPs would probably argue the 
other way around by saying that the cultural (and by inference behavioural) stability during much of the 
Palaeolithic was part of the EEA, thus allowing to see current psychological traits as adaptive responses to 
these stable contexts. 
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dogs are domesticated animals with selection pressures that were changed or even 
created by human selective breeding, we can imagine that their generally low levels of 
physical activity combined with our high-energy foods will equally result in obesitas. A 
possible exception to this might be the language instinct (Pinker 1994), which can be 
imagined to have had clear adaptive benefits throughout the course of the Pleistocene, 
and which appears to be uniquely human, although not necessarily restricted to modern 
humans (see also below).  
Until now, we assumed together with EPs that there is indeed a lag between a change 
of the EEA and the subsequent formation or alteration of an adaptation. The existence of 
such a lag has been questioned by Laland and Brown (2006:101) on several grounds. 
Their first argument is that, save for some exceptions, the genetic base for the 
presumed evolved psychological mechanisms is unknown, which means that we can 
only guess if the adaptations are based on sturdy co-adapted gene complexes (instead of 
single or more modest aggregations of genes). While this is true, their guess is as good as 
the one made by evolutionary psychologists. Secondly, they doubt that human 
psychological mechanisms are indeed characterised by a considerable complexity. This 
argument takes a similar turn as their first, so again, nothing is conclusive, although, as 
we will see later on, the fact that relatively simple models can (in some cases) describe 
average human behaviour quite accurately may be suggestive of the fact that complex 
behaviour could be the consequence of rather simple rules of thumb. Furthermore, 
while the rate of evolutionary change of complex features is as yet undefined (in fact, 
evolutionary rates are the topic of intense debate, see Futuyma [1998:687-691] 
Strickberger [2000:597-600], Mayr [2001:214-219], Gould [2002:874-972], and Ridley 
[2004:590-611]), they are able to refer to several studies according to which a quick 
response to selection pressure is at least possible. Finally, they point out that small 
genetic changes are known to potentially produce major changes in the way complex 
characters function. Notice that this may be because of NCT itself, as it allows for a 
positive feedback from the cultural and the environmental inheritance system to the 
genetic level, such that genetic evolution can proceed a lot faster than imagined by the 
orthodox Modern Synthesis view on which EP is based. 
Another point of critique may be that, from a general viewpoint, human populations 
have expanded across the globe suring the Holocene, marking their most successful 
presence ever (which we alluded to in a previous footnote). This may make it difficult to 
believe that we are currently maladapted (Richerson and Boyd 2005:146) because our 
genes could not keep up (what the authors call the Big Mistake Hypothesis, ibidem:149-
151). As will be pointed out later, current maladaptations may equally well be explained 
as unavoidable consequences of cumulative cultural evolution: as adaptive information 
is costly to evaluate, selection cannot eliminate the spread of maladaptive variants (the 
so-called Costly Information Hypothesis). However, EPs can in a way still be right if we 
assume that the effects of cultural inheritance (see below) largely mask the 
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maladaptiveness of our sluggish genes. This prevalence of cultural inheritance would be 
compatible with the NCT view, but EPs cannot invoke it as they typically denounce the 
impact of cultural evolution by perceiving culture as a mere actualisation of the 
underlying instincts, i.e. the actual focus of EP (e.g. Barkow 1992; Jones 1999). 
To conclude, it seems to us that the logic behind EP as functionally explaining some 
cognitive features as adaptations that evolved in response to problems that arose and 
prevailed during our species’ past, is impeccable. The actual challenge may be to 
ascertain the specific contexts in which the EP view offers a good enough framework to 
answer the research question at hand. As such, we follow the idea presented by Smith 
(2000), i.e. that the three ‘styles’ in the evolutionary analysis of human behaviour that 
he discerned and discussed (EP, Human Behavioural Ecology, and Dual Inheritance 
Theory) target different levels of enquiry (e.g. they consider adaptive change over 
different timescales), usually focus on different research questions, and they use 
different methods to collect data and verify results (see also figure 10). Therefore they 
should either be considered complementary if a more complete picture of behaviour is 
required or attainable, at least in cases where NCT has not been chosen, or they should 
be carefully selected depending on the dataset and research question one is confronted 
with. More in particular (see figure 11 for the meaning behind the roman numerals17), 
dual transmission theory focuses on the cultural components of (i) and its links to (ii) 
and (v), while EP targets (ii) and its links to (iii) and especially (iv), and human 
behavioural ecology is concerned with (iii) with attention to (iv) and especially (v) 
(Smith 2000:35). 
In the case at hand, using EP to study behavioural variability between hominins is an 
arguable practice, but surely, as the discipline focuses on explaining extant modern 
human psychology underlying certain behavioural traits, it cannot be blamed for the 
fact that we run into a circular argument when we try to use the reasoning on extinct 
hominins. In the case of the latter, we are not able to use questionnaires and lab 
experiments to independently study and ascertain the psychological traits that, in the 
case of modern humans, had previously been inferred from current-day behavioural 
(mismatch) phenomena, phenomena which in the case of extinct hominins, must be 
inferred from a very sketchy archaeological and palaeontological record. 
 
 
 
                                                     
17 note that the figure represents the orthodox view on evolutionary biology, not the perspective of NCT. 
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Figure 10: Comparison of the three major evolutionary approaches to human behaviour 
(Smith 2000: table 2.1). 
 
 
Figure 11: A representation of the causal focal points and pathways in the evolutionary 
analysis of behaviour. Smith (2000:35) argues that complete evolutionary explanations of 
behaviour will include (i) heritable information that helps build (ii) psychological 
mechanisms, which themselves produce (iii) behavioural responses to (iv) environmental 
stimuli. These result in (v) fitness effects that shape the evolutionary dynamics of (i) 
heritable information (Smith 2000: Figure 2.1).  
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Despite these remarks, EP has been used in palaeoanthropology, albeit as a 
conceptual basis. Although Mithen (1995, 1996) started out by denouncing the modular 
view of the mind, he only tweaked the EP’s point of view a little (although there is no 
denying that this led to a fundamentally different perspective on the mind) to explain 
the Human Revolution: he saw the evolution of our mind as beginning with a general 
(non-modular) intelligence, after which four different faculties (functional groups of 
modules) appeared and developed: a natural history, a language, a social, and a technical 
intelligence. All four were considered as separated from one-another and from the 
general intelligence. Made possible through minor genetic changes, the walls between 
the five intelligences were broken down, after which the general intelligence became a 
meta-representational module, in essence a hub that facilitated an interchange of 
information between the other four modules. Mithen called this state cognitive fluidity, 
and saw it as a requirement for symbolic or abstract thought (cognitive and behavioural 
modernity). Although perhaps plausible at first, the theory rather resembles a 
patchwork of barrowed partial ideas and models. This eclectism itself does not have to 
be a problem, but because of it, the cognitive fluidity hypothesis lacks theoretical depth 
while being implausible from an evolutionary standpoint (e.g. the separation of the 
faculties for more than six million years, while connecting them – with major fitness 
benefits – supposedly requires only minor genetic changes). Furthermore, just like the 
Human Revolution model it is supposed to back up, it cannot handle what I previously 
called modernity singularities, the attestations of which have only increased in number 
since 1996. Mithen (1996:183) has to assume that Early Modern Humans (after 100 Ka BP) 
drifted in and out cognitive fluidity, or he invokes a partial cognitive fluidity. It makes 
no sense however for any number of genes to display such repeated switching 
behaviour, as he himself states on the following page that  
[...] there was an evolutionary momentum to cognitive fluidity; once the process 
had begun it could not be stopped.  
If the latter is indeed correct, Mithen neglects the possibility (within his framework) 
that fluidity arose monolithically around 100 Ka BP, while the bulk of its phenotypic 
capacity (e.g. the capacity for cumulative culture) was left untapped most of the time up 
until the Transition, e.g. because of low population densities (Shennan 2001) or more 
generally, because expressions of cognitive fluidity that leave archaeological traces (e.g. 
symbol use) simply were not worth the investment (why make and use symbols when 
this has no fitness-enhancing effects ?). 
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2.3.4 Gene-culture Coevolutionary Theory 
2.3.4.1 Key concepts 
Viewed by Durham (1990) as arguably the most important evolutionary approach to 
culture, gene-culture coevolutionary theory has its roots in one of the final chapters of 
Dawkins’ The Selfish Gene (1989:189-201). There he argued that culture, as an analogue of 
the primordial soup (or in its current state, the gene pool of a population), consists of 
discrete packages of information. These units, a.k.a. memes, jump from brain to brain to 
propagate themselves in the meme pool by means of, broadly speaking, imitation. Thus 
conceived off, memes (whereby a particular meme would consist of all individual copies 
within the meme pool) can be regarded as selfish parasites of the brain, competing for 
neural (or by extension, billboard or library shelf-) space.  
From this idea, two distinct bodies of theory have originated, i.e. memetics and gene-
culture coevolutionary theory, the latter also known as dual inheritance theory (DIT). 
As we are focusing on the three most important approaches that came out of the 
sociobiology debate (following Smith 2000), we will not dwell on memetics here. For an 
introduction and evaluation of the field, we direct the reader to Laland and Brown 
(2002:197-239) and Aunger (2000). We do want to add however, that memetics remained 
closer to the characterisation by Dawkins of cultural units of selection (memes) as being 
parasites (e.g. Blackmoore 1999) than DIT, such that, in contrast to the latter, the 
genetics of the organism are of lesser (or, once memes came into being, no) importance. 
More specifically, memes can promote the genetic fitness of the organism (humans), but 
this may be exceptional as genetic fitness may only be one way in which memes can be 
replicated. For example, music may be there solely for the benefit of music memes 
(Laland and Brown 2002:206). This meme’s eye view did in fact influence archaeology in 
the form of evolutionary archaeology sensu stricto. As Shennan (2011:1071) argues,  
It is [...] important to look at the processes from the meme’s eye-view [...], the 
perspective of the cultural attributes themselves. This perspective matters 
because these culturally transmitted features are the only data accessible to 
archaeologists [...]. In fact, they are the only direct data about past cultural 
traditions and the forces affecting them that we have available. 
Despite some problematic issues summarised by Laland and Brown (2002) and to 
which Dawkins (1989) alluded as well, the approach may indeed be useful for some 
(typological) research questions, i.e. when tracking cultural change or stability, but like 
Smith (2000) for anthropology in general, Lyman and O’Brien (2006) argue that, when 
possible, it may be important to try and use multiple (evolutionary) approaches to 
handle a particular problem, rather than to focus on a single one. Since 1976, DIT has 
made significant progress both conceptually and mathematically, although it may still 
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lack rigorous empirical testing (Smith 2000:32), notwithstanding increasing attention it 
is receiving18. In contrast to memetics, the theory puts that 
The ultimate explanation for cultural phenomena lies in understanding the 
genetic and cultural evolutionary processes that generate them (Richerson and 
Boyd 2005:238).  
While it is acknowledged that the genetic factors influencing human phenotypes are 
governed by the same processes that affect changes in other species (as described by 
neo-Darwinian synthetic theory), evolutionary theory is furthermore used as a source of 
analogy and as a mathematical toolbox in tackling the evolution of culture. Boyd and 
Richerson (1985:33) define the latter as  
[…] information capable of affecting individuals’ phenotypes which they acquire 
from other conspecifics by teaching or imitation. 
, i.e. by social learning sensu stricto19. In spite of significant differences between both 
inheritance systems, the parallels are judged profound enough to tinker with one’s 
descriptive apparatus in order to apply it to the other, as opposed to coming up with an 
entirely different approach. Most importantly, like genes, culture has population-level 
consequences. Treating it as an element of mere phenotypic flexibility to environmental 
variation, where the latter is more specifically understood as the behaviour of 
conspecifics is typically regarded by DIT’s practitioners as unsatisfying (vs. Behavioural 
Ecology below), because according to such a view cultural elements acquired by 
individual learning (or any form of phenotypic flexibility) die with the individual that 
holds them, leaving only the genes underlying the capacity to learn to reach the next 
generation. In other words, acquired variation is not heritable by genetic means. DIT 
stresses that culturally acquired variations (called cultural variants) really are 
transmitted down through the generations (and just like genetic evolution, this 
proceeds in a cumulative way), so the concept of environment should be reserved to 
processes that affect the population without actually being part of it (Boyd and 
Richerson 1985:4-7)20.  
In order to fully grasp the interplay between both inheritance systems, is it 
important to know exactly at what points they differ, still according to Boyd and 
Richerson. A first important difference is the nature of cultural variants: unlike genes, 
they are not replicators in the same strict sense (vs. the standpoint of memetics): they 
 
                                                     
18 See e.g. the Discussion Meeting “Culture evolves” organised by the Royal Society and the British Academy, 
and published as a special issue of the Philosophical Transactions of the Royal Society B (2011, 366). 
19 For a concise overview of the different kinds of social learning, see Boyd and Richerson (1985:34-36). 
20 Note how this concept of environment contasts with the one NCT holds. 
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not only lack a discrete nature, but apart from the fact that two individuals may deduce 
different cultural variants from the same phenotypic behaviour (because of culturally 
induced propensities held by both beholders), it is also likely that the same variant is 
stored in a different way in a different brain. Regarding the brain as a black box as far as 
cultural inheritance is concerned does not affect the evolutionary study of culture 
because the essential Darwinian processes are quite sturdy in the face of different 
modes of maintaining heritable variation (Richerson and Boyd 2005:80-94): basically, 
they are general mechanisms describing the transmission of information, leading to the 
production of heritable variation and modification through time (Shennan 2002:264). 
The genetic and cultural systems of inheritance merely represent two particular forms. 
As Shennan (2002:48) points out, the pre-Mendelian understanding of the genetic 
inheritance system proved to be a viable construct for evolutionary studies too.  
Boyd and Richerson (1985:7-8) point at four other significant points of divergence: a 
first concerns the “mating system”, by which they mean the individuals from which the 
information is inherited, or the cultural parents. While this is quite rigid in the 
biological case, cultural parents can be quite numerous and diverse, including the 
genetic parents, teachers, highly regarded individuals (such as idols), and even peers. 
Even the respective contribution of either one of them (including the biological parents) 
can be and usually is disproportionate in comparison to the other(s) (see also Shennan 
[2002:50, fig 4]). Secondly, and because of the existence of intra-generational (i.e. 
horizontal) transmission, the cultural generation length is variable, either shorter or 
longer than in the genetic case (e.g. fashion or technological innovations). Furthermore, 
cultural transmission occurs after birth in a sequential way, instead of all at once. This 
means that genetic mechanisms can affect the probability of acquiring differing cultural 
variants (or else that cultural evolution is still embedded and constrained by genetically 
evolved psychological mechanisms ), and at the same time cultural traits can affect the 
cultural acquisition of traits later in life, while different cultural parents can come into 
play at different ages. Finally, culture is obtained by directly copying the phenotype: an 
individual may be affected by events in his or her life, after which the changes are 
transmitted to his/her cultural offspring (so-called naive individuals) so culturally 
acquired variation is passed on, in contrast to genetic information which is unaffected 
by events in life (and evolves or changes by means of differential reproduction of 
variant individuals in the population). 
These differences generate a dynamic interaction between both inheritance systems, 
and give rise to several forces of cultural evolution (Boyd and Richerson 1985:8-11, 283-
284; Richerson and Boyd 1992:64-69). Random variation can be considered as the cultural 
analogue of mutation. Errors in storage or transmission of cultural information are 
likely to be more extensive than in the genetic case, however. Populations in which the 
number of cultural parents is small, may be subjected to an analogue of genetic drift: 
chance may dictate which cultural variants are observed and remembered, creating 
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significant changes in their frequencies over time. Rare (or rarely performed) cultural 
variants may thus disappear entirely. A third evolutionary force is guided variation: 
information that is culturally acquired by a naive individual is consequently affected 
through individual learning during the individual’s life, because of the latter’s own 
experience, effectively altering the cultural variant in question. Consequently, the next 
generation learns the modified version of the initial variant, which is then again 
subjected to further tweaking. As such, learning can lead to cumulative change, which 
will often be adaptive (on the level of the population); this way a changing environment 
can be tracked quite effectively. Now individual learning is not random, but governed 
by rules that dictate which traits are rejected and which are retained. Some of these 
rules may be cultural, but in a causal chain in which one is determined by the other, in 
the end they must all go back to genetically determined propensities or learning rules. 
The direction (the kinds of traits that are retained) of guided variation depends on the 
nature of the evolutionary forces that have formed those learning rules, and its strength 
on the ease with which individuals can evaluate alternative behaviours. Biased 
transmission, a forth evolutionary force, exists because cultural transmission as a process 
can favour some cultural variants above others. Three kinds of biased transmission can 
be discerned: direct bias gives rise to the differential adoption of different cultural 
variants on the basis of the way the properties of these variants are judged. It closely 
resembles guided variation, because it draws on the same learning and decision-making 
capabilities, but the difference between both lies with the fact that in the case of guided 
variation self-generated behaviours are judged against those that were inherited, while 
with direct bias the presumably best suited behaviour is chosen out of the extant 
collection of alternatives held by the population. The more complex a variant is, the 
easier it will be to evaluate the alternatives at hand relative to inventing a new one. 
Direct bias is fed by and consumes existing cultural variation, while guided variation 
does not. The propensity of an individual to acquire a given cultural variant can be 
influenced by the commonness or rarity of the variant among its cultural parents, even 
when that variant runs counter to the individual’s own experience, which is called 
frequency-dependent bias (respectively conformist and non-conformist bias). Indirect bias on 
the other hand, involves the acquisition of cultural traits, solely because these happen 
to be found together in individuals that are considered to be particularly attractive 
cultural parents (e.g. because they are wealthy or prestigious). This can cause the 
cultural counterpart of the genetic runaway process referred to as the Handicap Principle, 
by which for example some male characters (such as a pea-cock’s tail) get exaggerated 
until, from a genetic point of view, they become maladaptive. The last force operating 
on cultural variation is natural selection. While natural selection on genetic variation can 
function as the external process establishing the criteria used by both guided variation 
and biased transmission to either differentially transmit or retain variants, natural 
selection on cultural variation can produce quite different behaviours from the ones 
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expected as a result of selection acting on genetic variation, as there are significant 
structural differences between genetic and cultural transmission. In other words, the 
behaviour that maximises an individual’s chance to produce cultural offspring, may not 
be the one that maximises the transmission of his genes to the next generation. Only 
when both inheritance systems are symmetric, i.e. when they have similar life-cycles, 
it’s likely for natural selection to favour the same phenotypic variants. 
Given the danger for genetically maladaptive outcomes, one should wonder how the 
capacity for culture, in the form of a high level of observational learning (true imitation, 
see Richerson and Boyd 2005:108-111) could evolve. Clearly, the cultural inheritance 
system must provide us with a considerable adaptive advantage, that on average, 
outweighs any maladaptive feature imbedded within it (a point not completely 
compatible with the meme’s eye-view). Most likely, this advantage is the shortcut 
culture provides to individual learning, or put differently  
[…] culture is adaptive because populations can quickly evolve adaptations to 
environments for which individuals have no special-purpose, domain-specific, 
evolved psychological machinery to guide them (Richerson and Boyd 2005:166).  
In variable environments, like other organisms humans try to attain a locally 
adaptive phenotype. In order to determine what that is like, organisms possess 
genetically inherited criteria by which to judge outcomes of behavioural strategies 
(pain, hunger, fear, satiation), as well as general behavioural patterns and ways of 
learning. Alternative behaviours have to be tried out, after which those that are 
accompanied by “good” sensations are retained; this allows for the construction of 
complex behaviours suited to local conditions. This kind of individual trial-and-error 
learning can be costly (in terms of time and health) and it can lead to errors (because 
the adaptive strategy was not found, or because chance reinforcement retained a 
maladaptive one). A way to acquire phenotypic flexibility and more particularly 
phenotypic tracking of the environment while diminishing the costs of learning, e.g. by 
means of culture, will thus be favoured by natural selection. In a population living in an 
environment that is not excessively variable, and in which modest amounts of 
individual learning can be combined with imitation of the more common adaptive 
behavioural traits, cultural transmission will lead to guided variation and bias that will 
generally produce adaptive abilities far more quickly than would be the case with 
genetic evolution alone. As long as the net effect of social learning is positive, natural 
selection will favour it (Boyd and Richerson 1985:14-16; Richerson and Boyd 2005:111-
131; see also Alvard 2003; Henrich and McElreath 2003; Kameda and Nakanishi 2003). 
Assuming that social learning really is adaptive invites an obvious question: why did 
it allow our species to evolve culture in the way it did, or better, why did it not do so in 
other species? Two possible answers readily come to mind within the subdiscipline of 
cultural primatology, and correspond to two extreme views. As pointed out by Laland 
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and Hoppitt (2003:151), the way culture is defined entails either granting (e.g. 
chimpanzees, see Boesch et al. 1994; Boesch 2003) or withholding it from various ape or 
monkey species (or even non-primate species, such as some birds). As by some the 
ability for culture is believed to have a mosaic nature of which the components can be 
differentially found among other species (Foley and Mirazón Lahr 2003; Whiten et al. 
2003), practically every position in between those extremes has been defended as well. 
Possible reasons for the lack or extreme rareness of culture in other species could be 
attributed to the lack of an unusual preadaptation (Lumsden and Wilson 1981:325-331; 
Alvard 2003), or to supplementary costs associated with this kind of transmission (Boyd 
and Richerson 1985:130-131). It would seem that this argument as well revolves around 
gradualism or punctuation, in particular of social learning among species (the Golden 
Barrier, see Boesch 2003). Whatever the position of the researchers in this regard may be 
however, they seem to agree on the fact that something sets apart human cultural 
dynamics, i.e. the cumulative nature of our culture, or the so-called ratchet-effect (Boesch 
and Tomasello 1998:602-603; Tomasello 1999; Alvard 2003; Laland and Hoppitt 2003:156-
158; contra Whiten et al. 2003), although the search for the psychological mechanisms 
underlying it is still on-going (see Boesch and Tomasello [1998:603] and the added 
comments for suggestions and further discussion). This effect is clearly visible in the 
present, as well as in the overall succession of lithic industries during the Pleistocene. 
Although the distinctiveness of our cultural abilities appear to be linked to our 
understanding of the making and use of stone tools (Wynn 1979, 1981, 1985; Wynn and 
McGrew 1989; Foley and Lahr 2003; Davidson and McGrew 2005), marking them as 
important objects for hominin culture studies (for a link with language, see also the 
contributions in Gibson and Ingold 1993), it should be (and has been, see Laland and 
Hoppitt 2003:157) remarked that the eye-catching cumulative nature of culture as we 
know it is perhaps misleading, considering the relative stasis during the Oldowan and 
Acheulean. In other words, even if e.g. chimpanzee culture would be cumulative (today), 
we might not notice because of the limited amount of time we have been observing 
them. The paper by Shennan (2001), linking the spread of innovations through a 
population with the size of that population hints at the complexity of the matter.  
In any case, some conditions need to be fulfilled in order for social learning to evolve 
into a system of cultural inheritance: social learning must be more accurate and less 
costly than individual learning, and environmental variability has to be predictable, in a 
sense that it cannot change too fast (which would make imitation less accurate than 
individual learning) or too slow (allowing for the genetic system to track the changes on 
itself, making cultural inheritance superfluous and very likely too costly) (Boyd and 
Richerson 1985:130). Richerson and Boyd (2005:131-147) believe this to be the case for 
the latter part of the Pleistocene (see the debate touched upon in the EP section), which 
is, all things considered, fairly recent. This would begin to explain why we are the first 
lineage to discover the benefits of cultural inheritance: the costs involved in setting up 
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and supporting the necessary phenotypic modifications must have been lower than the 
benefits. As they put it,  
[...] all animals are under stringent selection pressure to be as stupid as they can 
get away with [...] 
which is logical given the large metabolic requirements (see e.g. Aiello and Wheeler 
1995) and other costs of having big brains, such as an increased chance of debilitating 
head trauma or complications during birth, or a longer juvenile period. Since a 
considerable number of individuals within a population are required to have a mind 
capable of imitative behaviour before cumulative culture (complex cultural artefacts 
and behaviour) can be sustained and profited from (in other words, a single individual 
with the mutation would not lead to a spread of the trait, because the individual in 
question will bear all the costs without reaping the benefits), it is likely that such an 
evolved cognitive state, including for example a theory of mind, was a consequence of 
the increasing social complexity within the primate order (Aiello and Dunbar 1993; 
Dunbar 1995). If so, this theory of mind incidentally could have made cheap and 
accurate imitation possible, setting off a rudimentary form of complex cultural 
traditions. Once this exists, a barrier is crossed: increasing cultural complexity will drive 
the evolution of superior imitative and information storing abilities. From this view, it is 
possible that several more species might be gathering before the threshold, collecting 
the necessary preadaptations.  
 
2.3.4.2 Remarks 
We definitely agree that the study of culture, and more importantly cultural inheritance 
is imperative to the understanding of the way our species (and other cultural beings 
such as Neanderthals) behaved and evolved; criticisms on the approach in general are 
therefore easily put aside (see also Laland et al. 1995). Nevertheless, despite its potential 
in offering explanations that can incorporate and go beyond the genetic psychological 
mechanisms inferred by EP21, the use of DIT to examine hominin variability during the 
MP to UP transition is rather problematic. First of all, we are dealing with two 
populations, the social systems of which, and kinds of social learning (and therefore the 
way transmission of cultural variants occurs) are as yet unknown. This is true for the 
Neanderthals, as well as (A)MHs, and the problematic nature of the issue becomes even 
more pertinent when we realise that the transition may have been caused by distinct 
 
                                                     
21 and as we shall see below, by adding culture to the picture, also deepen our understanding of what hides 
behind the phenotypic gambit of behavioural ecology. 
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social changes (Kuhn and Stiner 2006; see also Shennan 2001). Moreover, when using 
DIT in any other capacity than a hypothesis generator, lots of specific data are required, 
which are generally unavailable for the Palaeolithic. At least until well into the UP, lithic 
remains are the only guides to culture that are sufficiently abundant and distributed to 
use as potential indicators of cultural variants. While it is true that the period under 
consideration is characterised by an increasing rate of cultural change and a distinct 
regionalisation of material (lithic) culture22, it remains unclear how the differences 
between traditions should be interpreted, which is especially pertinent for the MP (the 
so-called Mousterian debate, see Mellars [1996:315-355] for an overview). While perhaps 
not immediately deployable to study specific attestations of cultural or coevolutionary 
variability between Neanderthals and modern humans, DIT may however provide 
answers as to the possible origins of certain phenomena, e.g. a sudden increase of 
cultural diversity (Shennan 2001), and consequently, the creation and persistence of 
symbolic markers of group identity (Richerson and Boyd 2005:211-213), which are 
believed to have been attested within the timeframe under consideration (e.g. Kuhn et 
al. 2001).  
To conclude, we feel there is much potential to DIT, as it is able to model both genetic 
and cultural processes, and as it may be used as a simplification of NCT in cases where 
the impact of the third (environmental) inheritance system is negligable. However, 
unless used in a general way, e.g. to explain general cultural tendencies (e.g. the spread 
of agriculture, see Richerson et al. 2001), we may simply lack the necessary fine-grained 
data to apply the theory in a MIS3 context. 
2.3.5 Human Behavioural Ecology 
Behavioural Ecology or BE, as a subdiscipline of evolutionary ecology (i.e. the 
application of natural selection theory to the study of adaptation and biological design 
in an ecological setting [Winterhalder and Smith 1992:5]) is as the name implies directed 
towards behaviour, focusing on the interplay between environmental stimuli, 
behavioural responses, and the ensuing fitness effects (Smith 2000:35). It is a meeting 
point for behaviour, ecology, and evolution, in such a way that ecology acts as a stage on 
which organisms display their behaviour, with evolutionary processes “rewarding” 
those individuals who perform best by increasing the frequency of their genes in the 
 
                                                     
22 We may also remark here that at about the time frame we focus on, sophisticated cultural adaptations 
beyond the creative endeavours of a single individual begin to occur, the telltale signs of cumulative culture 
(Richerson and Boyd 2005:139-147). 
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gene pool23 (Krebs and Davies 1993:21-22). As such, BE studies the phenotypic 
consequences of the basic evolutionary principles as captured by the Modern Synthesis, 
while its ultimate goal is to try and determine why both different species and 
representatives from a single species, may behave differently (Winterhalder and Smith 
1992:8). This “why” should be understood in terms of the extent to which these 
differences can be interpreted as differing adaptive responses to the environment 
(Laland and Brown 2002:22).  
BE’s action radius covers a diverse range of topics which can be subsumed under the 
heading of “lifetimes as effort”. This includes both somatic effort (with topics such as 
resource acquisition and resource distribution, i.e. sharing, reciprocity and trade) and 
reproductive effort, itself split into mating effort (mating systems, mate choice, 
marriage transactions, mating strategies, and socio-cultural change), and parental effort 
(sex-biased parental investment, inheritance patterns, paternal behaviour, parent-
offspring conflict, and indirect reproduction). Life history theory tries to bind all of 
these together by studying the strategies individuals use to achieve multiple (and often 
conflicting) goals at once, and how they allocate effort to do so (for an overview of these 
themes, with references, see Cronk 1991). 
For several reasons which will become clear, BE, the last of Smith’s three styles in the 
evolutionary study of (human) behaviour, is deemed the best way to tackle the research 
question at hand, i.e. Neanderthal and modern human coexistence during the Middle to 
Upper Palaeolithic transition in Europe. As we will see, BE will allow us to converge on 
economic competition (which is a topic that appears adequately compatible with our 
fragmented archaeological records, in this case kitchen waste), detectable through the 
exploitation strategies of animal resources used by both hominin populations. As such, 
we will treat the theory in greater depth than the ones above24, favouring a sectional 
approach that is structured in a different way than our accounts of EP and DIT.  
2.3.5.1 General research strategy and assumptions 
Hypothetico-deductive method 
Behavioural ecologists, and evolutionary ecologists in general typically follow the 
hypothetico-deductive (HD) method, involving a cyclical or dialectical movement 
between theory and the real world, whereby a logico-mathematical model is set up, out 
 
                                                     
23 For a historical placing and origin of BE as a discipline, see Irons and Cronk (2000:3-16). 
24 Some of its characteristics however, such as the use of simple models, are shared by one or both of the other 
approaches. 
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of which a formal hypothesis is deduced. The latter is consequently interpreted in an 
operational form allowing for empirical testing by means of experiment or observation. 
The test results are finally fed back into the model inductively. After testing the 
hypothesis, and in the case of disparities, it is subjected to adjustment (marking the 
beginning of a new cycle) rather than full rejection. As such, a HD process closely 
resembles the way science is actually done in the mind of the researcher (Smith 1991:8-
10; Winterhalder and Smith 1992:11-12). 
The use of simple models 
Employing simple models to grasp the overwhelming complexity of reality may at first 
appear illogical and deeply unsatisfying: intuitively, we may require our models to be 
realistic in order to be useful. However, it has been argued that realism is only one 
aspect of a model, and that no model can at the same time maximise generality, 
precision and realism (Smith 1983:637). The preferred pay-off between these three must 
be dictated by the empirical data and research question at hand, and as Smith claims, BE 
tend to sacrifice realism in favour of generality and precision, such that empirical 
validation or refutation is facilitated. Moreover, as Winterhalder and Smith (1992:13-14) 
point out, simple models are not merely a temporary or primitive stage in the scientific 
process, although more advanced approaches can grow out of them once the formers’ 
dynamics are completely understood. There are several reasons why (relatively) simple 
models, which also dominate dual inheritance research, are preferred to complex ones 
(Boyd and Richerson 1985:25-26; Laland et al. 1995:145). For one, detailed models are not 
useful for representing generic processes. Unlike the natural sciences, social and 
biological phenomena cannot be expressed through universal laws, from which exact 
predictions can be deduced. Rather, only generic theoretical constructs (e.g. natural 
selection) that represent the general properties of a class of processes can be set up. 
Therefore details concerning particular cases, e.g. of natural selection, must be 
sacrificed; failure to do so will result in a model without much relevance beyond the 
case under consideration. Consequently, the hypotheses produced by BE favour 
generality when searching for form, direction, and degree of relationship between 
variables (Winterhalder and Smith 1992:17). Secondly, complex and detailed models are 
often difficult to understand, in the sense that when more realism is added in the form 
of mutually interacting processes, they become as clouded as the real world we wish to 
understand25. In the words of Boyd and Richerson (1985:25), 
 
                                                     
25 Typically for optimal foraging, realism as part of the realism-generality-precision triad (the three 
components which cannot be maximised within the same model) is happily sacrificed in favour of the other 
two (Smith 1983:637), especially generality. 
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[...] to substitute an ill-understood model of the world for the ill-understood world 
is not progress. 
Furthermore, the analysis of complex models is both time-consuming and expensive: 
adding more variables to a model seriously increases the number of interactions 
between them. Fourth, detailed models are often less productive than simpler ones. The 
former are usually more data-consuming while the appropriate data often has a limited 
availability, which is especially true in archaeology. On top of that, small errors in the 
formulation of the model can often produce radically flawed predictions; adding 
complexity allows for them to sneak in more easily, while filtering them out becomes 
increasingly difficult because a complex model is more unwielding. Finally, easily-
understood simple models are usually combined into families to increase their 
explanatory power (Winterhalder and Smith 1992:14), which has been called the 
“piecemeal” approach (Smith 1991:10; 2000:29). When set up properly, such a suite of 
complementary models becomes an analytical tool (a theory). Naturally, for that to 
happen, each of their limitations, applicability and representativeness have to be 
known. 
Reductionism 
When BE is charged with being reductionist, this is in part true (Winterhalder and Smith 
1992:14-16). The authors present an overview of the different kinds of reductionism, and 
conclude that evolutionary ecology presumes constitutive reductionism (and to some 
extent explanatory reductionism), which means that phenomena are dissected into their 
lower-level constitutive elements (events and processes), which preserve their integrity 
in whatever context they appear. Therefore, they argue that understanding the higher 
level phenomena does not change anything about our comprehension of the 
constitutive elements. The emergent properties at higher levels however, can only to 
some degree be explained by lower level processes (culture obviously cannot be 
described in terms of molecules). As such, Winterhalder and Smith conclude that BE is 
not any more reductionist than many other social sciences, nor does it invoke the 
indeed more problematic theory reduction, which states that higher level theories are 
merely special cases of lower level ones, and hence can be reduced to them (e.g. 
Mendelian inheritance vs. chemistry).  
Methodological individualism 
The principle of methodological individualism (MI) states that the properties of groups 
are a result of, and are best explained by, the actions of individual actors (Smith 
1983:637-638, 1991:11; Smith and Winterhalder 1992:39). In anthropology however, the 
reverse is often believed to be true: social processes and needs are thought of as 
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overriding or determining those of the individual. The assumption of methodological 
individualism effectively denotes any group-level functionalism, reaping supra-
individual processes (e.g. population pressure, classes, cultural systems of meaning, 
social equilibrium, see Smith and Winterhalder [1992:40]) from the self-determining and 
autonomous thrust and rationale they have often been imbued with; however, MI does 
leave open the possibility of group dysfunction.  
Closely associated with methodological individualism are the notions of individual 
benefit and rational choice. As Smith (1991:12-13) notes however, they are not 
necessarily outcomes of MI: the first is nothing more than a convenient methodological 
assumption with a rough empirical validity, and only so if it is defined in terms of some 
specific currency or goal. While we must add that the notion of individual benefit is of 
theoretical importance as BE is rooted in evolutionary biology (by means of the concept 
of inclusive fitness), Smith is right to note that a proximate currency is commonly used 
as a proxy for fitness, the link of which to inclusive fitness remains although highly 
plausible (and deliberately chosen as such), an assumption. Rational choice on the other 
hand definitely is a factor of individual decision-making, but it is essential to point out 
that it is far from the only one: non-rational decisions (genetically or culturally 
inherited; people thus do not act independently of their culture [Kelly 1995:53; Boyd and 
Richerson 1985; Richerson and Boyd 2005]) are equally important in understanding 
individual behaviour, and as we shall see below, EB does not try to discriminate between 
substrates underlying the behavioural strategies it studies (i.e. the so-called Phenotypic 
Gambit). 
The Phenotypic Gambit 
Behaviour, while rooted in genetic or culturally inherited instructions, is considered 
highly flexible by BE practitioners. Conveniently, it is modelled in the form of different, 
highly plastic conditional strategies, decision rules, and rules of thumb, which may or 
may not be conscious to the individual. Again for the sake of theoretical convenience, 
these are believed to be subjected to selection for maximum fitness (representation in 
future generations) or evolutionary stability (competitive superiority when fitness is 
frequency-dependent) (Smith 1991:10-11). So basically, selection is assumed to work 
directly upon phenotypic, and more in particular, behavioural traits, bypassing the 
often difficult to disentangle genetic26 and cultural mechanisms that lie at their bases. In 
theory, a trait is analysed 
 
                                                     
26 This in contrast to EP, which assumes that the genetic mechanisms are under selection, and not the 
behaviour that results from them. 
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as if the very simplest genetic system controlled it: as if it there were a haploid 
locus at which each distinct strategy was represented by a distinct allele, as if the 
payoff rule gave the number of offspring for each allele, and as if enough mutation 
occurred to allow each strategy the change to invade (Grafen 1984:63-64, cited by 
Smith and Winterhalder 1992:33).  
In practice it is believed that selection will favour traits with high fitness or 
evolutionary stability, irrespective of the specifics of the inheritance system (and the 
underlying cognitive mechanisms) involved27. This shortcut, which takes away the need 
to identify the link between heritability and the phenotype, is called the Phenotypic 
Gambit (which is part of the Argument From Natural Origins, see Boyd and Richerson 
1985:13). In addition to extreme phenotypic flexibility, it requires the existence of a 
wide set of strategies, and the ability of the individual to determine payoffs and choose 
or learn the best alternative under any given set of circumstances (Smith and 
Winterhalder 1992:33). 
The role and characterisation of the environment 
In BE, the environment is defined as everything that is external to the organism in 
question, and that influences its probability of survival and reproduction. It affects 
development, physiology and behaviour by physical, biological or social means. The 
nature of the environment dictates the theoretical machinery that is to be deployed: in 
a strategic28 context, the consequences of a particular strategy depend on its frequency 
within the population, as well as that of other strategies (typical for social 
environments). This effectively means that truly independent variables are non-
existent, while the results of strategies pursued in parametric contexts are independent 
of their own, as well as other strategies’ frequencies. In this case, the independent 
variable may be deterministic or probabilistic, such as in physical environments. The 
latter is studied by means of optimisation models, while the former by using game 
theory and the concept of evolutionarily stable strategies (ESS) (Winterhalder and 
Smith 1992:8-9). Although the environment is an essential part of any explanation in BE, 
or evolutionary ecology in general, BEs do not subscribe to environmental determinism 
in the strong sense: the environment (sensu lato) is merely part of the factors that 
influence short-term behavioural responses (Winterhalder and Smith 1992:20-21; Smith 
and Winterhalder 1992:26). 
 
                                                     
27 This stance has clear ramifications for BE’s view on culture as an inheritance system, i.e. culture is believed 
to lead to adaptive change. 
28 The concepts of strategic and parametric contexts are discussed below. 
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Optimality 
Optimality is not a basic principle in nature, nor do optimisation models provide a 
realistic description of the behaviour of individual actors or the process of adaptation. It 
does allow to apply a general methodological framework to any particular behavioural 
aspect, when certain basic assumptions connected to that framework are met. In any 
given specific case, a tight fit between these assumptions, and the predictions that 
result from applying the framework may not be possible, but this does not appear to 
impair capturing the basic elements well enough to result in empirical support (a 
review of such support for non-humans is provided by Stephens and Krebs [1986:183-
205]). Furthermore, changing the model’s currency or constraints can increase realism 
in the case under investigation (conform a HD approach), and the consequent empirical 
validation implies that the model has correctly identified the adaptive goals involved. 
Therefore, it must be realised that optimisation is not a real theory (in the sense of 
providing an explanatory framework consisting of propositions about the real world) 
but a method that offers a systematic means of generating hypotheses about the 
structure and function of living things. Although optimisation lies at the basis of ESS 
analyses of selection in strategic contexts, it is more commonly associated with studies 
in parametric environments (Smith and Winterhalder 1992:50-52). 
The assumption of optimality in BE originates out of the latter’s selectionist logic. In 
short, behaviour can be looked upon as having both costs and benefits. It is reasonable 
to assume that natural selection favoured individuals able to maximise the net benefit, 
which, ultimately, should be measured in terms of genetic contribution to the following 
generations (Krebs and Davies 1993:46-47). Broughton and O’Connell (1999:154) clarify 
that an optimising approach does not imply for natural selection to produce the best 
imaginable design or behaviour; selection will only tend to favour  
[...] the best strategy among a defined set of alternatives possible in the context of 
interest. It makes no claims about optimization in any absolute sense [italics 
theirs]. 
Bamford argues that the assumption of a fairly direct link between natural selection and 
optimality, and optimal foraging in particular, must be approached with vigilance. 
While foraging as good as possible, certainly conttributes to an organism’s somatic 
effort, it is not a sufficient prerequisite for its reproductive success:  
[...] survival and reproduction are […] linked, but it is important to recognize that 
they are not the same thing (Bamford 2002:437).  
So to put it more correctly, not the association between food and reproduction, but that 
between food and reproductive capacity is quite strong.  
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Smith (1983:262) and Smith and Winterhalder (1992:51-53) explicitly characterised 
optimisation as a mere convenient heuristic tool or a simplification for analysing 
evolutionary outcomes: even if natural selection was an optimising force, other 
processes or constraints may lead to sub-optimal effects. An example of such a 
constraint would the time lag between an initial selection pressure and the subsequent 
adaptive response, e.g. the inefficacy of the hedgehog “anti-predator” response against 
a car, or the tendency for moths to fly into a compact source of light, such as a candle 
flame (Dawkins 1999:35-38) mentions. As we argued above when evaluating the EP 
approach, the importance of such a lag effect may be minor in the case of humans even 
when the lag is a result of predator-prey coevolution (contra Winterhalder 2001:32), 
because of our ability to develop cultural adaptive responses quite rapidly. Still, 
depending on the case at hand, and on the moment of observation, the lag effect may be 
relevant. Another, second source of suboptimal effects stems from the way natural 
selection works: it favours only existing variants with higher fitness, without any 
foresight. This can easily produce historical contingencies that inhibit the best possible 
variant to be selected for (Dawkins 1999:38-41, see also the notion of adaptive 
landscapes)29. A third factor, which is especially relevant for humans, and despite of its 
ability to speed up the process of adaptive match between organism and environment 
when compared to the genetic inheritance system, may be the cultural inheritance 
system, as it is able to produce genetically maladaptive variants. A further cause for 
suboptimal behaviour may also be a lack of genetic (Dawkins 1999:42-46) or cultural 
variation. Constraints on costs and materials (Dawkins 1999:46-50) can figure as a fifth, 
e.g. the extent to which bodily structures can respond to forces of selection given the 
resistance of other components (Mayr 2001:158-159). As an example of the latter, the 
limitations on brain size (in terms of energy expenditure) in human evolution may have 
been released by a reduction in gut size once more nutritional foods, such as meat, were 
incorporated into the diet (Aiello and Wheeler 1995). Yet another factor that may 
produce non-optimal phenotypic traits may be “mistakes” made by an organism 
because of the unpredictability of the environment, as natural selection can only 
respond to the latter as a statistical average, unable to cater for every possible 
contingency (Dawkins 1999:53-54). To our benefit, studies in which the observed 
behaviour is time-averaged, i.e. that incorporate behaviour spread over substantial 
time-frames such as archaeological applications of optimal foraging models, may be 
expected to obscure the lag effect to a (large) extent. Finally, BE mostly focuses on one 
behavioural strategy set (e.g. foraging) at a time, as if it was independent of other, 
potentially interacting problems such as predation. Considering all but the one 
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concerned as part of the static environment of the latter may severely impact the 
model’s realism, as theoretically, investigating only one strategy set at the expense of 
the others would require an understanding of the inner workings of and the interplay 
with all the others. As a result, finding the optimal trade-off between dependent 
strategy sets becomes impossible, which leads Smith and Winterhalder (1992:53) to 
wonder how optimality can be applied to a single set, especially when failures of such 
single-trait analyses can be easily explained away as caused by competing adaptive 
goals. This is indeed a very pertinent point of criticism, to which both authors respond 
by highlighting that a piecemeal approach (of each set) may still be the best way to 
subsequently ascertain to what extent compromises between various traits of an 
organism really exist.  
Elements of optimisation models 
All optimisation models, in whatever context they appear, are characterised by four 
elements, each of which will be discussed below (Smith and Winterhalder 1992:50-52): 
 an actor, that consciously chooses or unconsciously exhibits alternative 
strategies or states 
 a strategy set, defining the different options available to the actor 
 a currency, basically a unit by which costs and benefits can be measured, and 
which is maximised or minimised 
 a set of constraints that determine the feasible strategies and their respective 
payoffs 
In BE, the actor generally is the individual, which is bound to invite several critical 
remarks, on top of an apprehension towards the MI approach (e.g. Bell 1995), and 
leaving aside the matter of group selection (specifically in the context of optimisation 
models, see Smith 1991:32-34). Like any behavioural framework rooted in evolutionary 
theory, BE can also invite undue charges of genetic determinism30. The discussion on 
that subject as given above in the section on EP however, does not fully explain the 
question of free will and the rational decision-making capacities of the individual 
actor31. When following the logic of the genetic determinism charge one would be led to 
think that this capacity is non-existent, while a flawed understanding of human BE 
 
                                                     
30 The matter of genetic determinism is part of the nature-nurture (non-)debate, reviewed at length by Pinker 
(2002).  
31 For a treatment of rational choice and intentionality in evolutionary ecology, see Smith (1991:36-37), and 
Smith and Winterhalder (1992:45-50). 
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could leave one clinging to the exact opposite, i.e. the misconception that an intricate 
(mathematical) decision-making process must stand at the basis of every component of 
the behavioural repertoire. However, the fact that mathematics are used to predict 
human behaviour, does not mean that people think in terms of algebraic equations, 
much like celestial bodies do not “think” in terms of the inverse square law (Smith 
1991:44-45). Smith compares BE models to maps: as such, the map maker cannot be 
criticised for omitting smells. Maps are intended to serve only certain purposes, and 
only items that were omitted and impair their intended use can invite appropriate 
criticism. Similarly, BE, and as we shall see, foraging models in particular, are not built 
to analyse the cognitive mechanisms or intentionality of the actors involved. Only 
empirical testing (which is what the models are for) can determine whether these issues 
weaken the models’ ability to predict variation in foraging behaviour. Basically, BE 
regards behaviour as propensities (without further specification), and their effects. 
These are operationalised as conditional strategies, e.g. “if the environment or payoff 
matrix looks like X, then behave in manner Y” (Smith 1991:17). Therefore, the 
standpoint of BE in this matter is neutral, and the question whether such conditional 
strategies are conscious or not falls outside its study area. So, while BE acknowledges 
both genetic and cultural influences on the behaviour it studies, in contrast to EP and 
DIT, it remains agnostic of their specifics, including their impact on the psychological 
mechanisms underlying the behaviour under investigation. This agnostic stance does 
not in any way imply that any of these mechanisms are absent in the actors to which to 
model applies. Smith’s (1991:37) characterisation of the connection between rational 
choice and natural selection is pertinent here as well:  
[...] the optimization approach is justified by arguing that organisms behave as if 
they were rational actors maximizing fitness-correlated currencies, because 
selection has designed them to make choices that maximize expected fitness […] 
Selection itself is not a rational or optimizing agent – rather, it is blind, 
opportunistic, and completely short-sighted […] But it has produced organisms 
that are capable of acting as if they had foresight, rationality, and long-term 
interests in mind. The paradox is no paradox – selection favours any variant that 
results in higher fitness for its bearers, and sometimes variants with the above 
qualities have that effect. 
Determining the appropriate strategy set may prove troublesome; often this is an 
empirical or inductive problem, but in the case of e.g. the Prey Choice (a.k.a. Diet 
Breadth) Model the different strategies are easily compiled. If such problems arise for 
the researcher, this may also be the case for the actor, which has led to the proposal of 
abandoning optimising for satisficing, where the actor is expected to choose a strategy 
that is “good enough” as opposed to the unattainable “best” (Stephens and Krebs 
1986:180-181; Smith and Winterhalder 1992:54-55; see also the discussion on optimality 
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above). However, as the cited authors are quick to point out, there is no general 
criterion by which can be determined what “satisfactory” actually entails, nor has “good 
enough” a clear meaning in evolutionary context32 (there is only “better than”). Even in 
the case where one wishes to incorporate the limits inherent to the actor’s information 
gathering capability, or his cognitive limitations, an optimising model is advised, albeit 
with more (relevant) constraints, if only because this will stimulate further research 
into finding out why a certain organism does not appear to optimise (i.e. when adhering 
to the constraints first considered).  
The concept of currency calibrates costs and benefits of alternative strategies, so that 
the optimal solution (i.e. the goal of the forager) can be found (Smith and Winterhalder 
1992:55-56). The only currency that ultimately matters from an evolutionary 
perspective, is fitness. However, while intuitively clear what is meant by this, 
operationalising it turns out to be a different matter. Dawkins (1999) spent an entire 
chapter on the subject, and it turns out, the word is loaded with different meanings (see 
also Smith and Winterhalder [1992:26-28]). According to Dawkins,  
[...] as it is normally used by ecologists and ethologists, [it] is a verbal trick, a 
device contrived to make it possible to talk in terms of individuals, as opposed to 
true replicators, as beneficiaries of adaptation (Dawkins 1982:179).  
Smith and Winterhalder (1992:56) add to this that it is a lifetime measure, combining 
the effects of many phenotypic traits, which makes it unpractical as an empirical 
currency. Furthermore, there is a lot to say for the argument that organisms do not 
rank alternatives by their fitness consequences an sich, but rather by costs and benefits 
that are cognitively (and culturally) defined. Finally, fitness can be viewed as a 
probabilistic measure (chance occurrences, such as accidents, may prevent one from 
fully taking advantage of one’s better than average phenotypic traits): what is 
important from an evolutionary standpoint is design for fitness, rather than the actual 
fitness outcomes in a given individual case.  
Obviously, what we need is a proxy for fitness that is less general and more 
operationally useful, but nonetheless closely associated with it. A commonly used proxy 
is the net rate of return per unit foraging time. Its suitability can be defended under the 
following conditions (Winterhalder 1981; Smith 1983:626; Winterhalder and Smith 
2000:54; see also Kelly 1995:54-58):  
 
 the available food is in short supply (fitness is energy-limited) 
 
                                                     
32 Moreover, as Dawkins (1999:45-46) argues, satisficing organisms would soon be out-reproduced by 
optimising ones. 
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 specific nutrients are in short supply (fitness is nutrient-limited) 
 time for adaptive non-foraging activities is scarce (fitness is limited by time 
available for non-foraging, but nonetheless necessary activities, e.g. social 
interaction, reproduction, the manufacture of essential technology) 
 foraging exposes the actor to greater risks than do non-foraging activities (there 
are fitness costs due to predation, a higher risk of accidents, climatic stress, etc. 
By limiting the time spent foraging, the risk associated with it is reduced as 
well)33.  
 
Constraints are those elements of an optimisation model that are not subject to 
choice on the part of the actor (Smith and Winterhalder 1992:56). Stephens and Krebs 
(1986:9-11) distinguish two kinds: intrinsic constraints, which are limitations of the 
actor’s phenotype (involving the latter’s abilities, or his, e.g. nutritional, requirements), 
and extrinsic ones, which are placed on the actor by the environment. Increasing the 
number of constraints generally increases realism, while diminishing generality, 
testability and analytical comprehension (Smith and Winterhalder 1992:57; see also 
above). When applying a model, all constraints but one are considered to be relatively 
fixed. The latter then becomes the dependent variable that generates predictions 
concerning choices among those within the decision set (e.g. the diet combinations in 
the diet-breadth model: resource 1, or resources 1+2, or resources 1+2+3, …). The 
independent variable may be the encounter rate with the various resource types; 
others, such as foraging technology could be made independent as well if need be. 
The role and characterisation of culture 
A major difference between DIT and BE concerns their view on culture. By holding two 
of the three factors determining the phenotype (genes, culture and environment) 
constant, behavioural ecologists can assign a causal role to the environment, albeit a 
partial one (Smith 1991:20). Smith further argues that although in order to attain full 
understanding all three should be known, much insight can be gained from a 
unifactorial analysis, especially when there are considerable difficulties in separating 
the effects of cultural and genetic inheritance. However, if BE is to have any connection 
with the real world, there should be some justification why culture can indeed be held 
 
                                                     
33 Kelly (1995:54) substitutes the first item in the list for the possibility that extra food can be given away to 
enhance fitness in terms of increased mating opportunities, increased attention given to the forager’s children 
by other members of the group, or the potential for reciprocation in the future after an unsuccessful foraging 
bout. As these possibilities behind food transfers are dealt with by social foraging models, they have been 
omitted here. 
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constant, at least in the specific circumstances of the case that is being studied. 
Practically, behavioural ecologists believe they can predict the kinds of behaviour in a 
certain environment, by determining the behaviour that maximises individual fitness, 
which means that behaviour as studied by BEs will generally be adaptive. Therefore, BEs 
have to assume that cultural inheritance will, on average, be adaptive (in the genetic 
sense) as well, which is the Argument from Natural Origins (Boyd and Richerson 1985:13) 
or the Cultural and Reproductive Success Approach (Cronk 1995:183-185).  
Now there are general reasons why behaviour might not be fitness-maximising (see 
also above), such as a relatively rapid change of the environment that is too recent for 
the organism in question to track, by genetic (see e.g. EP) or cultural means. Assuming 
that culture actually is adaptive may not be a bad approximation depending on the case 
at hand. We will come back to this in more detail when we evaluate the BE program in 
light of the study of hominin behavioural variation during MIS3, but it suffices to say 
here that on both sides of the divide, it is believed that the matter is at least partially 
empirical and as yet undecided: while there is no proof that cultural inheritance is not 
fitness-maximising in certain areas of application (Smith 1991:22, 24), there also is no 
proof that it is (Boyd and Richerson 1985:12-14; Richerson and Boyd 1992:92). 
2.3.5.2 Optimal Foraging Theory 
A cherished application of optimality theory is foraging behaviour, as displayed by both 
animals and humans (extant as well as extinct). In the following sections, three basic 
models will be discussed. 
Linear programming 
Linear programming allows one to solve multiple linear equations for any number of 
variables: while the two models that follow focus on a single currency, e.g. energy 
(calories), this approach allows for a diet to be evaluated in terms of a multitude of 
dietary elements (amount of protein, carbohydrates, fat, vitamins, trace elements) 
(Kelly 1995:73-74). A hypothetical example borrowed from Kelly (1995:74-75) makes the 
method clear: suppose a forager requires 2000 kilocalories (kcal), 60 grams of protein, 
and 20 milligrams of vitamin W. Two different food resources (X1 and X2) are available to 
the forager, containing the three elements in those proportions as displayed in Figure 
12.  
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Figure 12: Diet characteristics of the example given in the text (Kelly 1995:Table 3-2). 
Also given is the caloric cost involved in obtaining 100 grams of each respective 
resource (which would have to be deduced either experimentally or by ethnographic 
observation). The assumption is made that the forager strives for a sufficient amount of 
each dietary element, while spending a minimum amount of time (i.e. our forager is a 
time-minimiser). This leads to the following linear constraints: 
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(2.1) 
The solution to each of these inequalities can be represented graphically (Figure 13), 
whereby the optimal solution is to be found at the intersection of the kilocalory and 
protein inequalities; the shaded area represents all possible diets, which are all 
suboptimal. It is interesting to note that in this example, the vitamin requirement is 
fulfilled whenever the energetic and protein needs are attended to; in other words, it is 
not a constraining element of the diet. 
While linear programming has the advantage that the long-term average rate of 
energy intake can be avoided as a currency, which opens the door for different kinds of 
research questions, Smith (1983:638) and Kelly (1995:77-78) also describe several 
problems attached to these kind of models. First, the definite gain of realism and 
precision inevitably lower the model’s generality, although Smith (1983) questions the 
realism of a forager able to assess the relative benefits of minute values for certain 
nutrients (see in the above example: 20 mg of vitamin W; this effects grows even 
stronger when several of such trace elements need to be weighed up). A second, perhaps 
more pertinent argument would be that the values for the different parameters, as 
estimated by the researcher, need to be very precise (e.g. the energetic content of a 
given resource, or the age-, gender- and activity-dependent caloric requirements of the 
actors involved). In practise, this is often difficult and not only invites post-hoc 
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tweaking of the data towards the envisioned result, but it also increases the probability 
of random and systematic errors. Furthermore, the technique assumes that the cost of 
acquiring a resource is constant, leading to a linear function between cost and return, 
while cost is actually a function of density (the marginal-value theorem, see below). 
 
 
Figure 13: Graphic representation of the solution to the hypothetical linear programming 
example with two resources and three linear constraints (Kelly 1995: figure 3-2). 
The Prey and Patch Choice models 
Key concepts 
The basic prey and patch choice models are average-rate-maximising models, which 
have several elements in common, while diverging on others (Stephens and Krebs 
1986:13-17). Both models assume that the forager encounters prey items or patches one 
after the other (so-called sequential encounters), and that the foraging process consists of 
multiple “search-encounter-decide” cycles. A search (or perhaps more accurately, a 
non-encounter) should not necessarily be envisioned as an active process: simply 
waiting for a prey to pass by is called ‘searching’ as well. The encounter begins from the 
moment the actor detects an item (prey or patch), after which the models predict how 
the item should be treated: e.g. the prey model indicates whether the actor will attack 
the item, as opposed to resuming the search. Attached to the item are a fixed (mean) 
amount of energy and handling time, i.e. the time needed to pursue, capture, prepare 
and consume it. These parameters are outside of the control of the actor. Central to the 
Patch Model on the other hand, is the question of how long the actor should stay in a 
given patch. In this case, the actor controls (consciously or not) the time spent in a 
patch, and therefore also the energy acquired from it. Both models seek out the best 
decisions, where “best” should be understood as those that maximise the long-term 
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average rate of energy intake. The important difference between them is the decision 
they allow to be analysed, and not the nature of the items the actor encounters: prey 
can be regarded as a patch from the moment it is not consumed entirely (so “true” prey 
would be very rare in nature), which justifies an intertwining of both models (Stephens 
and Krebs 1986:32-34). This also allows for a more complete description of foraging 
behaviour, as each separate model basically assumes that the decisions analysed by the 
other have been made: handling times and energy gains are outside the forager’s 
control in the prey model while the set of patch/prey types that will be attacked are 
outside the forager’s control in the patch model).  
Central to both models is Holling’s disc equation, needed to calculate the average rate 
of energy intake. A complete derivation of this equation can be found in Stephens and 
Krebs (1986:14-17), so we will only note the assumptions made along the way (i.e. to 
simplify the algebra) and the definitions of new variables these authors introduce, as 
these will be instrumental to the basic models in their final form. First we assume that 
searching and handling are mutually exclusive, and that the expected number of 
encounters is a linear function of time spent searching. When Ts is the total amount of 
time spent searching, Th all the time spent handling, and Tf the time spent foraging, the 
latter can be written as Ts + Th. Let Ef be the net amount of energy gained while foraging, 
then the rate (R) that must be maximised is 
hs
f
f
f
TT
E
T
E
R   
(2.2) 
As it was assumed that encounters are linearly related to Ts, both Ef and Th can be 
expressed as linear functions of Ts: let λ be the rate of encounter with items (expressed 
in units of prey/time or patches/time), then λTs is the number of items encountered. If s 
is the search cost per unit of time, then sTs is the total cost of search. The average 
energy gained per encounter, and the average time spent handling are respectively  
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Substituting these relationships into (2.2), and cancelling out Ts results in  
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(2.4) 
i.e. Holling’s disc equation.  
The Basic Prey Choice/Diet Breadth Model  
Again, I refer to Stephens and Krebs (1986:17-24) for the complete derivation of the prey 
choice algorithm, so that here a brief overview of assumptions and steps will suffice34. As 
in the previous section, the cost associated with searching (or non-encountering) is s 
per unit of time. Furthermore, it is assumed that there is a set of n possible prey types, 
each of which can be characterised by four variables: 
 hi = the expected handling time of an individual prey item of type i 
 ei = the expected net energy gained from an individual prey item of type i, plus 
the cost of search for hi seconds (shi). In other words, ei = ẽi + shi, whereby ẽi is the 
net gain from an item of type i. The modified energy value ei is the difference in 
gain between eating a type i item (and gaining ẽi) and ignoring a type i item (and 
‘gaining’ - shi) 
 λi = the rate at which items of type i are encountered (when searching) 
 pi = the probability that items of type i will be attacked upon encounter (the 
decision variable) 
By additionally assuming that the time taken to handle an encountered item that is 
not attacked is zero, and that the net energy gained in the process is zero as well, long-
term rates can be maximised by maximising  
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(2.5) 
s being constant. This can be written for any given pi as 
 
                                                     
34 Giraldeau (2008:237-239) can be consulted for a different derivation, based on the case of two prey (see also 
below). 
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(2.6) 
with ki the sum of all terms not including pi in the numerator of (2.5), and ci the sum 
of all terms not including pi in the denominator of (2.5). Consequently, both ki and ci are 
constant with respect to the pi under consideration. Analysis of the way different values 
of a given pi affect R proceeds by differentiating: 
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which gives us, after working out and simplifying the numerator,  
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(2.8) 
The sign of the derivative of R with respect to pi is independent of the magnitude of 
pi. Maximising R can be achieved either through the largest (i.e. 1) or the smallest (i.e. 0) 
value of pi, which means that a certain prey type is either always attacked or always 
ignored upon encounter (the zero-one rule). The question as to what determines the 
value of pi, is answered by the numerator of (2.8). The strategy that maximises the 
average rate of energy intake is  
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(2.9) 
For each i, there is one such set of inequalities, amounting to n sets. The case for n = 2 
is written out below: 
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(2.9b) 
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For p1 = 0, (2.9a) yields 
 2112211    if   0 heheep    
(2.9c) 
Now all values of variables h1, h2 and λ2 are positive by definition. The other ones, e1 
and e2 are positive as well: for any ei < 0, ẽi/hi < -s (see definition of ei). This means that 
the forager will ignore all prey types that yield less than –s per unit handling time, 
because he can do better by ignoring everything (as he then achieves a rate of –s). 
Because all terms of the inequality are positive, the minimum requirements for the 
exclusion of a given prey type are : 
i. type 1’s can be excluded only if e2/h2 > e1/h1 
ii. type 2’s can be excluded only if e1/h1 > e2/h2 
 
As one of these must be true, prey types can be ranked without losing generality such 
that e1/h1 > e2/h2, which means that (i) cannot be correct, and therefore type 1 prey 
cannot be excluded. Condition (2.9b) sets us on route to determine whether type 2 
should be included, leading to the prey algorithm that maximises average rate of energy 
intake: the n prey types should be ranked such that e1/h1 > e2/h2 … en/hn. The highest j 
that satisfies the following equation is the lowest ranking prey type that will be taken 
upon encounter. 
1
1
1
1
1 


 
 

j
j
k
i
ii
j
i
ii
h
e
h
e


 
(2.10) 
In the case that there is no j < n in (2.10), all prey types will be taken. The above 
argumentation shows that this is correct for n = 2 (the simplest non-trivial case). By 
assuming that it also works for n = k, and consequently proving that it also does for n = 
k+1 (induction), it is established that algorithm (2.10) works for any number of prey 
types. 
To conclude, the characteristics of the basic prey model can be summarised as 
follows (Winterhalder 1981:24-26; Smith 1983:628; Stephens and Krebs 1986:10, 11, 19 
[box 2.2], 23, 24): 
 
a) Assumptions 
i) Decision: the set of probabilities of attack upon encounter for each prey type 
(pi for the ith prey type). For all prey types 0 ≤ pi ≤ 1. 
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ii) Currency: long-term average rate of energy intake. The currency is 
maximised. 
iii) Constraints 
(1) Searching and handling are mutually exclusive (prey are not encountered 
during handling) 
(2) Prey are encountered one at a time, and the probability of encountering 
each prey type in a short time period is constant (i.e. sequential Poisson 
encounters). 
(3) ei, hi, and λi (net energy gain, handling time, and encounter rate for the ith 
prey type) are fixed and are independent of pi. 
(4) Encountering prey without attacking takes no time and does not result in 
energy gains or losses. 
(5) The forager is assumed to know the parameters of the model (or at least 
acts as if he knows), and he recognises the prey types (i.e. the assumption 
of complete information). This is not the same as perfect information, 
which would make the forager omniscient (e.g. he would know what prey 
types he would encounter on any given day). He also does not use 
information obtained while foraging, and factors other than time and 
energy (wariness, dominance, territory defence, hunger, satiation, …) are 
not considered. 
 
b) Predictions35 
i) Prey types are either always (pi = 1) or never (pi = 0) taken upon encounter 
(the zero-one rule). 
ii) Prey types are ranked by the ratio of energy per attack to the handling time 
per attack (see the prey algorithm), called the profitability. Types are added 
to the diet in order of their ranks, following the algorithm. 
iii) The inclusion of a given prey type only depends on its profitability and of the 
characteristics of types of higher rank. Somewhat contra-intuitively, 
inclusion of a type does not depend on its own encounter rate (independence of 
inclusion from encounter rate). In order to grasp this logic, one should realise 
that assumptions (a.ii) and (iii.1) lead to the Principle of Lost Opportunity: 
exploitation decisions can be assessed by comparing potential gains from 
exploitation with the potential loss of opportunity to do better. As such, no 
opportunity can be lost by eating an item of the highest rank, as the best 
result of not eating it is encountering another highest ranking item. 
 
                                                     
35 Predictions iv to vii are discussed in Chapter 5, but provided here for reasons of completeness. 
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Conversely, a forager loses some opportunity when attacking an inferior 
item, more specifically, the expected gain from searching for and eating a 
higher-ranking item. So while gains are assessed in terms of immediate 
achievements of rate, losses are assessed in terms of missed opportunities to 
do better. If the opportunity loss involved in attacking a low-ranking type 
exceeds the immediate gains from the attack, it never pays to eat that low-
ranking type, no matter how often it is encountered. 
iv) An optimal forager with a high search-cost/pursuit-cost ratio will tend 
toward a generalised diet breadth. A forager with a high pursuit-cost/search-
cost ratio on the other hand will converge on a specialised diet. 
v) Any factor that causes an increase in search costs will produce an 
enlargement of the diet breadth. Conversely, decreasing search costs will 
restrict diet breadth. 
vi) Any factor that causes a reduction of pursuit costs will produce an 
enlargement of the diet breadth. Conversely, increasing pursuit costs will 
restrict diet breadth. 
vii) A forager highly specialised for searching, pursuit or both will be relatively 
insensitive to factors affecting diet breadth. Species generalised for 
searching, pursuit or both will suffer fairly large changes of diet breadth in 
response to changes in search or pursuit costs. 
 
c) General Points 
i) The model predicts which prey items will be attacked upon encounter, and 
which will not. This is called diet breadth, measured within a given 
homogeneous (= fine-grained) patch and for a forager using a fixed search 
strategy. 
ii) As such, diet (the set of all food items exploited by the forager) is not strictly 
predicted. When moving to another patch, the model must be applied anew. 
This means that the model cannot strictly be tested by looking at e.g., 
stomach contents, or worse (in the sense of an increased margin of error 
caused by behavioural and taphonomic processes), archaeological remains 
from food consumption. Obviously, any archaeological implementation of the 
prey choice model will entail either making changes to the model, or 
adding/relaxing specific assumptions, as we will see later on. 
iii) Food preferences are not strictly predicted, because the forager does not 
choose between two (or more) prey items that are encountered 
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simultaneously36. In the present model, they are encountered sequentially, 
and therefore are not alternatives. The prey model does deal with preference 
however, albeit on a different level: when attacking a prey of type 2 
maximises the average rate of energy intake, one could say that this attack is 
preferred to searching further. When ignoring a type 2 prey maximises the 
rate, continuing the search is “preferred” to the exploitation of that prey. 
iv) In order to firmly test the model, independent measures of encounter must 
be available. 
The Patch Choice model 
For our account of the basic patch choice model, Stephens and Krebs (1986:25-32) were 
again relied upon extensively. They start by assuming that there are n patch types, 
while travelling between patches costs s per time unit. Furthermore, they distinguish 
three characteristics determining each patch type: 
 λi = the encounter rate with patches of type i 
 ti = the time spent in patches of type i (the residence time) 
 gi(ti) = the gain function for patches of type i, which gives us the expected net 
energy gain from a path of type i, if the residence time for each type i patch 
entered is ti. 
 
The gain function has the following features: 
 the net energy gain when no time is spent in a patch is zero, or gi(0) = 0 
 the function is, at least in the beginning, increasing, or gi’(0) > 0 
 the function is eventually negatively accelerated, or    t   : gi”(t) < 0 (patch 
depression or a decrease of the instantaneous rate of energy gain) 
After assuming that the decision about which patch type to enter has been made (i.e. 
the prey question), the average rate of energy intake can be specified as 
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36 This would require a different modelling approach, as discussed by Stephens and Krebs (1986:38-45). 
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In order to maximise R, the optimal vector (t1, t2, …, tn) must be determined. For any 
given i, R becomes (see the prey model) 
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Differentiating with respect to a given ti gives 
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(2.13) 
It can be shown that R is maximised when R’(ti) = 0 (Stephens and Krebs [1986:29 {box 
2.5}]), and therefore when 
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The left side of this condition is the instantaneous rate of gain within a path of type i 
at time ti, while the right is the average rate of energy intake. Solving for n tis results in a 
set of n equations in n unknowns: 
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(2.16) 
This set provides the condition which the rate-maximising set of tis must fulfil, and 
which goes by the name of the marginal-value theorem: a forager will choose the 
residence time for each patch type so that the marginal rate (= the derivative) of gain at 
the time of leaving equals the long-term average rate of energy intake (R) in the entire 
habitat. 
A summary of the basic patch model would be as follows (Stephens and Krebs 
1986:10, 11, 28 [box 2.4], 29, 30, 34, 35): 
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a) Assumptions 
i) Decision: the set of residence times for each patch type (ti for the ith patch 
type). For all patch types 0 ≤ ti < . 
ii) Currency: the long-term average rate of energy intake. The currency is 
maximised. 
iii) Constraint 
(1) Searching for and foraging within patches are mutually exclusive 
activities.  
(2) Patches are encountered one at a time, and the probability of 
encountering each patch type in a short time period is constant (i.e. 
sequential Poisson encounters). 
(3) Encounter rates (λ) when searching are independent of the chosen 
residence times (t).  
(4) The net expected energy gain in a patch is related to residence times by a 
gain-function [gi(ti)], to which the following applies: when no time is spent 
in a patch, no energy is gained or lost; secondly, the function is initially 
increasing and eventually negatively accelerated. 
(5) The forager is assumed to know the parameters of the model (or at least 
he acts as if he knows), and he recognises the patch types (i.e. the 
assumption of complete information). Information obtained while 
foraging is not used, and factors other than time and energy (wariness, 
dominance, territory defence, hunger, satiation …) are not considered. 
b) Predictions 
i) The marginal rate at leaving must be identical for all visited patches (at the 
moment of departure, the marginal return in that patch is equal to the 
average return from the set of patch types being foraged): all patches left 
behind will be of uniform resource quality (typically without depletion of the 
patch), irrespective of their initial ranking.  
ii) A forager characterised by a high pursuit-cost/search-cost ratio will react to 
an increase in resource density by a decrease in the number of visited patch 
types. 
iii) Increasing resource densities will reduce the amount of time spent in a given 
patch (the rate of movement among the set of patch types being foraged will 
increase). 
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iv) In a small-grained37 habitat a forager will tend towards a generalised use of 
available patch types. In a large-grained habitat a forager will be inclined to 
use the patch types in a specialised way. 
v) If the habitat becomes poorer (i.e. if the average rate of energy intake R, 
decreases) without affecting the gain function of type i patches, then a rate-
maximising forager will stay longer in type i patches, and vice versa. The first 
will be the case either when encounter rates drop (patches will become 
farther apart, increasing the travelling time between them), or the set of 
patch types visited is reduced. 
c) General Points 
i) The model predicts how long a forager will stay in a patch, upon encounter. 
ii) As such, significant changes must be made to the model when the forager 
assesses patch quality while foraging. 
iii) Only patches with negatively accelerated gain functions (patch depression) 
can be incorporated into the model. When testing the model empirically, this 
must be confirmed. 
iv) The marginal-value condition (2.15) only gives an implicit solution of the 
optimal patch residence time. R (average rate of energy intake), cannot be 
treated as if it were independent of patch residence time. 
v) No assumptions or rules are set up for the forager to measure or become 
aware of the instantaneous rate of gain in a patch. 
Limitations of these basic models 
On top of the ones that were included in the “assumptions” lists above, the basic diet 
breadth and patch choice models have several limitations that have to be reckoned with 
when implementing them (releasing these will provide more realistic models, however 
at the expense of generality and precision). More in particular, the deterministic make-
up of the models is incompatible with the stochastic nature of the foraging environment 
(see Smith 1983:638-640 for a general treatment). Stochastic variation is not accounted 
 
                                                     
37 Grain is a descriptive feature of patchiness. It is also a relative measure determined either by comparing 
environments of by assessing the behaviour of an organism or population in a given environment 
(Winterhalder 1981:23): when patches are encountered and exploited by an organism in the actual proportion 
in which they occur, they are used in a fine-grained way. In fine-grained patches, resources are distributed 
evenly. Coarse grain refers to a disproportionate use of certain components of a given environment, or of 
environments with a heterogeneous resource distribution. Applied to the diet breadth model: foragers are 
assumed to move along in a fine-grained manner, but harvest prey in a coarse-grained way. 
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for because foragers are assumed to have or to be able to obtain complete knowledge of 
the relevant features of the environment; secondly, foragers strive to maximise mean 
returns, regardless of variation around the mean. This neglects uncertainty (due to 
imperfect information) and risk (due to the consequences of unavoidable variation). 
Uncertainty can be remedied by either choosing the strategy with the greatest 
probability of being optimal38, choosing a compromise mix of strategies, or investing 
time and effort to sample the environment (see also Kelly 1995:97-98). Being sensitive to 
risk, described as the effect of variance in foraging returns on the forager, can help 
dealing with variation once the probability distributions of foraging returns under 
different conditions (which can be acquired by means of information sharing or 
sampling, for example) are known. As such, a forager can be risk-prone (attracted to 
increased variation) or risk-averse (seeking to minimise variation; this can also be 
accomplished by means of social foraging, see below). As Smith (1983:639) as well as 
Kelly (1995:99-101) note, the urge to minimise risk in order to avoid falling below the 
minimal requirements, may potentially override the strategy predicted by the diet 
breadth model (i.e. the maximisation of the average rate of return), e.g. when food 
storage is ineffective or costly and temporal variation in resources is substantial. While 
this may well be the case for MIS3 hominins, Smith adds that apparently the optima 
predicted by risk minimising models are close to their deterministic counterparts. In 
any case, models incorporating incomplete information and risk have been described by 
Stephens and Krebs (1986:75-103; 128-150), so we refer to that source for more detailed 
information. 
A second major limitation would be that both models assume foraging to be an 
activity pursued by and for the benefit of individual organisms. Drawing heavily on 
game theory, a set of models known collectively as social foraging theory originated to 
fix this shortcoming (see Giraldeau and Caraco 2000 for a compilation of these models). 
While strictly speaking, true sociality is no prerequisite (only the interdependence of 
the foraging policy of at least two foragers is necessary, Giraldeau and Caraco 2000:3-5) 
the models open the door for the exploration of intra-group resource transfers such as 
tolerated theft, showing off, and trade, which can be valued tools in anthropological 
studies (see Winterhalder 1996; Winterhalder and Smith 2000:58-60 for an overview). 
BE and anthropology 
Given the diverse array of research subjects subsumed under the BE approach, and 
given their usability for addressing issues highly relevant to anthropologists, it is no 
 
                                                     
38 Consider the possible role for conformist bias of DIT here. 
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wonder that ethnographers began to set up both modest and large scale empirical tests 
of BE (in this case often referred to as Human Behavioural Ecology), and, important for 
the present study, optimal foraging in particular. These include Baily (1991), who 
focused primarily on hunting in a forest setting (and the role it plays in marriage 
opportunities), Smith (1991), directing his attention towards both prey and patch choice 
models in the Arctic, as well as the social setting in which foraging takes place, Hill and 
Hurtado (1996) applying life history theory to the Paraguayan Ache hunter-gatherers, 
and Hawks et al. (2001) dealing with the dynamics of meat sharing among the Hadza. 
Several conference bundles, in which typically the advances on the theoretical level 
addressed in the first part, are followed by chapters containing the (at the time most 
recent and arguably the most telling) empirical applications of BE, should certainly be 
noted as well, as these had a seminal influence on the development of the discipline. 
They include Winterhalder and Smith (1981), Smith and Winterhalder (1992) and Cronk 
et al. (2000). A wide range of societies, with diverse topics such as foraging, mating, 
parenting, sociality, and, perhaps typically for such recent compilations as the last 
bundle, the challenging case of the demographic revolution have been investigated (see 
figure 14; see also Winterhalder and Smith [2000:54-59] for an overview of HBE research 
up until 2000). Archaeologists have embraced (H)BE as well, although they have 
traditionally been a minority among behavioural ecology minded anthropologists, as 
can be seen on figure 14. With few exceptions, the models have been implemented by 
New World archaeologists, and most of the time, case studies center on sites on the 
American continent. Simms (1987), Broughton and Grayson (1993), Madsen (1993), 
Hildebrandt and McGuire (2002), and some contributions in the above-mentioned 
conference bundles are witnesses to that observation. Hominins however have been the 
subject of BE research too, e.g. by Foley (1992), Stiner (1994), and Hawkes et al. (2000). 
Again, we term to Winterhalder and Smith (2000:57-60) for an overview of 
archaeological implementations of BE models. 
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Figure 14: Tabulation of HBE publications by topic and decade (Winterhalder and Smith 2000: 
Fig. 1). 
2.3.5.3 Evaluation of the BE approach 
We have already stated that BE, and optimal foraging theory in particular carries away 
our preference as a way to gain more insight into hominin behavioural variation, during 
MIS3 in Western Europe. There are several arguments to support that claim. First of all, 
BE allows for a study of behavioural strategies indiscriminate of species boundaries, and 
without getting lost in risky assumptions about the cognitive mechanisms underlying 
those strategies (contra EP). This may be especially pertinent for the Neanderthals, but, 
by going back far enough in time, also for (anatomically) modern humans. Secondly 
subsistence, and foraging in particular, is one of the oldest and most vindicated topics in 
BE, for animals and (modern) humans alike. Existing models, and the basic prey model 
in particular, have proven their empirical worth in ethographical, as well as 
archaeological (i.e. mostly Holocene) contexts, so applying them to the (Middle) 
Palaeolithic is a logical step. Thirdly, despite the considerable weight we attribute to 
cultural inheritance, through BE behaviour can be investigated without worrying too 
much about its intricate particulars (including potentially maladaptive outcomes), by 
assuming as a first order approximation that culture will tend to be fitness-maximising. 
However, considering DITs (and NCTs) take on human behaviour sensu lato, the reasons 
why we believe that BE is likely to be adequate in the case at hand, requires some 
elaboration.  
As we mentioned before, lithic artefacts are the only direct guide to cultural variation 
until the latter part of the Middle Palaeolithic or Middle Stone Age, for the entire Old 
World, because of their abundance and the virtual absence of artefacts made from other 
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materials. Despite this abundance, lithic traditions are considered as having been very 
stable for a long time, during the Oldowan, the Acheulian, and the Mousterian. 
Especially during MIS3 however, a regionalisation and a more fast-paced cultural 
evolution can be witnessed, the causes of which still being difficult to ascertain. More or 
less in tandem, a more generalised storage of symbolic information outside the body 
begins to appear, and hints at cumulative cultural evolution as well. This means that 
until well into MIS3, or even MIS2, there is little cultural data of a sufficiently small 
grain to work with, a problem aggravated further by the inability to securely link 
hominin populations (Neanderthals and modern humans) to lithic traditions, and by the 
limitations of carbon dating. Interpretations can range from the idea that the cultural 
side of life was either relatively limited, to the option that the majority of culture was 
not preserved archaeologically. In any case, even if the cultural repertoire was more 
extensive than we are led to believe based on archaeological remains, there may simply 
be a lack of data to fit fine-grained DIT models that could study hominin variation, such 
that we are forced to accept the BE approach as the best we can do. This is not 
necessarily a bad thing: when the question whether culture is fitness-maximising or not 
remains undecided in cases where cultural processes cannot be discerned, the most 
economic approach (BE) may be warranted until proven otherwise. In fact, BE is found 
to be useful even in some contemporary studies of human behaviour (e.g. contributions 
in Winterhalder and Smith 1981; Smith 1991), so the matter really is empirical. 
This obviously does not entail in any way that culture will have been predominantly 
adaptive and therefore, BE an adequate approach. However, as culturally acquired 
variation is heritable, culture will tend to be cumulative, once certain conditions are 
fulfilled (e.g. Shennan 2001). Therefore, by going back in time, the cultural repertoire 
will tend to shrink, and at the very least in absolute terms, but probably also in relative 
terms, less of it will be maladaptive. More in particular, maladaptive cultural variants 
will be limited when the forces of guided variation and direct bias (the sociobiological 
forces, which enhance the adaptiveness of the genetically inherited mechanisms) are 
strong, and when cultural transmission is mostly vertical (as opposed to horizontal or 
oblique). The latter is likely given the low population densities typical until the end of 
the Middle Palaeolithic (Stiner et al. 1999, 2000), which entail that most of the time, 
group sizes will be small, and opportunities for non-vertical transmission limited. 
Moreover, assuming that life-expectancy before the Upper Palaeolithic was indeed quite 
short (Caspari and Lee 2006), a major influence of elders (i.e. an increased chance of 
non-vertical transmission) would have been limited as well. Thirdly, as the changes 
during MIS3 are likely to have had a strong social component, they may have sown the 
seeds for subsequent social stratification (see e.g. Vanhaeren and d’Errico 2005). In 
absence of the latter during MIS3 proper, forces such as indirect bias, whereby 
prestigious members of society are copied, may be expected to have been small. This is 
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especially relevant when these members have had a genetically sub-optimal fitness (e.g. 
in the case of celibacy).  
The direction of guided variation and direct bias are another matter: as we saw in the 
DIT section, the kinds of traits enhanced by guided variation depend on the 
evolutionary forces that shaped the underlying learning rules. As Richerson and Boyd 
(1992:64-65) note, the case in which the latter are genetically transmitted and shaped by 
natural selection, is of particular importance, not only because that is the primitive 
state (potentially increasing our knowledge of the origins of guided variation), or 
because it is still relevant for modern humans (the EP standpoint), but because it is 
highly pertinent for the study of foraging activities, as in this domain, the goals of the 
learning rules are closely correlated with genetic fitness. The authors explain that when 
foraging practices are judged according to their energy payoff per unit of time (which is 
the case in optimal foraging theory), they will adapt to a changing environment as if 
they were subjected to natural selection. On the other hand, if they are judged by their 
impact on other matters, such as prestige, they could evolve in another direction (which 
can be studied by BE as well, albeit with models other than the diet model). In the case 
of prestige in particular, it may not be possible to reject that possibility outright. A 
similar argument goes for direct bias (Richerson and Boyd 1992:65, 67): if the underlying 
guiding rules for individual choices are the result of selection on genes, direct bias will 
favour adaptive cultural variants.  
Although Shennan (2002:288-289) wisely urges us to evaluate every case separately, 
from an empirical point of view Smith (1991:22-24) presents a strong case for 
maladaptive traits to be limited in the case of subsistence and more in particular, 
foraging: selection pressures on variation in foraging practices will potentially be high 
for people who depend heavily on this way of making a living, including both present-
day and ancient hunter-gatherers, as the impact foraging has on survival and by 
inference, successful reproduction, is high. His second argument is that foraging has a 
very long evolutionary history, not only within our species, but extending into the 
primate and even the mammalian line. This will result in strong genetically 
programmed propensities (“modules” in EP terms) to forage in an adaptive way (he 
mentions the example of the capability to judge the caloric value of alternative prey 
through proxies such as taste, fat content, size, ability to satiate, etc.), and it is only 
logical to assume that these will indeed have persisted up until now. By extension, they 
will have been present in the Palaeolithic, and given the smaller cultural repertoire, 
perhaps even in a less diluted way. Thirdly, he believes that foraging practices will 
primarily be learned from parents or other close relatives (the kin group), resulting in 
less systematic conflict between the genetic and the cultural inheritance system. 
Although he admits that this is only approximately true now, it may actually be correct 
for a general (i.e. beyond mere subsistence) Palaeolithic setting, which we also argued 
for above. Finally, he calls in the fact that reliance on social learning, and therefore 
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culture will only occur if decision-making based on genetic inheritance plus individual 
(trial and error) learning are on average less efficient, i.e. more costly in terms of fitness 
(see also Boyd and Richerson 1985). When these are more efficient on the other hand, 
culture (and the associated danger for maladaptation) will be of lesser importance. 
Because foraging is a highly repetitive activity, in which payoffs are allocated very 
rapidly, this might arguably be the case. Alternatively payoffs associated with foraging 
practices which were actually adopted culturally, will perhaps be easier to evaluate than 
those resulting from conscious individual trial and error. So foraging, in contrast to 
domains such as religion or kin systems, is an area where we might expect that 
individual experience plays a large role in shaping behaviour, whether that behaviour 
was initially acquired by social learning or not. 
 
  
Part 2 – A Late Pleistocene setting 
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Chapter 3  
The last interglacial-glacial cycle 
3.1 Introduction 
The previous chapter aimed at reviewing the main evolutionary approaches to 
behaviour and culture, with the intent to find a candidate that can be matched to the 
archaeological record of the last interglacial-glacial cycle, and the issue of Neanderthal 
and modern human interaction during MIS3 in Western Europe in particular. From a 
comparison of their respective views on the genetic and cultural aspects of behaviour, 
and when applicable on the interaction between multiple inheritance systems, (human) 
behavioural ecology emerged as what we believe to be the most compatible, especially 
when considering the fragmentary nature of the archaeological record involved, and 
our limited knowledge of cultural and environmental transmission processes between 
hominin populations or archaeological traditions at the time. 
Within the discipline of behavioural ecology, we focused on optimal foraging theory, 
assuming that this would allow us to work with archaeological data in a very direct way 
(in essence, kitchen waste), rather than with interpretations build on primary data. In 
the same vein of keeping interpretation to a minimum, we opted to take a look at three 
basic OFT models, the basic prey and patch choice models being the most promising. 
Their mathematical derivation however made clear that they are very specific in terms 
of constraints and predictions, and as such, it is important to check in more detail 
whether their use in the context we have in mind, has any chance of making a 
believable and valuable contribution to the transition debate. For this reason, data on 
the environment sensu lato hominin populations lived in, as well as on relevant aspects 
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of hominin morphology, behaviour, and culture are required (i.e. the environment 
“sensu OFT”). These are the subjects of this and the following chapter respectively. 
3.2 Climate 
3.2.1 Introduction and definition 
Without resorting to environmental determinism, one can safely assume that the 
ecological reality to which hominins were subjected must have impacted their 
(foraging) behaviour, to the extent that it affected their absence, presence, density and 
distribution in a region, as Bocquet-Appel and Demars (2000) and Bocquet-Appel et al. 
(2005) argued for the Upper Palaeolithic, and van Andel and Davies (2003) for MIS3. On a 
very basic and immediate level, day-by-day and hour-by-hour changes in weather 
conditions will have influenced the specifics of individual prehistoric foraging bouts, 
either directly because averse weather conditions could have been unfavourable for 
hominins to venture outside their shelter (whatever form the latter may have taken), or 
more pertinently because the weather impacted both the availability of prey and the 
ease with which it could be located, approached and dispatched1 (Smith 1991:71-80; see 
also Mithen 1990:66).  
Obviously, discovering let alone using, environmental data as fine-grained as 
prehistoric weather is far beyond our grasp. However as single, short Palaeolithic 
occupation events can only very rarely be dissolved, only a blend of the material 
remains of no longer separable occupation events, each one isolated from the other by 
potentially considerable lengths of time, reaches us as the archaeological record. 
Therefore, (short term) weather conditions, although potentially major determinants of 
foraging costs and benefits, cannot figure in BE studies in Palaeolithic settings, making 
detailed empirical tests of a given optimal foraging model in which weather is a 
parameter (such as in ethological or ethnographical research), impossible. 
 
                                                     
1 Yet another role for the weather (and by extension climate and astral phenomena) in determining 
subsistence activities, consists by providing “cues” that turn out to be unsubstantiated when scrutinised 
(Mithen 1990:66), e.g. a “rule” that links the phase of the moon with success on the hunt that is about to be 
undertaken. As this belongs to the cultural system, moreover in a form that (for the period under 
consideration) is no longer traceable, it will not be considered here. 
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Consequently, and if we want to focus on long term events (which Palaeolithic BE 
invariably does) we must turn to (past) climate, which can be defined as  
[…] the statistical expression of daily weather events; more simply, climate is the 
expected weather. Naturally, for a particular location, certain weather events will 
be common (or highly probable); these will lie close to the central tendency or 
mean of the distribution of weather events. Other types of weather will be more 
extreme and less frequent; the more extreme the event, the lower the probability 
of recurrence. Such events would appear at the margins of a distribution of 
weather events characterizing a particular climate. The overall distribution of 
climatic parameters defines the climatic variability of the place (Bradley 1999:11). 
Or alternatively, as 
[…] the roughly 100-year average state of the atmosphere and surface boundary 
layers where we and most other biota reside. In choosing this averaging period we 
are essentially defining paleoclimatic variations by excluding, ab initio, explicit 
consideration of all the variations that occur within a human lifetime (e.g., 
seasonal, interannual, and interdecadal variations), though the variability and 
covariability on these scales must be implicitly represented through 
parameterizations or stochastic forcing in discussing paleoclimate. This average 
state includes not only the mean conditions, but the variances and all higher 
moments of the probability distributions of all the relevant physical variables 
(e.g., temperature, wind velocity, water vapour concentration, clouds, 
precipitation) (Saltzman 2002:3; italics his). 
So climate does not include seasonality, but the latter is very likely to have been of 
major importance for the availability of most food resources in Western Europe, and it 
could therefore have acted as a first filter that determines which resources were being 
exploited in the past, as well as extant ethnographic societies in the form of annual 
mobility patterns that link times of the year with certain locations, resources and 
exploitation methods (e.g. the Inujjuamiut, see Smith 1991:155-169). Nevertheless, it is 
important to remember that seasonal resource availability cannot be the only 
parameter influencing the diet if the actors are assumed to exercise any selectivity and 
if the analysis of strategic decisions involving prey choice is to have any use at all (Smith 
1991:198). Only when exploitation patterns go beyond environmental constraints, i.e. 
only when different resources are harvested in dissonance with their abundance, and 
when changes in diet breadth (the number of prey types harvested over a given period 
of time) are elicited by factors other than changes in prey availability, it is possible to 
study their exploitation from a strategic point of view, whether this starts from a 
premise of optimality (minimisation of cost or time, maximisation of returns) or, e.g. of 
risk-reduction (lowering the risk of returning home empty-handed). 
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In some cases, seasonal information is imbedded in the archaeological, in casu faunal 
remains, and it can be extracted. However, the seasonality signal found in the 
archaeological records are typically time- averaged. Apart from the debilitating fact that 
MIS3 sites are mostly palimpsests lowering the temporal (and intra-site, also the spatial) 
resolution, such contexts are also plagued by absolute dating problems, such that, as we 
shall see, a straightforward incorporation of even the well-attested millennial-scale 
climate variability during MIS3 turns out to be problematic (see e.g. van Andel and 
Davies 2003). 
This reduction of the temporal resolution, below that which can be offered by 
climatic records (tree rings, ice accumulation layers), does not necessarily mean that 
applications of foraging theory to (Palaeolithic) archaeology must remain deficient in 
some way. On the contrary, they open up new avenues by creating the possibility of 
studying those kinds of patterning that only reveal themselves at longer time scales, 
such as possible behavioural adjustments of a population to climatic change. Such 
climatic change, with in its wake alterations to primary biomass (vegetation), to the 
herbivores that feed on it, and to the predatory animals yet another step higher in the 
food chain, has been extensive throughout Earth’s history, and although only the 
climate of the Pleistocene (a period of which only a limited part will be considered here) 
is of relevance for our genus, reflecting on prior developments will help to put the 
particulars of Quaternary and MIS3 climate into perspective. 
3.2.2 Pre-Quaternary Climate 
As evidenced by figure 15, which shows an idealised representation of the fluctuations 
of mean global temperature based on geological proxies2, Earth’s temperatures have 
been considerably higher than those of the present throughout its existence, with little 
or no ice-sheets present. Nevertheless, some extensive and long-lasting glaciation 
events did occur in pre-Quaternary times. In fact, four periods stand out as departures 
from a state of global warmth (Saltzman 2002:33-34), with the first occurring in the Late 
Precambrian, around 750 to 600 Ma BP. A second dates back to the end of the 
Ordovician, about 460 Ma BP, when glacial ice was to be found on that portion of 
Gondwana that was located near the South Pole (the current North African Sahara), 
while the third should be placed around 300 Ma BP (the Permo-Carboniferous). 
Extensive ice sheets emerged on parts of Gondwana that were in the process of being 
 
                                                     
2 For an introduction on these “palaeoclimatic indicators” as she prefers to call them, for Pre-Quaternary 
times, see Totman Parrish (1998). 
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assembled into what would become the supercontinent Pangaea, and what is currently 
scattered across South America, South Africa, Australia, India and Antarctica.  
 
Figure 15: Idealised representation of the fluctuations of mean global temperatures based on 
geologic proxy evidence. The cold peaks are associated with large-scale glaciations (Saltzman 
2002: figure 1-3). 
On these enormous timescales where the distribution of continents and oceans is 
grossly divergent from their current, familiar configuration, the Quaternary on the 
whole could be considered as a glacial period that follows a gradual cooling during the 
last 50 Ma which led to the formation of ice on the southern pole from 34 Ma onwards 
(Tripati et al. 2005; see also Totman Parrish 1998:258-260), and a steep drop in 
temperatures in the mid-Miocene. By that moment, an extensive Antarctic Ice sheet, 
comparable to that of today had been established. This transition from a greenhouse 
Evolution, behaviour, and competition in MIS3 France 
104 
climate to “ice-house” conditions is linked to the evolution of atmospheric carbon 
dioxide (Tripati et al. 2005). Subsequent cooling gave rise to an incipient ice sheet on the 
North Pole between 10 and 6 Ma BP (Tripati et al. 2005), and significant ice growth in the 
northern hemisphere by 3 (Williams et al. 1998:15-17) or 2.75 Ma BP (Maslin et al. 1998), 
depending on the source. This started the alternation between ice-sheet growth and 
decay that is so typical for the climatically unstable Quaternary period. While when set 
against earth’s entire climatic history, the Quaternary can appear as a glacial episode, 
phases of severe glaciation are actually interlaced with shorter temperate events3. As a 
first, coarse subdivision, the Quaternary can be split into Lower Pleistocene (1.8 to 0.75 
Myr BP), Middle Pleistocene (750 to 125 Ka BP), Upper Pleistocene (125 to 10 Ka BP) and 
Holocene (10-0 Ka BP) (see Williams et al. 1998:6). However, the Quaternary can also be 
divided based on its climatic instability in terms of alternating glacial and interglacial 
stages, themselves subdivided in stadial (shorter periods of cold with local advancement 
of ice), and interstadial episodes (brief intervals of warmer temperatures during a 
glacial phase). As a short-hand, the words “cold” and “temperate” are proposed, 
although it is understood that these are problematic (Lowe and Walker 1997:8-9), largely 
because the amount of instability seems to grow in tandem with the resolution with 
which the palaeoclimate is being investigated4.  
3.2.3 Quaternary climate 
3.2.3.1 Some key climatic records 
Pivotal to Quaternary studies are the efforts to find new and better ways (by means of 
proxies) to reconstruct the various climatic parameters, such as temperature, 
precipitation, snow cover, wind velocities, etc. …, because most proxy records are 
fragmented and cover only a limited geographic area (see figures 16 and 17)5. Inevitably, 
this creates the problem of constructing a coherent framework in which all proxies can 
be linked together in space, as well as in time. Although climate obviously consists of 
more than mere temperature changes, we will focus on this variable because of its 
 
                                                     
3 The uniqueness of the Quaternary as an unstable phase as opposed to the smoothness of pre-Quaternary 
climate rests on the assumption that this observation is not a relic of the decreasing resolution of the proxy 
records (and research equipment) inherent to delving deeper in time. As a matter of fact, Brauer and 
Negendank (2004) mention climatic oscillations with periods of 10, 2.5, and 1.5 Ka found in sediments dating to 
the Late Miocene to Early Pliocene. Raymo et al. (1998) report a similar observation for the early Pleistocene, 
which is significant in light of similar and better known oscillations during the last 100 Ka. 
4 See the previous footnote. 
5 For an overview of the different proxies, see Cronin (1999:61-73). 
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importance in delineating the different climatic stages of the Quaternary. However, it 
should be realised that precipitation, like ambient temperature, is clearly a major factor 
determining the presence of hominins, the animals they prey on, and primary biomass 
as well (see also the Stage Three Project, in which additional climatic parameters have 
been modelled). 
 
Figure 16: The most important sources of proxy data for palaeoclimatic reconstructions 
(Bradley 1999: Table 1.1). 
A framework with a temperature signal of global significance (in the sense that the 
same signal can be replicated in cores taken from different parts of the world’s 
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oceans) was found to be hidden in deep ocean sediments. As a nice extra, benthic 
cores turned out to be less disturbed than terrestrial records, although because of 
slow sedimentation rates, small amounts of bioturbation and limited movement of 
bottom currents did have a significant impact. Therefore, unfortunately, they suffer 
from a rather coarse temporal resolution, in the form of a minimum sampling 
interval of 500 years (see figure 17). From the oxygen isotope trace (the relative 
abundances of 16O en 18O) recovered from the tests (i.e. the calcareous shells) of 
marine microfossils6, planktonic and mostly, benthic foraminifera7, a record of 
cold/temperate oscillations of seawater has been composed, based on the 
observation that slowly crystallising calcium carbonate has a higher concentration of 
18O than the surrounding water, and that this process is temperature dependent. 
While the matter is obviously more complicated than presented here (e.g. sea-level 
changes, which do not always go in tandem with variations in continental ice mass, 
have to be reckoned with too), Marine Oxygen Isotope analyses have led to a sturdy 
chronostratigraphy of isotope stages (Lowe and Walker 1997:149-154,284-285; 
Williams et al. 1998:29-31; Bradley 1999:193-216; Saltzman 2002:23-24; Walker 2005:9-
12,198-202). This MIS-system, as represented in figure 18 will be used here as a 
reference, and as a first order proxy of continental palaeotemperatures. The latter is 
possible because marine oxygen isotopes are also a guide to the volume of 
continental ice sheets because of the fractionation processes involved in creating 
land-based ice-sheets (Cronin 1999:71-73). 
 
                                                     
6 Next to the biogenic material, marine sediments also contain terrigenous compounds, which provide a 
record of relative humidity/aridity changes on the continents, or more generally, the modes of sediment 
transport to and within the oceans, e.g. wind, fluvial erosion, ice-rafting, … (Bradley 1999:191). 
7 After sinking to the ocean floor, these form the so-called “marine ooze” (Lowe and Walker 1997:148). 
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Figure 17: The characteristics of natural proxy archives (Bradley 1999: Table 1.2). 
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Figure 18: The Marine Oxygen Isotope record for the last 2.6 millions years BP, based on a 
composite of deep-sea cores. To the right, the Quaternary stratigraphy of the northern 
hemisphere. Temperate stages are shown in upper case, cold phases in lower case. Save some 
exceptions, cold isotope stages are represented by an even number, interglacials by an odd 
number (Walker 2005: Figure 1.4). 
Ice cores recovered from the ice-caps of both Greenland and Antarctica (see figure 19 
for an overview) are a second major source of palaeoclimatic information. While 
continental ice-masses, such as glaciers have been sampled as well, these low-latitude 
records are generally of a relatively young age (Bradley 1999:186-190) and therefore 
unsuitable as a deep time palaeoclimatic record. The ice-caps however bring together 
multiple proxies for very different climatic parameters combined with, in contrast to 
marine sediments, a fine-grained temporal resolution (Lowe and Walker 1997:155-160; 
Williams et al. 1998:43-49; Bradley 1999:125-190; Cronin 1999:19; see also figure 20). 
Moreover, ice cores provide records that extend over very long periods of time; the 
Vostok record (Antarctica) goes back to 420 Ka BP (Petit et al. 1999), while the oldest 
data from the EDC core from Dome C (Antarctica) date back to 740 Ka BP, and probably 
to 800 Ka BP (EPICA community members 2004).  
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Figure 19: A summary of the major ice cores used in palaeoclimatology (Cronin 1999: Table 9-
2). 
Ice cores also have a down side unfortunately, as it still remains to be determined 
how large the area around the drilling site for which the ice provides accurate proxies, 
actually is. In other words, while ice cores provide a better temporal resolution than do 
marine records, and while pretty high-resolution absolute dating is feasible, at least in 
principle, they only provide a regional view on the palaeoclimate. Again we focus here 
on stable oxygen isotope variations, this time of the frozen water molecules in the ice8. 
The principle behind the climatic interpretation of those variations is again 
fractionation, i.e. of sea water during evaporation. As they are lighter, molecules 
holding an 16O-atom (as opposed to an 18O-atom) have a larger chance of evaporating, 
leaving the seas “heavier”, a process which is enhanced by a the existence of a second 
isotope system, i.e. that of hydrogen (the light 1H, and heavy 2H or deuterium). When 
 
                                                     
8 It is also possible to study trapped air bubbles in the ice, although one has to keep the age differential in mind 
between the ice and the enclosed air (bubbles get sealed of from the atmosphere at 50 to 100 m below the 
surface, where so-called firn turns to ice; this age differential depends upon the ice accumulation rate, see 
Cronin 1999:428-430). Such pockets of ancient atmosphere bundle an entire set of proxies, e.g. CO2,CH4, N2O, 
and again, stable oxygen isotopes (the latter are used mainly to correlate ice-core records to other climate 
records, see Bradley [1999:184-186], and Cronin [1999:438]). Soluble and insoluble particulate matter found in 
the ice can be studied too, as well as cosmogenic isotopes and the electrical conductivity measurements (ECM) 
of the ice (i.e. a measure of acidity) (Cronin 1999:419,422-426).  
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the vapour condensates, heavier molecules are preferentially involved, making the 
condensate heavier than the vapour. Therefore, the more condensation (e.g. to form the 
ice-caps) occurs (i.e. the cooler it gets), the lighter the vapour will become, relative to 
the original water source. The isotope concentration in the condensate (from snow, 
through firn, to ultimately, ice) is therefore primarily a function of the temperature at 
which condensation occurred (Bradley 1999:29-30; Saltzman 2002:24). 
 
 
Figure 20: The resolution of the various palaeoclimate proxies (Cronin 1999: Table 2-6).  
3.2.3.2 Matching proxy records 
As annual (in some cases even seasonal) layering is certainly feasible in ice-core 
research, it actually allows for an upgrade of the temporal resolution of marine isotope 
data (Walker 2005:148-151), although this lowers the geographical resolution of the 
combined records to the hemispheric or (inter)regional spatial level. In other words, it 
The last interglacial-glacial cycle 
 111 
fills in the rough sketch provided by marine sediments, but in doing so, confines the 
validity of the added detail to a (much) smaller region. As some of the more high-
frequent climatic events, i.e. those that transpire on decadal timescales, do not occur on 
planetary scales9, this is more of a blessing than a curse; it does however put a premium 
on absolute dating of the various proxy records to assemble a picture of global climate 
in which these swift regional oscillations can be given a place. So ultimately, in the case 
of ice cores, ice-accumulation years need to be translated to calendar years, if the ice 
core stratigraphy is to be matched with other records, e.g. archaeological contexts, 
those based on the same proxy but sampled on a different geographic location, or those 
based on a different climatic proxy altogether.  
While some of these records may be linked because they describe the same climatic 
parameters (in which case linking is based on the assumption that similar changes of 
the values contained within each of the records code for the same event), 
superimposing a fine-grained absolute chronology allowing for easy correlating remains 
a necessity, as well as one of the core problems of Quaternary climatology (see Lowe and 
Walker [1997], Bradley [1999], Cronin [1999:42-52] and Walker [2005] for a discussion on 
Quaternary dating methods and correlation tools in general, and Bradley [1999:81-
82,142-153;], Cronin [1999:432-440] and Walker [2005:197-235] for a review of the 
available techniques for establishing age equivalence in ice-core and other records).  
When records are linked by means of absolute dates, the process may be severely 
hindered by dating uncertainties: e.g. the uncertainties associated with the GRIP and 
GISP2 ice cores may exceed even the duration of a D/O event (see below) during the 
oldest half of the last glacial period, impairing their full use in Middle Palaeolithic 
research; moreover, calibration ranges of archaeological dates for the Late Middle and 
Early Upper Palaeolithic lie between < 1 and ± 2.5 Ka (van Andel et al. 2003b:26-27, Table 
3.4), which means that these cannot resolve individual D/O events either. Nonetheless, 
stable 13C and 18O isotope records not originating from ice or sediments, but from 
stalagmites (and precisely dated by means of 234U/230Th) have shown most of the D/O 
events between 83 and 32 Ka BP (Genty et al. 2003), broadening the possibilities for 
future age equivalence research and incorporation into archaeological analyses. To this 
day, it remains impossible however to correlate events that transpire at decadal 
timescales at given locations to events elsewhere (Cronin 1999:465). 
 
                                                     
9 Fluctuations of local or regional atmospheric conditions were discovered that only lasted 10 to 20 years (and 
terminating within less than 5 years). These so-called “flickering switch” events occurred when the regional 
climate was in a state of transition between cold and warmer states (Cronin 1999:463). 
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3.2.3.3 Quaternary instability 
D/O oscillations, Heinrich events, Bond cycles 
The combined findings resulting from ice-core and other records depict extraordinary 
and unexpected amounts of variability, which is especially visible in the detailed and 
the more easily correlated datasets for the last glacial-interglacial cycle. While a 100 Ka 
periodicity dominates the last 600 Ka, 50 cycles of lower amplitude and frequency (i.e. 41 
Ka) have been detected for the last 2.5 Ma (Williams et al. 1998:117; Cronin 1999:140-141, 
452). The most frequent (and short-lived) oscillations appear during the last glacial in 
the form of Bond cycles, Heinrich events and Dansgaard-Oeschger (D/O) oscillations, 
although some of these date back as far as the last interglacial. Twenty-five rapid swings 
in oxygen isotope ratios in ice recovered from the Greenland ice sheet were detected, 
occurring between 115 and 10 ka BP (Cronin 1999:223). They represent mostly gradual 
or stepwise increases in air temperature (> 5° C, even up to 10°C, see Genty et al. 2003), 
doubled snow-accumulation rates and greater atmospheric turbulence during a period 
of 2 to 3 ka (“D/O events”) that end abruptly. Together with the subsequent return to 
glacial conditions, these climatic periods, which appear to be of global significance10 
(Cronin 1999:227-235) are called “D/O cycles”.  
It has been suggested that they were caused by changes in the thermohaline 
circulation system11 that subsequently affected the warmth of the atmospheric 
environment above land (see Rasmussen and Thomsen [2004] for a regional 
perspective), but it would appear that this is not the only factor to be considered (Elliot 
et al. 2002). Correlation of the Greenland data with the Antarctic palaeotemperature 
records, in an attempt to connect both hemispheres to obtain a global picture, 
suggested that D/O events (between 47-23 Ka BP) on the southern hemisphere 
anticipated those above the equator by 1 to 2.5 Ka on average (Blunier et al. 1998), which 
would corroborate the thermohaline proposal in the sense that other internal forcing 
mechanisms (see below) would tend to shorten this lag. On the other hand, it has been 
suggested that the southern hemisphere temperature lead may actually be a lot smaller 
(< 0.4 Ka) depending on the proxy record in use. Moreover, it would appear that this 
lead may be the result of the different shapes the D/O spectra exhibit across the 
 
                                                     
10 While D/O oscillations are indeed discernable in the southern hemisphere (Antarctic) temperature record, 
their amplitude was found to be markedly lower (Hinnov et al. 2002:1213). 
11 I.e.  the Global Conveyor Belt, a system of ocean currents that transport deep water through the world’s oceans 
after they have arisen through a process of downwelling of cold saline water close to the poles. At certain 
locations near the equator these currents rise and warm up, after which they travel to the poles while 
transporting heat to the mid-latitude regions, including Western Europe. Upon arrival at the poles, the 
conveyer belt starts anew through downwelling of the cooled water (Williams et al. 1998:127-132). 
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equator, i.e. triangular in Antarctica, and more rectangular (i.e. abrupt) in Greenland 
(Hinnov et al. 2002:1223). Still adding to the discussion, a study of the Greenland-
Antarctica phase relations by Wunsch (2003) revealed that, after synchronisation by 
means of methane variations, only the lower frequency climatic oscillations (> 10 Ka) 
recorded in both actually describe the same phenomena, whereby Antarctica again 
leads the northern hemisphere by 1-2 Ka. The previously attested relationship between 
oxygen isotope fluctuations on a millennial timescale between both hemispheres 
appears on average, to be illusory. This would suggest that these cores do not describe 
the same high-frequency processes, but rather regional events. 
 
 
Figure 21: The Heinrich events on an absolute (i.e. GRIP) timescale (adapted from Corijo et al. 
2000: fig. 6). 
 
 
Figure 22: The high frequency climatic events of the last 90 ka recorded in the GRIP ice core. 
The lowermost curve displays the generalised sawtooth structure of the Bond cyles (long-
term cooling trends defined by grouping Dansgaard-Oeschger cycles) while the upper curve 
is a proxy for the temperature fluctuations, showing the actual Dansgaard-Oeschger cycles 
and Heinrich events 1-6 (adapted from Lowe and Walker 1997: Fig. 7.13). 
Heinrich events were discovered in North Atlantic marine microfaunas and ice-rafted 
debris (IRD) records of the last 130 ka, and show a 11-ka periodicity (Bradley 1999:261-
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268; Cronin 1999:223-227). Six of these events occurred between 70 and 14 Ka BP, 
separated from one another by intervals of 5 to 10 Ka (see figure 21). By means of 
absolute dating using volcanic ashes, oxygen isotopes and 14C, the following dates have 
been obtained: 65-60 Ka BP (H6), 44.0 Ka BP (H5), 33.2-35.1 Ka BP (H4), 26.0 Ka BP(H3), 
and 22.0 Ka BP (H2). H1 precedes the Younger Dryas (between 12.5 and 11.5 Ka BP) by 2 
to 3 Ka, while the latter is tentatively called H0. Simply put, Heinrich events consist of 
two steps: initially, a drop in sea surface temperature (SST) goes hand in hand with a 
decrease in the amount of planktonic foraminifera deposited on the ocean floor. This is 
followed by a second, brief phase of considerable iceberg discharge from the northern 
ice sheets (especially the Laurentide ice sheet; smaller sources are the Fennoscandian 
and Greenland sheets) into the North Atlantic. The sediments left behind on the ocean 
bottom when the ice-bergs melt, constitute the actual Heinrich layer, which is deposited 
during a timespan of 250 to 750 yrs, separated by 7 to 12 Ka from the next. It is believed 
that Heinrich events are linked to D/O events according to a scenario in which, between 
80 and 20 Ka BP, Heinrich events occur at the culmination of episodes of progressive 
cooling of SSTs, lasting 10 to 15 ka. After the ice-berg discharge, subpolar SSTs quickly 
rise to interglacial values. This produces saw-tooth shaped cooling patterns, in which a 
series of short (2-3 Ka) periods of interstadial SST events take place, each one slightly 
cooler than the one before. This 10 to 15 Ka periods are called Bond cycles, and the land-
based equivalent of the warm SST events are D/O events, with Heinrich events 
superimposed on these more dominant, frequent and short D/O cycles (Figure 22). 
Causes of climatic change 
The previous section summarised when and in what way climate changed; here we wish 
to briefly review the mechanisms that caused this remarkable lack of climatic stability. 
When considering these mechanisms, internal and external forcing (see Cronin 1999:34, 
for an overview) are discerned, with the first belonging to the climate system, itself 
defined as  
[...] all those physical domains that interact freely with the atmosphere and 
boundary layers and influence their states; this includes the oceans, ice masses 
and biosphere, as well as those upper portions of the solid Earth that participate 
in the changes of the overlying atmosphere (Saltzman 2002:3-4). 
What comes to mind here is niche constructing activity, of humans in particular. 
Unfortunately, its impact on Late Pleistocene environments is difficult to gauge 
empirically, although we believe that it will have been more extensive during the 
transition from foraging to farming, and of course, in modern times. Note that even in 
the latter case distinguishing human induced changes from natural multidecadal 
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climate variation remains problematic (Hulme et al. 1999), see e.g. the discussions on 
global warming. External climatic forcing on the other hand, encompasses  
[…] all those factors that influence the climate system but are not themselves 
influenced by climatic behavior (e.g. solar radiation, tectonic motions of Earth’s 
lithosphere driven by mantle convection) (Saltzman 2002:4). 
Different models have been set up, some of which are conceptually (though not 
necessarily mathematically) straightforward, such as orbital (a.k.a. astronomical or 
Milankovitch) theory. This is the prevalent model that explains climatic oscillations 
over tens of thousands to hundreds of thousands of years (Lowe and Walker 1997:12-15; 
Williams et al. 1998:74-106; Bradley 1999: 35-46; Cronin 1999:130-193; Saltzman 2002:9-
12), which in its basic form predicts that variations in the earth’s orbit entail alterations 
of the seasonal and geographic distribution of incoming solar radiation reaching the 
upper atmosphere (while leaving constant the amount of global insolation). These affect 
amongst others the conditions required for the formation and decay of continental mid-
latitude ice sheets, terrestrial and marine ecosystems, atmospheric circulation and 
chemistry, as well as oceanic circulation. The orbital parameters under consideration 
are the eccentricity of the Earth’s orbit (from nearly circular to slightly elliptical), the 
axial tilt (the angle between the equatorial plane and the ecliptic, i.e. the planet’s orbital 
plane around the sun), and the axial precession (the wobble of the axis, or precession of 
the equinoxes, i.e. the shifting of Earth’s orbital rotation around the sun12); they oscillate 
at frequencies of respectively 100, 41, and 23 Ka. The precession also has a minor cycle 
of 19 ka. On top of these orbital parameters, astronomical theory sensu lato also 
considers the rate of Earth’s rotation and cosmic bombardments (Saltzman 2002:11-12), 
interplanetary dust (contra Winckler et al. 2004), and solar activity cycles amongst 
others (Beer et al. 2000). 
Unless some irregularly fluctuating orbital parameter went unnoticed, it should be 
considered highly relevant that the spectral signature (amplitude and frequency) of the 
known Milankovitch variables and the resulting incoming solar radiation (with 
eccentricity in particular, as it seems to produce the biggest effect), do not change much 
during the Pleistocene, while climatic records clearly do, which is called the 100-Ka 
problem. Therefore the main variations in planetary ice mass cannot represent a linear 
response to orbital factors, although the latter may be a necessary condition (Saltzman 
2002:14-16). As a result, it is now believed that climate proceeds with a dual pacing, 
resulting from an intricate interplay between Milankovitch forcing, characterised by a 
 
                                                     
12 To be more precise, precession of the equinoxes changes the timing of the perihelion (the point on the 
Earth’s orbit when the latter is closest to the sun) with respect to the seasons (Bradley 1999:35). 
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long term chronology, and internal mechanisms that force the climate to oscillate on 
much shorter time scales (e.g. the concentration of CO2 in the atmosphere; see Saltzman 
[2002], who considers it to be a forcing mechanism on an equal footing with the orbital 
system [see pages 298-300 for a summary]). The latter have been the subject of the most 
recent research, which focuses on non-linear system responses caused by a complex 
interaction between the various forcing mechanisms, characterised by multiple 
negative and positive feedback mechanisms. It is exceedingly appreciated that a 
multitude of forcing mechanisms are involved, and while their number continues to 
increase, only the first attempts at an integrated theory are being made, e.g. Saltzman 
(2002). In the same atmosphere of new insights, it was proposed that an explanation for 
the fore-mentioned 100 Ka problem, which has long been sought for within orbital 
theory, could also be nothing more than a consequence of internal instability, as it only 
appeared during the last 600 Ka of the Quaternary (Saltzman 2002:282-283, contra 
Paillard 1998). However, eccentricity does seem to have had a role in creating 404-, 124-, 
and 100-Ka cycles during the Late Pliocene – Early Pleistocene (1.2 to 5.2 Ma BP) as 
found in marine isotope records (Clemens and Tiedemann 1997). 
3.2.4 The Last Interglacial-Glacial Cycle 
Important for this study are the western European climate, vegetation and the 
availability of animal prey during MIS3 as well as some time before, which will allow to 
study Neanderthal exploitation strategies independently of possible interference from 
those of an immigrating modern human population. This means we will need to focus 
on the last glacial-interglacial cycle (which happens to be the one that is documented 
best), ranging from MIS5e to the late glacial maximum (LGM), with special attention to 
MIS3. A short discussion of the pre-MIS3 situation will help to put the climate of this 
period into perspective. 
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Figure 23: A comparison of the marine isotope record for the past 130 ka, the Vostok ice-core 
temperature curve, and the Grande Pile (Vosges, France) pollen record, showing very similar 
climate patterning (Lowe and Walker 1997: Fig. 7.1). 
The standard MIS curve for the last 130 Ka (Figure 23) is essentially a normalised 
synthesis of several marine records, with a timescale provided by a technique called 
“orbital tuning”13 (the SPECMAP timescale). Clearly visible are the following trends 
(Lowe and Walker 1997:325-326):  
 
 a shift from isotopically heavy to lighter values at Termination II (ca. 130 Ka 
BP) 
 a peak of light values marking stage 5e, the last interglacial 
 a gradual shift towards heavy values from MIS5d to MIS3, with lighter 
episodes in stages 5c, 5a, and 3 
 a deep plunge of isotope values marking MIS2, the last glacial maximum (LGM) 
 an abrupt surge to light values at Termination I, the onset of the Holocene 
The following point has been raised before, and it will turn up again in the context of 
the Stage 3 Project: although being a cornerstone of Quaternary stratigraphy, the 
 
                                                     
13 Orbital tuning consists of superimposing a global reference system (orbital parameters) on the fluctuations 
in the marine isotope record. The orbital parameters can be provided with absolute dates, such that the 
climatic record can be dated as well (Lowe and Walker 1997:284-285). 
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comparably weak temporal resolution of the marine SPECMAP timescale only allows for 
a distinction of general climate phases; moreover, it merely represents a measure of the 
relative amount of global ice volume. So in order to fill in the details in the form of high-
frequent climate fluctuations, Greenland ice core data were used by the members of the 
Stage 3 Project (van Andel 2002:2-3). 
3.2.4.1 The penultimate interglacial 
According to the SPECMAP-chronology, the last interglacial is designated as MIS5e, the 
oldest section of MIS5, which comprises an alteration of stadials and interstadials, with 
only the first of these warmer sub-stages granted the status of a true interglacial. 
Boundaries for MIS5e have been set at 130 and 116 Ka BP. To some extent, these dates 
are approximate, as the boundaries are arbitrary to an extent; nevertheless, based on 
the few accurate radiometric dates that are available (Muhs 2002), they appear to be 
supported. The transition from OIS6, the penultimate glacial, to OIS5 is also called 
Termination II (with the first being the one that initiated the Holocene). This 
termination, or deglaciation, took about 10 Ka to complete. 
Although Termination II is eminently present in the marine isotope record, this does 
not mean that correlating it with terrestrial records is easy: there are a number of 
competing hypotheses concerning the length of the last interglacial. The main reason 
for this lies with the fact that these terrestrial archives contain proxies for 
palaeoclimatic variables, such as temperature, while a termination merely marks a 
certain point in global ice volume. Therefore, the midpoint of the transition from the 
coolest to the warmest climate may not be (and indeed is not) the same as that indicated 
by the marine isotope record (Kukla et al. 2002a:6-7). Still, climatic changes are clearly 
visible in marine as well as land-based stratigraphies, making correlations possible at 
least in theory (Lowe and Walker 1997:326). It is believed that the highest amount of 
land ice was reached during the very last 5 Ka of OIS6, around 135 Ka BP (SPECMAP), 
while the lowest values have been dated to 125 Ka BP. Consequently, the midpoint of the 
transition or the OIS6/OIS5 boundary, Termination II, has been arbitrarily set at 130 Ka 
BP14. Some wish to perceive the transitional period as split in two by a pause in which 
temperatures remained stable. The pause was then ended by Heinrich event H11, dated 
to 129-127 Ka BP, correlating marine and terrestrial data (Lototskaya and Ganssen 1999; 
see also Gouzy et al. 2004).  
 
                                                     
14 While the absolute date for Termination II is subject to debate, the same applies to the last interglacial’s 
younger boundary, resulting in a short and a long chronology (Cronin 1999:241-243). As mentioned below 
however, making a distinction between the terms “Eemian” and “interglacial” may be helpful in this matter. 
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The last interglacial is referred to in terrestrial terms as the Eemian, the definition of 
which is based on a biostratigraphic unit, characterised by a succession of assemblages 
of fauna and flora. Therefore, in contrast to the marine sediments, the boundaries of the 
Eemian almost by definition vary in nature once the term is used outside the area where 
it was first recognised (i.e., the Netherlands). So while it is customary to regard the 
Eemian as an interval of climatic amelioration associated with the spread of temperate 
mixed forests (in areas which have the same natural vegetation today), pollen sequences 
from that period span greater lengths of time in the Mediterranean and France in 
comparison to northern Europe (Kukla et al. 2002a:4). As such, some opt to bring down 
the younger boundary of the Eemian to include at least a substantial part, if not most of 
OIS5d (which ends at 107 Ka BP), on the basis of pollen data15 from Grande Pile (Kukla et 
al. 1997:605-612) and Ribains (Kukla et al. 2002b), France. This proposal is partly backed 
by data provided by the NGRIP core: temperatures fell slowly from 122 to 115 Ka BP 
(with a marked deterioration at 119 Ka BP), only to rise again at 115 Ka BP at the onset of 
D/O event 25 (North Greenland Ice Core Project Members 2004:149). Furthermore, 
Tzedakis (2003) remarked that there appears to have been a significant vegetation 
gradient from northern to southern Europe during the first half of MIS5d: while forest 
were gone between 60-90°N by 115 Ka, they still held their ground in southern Europe 
for another 5 Ka16 (which is, in terms of the marine stratigraphy, essentially part of the 
early glacial), notwithstanding an overall trend towards decreasing forest cover. Kukla 
et al. (2002b) even place the abrupt vegetation turnover in the Mediterranean (and 
central France) at 107 Ka BP, which would mean that forests were decimated in the 
south 10 Ka after the same took place in transalpine Europe, which is deemed untenable 
by Turner (2002). To reduce fussiness induced by improperly defined terms, Kukla et al. 
(2002a:5) proposed to use the term “last interglacial” to refer to the time when global 
climate was broadly comparable to that of today; the Eemian should then be restricted to 
sites in north western Europe: it should no longer be taken to encompass the temperate 
forest episodes whose chronological relation to north western Europe is unclear. 
 
                                                     
15 Palynologists set the end of an interglacial at a replacement of forests by open vegetation. Concretely, this is 
the case when the proportion of arboreal pollen drops below 50% of the total pollen count (Kukla et al. 
2002a:9). 
16 In a subsequent publication, Tzedakis (2005:158-1590) suggested that this vegetational diachroneity may 
have to do with the different bioclimatic parameters that limit tree growth in both areas. For the northern 
regions, declining tree populations appear to be in association with a decrease in the amount of accumulated 
growing-season warmth, caused by orbital changes after 120 Ka BP. Moreover, a cooling of the Nordic seas 
may have contributed to the elimination of German and Scandinavian forests after 115 Ka BP. In southern 
Europe on the other hand, tree growth is not limited by the amount of summer warmth, but rather by 
moisture availability. Until 110 Ka BP, the latter was still present in sufficient quantities; afterwards, the ice-
caps had grown big enough to disrupt the thermohaline circulation, with reduced moisture considerably.  
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In any case, at their peak, Eemian temperatures were 2-3°C higher than today, and 
the climate on the whole was more oceanic (Zagwijn 1996). Later on during the Eemian, 
climate got more continental and colder than is currently the case at the same places 
(Kukla et al. 2002a:4). It was characterised by deciduous forest above, and 
Mediterranean vegetation below the Alps (Tzedakis 2003:766). 
3.2.4.2 The last glacial 
Another interesting matter concerning the Eemian is its relative stability, as during the 
glacial circumstances that followed, sub-Milankovitch instability was eminently present 
(see below, see also Chondrogianni et al. 2004); moreover it has also been attested, albeit 
to a lesser extent, for the Holocene (Cronin 1999:250-251), and even for the Early 
Pleistocene, suggesting that millennial-scale instability may be an inherent feature of 
Earth’s climate (Raymo et al. 1998, see also Brauer and Negendank 2004). On the basis of 
the GRIP core data, Johnsen et al. (1995) proposed that Eemian instability was real 
(contra Cheddadi et al. 1998), while conceding that outside Greenland, the amplitude of 
the fluctuations may have been smaller. Indeed, Larsen et al. (1995) as well caution 
against a hasty transfer of temperature inferences for all isotope stages provided by the 
Summit cores (GRIP and GISP2) to the mainland of NW Europe. At present however, the 
matter is still debated (Williams et al. 1998:50-51; Cronin 1999:239-241), and, as Kukla 
and co-workers (1997:611) remark, the amount of Eemian instability obviously greatly 
depends on the inclusion of MIS5d. During this substage, an air temperature drop of 8-
10°C occurred, which is represented in the GRIP and Vostok ice cores, as well as French 
pollen records (Lowe and Walker 1997:330-331). The amount of continental ice rose to 
about 50% of that during the LGM (MIS2), and marked shifts in vegetation occurred. The 
boreal woodland of MIS5d that replaced the existing deciduous forest in France, perhaps 
in as short a time as a few centuries, eventually made place for open tundra. In Southern 
Europe, woodland turned to tundra, and afterwards even to steppe (Lowe and Walker 
1997:332). So at the very least, MIS5d heralds the glacial conditions to come. 
Substages 5a and 5c were warmer, and separated by the colder stadial 5b. 
Temperature during MIS5a peaks at 76 Ka BP, while the minimum for MIS5b can be 
situated around 91 Ka BP. Substage 5c spans the interval of ca. 96 Ka to 103 Ka BP. This 
pattern, interstadial-stadial-interstadial, has been observed in other records as well; 
mean annual temperature estimates for the interstadials in France range from 1-4°C 
lower than today, while the stadial was 5-7°C cooler. Nonetheless, other European 
regions are characterised by a summer temperature difference of -2 to -4°C, whereas 
winter was much colder than today, suggesting a greater degree of continentality than 
at present. Continental ice sheets regressed considerably during MIS5c, while the 
Fennoscandian ice sheet grew in the following stadial, only to shrink again during 
MIS5a, although not as much as during MIS5c. According to pollen sequences, the 
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vegetation during the alternating stadial and interstadial phases evolved from open 
vegetation to more forested conditions, while the gradient of the latter’s composition 
was steeper than at present: tundra prevailed in northern Scandinavia, while the south 
of the peninsula was covered by birch (Betula) forest. Conifer forests and birch were 
present in The Netherlands, northern Germany, Denmark and Britain, which was 
replaced further south by a mixed forest. South of the Alps, deciduous forest with 
Mediterranean elements prevailed. The exact date for the end of MIS5 varies from 70 Ka 
BP (SPECMAP) to 75-80 Ka BP (GRIP). In the end, it had almost taken 50 Ka for truly 
glacial conditions to return once the Eemian had set in (van Andel and Tzedakis 
1996:490-491; Lowe and Walker 1997:332-334). 
It would appear that, at the end of MIS5, temperatures dropped sharply by 10°C, as 
evidenced by marine and European pollen records. Southern Europe’s mixed woodland 
cleared the place for open steppe, while the boreal woodland in the north and west 
turned into taiga and barren tundra (Lowe and Walker 1997:333-334). The following 
climatic phase (Stages 4 to 2) was glacial in nature, although MIS3 was markedly 
warmer, however only to the extent that it was identified as an interstadial (and not a 
full interglacial, as its odd number would suggest). Mean annual temperatures during 
the last glacial were of the order of -5 to -10°C, ranging from 10°C (mean July 
temperatures) to as low as -25°C during winter. Continental ice masses that developed 
during Stage 4 persisted at least in part throughout Stage 3, only to reach a climax 
during MIS2. According to orbitally tuned timescales, the MIS4/3 and MIS3/2 
boundaries can be set at ca 60-58 Ka BP and 24-23 Ka BP. Termination I, the onset of the 
interglacial Holocene, is situated around 11 Ka BP. Near the end of MIS4, the 
Fennoscandian ice sheet, although not as bulky as during MIS2, was coupled to 
extensive open vegetation, that, in the form of tundra and cold-arid steppe threatened 
even the refugia of tree populations as far as north-west Greece. MIS3, which will be 
discussed in more detail below, is visible in the terrestrial (biostratigraphic) records of 
northern and western Europe as a group of five interstadial punctuations of the cold 
regime, in which barren steppe and tundra were replaced by shrub tundra. They were 
named Oerel (58-54 Ka BP), Glinde (51-48 Ka BP), Moershoofd (46-44 Ka BP), Hengelo (39-
36 Ka BP), and Denekamp (32-28 Ka BP) (Lowe and Walker 1997:334-337). The authors 
warn however, that because of the decreased efficiency of carbon dating at these ages, 
the dates should be handled with caution (see e.g. Churchill and Smith [2000: Fig 1], for 
slightly diverging dates). In southern Europe, parkland was replaced by desert steppe 
vegetation, through the intermediary step of grassland steppe communities. Five to 
seven of such cycles were discovered, but difficulties arise when attempts are made at 
linking them to the millennial-scale events (see above) as described by both ice cores 
and marine sediments. Possible reasons for this have already been touched upon above; 
most likely, they can be summarized as lag effects vegetation communities experience 
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when climate changes force one community to be replaced by another, likely creating 
hybrid classes in the process (Lowe and Walker 1997:334-342). 
3.2.4.3 MIS3 
Marine Isotope Stage 3 will be the focal point of this study, as it formed the scene on 
which Neanderthals and modern humans respectively faded out of existence, and 
thrived like never before. Its interstadial nature, bracketed by severe cold, as well as the 
fact that climatic fluctuations, now attested in quite a number of proxy records, 
abounded during that time interval, make it all the more interesting when one is 
investigating adaptive responses in animal exploitation strategies. The period has been 
one of the more recent focal points in bringing together climatological and 
archaeological data, in the form of the Stage 3 project. The latter had two objectives 
(van Andel 2003b:1): to describe the climate of Europe during that time, and more in 
particular, to determine to what extent the fluctuations in the Greenland ice cores got 
reflected in the European vegetation and fauna. Secondly, to find out if the human 
events during the late Middle Palaeolithic and the early Late Palaeolithic reflect the 
climate and environmental history, and if so, in what way and to what degree. It was 
agreed upon to focus on fine-tuning the questions that could be asked from the 
combination of existing records (this also includes formulating better hypotheses), 
rather than to hunt for better answers, which were considered a nice bonus. 
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Figure 24: The GISP2 Greenland ice-core record and the Monticchio pollen record compared 
to the Bouchet and Grande Pile pollen records. In the middle the main northwest European 
MIS3 interstadials (%AP = percent arboreal pollen) (van Andel 2003a: Fig. 2.4). 
The Stage Three-members took the GISP2 Greenland ice core (Stuiver and Grootes 
2000) as their main point of reference, because of its near-annual resolution and its good 
age model. In doing so, they were backed up by the knowledge that the features of the 
Greenland climate record broadly but adequately represented European climate 
changes between MIS4 and 2. This is certainly the case for the Atlantic and 
Mediterranean maritime regions (see Figure 24), on which amongst other the Italian 
Monticchio pollen record is compared to GISP2); most likely, the same is true for north 
western Europe while the suggestive evidence for millennial-scale climatic oscillations 
on continental (i.e. eastern, central, and south eastern) Europe is as yet too poor to be 
adequately linked to the events in Greenland (van Andel 2003a:13). Unfortunately 
however, while some individual millennial scale oscillations may be correlated, it has 
proven impossible to unite all western and Mediterranean records so that millennial-
scale (or shorter) events can be securely correlated and synchronised (van Andel 
2003a:14): in the transalpine pollen records, such as that from Grande Pile (France), the 
numbers, amplitudes and durations of the warm events appear in a more muted form. 
This problem is even more aggravated as the arboreal vegetation in the Mediterranean 
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recovered more quickly than in the north, probably due to nearby refugia (van Andel 
2003a:14-15). 
 
Figure 25: Dansgaard/Oescher climate phases for the last 110 ka, based on the GISP2 ice core 
(van Andel et al. 2003a: Figure 4.1.) 
It was concluded by van Andel (2003a:15-16) that the slow deterioration of the 
climate towards the LGM, visible in the Greenland cores, can be found in the terrestrial 
records of Europe north of the Pyrenean-Alpine-Carpathian mountain ranges too, as 
well as the northern Mediterranean region. As the stratigraphic correlation of northern 
and southern Europe mainly rests on visual comparison, the only thing that can be said 
with confidence is that western European climate has been subjected to oscillations 
between colder and milder events, on a roughly millennial scale, which are similar to 
those of Greenland and the North Atlantic, and which appear at approximately the same 
time (for southwestern Europe, i.e. Iberia, see Sánchez Goñi et al. 2000). The specifics of 
these climatic changes are therefore difficult to determine, even under a uniform 
climatic regime, especially when it is considered that the area has a natural temperature 
gradient from the colder north to the warmer south, as well as an east-west gradient 
along which climate changes from maritime to continental: even if a single climate 
system governed this large area, the spectral characteristics of the oscillations, and 
their expression in terms of seasonal temperature ranges, precipitation, and other 
climatic parameters would be subjected to the effects of these two gradients. This 
entails that the temporal resolution of the combined European MIS3 records is a few 
thousand years, which is not enough to dissolve individual millennial-scale (D/O) 
events. In any case, these facts would justify the use of the GISP2 record as an acceptable 
qualitative representation of the medium term, and some short term (D/O) climatic 
changes across Europe during the last glacial (see Figure 25).  
Among the terrestrial records are the following telling snapshots: at Les Echets 
(Massif Central, France) warm and moist events lasting several thousand years reached 
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a annual mean temperature of 7 °C (11 °C today), and an annual precipitation of 500-600 
mm, which is drier than today, but far from the aridity typical of a cold period. In 
contrast, the intervening cold periods had annual temperature values of 0-2 °C, similar 
to the late MIS4 glacial maximum, but drier. Mean July temperatures of 20-22 °C (pollen 
data) or 16-18 °C (combined pollen and coleopteran data) were recorded at Grand Pile 
(Vosges, France) during two warm events, at 37 and 40-43 ka BP. A combination of 
coleopteran records from northwestern Europe learned that during the only warm 
event of the 45-25 ka BP interval, conditions were rather like those today. These 
conditions can be placed in the general trend extracted from the GISP2 core: an early 
warm period lasted until ca 45 ka BP. Afterwards, climatic deterioration set in, and a 
final relatively warm stage ended about 37 ka BP. Subsequent conditions were close to 
those of the LGM. Thus, temperature-wise the LGM (MIS2) may well have started from 
35 ka BP onwards (van Andel 2003a:11). Based on Figure 25, and on the fact that because 
of dating issues the archaeological record cannot resolve individual millennial-scale 
events (see above), the following second order climate phases have been proposed: 
 
 
Figure 26: Timing of the second-order climate phases between MIS 5a and MIS 1, based on 
the GISP2 ice core, as used by the members of the Stage Three Project (van Andel et al. 2003a: 
Table 4.3.) 
While in the context of the Stage 3 project, this broad scheme clearly was in need of 
being enhanced by more detailed climatic information, only snapshot simulations of 
generic key moments of the period 60-20 Ka BP were simulated because of limitations to 
computer power. As such, the researchers modelled a “typical” warm (D/O) event (“OIS3 
warm”), which is arguably valid for all such events within the 60-45 ka BP period, a 
“typical” cold event (“OIS3 cold”), representing conditions around 30 ka BP, and the 
“LGM cold” event, around 21 ka BP. A “modern” simulation was run to test the 
modelling process by comparing to actual modern data, and to provide a basis for 
comparison with the palaeoclimatic simulations. Unfortunately, while the Modern 
climate (and vegetation) could be simulated quite well, the OIS3 cold simulation turned 
out to be too warm when compared to palynological and other independent data (see 
also Alfano et al. 2003). Consequently, only the former two palaeoclimatic models were 
withheld, and, as temperatures between 37 and 27 Ka BP, as indicated by ice core data 
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differ little from those of the LGM, the latter’s simulation was reluctantly accepted as 
reflecting the conditions within the interval 37-20 Ka BP. Nevertheless, it was 
understood that this exaggerated the severity of the Early Cold Phase. Stage 3 results of 
mean temperature, precipitation, and snow cover/depth (for winter and summer) can 
be found in Barron et al. (2003) as figures 5.7. - 5.9. From these, it was deduced that the 
widely held image of a generally cold and dry MIS3 Europe, which was therefore poor in 
primary and secondary biomass did not correspond to the simulated snapshots. Details 
and transitions however, remain elusive, and because of the generality, coupling the 
results to human distribution patterns remain troublesome (Barron et al. 2003; Pollard 
and Barron 2003). 
3.3 Vegetation 
While climate is a primary determinant of hominin presence in any given area because 
of the necessity of maintaining a constant body temperature, so are wildlife and 
vegetation, as they provide another basic need, i.e. sustenance. Although the availability 
of animal prey was most likely the more pressing factor, ultimately herbivores as the 
typical prey animals depend on vegetation. These stepwise nutritional relationships 
create multiple opportunities to reconstruct the biotic parameters of the environment 
that was occupied by Late Pleistocene hominins, each with their own level of 
uncertainty. Thus the amount of vegetation and the species involved can in principle be 
deduced from climatic data alone, as plant communities as well as their constitutive 
species are believed to have specific climatic needs, whether these are rather 
undemanding or not. A major problem with this approach is the lag plant communities 
exhibit when climatic disturbances occur, which is especially apparent (and 
troublesome) when the latter happen rapidly or when they are short-lasting: it can take 
a while for the composition of a community to change and settle in. During this time lag, 
plant communities are often unstable, meaning that plant species (and therefore also 
wildlife) that usually belong to different communities can coexist creating non-
analogue situations (Bradley 1999:365-370; Cronin 1999:115). This leads to quite some 
interpretative difficulties, as one cannot be sure, based on climatic data alone, what 
animal and plant species were present and in which relative abundances at the time of 
such climatic turnovers. It may even be so, that in the case of short-lived, regional 
disturbances, no changes in plant life whatsoever are discernable (Lowe and Walker 
1997:341-342).  
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On the one hand, this biotic inertia may appear to be of little relevance from an 
archaeological point of view as the error margins attached to carbon dating MIS3 
materials, and to the subsequent calibration, can easily exceed the length of the climatic 
disturbance under consideration. While carbon dating may provide the common means 
to correlate marine and terrestrial MIS3 climate records, researchers have been able to 
side-step the method by using marine sediment cores that contain continental pollen, 
i.e. cores taken before the coast. Studies by Roucoux and co-workers (2001, 2005) 
showed that the millennial-scale oscillations as established in Greenland ice cores and 
North Atlantic sediment cores, as well as the marine core in question, extracted before 
the coast of Portugal, are tracked quite clearly (and rapidly) by the pollen spectra within 
the latter, sketching an integrated picture of northwestern Iberia during MIS3 and 217. 
They noted that the vegetation of the area at the time consisted of herbaceous 
vegetation, with small refugial tree populations during stadial phases, and with 
discontinuous woodland during interstadial intervals. This explains the speed with 
which climatic changes were tracked as evidenced by this pollen record (as those of 
Italy), in contrast to more northerly regions: recovery of trees was relatively swift 
because of the existence of those stadial refugia, which were absent in areas to the 
north. It also explains why pollen spectra reflect climatic oscillations in transalpine 
regions to a much lesser extent: only the most pronounced (in terms of temperature 
and duration) interstadial events would have had a chance of being recorded by means 
of pollen. 
Obviously absolute dating is not a prerequisite to establish the environmental 
parameters of an archaeological site (although obviously absolute dates are more than 
handy when developments involving multiple sites are being targeted): plant and 
animal remains are perhaps a more direct, if more local guide to the contemporary 
environment (and by inference, also climate itself) in which the archaeological site 
should be situated. Modelling the vegetation during MIS3 was an important part of the 
Stage 3 project, and in preparation for the latter, a sketch of the vegetation during a 
typical warm D/O event, around 41-38 Ka BP, was drawn (see Huntley and Allen 2003: 
Figure 6.2.), based on the data available at the time. That data was used rather 
subjectively, and had a patchy geographical coverage, focussing on maritime Western 
Europe, so that its boundaries were plagued by significant uncertainties and the 
vegetation was described in terms of analogues of extant plant communities. The 
picture was intended to allow progress made through the Stage 3 project to be assessed 
more easily.  
 
                                                     
17 To that end, Roucoux et al. (2001:129) assumed that variations in the relative proportions of arboreal pollen 
(AP) and non-arboreal pollen (NAP) reflected broad-scale vegetation changes. 
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Before a study of vegetation on a regional scale could be initiated, the biome concept 
was introduced, with biomes being 
 [...] the geographically most extensive biotic communities it is convenient to 
recognize; they are characterized in terms of the ecology, physiognomy and 
phenology of the dominant taxa in their vegetation […] At the present time the 
dominant biome over much of central Europe is temperate deciduous forest, with 
evergreen taiga/montane forest to the north and in mountainous regions, and 
warm mixed forest and temperate sclerophyll woodland to the south (Huntley and 
Allen 2003:80-81). 
Probably the most important remark one has to make about MIS3 biomes, is that 
although temperatures in much of Europe at some time were as low as those in the 
present-day Arctic, the amount of insolation was significantly higher because of the 
lower latitude. Moreover, the sun rose higher at the time, increasing insolation further. 
Effectively, this means that temperatures just above ground level were warmer than 
those two meters higher, which entails that smaller plants have a longer growing season 
than taller ones. The smaller amount of CO2 during MIS3 (180 to 220 ppmv, as opposed 
to the current 280 ppmv) also impacted the taller vegetation, as these cannot use CO2 
released by soil respiration, in contrast to smaller flora. It is therefore expected that a 
lot of the mid-glacial biomes have no modern analogues, which is vindicated by fossil 
plant assemblages of the time. Additionally, mostly based on faunal evidence, the 
existence of the now disappeared steppe-tundra, or mammoth steppe is inferred: the 
landscape could not possibly have had the same low productivity as modern arctic 
tundra if it had to support a megafauna that was composed of, amongst others, woolly 
mammoth (Mammuthus primigenius), woolly rhinoceros (Coelodonta antiquitatis), and giant 
deer (Megaloceros giganteus). Because other evidence, e.g. pollen, for such vegetation is 
generally lacking, the problem is called the ‘Productivity Paradox’ (see also below). The 
fact that parts of the MIS3 fauna made it to the Holocene means that akin to the 
composition of plant communities, the fauna was characterised by what, in retrospect, 
are now considered to be unusual species associations, as species which currently 
inhabit high (northern) regions are found together with others that in arid continental 
areas (Yurtsey 2001; Guthrie 2001; Huntley and Allen 2003:79-81).  
As part of the Stage 3 project, the nature of the palaeovegetation cover was 
determined by Huntley and Allen (2003) by means of two complementary ways: firstly 
by objectively and systematically looking at palynological data (the record from Lago 
Grande di Monticchio [Watts et al. 1996] played on important role in this, as it was the 
only one dated by means other than carbon) and secondly by means of simulation 
(based on the climate data obtained before). The intention was to identify those climatic 
parameters that were primarily responsible for vegetational differences between cold 
and warm events. Again, a typical cold and warm MIS3 event were sought out, this time 
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a warm event centred on 45 Ka BP, and the cold one centred on 30 Ka BP (both based on 
GISP2). The latter was again, temperature-wise, akin to the LGM, and again, the modern 
situation was included as a reference. The method proved not entirely successful 
however. Because again the climate model produced temperatures to high for the cold 
event, the vegetation patterns belonging to the warm and the cold event were very 
much alike, in contrast to the palynologically inferred patterns. A second conclusion 
was that the inferred vegetation patterns of the cold and the warm event differed 
markedly from those of the present day: they do not merely represent latitudinal shifts 
of extant vegetation bands. Thirdly, vegetation during MIS3 was found to be structurally 
different from modern biomes. To have an idea of how the plant cover during MIS3 
actually looked like, vegetation maps for both the warm and the cold event were 
rendered, based on palynological data (see Figure 27). The added restriction was that 
the representations were not likely to be valid for two or more warm, or cold events 
during MIS3, nor that the vegetation oscillated between these two states.  
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Figure 27: Vegetation maps of a temperate and a cold Dansgaard/Oescher event, as 
reconstructed by the Stage Three project (Huntley and Allen 2003: Fig. 6.12). 
 
The figure shows that temperate woodlands were extremely rare during the warm 
event (despite the mild temperatures18, the lag trees experienced must have been too 
big), and non-existent during its cold counterpart. Landscapes consisted of small 
woodland stands or scattered trees, dominated by herbaceous taxa that were mixed in a 
 
                                                     
18 These had also been inferred in the context of the Stage 3-project by using coleopteran assemblages 
(Coope 2002). 
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non-analogue way to produce a biome that comprised species characteristic of 
contemporary steppe, tundra and temperate grasslands. The simulated high 
productivity values agree well with the remains of the megafauna that abounded during 
the warm phases. Cold events, in contrast, leaned more towards steppe vegetation and 
lower productivity, and, according to the authors, to smaller megafauna populations 
that in turn attracted less carnivores and hominins (Alfano et al. 2003; Huntley and 
Allen 2003:81-102; Huntley et al. 2003). A more recent contribution to the discussion 
however (Willis and van Andel 2004), based on macrofossil charcoal and genetic 
evidence, suggests that coniferous (and even some deciduous) trees were able to survive 
even the cold parts of MIS3, not in very small refugia in Iberia, Italy and the Balkan as 
previously believed, but (also) more to the north and east, i.e. in Central and Eastern 
Europe, according to the authors even in the form of taiga forest with isolated pockets 
of temperate trees.  
Additionally, as evidenced by pollen in the coastal marine sediment core mentioned 
above (Roucoux et al. 2001, 2005) trees appear to have tracked the oxygen isotope 
fluctuations as rapidly as the temporal resolution (a few hundred years) of the core 
itself. As can be seen on Figure 28), the AP curve shows a similar variability as does the 
planktonic δ18O curve (SSTs): intervals with heavy δ18O values (Heinrich and D/O stadial 
events) correspond with lower percentages of arboreal, Ericaceae, and Pinus pollen. In 
contrast, the shorter episodes with lighter δ18O values, i.e. interstadial D/O events, relate 
to higher pollen numbers of the taxa mentioned, and tracking occurs very rapidly. For 
the period 65-59 ka an open landscape is inferred dominated by steppe and grass taxa, 
with the occasional small tree and shrub populations dotted in the landscape. It was 
relatively stable, dry and cold. At 60.5 ka a period of increasing climatic severity (colder 
and drier) starts, which is reflected by reduced SSTs. From 57 to 31 ka high amplitude 
fluctuations of AP and Ericaceae take over, suggesting repeated (slow) contraction and 
(rapid) expansion of tree and heath populations (following the saw-tooth pattern of the 
interstadials), which point to a succession of warmer/wetter interstadial and 
colder/drier stadial intervals (while there is an overlaying tendency for the interstadials 
to become cooler and drier), with matching SSTs. It would appear however that during 
all of the MIS3 interstadials, woodland remained rather open. The interval 31-23 ka was 
characterised by an open, herb-dominated vegetation with increased stands of steppe, 
while moisture-requiring thermophiles were practically absent. This suggests that in 
the region under consideration, this was the coldest and most arid section of MIS3 and 
MIS2 combined (while the benthic isotope signal situates the global glacial maximum in 
MIS2), as during the latter, tree and heath populations were slightly larger; even 
Quercus-pollen re-emerged. This suggests that while the LGM designates the interval 
with the largest amount of land ice, it was not universally accompanied by the harshest 
of climatic conditions. In general, climatic conditions in northwestern Iberia were most 
severe during Heinrich events, and less so during the stadial D/O events (although both 
Evolution, behaviour, and competition in MIS3 France 
132 
seem to have the same impact in Greenland) because the latter affected the 
thermohaline system to a lesser degree. 
 
 
Figure 28: A summary of the key pollen taxa and marine proxy data from core MD95-2039, 
recovered 180 km before the coast of Portugal, and plotted on the GRIP-derived time scale. 
H1-6 indicate the Heinrich events, GI 1-18 the Greenland interstadials. Like Quercus, Ericaceae 
require a most and warm climate. Steppe taxa include Artemisia, Chenopodiaceae and Ephedra, 
species that tolerate arid conditions. Note that IRD is plotted on a reverse y-axis (Roucoux et 
al. 2005: Fig. 5). 
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3.4 Fauna 
As we have just seen, plant communities during MIS3 often did not have any extant 
analogues because of different climatic conditions, or because of the quick fluctuations 
inherent to the climate system at the time. This makes it difficult to infer the presence 
of potential prey fauna on the basis of climatic and vegetational parameters alone. 
Moreover, extant representatives of MIS3 species may not be exactly the same as their 
MIS3 counterparts, nor may the habitats they occupy today be their “preferred” 
environment (e.g. because of interference from humans). The Productivity Paradox 
mentioned before exemplifies the danger of making inferences based on the current 
understanding of the precarious balance between palaeoclimate, -vegetation and –
fauna.  
As the taxa that will occur in our case study result from human selection 
superimposed on the species that could actually be found, it may be important to get a 
preliminary idea about the possible MIS3 prey taxa and their characteristics. Providing 
such a list here may be a bit superfluous, as such compilations already exist. A first 
would be the classic catalogue drawn up by Kurtén (1968) which lists all European 
Pleistocene mammals and additionally provides the modes of life for each, whenever 
possible. The temporal resolution is rather coarse: animals were assigned to glacials or 
interglacials, based on stratigraphy. The successor to that monograph, i.e. Guérin and 
Patou-Mathis (1997), is also worth looking into. For MIS3 in particular, the faunal 
database constructed for the Stage 3 project by John Stewart (see also Stewart et al. 
2003b) is a logical place to start. Freely available for download19, it has been assembled 
with data from the literature published before March 2001, and has been poured into a 
spreadsheet called the Stage Three Mammalian Faunal Data Base. Here, only absolutely 
dated remains were included, which effectively permitted the author to focus on MIS3, 
and the beginning of MIS2 (60-20 Ka BP). Again, only (terrestrial) mammalian fauna 
were recorded (mostly fauna occurring on archaeological sites, together with a limited 
amount of paleontological sites). A complementary file, downloadable from the same 
URL, lists the species-codes used in the actual database. Conveniently, the list provides 
the scientific and common English name for the animal in question, such that it 
represents a nice overview of the potential prey taxa. 
 
 
 
 
                                                     
19 http://www.esc.cam.ac.uk/oistage3/Secure/OIS-3i.html 
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Chapter 4  
Hominins 
4.1 Introduction 
There is no doubt that Europe is a very interesting region during Isotope Stage 3: the 
previous chapter showed that the palaeoclimate was highly variable, while overall the 
productivity of the primary biomass was quite high (Guthrie 1990), allowing for a 
diverse set of megafauna to roam the landscape. This chapter focuses on one element of 
these megafauna, i.e. hominins.  
During MIS3, we can essentially witness two hominin developments, i.e. one 
morphological (biological), the other cultural. At the beginning of this period, only the 
robust Neanderthal morphology was found, while at the end of MIS3 Europe was 
inhabited by a gracile population, which morphologically differed little from extant 
humans. At the cultural level, there were evident changes in material culture; as we will 
see, other aspects of life are perhaps more elusive. Keeping in mind that lithic 
classification systems are modern constructs meant to classify data, MIS3 contains a 
phase of cultural dynamism in which the (variants of the) Mousterian gave way to the 
classic Aurignacian (the so-called Middle to Upper Palaeolithic Transition, the MUPT) 
through regional transitional industries1 such as the Chatelperronian in France and the 
 
                                                     
1 The term “transitional” is used in cases of relative continuity, i.e. when the new industry has regional roots 
in the preceding industry. Early or Initial Late Palaeolithic industries, while perhaps wrongfully suggesting 
that these should indeed be linked to the Late Palaeolithic more so than transitional ones, are generally 
perceived of as intrusive (Churchill and Smith 2000, Mellars 2006b, Jöris and Street 2008, but see Straus 2003). 
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Uluzzian in Italy, or Early or Initial Late Palaeolithic industries such as the Bachokirian 
and the proto-Aurignacian. Changes include typological and technological aspects of 
lithic products and production, a more consistent inclusion of bone in the toolkit and 
the occurrence (though not universally) of phenomena like cave paintings, figurines, 
and beads. 
This chapter is meant to provide a brief discussion on the interface of the 
morphological and the cultural during MIS3, while also reviewing general differences 
between the robust and the gracile populations that may justify or detract from the use 
of the same simple, non-discriminating model (the basic prey model) to study the 
exploitation strategies of both. 
4.2 The Middle to Upper Palaeolithic Transition 
4.2.1 Biological Change 
While the biological and cultural developments are usually brought together into a 
single comprehensive account, in this section we will try to consider research covering 
morphology and genetics only. While this may provide us with an idea about what could 
have led to the disappearance of the robust Neanderthal morphology in favour of the 
gracile body form identified as H. sapiens in western Eurasia, it will by no means be fine-
grained enough to allow regional patterning to be clear. For that, the inclusion of 
archaeological data will be required. 
The problem of the “morphological shift” goes back to discussions on the 
phylogenetic position of the Neanderthals within our genus and the debate on their 
relationship with H. sapiens (i.e. Neanderthals being a sub-species, or a separate species, 
H. neanderthalensis). At this level, the events in Western Europe cannot be decoupled 
from other parts of the Old World. Since long, two extreme models exist that try to 
explain how our species arose and came to be the sole surviving representative of the 
Homo radiation. The first pleads for an Out of Africa or Replacement scenario, and argues 
for a double hominin movement out of Africa, the assumed place of origin of our genus. 
During the first exodus, considerable parts of the Old World got inhabited by Homo 
erectus (sensu lato), leading to the establishment of various so-called archaic populations 
and ultimately to speciation (Out of Africa I). Active player in the second immigration 
was anatomically modern H. sapiens, in the long run replacing all other hominin species 
through competitive exclusion (Mellars & Stringer 1989; Mellars 1991, 1996a, Klein 
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2008). The Multiregional Model on the other hand proposes a gradual evolution of 
archaic populations everywhere into H. sapiens, by means of a continuous gene flow 
between these populations (Wolpoff 1989; Lindly & Clark 1990, Wolpoff et al. 2004). 
Since their conception, multiple variants of both have been devised to accommodate 
palaeontological, archaeological and genetic data, but the evidence gathered so far 
cannot totally refute one or the other theory when applied globally2. It has been well-
understood however there probably has been more than one mechanism involved, 
depending on the region under scrutiny (Trinkaus 2002:767; Wolpoff 2002:768).  
As recent as 2005, in a review article on early modern human research, Trinkaus 
(2005b:218) elaborated on that idea by defending the Assimilation Model, which he 
described as the consensus view that has long been overshadowed by the two (“now 
intellectually dead”) extremes mentioned above, i.e. Regional Continuity and Out of 
Africa II3: 
[…] modern humans originated in equatorial Africa and subsequently expanded 
into Eurasia and the remainder of Africa, variably absorbing regional late archaic 
human populations in the process […] 
Unfortunately, the local and regional specifics of this assimilation process are far 
from clear: while theoretical models such as a Diffusion Wave exist (e.g. Eswaran 2002; 
Eswaran et al. 2005), the regional biological, behavioural and chronological details still 
need to be fleshed out (Trinkaus 2005b:218). In the case at hand, i.e. MIS3 Western 
Europe, the population dynamics between H. sapiens and the Neanderthals such as 
blending, absorption, competition or avoidance, are of major importance not only to our 
understanding of the origin of modern humans (which was the focus of Trinkaus’s 
paper), but rather of the possibility of inter-group interaction. As we will see, it is to the 
regional exploration of such population dynamics that we wish to contribute in our case 
study (Chapter 6). 
The success of a promising, relatively new avenue, i.e. genetic research, remains 
somewhat difficult to assess, as correlating genetic studies with the archaeological and 
palaeoanthropological records (which basically means “interpreting”) turns out to be 
far from straightforward. While commonly situating the origin of H. sapiens in Africa, the 
genetic contribution of the archaic populations elsewhere (and Neanderthal territory in 
particular) to extant modern human genetic diversity is still debated. 
 
                                                     
2 For a more detailed overview with extensive references on the variety of the different interpretations of the 
Multiregional Evolution and Single Origin (Out of Africa) Theories, and of genetic support for the latter, we 
refer to Ambrose (1998: 623-631). For a juxtaposition of evidence for both theories see Foley & Lahr (1997:4). 
3 Klein (2008:267) sees this as Out of Africa III, I being the “widely accepted” exodus before 1 Ma BP and 2 what 
he describes as the “less widely celebrated dispersal of late Acheulean people […] at roughly 600 ka”. 
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Trinkaus goes a step further by arguing that ultimately, most of these studies 
contributed little to our understanding of the phylogenetic processes of modern human 
emergence (including the question how Neanderthals fitted in) (2005b:219-220): 
The analyses of extant human molecular data generally have little biologically 
relevant statistical power (whatever probability values their statistical 
computations may generate); most analyses use analytical algorithms whose 
biological assumptions and appropriateness are unstated, untested, and 
frequently untestable; many assume demographic stability over the past 50,000-
200,000 years [...]; most consider the human populational dynamics of the past 30 
millennia to have been trivial; many use distance statistics and graphic techniques 
(such as dendrograms), which deny the reticulate nature of human population 
evolution (hence assuming replacement); a number of them invoke molecular 
clocks whose reliability and precision within the time period of concern is 
undemonstrated and/or whose calibration (based on the fossil record) is simply 
wrong; and many employ living human samples of opportunity when those 
samples have biases relative to the issue of modern human origins. And finally, all 
of them have a real-time depth of perhaps a century, and the interpretations 
based on those data are dependent on their analytical assumptions. 
In addition to data derived from extant populations, mitochrondrial DNA (mtDNA) 
has been extracted from a limited number of Neanderthal and Upper Palaeolithic 
European fossils, but as Trinkaus (2005b) argues, they do not allow to distinguish 
between a replacement scenario and a “more-than-trivial” amount of admixture. 
Interestingly, Pearsons (2004:157) interpretation of the genetic and morphological 
evidence provides a rather different view than does Trinkaus (2005b): for the former, 
the best interpretation at the time of his writing would be to assume that archaic 
Eurasians contributed few alleles (i.e. less than 10 %, if any at all) to the modern gene 
pool. This means that Multiregional Evolution models that predict a large amount of 
admixture do not fit the data (see also Green et al. 2006; Harpending et al. 1998; Krings 
et al. 1999; Knight 2003), and that Neanderthals should probably be differentiated from 
modern humans at the species level (see also Caramelli et al. 2003; Stoneking & Cann 
1989), as in the case of the alternative it would be difficult to explain the minute genetic 
contribution (except of course if one could prove that the barrier impeding mutual 
reproduction was not genetic, but i.e. social in nature, or that both populations never 
actually met). Morphological (and derived life history) evidence that supports this claim 
can also be found (Harvati 2003; Harvati et al. 2004; Laitman et al. 1996; Ramirez Rozzi 
and Bermudez de Castro 2004; Schwartz & Tattersal 1996; Spoor et al. 2003; Tattersall 
and Schwartz 1999; contra Ahern et al. 2005; Franciscus 1999) but like we said, 
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morphology may not be the most reliable aide to making distinctions at the species 
level4. Moreover, while it is difficult for non-genetists to ascertain to what extent the 
recent paper by Green and co-workers (2010) is free from the criticisms expressed by 
Trinkaus (2005b), it does suggest that the last word on the matter has not been written 
just yet: the results of the study may suggest a limited gene flow from Neanderthals into 
the ancestors of modern non-Africans. In fact, between 1 and 4% of the genomes of 
extant Eurasians are derived from Neanderthals. The researchers add however that this 
gene flow most likely occurred before the spread of modern humans into Eurasia, i.e. in 
the Middle East, which means that while definitely important, the finding is not very 
illuminative with regard to population dynamics in Western Europe itself. 
Therefore, and for now, it would perhaps be better to regard the Neanderthals as a 
morphospecies, a group of organisms that has morphological traits not seen in other 
hominin groups, rather than an actual biological species separate from H. sapiens. 
Second, it cannot be established (yet) what form(s) the morphological transition took in 
Europe, and whether both Neanderthals and modern humans actually met in any given 
region. As such, morphological data themselves do not help to specify any details of the 
biological transition in Western Europe. Still, if we suppose that both groups actually 
met somewhere in Eurasia (which they did apparently, see Green and co-workers 2010), 
it is possible to draft a number of possible contact scenarios (Stringer et al. 2003:233-
235). To that end it is assumed as a working hypothesis, that Neanderthals disappeared 
with at least a minor amount of admixture: 
 
 competition: implicit in this hypothesis is the assumption that modern human 
populations possessed a certain advantage (morphological, cognitive, 
behavioural or cultural/technological) that gave them an edge. According to 
this model, extinction would swiftly follow contact: a mere thousand years 
would have sufficed to out-compete the Neanderthals, even with a minor (e.g. 
reproductive) advantage (Zubrow 1989). Ultimately, competition would have 
been based on economic considerations (i.e. food and other animal-derived 
products), and may or may not have taken the form of (territorial) warfare.  
 the introduction of infectious diseases, to which Neanderthals supposedly had 
little resistance 
 climatic stress, induced by MIS3 climatic fluctuations or non-favourable 
climatic regimes (Stringer et al. 2003) 
 a reduced availability of prey which can, but does not need to be caused by 
competition or climate change (overhunting as a result of demographic 
 
                                                     
4  See also the debate on the hybrid status of the Lagar Velho child (e.g. Duarte et al. 1999) 
Evolution, behaviour, and competition in MIS3 France 
140 
expansion, restructuring of social systems, or technological advances, is 
another possibility) 
 
Importantly, it must be noted however that among the factors on this list, cause and 
effect are as yet difficult to separate, and that preferences for one or more scenarios 
cannot be established without reference to (regional) archaeological data. 
4.2.2 Cultural change 
The second hominin development in Europe during MIS3 is not biological but 
archaeological i.e. cultural, in nature. Two events can be discerned, which may be 
connected: 
 the regionalisation of the Mousterian into new cultural expressions that bear 
technological and typological characteristics of what is regarded as Upper 
Palaeolithic (and traditionally, “modern”), i.e. a process involving only 
indigenous elements 
 the spread of the (classic) Aurignacian, i.e. most likely an intrusive event as far 
as (Western) Europe is concerned 
4.2.3 The Human Revolution  
We have pointed out that two hominin developments can be discerned under the 
general heading of the Middle to Upper Palaeolithic transition (MUPT) in Europe. As it 
turns out, the two records are not easily reconciled on the empirical level for several 
reasons, such as the way technological and typological classifications of lithic 
assemblages are set up (e.g. affecting the characterisation of certain technocomplexes 
as being intrusive vs. indigenous developments). Moreover, any synthesis of the 
archaeological and palaeontological level is hampered by the limited number of 
(diagnostic) human fossils associated with lithic remains, the problematic attribution of 
key archaeological levels to a given technocomplex, and problems associated with 
carbon dating. In this section, we will summarize the model that long represented the 
orthodox view (and which contains the hypothesis we will test in our case study), while 
adding refinements and points of contention that arose since its inception. It is not our 
aim to be exhaustive, nor to support one or other hypothesis. The goal here is to 
establish the (difficulties surrounding the) setting in which we will apply the diet 
breadth model, such that the results from the latter can be properly interpreted. 
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4.2.3.1 The model 
In 1989 and subsequently in 1990, two seminal volumes were published, edited by P. 
Mellars and C. Stringer, and P. Mellars respectively, titled The Human Revolution and The 
Emergence of Modern Humans. Already at that stage, it was realised that combining the 
biological transition and the behavioural one (i.e. the emergence of the Upper 
Palaeolithic), would be “at best, a serious over-simplification”5 (Mellars and Stringer 
1989b). As these authors pointed out, anatomically modern humans had been seen to 
produce a Middle Palaeolithic, Mousterian toolkit in the Levant (at the Israelian sites of 
Qafzeh and Skhul), while through the presence of a partial skeleton at Saint-Césaire 
located in the Chatelperronian levels, Neanderthals had been associated with an Upper 
Palaeolithic industry. 
The Out of Africa II model has been closely associated with the Revolution Model. 
Taken together, they place the origin of the modern human body form in Africa, from 
which it spread to the rest of the Old World; in Western Europe in particular, this 
population displacement can be witnessed as the spread of the Aurignacian, an industry 
characterised by  
[...] a whole spectrum of radical cultural innovations, including a shift from 
predominantly flake to blade technology, the appearance of many new forms of 
stone tools, the emergence of complex, elaborately shaped bone and antler 
artifacts, the appearance of personal ornaments and traded objects (especially 
marine shells), and the emergence of sophisticated representational art [...] 
(Mellars and Stringer 1989b:8) 
or, 
[...] behaviour closely comparable to modern hunter-gatherers, in all its essentials 
(Mellars and Stringer 1989b:1). 
From this point of view, the Chatelperronian assemblages found in France and the 
north of Spain are considered as the result of an acculturation phenomenon, a response 
of the indigenous Neanderthal population to the immigrant modern humans. In fact, if 
[...] one where looking for an archaeological expression of a relatively rapid 
spread of a new human population, there is no doubt that the Aurignacian 
phenomenon would provide the most plausible candidate for this event [...] 
(Mellars and Stringer 1989b:9) 
 
                                                     
5 Yet, Mellars stated that “to many workers, this [i.e. the co-occurrence of both transitions] suggests that the 
parallel changes in the biological and archaeological records within these regions are unlikely to be entirely 
coincidental or unrelated” (1989:338). 
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In fact, it was believed that there must have been some chronological overlap (“at 
least several centuries”, Mellars and Stringer 1989b:11) between Neanderthals and 
modern humans, because of perceived interstratifications of Chatelperronian and 
Aurignacian levels at some sites. This implied, still according to Mellars and Stringer, 
that there was either little direct competition between both groups, or that 
Neanderthals were equipped (culturally, technologically and behaviourally) well 
enough to deal with direct competition for several generations. 
At that time, Mellars and Stringer (1989:9-10) did not comment on the status of other 
“transitional” industries (i.e. completely indigenous developments or acculturation 
phenomena) , such as the Szeletian and other related leaf-point industries in Central 
and Northern Europe, the Uluzzian in Italy, and the Streletskaya/Kostenki industries of 
south Russia, due to a lack of associated human remains. From this overview by Mellars 
and Stringer, the Human Revolution Model can be summarised as follows: 
 
1. Anatomically modern humans arose in Africa, and spread over the entire Old 
World. At the time of this emigration, the Old World was populated by so-
called 'archaic' populations, descendants from the first Out of Africa 
movement (Stoneking and Cann 1989, Wainscoat et al. 1989, Klein 2008) 
2. In Europe, these are the Neanderthals with their Mousterian toolkits 
(Churchill and Smith 2000). 
3. The immigration of modern humans in Europe can be witnessed 
archaeologically as the spread of the Aurignacian (Mellars 1996a, 2004a, 2006a, 
Klein 2008) 
4. Given its characteristics, the Aurignacian should be viewed as the the first 
fully Upper Palaeolithic (i.e. “modern”, see Mellars 2004a:461) industry in 
Europe. Though not always made specific, it is often assumed (as the 
Neanderthal morphology disappeared) that modern humans must have had an 
edge over the Neanderthals. This edge could have been located at the 
technological, social, economic, demographic, linguistic, and/or 
morphological/life history level, and perhaps ultimately, at the cognitive level 
(Mellars 1989, 2004a, Mithen 1996; Klein 2008).  
5. The contemporaneity of Neanderthals and modern humans at certain places is 
visible in the form of interstratifications (Gravina et al. 2005, Mellars et al. 
2007, Mellars and Gravina 2008 contra Zilhão et al. 2006, 2008a,b, Riel-Salvatore 
et al. 2008) 
6. Contact between both groups resulted in the acculturation of the resident 
Neanderthals, which is visible in the Chatelperronian, and perhaps other 
“transitional” industries as well (Mellars 2004a, 2005).  
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7. Eventually, Neanderthals disappeared most likely as a result of direct 
competition with modern humans, i.e. competitive exclusion (Mellars 2004a, 
Banks et al. 2008, Klein 2008). 
8. This happened with little or no admixture (Mellars 2004a), and probably soon 
after contact (Zubrow 1989). 
4.2.3.2 Points of contention 
This account has confirmed and enriched (see references in the summary above), but 
also contradicted at all points, the latter not exceptionally based on differing 
interpretations of basically the same data (i.e. differential rejection and retention of 
particular data). As already discussed above, the first and the second (and the 8th) are 
incompatible with multiregional versions of the origins of modern humans, and as such, 
were contradicted in the 1989 volume itself by Wolpoff, Clark and Lindly, and to a lesser 
extent, by Smith and co-workers, amongst others. Nevertheless, they currently do form 
the concensus view, if not for differing opinions about the species status of the hominin 
groups involved, and the fact that contrary to (8) evidence for a limited amount of 
admixture has indeed been found (see above, see also Trinkaus 2005 and Green et al. 
2010). As Churchill and Smith (2000:61) noted more than 10 years ago, at the time there 
was an ongoing debate concerning basically every major aspect of the transition sensu 
lato: the timing and point of the origin of the Aurignacian, the circumstances that gave 
rise to the transitional industries (i.e. autonomous development or acculturation), the 
timing of the appearance of modern humans and the disappearance of the 
Neanderthals, and their affiliation with the industries in existence during the timeframe 
in question. As we will see, a lot of the issues that were pertinent in 2000, are still part of 
the debate today. 
The Aurignacian (3 and 4) 
Judging from the literature (Zilhão and d’Errico 2003, Bar-Yosef and Zilhão 2006), the 
Aurignacian appears to be a difficult to capture phenomenon as far as its origins, timing, 
and climatic association, the classification and characterization of its different 
manifestations, and the identification of its makers are concerned. The few sources 
treated here, rather than aiming to be exhaustive, are meant to illustrate that point. 
According to Churchill and Smith (2000:82-85) one of the earliest manifestations of 
the Aurignacian in Europe seems to be the Bachokirian, an Early or Initial Upper 
Palaeolithic (EUP or IUP) industry, named after the type site Bacho Kiro in Bulgaria, 
Balkan Mountains. Other such assemblages appear at Istállöskö (Hungary), Temnata 
Cave, Pest, and V. Levski (Bulgaria); still according to these authors, their lithic elements 
are typologically and technologically Aurignacian, and bone ornaments in the form of 
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perforated teeth, implying the personal adornment that is not uncommon among Initial 
Upper Palaeolithic industries, have been found as well. Bone points, characteristic of the 
earliest Aurignacian elsewhere, are missing. Unlike other IUP industries, the 
Bachokirian appears as a break with the local Mousterian (hardly any Levallois 
technique, and very low amounts of typologically Middle Palaeological pieces such as 
side-scrapers), suggesting a foreign origin that may be found with the early Aurignacian 
of the Zagros (see also Kozlowski and Otte 2000:10). Nevertheless, Churchill and Smith 
(2000:102) question the conventional 14C date of >43 Ka BP on the basis of a more recent 
AMS dating (39-34 Ka BP), which means that in their view, the emergence of the 
Bachokirian is merely coincident with that of the other IUP industries, and therefore 
part of a pan-European appearance of the UP during the Hengelo temperate period, 
rather than an especially early European predecessor of the Upper Palaeolithic.  
The account by Kozlowski and Otte (2000) deviates from this view by recognising 
three phases by which the Aurignacian – which is regarded as a multifaceted, rather 
than a uniform phenomenon – spread through Europe. They place the Bachokirian (or 
Pre-Aurignacian in their terminology) in the Balkan and Danube area, between 45 and 
37 Ka BP. They view this region as the gateway through which the Aurignacian flooded 
Europe in successive waves. As such, the Pre-Aurignacian never spread outside central 
Europe; rather, it is the Proto Aurignacian that appears in the Mediterranean area 
around 39 ka BP (i.e. contemporaneous with the Uluzzian). The last phase, represented 
by the Classic Aurignacian, can be found throughout Europe (it overlays the 
Chatelperronian around 36 ka BP), although its appearance and distribution is mosaic in 
nature. 
These views contrast with that presented by Mellars (2004a:463) who discerns only 
two phases, and in his view, two routes of modern human colonisation of Europe: the 
first, which represents the Classic Aurignacian to be found in western, and central 
Europe, as well as in southeastern Europe and adjacent areas of the Near East, where it 
appears to be older. The second is the Proto or Archaic Aurignacian, which extends 
across the northern Mediterranean, again with its possible origin in the Near East. In an 
informative paper dealing specifically with the defining characteristics of the 
Aurignacian, its different incarnations, and spread, he elaborates on this basic idea. He 
sets out by describing the Classic Aurignacian (or Aurignacian I, or Aurignacien ancient) 
as characterised by (mostly antler) split-base points, accompanied by high frequencies 
of thick carinate or nosed scrapers, and combined with extensively edge retouched so-
called Aurignacian blades often showing relatively invasive, overlapping retouch. The 
Classic Aurignacian occurs between 35 and 33 ka BP (uncalibrated 14C dates), roughly 
coinciding with H4, and is to be found extending over large areas of western, central, 
and eastern Europe (the regions more or less adjacent to the Danube valley and its 
tributaries, e.g. Vogelherd, Geiβenklösterle and Hohle Fels in Germany, and Willendorf 
in Austria) and even into certain areas of the Near East (Israel, Lebanon, and parts of 
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Syria: Kebara, El Wad, Yabrud, Ksar Akil, Hayonim, El Quseir). In the latter case, more in 
particular in Kebara Cave, dates acquired from two split-base points, range from ca. 34 
to 36 ka BP (again uncalibrated 14C dates), which roughly coincides with the European 
dates (Mellars 2006b:167-169). 
Mellars’ second phase consists of a collection of at least partially contemporaneous 
but technologically different assemblages known as the Proto Aurignacian (a.k.a. 
Archaic Aurignacian, Aurignacian 0), the distribution of which is largely concentrated 
around the European Mediterranean coastline from northeastern Italy to northern 
Catalonia, via the Pyrenees to the Atlantic coast of northern Spain (Mellars 2006b:169-
170). A defining trait are retouched bladelets knows as Font Yves forms, which can 
constitute up to 50-80% of the total amount of retouched tools. They are characterised 
by a fine, semi-abrupt retouch applied to the ventral face of the bladelet (inverse 
retouch) or alternately to the ventral and dorsal surfaces (alternate retouch), running 
all the way to the distal end of the bladelet to form a distinct point. These bladelets were 
probably attached to wooden hafts by means of resin as part of a multi-component 
hunting missile. Many assemblages contain large amounts of perforated marine shells. 
Because their connection to the Classic Aurignacian is technologically as well as 
typologically debatable, which can elicit unwarranted assumptions concerning genetic 
or technological relationships between the respective makers, Mellars prefers to assign 
the name Fumanian to the bladelet industries (based on the most clearly isolated and 
well-studied occurrence of this phenomenon, i.e. in the Grotta Fumane, Italy). 
While Kozlowski and Otte (2000) suggest that the ultimate source of the Aurignacian 
may lay even further to the east (Zagros Mountains), Mellars (2006b:170-176) is inclined 
to follow their proposal that the Bachokirian constitutes an Upper Palaeolithic industry 
(technologically and typologically), that it is an intrusive phenomenon deriving from 
further to the east, and that it is ancestral to the Aurignacian in the Balkan: it would 
appear that the Bachokirian (found at Bacho Kiro and at Temnata, Bulgaria) derives 
immediately from an older assemblage at Temnata, which itself may have direct links to 
the earliest Aurignacian in the Near East, more in particular to the technologies known 
as the Emiran and the younger (and with a higher typical blade component) Ahmarian, 
originally found in Ksar Akil, Lebanon. The dates at the site (45 to 50 ka BP) are broadly 
similar to those of the oldest Emiran of Boker Tachtit (southern Israel). The origins of 
the bladelet technologies north of the Mediterreanan (the Proto Aurignacian or 
Fumanian), are also tentatively placed in the Near East by Mellars (2006a:175-176), 
where assemblages similar to the Fumanian ones are of the same age or slightly older. 
He considers the Fumanian to be the result of a (modern human) population dispersal 
that was largely, if not entirely, separate from the one giving rise to the Classic 
Aurignacian, which got to occupy more northern and western regions of Europe than 
the Fumanian did, by means of the Danube valley. The latter’s presence in southwestern 
France would have come about in response to the cold H4 event, which would have 
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spurred a migration from central Europe and its continental climate to regions with less 
harsh winters. 
As far as the morphological implications of the dispersal of the Aurignacian and the 
Fumanian in Europe is concerned, Mellars (2006b:176-180) is particularly clear: 
according to him, the sole makers of the Aurignacian where modern humans, migrating 
from the Near East into Europe. Although human remains associated with the 
Aurignacian are scarce6, Mellars does provide evidence to support his claim, at least for 
the Classic Aurignacian; the modern human association for the Fumanian is more 
debatable. Summarised, his view on the immigration of modern humans in Europe is as 
follows: by at least 45 to 47 ka BP (perhaps even 50 ka BP), the Emiran technology had 
developed in the Near East, immediately followed by the Ahmiran. At least the latter 
stages of this sequence (ca 43 ka BP) were associated, in Ksar Akil, with modern humans. 
By 43 ka BP, these populations had expanded via Turkey to southeastern Europe (the 
Bachokirian levels at Bacho Kiro and Temnata, and the closely related Bohunician 
technologies from the Czech Republic). There, and perhaps in the adjacent areas of the 
Levant as well (Ksar Akil) these technologies developed into the classic Aurignacian. 
Only afterwards did a second dispersal phase start, that took the classic Aurignacian 
into central Europe (Willendorf, Austria, das Geiβenklösterle, Germany) by 37 to 39 ka 
BP, following the Danube Valley. Finally, western France was reached around 35-37 ka 
BP (Châtelperron, La Ferrassie). In Mellars’ account, there was also a role for climate, as 
he remarked that the northward and westward movement of the early Aurignacian was 
linked to two major episodes of climate warming (GIS 11 and 10, dated to between ca 36 
and 38 ka BP, and probably associated with the Hengelo interstadial) in which 
temperature rose at least 5 to 8 °C, and open tundra/steppe in western Europe got 
replaced by at least partially wooded conditions. Similarly, GIS 12, an earlier warm 
episode between ca. 43 and 45 ka BP may have allowed for the previous expansion from 
the Near East into southeast Europe. In calibrated terms, the spread from the Balkans to 
western France may only have taken about 5000 years, from ca 46 to 41 ka cal BP. The 
dispersal of the Fumanian appears to have been broadly synchronous: by 38 ka BP (42 
000 cal BP) northeastern Italy was reached, and northwestern Spain by 36.5 ka BP (41 
000 cal BP). Because of this gradual migration pattern, Mellars (2006b:179-180) 
postulates the existence of what he calls intensification: a development, whereby 
populations not only go through technological and cultural evolution, but also through 
a progressive process of adaptation to the changing environments they encounter on 
their journey from east to west. On top of that, cumulative technological and cultural 
 
                                                     
6 Indeed, Churchill and Smith [2000:87-102] and Conard and Bolus [2003:332]) as well argue that the most 
logical assumption at this time must be that modern humans are the sole makers of the Aurignacian (sensu 
lato), however only because this working hypothesis cannot be refuted at the moment. 
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founder effects would be able to affect these relatively small population units, to give 
rise, after settlement in the different geographical regions of Europe, to distinctive 
trajectories of technological and cultural evolution.  
Following this reasoning, the differences between the Aurignacian of southern 
Germany and western France need no special explanation. Conard and Bolus (2003) 
however, wish to ascribe to the south of Germany (Swabia) the role of Kulturpumpe: 
according to their hypothesis, as part of the upper Danube, Swabia was a region where 
important cultural innovations within the Aurignacian (i.e. figurative art, musical 
instruments, personal ornament, new forms of bone, ivory and antler tools, blade 
technology, end scrapers, burins and lateral and pointed retouched blades using steep 
Aurignacian retouch) and the subsequent Gravettian (new forms of personal adornment 
such as ivory pendants, new forms of large antler tools, new forms of batons percés of 
ivory and antler, a shift to engraved rather than 3D art, …) took place before they did 
elsewhere in Europe. More in particular, the Kulturpumpe model presents three non-
mutually exclusive hypotheses7 to explain these events as perceived by the authors 
(Conard and Bolus 2003:363-364):  
 
 the cultural blossoming leading to the dramatic increase in symbolic 
expression and technological advancement is the immediate result of the 
contact and competition between archaic and modern humans following the 
colonisation of the Upper Danube region by modern humans around 40 Ka BP. 
 the cultural innovations are the result of a problem-solving capacity which is 
activated and stimulated by climatic stress in the northern foothills of the 
Alps. Especially the high-frequency of the climatic fluctuations is considered 
here. 
 the cultural innovations of the Aurignacian and Gravettian occurred in 
connection with social-cultural and demographic changes independent of 
competition with Neanderthals or climatic stress 
 
Conard and Bolus (2003:363) present dates for the Swabian Gravettian that begin 
from 30 ka BP on, while the richest horizons (Hohle Fels and Geiβenklösterle) date to 29 
ka BP, i.e. while the Aurignacian is still prevalent in other regions, such as France. As 
such dates have also been proposed for late survival of Neanderthal groups in isolated 
parts of Europe, this leaves open the possibility that the Gravettian was influenced by 
the latter, according to the authors. Still, it seems highly probable that such late dates 
for Neanderthals are wrong, as was shown for the presumed late survival of the Vindija 
 
                                                     
7 A model for the UP revolution that incorporates all three hypotheses, can be found in Mellars (2005: Fig. 2). 
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Neanderthals (Higham et al. 2006). Moreover, the authors themselves (Conard and Bolus 
2003:364) state that no interstratifications of Neanderthal and modern humans occur in 
Swabia, but as they add, this does not exclude a short period of coexistence, particularly 
because most MP horizons in the region are not rich in finds (which they see as an 
indication for a low population density, and hence a low visibility in a subsequent 
period of competition if there was any). Although at this point, Conard and Bolus 
(2003:365) recognise that no conclusive choice among the three hypotheses can be 
made, they favour a social scenario without excluding an amount of competition with 
the Neanderthals.  
A last, intriguing account of the Aurignacian we would like to mention here is the 
hypothesis proposed by Teyssandier (2008), which in a general form is gaining support 
(e.g. Roebroeks 2008 with references). He argues that the Proto Aurignacian, which is 
restricted to the Mediterranean, is (at least in some regions, demonstrably) older than 
the more continental Early Aurignacian, thus contradicting Mellars’ (2006) view that 
both diversified after sharing a common origin in the Near East. Attestations of the 
Early Aurignacian are, according to Teyssandier, younger in the Near East than in 
Europe, where outside the Aquitaine region, Pyrenees, and Swabian Jura, it has a rather 
discontinuous appearance. Furthermore, the Bachokirian is now considered to be 
technologically comparable to other Levallois-based transitional industries. Based on 
the observation that such industries focus on the production of points (“relatively light 
convergent blanks”) by means of core reduction strategies that combine both Levallois 
and UP volumetric concepts, and that they nevertheless show significant amounts of 
variability, Teyssandier (2008) questions the hypothesis that the UP had a single point of 
origin. While he indicates that the Chatelperronian is unlike the Aurignacian and the 
Levallois-based transitional industries, it does seem to share the latters’ preoccupation 
with point production (hence the apparent similarity), in the form of Chatelperron 
points, with searching for technical solutions for arming projectiles (Teyssandier 
2008:508). In his view, the clear variability that exists should then be explained as a 
function of the local MP substrates from which these industries arose: 
Before the appearance of Aurignacian technologies, between 45,000 and 37,000 BP, 
Europe would thus have been composed of a mosaic of technical traditions united 
by a common impetus, synonymous with the ferment of ideas traversing human 
societies generally presumed to be Neanderthal. […] in some of these complexes 
(e.g. the Emiran and the Bohunician), this change in the orientation of lithic 
productions led certain groups to push the intrinsic limits of the Levallois method 
in order to fulfill the specific objective of producing blades in series […]. Faced 
with this structural impossibility, the technical systems would then be profoundly 
modified, leading to the abandonment of the Levallois concept and the 
formalization of new, better-adapted knapping methods of ‘Upper Paleolithic’ 
type (Teyssandier 2008:509). 
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When this phenomenon became entrenched, a relative homogenization occurred 
across Europe (Proto Aurignacian) and the Near East (Early Ahmarian), according to 
Teyssandier (2008:509) due to the “success of bladelets from a technofunctional 
perspective to arm projectiles, and a socio-economic one related to the mobility of 
hunter-gatherer groups”8. Moreover, the subsequent Early Aurignacian would then 
accentuate the leptolithisation seen in Proto-Aurignacian assemblages, while adding a 
microlithisation of bladelets. This is interpreted as an innovation by the Early 
Aurignacian, i.e. “the diversification of different functional domains with lithic and 
osseous elements devoted to hunting being the subject of distinct production methods” 
(Teyssandier 2008:507). In this account, Teyssandier recognises a wide acception of the 
Aurignacian “system” followed by the development of clear regional variations around 
35,000 BP, especially in the domain of display objects such as personal ornaments 
(Teyssandier 2008:509; see also Vanhaeren and d’Errico 2006), which became more 
consolidated from 32000 to 31000 BP onwards. 
Unfortunately, as Teyssandier (2008:509-510) himself admits, he cannot link specific 
hominins with specific industries because of a lack of such associations at the sites 
themselves (Trinkaus 2005). As such, he accepts the association between the 
Neanderthals and the Chatelperronian, and between the later phases of the Aurignacian 
and H.s. sapiens, but does not speak out on the other transitional industries nor the Proto 
and Early Aurignacian. As he indicates (Teyssandier 2008:509) the Oase finds fall within 
the timeframe of the latter (35000 BP), but were found without cultural context (see also 
Trinkaus et al. 2003, Trinkaus 2005).  
Coexistence 
Acculturation (6) 
In the view of Churchill and Smith (2000:74-76) transitional industries arose out of the 
local Mousterian from the Hengelo temperate period on (around 39 ka BP): to the east 
and the north of the Alps there was, characterised by the appearance of “leaf points”, 
either a development of the Szeletian sensu lato (whereas the Szeletian sensu stricto was 
confined to Hungary), or a convergence in point morphology in different parts of 
Europe. Regionally distinctive leaf-point “cultures” include the Brynzeny, the 
Gordineshty, and the Kostenki-Streletsian on the Russian Plain, the Altmühlian in 
southern Germany, the Jerzmanowician in Eastern Germany and Poland, and the 
 
                                                     
8 The socio-economic perspective may also be evident in the personal ornaments that appear in Proto-
Aurignacian assemblages in the form of pierced shells, which Teyssandier (2008:499) points out is rather 
common in IUP assemblages of the Near East. 
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Szeletian sensu stricto. These characteristic tool types also appear in Belgium and Great-
Britain. The Bohunician of the Czech Republic could be a distinct development given the 
scarceness of leaf points, while the Jankovichian might best be regarded as a Middle 
Palaeolithic industry with leaf points, still according to Churchill and Smith. Like the 
Szeletian out of the central European Micoquian, the Chatelperronian in France and 
northern Spain emerges out of the type B Mousterian of Acheulian Tradition of 
southwest Europe. Importantly, unlike the other transitional industries, 
Chatelperronian assemblages frequently include bone artefacts such as points, awls, and 
interestingly, beads and pendants. The Uluzzian, in which bone tools also occur 
sporadically, developed in Italy. In combination with the meagre evidence from human 
fossils associated with such transitional assemblages, the most economic hypothesis at 
this time, according to Churchill and Smith, would be that the makers of these 
transitional industries were Neanderthals (Churchill and Smith 2000:79). 
The association of any of these industries with the Neanderthals (and of the 
Aurignacian with modern humans) easily invites the assumption that their transitional 
nature was the result of a phase of contact between both, whereby Neanderthals 
adopted some of the practices and technology of the supposedly superior modern 
humans, before ultimately disappearing. As we have seen above, such interaction has 
been proposed as a possible engine for the Kulturpumpe-hypothesis, but the main focus 
in this discussion has been the Chatelperronian (e.g. Mellars 2005), because of the 
discovery of Chatelperronian Neanderthal remains in Saint-Césaire (Lévêque et al. 
1993). As an alternative to the acculturation models, a process of independent 
development of the transitional industries has been proposed (d’Errico et al. 1998; 
Zilhão and d’Errico 2000; d’Errico 2003; Zilhão 2006, see also Langley et al. 2008). It has 
been argued, that purely from a statistical point of view, this would have been unlikely, 
or an “impossible coincidence” (Mellars 2005). However, some sort of prime mover 
could have been responsible for the transition to the UP by different populations at 
different locations more or less at the same time. Such a prime mover would then have 
to have been of continental significance; a logical, and ultimate candidate would 
therefore be climate, although proximate steps involving economic, social and 
demographic changes are not only perfectly feasible, they would be a natural result 
from climatic fluctuations (see also d’Errico 2003:199-201 Mellars 2005: Figure 2, Zilhão 
2006:190-191). In short, people in different places could have responded in slightly 
different ways to similar (initially) climatic pressures, i.e. a convergent evolution 
towards the same general behavioural patterns. The proposal by Teyssandier (2008) we 
mentioned above would fit this hypothesis, but at present, a climatic factor that could 
have induced such change remains elusive. In any case, the argument of an “impossible 
coincidence” takes a whole new spin when one considers the possibility that the 
Neanderthals first “invented” the UP, while modern humans developed the Aurignacian 
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after a very brief period of interaction that spawned the Proto-Aurignacian or Fumanian 
(Zilhão 2006:190-191). 
Central to this kind of theoretical speculations is the concept of acculturation itself, 
as it generally carries connotations of unilateral adoption of certain cultural aspects, of 
imitating, and of unilateral and inevitable domination by the (mentally) superior (see 
d’Errico et al. 1998:S3-S4, and associated comments for a discussion on this perceived 
superiority). Fortunately, it is appreciated that a simple metaphor of (European) 
colonialism may not be well-suited to describe Neanderthal and modern human 
interaction (Graves 1991). Indeed, when framing the MP to UP transition Churchill and 
Smith (2000:102-109) preferred a scenario in which the indigenous (Neanderthal) 
population actively contributed to the development of the UP. Conard and Bolus 
(2003:365) as well assume that a period of coexistence, if it did occur, entailed mutual 
acculturalisation. In the paper by d'Errico and co-workers (1998), the hypothesis of 
acculturation is investigated specifically for the Chatelperronian of Arcy-sûr-Cure 
(Grotte du Renne). Several hypotheses such as post-depositional disturbance (e.g. 
Higham et al. 2010 vs. Caron et al. 2011), trade, collection, imitation, unilateral 
acculturation, modern human superiority and a contact situation proper, were 
investigated by focusing on the nature of the objects (e.g. personal ornamentation) and 
their chaine opératoire. The researchers concluded that Chatelperronian Neanderthals 
consciously made their own UP material culture: i.e. it was fully part of their daily life, 
as it was to the Aurignacians (d’Errico et al. 1998:S2-S10). While admitting that the 
Chatelperronian bone-working practices could still be seen as an adaptation and 
reworking of Aurignacian examples to serve their own needs (d’Errico et al. 1998:S15), 
or perhaps as a reaction to immigrant groups such that, e.g., the use of personal 
ornamentation to signal group affiliation or identity got in use simultaneously on both 
sides of the divide (an idea that was suggested by d’Errico et al.’s reply to the comments 
on their 1998 paper), the writers actually argue in favour of “an original and 
independent cultural evolution of Western Europe’s late Neanderthals”, i.e. before 
modern humans arrived in the area (d’Errico et al. 1998:S4, see also Zilhão and d’Errico 
2000)9. Crucial to that hypothesis, and indeed any model of the MUPT, are the dates 
associated with the assemblages of the transitional and Early or Initial Upper 
Palaeolithic industries, such as, in the case of the writers, the Chatelperronian and the 
Aurignacian. Unfortunately, the interpretation of the available dates for the time-frame 
in question turns out to be particularly troublesome. 
 
 
                                                     
9 In this context, Mellars has proposed a so-called bow wave diffusion process (Mellars 2005), whereby the 
transitional industries incorporated elements of early UP (modern human) cultures before modern humans 
actually entered the continent, and came into physical contact with the Neanderthals.  
Evolution, behaviour, and competition in MIS3 France 
152 
Dating (e.g. 5) 
The various issues involved in absolute dating for the period under consideration have 
been aptly summarised by d’Errico and Sánchez Goñi (2003:771-772; see also Jöris and 
Adler 2008:762), as follows: 
 the large standard error affecting carbon dates older than 30 ka BP 
 the even larger standard error of ESR, TL and U-Th dates, which makes them 
difficult to compare with 14C dates 
 the large fluctuations of the proportion of radioactive carbon in the atmosphere 
throughout the dating range of this method, and the lack of a universally 
accepted calibration curve for dates older than 24 ka BP 
 the potentially large errors introduced in AMS dates by small amounts of modern 
contaminants 
 the difference between the recent AMS dates and the older conventional 14C dates, 
and that between dates obtained on bone and on charchoal 
 the varying criteria used to filter the datasets and to infer palaeodemographic 
patterns from the 14C dates 
To this can be added (Blockley et al. 2008, see also Roebroeks 2008:920-922):  
 taphonomic processes that may distort stratigraphic relationships between dates 
(and consequently, the potential difficulties involved in proper sampling) 
 commonly, a lack of other reliable dating information which can be used to 
evaluate radiocarbon chronologies 
 
As a result of the relatively short half-life of radioactive carbon (i.e. ± 5730 years, see 
Grün 2006:5), contamination by younger or modern sources has a considerable impact 
on the age determination. Such contamination can come about during sampling and 
post-excavation handling, but also through post-depositional carbon exchange, which is 
particularly problematic in the case of bones (Grün 2006:7), even to the extent that the 
available carbon dates on bones can be consistently younger than those on charchoal, 
provided that enough organic matter can be extracted from them in the first place 
(Grün 2006:7-8). While in the case of bone collagen, in which some of this contamination 
can be removed by means of ultrafiltration techniques (Mellars 2006a), more often than 
not, one has to regard carbon dates on bones beyond 30 ka BP as minimum age 
estimates if only because of preservation issues (Grün 2006:36).  
The reassessment of the dates associated with the Vindija Neanderthals (Higham et 
al. 2006) are as exemplary of the progress made in elimitating contaminations as they 
are important for the transition debate, as unjustified young dates for the last 
Neanderthals (younger than 30 ka BP) exaggerated their coexistence with modern 
humans (the Coexistence Effect). Conard and Bolus (2003:358-359) even cautioned against 
Hominins 
 153 
the use of carbon dates older than 40 ka BP. Three years later Turney et al. (2006) 
pointed out that improved pretreatment and graphitisation methods had been 
discovered for charchoal samples on top of the ultrafiltration techniques for bone, so 
that the dating range could be extended to at least 55 Ka BP. These advances make it 
probable, according to Turney and co-workers, that many of the original age 
determinations on charchoal should be considered minima.  
A partial solution to the contamination problem consists of an improved technique 
for measuring the amount of radiocarbon present in the sample: while conventional 
dating records the products of radioactive decay, AMS dating allows for a direct 
measurement of the radiocarbon itself, which meant that the sample size can be kept 
much smaller10 (Grün 2006:5). The second part of the solution consists of a better 
preparation of the sample prior to dating, directed towards extracting modern 
contaminations.  
Nevertheless, despite these advances, and despite more recent optimism (Weninger 
and Jöris 2008), the fact remains that there is no reliable and accepted calibration curve 
available for data sets that extends beyond 26000 cal yr BP though. Calibration was 
originally considered fairly straight-forward, as the 14C content of the atmosphere was 
believed to have remained constant during the period for which carbon dating is an 
effective dating method (from present to 50-55 ka BP, Grün 2006:5). Only afterwards it 
was discovered that this had not been the case at all: the relative amount of radiocarbon 
in the atmosphere turned out to be inversely correlated with the strength of the 
planet’s magnetic field (Grün 2006:6).  
Dendrochronology has proven a perfect technique to calibrate carbon dates but, for 
obvious reasons, its range extends only to the beginning of the Holocene. Attempts to 
cross this threshold are based on 230Th/234U/238U dating of corals and speleothems and 
radiocarbon dating of annually layered deposits such as varves and ice (see Fairbanks et 
al. 2005:1782-1783, and references in Grün 2006 for further details). Although no 
generally accepted calibration curve has been constructed yet, some guidelines can be 
set up (Grün 2006:6-7): it was found that between 10 and 44 ka ago, conventional 
radiocarbon dates are younger than the dates provided by other dating methods; before 
that, results are broadly similar. Up to about 30000 years, the offset between 
radiocarbon dates and those obtained by other dating techniques can be as much as 
5000 years.  
Although calibration resulting in dates younger than 26000 cal yrs BP appears to be 
straightforward, the different calibration approaches can deliver quite different results 
with dates obtained on older samples (i.e. the ones that are of interest here) are 
 
                                                     
10 This also permits to take samples that have a larger chance of actually being associated with the feature one 
wishes to date (e.g. pigment on cave paintings). 
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calibrated. Although as a rule of thumb, it can be assumed that the calendar ages of 
radiocarbon dates between 30 and 40 ka BP are in fact about 5000 years older11, the 
actual calibration of dates older than 30 ka would be premature according to Grün, a 
point which had been raised earlier by Pettitt and Pike (2001), Conard and Bolus 
(2003:356-359) and van der Plicht et al. (2004). Mellars (2006:933-934) however points at 
the important progress made in the form of the NotCal04 best estimation curve (van der 
Plicht et al. 2004), a compilation of various recent calibration records, which he uses to 
argue for a shorter period of chronological and demographic overlap (coexistence) 
between Neanderthals and modern humans (see also below), i.e. one to two thousand 
years within individual regions of Europe (e.g. western France), and about six thousand 
years for Europe as a whole (contra Finlayson et al. 2006, and contra Turney et al. 2006, 
the latter reacting to the use of the best estimation curve as a “would-be” calibration 
curve by Mellars). 
These problems associated with carbon dating continue to fuel debates on the 
coexistence of modern humans and Neanderthals in MIS3 Western Europe, the formers’ 
timing of immigration, and the latters’ disappearance, i.e. cases where absolute dating is 
theoretically able to provide clear answers. However, they also keep the sofisticated 
debates on chronostratigraphy and taphonomy alive, where dating is but one of 
multiple lines of evidence. The alleged interstratifications of Chatelperronian and 
Aurignacian assemblages at selected sites are an eminent example, having received 
considerable coverage during the last decade because of their potential to be indicative 
of a (prolonged) period of contact between both groups, in the form of fluctuating 
territorial boundaries. Since long, such interstratifications have been proposed for Roc-
de-Combe (Bordes and Labrot 1967), Le Piage (Champagne and Espitalié 1981), El Pendo 
(Bernaldo de Quirós 1982, cited by Zilhão et al. 2008), and Grotte des Fées, and were 
recently rejected for the former three (see references by Zilhão et al. 2008, see also 
d’Errico et al. 1998). For Grotte des Fées, the Chatelperronian type site, things are more 
complicated and perhaps still open for debate, with Gravina and co-workers (2005) 
offering radiometric evidence for the occurrence of interstratifications as well as the 
earliest occurrence of the Aurignacian in France (see also Mellars et al. 2007, and Mellars 
and Gravina 2008), vs. Zilhão and co-workers (2006, 2008a,b, see also d’Errico et al. 1998 
and associated comments, and Zilhão and d’Errico 1999) arguing that the interstratified 
layers are actually 19th century backfill. 
 
                                                     
11 Actually, based on a recent calibration curve (Fairbanks et al. 2005), it would appear that up until 38500 
calendar years before present, the offset between calendar and radiocarbon dates kept rising until it reached 
more than 6000 years; from then on, the trend is argued to have reversed until at 50000 calendar years before 
present, the offset was again reduced to about 3700 years. 
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A fairly recent advance that has been used as a chronostratigraphic marker is the 
occurrence of a well-dated (40A/39Ar) volcanic tephra layer (the so-called Campanian 
Ignimbrite) in Southeastern and Eastern Europe (and found in the Greenland ice cores 
as well), caused by a major eruption from the Phlegrean Fields near Naples. 
Approximately 40 ka old, it has aided in setting a terminus post quem for the earliest 
attestations of the Aurignacian, which always overlie (or begin within) the tephra and 
which has been dated to around 35 ka 14C BP throughout Europe, i.e. the approximate 
radiocarbon age of the CI eruption (Roebroeks 2008). Interestingly, as a test, it was also 
used to verify existing radiocarbon dates, and correction (“calibration”) using different 
curves (Hoffecker et al 2008). It was found that the corrected dates still underestimated 
the age of the ash by more than 1000 calendar years, while a corrected date on the 
tephra itself (in Kostenki) underestimated its age even more. Equally, a systematic check 
of radiocarbon dates directly underneath or imbedded in the tefra, revealed that part of 
the dates systematically underestimated the age of the marker, probably due to 
differential removal of contamination (Blockley et al. 2008). 
Neanderthal disappearance 
Competitive exclusion and the role of climate (7) 
Judging from an overview of the different scenarios concerning climatic influence on 
Neanderthal populations at the UP threshold (d’Errico and Sánchez Goñi 2003:769-771), 
it becomes clear that attempts to explain the disappearance of the Neanderthals has 
generated quite different population scenarios because of the difficulties that come in 
part from the grain associated with the correlation of the various marine and terrestrial 
climate records, but even more so from the difficulties of linking those to an absolute 
timescale that can be used in tandem with dates derived from archaeological contexts. 
The latter problems have been reflected in the poor temporal resolution that had to be 
used for the Stage 3 project (see above) but also, and more so, in the way that so far both 
climatic warming and cooling have been invoked to explain cultural stasis, development 
and expansion of both Neanderthals and modern humans. Exemplary of the 
disagreement is the debate that followed the paper by d’Errico and Sánchez Goñi (i.e. 
Finlayson et al. 2004; d’Errico and Sánchez Goñi 2004; Carrión 2004, Sánchez Goñi and 
d’Errico 2004), in which they proposed a new view on the late survival of the 
Neanderthals in the south of Iberia. 
The situation in Iberia south of the Ebro, where Mousterians appeared to have 
survived for a considerable period of time with Aurignacians as their close neighbours 
without any change in Neanderthal material culture (d’Errico et al. 1998:S19-S21), has 
always been a situation that was difficult to explain from a cultural point of view, of 
course provided that the chronology is solid (see the comments that accompany 
d’Errico et al. 1998). Finlayson and co-workers have claimed dates obtained on the 
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youngest Mousterian in Gorham’s Cave (Gibraltar) that are younger than 30 ka BP, i.e. 28 
ka BP to be more precise. The authors propose that a possible explanation for the late 
survival of the (Mousterian) Neanderthals, and the low density of early UP sites in 
southern Iberia, would be that both Neanderthals and modern humans must have been 
thinly scattered across the region, which would have resulted in limited contact (and 
competition).  
Another explanation for the data is provided by d’Errico and Sánchez Goñi (2003), 
who propose a fundamental role for the H4 event, between 35.3 and 33.9 ka BP, for 
Iberia and France. According to their interpretation of the dates, the Aurignacian 
arrived in France either in the temperate phases just prior to H4, or at the beginning of 
H4 itself; they situate its height in Western Europe during H4. This scenario appears to 
be valid for the north of Iberia, while in the south, the earliest Aurignacian dates to 33.5 
ka BP. The authors observe a considerable reduction in Neanderthal population 
densities during H4, not only in Iberia, but also in the rest of Europe, which probably 
meant their final extinction. In the south of Iberia, despite low population densities, 
they were able to survive (as they also did during H5 and H6) the unique impact the H4 
event had on this region: in contrast to the north Iberian grasslands during the cold 
phases of MIS3, the desert-steppe in the south was unable to support large mammals. 
While this must have been unfavourable to the Neanderthals, it arguably also kept the 
Aurignacians at bay, as presumably, their subsistence strategies were ill-adapted to cope 
with these circumstances. According to the authors, and based on their compiled dating 
evidence, Neanderthals expanded again from their southern refugia near the end of 
Heinrich Event 4, only to be outcompeted by Aurignacians now colonising Neanderthals’ 
former territories, as the hunting opportunities offered by the growing biomass drew 
them in. So, ironically, in this scenario the cold of the H4 event did not cause the final 
extinction of the Neanderthals, but actually delayed their demise because of the impact 
the H4 event had on the south Iberian vegetation, hence on large mammal availability, 
and hence on the attraction of this region to the Aurignacians in terms of hunting 
grounds. So in contrast to the findings of the Stage 3 project, d’Errico and Sánchez Goñi 
(2003) seek the demise of the Neanderthals primarily in their competition with modern 
humans (at the same time advocating a short, rather than extended period of 
coexistence), versus Steward et al. (2003a) who consider climate, and the ecological 
repercussions in terms of available biomass in particular, as the culprit of Neanderthal 
extinction (in effect they envision the Neanderthals as part of the late Pleistocene 
megafauna, in particular the “interglacial survivors”, that got extinct at the end of 
MIS3). As their accepted dating evidence differs from that of the former authors, they 
envision a longer coexistence, and focus on the climatic changes that take place when 
the LGM drew near. 
Recent data suggest however that while the Aurignacian arrival in Southern Spain 
may have been of a later date, this has not necessarily been very prominently so (Jöris 
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and Street 2008:794-795). Moreover, the authors argue that the absence of transitional 
industries (e.g. Chatelperronian or Proto Aurignacian) in this region south of the Ebro 
might be explained by a break in settlement continuity, rather than a prolongued 
presence of Mousterian Neanderthals in a refugium context after 38 ka 14C BP. Their own 
reconstruction of the MUPT is as follows (Jöris and Street 2008:795-297): 
 
 final Middle Palaeolithic (FMP) transitional industries, such as the 
Chatelperronian, the Uluzzian, and the leaf or blade point industries largely 
derive from regional late Middle Palaeolithic, i.e. Neanderthal substrates (e.g. 
the MTA). The Chatelperronian can be dated to between 41 and 38 ka 14C BP, 
while the Uluzzian is younger than the Campanian Ignimbrite, i.e. about 35 ka 
14C BP. Likewise, the more northern blade and leaf point industries are dated 
to between 40.0 and 37.5 14C BP. 
 early UP industries probably derive from Near Eastern Inital or Early UP. The 
Bachokirian in southeast Europe can be situated between 39.1 and 36.9 14C BP, 
overlapping with the Bohunician which covers the period of 38.5 – 36.4 14C BP. 
The latter may represent a mixing of Neanderthal and modern human 
technology. The EUP Proto-Aurignacian is dated to ca. 37.9-34.7 ka 14C BP or 
slightly younger, and is technologically and typologically distinct from 
preceding industries (while a link with the Chatelperronian is not excluded), 
but similar to IUP industries in the Eastern Mediterranean. Likewise, the EUP 
industry at Kostenki 14 (IVb) falls between 36.5 and 35.0 ka 14C BP, and is 
associated with marine shell ornaments. The latter may have known a rapid 
diffusion as it occurs at practically the same time in the Danube basin, around 
the Black Sea, and the western end of the Mediterranean; as such it is linked 
according to the authors to large scale elaborate social networks put in place 
by modern humans 
 finally, the classic Aurignacian, fully UP, unites diverse social and ethnic 
entities across a broad geographical and chronological range, notwithstanding 
its uniform technology. 
 
Using the climatic fluctuations evident in the Greenland Ice cores (see figure 29), the 
authors indicate that the FMP transitional industries are centered around Greenland 
Interstadial (GI) 11, with the remains of their presumed Neanderthal makers no younger 
than ca. 42.5 ka cal BP, i.e. the transition from GI 11 to Greenland Stadial (GS) 11. The 
IUP/EUP transitional industries make their first appearance across the southern half of 
Europe at approximately the same time. The oldest modern human remains, the 
assumed makers of the latter industries, date to around ca. 40.0 ka cal BP. Around 40000 
years ago, the EUP is replaced by the Aurignacian throughout Europe, i.e. coincident 
with the Campanian Ignimbrite at the onset of the Heinrich 4 cold event (i.e. GS9). The 
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authors argue that this situation (severe cooling followed by migrations and regional 
settlement discontinuities, possibly a volcanic winter, see Fedele et al. 2008) created 
regional concentrations of individuals (sensu Shennan 2001), out of which the pan-
European Aurignacian arose characterised by accelerated information flows and 
technological innovation, such that during the later parts of this industry, social 
novelties in the form of art, music and, according to the authors, religion.  
 
 
Figure 29: Compilation of calibrated radiocarbon dating ranges for transitional and 
Aurignacian industries in the northern and southern parts of Europe, shown against the 
background of climatic change recorded in the Greenland GRIP ice core and scaled against 
the U/Th-dated Hulu-chronology via synchronization of δ18O signatures with Greenland 
Interstadial (GI) and Stadial (GS) oscillations labeled in bold grey numbers. H4 = Heinrich 
event 4; CI = Campanian Ignimbrite marker horizon; Laschamp = Laschamp geomagnetic 
excursion; Hatching separates the most probable dating ranges of FMP ‘‘transitional’’ 
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industries (centered around GI 11), IUP/EUP ‘‘transitional’’ industries (42.5 ka cal BPHulu–CI 
event), the early Aurignacian (CI event–36.0 ka cal BPHulu), and the younger Aurignacian 
(ca. 36.0–33.5 ka cal BPHulu). For reference the uncalibrated radiocarbon equivalence ages are 
also shown (Jöris and Street 2008: Fig.9). 
While being a fairly comprehensive and reasonable account, we prefer to retain a less 
detailed version (see below). Still, both are characterised by the need to study the issue 
of overlap and competitive exclusion in more detail and on a regional scale. This is 
where our case study will fit in. 
4.2.3.3 A working hypothesis 
What we present here can be viewed as a scenario, as an alternative to the Revolution 
Model. While far from being as comprehensive or detailed (or should we say bold?), and 
while not of our own making, it does correspond closely to our view on the transition, 
most likely because it clearly states what is known, and what is still uncertain, rather 
than presenting untested (or untestable) hypotheses or archaeological “just-so” stories 
as common knowledge, or as newly gained certainties without the proper empirical, and 
not atypical for MUPT research, theoretical backing. Based on the contributions of 
session C57 of the 15th meeting of the International Union for Prehistoric and 
Protohistoric Sciences (UISPP) in Lisbon, called Setting the Record Straight: Toward a 
Systematic Chronological Understanding of the Middle to Upper Paleolithic Boundary in Eurasia, 
11 papers were published in a volume of the Journal of Human Evolution (2008, 55[5]) 
dealing with issues of chronology. Roebroeks (2008) wrote the concluding paper which 
tried to evaluate and synthesise the main results of the meeting, while placing them in 
the wider palaeoanthropological and archaeological context of the MUPT proper. It is 
from the discussion section of this paper that the following scenario has been distilled. 
Like we have been doing ourselves, Roebroeks (2008) discerns two transitions, one 
biological the other archaeological. Pertinent to our case study and the MUPT as a 
whole is the matter of spatio-temporal overlap between Neanderthals and modern 
humans; we settle on the following for the time being12: 
 
1. Based on directly dated fossil evidence, there is a 1000-3000 14C year hiatus 
between both hominin groups. 
2. Archaeological data indicate that Middle Palaeolithic and Chatelperronian 
assemblages underlie the Aurignacian everywhere. Alleged interstratifications 
of the latter two have either proven false or highly disputed. In Swabia, the 
 
                                                     
12 For a more elaborate treatment, see the separate papers in the volume (e.g. Jöris and Street 2008), or the 
review by Roebroeks (2008). 
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hiatus between the latest Middle Palaeolithic assemblages and the earliest 
Aurignacian is very pronounced. 
3. The Aurignacian appears more or less simultaneously over large parts of 
Europe around 35 ka 14C BP; the earliest southwestern dates are only 
marginally younger than those of the easternmost parts of Europe. 
4. The hominin associated with the earliest Aurignacian is unknown; the later 
Aurignacian was produced by modern humans. 
5. The Chatelperronian was very likely produced by Neanderthals. 
6. The makers of so-called Final Middle Palaeolithic or Initial/Early Upper 
Palaeolithic transitional industries remain unknown until diagnostic fossil 
material has been found 
 
When we move from data to speculation, we must first acknowledge that our limited 
fossil sample size may overemphasise the perceived hiatus, as it is highly unprobably 
that the last Neanderthal and the first modern human were sampled. An overlap can 
therefore still not be excluded, and as argued before in such a case, the demise of the 
Neanderthals may have been swift (Zubrow 1989), both in the case of admixture and of 
competitive exclusion without admixture. Zubrow argued that even a small difference 
in the life history characteristics of both groups may have been enough to “blip” one 
group out of existence, in terms of (Palaeolithic) archaeological timescales. This makes 
it difficult to get a grip on the situation, as our questions may currently be too fine-
grained for our data to answer, or, as Roebroeks indicates, there may simply be no 
detectable evidence left from such a rapid event.  
4.3 Phenotypic differences between hominins 
In this section, we will discuss the phenotypic differences between Neanderthals and 
modern humans, insofar as they may (negatively) influence the use of the same simple 
model (the basic prey model) on both groups. The term “phenotypic” is used here in a 
behavioural ecology sense, i.e. indicating all features of an organism except for the 
gentoype. In other words, they may be behavioural, or cultural sensu DIT. As we shall 
see, such differences that impact foraging behaviour are indeed present and potentially 
relevant. Note that we will not further dwell on the species vs. sub-species status of the 
Neanderthals, as such distinctions are not unproblematic in their own right, while 
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serving little purpose in the context of our case study, whose goal it is to ascertain a 
contact situation by means of its subsequent economic competition. 
4.3.1 Morphology and energetics 
There is no denying that morphological differences existed between Neanderthals and 
modern humans, and as such, they may be important for applications of foraging 
models. According to Hublin (1998: 301-302) the development of the Neanderthal 
morphology was an accretion phenomenon, beginning around 450 Ka BP or a bit 
before13, by which the derived features increased in frequency, resulting in a 
combination of derived and primitive traits that could easily be different among two 
contemporaneous specimens, even within the same population (in which the derived 
ones go on to become more frequent over time). Anatomical areas were affected 
consecutively, simplistically the upper facial and mandibular features first, followed by 
those of the occipital area. The last ones were to be located in the temporal area and the 
shape of the vault. Because of this piecemeal accretion process, Hublin wishes to 
disregard clear divisions between pre-Neanderthals and Neanderthals: only a taxon 
distinguishable from Homo erectus (sensu lato, thus consisting of the European 
descendants of the first Out of Africa movement) that does not show any Neanderthal 
apomorphies could be regarded separately. This means that differentiating a H. 
heidelbergensis should in this case be avoided as the fragmentary type specimen (the 
Mauer mandible) can be considered part of the Neanderthal lineage.  
In particular (Hublin 1998:298-301), the first traits of what will be typical of the 
subsequent Neanderthal “package”, are to be found in the fossil remains of Mauer 
(Germany) albeit weakly, Boxgrove (England), Tautavel (France), Petralona (Greece), and 
Verteszöllos (Hungary), at the onset of the Middle Pleistocene. A second fase, during 
MIS11 or MIS9, consists of the development of some unique features on the occipital 
bone, e.g. the occipital torus and suprainiac depression, and is represented by the 
specimens of Steinheim, Reilingen and Bilzingsleben (Germany), Swanscombe (England) 
en Sima de los Huesos (Spain). Isotope Stages 7 and 6 provide us with remains in which 
derived Neanderthal traits are (almost) all discernable in every specimen, still according 
to Hublin. Examples include Biache-Saint-Vaast, La Chaise-Suard, Fontechevade 2, 
Lazaret and probably Montmarin (France), Ehringsdorf (Germany), and Pontnewyyd 
(Wales). From MIS5 to 3, the accretion process gains its biggest momentum, with the 
 
                                                     
13 This corresponds with the results of a DNA-analysis according to which the most recent common ancestor of 
modern humans and Neanderthals dates back to 500 Ka (Green et al. 2006). 
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frequency of derived characteristics at its highest, giving rise to the “classic 
Neanderthals” of MIS4. This period is also supposed to have accommodated their 
expansion into Eastern Europe (during the Eemian, MIS5e), and during the subsequent 
MIS4 further to the east (as far as Teshik-Tash, Uzbekistan) and to the southeast 
(Shanidar, Iraq; Qafzeh, Israel). 
Classic Neanderthals have quite a different morphology when compared to 
contemporary and extant H.s. sapiens. Their diagnostic features are best divided into 
those defining the cranium, the face, and the dentition, and those characterising the 
postcranial skeleton (for a reasonably complete overview, see Klein 1999: 377-393). Eye-
catching, and much speculated about, is brain size: with an average of 1520 ml it tops 
extant H.s. sapiens’ by 180 ml. Some other well-known cranial features are the en bombe 
shape of the skull when viewed from behind, the low and receding frontal bone, the 
double arch of the browridges, the occipital bun and torus, and the supra-iniac 
depression. Typical facial traits include the mid-facial prognatism, the large nasal 
aperture and cavity (the structure of the latter being not only unique within the 
hominin group, but even among mammals, see Schwartz and Tattersal 1996), the 
absence of a chin (in the sense of a bony protrusion of the front of the mandible, in the 
form of an inverted “T”), and the structure of the inner-ear (Spoor et al. 2003). As far as 
dentition is concerned, we could note the size of the incisors, which are as large as, or 
larger then those of contemporary H.s. sapiens (and certainly larger than extant modern 
humans), the taurodontism of the cheek teeth, and the existence of a retromolar space. 
The features of the head are far more indicative than those at the post-cranial level, but 
readily discernable there are the overall robustness and the “stocky” body proportions. 
The first is translated into extremely large muscle and ligament attachments, the broad 
blade of the scapula (commonly with a deep groove on the dorsal side, compared to a 
shallower one on the ventral side in modern humans), and the large femoral and tibial 
epiphyses with thick diaphyses. The perception of stockiness among Neanderthals is 
caused by their barrel-shaped chest, and the relatively small size of their forearms and 
lower legs. 
Constructing functional interpretations for these idiosyncratic Neanderthal traits 
may prove difficult, as the accretional nature of their accumulation, and the assumption 
that Neanderthals remained isolated during most of their evolutionary history indicate 
that many of these traits might be attributed to genetic drift. However, facial elements 
such as the forward placement of the jaws and the large size of the incisors (and even 
the long face, the arching browridges, and the long, low shape of the cranium) may be 
related to the habitual use of the forward teeth as a clamp, for which there is 
independent evidence in the form of enamel chipping and microfractures on the 
incisors, and by the latter’s rounded wear seen in older individuals. Similar damage, 
albeit in a less severe form can be witnessed among the Inuit, who use their front teeth 
in a comparable fashion. The features of the subcranial skeleton will be treated further 
Hominins 
 163 
below, so it suffices to point out here that the robustness of both the body in general 
and the bones of the extremities in particular, is often seen as denoting great physical 
strength and endurance, which exceeds that of contemporary H.s. sapiens. The typical 
body proportions (polar or hyper-polar) however, can also be regarded an adaptation to 
the cold climate, as was the large nasal opening (alternatively, a big nose could also have 
functioned as a heat dissipation device), and the big brain (which could equally be 
explained as a function of the larger lean body mass) (Klein 1999:386-393).  
Anatomically Modern Human (AMH) morphology on the other hand, must be called 
gracile in comparison to that of the Neanderthals. Nevertheless, the skeletal robusticity 
and muscular hypertrophy of early and late Upper Palaeolithic humans is considerably 
greater than that of contemporary modern humans, which suggests that environmental 
factors can easily induce physical adaptations irrespective of the level of technology 
that is wielded (Davies and Underdown 2006:148; see also Odling-Smee et al. 2003:348-
350 on the link between cultural niche construction and morphological adaptations), 
which is exemplified by the Inuit, who, within a time-span of 5000 years, have 
developed a set of biological mechanisms to stand up to the harsh climate, such as an 
increased flow of blood to vulnerable areas such as the hands14. The authors suggest that 
the difference in robusticity may be the result of the more extended period of time the 
Neanderthals were exposed to cold conditions.  
That being said, body proportions may be expected to correlate better with climate 
than robusticity does. It was found that as far as body proportions were concerned, 
recent modern groups (Mesolithic and late Upper Palaeolithic) approximated 
Neanderthals more closely than Early Upper Palaeolithic (see Weaver and Steudel-
Numbers 2005:218 for a review), presumably because of a decreasing lower limb length 
in modern humans since their arrival in Europe as a result of prolonged exposure to 
colder temperatures (Holliday and Falsetti 1994).  
However, based on energetic considerations it was concluded that mobility may have 
had a hand in the evolution of body proportions in Europe as well (Weaver and Steudel-
Numbers 2005): energetic costs associated with foraging on shorter legs and with a 
greater body mass (using the average values of Neanderthals) vs. EUP, LUP and 
Mesolithic populations are respectively 215, 188 and 234 kcal. When EUP values are 
compared with those of the LUP and the Mesolithic, it becomes clear that EUP 
populations had an advantage of 27 kcal per day over their LUP counterparts, and a 19 
kcal disadvantage over Mesolithic populations. Based on this data, Weaver and Steudel-
 
                                                     
14 Short term changes as a result of phenotypic plasticity (i.e. acclimatisation, more in particular in the form of 
thyroid hormones that increase the basic metabolic rate during winter), as well as genetic adaptations 
(involving the energy production of mitochondria) have been found among indigenous populations of Siberia 
as well (Leonard et al. 2005). 
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Numbers (2005) conclude that the differences in body proportions between 
Neanderthals and EUP humans are likely to have had a climatic origin. From the 
moment the latter were roaming the colder areas of Europe, there would have been a 
selection against their longer lower limbs. However, this pressure was likely to be partly 
counteracted by a weaker selection for energetic efficiency in mobile foraging (in other 
words, the gain in foraging efficiency caused by EUP humans’ long legs constituted an 
adaptive constraint on climatically induced selection pressures). After mobility was 
supposedly reduced during the LUP, the associated selection pressure for energetic 
efficiency in foraging will have been alleviated too, leading to body proportions that 
approach those of the meanwhile long gone Neanderthals. 
Combined with the Neanderthals’ general robust build and consequently high 
activity levels, those body proportions suggest that these hominins had quite high 
energy requirements, i.e. higher than EUP modern humans (see above, see also Aiello 
and Wheeler 2003), probably by at least 10 % (Macdonald et al. 2009; see also Froehle and 
Churchill 2009). This would come down to 3500 to 5000 kcal per day for an adult 
Neanderthal, or the equivalent of 2 kg of reindeer meat (Churchill 2008). As such, and in 
case of a competition scenario, that must have placed them at a disadvantage vs. 
modern humans. On the other hand, Sorensen and Leonard (2001) argued that based on 
their elevated energy needs, Neanderthal hunting efficiency must have lied within the 
extant modern human range, even when modelling foraging returns and daily foraging 
time (and, in our opinion, Neanderthal body weight as well) in an extremely 
conservative way. This would suggest that, from an energetic point of view, the prey 
model is applicable to data drawn from both hominin groups. 
4.3.2 Mobility 
A general but concise characterisation of mobility may be the following: 
[…] a property of individuals […] who may move in many different ways: alone or 
in groups, frequently or infrequently, over long or short distances. Some sorts of 
individuals may move more than others […] and movement also occurs on daily, 
seasonal, and annual scales (Kelly 1992:44). 
Following Binford (1980), Kelly goes on to differentiate between residential mobility 
(the movement of an entire group from one base camp to another), and logistical 
mobility (trips made by individuals or small task groups out from and back to the base 
camp in order to secure resources). Based on these distinctions, two idealised hunter-
gatherer settlement systems can be recognised, i.e. foragers and collectors. Both live in 
residential bases which form the hub of subsistence activities. The former however are 
unlikely to store food (e.g. dried or frozen), make frequent residential moves often in a 
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recurrent annual cycle that allows to implant the base camp “where the food is”, 
supplemented by short (i.e. local) logistical forays, therefore “mapping onto” a region’s 
resource locations (see also Lieberman and Shea 1994:316-318). The places where 
extractive tasks are being performed during a logistical foray, are called “locations”. 
They usually are low bulk procurement sites scattered across the landscape, which are 
occupied during very short periods of time. Little archaeological traces can be found 
after one visit, and as such, they can be considered off-site phenomena; if they are 
visited multiple times, palimpsest accumulations are created which can mimic true 
sites, however without much if any internal structure. Collectors on the other hand 
move residentially to a key place not necessarily dictated by food (e.g. water sources, 
the presence of fire wood), using long logistical forays to supply the camp with those 
resources that are unavailable at the base camp. They are usually seen to store food and 
residential moves are infrequent, as they are postponed by visits to highly seasonal and 
specialised logistical camps by task groups. These logistical camps are specifically 
selected places, which are judged to be most likely to result in the procurement of the 
targeted resources. So in contrast to foragers, which practise encounter hunting 
(leaving the base camp searching for prey), they go to specific places for specific 
resources, i.e. to places where they know a given prey type will be present, with a high 
probability (e.g. salt licks). As we have seen, the latter search pattern clearly contradicts 
the prey model's assumption of sequential Poisson encounters as described in the 
previous chapter. 
For collectors, Binford (1980:10,12) discerns three kinds of site: field camps, stations, 
and caches. A field camp is a temporary base of operations for a task group, the place 
where they eat, sleep, and more in general, where they maintain themselves. Stations 
are places where information is gathered, e.g. where game movements are observed. 
They may be ambush locations. A cache is a temporary storing place, where the 
relatively large amount of, e.g. food (such as butchered animals procured through mass 
killing), is left to be picked up later. Investments in material culture by collectors, such 
as site facilities and other hard to transport items provide greater returns than is the 
case with foragers. The downside is that, depending on the ecological circumstances 
around the camp, resources will diminish sooner or later, requiring logistical 
movements that are increasingly demanding. To get enough food, the resource base will 
either be expanded to include low-quality food items, or hunting will increase, if 
possible focusing on larger animals.  
These settlement systems are not to be regarded as types, as much as the ends of a 
continuum15 and as conceptual tools; moreover, the main difference between the two is 
 
                                                     
15 Kelly (1992:60) prefers to regard mobility not as a mere one-dimensional continuum, but rather, given its 
broad-ranging impact on life, as a multi-dimensional variable. 
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not about the frequency or length of movement, but the relationship between the 
movements of individuals as individuals or as part of a relocating group (Kelly 1992:44-
45), or in other words, the organisation of camp movement relative to food-getting 
activities (Kelly 1995:120). In fact, they are “organisational alternatives which may be 
employed in varying mixes in different settings” (Binford 1980:19). Logic dictates that 
when resources are homogeneously distributed (in space as well as in time), maximum 
foraging efficiency will be attained by means of the forager pattern. Patchily available 
resources on the other hand, are best exploited through aggregation in central places 
whilst sending out foraging parties (collectors); this effectively means that the 
environment is a crucial factor determining mobility (Kelly 1995:120, see also Figure 30).  
 
 
Figure 30: Expected hunter-gatherer mobility strategies in relation to selected distribution 
characteristics (Whallon 2006: Fig.1). 
This does not mean however that considerable residential and logistical mobility are 
mutually exclusive: as Kelly (1995:132) points out, hunter-gathers heavily dependent on 
large game (especially in high-primary-biomass environments in particular, i.e. with 
abundant vegetation in a form that can be consumed by the large herbivores) have the 
potential to exhibit high levels of either form of mobility (see also Binford 1980:13-19 for 
an extended discussion)16. Importantly, this observation means that during MIS3, which 
fits this description, both modern humans and Neanderthals, as being primarily big 
game hunters, could have practised either of these strategies. Nevertheless, based on 
the high energy requirements of the Neanderthals, it has been argued starting from a 
central place foraging point of view, that they probably moved their central camps 
 
                                                     
16 As a side note, patch-choice models based on the general form discussed in the previous chapter for 
example, can in theory predict the amount of movement through a region on the basis of the fact that 
inevitably, daily returns will drop below an unacceptable level, i.e. the point of diminishing returns (provided 
one assumes that the goal of foraging trips is the maximisation of foraging efficiency). That level is obviously 
dependent on group size, the current returns of logistical forays (which could have dropped as the result of 
hunting, or because of a seasonally changing distribution of resources), the costs of moving camp, and the 
expected foraging returns near the future camp site (see also Kelly 1992:47; Féblot-Augustins 1993:243-244). 
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more quickly than their H.s. sapiens counterparts (Macdonald et al. 2009). As the latter 
authors point out, this could explain the lower investment in Neanderthal central 
camps (i.e. the general lack of Neanderthal intra-site organisation and auxiliary 
structures, see also Kelly 1992:56-57), and perhaps also in their lithic technology which 
focused on producing a maximum of cutting edge (for which the Levallois reduction 
method is very well suited) with mostly local raw materials. 
A different way to define both strategies consists of focusing on the consequences for 
the way the area around the base camp is exploited (Wallace and Shea 2006:1294-1295): 
circulating mobility involves frequent residential moves, while the residential sites are 
provisioned with local resources gained by means of daily foraging trips. Radiating 
mobility on the other hand assumes the existence of a stable (often multi-seasonal) 
residential site, supplied by resources transported in bulk from specialised (often highly 
seasonal) procurement sites. Base camps can be set up near stable primary dietary 
resources; when these get exhausted, collectors turn to a broad base of local low-yield 
resources17. To the two kinds of mobility discussed so far, residential and logistical 
movements, territorial or long-term mobility can be added, i.e. the cyclical movement of a 
group among a set of territories, most likely as part of a response to subsistence stress 
resulting from depletion of resources in a given area despite the previous two types of 
mobility. Permanent migration forms a logical fourth and last category18.  
The degree of mobility displayed by prehistoric hominins has mainly been inferred 
from two sources: morphology and behavioural patterns. As we have seen above, 
morphological studies focus on post-cranial robusticity, of which that of (the proximal 
part of) the lower limbs has been discussed the most. According to the general model for 
H. sapiens, sedentary groups should possess femoral diaphyses that are both more 
circular and gracile than those of highly mobile populations. They should also display 
less sexual differentiation (males are supposed to be more mobile than females). Studies 
have been performed on several modern human populations on different continents, 
and the data show that the model’s predictions are not universal, nor are relations 
between skeletal morphology and behaviour straightforward: it is acknowledged that on 
top of mobility, terrain, genetics, general physique (body breadth, stature), adaptive 
constraints on skeletal morphology, and climate (see also above) are important factors 
 
                                                     
17 In a study by Lieberman (1993) dealing with the Levant, it was concluded that both Neanderthals and 
Natufians followed a radiating mobility. Although commented upon at crucial points, his conclusion was that 
while the latter actually broadened their resource base (i.e. they included plants into their diet, which are 
qualitatively inferior to meat), Neanderthals appear to have responded to local resource depletion by 
increased hunting (resource specialisation). 
18 Bettinger (1991:100-103) proposed an alternative typology: a continuum from travellers to processors. The 
former have high mobility and pursue only high-return-rate food resources (e.g. large game), while processors 
are less mobile and intensively use a diversity of resources, amongst which plant foods are prominent. 
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that robusticity as well, and to different extents. To complicate things further, activity 
levels up until adolescence seem to exert greater influence than those during adult life 
(Stock 2006; Wescott 2006). Juvenile participation in foraging activities has indeed been 
attested, among contemporary Hadza (Hawkes et al. 1995); it was concluded that the 
extent to which such participation occurs is dependent on two factors: the age-specific 
return rates for the available resources (which impact the highest team rates for women 
and children), and the character of the resources which offer the highest team rates 
(which could mean that in the case of food that needs extensive processing, rates may 
be maximised only when certain members specialise in processing tasks)19. In contrast 
to what one might think, mobility, large distance to resources, or extensive processing 
requirements do not necessarily limit juvenile food acquisition (Hawkes et al. 1995:699). 
Still, it would appear that the idea of a reduction in lower limb mechanical loads 
(associated with a shift from highly mobile to more sedentary activity patters) resulting 
in specific alterations of lower limb bone structure (decreased bending strength and 
increased midshaft cross-sectional circularity) is viable, and transposable to prehistoric 
modern human populations: as suggested by archaeological data (see below) early 
Upper Palaeolithic mobility appears to have been high, which stands in contrast to a 
substantial reduction in mobility from the LGM onwards20 (for an overview, see Holt 
2003:202, with references). The lower limb bone pattern was accompanied by a decrease 
in stature. While a simultaneous change of body proportions probably has to do with a 
shift from a tall and slender tropically adapted physique during the EUP to a more cold-
adapted short and wide LUP morphology (see also above), other factors, such as a 
decreased protein intake and increased levels of inbreeding, are believed to have driven 
the decrease in stature. 
The results of morphological studies on modern human mobility are still debated, 
and therefore not surprisingly, similar difficulties arise when questions regarding 
mobility between modern humans and Neanderthals are considered; moreover, they 
were different groups that were adapted to the environment in which they developed. 
For the Levantine area however, no significant morphological variability of the femur 
and tibia could be attributed to differences in mobility patterns and levels between both 
 
                                                     
19 The close relationship between women’s and children’s foraging activities may have further significance for 
Neanderthal social life, in the light of a potentially low sexual division of labour among these populations (see 
below). 
20 As a side-note, it can be remarked that, based on morphological evidence, there was a significant increase in 
the use of foot-wear between the Middle Palaeolithic and the middle Upper Palaeolithic (Trinkaus 2005). 
Middle Palaeolithic humans (Neanderthals and AMHs, irrespective of their climatic environment) may have 
worn some sort of foot gear, but that must have happened irregularly while it cannot have provided much 
mechanical separation between the foot and the ground. Middle UP humans on the other hand routinely wore 
foot wear with semi-rigid or rigid soles.  
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species, once allowance was taken for their different climatically induced body 
proportions (Trinkaus and Ruff 1999a,b). A similar logic applies to Neanderthal and AMH 
knee construction (Trinkaus and Rhoads 1999). On the other hand, comparison of the 
femoral neck-shaft angles of the early modern human (represented by individuals from 
Qafzeh and Skhul) and the Neanderthal population in the Levant did suggest that 
immature individuals of the latter group experienced greater locomotor activity levels 
(Trinkaus 1993, 1994; contra Arensburg 1994), which could imply that residential camps 
were moved more frequently as opposed to making longer logistical trips (an 
assessment that basically mirrors the findings by MacDonald et al. 2009), and perhaps 
that activities within the group were less differentiated.  
As mobility impacts daily hunter-gathere life, it also leaves its marks in the 
archaeological record, i.e. lithic artefacts. In theory the raw material, the extent of 
finishing and reworking, as well as the composition of the tool kit as a whole could 
provide us with leads towards the details of hominin mobility (see also MacDonald et al. 
2009). Stone tools are an ambiguous indicator, however, as other factors also affect the 
characteristics of a stone tool and the assemblage to which it belongs (Kelly 1992:55-56). 
Additionally, there are multiple mechanisms by which a piece of stone can be moved 
from the place it was made to that where it was discarded. Mellars (1996b:141-168) 
reviewed the evidence from southwestern France, which highlights two aspects of 
procurement strategies: a first concerns the sources of the raw materials and the 
relative frequencies with which they can be found at archaeological sites; a second deals 
with the form the artefacts had when they were transported, and their subsequent 
reduction or transformation into different end-products. During the Middle 
Palaeolithic, use was mostly made of local raw materials; more specifically 70 to 98 % of 
a lithic assemblage was typically made up of material from sources not farther away 
than 4-5 kilometres, a distance which would fall within the radius of the logistical zone 
around a residential camp. In other words, these lithic raw materials are either 
presumed to have been gathered while performing other tasks such as hunting, or they 
were procured from the immediate vicinity of the base camp itself. In the latter case, 
the sites in question were most likely picked because of the presence of high quality raw 
material nearby. At the other extreme is a second category of lithic artefacts, coming 
from sources 20 to 100 kilometres away: they are rarely represented in quantities 
exceeding 5 % of the total lithic assemblage. Importantly, these pieces tend to have 
specialised forms, in the way that they were brought to the site as either finished tools 
or as selected flake blanks, and are usually made of high-quality stone. They originate 
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from different locations around the site, beyond the range of normal daily logistical 
trips (Mellars 1996b:141-153)21.  
When considering the form in which lithic material was transported, and its 
differential use at archaeological sites, the same zones can be identified. Raw materials 
are abundant and accessible within 4-5 kilometres from the site, and virtually all stages 
of reduction, from unmodified blocks to discarded retouched tools are present. From 
the zone at the other extreme, laying at 20-100 km, only terminal artefacts are to be 
found, while cores are absent and evidence for reduction is scarce. Apparently, raw 
material originating from zones at these long distances were only transported to the 
site in the form of immediately usable tools. The area in between, from 5 to 20 
kilometres from the site, is characterised by a combination of the other two strategies. 
Commonly, raw material was rarely transported in the form of unworked nodules, but 
rather as partially shaped cores, primary flakes, or fully retouched tools (Mellars 
1996b:153-158). 
The underlying logic for the first kind of patterning could either be economical, in 
the sense that energy spent on the acquisition of raw material is minimised (by bringing 
its weight down as much as possible before transport), or due to the fact that 
increasingly distant sources were less likely to be encountered. The differential forms 
the material exhibits when introduced to the site however, make the latter explanation 
less likely (Mellars 1996b:151-152). The extensive reworking of tools made from high 
quality raw material and procured from distant locales on the other hand could, 
according to Mellars (1996:158), be related to the fact that it was more highly valued, 
either because of its inherent scarcity value, or simply because of its superior flaking 
characteristics. Again, it suggests an economic motive that reveals itself in a curative 
treatment and a maximal use of resources. These considerations of extensive reduction 
and hence curation figure prominently in the tool-reduction models of Dibble and 
Rolland (reviewed by Mellars 1996b:332-342). The extent to which a blank gets reduced, 
potentially up until the point where it is “used up”, is firstly dictated by the availability 
of raw materials nearby, and secondly by the duration of the occupation. A third factor 
would be the mobility (in the sense of distance covered, i.e. logistically as well as 
 
                                                     
21 It should be noted however that Féblot-Augustins (1997:236), in citing Hayden (1981: Tabl. 10-12), draws 
attention to the fact that the range of hunting expeditions among contemporary hunter-gatherers could be as 
great as 24 km from the home base. Binford (2001: Tables 7.11 and 7.13) on the other hand, in dealing with 
foraging distances resulting from male-only Nunamiut sheep and caribou-hunting expeditions, provides a 
maximal foraging radius of just under 15 km, which is the largest distance he recorded for all hunter-gatherer 
groups considered. The foray in question lasted almost 19 hours. The increase of the distance from which raw 
lithic materials are introduced to the home base during the transitional industries (and the Chatelperronian in 
particular) because of the absence of suitable “local” material, i.e. from 10 to 20 km away (Féblot-Augustins 
1997:228) may be the result of a shift in mobility. 
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residentially) of the tool users in question, which would influence the possibilities of 
locating and exploiting new and known raw material supplies. These factors could 
potentially exert a major influence on the typological composition of an assemblage, 
and even on the Bordes taxonomy, particularly on those industrial variants that are 
distinguished on the basis of the relative amount of racloirs (the Denticulate, Typical, 
and Charentian Mousterian). 
From the raw material procurement studies carried out for southwestern France in 
particular, specific information relating to mobility can be distilled (Mellars 1996b:161-
165): the distance of about 5 kilometres from the site, which demarcates the zone from 
which most raw materials were procured, probably reflects the immediate foraging 
radius as raw materials belonging to that area were probably exploited during foraging 
forays. Materials recovered from distances as large as 6 to 12 kilometres from the site, 
could suggest the most extended examples of such daily foraging trips. The zone defined 
by the 20 to 100 kilometer radius is more difficult to interpret. As it is rather obvious 
that such distances fall outside the foraging range, Mellars considers three hypotheses: 
according to the first, which he deems the least likely, individuals or small task groups 
set out to collect highly valued raw material. While we do not feel that this hypothesis is 
weakened by the fact that only small relative amounts of such costly raw material found 
their way into the residential sites, and only did so in specialised forms, the hypothesis 
is difficult to defend in the light of absence of evidence for extraction camps or 
knapping workshops. A second possibility envisions the Neanderthals as migrating in a 
seasonal way during the year. As such, the observed patterns could easily have arisen. In 
a slightly different version, the site where the material was ultimately recovered by 
archaeologists figured as a place where different (even unrelated) groups resided at 
different moments, each of those with potentially different mobility patterns. In this 
case, the variety within the high quality lithic material may be the result of the 
palimpsest nature of the site. A third option presupposes the existence of complex social 
relations between Neanderthal groups, which required the exchange of raw material 
and perhaps other products. As Mellars notes, such systems may have been essential for 
ensuring the viability of small and dispersed populations in terms of e.g., access to 
extra-group “marriage” partners. 
For the Périgord region at least, several important parallels, as well as differences can 
be noted between the limited information available on mobility patterns during the 
Middle and Upper Palaeolithic (Mellars 1996b:165-168). For one, the raw material 
sources that were exploited during both periods are more or less the same, both in the 
sense that local stone is used the most, and that there is a continued use of the same 
outcrops. A major difference however concerns the relative quantities in which high 
quality materials were transported from their sources to the occupation site: while 
during the MP such materials account for 5 % of the assemblage (at maximum), this 
number can rise to 20 – 25 % during the UP. Yet another disparity arises when the form 
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in which that material reaches the occupation site is taken into account: like 
Neanderthals, UP people introduced finished tools, as well as primary blanks, but in 
contrast to the former, they also brought in partially or completely prepared cores 
made from material from these distant sources, which is extremely rare during the MP. 
A fourth distinction concerns the extent to which certain varieties of raw materials 
(flint, jasper, …) were used for particular forms of retouched tools: during the MP this 
connection was weak, while it was more prominent during the UP. Finally, the evidence 
for specialised extraction or quarry sites, or knapping workshops during the UP is much 
more convincing than that for the MP. Overall, it appears that the different strategies 
used to procure raw materials during the UP, were already applied previously, albeit on 
a lesser scale. For the UP therefore, one could assume a more systematic and 
strategically organised pattern of raw material exploitation. It is an observation that is 
equally valid for early Aurignacian sites as it is for Châtelperronian ones, still according 
to Mellars. 
In Central Europe (Poland, the former Czechoslovakia, and Hungary) during the late 
Middle Palaeolithic, the situation is somewhat different (Féblot-Augustins 1993), 
although the basic observations of economic optimisation remain valid. Next to the 
three distance classes (< 5 km, 5 to 15/20 km, and 20 to 100 km) there is now a fourth 
one, from 200 to 300 kilometres, in which occurrences were rare however. Oddly 
enough, the distance in between (from 100 to 200 km) does not appear to have been 
covered. On top of that, the frequencies by which distances were travelled that extend 
beyond the local area, are greater than in the French case. Several suggestions were 
made by the author to account for the fourth distance class: it could represent seasonal 
residential mobility, in a region where seasonal variations in climate are more 
outspoken than in maritime areas. This explanation is basically an extension of the 
seasonal mobility within a territory averaging 10000 km² (incorporating residential 
moves of 50 to 100 km) the author deduced from the frequency distribution within the 
other three classes, and cutting through different but complementary geographic 
entities (hills and plateaus vs. lower altitude valleys). Another possibility involves 
demographic shifts influenced by climate (and the associated change in prey animal 
presence and abundance), or extensive social interaction. Although Mellars believes 
that the latter must have existed during the Middle Palaeolithic (see above), he suggests 
a fourth possibility, i.e. the distribution of high quality raw material in the region, which 
is much lower than in the Périgord area (Mellars 1996b:165).  
Studies of hominin mobility during the Middle Palaeolithic have been performed in 
the Levant as well (for an overview, see Wallace and Shea 2006:1295-1296). Even more so 
than in western Europe the cultural affiliations of Neanderthals and modern humans 
are difficult to distinguish. Nevertheless, in a recent study their respective mobility 
patterns on the basis of a modeled link between mobility and core technology were 
investigated (Wallace and Shea 2006). More in particular, it was argued based on a 
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model designed for late prehistoric contexts in the New World, that there is a strong 
correlation between decreased (residential) mobility and increased emphasis on 
expedient methods of core reduction coupled with a decreased emphasis on formal (i.e. 
curated) core technologies22. The latter are designed to extract the maximum utility 
from the initial mass of raw material; as such, according to the authors, this “minimised 
risk by providing stone tool materials in predictable morphologically-consistent 
‘packages’”23 (Wallace and Shea 2006:1296). Expedient core technologies on the other 
hand can meet functional needs instantaneously as they can be adapted to a wide range 
of raw materials of varying quality, without much effort or technical knowledge, though 
without concern for the efficient use of raw material. Therefore, they could be regarded 
as representing opportunistic or default strategies. The basic connection between these 
core technologies and mobility is this (Wallace and Shea 2006:1297): a highly mobile 
toolkit must be organised to maximise transportability, while maintaining a certain 
degree of flexibility. At a stable base camp however, the amount of tasks performed 
increases with time; to meet the requirements posed by a diverse set of activities raw 
material is transported to the site in bulk. Although this involves large transport costs, 
the costs of making and using tools are fairly low (all else, such as raw material 
availability, being equal). Although the number of sites (layers) with associated human 
remains (the only situation in which to be sure of the biological identity of the knapper 
in question) were small, a clear pattern emerged for the East Mediterranean Levant. If it 
will hold in the light of further research is uncertain, but for the moment, and only for 
the sites in question, it would appear that Homo sapiens is associated with very high 
proportions of formal cores vs. expedient ones, which are almost absent, i.e. a high 
residential mobility. In contrast, Neanderthal land-use strategies involved relatively low 
degrees of residential mobility, as they are associated with much higher proportions of 
expedient cores, and smaller proportions of formal cores. Although Wallace and Shea 
(2006:1295) document some critical comments on former studies by Lieberman and 
Shea, their results do appear to vindicate the latter research. Lieberman (1993) and 
Lieberman and Shea (1994) deduced mobility patterns from dental cementum 
increments of gazelle teeth, and additionally suggested that the opposed strategies of 
radiating vs. circular mobility were accompanied by differences in hunting tactics 
(based on the relative amount of [Levallois] spear points), i.e. respectively ambush 
 
                                                     
22 Oddly, all things such as raw material availability being equal, and while stressing that in order to predict 
the amount of curation all local conditions as well as the structural characteristics of the society in question 
(of which settlement patterns are but one) should be considered, it has been proposed before on theoretical 
grounds that a logistical strategy (as exercised by collectors) should be accompanied by increases in tool 
curation (Bamforth 1986:38-39, citing Binford 1977:35), not decreases.  
23 Risk minimisation by means of reliably designed hunting weaponry also features in models of optimal design 
of hunting weapons (Bleed 1986:741-746).  
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hunting vs. intercept hunting. It was also proposed that archaic humans, in casu 
Neanderthals, hunted more frequently than their modern human Middle Palaeolithic 
counterparts. Seen in this light, the morphological findings by Trinkaus (1993) would 
suggest that pre-adult Neanderthals joined the required (lengthy) logistical forays quite 
early in life. Moreover, Lieberman and Shea (1994:319-320) see their findings concerning 
greater Neanderthal daily mobility (as opposed to their low residential mobility) 
validated in the latter’s overall, and especially lower limb, robustness. For them, a major 
question to be answered is whether their skeletal morphology is a physical response to 
the high levels of hunting and gathering activities, or whether they adopted such 
radiating mobility patterns because they were better adapted for it (basically, this would 
mean that, in a particular case where radiating mobility was somewhat less efficient, 
they could get away with it because of their physique).  
We would like to conclude this section with a number of remarks that can be distilled 
from the studies we just mentioned. It has been argued that mobility is linked to a 
number of other phenotypic24 traits (e.g. robusticity, femoral cross-section, lithic 
technology), as well as factors that lie beyond the hominin body, such as climate, 
biotope productivity and landscape. These confounding parameters make it difficult to 
establish the existence of a given mobility pattern in a certain region, and at the very 
least premature to try to ascribe a predominant pattern (forager or collector) to a single 
hominin in the timeframe we are dealing with. Even interpreting and comparing the 
same morphological traits within a single hominin group spread over different regions 
(e.g. the Neanderthals in Western Europe vs. de Levant) may be tricky. Additionally, 
discerning a high logistical from a high residential mobility is often helped by 
assumptions about the social domain (e.g. the fact that men are supposed to be doing 
the most of the logistical forays), which are as yet nothing more than assumptions. The 
existence of other types of mobility, such as seasonal or yearly cycles, the poor 
archaeological visibility of logistical sites because of the palimpsest conditions that are 
generally found, and the poor temporal resolution that can be attained, aggravate this 
problem even further. Finally, and coming back to morphology, the possibility exists 
that Neanderthals were merely as robust as they could get away with, such that the 
causal link between robustness and mobility may be even more unclear than suspected. 
After all, on an evolutionary scale, and keeping in mind the (hyper)polar body form of 
the Neanderthals, it may be modern humans’ gracility that must be explained as that is 
the derived characteristic in the Homo lineage. Neanderthal robustness may have been 
maintained and tweaked as they were physically adapting to the European climatic 
regime, and because of the degree of mobility their physique let them get away with it; 
 
                                                     
24 Sensu BE. 
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they were and remained as robust as they could be. Contact and competition situations 
would certainly involve the field of energetics, and from that perspective, the 
morphological changes in the Saint-Césaire Chatelperronian Neanderthal suggesting 
that the specimen had adapted his mobility pattern, may be important, or it may not. In 
any case, Belfer-Cohen (1993:615) was right to note that preconceptions about 
Neanderthal mental inferiority (stemming from their undeniable demise) should not 
guide the way their mobility patterns (or other types of behaviour) are interpreted, e.g. 
as the result of a lack of foresight and ability for planning25.  
4.3.3 Social life 
While the specifics of hominin social life, and that of the Neanderthals in particular, has 
been subject to intense debate, the fact remains that, as Mellars (1996b:356) points out, 
“social organization is central to the adaptive strategies of all animal communities”, and 
therefore continued study and discussion is crucial. In brief, social life encompasses 
The size and structure of local groups, the particular roles and relationships of 
individuals within these groups, the existence of any systematic alliances between 
groups and their integration into larger, regional populations (Mellars 1996b:356). 
The importance of social studies is emphasized by Davis and Underdown (2006) as 
well, stating that, once in place, a social synthesis for the Neanderthals would be of 
great value to interpret cognitive ability and behavioural complexity. They observe 
however that to date, such a synthesis is lacking, partly because modern humans and 
Neanderthals have always been conceptually opposed, as “self” vs. “other”, or as 
“human” vs. “primitive” (Davis and Underdown 2006:145-146). It is this misleading 
dichotomy of the modernity view that serves as a base for a continued stream of 
arguably even more dichotomous interpretations, ranging from (cognitively) inferior to 
equal to modern humans; and as the Neanderthals perished, the former interpretation 
is the dominant one. The authors identify the lack of testable and hard evidence for 
either of these positions as the second culprit for the absence of a comprehensive social 
model. Although we concur with their assessments in broad terms, and although we too 
believe that a social synthesis would be instrumental in expanding our knowledge of 
hominin cognitive ability and behavioural complexity, the truth is that all three fields of 
enquiry are firmly tied up such that cause and effect are extremely difficult to 
disentangle.  
 
                                                     
25 A similar tendency can be noted in the hunting vs. scavenging discussion. 
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Nevertheless, the particulars of social life, or the behaviour towards conspecifics, are 
commonly composed by means of interpretations of the internal organisation of sites, 
mobility patterns, the amount of curation of lithic implements and planning depth, the 
transport of materials, subsistence strategies, and the use of symbols in intra- and inter-
group relations (Davies and Underdown 2006), and interpreted from within the 
framework of the modernity point of view. As we are nowhere near an agreed upon, or a 
provisional, let alone comprehensive account of Neanderthal social life (AMH social 
systems are broadly considered to fall within the range of that of extant hunter-
gatherers) at this moment, the social ‘synthesis’ as provided by Davies and Underdown 
(2006) is but one of several possible accounts, but it does tie in with mobility strategies:  
Groups were highly mobile within a small range, frequently set up temporary 
camps, exhausted the local resources and moved on. This is reflected in 
undeveloped site organisation and absence of well-built permanent structures. 
The small range of groups meant they frequently met and gathered, and thus 
trade or sites for ‘social occasions’ to strengthen bonds between groups were not 
required. Hence they lacked, or experienced no pressure to develop, the aesthetic 
appreciation necessary for such symbolic behaviour, and objects, art or music 
capable of communicating symbolic messages ‘in absentia’ were not created or 
traded (Davies and Underdown 2006:156). 
Up until now, we have assumed that Neanderthal and the earliest modern human 
groups in Europe could be described by the same general (i.e. collector-forager) model 
that has been applied to extant modern humans, which is considered by most 
archaeologists to be valid as far back as the Upper Palaeolithic (Mellars 1996b:357). This 
actually requires for people to live in home bases, from which smaller subgroups set out 
in search for food and other resources, which are shared with (at least some of the) 
other members of the group upon arriving ‘home’. Rodseth et al. (1991) elaborate on 
human sociality as considered from within the primate order. They describe the typical 
human ‘social space’ as follows: 
[…] humans usually maintain relationships with dispersing offspring, so that both 
sexes are embedded in networks of consanguineal kin their entire lives; this 
allows the formation of intergroup alliances, especially through the systematic 
exchange of mates; conjugal families are typically united by male kinship within 
atomistic communities; and all of these patterns are facilitated by a unique ability 
to maintain relationships in the absence of spatial proximity (Rodseth et al. 
1991:241). 
In effect, humans live together in conjugal families, which are embedded in 
communities, of which the simplest is a migratory band of families that tend to camp 
together. These are best described as closed to semi-closed social network containing 
fission-fusion subgroups, i.e. an organisation whereby the whole community rarely 
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assembles face-to-face as e.g., a herd does (except in the case of communal rituals for 
example). Individuals disperse on an hourly or daily basis in the form of multiple or 
single person foraging parties (i.e. humans form atomistic communities), a variability 
that often stabilises at night, when predictable sleeping parties are formed, probably as 
an adaptation against predators. Even then, subgroups become apparent. Overall, 
communities consist of multi-family groups with a relatively stable membership but 
variable clustering. While most often females are the ones that get dispersed from their 
native surroundings (patrilocal residence) as a measure towards inbreeding avoidance, 
this nonetheless does not impede them to cooperate with the (unrelated) females in 
their new place of residence (non-interference mutualism), nor does it cut of their kin ties 
(because of the capacity for a release from proximity26) allowing for alliances to be 
established and tribalism, the integration through kinship of a number of local groups, 
to develop. Males cooperate as well, but as opposed to females they do so in conflicts, 
both social and physical, against other males (interference mutualism) (Rodseth et al. 
1991:229-240). 
If we consider this as a baseline, than the proposal by Kuhn and Stiner that another 
characteristic of the human social space is the adherence to a cooperative economy that 
combines pervasive sharing with complementary roles for individuals of different age 
and sex (Kuhn and Stiner 2006:953), is more speculative27. According to Kuhn and Stiner 
this gender-based division of labour, whereby men hunt big terrestrial game and 
women (and whenever possible, children) gather vegetable food substances (while also 
focussing on the procurement of small game) is generally true. However, individual 
deviations from this pattern occur when the need or opportunity arises, which would 
mean that the pattern is by no means based entirely on innate physical or psychological 
differences between the genders (see Kuhn and Stiner 2006:954-956, for an overview). As 
an example to the contrary, men and women may have different foraging agendas, 
according to which the latter want to provision their offspring (which is surely theirs), 
and men focus on “showing off” (see also Hawkes and Bliege Bird 2002), attaining 
prestige and social networking (which includes sexual access to other women), as they 
cannot be sure that the children they call theirs are genetically their own. Additionally, 
when opportunities for gathering of hunting of small game are limited (e.g. in the 
Arctic), women and children focus on non-subsistence tasks, such as the gathering of 
fuel and water, the manufacture of clothes and shelters, … (Kuhn and Stiner 2006:956).  
 
                                                     
26 This release of proximity was also elaborated on by Gamble (1998). The uncoupling of social relationships from 
spatial proximity presents itself materially by the use of symbols, which are basically externalisations of 
memory as properties of people are transferred to objects (Gamble 1998:443).  
27 This was also apparent from the comments section of the paper. 
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As indicated, the above is speculative, so the question arises how much off it we can 
expect to find in Neanderthal societies, and more to the point, how much archaeological 
support we can find. As a start, we could take the comparative stance set out by Rodseth 
et al. (1991), and search for the primitive characteristics. According to the authors, 
female dispersal is the common pattern among African apes. Therefore along with 
chimpanzees and gorillas, humans and their common ancestor with the Neanderthals, 
and by implication Neanderthals themselves, all are expected to share the trait. As 
humans are more closely related to chimps, one could suggest that the strong human 
pair bonds represent a divergence from a chimpanzee-like pattern of only temporary 
sexual consortships. If on the other hand, early hominins were forming “harems” as 
gorillas do, an additional evolution would have been to retain the male offspring into 
the natal group, i.e. to strengthen the bonds between related males (Rodseth et al. 
1991:237). The latter has indeed been emphasised for early Homo (see Rose and Marshall 
1996:318). Additionally, it has been argued based on a cladistic analysis (Cameron 1993) 
that the use of central places, with the added implications of some forms of division of 
labour, the introduction of food to the site, and its subsequent sharing, were 
characteristic of the earliest hominids. It must be remembered however that 
Neanderthals existed and thrived in quite different ecological environments than the 
African woodlands or later savannas; the comparative method should therefore be used 
cautiously because of the possible existence of derived traits. 
A nice example of this problem concerns the atomistic community pattern we share 
with (pygmy) chimpanzees, but also with five species of New World woolly spider 
monkeys; this let Rodseth et al. (1991:238) to believe that as yet unspecified but similar 
ecological pressures have been at work. If such has indeed been the case, it remains to 
be seen how much of this basic social structure can also be inferred for the 
Neanderthals. Undoubtedly, this will depend on the timeframe during which these 
elusive ecological pressures existed, i.e. is the pattern a primitive trait, and if so, were 
the pressures in question released (or overruled by others) in the case of the 
Neanderthals ? However, there is more than just the atomistic pattern we share with 
those species: within each of them, individual adults occupy different centres of activity 
or core areas within the group range, while males tend to have larger ranges than do 
females, which could be attributed to the fact that the tasks the latter perform must be 
compatible with child rearing (see also Kuhn and Stiner 2006:955), or because of male 
coercion and mate guarding (in the human case, this leads to a distinct division of 
labour). Despite the fragmentation of their community into small and variable parties, 
chimpanzee males patrol the borders of that community’s range, and occasionally set 
off to attack unrelated individuals, i.e. some form of “political” union exists, which fits 
well with males’ tendency for interference mutualism (Rodseth et al. 1991:239-240).  
In addition to these points, Mellars (1996b:361-362) notes an increased reliance on 
animal food sources (see below), and on the other hand the demands imposed by a delay 
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in growth and maturation rates in the later stages of human evolution, as well as a rapid 
increase in brain size (and therefore the nutritional demands during early growth). The 
latter definitely entail a greater maternal dependence by the children, and greater 
nutritional demands on women during pregnancy (see also Aiello and Wheeler 1995; 
Leonard and Robertson 1996). The combined effect on women would mean a decreased 
mobility, and would suppose a continued day by day supply of highly nutritious food. 
The most logical solution would be for males to go and get that food, and bring it to the 
females and children. As such, it is considered adaptive for males and females to be 
engaged in complementary subsistence activities (Mellars 1996b:361-362). Furthermore, 
it can be argued that male involvement in these child-rearing groups beyond the 
supplying of food would be needed to protect them against predators or members of 
other groups, which could lead to increased paternal investment and male-female pair-
bonding (Mellars 1996b:362). According to Mellars  
[…] all these ecological, evolutionary and social pressures would converge towards 
encouraging the formation of essentially nuclear family groups, in which 
extensive food sharing between males, females and children and the occupations 
of ‘home base’ locations – where integrated food-sharing and child-rearing 
activities could take place – would become essential to ensure the long-term 
survival and evolutionary continuity of the social groups (Mellars 1996b:362). 
The increased reliance on animal food resources previously mentioned, provides a 
clue towards the integration and cooperation of males in local groups: according to 
Mellars (1996b:362) the environmental context in which the Neanderthals found 
themselves frequently necessitated the procurement (by means of hunting) of large 
game, for which cooperation among (groups of) males was necessary to locate, pursue, 
kill, and process the animals in question. Moreover, because of communal sharing of the 
spoils, it would also provide a more or less predictable supply of high quality food to 
every male and presumably the rest of his nuclear family on a day to day basis, which 
minimises the risk of starvation and again leads to a closer integration of males and 
females. 
Kuhn and Stiner (2006:956-959) however have a different opinion on the division of 
labor, focusing in particular on the roles taken up by female and juvenile Neanderthals. 
Although Neanderthal diet will be taken up further down, they agree with the focus 
Neanderthals displayed on big to medium-sized ungulates, and see in it quite a narrow 
diet: the small amounts of vegetable foods and small game must have been nothing 
more than snacks. This effectively means that Neanderthal women and children cannot 
have fulfilled the same role as they do in extant low-latitude hunter-gatherer groups. 
While in game-rich high-latitude settings, females often take on the role of technology 
specialists, the MP situation leaves little room for such occupations: technological 
elaboration is relatively low when compared with the toolkits of current northern 
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foraging groups, and evidence for tailored clothing in the form of needles and awls, is 
lacking during the MP. From these indications, the authors assume that women and 
children participated actively and consistently in the acquisition of large game, albeit 
not in a position where they were confronted with large risks. They could reasonably 
have functioned as game drivers (beating of bushes, reducing of prey escape routes), 
although direct evidence for this is missing. Morphological data however support the 
assumption that juveniles where highly active (see also Trinkaus 1993; Wescott 2006). As 
the authors point out, using large game as an (unpredictable) staple food could be 
potentially dangerous in demographic terms: as adults can readily cope with a variable 
supply of food, this is not the case for children (and pregnant or lactating women), even 
when the food, when it is available, is of a high quality. This strategy fits the profile of a 
top carnivore, which is always characterised by low population densities. In contrast, UP 
hominins were top carnivores as well, but their resource base was a lot broader (placing 
them a little lower on the trophic pyramid) according to the authors, such that they 
could cope with unforeseen circumstances in a way the Neanderthals, with, on top of 
that, their heavier nutritional demands (see also Sorensen and Leonard 2001), could not. 
The comments included in the paper raise some interesting questions, which make clear 
that Kuhn and Stiner’s idea is at the moment a mere model, which the authors wilfully 
acknowledge, to be tested and refined with regional data (Bar-Oz and Weinstein-Evron 
2006:964; Soffer 2006:968-969), from which it is already clear that deviations from the 
proposed model (either in the form of different divisions of labour, or in the form of 
departure from a broad-spectrum diet by modern humans) do occur. 
Mellars (1996b:364-365) believes that the less extensive transport of personal 
ornaments (and, as discussed above, “exotic” materials in general) during the MP, and 
the way in which MP sites generally showed less distinct spatial organisation, would 
suggest that Neanderthals lived in small social groups that seldom amassed to large 
multi-family social aggregations. On the other hand, it is also possible that the generally 
greater degree of intra-site organisation, the larger presence of structural elements, and 
the bigger size of Upper Palaeolithic sites may be due to a tendency for Mousterian sites 
to represent more short-term and transitory episodes of occupation. Whether this was 
due to the character of the existing social relationships (intra- and inter-group) or to a 
fundamental contrast in the way space was conceptualised (i.e. a cognitive factor) 
remains to be determined, according to Mellars.  
Other archaeological indications for intra-group relations exist as well, and one of 
these is the spatial organisation of sites28. Such analyses must be approached with 
caution however, as archaeological layers that only contain a single, (preferably) brief 
 
                                                     
28 Note that we also referred to intra-site organisation as a parameter influenced by mobility. 
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occupation event are extremely rare (exceptions can be found on some Magdalenian 
sites in the Paris basin, where sedimentation rates were high enough to preserve largely 
unmixed and separate occupations which do show clear signs of internal patterning, see 
Farizy 1994:153), so that intra-site patterning is prone to be blurred by the palimpsest 
nature of the deposition process (Mellars 1996b:269). Moreover, as Mellars notes, 
occupation residues do not survive uniformly (e.g. faunal material), and post-
depositional processes caused by both humans and animals can severely disturb any 
remaining patterns. Keeping these caveats in mind, several structures have been 
attested for Middle Palaeolithic sites (Mellars 1996b:295-308). Among these are hearths, 
which are potentially important as hubs for a range of activities, such as repairing or 
making hunting technology, cooking, socialising, and sleeping. Most common are the 
open hearths, which are basically places on the living floor where a fire was lit, and 
which existed in different sizes. Usually small (40-50 cm), they were likely short-lived, as 
indicated by the slight traces of burning in the underlaying sediments. The rare larger 
examples, of up to a metre in diameter, may or may not be the result of re-use of a 
designated area for successive fires. Evidence for constructed hearths is only rarely 
uncontroversial (e.g. Grotte du Bison), while the purpose of the so-called “excavated 
hearths” is rather elusive: they could be the result of successive clearing of fuel and 
ashes during different phases of use, or they may have been purposely constructed (to 
reduce draught ?). Their small size, 15-25 cm in diameter, further adds to the 
uncertainty. Another feature, which has been documented throughout the Upper 
Palaeolithic, and in a few Middle Palaeolithic sites, is stone paving, presumably for 
reasons of humidity and the presence of water or mud, or to level and stabilise the 
surface. Evidence for stone “walls”, more in particular deliberately piled-up stones, is 
flimsy, in contrast to that for pits, some of which occurring in association with burials. 
Another, more speculative interpretation, considers the pits to be freezers, intended for 
the storage of food during winter. Particularly interesting are post-holes, of which one 
undeniable, 20 cm deep example was found in Combe Grenal. Although its function 
remains obscure (as earlier excavations removed adjacent parts of the deposit), it 
suggests that at least occasionally, wooden posts were used during the Middle 
Palaeolithic. This one in particular had a diameter of 4 cm, and had been sharpened; the 
tip got flattened, however when it was driven against a rock in the underlying layer. 
Apart from the occurrence of these structural features, Mellars (1996b:308-311) 
recognises patterning of lithic and faunal remains for the MP sites as well: the 
distribution of occupation residue is generally limited to small and sharply defined 
areas, implying a small group size (maximum 10 individuals; according to Pettitt 1997 
even as few as three). Secondly, while hearths are present, their locations are highly 
variable among different sites, ranging from the centre of the available space, to its 
periphery, including rock walls of shelters, or deep inside caves. They also tend to be 
variable within successive occupations of a single site. Nevertheless, hearths were 
Evolution, behaviour, and competition in MIS3 France 
182 
hotspots for knapping activities, marrow extraction and skull processing, although the 
remnants of knapping activities were witnessed away from the fire as well. Excluding 
the bone splinters and skull remains, faunal material is usually less contained within 
delineated areas than is the case with lithics. Two French exceptions exist (Les 
Canalettes and Grotte de l’Hyene, Arcy-sur-Cure), where long bones were recovered 
near the walls of the shelters, while at Grotte Vaufrey and Grotte de Lazaret, they were 
scattered across the marginal areas; this pattern could be attributed to the fact that 
heavy butchery activities were performed away from the centre, or that refuse was 
dumped away from the main occupation zones. It would seem, therefore, that Middle 
Palaeolithic sites in Western Europe are characterised by a (simple) internal 
organisation that is archaeologically visible and more or less regular: certain activities 
were carried out in close proximity to the hearth, while others where performed in the 
peripheral areas. Mellars (1996b:311-313) argues that this is only to be expected, given 
the fact that this also occurs on the earliest hominin sites. Together with Pettitt (1997), 
he takes a minimalist perspective when explaining this dichotomous use of space which 
sets the living area apart from the disposal/processing zones, and believes that it could 
be seen as basically a purely pragmatic response to the functional requirements and 
constraints of the activities involved (i.e. biomechanical constraints, e.g. the need for 
fire during cooking or heat-treatment of flint), as well as to site constraints. The same 
goes for faunal refuse, which could logically have been kept away from the most 
intensly used parts of the site, because of the smell and the bulkiness of the remains.  
In any case, the evidence for deliberate living structures during the Upper 
Palaeolithic is far clearer than that for the MP (Mellars 1996b:313-314). Perhaps 
surprisingly, given their link with Neanderthals, the earliest and best defined hut 
foundations marked by circular stone arrangements and associated post-holes, are to be 
found in the Chatelperronian levels of Arcy-sur-Cure, and more speculatively, in Cueva 
Morín, where the Aurignacian levels revealed an apparently rectangular structure. Also 
typical for the post-MP era, from the Chatelperronian example at Arcy onwards, is the 
fact that the (usually) single hearth is characteristically placed in the centre of the 
occupation zone, which also seems to be the normal state among modern hunter-
gatherers.  
To conclude, we suggest that MIS3 Neanderthals and modern humans in Europe were 
living according to the home base model, while hypotheses concerning division of 
labour are still open to discussion. Group sizes were most likely small, but the frequency 
of inter-group contacts remains difficult to ascertain. Social differences between 
"typical" modern humans (i.e. Classic Aurignacians) and Neanderthals (e.g. 
Mousterians) will have existed, but it remains difficult to capture actual differences 
between Late Middle Palaeolithic and Early Upper Palaeolithic groups, i.e. the 
timeframe of our case study. As such, the available knowledge may not be adequate to 
Hominins 
 183 
gauge the impact of social life on the use and legitimacy of the prey model for both 
hominin groups. 
4.3.4 Foraging 
The final cluster of phenotypic traits we will discuss concerns foraging itself, and 
comprises hunting and scavenging as foraging strategies, hunting technology, diet, and 
resource intensification during the MUP transition. 
4.3.4.1 The Hunting vs. Scavenging Debate 
Having been a long-standing issue in Neanderthal subsistence strategies, this debate 
concerns the amount of scavenging versus hunting when exploiting animal resources. 
Similarly, the matter is very prominent in studies of African Plio-Pleistocene hominins 
(see Domínguez-Rodrigo [2002] and Domínguez-Rodrigo and Pickering [2003] for an 
overview), which has resulted in considerable insights in the dynamics of scavenging, 
both by humans and carnivores. Despite the different ecological backdrop, models and 
methodologies derived from actualistic research on the contemporary African savanna 
(Domínguez-Rodrigo 2002:14) may be used in MIS3 settings, as the MIS3 mammoth 
steppe in Europe may have been similar to the savanna in many ways, e.g. productivity 
(which translates to the number of herbivores it can feed), and the key carnivore 
players (humans, felids, hyenids and canids). Clearly, however, caution is advised when 
transferring models between two different climate zones (Marean 1998:133, see also 
below). Through the different positions on early African hominids scavenging and 
hunting behaviours that have been taken over time, it has become clear that exploiting 
animal resources is not a dual phenomenon involving either hunting or scavenging, but 
rather a continuum from which several key strategies can be distilled. Each of these can 
in theory be the main exploitation strategy on any particular location (Domínguez-
Rodrigo 2002:8, see also Bunn and Ezzo 1993:378-379): 
1. Opportunistic hunting: dispatch what you come across. 
2. Active hunting (of only prime adults and/or of individuals mainly belonging to 
one species, and mass kills). See e.g. Chase (1989) for the Neanderthals of Combe 
Grenal (France). 
3. Confrontational scavenging. This kind of "power scavenging" involves 
aggressively driving the primary predators or primary scavengers away at kills. 
The carcasses thus available to hominins are assumed to be (almost) fully fleshed. 
4. Opportunistic scavenging of animals having died of natural causes or as a result 
of catastrophic events, and as yet undisturbed by carnivores  
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5. Marginal, obligate scavenging, which involves the consumption of marrow and 
grease (from bones), and the contents of the braincase from (almost) completely 
defleshed carcasses at carnivore kills (see e.g. Binford 1981). 
6. A combination of some or all of the above (see e.g. Stiner 1994). 
As pointed out in the review articles by Domínguez-Rodrigo (2002) and Domínguez-
Rodrigo and Pickering (2003), the matter is quite complicated, and the position taken 
(for Neanderthals as well as Plio-Pleistocene hominids) crucially depends on the model 
and methods that are used to interpret the archaeological data. A primary method has 
been to construct skeletal part profiles, which involves logging skeletal part 
frequencies, and taxonomic identifications. The underlying assumption is that there are 
diagnostic patterns in the ways that modern humans and other agents transport and 
accumulate bones (Domínguez-Rodrigo and Pickering 2003:276): in essence, it is 
assumed hat humans reduce large mammal carcasses at kill or acquisition sites, after 
which certain body parts (e.g. axial bones) were less likely to be transported to the 
residential site (or more neutrally, the place where the bones accumulated), while 
others, which were characterised by a high utility (the limb bones) were preferentially 
transported (i.e. the "Schlepp effect"; see Monahan [1998:406-407] for a discussion of the 
different versions). Importantly, these high utility bones can only be taken from kills 
where hominids have very early or primary access to the carcass. In other words, there 
is a positive relation between the utility of a bone element, and skeletal element 
abundance on the residential site, provided that hominins had primary access. When 
this utility curve is reversed (see Figure 31), marginal scavenging is assumed to have 
been the main animal exploitation strategy. Domínguez-Rodrigo (2002:10-12) discusses a 
number of arguments why this need not be the case, the most important of which is the 
fact that there is no unique pattern of bone transport and accumulation by modern 
humans (the only analogy available from which actualistic observations can be made). 
More in particular, the part rank for transport depends on prey taxon, as well as carcass 
condition on encounter (O’Connell 1997:86). It has even been argued, that in the case of 
the Hadza (specifically due to the fact that competition with other carnivores at kill 
sites is small, as well as because they can quickly summon a lot of people to transport 
their prey) the parts that are transported do not depend on their food value or inedible 
(bone) weight (which are the two fundamental values of Schlepp effect models), but 
rather on variability in processing costs (Monahan 1998:414-417). In particular, when 
transport costs do need to be reduced, easily processed bones such as ribs and limbs are 
discarded; when further cost reduction needs to be done, heavier (and easily processed) 
bones such as the head are discarded, if necessary followed by the lowest ranking 
elements (in terms of utility), e.g. the metapodials. Moreover, while the models do 
consider the differential transport of anatomical parts by humans from kill sites to base 
camps, the processes that occur at camps at the time of and after consumption 
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(modification or destruction of bones by humans, as well as physical, e.g. density 
mediated bone destruction [see Grayson 1989] and biological, e.g. carnivore post-
ravaging, agents) are often not taken into consideration. This means that only the first 
part of the dynamic processes of selection and destruction that form bone assemblages 
at archaeological sites is taken as a reference to be compared with the end result.  
 
 
Figure 31: Idealised relationships and interpretations of skeletal element abundance plotted 
against food utility (Marean 1998: Figure 1). 
In order to sort out the influence of other carnivores (and hyenids in particular) on 
the formation of bone assemblages associated with humans, the research focus shifted 
from single-patterned (e.g. carnivore dens vs. human transport of carcasses) towards 
multiple-patterned models (Domínguez-Rodrigo 2002:12-14,16-17). Such models are 
based not on preferential transport of body parts, but additionally on the position and 
frequency of cut marks (made by humans ) and tooth marks (made by carnivores), as 
well as on bone densities29, so that access to a carcass (from the point of view of 
hominins: primary – i.e. strategies 1-4, or secondary – i.e. strategy 5) as well as the 
extent of carnivore post-ravaging can be assessed. Summarising their actualistic 
research, Domínguez-Rodrigo and Pickering (2003:277; see also Lupo and O’Connell 
2002:102) state that a carnivore with primary access to a carcass causes tooth marks on 
(more than ) 75 % of all midshaft sections of limb bones (in particular humerus, femur, 
radius, ulna and tibia), as the latter are highly muscular and contain a lot of marrow. On 
the other hand, in the case of secondary access (i.e. to defleshed and demarrowed 
bones) by carnivores (in this case hyenids and canids), only 5 - 15 % of the midshafts 
recovered from the test site had tooth marks, as they no longer contained much if any 
edible substances after being left by the experimenters. After these considerations have 
been taken into account, it becomes clear that the head and head/distal limb (foot) 
patterns, which have often been associated with (marginal) human scavenging (e.g. 
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Stiner 1994; Mellars 1996b) could also be the result of processes acting on the bone 
assemblage after abandonment by humans (be it biological or other agents), rather than 
before they gained access to it. The pattern could even be an artefact of the analysis 
performed by the zooarchaeologist, because of a reliance on epiphyseal representation 
rather than shaft fragments for element identification, which leaves out the midshafts 
from further analyses such as surface modification). For a further elaboration on these 
issues, we refer to Marean (1998). To be sure, the methodological problems 
characterising the debate have proved difficult to resolve. Lupo and O’Connell 
(2002:103) for example conclude their analysis of empirical ethnoarchaeological data 
from the Hadza in light of the assumed relationships between access to a carcass and cut 
and tooth marks on the individual bones, as follows: 
[...] despite the logic of the underlying argument about links between carcass 
condition and tooth and cut mark distributions, as well as the substantial effort so 
far devoted to investigate them, there is no demonstrably simple relationship 
between these phenomena as observed experimentally, no consistent patterning 
in the counts themselves as reported archaeologically, no unambiguous match 
between the patterns reported from any given site and those anticipated 
theoretically or documented actualistically, and no clear idea [...] about how to 
account for any of this unexpected variation. Whatever the merits of this overall 
approach in principle, the results achieved thus far remain inconclusive. 
However, the authors do contrast the archaeological context of Plio-Pleistocene 
African hominids with that of the Mousterian site of Kobeh Cave in Iran (Marean and 
Kim 1998), where the answer to the early vs. late access debate seems to be more clear-
cut, and in favour of early access. 
For our purposes, which will involve ranking prey animals based in part on their total 
energy content, it is important to know whether Neanderthal access to prey was 
primary rather than secondary, and especially, whether the carcass was still relatively 
whole in the latter case. While ideally this should be analysed for each individual site, 
such is unlikely to be feasible in a database study. For example, some assemblages may 
be biased (long bone shaft fragments may have been discarded) or the raw data may 
have remained unpublished30. However, some general arguments can be presented that 
shed serious doubts on Neanderthals as practitioners of at least marginal scavenging as 
the main strategy (or even as a common strategy). As Domínguez-Rodrigo (1999, 
2002:14-16 and references therein) points out based on actualistic studies on what are 
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or because of a lack of attention to midshaft fragments, assessments on hominid access to the carcasses may 
be flawed. 
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called small to medium-sized animals (150 - 350 kg), marginal scavenging from 
carnivore leftovers is feasible only at felid kills: while barely any (if any at all) meat is 
left (see Domínguez-Rodrigo 1999:375), long bone marrow and grease, as well as the 
contents of the braincase can still be harvested31, however only (in African settings) in 
riparian habitats and mostly at the end of the dry season. Significantly, in terms of 
translation of these findings to MIS3 Europe, these settings are further characterised by 
a migratory biomass. Leopards, who stock their prey in trees, may be an exception only 
if the carcass can be accessed before total consumption and during the absence of the 
carnivore. Hyenids and canids on the contrary, consume their prey to a much further 
extent, as they are well adapted to crush bones to access the marrow, and to extract 
bone grease by means of swallowing and subsequent digestion. In any case, this kind of 
scavenging does not support more than one individual per carcass (see Monahan 
1998:416 for bone grease values with and without the inclusion of bone marrow), and 
given the high body mass and big brain of a Neanderthal, and therefore its high 
nutritional requirements (Leonard and Snodgrass 2005), this kind of subsistence 
strategy could only have been applied during those instances (late winter and spring) 
where Neanderthals were not targeting meat, but rather fats to complement the fat-
depleted meat available at those times. Therefore, in general, Neanderthal scavenging 
could only have been feasible when it was confrontational, or more exceptionally, 
opportunistic and passive, which translates to primary access. Another possibility would 
consist of scavenging on naturally deceased animals during winter, as frozen carcasses 
are not available to any other predator. Again, this would effectively mean that apart 
from search and pursuit costs that could diverge from those in the case of hunting, 
scavenged carcasses can be equalled to hunted specimens in diet breadth rankings 
because of Neanderthals primary access.  
Marean (1998) has re-evaluated the evidence for scavenging as being the main mode 
of animal exploitation (an inference based on the head and foot pattern, the reverse 
utility curve, and tooth and cut marks) for five MP/MSA sites, based on the caveats he 
brought up (and which also figure prominently in the review by Domínguez-Rodrigo 
2002). Four of these, namely Combe Grenal, Grotte Vaufrey, Grotta dei Moscerini and 
Grotta Guattari are Neanderthal sites; Grotte Vaufrey however has no layers belonging 
to MIS3, and the claim for scavenging had already been reanalysed (and rejected) by 
Grayson and Delpech (1994). His conclusion was that the evidence of all sites was biased 
mainly because shafts had either been discarded upon excavation, or left unstudied (or 
less studied) afterwards because they are difficult to identify. This led to a head and feet 
domination in skeletal element profiles and to a reverse utility relationship (taking into 
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also Marean 1998:118, and Bunn and Ezzo 1993:380-383). 
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account differential survival due to unequal bone densities). It also influenced surface 
modification data, as the amount of teeth and cut marks are systematically lowered 
when bone shafts are excluded from the analysis, hiding the amount of flesh removal as 
evidenced by cut-marking and increasing the frequency of disarticulation (both of 
which result in an overestimation of scavenging). Furthermore, because of a lack of 
bone shafts, the difference between primary access by carnivores vs. primary access by 
humans with subsequent carnivore post-ravaging is impossible to differentiate. Finally, 
and cautioning against a smooth transfer of findings based on African settings to (MIS3) 
Europe, Marean (1998:133) points out that naturalistic data on scavenging in temperate 
and cold environments are still lacking; consequently, seasonality of carcass availability, 
persistence of carcass preservation and the habitats where carcasses are most likely to 
occur remain unknown. Therefore, according to the author, it is as yet impossible to tell 
whether obligate or even regular opportunistic scavenging in such settings would even 
be viable for a hominin.  
To summarise, we see no particular reason why the possibility of Neanderthal (or 
modern human) scavenging in Europe would keep us from using the diet model. We 
would like to argue that on the one hand the matter is still open for debate, and on the 
other that marginal scavenging is very unlikely to have been a prominent foraging 
strategy, if it occurred at all. Moreover, both modern humans and Neanderthals are 
currently perceived as efficient hunters (Boyle 2000; Sorensen and Leonard 2001), and 
even if carcasses would have been (an occasional) part of the diet, primary access may 
very likely be assumed. This would mean that hominins would have access to entire 
prey animals, but it may have influenced search and pursuit costs. However, these are 
notoriously difficult to estimate in extant hunting situations, and even more so in the 
case of extinct hominins32, and for different prey acquisition scenarios. In such cases, 
trying to compensate for these factors, (the empirical effects of which are largely 
unknown) may induce larger error margins rather than narrowing them. As we shall see 
later on, this is one of the reasons why prey weight is generally used as a proxy for 
profitability. 
4.3.4.2 Subsistence intensification and specialisation 
Subsistence intensification basically covers such re-orientation of subsistence 
strategies, that in order to secure the same net energetic return, more effort has to be 
expended. From an optimality point of view, several phenomena can lie at the basis of 
this change, but ultimately, one may assume a dimished availability of the highest 
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may be considered as having had a non-extant body form. 
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ranking and therefore preferential prey. The latter may be itself be caused by over-
hunting, climate change, increased human population density, or a change in social 
organisation. In any case, the broadening of the resource base (i.e. the diet breadth or 
number of prey types that are exploited) involves incorporating (a number of) low-
ranked, and thus previously neglected fooditems. The low net return that characterises 
these low-ranked species may originate from their relatively low energy content (as in 
the case of small animals, such as clams, or of plants), their high pursuit costs, such as 
those associated with fast-moving prey (lagomorphs, birds or fish for example), their 
high processing costs (e.g. in the case of plants, nuts or seeds, the removal of toxins), or 
a combination of the above. For example, a decline in the abundance(s), and therefore 
encounter rate(s), of (a) higher-ranked resource(s) may cause a lower-ranked item 
(whether it was already part of the diet or not) to dominate the diet in terms of energy 
contribution. Indeed, Grayson and co-workers (2001) suggested that climate change 
resulting in a proliferation of reindeer (Rangifer tarandus) at the expense of the other 
large(r) ungulates was enough to explain the specialisation in the exploitation of 
reindeer during the Magdalenian at Grotte XVI (Dordogne, France). 
These factors may be remedied or counter-acted by the development of new 
technologies, which may not only provide certain prey types with positive return rates, 
but may even turn them into high-ranking species. Snaring technology basically does 
the hunting in the absence of the hunter (thus drastically lowering the pursuit costs), 
while netting technology can make fish an attractive food source as the high search and 
pursuit costs are lowered, while at the same the possibly low energy content (with 
notable exceptions such as salmon for instance) can be circumvented if multiple fish can 
be catched at once33. Because of such technological improvements or inventions, the 
species in question may even become a staple food. It is also important to remember 
that social changes may induce similar effects: hypothetically, hunting parties 
consisting of a relatively large number of people may be able to drive other predators 
from their fresh kill, opening up a scavenging niche. For the Hadza, it is their weaponry 
that has this effect, but the possibility to call in a significant number of helpers in a 
short time, in order to butcher and transport a carcass determines the success of this 
animal exploitation method (see also above).  
In this vain, and ignoring the driving force(s) behind it, the beginning of agriculture 
can be called a Broad-Spectrum Revolution (BSR), i.e. the broadening of the resource base 
by including increasingly low-ranking resources (in general, plants are low-ranking 
resources, Aiello and Wheeler 1995). However, it has been argued that this revolution 
has been more gradual, starting prior to the MUPT (Stiner et al. 2000). We can add that it 
 
                                                     
33 As we shall see later on, the content of a net rather than the individual fish can be considered as the prey 
item, with considerable repercussions for prey ranks. 
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might be instructive to try and interpret instances of increased diet breadth on their 
own, rather than as a part a larger diachronic trend spanning tens of thousands of years. 
It must also be remembered that according to the model used to interpret increasing 
diet breadths, the latter can be seen either as a positive or a negative outcome. 
According to the diet breadth model, intensification per se is clearly a negative result of 
changes foragers have to deal with (e.g. climate). However, technological innovation 
following a period of intensification (niche construction, if you will) can elevate per 
capita energy harvests above those before intensification occurred. As such, the effects 
of the intensification (rather than intensification itself) can be called positive, bringing 
additional benefits such as risk minimisation (e.g. in the form of a reliance on more than 
one staple food), or the intake of a more diverse set of nutrients. Whether risk 
minimisation is recognised as a cause of intensification will depend on the model used 
to explain the occurrence of intensification in any particular case. 
Working from a perspective offered by the basic diet breadth model may not always 
illuminate instances of specialisation, in the sense that it may not be easy to regard it as 
the opposite of expanding diet breadth. Defined by Mellars as the dominance of a single 
(ungulate) taxon, where dominance refers to 90 % of the faunal assemblage (Mellars 
1996b:196), the term specialisation carries the additional assumption that the taxon was 
deliberately chosen out of a range of animals, rather than reflecting the overwhelming 
relative abundance of the animal in question on the faunal landscape (the latter called 
ecological specialisation by Mellars 2004b:614). While the reality and spread of this pattern 
during both the Mousterian and the Aurignacian is still heavily debated (Grayson and 
Delpech 2002, 2006; Mellars 2004b), it is accepted that the Magdalenian of southwestern 
France represented an endpoint of a growing dominance of reindeer, Rangifer tarandus 
(Grayson et al. 2001). Even for the Magdalenian, when a dominance pattern is both 
highly visible and consistent, the question still remains as to its causes. Grayson and co-
workers' (2001:120-124) first suggestion for the dietary dominance of reindeer at Grotte 
XVI (Dordogne, France), is derived from diet breadth models: improved harvesting 
methods (both in terms of technology and hunting techniques) could have let to an 
energetic return that out-weighted that of other ungulates (consequently forcing the 
latter out of the diet). Their second hypothesis (which they subscribe to, and which is 
repeated by Grayson and Delpech [2003] to account for all differences in taxonomic 
abundance across the MUPT) builds on reconstructions of palaeotemperatures (in casu 
July temperature) based on the pollen records from Les Echets and La Grande Pile. 
Although these are located in eastern France, the authors argue that the temperature 
reconstruction is consistent with a separate analysis on the pollen assemblages from Lac 
du Bouchet (about 140 km north-northeast of Grotte XVI), and at the same time, it can 
be correlated to the Greenland ice-core oxygen isotope record, providing the 
temperature reconstructions for eastern France with an increased geographical validity. 
Although they admit that their correlation of the Grotte XVI faunal record to the 
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eastern French July temperatures by means of a limited number of uncalibrated carbon 
dates (for Grotte XVI) is definitely a weak link in their argument, they do suggest that 
the harsh climatic regime at the time may be responsible for a proliferation of reindeer 
at the expense of other species, lowering the evenness of the faunal landscape, and 
therefore also of the faunal assemblages. This link is also called into question by Mellars 
(2004a:614-615), who in addition to the proposed connection between the (increasing) 
relative abundance of reindeer and the (decreasing) July temperatures, is also hesitant 
to accept that indeed the mid-summer, rather than winter or year-round temperatures 
are the crucial determinant. As he moreover notes, the extremely high frequencies of 
reindeer at other sites (Abri Pataud and Laugerie-Haute) on the other bank of the 
Vézère river, but accumulated during warmer episodes, may pose the biggest problem 
for the hypothesis. Nevertheless, further research on the Grotte XVI assemblage 
focusing on body part representation, more specifically from the perspective of optimal 
foraging theory (Faith 2007) may corroborate the climate hypothesis as a driving 
element behind reindeer specialisation: the author found that the prediction from 
central place forager models that as transport costs increase (because distances and/or 
search costs increase), returns can be optimised by increasing the intensity of field 
processing, was confirmed. In particular, he assumed that reindeer increased in number 
due to the climate deterioration, therefore reducing search costs and transport 
distances, and ultimately decreasing the amount of field processing. Skeletal element 
abundances were measured not in terms of utility (in order to forego the problematic 
nature of this concept, see O’Connell et al. 1988), but rather using an evenness index: all 
else being equal, in the absence of field processing, there should be an even 
representation of skeletal elements (obviously normalised by their frequency in the 
body). A decreasing amount of field processing was indeed found across the MUPT, and 
across technological, cultural and biological boundaries. 
As far as the Mousterian and Aurignacian themselves are concerned, Grayson and 
Delpech (2002:1440, with references) stress that outside of southwest France (i.e. 
northern Spain, the more northerly parts of Europe, and Italy), subsistence 
specialisation has not been attested. They do admit that the pattern is present in the 
Aurignacian of the former region, however while adding the following remarks 
(Grayson and Delpech 2002:1446-1448):  
 
 only in five assemblages (i.e. Abri Pataud 13 and 14, Le Piage J, Roc de Combe 5 and 
7), specialisation is undeniable, although of the 30 Aurignacian assemblages 
analysed by the authors, 23 have reindeer as the most abundant taxon (while only 
3 out of 97 during the Mousterian). In contrast, 11 Mousterian assemblages have 
large bovids as the most abundant taxon, while only 4 Aurignacians do. If Mauran 
and La Borde are added to the Mousterian sample, it appears that they are more 
dominated by bovids than the Aurignacian assemblages are by reindeer. 
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 The importance of the five Aurignacian assemblages (on a total of 30) weathers 
down when open air sites are included to the sample that consists solely of rock 
shelter and cave contexts. 
 The requirement of a higher than 90 percent taxonomic abundance was chosen 
specifically to highlight the Aurignacian situation : after choosing 80 % as a 
criterium, and after the inclusion of open air sites, Aurignacian assemblages are 
no more specialised than Mousterian ones. 
 The actual motivation for selecting a subset of a larger faunal community is left in 
the dark (e.g. rate-maximisation vs. risk-minimisation). 
 
The significance of the 90 % threshold remains debatable indeed: while it may be the 
empirical contrast emerging from a comparison between Mousterian and Aurignacian 
assemblages (Grayson and Delpech 2002:1446; Mellars 2004b:614), this percentage is not 
backed up by conceptual arguments that equate specialised hunting with taxonomic 
abundances of 91 % and more (Grayson and Delpech 2002:1447-1448). As it was chosen to 
maximise the differences between both industries, it has been used to help define the 
modernity concept, and to back-up the revolution model (Grayson and Delpech 
2002:1446). As a result, the authors point out, it may close the mind to schemes of 
gradual change rather than punctuated ones. When patterns of dominance are set 
against specialisation (as done by Grayson and Delpech 2002), a smoother change 
between Mousterian and Aurignacian is indeed suggested (especially when the bovid 
dominated assemblages of Mauran and La Borde are included, see also Mellars 
[1996b:199-200, 231-234]). Mellars (2004b:614) suggests that the argument actually 
revolves around the interpretation of the trend towards specialisation (which may 
begin during the Mousterian, is present during the Aurignacian, and consistent 
afterwards), not the existence of the trend itself. Unconvinced by a climatic or 
ecological explanation, he maintains that a deliberate economic and logistical strategy 
by UP groups is more plausible (Mellars 2004b:615), whereby people concentrated on 
the exploitation of reindeer resources at particular places and times within the Perigord 
landscape, setting their home bases at strategic places in order to maximally exploit the 
seasonal and spatial aggregation of the herds.  
Coming back to the fact that interpreting specialisation is not necessarily 
straightforward, we would like to remark that research bias may steer or skew such 
interpretations (Belfer-Cohen 1993). It would seem that Neanderthals like their modern 
counterparts, experienced both broadening and contraction (specialisation) of their 
diet, which is difficult to fit into a behavioural framework guided by the modernity 
paradigm. As d’Errico (2003:192) noted as well, the same exploitation strategy is often 
interpreted in different ways depending on the hominin that displays it:  
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The exploitation of a wide range of resources is used to suggest increased diet 
breadth when sub-Saharan hominids are concerned while, in a clear 
contradiction, the hunting of many mammalian species is taken to demonstrate 
the opportunistic character of Neanderthal economies. The focus on one or a few 
species of large dangerous animals is at once interpreted as attesting to the 
“modern” organization of anatomically modern hunters, capable of “specialized” 
hunting, and as demonstrating the biologically handicapped cognition of 
Neanderthals, who could not incorporate more resources into their diet.’ 
Problematic in this regard is the fact that the models underlying these diverging 
interpretations are not made explicit. Therefore, we argue that looking upon the matter 
from a BE, and more in particular an optimal foraging perspective, may contribute to 
this debate, at the very least by making the model and its predictions explicit, and 
because at least theoretically, that model allows to identify and explain both 
specialisation and a broadening of the diet within a single framework, irrespective of 
the species doing the foraging. 
4.3.4.3 Hunting technology 
The intention of this section is not to deal with specific matters concerning lithic 
technology, such as the debates on blades vs. flakes, standardisation, productivity and 
imposed form (Bar-Yosef and Kuhn 1999, Eren et al. 2008); its sole purpose is to establish 
the general level of hunting technology that was available to Neanderthals and modern 
humans. Differences among both groups could have produced different return rates and 
hence exploitation strategies (although this does not need to be the case, as evidenced 
by Grayson and Delpech 2003 and Faith 2007), so potential differences may indeed be 
important. The most used implement to dispatch prey in the time-frame we are 
targetting presumably was the spear. Variations with regard to its construction include 
thickness, length and the nature of the tip. All of these together determine its 
effectiveness and use as a thrusting rather than a throwing device. Obviously, the 
method of delivery can have considerable consequences for the exploitation strategies 
used by the hominin in question.  
While spears seem to have been well-established hunting gear (see below), there is 
still disagreement on how they were used, i.e. by means of throwing (Olympic javelin 
style) or of thrusting (lance or bayonet style). The latter may take a form identical to the 
motion made with a present day military bayonet (underhand grip, forward stabbing), 
while the advantages presumably are that multiple stabbing motions can be performed 
in rapid succession because the spear can be pulled back forcefully while at the same 
time keeping the front of the user guarded (Churchill 2002). Alternatively, the spear 
may be held at shoulder height (Kortlandt 2002) or overhead (Churchill 2002), in which 
case a down- and foreward thrust can be exercised which may be more forceful than the 
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bayonet style, but leaves the hunter's front open to attack. In Kortland’s ethnographic 
example, elephant muscles or tendons from the hind legs were severed this way after 
stalking the animal from behind (Kortland 2002:183-184). Mammoths appear to be a 
logical MIS3 parallel, but unless they were frequently predated on (for which only 
limited evidence exists), it may not have been the main style used during MIS3, 
especially considering that Kortland assumes thrusting in general to be associated with 
dense bush and forest (Kortland 2002:183). Another ethnographically attested use of 
spears (reportedly as a defense against attacking gorillas), involves putting the proximal 
end of the shaft into the ground under a man’s foot, and the tip directed at the attacker 
and held with a thumbs-up grip (Kortlandt 2002:183). Its applicability in a MIS3 setting is 
difficult to assess.  
A reading of two short discussions (Kortland 2002; Churchill 2002) learns that 
thrusting as well as throwing spears are and have been used by modern hunter-
gatherers, although the use of the former may (have) prevail(ed). As Churchill 
(2002:186) notes, throwing the only spear one has leaves one vulnerable to attacks of the 
wounded animal; moreover, thrusting probably is more accurate and more lethal, which 
cuts down the overall interaction time with the animal. However, it requires that the 
hunter takes on its prey at close range, which in the case of larger specimens, may be 
quite hazardous in its own right. This may help explain the high number of prime-age 
adult deaths (Trinkaus 1995), and the typical injury pattern (a very high number of head 
and neck traumas, and a moderately high number of shoulder and arm injuries) found 
among Neanderthals (Berger and Trinkaus 1995). 
Importantly, Schmitt and co-workers (2003:106) point out that in fact the distinction 
between thrusting and throwing spears is at some level largely artificial among present 
(or historically known) hunter-gatherers: the same implement is often used in both 
ways and is therefore highly versatile. In particular, they too note that spears are 
usually thrust at prey at point blank range, but they add that even in the rare cases in 
which they are thrown, the distance between prey and hunter is generally about 6 
meters. Therefore, the hand-delivered spear is a close range weapon, in contrast to 
spear-thrower delivered spears which allow a hunting distance of 25 to 45 meters. If this 
is so, the  
[...] central question, then, is not when spear throwing first occurred in human 
evolution (as this behaviour undoubtedly dates to the first spears!), but rather 
when human hunters shifted from a focus on close range predation with hand-
held weapons to a focus on long range hunting with projectile technology 
(Schmitt et al. 2003:106). 
Among these projectile technologies are the spear-thrower delivered spear, as well as 
bow and arrow. Until now, evidence for their use by late Middle Palaeolithic and early 
Upper Palaeolithic people has been meagre. According to Schmitt et al. (2003:105), the 
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earliest direct evidence for spear-throwers dates back to the c. 19-17 ka old Solutrean 
contexts of La Placard and Combe-Saunière (France), while indirect evidence for long 
range projectiles may be found in certain design features from the late Middle 
Palaeolithic through the Early Upper Palaeolithic (in their study, this includes the 
Aurignacian and the Gravettian) that occur with increasing regularity in lithic and 
sometimes in osseus points, such as relatively small size, symmetry about the long axis, 
basal modification to facilitate hafting, and size standardisation of the proximal end. 
Still according to the authors, these characteristics may be indicative of a concern for 
aerodynamics and penetration/killing capabilities. The use of the lighter and less 
fracture-prone bone points from the early Late Palaeolithic onwards34 may be suggestive 
of new delivery methods (Bar-Yosef and Kuhn 1999).  
In contrast, direct evidence for hand-delivered (either thrusting or throwing) spears 
has been recovered from a number of Middle and early Late Pleistocene European sites, 
in the form of several large and heavy pointed shafts: in addition to three worked 
branches from the common silver fir (Abies alba), three tipped spears (made from 
spruce, Picea sp.) were found at the site of Schöningen (Germany) measuring 2.30, 2.25, 
and 1.82 meters in length (Thieme 1997). Another wooden implement, of which the 
function is as yet unclear (throwing stick?, thrusting spear?) was sharpened at both 
ends. The latter was found in the same layer as the spears, being about 400 ka old 
(MIS11). Although their discoverer believes that the spears were throwing implements 
based on the position of the center of mass and the tapering form of the proximal end 
(i.e. the spear is thickest and heaviest at the distal end), Schmitt et al. (2003:105-106) 
make a strong case that based on their weights (or, when these were unavailable, on 
their lengths and thicknesses), these three spears as well as a comparable item from 
Clacton-on-Sea, England (the distal 39 cm of a yew shaft, Oakley et al. 1977) dating to 
MIS13, and a spear found in the MIS5 deposits of Lehringen, Germany (2.4 meters long, 
made of yew and found between the ribs of an elephant skeleton), were actually 
thrusting spears (lances) that even as such, would have been heavy to modern 
standards. Additionally, Schmitt et al.’s (2003) own research, which tested the 
hypothesis that bi-manual spear thrusting could lead to the typical humeral asymmetry 
observed in Eurasian Neanderthals and early modern humans (Aurignacian and 
Magdalenian), showed a positive relationship between this morphological trait and the 
thrusting behaviour. Moveover, they remarked that the insertion sites of the same 
muscles that resist the forces induced by the movements of the speared animal are 
hyper-trophied in Neanderthals and some early modern Europeans. A further 
suggestion that early modern Europeans may have taken on their prey in 
 
                                                     
34 All European bone and ivory points pre-dating the UP have been found to be formed by taphonomic 
processes, rather than Neanderthal action, see Villa and d’Errico (2001). 
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“Neanderthal”, close quarter style, is the preliminary observation that the Neanderthal 
trauma pattern appears to be present in some Late Palaeolithic humans too (Berger and 
Trinkaus 1995:850). 
Yet another interesting study on projectile technology focuses on the lithic evidence 
(Shea 2006), more in particular by comparing the tip cross-sectional area (TCSA) of 
MP/MSA and UP/LSA points from Africa, the Levant and Eurasia to those of 
ethnographic and recent archaeological samples (distinguishing "arrowheads", "dart 
tips" – spear-thrower propelled projectiles, and "thrusting spear tips"). Until the IUP 
(here including the Chatelperronian), stone points with TCSA values less than 75-100 
mm² (i.e. hafted arrowheads and spear-thrower dart tips) were rare in Europe and the 
Levant. Interestingly, Shea (2006:839-841) finds a diffusion hypothesis for the 
occurrence of this technology in the three core areas unconvincing, while suggesting 
two possible causes for its development, based on ethnographic parallels: big game 
exploitation and warfare. The former proves to be difficult to correlate to the UP 
archaeological record exclusively, as such animals were hunted successfully during the 
MP as well. Moreover, if anything, the MUPT marked an increasing reliance on small 
game which, according to the author, is an unlikely prey to be targeted by brittle stone 
armatures. The latter explanation, warfare (coalitionary killing) is related by the author 
to the climatic fluctuations (and the overall cooling trend) during the period of 31-40 ka 
BP. He suggests that these may have packed human populations into ever-smaller 
refugia, which led to a context of increasing competition (incidentally, such competition 
may also have resulted, according to the author, in an increased focus on big game 
hunting as a pattern of subsistence intensification). In Europe, this competition could 
have occured among Neanderthal groups, but also between Neanderthals and modern 
humans.  
While the above review does little more than showing the diverse range of 
hypotheses linking spear technology to hunting strategy, it also suggests that linking a 
specific spear technology to a specific hominin group or technocomplex during the 
MUPT may be difficult (see also the discussion on the technological origins of the 
Aurignacian by Teyssandier [2008], referred to above). As such, differentiating between 
pursuit costs associated with either of these technologies is probably pointless, although 
it is a factor that may have been relevant in actual prehistoric hunting practice, and as 
such, a factor that may impact the application of the prey model. 
4.3.4.4 Diet 
A last factor that may influence or vindicate the application of the diet model is 
prehistoric diet itself. For one, it is impossible to interpret the findings of the diet model 
in terms of intensification and competition if the diet of both hominin groups were 
complementary in ecological terms. In such a scenario of different hunting niches, no 
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competition would exist. Additionally, as our analysis will include hunting faunas only, 
it would be informative to know whether plant material was part of the diet as well, as 
plants are low-ranking prey types. The occurrence of the latter in particular is a tell-tale 
sign of intensification. 
The primary (in the sense of the most commonly used) guide to palaeodiet obviously 
consists of the physical remains of the food items that were processed and/or used at 
the site. These remains can consist of fossilised animal bones, but also of plant 
microfossils, such as phytoliths, and macrofossils, such as charred remains). Other 
sources include the isotope signature of hominin bone or enamel and the presence of 
trace elements (i.e. the biogeochemical approaches), dental microwear, tooth chemistry, 
the structure of dental enamel and dental functional morphology, energetic (metabolic) 
considerations, and microwear found on stone tools. Inferences on the availability of 
certain foods can also be based on the reconstructed climate and vegetation for the 
period in question. While all of these may help to establish the dietary range of MIS3 
hominins, and in some instances even the actual diet at a given site, it will be clear that 
the level of detail, and more in general the type of information one can extract from 
each of them may be very different. This means that in order to get a comprehensive 
view on prehistoric diet, the approaches must be combined as much as possible (Lee-
Thorp and Sponheimer 2006). 
Plant contribution 
As the focus of our case study will necessarily lie with the consumption of animal 
resources, it must be established that such a partial view is justified as an approximation 
of hominin diet within the region considered. Archaeological indications of plant 
consumption are extremely scarce largely because of preservation issues, which 
prohibits a systematic treatment. Our lack of knowledge on how these plant foods may 
have been prepared (which affects our estimates of the energetic costs as well as the 
benefits of such food items) adds further to the uncertainty. As such, a focus on animal 
food items could be considered as one of the changes that will have to be made to the 
classic diet breadth model in order for it to work in an archaeological framework 
targetting the MUPT period. However, as we will discuss in the next chapter, technically 
the diet-breadth model does not predict diet as deduced e.g. from stomach content, but 
rather the decision to exploit a given resource upon spotting it, or to let it pass by.  
That being said, plant foods probably formed but a limited part of MIS3 diets in 
Western Europe. A first argument against a significant amount of plant foods is 
ultimately climatic in nature: despite the conclusion drawn before, i.e. that during MIS3 
climatic factors were combined in ways that are currently found nowhere on Earth, the 
fact remains that all energy stored in a terrestrial ecosystem is ultimately derived from 
solar energy that was able to penetrate the Earth’s atmosphere (Binford 2001:73-74). As 
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primary (i.e. plant) productivity correlates with the length and quality of the growing 
season, one can therefore observe a latitudinal gradient according to which the length 
of the growing season diminishes in tandem with the distance to the poles (Binford 
2001:73, Figure 4.09). Also dependent on the same general climatic tendencies that 
determine primary productivity, but in part responding differently to them, is the 
amount of total primary biomass (Binford 2001:82-83). In a dense forest setting for 
example, production may be low relative to the amount of biomass (mostly in the form 
of trunks, limbs and roots); alternately, in the case of grasslands, production (of blades 
of grass) may be large in comparison to the overall biomass (see also Binford 2001: Table 
4.06). This leads to the observation that the percentage of leaves relative to the biomass 
as a whole is of major importance to all animal species (i.e. secondary biomass, basically 
the amount of animal tissue supported by the habitat), and browsers and grazers in 
particular. As it turns out (see the same figure), because of a direct correlation between 
secondary biomass and the percentage of leaves relative to total primary biomass, 
habitats such as temperate steppe, arctic tundra, dry steppe, and dwarf shrub tundra 
potentially harbour the highest amounts of secondary biomass. By implication, human 
subsistence strategies focusing on animal resources will be favoured in such settings 
because of the latter’s high nutritional value (relative to that of plants). In contrast, in 
regions covered by temperate and subtropical forests, such subsistence strategies would 
be difficult to maintain. In fact, the correlations between latitude and mean subsistence 
dependence on the one hand, and primary living environment and mean subsistence 
dependence on the other have been examined for a sample of 229 and 63 world-wide 
hunter-gatherer societies respectively (Cordain et al. 2000). Clear patterns appear 
(Figure 2 and Table 2): the farther away from the equator, the higher the percentage of 
energy that is obtained through animal foods, and the lower the percentage obtained 
through plant foods. Given the rather general association between geographical latitude 
and environment, the same pattern emerges when we consider the dependence on 
plant foods in tundra and northern areas in general (6 - 15 %), and tropical grassland (46 
- 55 %) for example.  
There are two caveats to keep in mind however when transferring this study’s results 
to the MIS3 situation: first, it involves modern hunter-gatherers in a Holocene setting. 
While we may probably assume that the connections between environmental and 
geographic parameters still apply for MIS3, and therefore the pattern of low vegetal 
consumption by hominins in the more northern regions as well, the digestive system of 
Neanderthals (or contemporary modern humans for that matter) might have been 
different than ours. This means that they could have been able to digest plant materials 
that modern humans can not (or could not), but equally that they were able to digest a 
larger proportion of proteins than is the case for us or contemporary modern humans, 
which comes down to the fact that as such, they would have been able to eat more (lean) 
meat than H.s. sapiens could before the negative effects associated with an 
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overconsumption of protein became problematic. The first possibility is unlikely in light 
of the results from archaeological and biogeochemical analyses (see below). The second 
would only underscore the observed pattern, while bringing us to the second caveat: the 
harmful physiological effects of an excess protein consumption, or so-called rabbit 
starvation. According to Cordain et al. (2000:688) modern humans do not tolerate diets 
that contain more than 35 to 40 % of protein (by energy, not by weight), most likely 
because of the finite ability of the liver to deliver enough enzymes for the production of 
urea in the face of increasing dietary protein intake, resulting in hyperammonemia and 
hyperaminoacidemia. To illustrate the actual impact of this value Cordain and co-
workers (2000:688-689) indicate that the muscle tissue of wild ungulates typically 
contains about 2.0 to 3.0 % fat by weight. Almost 80 % of the energy derived from lean 
muscle meat (i.e. meat containing 2.5 % fat by weight) stems from protein, and 20.2 % 
from fat, which makes abundantly clear that ungulate meat as a sole energy supplier 
would rapidly exceed the liver’s potential to expell nitrogen from the body (in the form 
of urea), inviting the deadly rabbit starvation. Even for the modern human hunter-
gatherers in Cordain and co-workers’ study, this would mean that if the animal 
component of their diets would consist entirely of ungulate lean muscle tissue, the 
individuals of 86 % of all hunter-gatherer societies in their database would perish as a 
result of dietary nitrogen poisoning. 
As this is evidently not the case, the protein ceiling is being avoided, and according to 
Cordain and co-workers (2000:689) this is possible through five different strategies 
(which can be combined). A first one is to increase the plant-animal ratio by increasing 
the plant food intake, which can lead to protein (energy) shares below the poisoning 
threshold, even when the average fat content of the meat part of the diet is low (see 
Cordain et al 2000:689). Secondly, hunting larger animals will increase the relative 
amount of consumed fat, as the muscle tissue of these animals contains more fat than 
that of smaller fauna. Following a third strategy involves hunting smaller animals 
during the season when body fat is maximised, while adhering to a fourth entails 
selectively eating only the fattier portions of a carcass (including the fats attained from 
boiling the bones), and discarding the rest. Finally, one could increase the intake of 
concentrated sources of carbohydrates, such as honey. As it will influence the extent to 
which e.g. Neanderthals may have used, or may have been able to use each of these 
strategies, another conclusion of the study must be mentioned at this point: the animal 
contribution to the diet can be split into hunted (i.e. terrestrial) and fished animal foods 
(e.g. [large] sea mammals). While it was found that the vegetal part of the diet dimished 
with increasing distance from the equator, especially about 40° N (and S) only the fished 
animal contribution went up to compensate; the share of terrestrial animals (which 
does not include small land fauna) remained more or less constant (Cordain et al. 
2000:687-688). This could have been for reasons of prey abundance, but protein 
poisoning is the more likely cause: “fished” animals, such as fish (salmon, e.g.) or seals 
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probably had a fat content that was considerably higher than that of lean meat. By 
eating more fished animals in response to a diminishing plant availability, energy could 
be gained from fat as opposed to carbohydrates, such that the share of proteins can be 
held stable and non-toxic. 
For our region and time-frame in question, the first strategy was most likely 
unattainable, as the amount of edible flora in a steppe or tundra-like landscape is 
probably rather limited (but see Hardy 2010 for a discussion on the consumption of 
plant underground storage organs). As Cordain and co-workers (2000:689) indicate, this 
strategy is not preferred by the hunter-gatherer groups they studied either (even if 
plants would be available throughout the year), because, as predicted by optimal 
foraging theory, the net gain from plant resources is usually dwarved by that of animals, 
which must have been especially true for MIS3. As the importance of the fifth strategy is 
difficult to ascertain, the only option left would be to increase the relative intake of fat. 
As there is very little evidence for Neanderthal consumption of (fat) fish and sea 
mammals - and some more for modern humans they must have chosen for strategies 2 
to 4. In fact, going for the big terrestrial animals may have been a typical strategy for 
coping with protein poisoning in MIS3 settings. Moreover, as we shall see in the next 
chapter, hunting larger terrestrial game generally provides a higher net gain than small 
game, so by hunting the former they both maximised net gain while reducing the risk of 
rabbit starvation. On top of that, big terrestrial game may have been exceptionally 
abundant on the mammoth steppe. The third option, the consumption of small animals 
when their fat content is high, may not be feasible when large animals are at their 
fattest at the same time. Seasonality of individual sites would have to be analysed with 
this question in mind to estimate the importance of this factor, but again, optimal 
foraging considerations would predict the hunting of large game. While Cordain et al. 
(2000:689) feel that the same economic considerations would prohibit the selective 
consumption of the fattiest parts (and discard of the leany ones) of animal carcasses, 
this may not be true in the MIS3 case provided that big game was indeed abundant. Seen 
from this angle (in a rather extreme way), population densities would not have been 
limited by the availability of animal prey (protein derived from meat), but by the 
amount of fat, such that some of the big animals could have been killed (exclusively) for 
their fat. The heightened need for fat in higher latitudes could also shed a new light on 
the assumed connection between the extraction of marrow and fat from animal bones 
by hominins, and the hypothesis of (marginal) scavenging mentioned earlier. 
A second, empirical source of information on the contribution of plant elements to 
the diet stems from the archaeological remains of the consumed food items themselves. 
Unfortunately, evidence for plant consumption is extremely scarce, either due to 
taphonomic factors or to an actual paucity of plants in the diet; inferences about the 
plant contribution are therefore difficult to make. In contrast to bones and teeth, plant 
materials generally do not preserve well. Seeds, fruits, bark and wood have been found 
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only at a handful of sites in a carbonised, mineralised, or waterlogged form, and their 
function (i.e. raw material for tools, fuel, or food) remains difficult to ascertain (see Lev 
et al. 2005 for an overview of the Levantine sites). Apart from macrofossils, plants also 
produce very resilient microfossils, of which phytolits, i.e. biogenic opal silica bodies 
that originate in the lumen and between the cells of several plant tissues (Madella et al. 
2002:704), are of particular importance. While not belonging to our target area, research 
from the Levantine area, and Amud Cave in particular (Madella et al. 2002:712-714), 
indicates that the wood of woody plants was most likely used as fuel, while the leaves (of 
palm trees) could have been used for the construction of shelter or containers. 
Significantly, several taxa of palm trees produce edible fruits. The authors also refer to 
the presence of fig tree leafs, and in this case too, the edible fruits may have been 
exploited. In contrast to Tabun (Level B, MIS4: Albert et al. 1999) and Kebara (multiple 
levels, MIS3 and 4: Albert et al. 2000, Lev et al. 2005), two other Levantine caves, 
phytoliths from herbaceous plants, and grasses (Gramineae) in particular, are over-
represented. As the phytoliths originate in part from the leaves and the culm, grasses 
were probably used as bedding material or fuel. However, the presence of relatively 
high proportions of phytoliths that formed in the panicles of grass suggests that the 
Amud Neanderthals at the very least gathered seeds. Intensive collection of grains on 
the other hand is not supported given the absence of items such as sickle blades, or 
grinding and pounding implements. Still, as Madella and co-workers (2002:715) suggest, 
their finding may strengthen the case of other studies pointing to a broadening of the 
resource base (i.e. a slow beginning of a BSR), such as Stiner et al. (2000) and associated 
comments, and Lev et al. (2005). The latter study, which specifically deals with the 
evidence for (charred) vegetal foods (Kebara Cave), indicates that at this site, legumes 
(Papilionaceae) were an important part of the diet, especially during the time of the year 
(i.e. spring) that the commonly hunted gazelle and fallow deer are at their leanest. 
Pistacio nuts (Pistacia atlantica) were found to have been a commonly consumed food 
item as well; in contrast, the evidence for the consumption of acorns, a good source of 
carbohydrates, is flimsy, but it remains to be seen if this is due to a lower intake (e.g. 
because the knowledge was not available to leach the tannins they contain), or to issues 
of preparation and preservation. 
Some considerations on the animal part of the diet 
We pointed out above that plant macrofossils do not preserve as well as bone and teeth. 
However, this does not mean that the latter always preserve well. While this will 
become evident when going through the data of the case study, we would like to give a 
brief overview of the factors that can skew the representation of the remains of 
consumed animals in an archaeological assemblage. As such, several mechanisms that 
leave out bones, or eliminate them from an assemblage after deposition come into play. 
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To begin with, it may occur that some dispatched animals did not make it to the site 
under investigation (whether this was a central place or not). Some may indeed have 
been consumed "along the way", which makes them archaeologically invisible, or at 
least indistinguishable from the background scatter. Small game come to mind as prime 
candidates, in which case the results of our analysis would be skewed. Furthermore, 
there may be a differential transport of constituent body parts of prey animals, which 
may inform us about mobility or food acquisition strategies (see the scavenging vs. 
hunting debate above). In any case, we will have to assume that when an animal is 
represented, it has been consumed whole. Adding further uncertainty are issues of 
preservation, as a result of which some skeletal elements (e.g. smaller or weaker bones) 
may have dissolved completely. Again, small animals may form a problem here: they 
may have vanished in part or completely, such that they become irretrievable (e.g. fish 
remains), but even under good preservation, they could have been missed during 
(usually old) excavation(s) because of a lack of appropriate excavation techniques such 
as adequately fine-meshed sieving. Other post-depositional processes include reworking 
of faunal material into other layers e.g. as a result of bio-turbation. The latter may also 
occur before bones are even buried: other predators such as wolves and hyenas may 
scavenge on faunal remains left by humans (another factor causing a differential 
presence of skeletal parts). Apart from the reality that the assemblage of skeletal 
remains may both be smaller (neglecting the obvious weathering of bones on the 
surface), and, more germane to our purposes, poorer (in the sense of a decreased 
number of species present) than the original one left by the hominins in question, the 
site may also have been frequented by carnivores and scavengers when humans were 
absent, thereby introducing faunal material to the site (and the archaeological layer) 
that had no connection to the human occupants.  
All these factors may have influenced the way the archaeological assemblage formed, 
and thus affect the primary data of the prey model, but essentially this is the case with 
any faunal analysis. Moreover, their effects can to some extent be estimated. Geological 
data can inform about the general conditions for preservation for example, while gnaw 
and cut marks can point to animal action. The introduction of certain animals to the site 
for purposes other than nourishment, is perhaps somewhat more difficult to qualify, 
especially in the absence of cut marks that indicate skinning. Indeed, pelts for clothing 
come into mind, but other possibilities include the accidental arrival of little (unedible) 
seashells (Mellars 1996b), which may have been attached to seaweed brought to the site 
and used either as food or as sleeping "gear", or, as we will see in the case study, the 
possible capture of raptors to extract their talons (there is evidence however for actual 
bird consumption as well, see Blasco and Peris 2009). Recently, the intentional removal 
of large feathers was added to the list (Peresani et al. 2011). 
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Biogeochemical evidence 
Another method of gaining diet information, besides faunal and vegetal micro- and 
macro-fossils is formed by the biogeochemical approaches, the underlying reasoning of 
which is that the chemical composition of a mammal’s tissues (including bones and 
teeth) reflects that of its diet, to an extent. For this to happen, three conditions have to 
be met (Lee-Thorp and Sponheimer 2006:135):  
1. The various food sources need to be distinguishable by means of isotopic or 
chemical composition differences. 
2. The pathways of these natural abundance tracers into tissues must also be 
predictable and understood. 
3. The original chemical composition, or at least something close to it, must survive. 
Within this field of research, two approaches have been explored: one that focuses on 
stable isotopes, the other on trace elements (Lee-Thorp and Sponheimer 2006:135-143). 
The first deals with 13C and 15N (see Figure 32). During photosynthesis CO2 is taken in and 
converted to sugars by plants. Depending on the pathway that these follow and to a 
minor extent on environmental conditions35, discrimination against 13CO2 occurs to 
different degrees. C3 plants include all trees, shrubs, herbs and temperate or shade-
adapted grasses, while the group of C4 plants consists mainly of tropical grasses. 
Nitrogen on the other hand enters the foodweb by fixation of N2 by bacteria in soils to 
form nitrates or ammonium ions used by plants. When denitrification occurs during 
decay of organic matter, there is a net enrichment in 15N in plants and soils compared to 
atmospheric 15N levels.  
 
 
                                                     
35 These can induce various effects, such as the canopy effect in dense forests, which increases 13C depletion, or 
aridity/temperature effects, which enrich in 13C. 
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Figure 32: Schematic representation showing the patterning of stable carbon (δ13C) and 
nitrogen (δ15N) isotopes in typical foodwebs (Lee-Thorp and Sponheimer 2006: Fig. 3). 
The next step in the fractionation process occurs between plants and the animals 
that feed on them (Lee-Thorp and Sponheimer 2006:135-136), the specifics varying 
depending on the tissue involved. An excellent material to gauge isotope ratios of C 
(13C/12C) and N (15N/14N) is collagen, the main organic component of bone and dentine. 
Its mineral parts consist of a group of minerals called (biological) apatites from which 
the 13C/12C and 18O/16O ratios can be derived. There is a difference however between 
bone and dentine as suppliers of collagen: when extracted from bone, the ratio reflects a 
long-term average (at least 10 years), whereas in the case of teeth, the dietary habits at 
the time of deposition of the incremental layers which form enamel and dentine, are 
captured. While stable isotope studies have shifted from bone collagen to tooth enamel 
to address preservation issues, so far analyses on Late Pleistocene hominins have relied 
on the conventional bone collagen-based methods. On average, there is a jump of +3 to 
+5 ‰ in δ15N from plants to herbivores, as well as from herbivores to carnivores (both in 
marine and terrestrial food chains). For carbon, the jump to herbivores represents about 
+5 ‰, while the second fractionation, between herbivores and carnivores, adds another 
2 ‰ (see Figure 32). Because this fractionation happens mostly through the protein 
content of the food involved (which is obvious for N, but also true for C), animal foods 
will be over-represented in bone collagen at the expense of low-protein foods such as 
vegetables (see also Parkington et al. 1987:92). 
When Neanderthal diet is considered, it is important to know that all European plants 
are C3. Consequently, the potential of carbon isotope research is rather limited, except 
in the case of food plants from densely forested environments, as the canopy-effect 
would have brought about an increased depletion in 13C. The use of nitrogen isotopes in 
bone collagen is more telling, as it can attest the trophic level of the Neanderthals, and 
hence their meat consumption (Lee-Thorp and Sponheimer 2006:136). As these authors 
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rightly stress, this potential has helped to answer the discussion surrounding the 
(obligate) scavenging vs hunting debate. The general results of isotope research 
performed to this day are unmistakable (Lee-Thorp and Sponheimer 2006:136-137): 
Neanderthals have a much higher δ15N than herbivores; in fact it is similar to, if not 
slightly higher than that of carnivores such as wolves and hyenas (Fizet et al. 1995; 
Bocherens et al. 2001), which suggest that they were avid meat eaters, drawing little of 
their protein from vegetable sources. The same goes for modern humans during the 
mid-Upper Palaeolithic (20-28 ka BP), and the late Upper Palaeolithic (Richards et al. 
2000). The slight elevation of δ15N values in comparison to carnivores has been 
attributed to several factors (which so far are deemed inadequate to fully explain the 
pattern): the consumption by Neanderthals of herbivores with relatively high δ15N (such 
as mammoths, Mammuthus primigenius, Bocherens et al. 1995, 2001, 2005) or even of 
omnivorous bears (Ursus sp., Bocherens et al. 2001). Contributions of freshwater aquatic 
resources ([shell-]fish and waterfowl) to the diet of H.s. sapiens (and according to 
Bocherens et al. 2001, supposedly also to that of Neanderthals), has been postulated as 
well, as the former can display elevated levels of δ15N (see also Parkington et al. 1987:92). 
However, the consumption of aquatic resources by modern humas (freshwater or 
marine) is certainly not an option that was available or preferable to modern humans as 
a rule, as the isotope analysis performed on the woman from Saint-Germain-la-Rivière 
(France) pointed to a focus on large terrestrial herbivores, without a significant 
contribution of marine protein (Drucker and Henry-Gambier 2005). A third explanation 
is physiological, and takes into consideration the fact that when diets are consumed 
which exceed protein requirements, δ15N appears to get elevated. In any case, isotope 
values suggest that Neanderthals primarily focussed on herbivores that lived in open 
environments, and of those, mainly fat-rich species such as bovids (Fizet et al. 1995; 
Bocherens et al. 2001:503-504). 
A second biogeochemical approach, which is still in its infancy as far as applications 
to Neanderthals are concerned, deals with the distributions of trace elements in 
foodwebs (Lee-Thorp and Sponheimer 2006:140-141). Mammals in particular 
discriminate against strontium (Sr) and barium (Ba) with respect to calcium (Ca) in the 
digestive tract and kidneys, such that herbivores display such fractionation with respect 
to the plants they eat in their bones and theoretically also in their teeth, while 
carnivores do so with respect to the herbivores they prey on. Because of this 
mechanism, the trophic behaviour of the animals can be investigated, in theory. 
Empirically, this approach remains difficult to apply partly because of bone diagenesis36, 
but largely because the complexity of the pathways along which discrimination occurs, 
 
                                                     
36 In practice, the technique is applied only to bones, as children in particular do not display the required 
discrimination.  
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and the influence exerted by the environmental givings are as yet difficult to ascertain. 
According to Lee-Thorp and Sponheimer (2006:142-143) only one study used this 
approach (on the Saint-Césaire individual) but they question the result that the diet was 
dominated by bovids, with smaller amounts of horses, rhinos and mammoths, precisely 
on the basis of the fore-mentioned methodological problems that still trouble the trace-
element approach in general. 
Dental allometry, morphology and damage 
As there is a functional link between a hominin’s teeth and the diet it is supposed to 
process, in theory diet can be inferred from both dental size and shape. However, as 
Lee-Thorp and Sponheimer (2006:132-133) argue, the functional relationships between 
these dental characteristics and diet remain unclear. Moreover, dental morphology 
reflects phylogenetic history as well as dietary adaptations, both of which change over 
evolutionary time. Therefore, the approaches may be a better indicator of fall-back 
dietary behaviour or dietary limitations, instead of the more typical trophic behaviour.  
The examination of dental damage patterns may provide a better means to that goal. 
However, as noted by Lee-Thorp and Sponheimer (2006:132-133), the results of dental 
macro wear studies are inconclusive; the only pattern is the fact that Neanderthals 
apparently used their front teeth as a clamp to hold food (?) items (see e.g. Klein 
1999:382-392), which says little about their diet. Enamel micro wear on the other hand, 
in the form of pits and striations, does give an idea about the diet that was consumed 
during the last few weeks before death (the wear traces disappear quickly), as the 
mechanical properties, and the abrasive parts of the processed food are directly 
responsible for the enamel micro wear (Lee-Thorp and Sponheimer 2006:133-134). These 
latter can include plant phytoliths, or exogenous grit. Unfortunately, due to observer 
differences and low repeatability, this methods has not lived up to its expectations, nor 
has it been applied much to later hominins. Two such studies, Lalueza Fox and Pérez-
Pérez (1993) and Lalueza et al. (1996), suggest that quite a large part of Neanderthal diet 
(specimens from both Europe and the Levant were included) must have consisted of 
meat. 
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Chapter 5  
The Basic Prey Model in an archaeological context 
There are many criticisms of optimization modelling, 
including its lack of holism and its lack of attention to 
phylogenetic constraints. These criticisms amount to 
reasons why optimization models might be wrong but 
not why they are bound to be wrong (Stephens and Krebs 
1986:215). 
 
If archaeological data can address anything, they can 
address economic and especially subsistence behaviour 
at general levels of description. These data should be 
used for what they are best suited for, since there are 
already serious weaknesses in archaeological data even 
at this level (Simms 1987:14). 
5.1 Introduction 
While in Chapter 2 foraging models were discussed in the context of evolutionary 
approaches to behaviour, the treatment of their characteristics was limited to pointing 
out the general underlying research ideas (e.g. the hypothetico-deductive approach, the 
use of simple models, methodological individualism, selectionism, the phenotypic 
gambit, and the assumption of optimality). As an illustration, we provided the 
derivation of Holling’s disc equation, followed by that of both the basic prey choice and 
patch choice models. In this chapter, one of these basic models, i.e. the prey (choice) or 
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diet model, will be discussed in more detail. We will review its use in past applications to 
animals, ethnographic communities, and prehistoric (mostly Holocene) human 
populations. As we will see, fitting the model with archaeological data is quite different 
from studies conducted in laboratory settings, where every parameter of the model can 
be controlled. Based on these findings, we will be able to assess its use and limitations in 
a study of MIS3 foraging variability. 
5.2 Foraging models 
5.2.1 Definitions 
While the following terms are intuitively clear, their definitions may be useful to show 
how they are understood by behavioural ecologists, and in the framework of foraging 
models. Following Giraldeau, foraging is defined as: 
all the activities related to the search for and exploitation of resources (Giraldeau 
2008:234)  
with exploitation being 
the act of using a resource (Danchin et al. 2008:733) 
and resources being 
elements that are exploited for survival and reproduction, such as water, food, 
time and space 
with the additional condition that 
their exploitation leads to exhaustion (Giraldeau 2008:234) 
Behavioural ecologists distinguish four kinds of resources, which contribute directly to 
the fitness of an individual (Giraldeau 2008:234):  
 the elements that compose their bodies 
 the energy they require for their activity 
 the spaces that are necessary for the completion of their life cycle 
 sexual partners and their gametes 
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For our purposes, i.e. in the context of the diet model, only food resources will be of 
relevance. It is important to understand that BEs assume that these food resources 
contribute directly to the fitness of the organism under scrutiny, and that foraging 
decisions that have not contributed maximally to phenotypic fitness in the past, have 
been weeded out, leaving them absent from current populations. This effectively means 
that such foraging strategies are considered to be adaptations (Giraldeau 2008:234). For 
the timeframe we have in mind, “in the past” should be read as “before the period under 
study”, and “current” as “the studied”. 
As such, a strategy is defined as: 
a structured suite of behaviours or decision rules that have arisen by natural 
selection (Danchin et al. 2008:747) 
while behaviour is 
a decision-making process that naturally implies information gathering and 
processing (Danchin et al. 2008:728) 
However, several more precise definitions of behaviour are in use (Danchin et al. 
2008:728): 
 the motor components that determine an organism’s position, movement, sound, 
electric field and odour emission (motor definition) 
 the way organisms adjust their state to environmental changes (functional 
definition) 
 a development which constantly modifies the phenotype (biological definition) 
A decision is 
[...] the non-random process leading to the adoption of one of the alternative 
options available to an individual in a choice situation. Decision does not 
necessarily imply a conscious process; however, it implies the use of information 
concerning the alternatives (Danchin et al. 2008:731) 
Information finally, is 
[...] in its broadest sense any cause of phenotypic variation (Vp). In a more 
behaviourally oriented perspective, information is genes and detectable facts that 
reduce uncertainty, potentially allowing a more adaptive response. The term 
‘detectable’ means anything that organisms can sense, which includes chemical 
recognition in plants and micro-organisms, i.e. also organisms without brains. 
Non-genetic information is thus information that can be extracted from 
detectable facts. The value of information resides in its ability to increase an 
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individual’s fitness when faced with alternative courses of action (Danchin et al. 
2008:737). 
5.2.2 Elements of foraging models 
Optimality models, and foraging models in particular, consist of three components that 
are not necessarily mutually independent parts of the problem (Stephens and Krebs 
1986:5; Giraldeau 2008: Box 7.1): a decision, a currency, and the constraints. Each will be 
treated in more detail below. 
5.2.2.1 The decision 
Optimality models center on the best way to make a particular decision. Transforming 
the abstract definition of decision we gave earlier to accommodate its use in foraging 
models, the term specifically refers to the type of choice the animal is assumed to make, 
rather than to a specific choice. The decision is expressed as an algebraic variable (in the 
case of multiple variables, these are referred to as the decision vector). A model is called 
static when today’s decisions do not affect tomorrow’s state (which may then affect 
tomorrow’s decision), or in other words, when the decision can be represented by a 
simple and non-sequential list of decisions; for the other case, the term dynamic is 
reserved (Stephens and Krebs 1986:6). 
Traditionally, foraging models have studied two basic problems: which prey items to 
consume, and when to leave a patch (Stephens and Krebs 1986:6-7), i.e. a spatial 
aggregation of prey surrounded by more or less empty zones (Giraldeau 2008:242). 
Consequently, they can be separated into prey (choice) and patch (choice) models. The 
first generally solve for the optimal probability that the forager will attack a given prey 
type upon encounter. As Stephens and Krebs (1986:7) note, the notion of “prey type” 
effectively brings the three parts of the model together, as the forager’s ability to 
categorise its prey into types1 (i.e. a constraint) is implied by the decision to be analysed. 
In most patch models however, the decision variable is the time spent in a particular 
patch type (patch residence time). 
 
                                                     
1 Significantly, as will become clear, prey types are not necessarily identical to biological species. Therefore, 
this remark by Stephens and Krebs is not trivial. 
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5.2.2.2 The currency 
The currency (or pay-off) of a model is the criterion used to compare alternative values 
of the decision variable (Stephens and Krebs 1986:7), so it represents the means through 
which the consequences of foraging decisions affect the animal’s fitness (Giraldeau 2008: 
Box 7.1). Associated with the currency which can take many forms, is the choice 
principle of which only three are commonly used: maximisation, minimisation (which 
can be reframed as the maximisation of a negative currency), and stability (Stephens 
and Krebs 1986:7). When decisions made by others influence the pay-off an individual 
receives after making decision x (i.e. the value of the decision is frequency-dependent), 
the latter choice principle must be used. This is not the case with the basic foraging 
models, which therefore all use maximisation, more in particular of the net rate of 
energy intake2: it is assumed that this is a proxy3 for fitness, as an animal that acquires 
more energy is believed to meet its metabolic requirements, while at the same time 
being able to spend its spare energy and time on non-feeding activities such as fighting, 
mating, and reproducing (and even avoiding predators). Presumably, the latter are 
performed less well when performed at the same time as foraging (Stephens and Krebs 
1986:8-9). 
5.2.2.3 The constraints 
The set of constraints associated with the model represent the specific circumstances 
under which the model applies (Giraldeau 2008: Box 7.1), or put differently, the factors 
that limit and define the relationship between the currency and the decision variable 
(Stephens and Krebs 1986:9). Two sorts of constraints exist: biological constraints on the 
one hand, and those that result from the mathematical formalisations used when 
analysing the problem on the other. The latter have already been mentioned in chapter 
two (e.g. sequential Poisson encounters); the former can be considered as either 
intrinsic or extrinsic to the forager (Stephens and Krebs 1986:10). Intrinsic constraints 
can result from the limitations that characterise the forager, e.g. his cognitive abilities 
 
                                                     
2 As Stephens and Krebs (1986:9) indicate, in a stochastic world (a world with random variation) expectations 
(or “averages”) must be used to characterise rates. This leads to the question concerning the period of time 
over which must be averaged: an average rate calculated over 10 hours may be different from that over 20 
hours. In the classic models, the long-term average rate of energy intake is maximised, for reasons of generality 
and mathematical convenience. It also provides a more realistic view (compared to the maximisation of the 
average rate per encounter) as the outcome of a series of foraging decisions, as opposed to a single one, is 
being evaluated (Stephens and Krebs 1986: Box 2.1). 
3 Specifically, the basic foraging models assume that the relationship between fitness and rate of energy intake 
is linear (i.e., a constraint of the model). This does not need to be the case: risk models e.g., are characterised 
by a curvilinear relationship between the two (Giraldeau 2008: Box 7.1). 
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to detect and recognise prey. They can also be generated from the forager’s tolerances 
or needs: the individual in question may e.g., need a certain amount of a given nutrient 
each day, while total deprivation of food may only be sustained for two days. An 
extrinsic constraint on the other hand is marked out by the environment in which the 
forager is placed: e.g. only 24 hours of hunting can be done each day. Both kinds of 
biological constraints can be inter-related, as the intrinsic characteristics of the forager 
may co-vary with environmental values such as temperature for example. 
5.3 The basic prey model 
5.3.1 Introduction 
Somewhat fittingly, the origins of the prey model lie with the problem of competitive 
exclusion: when two predators exploit the same prey (i.e. a state of competition), this 
generally results in the exclusion of one of the former from the environment. In their 
seminal paper, MacArthur and Pianka (1966) proposed that the more flexible species in 
terms of foraging habits will persist in variable environments. As a result, specialised 
feeders, as opposed to generalists, will be greatly affected by the reduction or 
disappearance of their prey, e.g. as a result of competition. The MacArthur and Pianka 
paper explored the question of prey selection to understand the ecological conditions 
under which the specialist or the generalist strategy would be the best and exclude the 
other, by means of an economic analysis of behaviour based on the principle of 
optimality (see Chapter Two). Other papers that helped shape the basic prey model are 
Emlen (1966), Schoener (1971), Charnov and Orians (1973) and Pyke et al. (1977). 
5.3.2 Following Stephens and Krebs4  
Central to how the authors work out both the prey and the patch model, is Holling’s disc 
equation, needed to obtain the average rate of energy intake. A complete derivation of 
this equation can be found in Stephens and Krebs (1986:14-17); a short version can be 
 
                                                     
4 Stephens and Krebs (1986:10, 11, 13-24) 
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found in Chapter Two. For the derivation of Holling’s disc equation (see again Chapter 
2), three assumptions had to be made, which we will repeat here: 
 Prey items (or patches) are encountered one at a time, and the probability of 
encountering each prey (or patch) type in a short period of time is constant, so 
the expected number of encounters is a linear function of time spent searching 
(sequential Poisson encounters). Foraging can therefore be broken down into a series 
of repetitions of this sequence: search-encounter-decide. 
 Searching and handling are mutually exclusive (exclusivity of search and handling): 
the forager cannot exploit (handle) a prey while searching for new ones. 
Searching may be interpreted in an active sense, as well as a passive one: a more 
or less immobile forager looking out for prey (e.g. in ambush hunting), is also 
considered hunting, which led Stephens and Krebs (1986:13) to suggest the term 
“non-encounter” instead of “search”. In any case, when the decision to attack has 
been made, the foraging sequence is followed by “handling”. 
 The forager has complete information: he knows, or acts as if he does, the rules of 
the model. These rules include information about the environment (such as the 
encounter rate with each prey type, and their respective profitability), as well as 
the forager’s limitations and tolerances. This is not the same as “perfect 
information”: as Stephens and Krebs (1986:11) explain, a gambler has complete 
information as he knows the odds. Having perfect information would mean that 
he would also know the result of the next spin on the wheel (so in effect, 
stochasticity would lose its meaning to that gambler)5. In any case, the fact that 
the forager has complete information entails that the decision to attack or forego 
a given prey type has been taken before the foraging bout even begins (i.e., an 
encounter-contingent policy). 
 
We may add that the combination of maximising the long-term average rate, and the 
exclusivity of search and encounter, creates the principle of lost opportunity (Stephens 
and Krebs 1986:11): in general, decisions about exploiting a particular item (prey or 
patch) can be evaluated by comparing the potential (i.e. expected) gains from 
exploitation with the potential loss of opportunity to do better. If the spotted item 
belongs to the best possible type, nothing can be lost by exploiting it. In any other case, 
i.e. when an item is exploited that belongs to an inferior type, some opportunity is lost 
as handling the item means that another, superior item, cannot be encountered and 
 
                                                     
5 One of the ways to modify the basic models is to take the incompleteness of the information as a constraint. 
Consequently, it becomes possible to consider the effects of information gained while foraging (see Stephens 
and Krebs 1986: Ch. 4). 
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exploited. Therefore, gains are assessed in terms of immediate achievements of rate, 
while losses are interpreted in terms of missed opportunities to do better. 
5.3.3 Following Giraldeau6  
A recent account of the prey model can be found in Giraldeau (2008), where it is 
discussed by means of a verbal analysis that is subsequently formalised. As it is perhaps 
more intuitive that the presentation by Stephens and Krebs (1986), and because it 
differs from the latter in using the gross, rather than the net energy intake rate as the 
currency7, it is worth to reproduce this treatment here. The author starts out from the 
hypothesis that the long-term rate of energy intake is a suitable currency for fitness, 
and consequently proposes that this currency is likely to be affected by both the energy 
content of the prey and the time required to find, capture and consume that prey. He 
defines the profitability of the prey as 
h
E  
(5.1.) 
with E being the energetic content of the prey (in joules), and h being the handling time 
(in seconds). It is further assumed that while handling, a predator cannot search or 
handle another prey item. The profitability of the prey therefore represents the rate of 
energy acquisition realised while consuming the item. As the abundance of each prey 
type influences the length of the interval between two encounters, the encounter rate 
(λ, in prey items per unit of time) is the second important characteristic of the prey. 
Again for reasons of mathematical simplicity, it is assumed that prey are encountered 
sequentially, never simultaneously. As Giraldeau (2008:235) points out, the prey problem 
is most significant when the most profitable prey type happens to be the less abundant 
of all8: because the encounter interval among representatives of the most profitable 
prey type will be longer than that between successive encounters with the less 
profitable ones, the question arises whether the predator should exploit the more 
abundant but less profitable types. 
 
                                                     
6 Giraldeau (2008:235-238) 
7 As Smith (1991:186) pointed out, gross acquisition rate may be used when the energy expenditure is 
unknown, or when the expenditure of the different strategies under consideration is the same. 
8 Note that this is likely to be the case for big (solitary) herbivores, provided that animal weight is a good 
proxy for profitability: the bigger the animal, the more likely that its population density is lower than that of 
smaller herbivores. 
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As it is believed that natural selection has favoured predators that deployed 
behavioural strategies that maximised fitness, we must ask which prey choice strategy 
maximise long term energy intake. A priori, only three possibilities exist: 
 
 to exploit only the most profitable prey 
 to exploit all prey that are encountered 
 to exploit only the least profitable prey 
 
The first maximises the profitability of the exploited prey, and therefore the rate of 
energy acquisition while feeding. Unfortunately, this strategy very likely entails long 
search intervals between encounters. The second strategy on the other hand, reduces 
the search time, but turns up a lower average intake rate during consumption because 
highly, as well as (much) less, profitable items are exploited. The last option is 
irrational, as it can never pay not to exploit a high-ranking prey item when 
encountered; therefore it is dropped from the analysis. The same goes for partial 
preference (the strategy according to which a given type is exploited sometimes, and 
ignored at other moments), because according to the model, when it is profitable to 
exploit a given prey type, it is always profitable to do so (and visa versa)9, i.e. the zero-one 
or all-or-nothing rule. 
While this verbal analysis makes clear that the optimal prey choice strategy will 
represent a trade-off between maximising the intake rate during feeding, and 
minimising the search intervals between prey, it only allows for qualitative predictions 
that are difficult to prove or to criticise. Giraldeau (2008:237-238) therefore provided a 
more formal analysis as well, in a setting containing two prey types, with the first being 
the more profitable. The rate of energy intake attained when systematically attacking 
both prey types upon encounter depends on their energetic contents, handling times 
and search times. For either prey type, the energy acquisition E during a search time Ts 
is given by the equation: 
 
 2211 EETE s    
(5.2.) 
with λi being the encounter rate with the ith prey type, and Ei the energy obtained from 
the ith prey type. The total foraging time T is the sum of the search intervals Ts and the 
handling times, such that: 
 
                                                     
9 Note that this is so within a given patch. Prey types may be added to or dropped from the diet when a new 
patch (i.e. a patch belonging to a different patch type) is entered (see also the predictions).  
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 2211 hhTTT ss    
(5.3.) 
as the total handling time depends on the handling time hi (i = 1, 2) for each prey type 
and the total number of prey (per prey type) that has been exploited (i.e. Tsλi, i = 1, 2). 
The long-term rate of energy intake is therefore 
 
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(5.4.) 
or, 
2211
2211
1 hh
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
  
(5.5.) 
Note that equation (5.5.) describes the generalist case in which all (i.e., both) 
encountered prey are exploited. The only feasible alternative to this strategy would be 
never to attack the less profitable prey, and to do so only when 
2211
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  
(5.6.) 
i.e., when the rate obtained through attacking only the first prey type is larger than that 
obtained by means of the generalist strategy. After multiplication and simplification of 
inequality (5.6.), this condition becomes 
 21
2
1
1
1 hh
E
E   
(5.7.) 
When it holds, λ1 must be rather large, so the time between two encounters with a type 
1 prey (the most profitable) will be small. When the encounter rate decreases down to a 
point where the inequality loses its validity, the optimal strategy becomes the generalist 
one. 
5.3.4 Following Winterhalder 
This last interpretation of the diet breadth model is based on the original model, first 
developed by MacArthur and Pianka (1966), with subsequent alterations as cited by 
Winterhalder (1981b:23-26). The specific value of this particular version is its graphic 
representation, which facilitates deriving qualitative predictions. 
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Among its assumptions are the fine grain of the environment with respect to the 
forager’s range, and the fact that foragers consistently do or do not take certain 
resource types. Foraging consists of two phases: search time (Ts) and time spent 
pursuing, capturing and eating (Tp)10. During search time, prey are searched for 
simultaneously, while during Tp, they are pursued singly. When prey are encountered, 
the decision is made whether to pursue it or not. Assuming that the diet contains n prey 
types, the question becomes under what circumstances it will enlarge, or reduce, by one 
item. 
To answer that question, all prey types are ranked according to their net rate of 
energy return (from high to low). The rule is that prey types are “added until the 
additional pursuit time necessary for including the next type is greater than the savings 
in search time“11 (Winterhalder 1981b:24). At that point, a forager taking in an additional 
resource type would incur a net increase of cost per unit of resource intake. The 
graphical form of the model is given in Figure 33). The prey are represented on the 
abscissa according to their rank number (1 = highest), such that yield per unit of time or 
energy cost is plotted on the graph. ∆S indicates the change in search time per unit of 
harvest as the diet is enlarged (stepwise) to include the next prey type(s): the larger the 
diet, the less time it takes to find a suitable prey type. However, adding less desirable or 
harder to catch prey items invokes, at the same time, an increase in pursuit (handling) 
costs/time; therefore, ∆P increases when the diet broadens. Consequently, the best 
payoff between search costs and handling costs (i.e. the optimal diet), in terms of net 
energy intake relative to time or energy investment in foraging, is found at the 
intersection of both the ∆S and ∆P curves. 
 
Figure 33: The optimal diet breadth model. The ∆S curve plots decreasing average search 
costs, and the ∆P curve increasing average pursuit costs, as an increasing number of resource 
types are added to the diet. Cost is interpreted in terms of time (here) or energy. Resources 
are ranked in terms of their profitability (1 representing the highest rank) (Winterhalder 
1981b: Fig. 2.1) 
 
                                                     
10 This was called “handling time” in the two other interpretations of the model. 
11 Time and energy are actually interchangeable as measures of fitness cost. 
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All predictions of the model follow from the positions and slopes of both these 
curves, or the way they change over time: e.g. when encounter rate with high ranking 
prey types is low, the search curve will be high compared to the handling curve (the 
latter remains the same as handling costs are independent of prey density); 
consequently, diet will be relatively broad. This means that in a rich environment, 
foragers are selective, while in a poor habitat, they will be less discriminating. The 
curves can not only be manipulated to reflect changes in environment, or prey 
behaviour, but also forager behaviour. When foragers become more effective at 
searching (e.g. through technological innovations that make search easier), the ∆S curve 
will drop, narrowing the diet breadth. This change of diet breadth will always occur in a 
sequential way (i.e. respecting prey ranking), in which high-ranking prey types do not 
leave the diet when the latter widens. 
Prey abundances can also change independently of one another, in cases when the 
habitat of the forager does not become poorer or richer overall. These density 
variations have different effects on diet breadth, depending on whether the prey type in 
question is in the diet. When it is, an increase/decrease will narrow/enlarge diet 
breadth; when the prey type is outside of the diet, density fluctuations have no impact 
as that part of the ∆S curve that extends to the right of the intersection with the ∆P 
curve is irrelevant. The inclusion of a given prey type therefore does not depend on its 
own density, but on the density of food types of higher rank. The predictions of the 
model, which may serve as hypotheses when investigating prey choice, are as follows: 
 An optimal forager with a high search-cost/pursuit-cost ratio will tend toward a 
generalised diet breadth. Conversely, a forager with a high pursuit-cost/search-
cost ratio will tend toward diet breadth specialisation. 
 Any factor which causes an increase in search costs of an optimal forager will 
produce a stepwise enlargement of its diet breadth. Conversely, a factor 
decreasing search costs will lead to a restriction of diet breadth. 
 Any factor reducing pursuit costs of the optimal forager will produce an 
enlargement of its diet breadth. Conversely, a factor increasing pursuit costs of a 
forager will produce diet breadth specialization. 
 An optimal forager highly specialised for searching, pursuit or both will be 
relatively insensitive to factors affecting diet breadth. Conversely, organisms 
generalized for search, pursuit, or both will suffer fairly large changes of diet 
breadth in response to changes in search or pursuit costs. 
 The diet breadth of an optimal forager will be affected only by changes in the 
abundance of highly ranked resource items. In particular, if the absolute 
abundance of highly ranked resources is unchanged, the diet breadth of an 
optimal forager will not respond to an increase in the density of a resource which 
is ranked outside of its exant diet breadth. 
(Winterhalder 1981b:25) 
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5.3.5 Applications of the Basic Prey Model 
5.3.5.1 The object of investigation  
Before applying any optimal foraging model we must be clear exactly what is being 
investigated, and how negative results are to be interpreted. Without pretending to be 
exhaustive, Stephens and Krebs (1986:183-185) listed six ways in which foraging models 
(or rather optimality models in general) had been used up to the time of their writing. 
Their list was constructed around the general purpose people had in mind when using 
the models:  
 to ask how good organisms are at doing their jobs (i.e., how well adapted are 
they?) 
 to ask what animals are “designed” to do (i.e., what currency gives the best 
account of behaviour? E.g. maximising net energy gain vs. maximising 
efficiency12) 
 to analyse behavioural mechanisms (i.e., what constraint assumptions account 
best for the observed behavior?), building on the notion that constraints reflect 
the mechanisms that control behaviour 
 to simultaneously analyse what animals are designed to do and how they do it 
 to serve as a general background against which to organise observations about 
individual behaviour (i.e. not explicitly aimed at “testing” the model, but rather 
using the general ideas of foraging to organise data and ideas, e.g. to account for 
seasonal changes in diet breadth) 
 to serve as a tool for understanding the organisation of communities or 
populations 
Another criterion for discerning different uses of foraging models concerns 
methodology, rather than purpose. Focus may lie with the testing of the model’s  
 assumptions. These come in two types: those that help form the general 
background of the model, and those that pertain specifically to the model in 
question (Stephens and Krebs 1986:186). Among the former are the choice of the 
currency, or rather the belief that the currency is a suitably proxy for fitness (for 
the animal in question), and the notion that natural selection optimises design, in 
casu the foraging behaviour of the animal under consideration. Assumptions 
concerning the model in particular include the incompatibility of search and 
 
                                                     
12 i.e., the ratio of benefit to cost (see also Stephens and Krebs 1986:9). 
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handling, the sequential rather than simultaneous encounters with prey, the 
random distribution of encounters with different prey types, and the absence of a 
recognition time when prey is spotted (Sih and Christensen 2001:380). 
 predictions. Ideally, before these are investigated, it should first be checked or 
insured that the model’s assumptions are met, while the predicted quantities 
should be directly measured by the observer (Stephens and Krebs 1986:185). As 
stated by Sih and Christensen (2001:379), most studies have examined three, 
relatively robust, fundamental predictions of the theory :  
o foragers should “prefer” prey that yield more energy per unit handling 
time (i.e., a qualitative prediction) 
o as the encounter rate of higher value prey increases, lower value prey 
should be dropped from the diet (i.e., a qualitative prediction) 
o foragers should obey a quantitative threshold rule for when specific prey 
types should be included or excluded from an optimal diet (i.e., a 
quantitative prediction) 
Whatever the research question may be, the results of the test may be quantitative or 
qualitative. Quantitative results are obtained in ideal conditions, and allow the full 
potential of the model to be harnessed. They are generated by an actual, direct “test” of 
the model, which is rigorous, but data-intensive. Such a test involves insuring that the 
assumptions are met (usually through observation or by means of the appropriate 
experimental setup), and collecting independent data on energy expenditure of the 
forager when handling every prey type, energy contents of every prey type, encounter 
rate with each prey, search costs, etc. to set up the profitability ranking, and to plug into 
the prey algorithm. Furthermore, the empirical results need to be of a quantitative 
nature in order to be compared with the numeric predictions of the model.  
However, in a lot of cases, situations are far from ideal, and as such, the assumptions 
of the model may be difficult or impossible to check. While quantitative agreement 
between predictions and observed outcomes may increase the credibility of the model’s 
untested assumptions, a disagreement between both leaves one more or less dead in the 
water, as it may then prove to be very hard to find out which of the assumptions was to 
blame for the discrepancy. It may also occur that some of the necessary data are missing 
and difficult to reconstruct. In such a case, the model can still be used, or “applied” to 
generate qualitative, rather than quantitative predictions. In this case, it is hypothesised 
from the start, that the model in general adequately describes the forager’s behaviour; 
consequently, all the model’s qualitative predictions and derivations are compared to 
empirical data. In effect, the model is used to serve as a general background against 
which to organise observations about individual behaviour (see the penultimate item in 
the list mentioned above). More in particular, changes in diet (through time) are 
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interpreted as resulting from changing prey profitabilities (for example, changed 
handling times, possibly through the introduction of new technology), or encounter 
rates (e.g. resource depression resulting from over-hunting of high-ranking prey, or 
from climatic changes). Obviously, this interpretation can only be solid when 
independent proof for the existence of the latter can be found. If this is the case, the 
initial hypothesis that the model adequately describes the foraging behaviour – i.e. that 
the forager is a rate-maximiser becomes more compelling, but not logically proven. This 
means that the link between the detected changes in the forager’s diet, and their causes 
(identified as such by using the predictive power of the model) must remain 
“compelling” too, rather than “certain”, which means that alternative and perhaps 
unknown possibilities have not been ruled out. It also entails that the model is under-
used, as it serves only to provide a tentative link between detected changes in the 
forager’s diet, and other characteristics of the environment (encounter rate of the prey) 
or the forager himself (available technology). In the case of archaeology however, and 
Neanderthal archaeology in particular, where the data requirements of the prey model 
can be expected to argue for an “application”, rather than a “test” of the model, even 
such an (under-achieving) methodology would still derive its initial hypothetical link 
between various archaeological attestations from a solid theoretical base, embedded in 
both evolutionary biology and behavioural ecology (which we argued in the first 
chapter, is not the case with the modernity concept). 
5.3.5.2 The problem of negative results 
Let us suppose that the predictions generated by a test or an application of the model 
turn out to be wrong. How can this fact be interpreted within the framework offered by 
the model? What is never under discussion in the case of animal studies, is the fact that 
natural selection shaped the foraging behaviour of the animal being considered 
(Giraldeau 2008:239). As the economic approach of the model assumes that the animal 
behaves in an optimal way, tests never address this issue either (in fact, they were not 
designed to do so). What is being tested, is the currency for fitness13 (Giraldeau 2008:239) 
so it may turn out that this currency is wrong. However, while the appropriateness of 
the currency may indeed be questioned, it is more common to believe that background 
assumptions (i.e. the effect of natural selection, and the currency of fitness) gain or lose 
credibility with the successes (or lack thereof) of the models based on them (Stephens 
and Krebs 1986:186). As there are quite a few constraints that are assumed to be in place 
(e.g. sequential encounters, complete information, … in the case of the basic prey 
 
                                                     
13 So if the predictions of the prey model hold, one may assume that the animal in question behaves as if it 
maximises the long-term average rate of energy intake. 
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model), the origin of the discrepancy is commonly sought in a possible violation of one 
or more of these.  
The basic prey and patch choice models are considered to be the starting points for 
further research (Stephens and Krebs 1986:34), provided that the data requirements are 
fulfilled. When the latter is the case, and when a qualitative agreement between 
empirical data and the model is obtained, it is believed that the economic approach 
itself is broadly satisfactory, but also that some refinements may be necessary (to attain 
quantitative support as well). These refinements will target the constraint assumptions 
underlying the model. When they are relaxed, the quantitative results may be more on 
track (i.e. realism is increased at the cost of generality). Recognising that no model can 
fully capture the biological reality (which would be pointless anyway as calculations and 
interpretation of the results would probably become impossible), the difficulty lies in 
balancing the need for realism (satisfied by appropriately tuning the constraint 
assumptions of the model), with the acceptance of a certain level of imprecision and 
maintenance of sufficient generality (Giraldeau 2008:248). The basic models’ most 
commonly invoked tweaks centre around their 
 
 assumption of complete information: as it is obvious that no animal has complete 
information, either room is made within the models for errors made by the 
forager, or for the acquisition of missing information by sampling the 
environment. As a consequence of both, the modelled foraging efficiency will be 
lower than that predicted by the basic models (Giraldeau 2008:248-251; Stephens 
and Krebs 1986:75-103). 
 assumption of sequential encounters (Stephens and Krebs 1986:38-45), and of 
exclusivity of search and handling (Stephens and Krebs 1986:45-49). 
 assumption of linearity between fitness and rate of energy intake, and lack of 
consideration for variations in the intake rate caused by alternative foraging 
choices. In other words, risk (in the sense of uncertainty or variability) is not 
considered to have any effects on foraging behavior in the basic models 
(Giraldeau 2008:251-254; Stephens and Krebs 1986:128-150). 
 inability to accommodate the need for certain nutrients, or the avoidance of 
certain toxins, because of its energy-based currency (Stephens and Krebs 1986:61-
63). As the authors note however (Stephens and Krebs 1986:61), this problem can 
be circumvented in practice by limiting the feasible diets that a rate-maximiser 
may choose from. 
 assumption of a solitary forager. In social foraging situations, the payoffs depend 
not only on one’s own strategy, which is based on given encounter rates and 
profitabilities, but also on that of the competitors (frequency dependence), which 
dynamically alter the values of the latter. An approach based on game theory 
should be opted for in such cases (Giraldeau 2008:254, 257-283). 
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5.3.5.3 Animal studies 
More than 20 years ago, Stephens and Krebs (1986:187-199) investigated how well 
foraging models were doing in explaining the motivations behind foraging behaviour. 
More in particular, they tabulated the results14 of studies using the basic prey model, the 
patch model, and the central-place model, while checking whether the assumptions of 
the models were met, and which predictions had been tested. With the exception of 
three cases in which humans were the forager under investigation, all involved animals. 
From this overview, it was concluded that mostly qualitative predictions rather than 
quantitative ones were tested. Secondly, about 71 % of the papers provided qualitative 
or quantitative support for the models (the three human cases provided qualitative 
support or partial quantitative support). The rest included 13 %, in which predictions 
were clearly contradicted, and 15 % in which the results were difficult to evaluate. There 
was also considerable variation in the extent to which the specific assumptions of each 
model were known to have been met, which, according to the authors, may explain 
some of the supposed falsifications of the models. As the authors explain, this 
uncertainty may have been largely caused by the fact that the assumptions of the 
models had not been checked (e.g. stomach contents was used as a proxy for diet 
breadth). 
In 2001, the Stephens and Krebs analysis was done anew by Sih and Christensen 
(2001), this time focusing only on the basic diet model, while also including optimal diet 
studies published between 1986 and 1995 (bringing their number up from 60 to 134, 
which allowed for a more meaningful statistical analysis). Not taking the results of the 
former analysis for granted, they set out to establish the exact source of the variation in 
the ability of the basic diet model to explain observed diets. While Stephens and Krebs 
(1986:195-202,204) argued that the prey model works best when it is assured that its 
assumptions (see above) are met, and conversely, that when the model’s assumptions 
are violated (i.e. when the theory is being applied inappropriately), the theory does not 
work as well, Sih’ and Christensen’s (2001) review suggested otherwise. They discovered 
that (ibidem:384-385): 
 
 the model did very well in explaining the patterns of diet choice for foragers 
feeding on immobile (or only slightly mobile) prey. This is true for vegetal, as well 
as animal prey. On the other hand, when mobile prey were considered, empirical 
results often failed to corroborate the predictions of the model. 
 
                                                     
14 More specifically, they verified whether there was quantitative agreement with the model, quantitative 
agreement with partial preferences, partial/qualitative consistency, or inconsistency with the model. 
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 evidence for the hypothesis that the model works better when more assumptions 
were met in the empirical situation, was mixed: as found by Stephens and Krebs, 
quantitative tests provided better fits than qualitative ones, possibly because they 
were backed-up by more detailed data on relevant parameters. One might say 
that quantitative tests are “better” tests of the model. However, contra Stephens 
and Krebs, they found no evidence that the model worked better when more 
assumptions were known to have been met. The reasons for this may include the 
possibility that the predictions of the model (particularly the qualitative ones) are 
relatively insensitive to the assumptions that were being considered in the 
evaluation, or maybe, that assessments of whether they were met were at least 
sometimes inaccurate. 
 there was no significant relationship between the type of forager (invertebrate, 
vertebrate ectotherms, vertebrate endotherms) and the variation in the fit to the 
model. Even foragers with relatively low energy demands or with relatively 
simple information gathering and processing abilities are capable of adaptive 
foraging. 
 there is a suggestion that the more recent (qualitative) studies were more likely 
to produce results that are inconsistent with those predicted by the model. 
Whether this reflects a change in the studies themselves, or in the criteria for 
publishing in top journals, was left open. 
 
Sih and Christensen suggested two possible, and intertwined explanations for the 
frequent failing of the basic prey model in the case of mobile prey: first (2001:385-386), 
they differentiate diet preference (a tendency for predators to consume some prey more 
frequently than one would expect based on the relative abundances of alternative prey 
in the environment) from active predator choice (a tendency for predators to attack some 
prey more often than others, given an encounter with each prey type). While diet 
studies often measure diet preferences, the prey model addresses active predator 
choice, which is only one of several stages in a prey-predator interaction sequence that 
can produce non-random diets (see Figure 34). Others, which depend on the 
characteristics of the prey type, are encounter rate (which does not necessarily 
correlate linearly with relative prey abundance in the environment), probability of 
detection upon encounter, probability of recognition as prey upon detection, capture 
success, and the probability of consumption after capture. Exactly because these 
characteristics, caused by prey behaviour, can influence relative prey value they also 
indirectly influence predator choice. As the basic prey model makes predictions on 
predator choice, without taking the other factors into consideration, tests of the model 
should ideally focus on quantifying variation in the probability of attack given an 
encounter with the different prey types. Diet preferences (as defined by the authors) 
provide a good indication of active predator choice if variation in the diets primarily 
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reflects variation in attack probabilities. This is most often the case with prey that lack 
anti-predator behaviours, such as immobile prey, as e.g. capture and consumption 
success are nearly 100 %. Clearly, especially the former is not the case when mobile prey 
are foraged. Therefore, when such diets are being studied, the variations in prey 
behaviour that underlie the variation (among prey types) in encounter rates and 
capture success must be understood first. 
Sih and Christensen’s second explanation (2001:386-387) for the frequent failure of 
the basic diet model when working with mobile prey, and its success when immobile 
prey are being considered, concerns the lack of information required to assess prey 
value (profitability), which is the prime motivation for active predator choice. Only in 
the case of immobile prey, limited information on prey value is generally enough for 
relatively accurate predictions to be made. More in particular, although prey value is 
defined as the net energy intake per unit handling time (see above), most studies 
measure assimilatable energy (or just prey mass) per unit manipulation time instead of 
profitability, still according to the authors. Thus, variations among prey in capture or 
escape success, energy costs and pursuit time are not accounted for, which impedes the 
predicting power of the prey model (or differently put, creates apparent violations of 
the model) in the case of mobile prey, while being negligible for immobile prey. The 
same argument can be applied to encounter rates, which have to be determined 
(empirically and) independently for each prey type; estimating them as a linear function 
of the relative densities of the different prey classes may only be justifiable when all 
types are immobile, as mobile prey vary in activity, crypticity or microhabitat use. 
 
 
Figure 34: The stages of a predator-prey interaction. Nonrandom diets can arise because of 
variation among prey in outcomes of each stage. Optimal diet theory makes predictions 
about forager choices in the attack stage (Sih and Christensen 2001: Fig.1). 
 
Evolution, behaviour, and competition in MIS3 France 
228 
5.3.5.4 Anthropological studies 
Introduction 
The application of the prey model in anthropological studies is controversial, to say the 
least (see e.g. Joseph 2000 vs. Winterhalder 2002 vs. Joseph 2003 for an exchange of 
ideas). Some points of contention have been discussed in Chapter Two, and include the 
optimality principle itself, the micro-economic approach, the simplicity of the model, 
and its methodological individualism. Some of these have first been voiced against 
applications of the model in animal contexts. However, according to human behavioural 
ecologists, criticisms (e.g. the charge of determinism) are often misguided, or at best, 
lack factual evidence to back them up. However, the fact that the model has not always 
proven effective in predicting animal foraging behaviour, could be held as an argument 
against it. That is, if such falsifications are real and not merely apparent, stemming from 
an inappropriate use of the model (see previous section). Still, at the very least, they 
should make us consider the intricacies of this deceivingly simple model, and its proper 
application to human foragers. 
In fact, two theoretical stances towards human applications are possible for those 
who believe the model to be theoretically sound, and useful when studying and 
predicting animal foraging behaviour. A first stresses the assumption of rationality 
embedded in its micro-economic logic. As the review by Sih and Christensen (2001) 
pointed out, there is no significant relationship between the type of forager 
(invertebrate, vertebrate ectotherms, vertebrate endotherms) and the variation in the 
fit to the model, so that even foragers with relatively low energy demands or with 
relatively simple information gathering and processing abilities are capable of adaptive 
foraging (see above). If this is indeed the case, it could be argued that humans, who can 
bring to bear a capacity for rational thought that is unmatched throughout the animal 
world, as well as a capacity for culture that can be put in service of foraging activities 
(e.g. technology), are even more likely to adhere to the model’s predictions than 
animals do. As the model pertains to foraging, which is of immediate importance to 
survival (and presumably also reproduction), it is assumed that the foraging behaviour 
will be adaptive, and that it is the rate of average energy intake that is maximised. 
Hence, the impact of cultural practices on the foraging process is believed to be 
adaptive, or at worst, neutral (Smith 1991:14-24, see also Chapter Two). A second view 
on the issue, again assuming that the model has earned a place in animal studies, stems 
from fully acknowledging the importance of culture as a second and independent 
inheritance system, next to the genetic one (the dual inheritance standpoint, see 
Chapter Two). From this point of view, it cannot be assumed a priori that culture will be 
held in check by natural selection, as moreover, foraging (while being directly related to 
survival) could arguably be of indirect rather than direct importance to reproduction. 
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A prudent stance would be to assume that the matter is in part empirical, urging to 
investigate every case with an open mind (Smith 1991:22; 2000). While the basic prey 
model has been proven useful in human contexts (see below), exceptions have indeed 
been found: according to the so-called ‘showing-off’ hypothesis (Hawkes 1991, Hawkes 
and Bliege Bird 2002), the relevant currency of male large-game hunting may in some 
cases be prestige, not energy. Although this prestige may afterwards be translated into 
(extra-marital) mating opportunities (see also Hawkes et al. 2001), preserving the 
Darwinian rationale, the actual prey model itself is clearly not vindicated.  
In the rest of this section, we will summarise a number of classic and straightforward 
uses of the diet breadth model (primarily). These will serve both as an illustration of 
what is possible in a human context, and as a fore-runner of how the model will have to 
be changed to serve archaeological needs. 
Smith (1991) 
Location: Inujjuaq, east coast of Hudson Bay 
Period: July 1977 to August 1978 
Model(s) applied: diet breadth model, patch choice model 
The goals of the study were threefold (Smith 1991:1-2): on a theoretical level, the author 
wished "to explore and evaluate the role of evolutionary ecology in studying human 
foraging behaviour" (Smith 1991:1). Methodologically, he wanted to show that OFT 
offers an effective means of avoiding both excessive theoretical abstraction and theory-
poor particularism (Smith 1991:1-2), while exploring the specific methodological issues 
involved in the formulation, the modifications and the testing of optimal foraging 
models (Smith 1991:2), by applying OFT to a society with a substantial monetary income, 
i.e. a mixed economy, which would involve methodological and theoretical tweaks. His 
third, ethnographic goal, was to make a contribution to our knowledge of contemporary 
Inuit society, and its economic dimensions in particular, both with respect to the use of 
OFT, and to the inhabitants of the east coast area of Hudson Bay proper. 
Of primary interest to Smith were short-term shifts in prey choice (monthly or 
seasonal). His use of the prey model involved a fairly direct test: data such as foraging 
time, encounter rates and the (edible) weights (and hence energy value) of the hunted 
game were recorded through personal observation. To enlarge the dataset, interviews 
were conducted on past foraging bouts, and in order to increase their accuracy, hunting 
calendars that included both the dates of the hunting episodes and estimations of the 
required data had been distributed to the interviewees in advance. However, as the level 
of detail needed for a direct quantitative test of the model is quite high, only 
observational data were used in the actual test.  
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Smith took care to assure that the assumptions of the model (e.g. the fine grain, see 
below) were satisfied, by applying the model for each hunt type separately15. Being the 
"most realistic and analytically useful way to categorize Inujjuamiut foraging 
strategies", Smith (1991:156) characterised these hunting types as 
[...] a constellation of factors that indicate specialization in the foraging process 
and that lead to an expected foraging outcome that differs predictably from other 
types of foraging. Each specific hunt type may be associated with a particular prey 
species, a particular patch type (microhabitat) or set of patch types, specialized 
methods of search or capture, specialized transport or foraging technology, 
particular seasons or environmental conditions, or any combination thereof.  
Importantly, this kind of classification succeeded in isolating a set of distinct foraging 
alternatives that combine the forager’s choice with differences in (empirically 
measurable) foraging outcomes. The hunt types used, and their characteristics (primary 
season, major prey species, primary habitat and technology) are summarised in Smith's 
Table 5.3 (1991:159-160). 
Naturally, Smith (1991:204-207) discussed the assumptions underlying the prey 
model themselves. Of particular interest was the distinction between prey items (the 
actual harvested unit of plant or animal matter) and prey types (groupings of prey items 
based on statistically differing expected return rates per unit of handling time, i.e. 
profitability). This distinction is important as prey items are supposed to be harvested 
individually, i.e., no item can be harvested simultaneously with another. While a prey 
item usually consists of a single organism, this does not need to be the case: e.g. in the 
case of net fishing, the prey item is the net full of fish, not each individual fish within 
the net. Furthermore, prey types no not have to equate to biological species: one 
Linnean species may cover multiple prey types (e.g. as a result of differing return 
and/or encounter rates between adult male, adult female, and young animals), while a 
single prey type may contain multiple biological species. His comments also dwelled on 
the exclusion of handling and searching; more in particular he pointed out that this 
assumption may be violated frequently, e.g. in the case of a lengthy pursuit. When the 
encountered prey item during that pursuit has a higher expected return rate, it would 
be reasonable to assume that focus will be redirected towards the second prey, while 
pursuit of the first will be aborted. This would not violate the spirit of the model, and in 
fact such actions can be modelled by charging partial pursuit costs for such abandoned 
prey.  
 
                                                     
15 He also stresses that this may not always be necessary, i.e. in the case when all resources are encountered at 
random throughout the foraging range (i.e. when they meet the fine-grained search assumption across the 
foraging range), and when seasonal variation in resource abundance or return rates are small. 
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Yet another assumption is the fine-grained16 encounter with all prey types, meaning 
that they are searched for simultaneously, that items of different types are encountered 
in a random sequence17, and that encounters with an item of a given type do not 
increase the chance of other such encounters. As Smith (1991:206-207) remarks, 
probably no hunter-gatherer forages in such a fine-grained manner, and therefore, 
precautions must be taken to ensure that the model is applied in a way that Poisson 
encounters actually (or nearly) occur. His solution was to define the foraging decision 
process hierarchically, i.e. to apply the model within each patch (where a patch is 
defined in such a way that the assumption of fine grain is satisfied), or, when necessary, 
to each hunt type within that patch. As he explains, in the Inujjiamiut case, it turned out 
that many patches and hunt types were monotypic (each contained only one prey type 
that was within the forager’s diet breadth). Although these remarks may elucidate the 
inner workings of the prey model while being highly useful in direct tests of the model, 
it may prove difficult to incorporate them into qualitative applications where the 
available data are of a much lower quality, such as MIS3 Europe. 
Smith (1991:207-208) also discussed the predictions of the model. Importantly for our 
own case study, he went deeper into the prediction that  
[...] if the abundance of higher ranked prey types increases, the total number of 
types in the optimal diet will decrease (and conversely); in other words, increased 
resource abundance leads to increased dietary specialisation, while decreased 
abundance leads to a more generalized harvest.  
As he explained, it is easy to see why this is so: when the encounter rate with high-
ranked types (those within the optimal diet) drops (i.e. when they become rarer, or 
when they adapt their behaviour to the presence of predators), the overall return rate 
declines. In this case, previously ignored types may enter the diet, when their presence 
in the diet increases the overall return rate above the value to which it had dropped 
previously18.  
A final remark on methodology concerns prey that have never been in the diet, and 
in anthropological contexts, prey for which there are not any accounts pointing to their 
 
                                                     
16 Importantly, "grain" is a relative measure (Winterhalder 1981a:23), expressing a structural relationship 
between the forager and its environment; it can also follow from a comparison of environments. Organisms 
that encounter and exploit the different patches in their environment in the actual proportion in which they 
occur, use that environment in a fine-grained manner. Differently put, coarse- or fine-grained use arises when 
the scale of the relevant environmental features is either vary large or very small relative to the size and, 
perhaps more importantly, the range of the forager. 
17 or at least that a forager cannot predict which prey type he will encounter next (Smith 1991:228) 
18 Issues of methodology involving the assumptions of the model, and dealing with the actual results Smith 
obtained on Inujjuamiut hunting types, can be found in Smith (1991:227-236). 
Evolution, behaviour, and competition in MIS3 France 
232 
consumption. Strictly speaking, they cannot be called prey types, as no data (encounter 
rate, profitability) on them are available for the foragers in question. As Smith 
(1991:209-210) indicated however, it cannot be proven that they lie outside the optimal 
diet at any given point in time (present or past). Assuming that they are outside the diet 
because their harvest would result in suboptimal return rates creates an epistemological 
problem, as there might be other reasons for the exclusion of (sub-optimal) prey, which 
are beyond the grasp of the prey model, such as cultural preferences or taboos. It is a 
problem which is also of high archaeological relevance. 
As it turned out, his empirical results were in relatively good correspondence with 
the theoretical predictions: Smith tested the model seven times, i.e. for each hunt type. 
Accurate predictions were generated for 4 of the 7 types, and 19 of the 23 prey types. 
The reasons behind the deviations could be explained within the framework of the 
model; therefore, while they admittedly were ad hoc explanations, they were not merely 
the result of loose speculation about the possible mechanisms behind the deviations. His 
application of the patch choice model on the other hand, used to investigate the 
allocation of time and effort, yielded a less satisfying correspondence between empirical 
data and theoretical predictions. The same happened when the predictions of social 
foraging theory were being checked. 
Winterhalder (1981a) 
Location: Muskrat Dam Lake, northern Ontario 
Period: 1975 
Model(s) applied: diet breadth, patch choice 
The goal of this study was to attempt and evaluate the applicability of optimal foraging 
theory to human foraging behaviour, and to assess the predictive reliability of 
hypotheses derived from particular models. Essentially, the paper was heuristic in 
intent, complementing an earlier, theoretical and programmatic chapter in the book. 
More in particular, two questions were thought to be central to this evaluation 
(Winterhalder 1981a:66): 
 Does the use of this approach help in identifying the ecological variables affecting 
foraging behaviour decisions? 
 Does the optimal foraging approach reliably specify the manner of their action? 
Interesting here is the fact that Winterhalder, while making a case for the 
importance of a rate currency (in casu, net rate), suggested that it is reasonable to 
assume that hunters surviving largely on a carnivorous diet obtain all essential 
nutrients and minerals, so that as a first approximation, the nutritional aspects of food 
resources (which would demand a linear programming approach) can be overlooked 
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(Winterhalder1981a:67). It must be added though that because of the "rabbit starvation" 
mentioned earlier, the diet must be broad enough so that enough fat is consumed. In the 
case of the Cree, both ethno-historical and dietary evidence indeed pointed in that 
direction. 
Winterhalder describes an optimal diet as  
[...] one that adds resources to those pursued in decreasing rank order until the 
last resource added creates a loss in the average pursuit [handling] costs that is 
not compensated by savings in average search costs, both measured per unit of 
resource captured (Winterhalder 1981a:68).  
He goes on by adding a prediction of the model that had been mentioned before, but 
in another way:  
Factors which cause large or increasing search times will result in relatively 
broad, or increasingly broad, diet breadths. Conversely, a situation in which the 
forager has high or increasing pursuit costs will result respectively in a relatively 
narrow or decreasing diet breadth for the optimal forager. 
As he points out himself (Winterhalder 1981a:69), such hypotheses are of a qualitative 
nature, and they should be confirmed on a comparative rather than a single-case basis. 
More in particular, the model allows to predict changes in foraging behaviour when the 
forager moves from one habitat into another (spatially or temporally) or when the 
functional abilities of either the forager or the prey change with respect to search and 
handling costs (e.g. technology19). 
Data were collected through participation in foraging trips, through information 
sessions with recently returned hunters, and through formal and informal discussion of 
procedures with a group of diverse people (Winterhalder 1981a:70-71). Energy losses 
were calculated by timing foraging activities and using standardised energy expenditure 
levels for adult males and females; energy gains on the other hand were determined 
either by means of field measurements or by means of published values for the weight, 
energy value, and composition of boreal Canadian species. 
Winterhalder tested the predictions of both the basic diet breadth and the patch 
choice model (1981a:84-92). More in particular, he investigated whether the fairly 
 
                                                     
19 Importantly for the Cree case, Winterhalder (1981:85) notes that the technology that is taken on hunting 
trips, gives away the prey that will be taken on encounter (i.e. the question answered by the diet model), as 
each prey has its own weapon/equipment. Considered from another angle, it could also give away information 
as to the patch type that will be exploited, but in the Palaeolithic case, the observation may be useful in 
interpreting a hypothetical choice for a generalised toolkit (with either multi-functional tools or blanks that 
can quickly be worked into a variety of  tools) versus a specialised one (with special purpose tools). 
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recent use of snowmobiles and outboard motors (lowering the search costs) had any 
impact on the diet; the predicted constriction was indeed found. The predictions of the 
patch choice model (given the cuts in search time, a more generalised use of the Cree 
habitat mosaic) however were not supported by the data because the foragers located 
certain prey (e.g. moose and caribou) by means of the tracks they left between, rather 
than within patches. In effect, the foragers only entered the patch occupied by the 
tracked animal, rather than going through the patches the latter had already visited. 
Only anecdotal support for the marginal value theorem could be found, as the data were 
insufficient for a quantitative test. 
Furthermore, an important issue touched upon by Winterhalder (1981a:94) is risk 
(see also Stephens and Krebs [1986:128-150] for a formal treatment). Although this is not 
part of the basic models (which he used), his data implied that under certain conditions, 
Cree foragers ranked species with a short-term risk of capture failure preferentially to 
those with a higher risk. In the boreal forest the former prey tend to be small 
herbivores: while a hunter may go on for weeks without capturing a moose, hares 
turned up in snare lines regularly, which provided a fairly constant food supply on a day 
to day basis. Similarly, grouse were reliably captured, and usually pursued during moose 
hunting, because "at the end of the day it is sometimes better to have a few grouse than 
an abstract vision of an efficiently sought but elusive moose". Moreover, the short-cut 
inference that bigger animals are always more efficiently hunted than smaller ones (as 
assumed in various archaeological applications of the prey model) is not supported 
here: in years in which hare were abundant, their net acquisition rate is twice as high as 
that for moose. It must be admitted however that this is due to technological reasons 
(i.e., the use of snares, reduceing the handling time to that necessary for extracting the 
prey. Setting the snare in the first place, at a specifically chosen location, may then be 
calculated as search time). 
In response to his research question, Winterhalder (1981a:94-95) concludes that 
indeed, optimal foraging models are of heuristic value to the study of human foraging 
behaviour, both when they accurately predict those behaviours, and when they do not. 
However, as he admits himself, it is important to be aware of the limitations of this kind 
of research: as mentioned before, independent data should ideally be used to test 
hypotheses, but such data must be available. For archaeological research, this point is 
even more relevant. Another caveat is the inherent inability to measure foraging 
efficiency for foraging strategies that are not performed, and animals that are not 
pursued. Again, this disadvantage will be even more pertinent to archaeological 
applications. 
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O’Connell and Hawkes (1981) 
Location: Central Australia, more specifically the area surrounding the Sandover River 
(250 km northeast of Alice Springs). 
Period: 1973-1978 (which included sixteen months of ethnographic and archaeologic 
fieldwork); quantitative data on plant collecting was obtained primarily between May 
1974 and March 1975. 
Model(s) applied: prey model, patch model 
The authors’ goal was to seek an explanation for the fact that seeds, although 
traditionally part of the central Australian Aboriginal diet, and in most cases quite 
abundant and readily accessible, are no longer consumed on a significant scale, in 
contrast to other traditional diet components which still play a small but significant 
part. Their central argument was the prediction from OFT that  
[...] as the encounter rate for high-ranked resources goes up, low-ranked 
resources will be eliminated from the diet, and conversely, regardless of the 
absolute abundance of the low-ranked resources’ (O’Connell and Hawkes 
1981:108).  
After a quantitative treatment, they concluded that at 8 of the 19 foraging trips, the 
prediction about the threshold at which lower-ranked resources will be added was not 
met. They suggested that one explanation could have been an under-estimation of the 
costs involved in seed exploitation. Consequently, in situations where the encounter 
rate for higher-ranked resources is lower, or foraging activity more intensive (which 
would deplete the high-ranked resources, while spreading the cost of maintaining seed-
processing gear over a larger number of collecting incidents) seeds would be expected 
to enter the diet (O’Connell and Hawkes 1981:110). Interestingly, they found seed 
processing tools in a recently abandoned settlement not far from the study area. As 
distances to the store were larger for those people than they were for the inhabitants of 
the study area, and because of a limited availability of reliable transport, it can be 
expected that they relied more heavily on foraged resources. Add to this a period of 
drought that had been lasting for several years, and it can be hypothesised that the 
abundance of natural resources had dropped considerably, as similarly, only three visits 
to a given site during the fieldwork had been enough to deplete a patch. They 
tentatively conclude from their use of the prey model that Alyawara foraging behaviour 
may be explained by a cost-benefit analysis in which the variables of the prey model are 
complemented by the costs involved in making and maintaining the technology to 
process seeds. 
Agreement of the empirical data with the basic patch choice model was again not 
perfect (O’Connell and Hawkes 1981:110-113), although it was nearly so. In one of the 
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nine considered cases, the additional assumption of information gathering had to be 
added before the data became consistent with the model. 
In a more general discussion about regional variation in diet, O’Connell and Hawkes 
(1981:114) speculated that cultural differences about which plant items are considered 
food/edible, may be dictated by the prey model’s logic: when high-ranked resources are 
so abundant that returns never fall below the point at which the model predicts the 
inclusion of resources with a low profitability, there is no reason to consider those 
resources as food (all else being equal). Consequently, when a given resource is 
consumed in one area, and not in another (while being equally abundant in both), one 
can assume that its handling costs20 are relatively high.  
A very similar rationale was used by the authors to provide a different take on the 
colonisation of Australia (O’Connell and Hawkes 1981:114-116). In contrast to the 
hypothesis of an early coastal and riverine colonisation, they propose that the habitats 
that got colonised first where simply those which yielded the highest return for 
foraging effort, i.e.  
[...] the order in which habitats or habitat types were occupied should have varied 
directly with the net energy gained from exploiting them, and inversely with their 
distance from the original landing point(s). Habitats in which energy returns were 
comparatively low should have remained unoccupied until returns in “better” 
habitats fell to the same level (O’Connell and Hawkes 1981:115).  
Consequently, a comparable process developed at the onset of arid conditions 
between 17 and 18 ka BP, which lowered the abundance of high ranked resources, and 
favoured the introduction of more expensive items such as seeds. Once the seed-
processing technology was available, Aborigines could move to previously uninhabited 
or sparsely inhabited habitats. Still consistent with the model, seeds were the first to 
drop from the diet when European food rations (which are high-ranked compared to 
native food resources) became available in quantity. 
In conclusion, O’Connell and Hawkes (1981:116) admit that, while OFT can profitably 
be used to study hunter-gatherer subsistence activities, this does not mean that this set 
of models will necessarily provide complete explanations for the full range of foraging 
practices for present or past foragers; social and cultural variables will have been 
important in structuring these activities as well. They value the theory for its capacity 
to serve as a reference and source of testable hypotheses. When testing the latter, it 
becomes possible to distinguish those aspects of foraging behaviour motivated by the 
 
                                                     
20 These costs can, by extension, subsume the costs to develop, use, and maintain harvesting or processing 
technology, rather than only those activities that are performed during foraging itself. 
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principles of OFT, from those that are shaped by other variables. In short, OFT has great 
heuristic potential according to the authors. 
5.3.5.5 Archaeological studies 
Simms (1987) 
Location: Great Basin, Western United States 
Period: Holocene (Paleo-Indian, Archaic transition) 
Model(s) applied: Diet breadth model 
The goal of this study was to answer three questions in particular (Simms 1987:35-36): 
 Under what conditions should seeds and other plant resources be excluded from 
the women’s procurement strategy? 
 Under what conditions should plants, in relation to small mammals, be excluded 
from the men’s procurement strategy? 
 Under what conditions should meat from Holocene large game types comprise 
most of the diet? 
or, more generally (Simms 1987:99),  
[...] to compare predictions from a simple model based on the currency of energy 
to empirical cases to help identify some of the incentives for and constraints on 
subsistence strategies under varying circumstances.’ 
In this seminal work Simms (1987) has tackled the problem of acquiring detailed data 
needed for actual tests of the diet model in archaeological contexts. In order to 
construct a resource ranking, accurate post-encounter return rates in the form of 
handling (i.e., pursuit and processing) time are of crucial importance. Although centring 
on the diet model, he also incorporated the patch-concept, and took care to reconstruct 
prehistoric encounter rates. Despite his acknowledgement that few natural 
environments are characterised by a random distribution of resources, and the fact that 
to some extent the study controlled for some of the patchiness, emphasis was on an 
evaluation of the success of the diet model (Simms 1987:16). 
The determination of the handling time for plants, which were an important part of 
the diet, happened by means of an experimental approach, described in Simms (1987:40-
44, 48-53). Pursuit was defined as the time required to move the plant resource to a 
container, timed from the moment it was first spotted; return rates needed to set up the 
resource ranking were expressed in terms of calories per hour and measured directly on 
experimentally obtained resource samples. Data on animal resources on the other hand 
came from several (bibliographical) sources, including accounts on handling times by 
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modern hunters as well as energetic studies. For every animal prey type, total edible 
weight (kg), energy per weight (cals/kg), total cals per individual resource, pursuit time 
(hrs/ind, hrs/kg), processing time (hrs/ind., hrs/kg), handling time (hrs/kg), and return 
rate (cals/hr) were calculated. Large and small game encounter rates were established 
from present day and historic numbers and densities, as well as hunting reports. Game 
drives, as well as bow and arrow, and shotgun hunting were being considered (Simms 
1987:58-72). 
As we have seen before, two basic predictions of the model (i.e. that high-ranking 
resources will always be taken when encountered, even when very rare, and that the 
inclusion of lower-ranked resources in the diet will depend not on their own abundance, 
but on the abundance of higher-ranked items), lead to a third: as the abundance of 
higher-ranked items decreases, lower-ranked items will be included in the diet. 
Conversely, as the abundance of higher-ranked items increases, lower-ranked items will 
be excluded no matter how abundant they are. As such, it is possible, when dealing with 
detailed data in an actual test of the model, to ascertain when big game hunting (only) 
would be feasible, as it suffices to ask how much large game had to be present to predict 
that small mammals (and plant materials) would be excluded from the diet. So, 
hypothetically, one needs to vary the encounter rates (i.e., by approximation, the 
densities21) of the large game, and find out what values would be required to cause the 
diet to contract into what is defined as a big game hunting strategy (Simms 1987:86-94). 
Another point of interest would be that in the Great Basin case under consideration, 
differences in pursuit time did not influence the resource ranking, as the latter was 
primarily a function of how long it takes to process the animal relative to its body size 
(processing times diverge significantly between resources because the large differences 
in package size) (Simms 1987:46). Consequently, animal resource ranking correlated 
positively with package size (Simms 1987:77, with references), but this finding was 
considered a working hypothesis, as it may only be true up to a certain prey size. As 
Simms (1987:96) stresses, with a simple technology, very large animals such as extinct 
Pleistocene herbivores may have been relatively difficult to hunt by small groups of foot 
hunters equipped with spears (e.g. mammoths may have been a problem because of 
their size, bison because of their ferocity). 
When, finally (and interestingly) the dietary variability attested through time and 
space was interpreted in terms of competition, Simms (1987:88-91) concluded that  
[…] the level that the competition was occurring on was not between culture 
areas, archaeological cultures, ethnic/linguistic groups, or “peoples”, but rather 
 
                                                     
21 See Simms (1987:55, with references) for the argument that encounter rate is a linear function of density (vs. 
Sih and Christensen 2001 who argue against this being true in general circumstances). 
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between strategies within decision making groups such as extended or nuclear 
families, or possibly even individuals in the case of the Great Basin. 
Yesner (1981) 
Location: Aleutian Islands, Southwestern Umnak Island (4 sites) 
Period: the four sites date to within the past four thousand years (for references to more 
detailed data, see Yesner 1981:154) 
Model(s) applied: Diet breadth model 
The goal of this study was to investigate diet choice of the prehistoric Aleuts. Yesner 
(1981:149-150) elaborates on the data requirements of an archaeological test of the diet 
model. In particular, he states that either past environments have to be reconstructed in 
detail (including micro-environments within the exploitation area), or that an 
ecological analogy be demonstrated between the past and present situation (such that 
the extant state serves as the source of the relevant biological data). Moreover, the 
technological complexity of the population under study must be known, so that the 
harvesting efficiency can be reconstructed, e.g. by means of ethnographic parallels, or 
through experimental setups (note that this would be impossible for MIS3). The author 
also provides further insight into the concept of grain (Yesner 1981:150-151), and makes 
use of the observation that large carnivorous foragers, such as humans, tend to exploit 
their environments in a fine-grained fashion, as they encounter and exploit resources in 
the proportions in which they actually occur in that environment. So, for those species 
harvested (i.e., those that are part of the optimal diet), an optimal forager will exploit 
them in amounts representative of the biomass of that species in the local environment. 
Consequently, one may hypothesise that species rank similarly in terms of biomass in 
the prehistoric diet (the archaeofauna at the site) and in the natural environment. It is 
this hypothesis that is tested in the paper.  
As a first step, the Minimum Number of Individuals (MNI) of each archaeological unit 
needed to be calculated, bearing two caveats in mind, i.e. site occupation (e.g. in the 
sense of seasonality, mobility, …), and secondly, the taphonomic history of the units 
(and the issue of differential preservation). The second step dealt with obtaining the 
necessary biomass figures  
[...] by multiplying density estimates of the animals for the region in question (or 
in a very similar habitat) by the energy drawn from the animal (or a proxy such as 
edible weight). This approach will be difficult however when the harvested 
animals are migratory, such as caribou (Yesner 1981:151). 
Although his conclusion was that energy yields in the form of biomass are a robust 
predictor of (prehistoric) foraging behaviour, some deviations did exist because certain 
factors did not figure in Yesner’s analysis (1981:163-168). A first one is species 
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aggregation, due to a coalescence of one or more species into a patch (e.g. a salt lick) or 
to the social behaviour of the prey species. Species that fall outside the diet because of 
their small size and handling times, may be consumed anyway when they can be 
harvested in large numbers and in a very short time, cutting down on individual 
handling times. When storage or caching of resources occurs, even highly migratory 
herd animals can be exploited. A second deviation is about the ease of exploitation, 
more in particular non-energy-related factors that make the handling process easier or 
more difficult, e.g. the danger that results from taking on a moose, or a mammoth. 
Furthermore, the non-food value of the animal or plant resource (the utility) may be an 
important factor of diet composition as well. Skin, hair, feathers, sinew, antler, bones 
and teeth may be highly sought after goods, which are not accounted for in the diet 
model. Fourthly, the social value of the resource may skew the predictions of the diet 
model. Certain food stuffs may be taboo, others may be favoured. One example of the 
latter is the Costly Signalling Theory (Hawkes and Bliege-Bird 2002, Smith et al. 2003), 
which predicts that difficult to catch (dangerous) animals may be hunted because the 
danger involved, as by doing so the hunter demonstrates his prowess, and gains prestige 
that gets translated into (e.g., sexual or political) favours by the other members of the 
social group. Yet another source of deviation from the predictions of the diet model is 
taste: while some food may be preferred above other (or rejected in favour of other), 
this phenomenon probably only surfaces when all resources involved are relatively 
abundant. Nevertheless, according to the author, some substances may be avoided 
because of a bad flavour caused by rut or animal feeding habits, such as meat from 
carnivores or scavengers. In the latter case, they may also contain higher numbers of 
parasites or disease micro-organisms. The fact that taste may also be an evolutionary 
evolved proxy for fat content, brings us to a sixth cause of divergence between model 
and empirical data, i.e. nutritional requirements. Although optimal foraging 
incorporates techniques, e.g. linear programming, that allow for analyses at the level of 
individual nutrients (see e.g. Keene 1981), the prey model in itself only accounts for 
energy content.  
The effects of these parameters on the predictions of the prey model in the Aleut 
context can be found at pages 167 and 168 of Yesner’s study. However, he (1981:168-169) 
concludes that the archaeological record can be a good source of data for the diet 
model, even when quantitative tests are envisioned, provided that the 
palaeoenvironment can be reconstructed in detail (or when a congruence between 
present and past environments can be demonstrated). While these are rather serious 
requirements, in this case in particular, biomass values of the animal species (size and 
abundance) proved to be adequate proxy for the more detailed data that is normally 
required by the model. 
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5.4 Towards implementing the basic prey model in MIS3 
The two following, complementary sections deal with various theoretical and practical 
implications that using the prey model in a MIS3 European context would bring along. 
The intention is to evaluate whether a (quantitative) test, or a (qualitative) 
implementation would be the most fruitful approach for the research question at hand.  
Grayson and Delpech (1998:1128) differentiate between implementations of the prey 
model in a slightly other way than we will do here. For them, testing involves comparing 
the empirical data with the predictions of the model, in order to obtain feedback 
necessary to adapt the model to better suit the forager and the situation he is in (or in 
other words, to increase the realism of the model). As no archaeological examples were 
known to them, we chose to disregard this category. Alternatively, one could assume 
that the basic prey model properly describes the foraging behaviour, without previous 
verification and possible modification. This approach allows for the diet model’s 
methodology and predictions to be used to gain insight into the dietary habits and land 
use of the forager. In contrast to these authors, we wish to differentiate between what 
we call tests and applications, within their second category. As such, we will see that the 
main difference between their concept of a test and ours, is the respective presence and 
absence of attempts at improving on the model. 
5.4.1 A test of the prey model in MIS3 Europe 
In our terms, a test is a data-intensive implementation of the basic prey model that 
involves acquiring precise empirical data on all parameters of the model, in order to 
quantitatively predict the diet threshold (i.e. the precise diet breadth) by means of the 
prey algorithm (see above)22. This theoretical result is then compared with the 
empirically established diet breadth. When the diet prediction is corroborated, a diverse 
set of research questions pertaining to the circumstances surrounding the composition 
of the diet and its variation through time can be answered: as exact quantitative data 
are available, one can tweak the value of a single parameter (e.g. encounter rate with 
some high-ranking prey, or handling cost of a high-ranking prey), to find out what its 
 
                                                     
22 We saw above that tests can be set up to see either whether the assumptions have been met, or whether the 
predictions are corroborated empirically. The following discussion will only cover the latter category, as our 
research question is not directed towards any of the  assumptions of the model, and because of the fact that 
these assumptions may be rather malleable. 
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impact will be in that particular (modelled) situation. This makes it possible to ask how 
much a parameter has to change to create a specific effect on diet breadth (all things 
being equal). By using this knowledge as a baseline, one can then call in independent 
data on the environment (e.g. climatic change, increased forager population density) to 
find out if the proposed parameter adjustment can have any empirical value. An 
excellent example of such a study is Simms (1987) discussed above.  
5.4.1.1 The model’s assumptions 
Unless tests are conducted under laboratory settings, the assumptions are notoriously 
(and most often consciously) violated to a more or lesser degree; in some cases, their 
validity remains unverified. Archaeological tests are definitely no exception, because an 
assumption such as exclusivity of search and handling, is simply beyond checking. 
Others may be violated more often than not. The requirement of sequential Poisson 
encounters (i.e., the fine grain of the environment), is definitely violated when hunting 
herd animals. Other cases may include congregations (or simply higher concentrations) 
of certain prey types as a result of the patchy nature of the vegetation (e.g. tree stands 
in a steppe environment). It is equally obvious that the requirement of complete 
information, which prohibits setting up information gathering sessions (which lower 
the average rate of energy gain), as well as the linearity between fitness and rate of 
energy intake (which precludes the perception and calculation of risk) are likely to be 
easily disobeyed.  
As discussed before, ethnographical or ethological implementations of the prey 
model are constructed around detailed observations of the predator’s foraging activities 
(e.g. individual hunting events), which are archaeologically invisible. Typically, 
archaeofaunas are the result  
[...] of an uncontrolled number of indistinguishable collecting events distributed 
over and uncontrolled, but often long, period of time’ (Grayson and Delpech 
1998:1121).  
This fact has multiple consequences, which will be a recurrent topic in this as well as 
the following sections. While the prey model is set up for one predator foraging in one 
patch at a time, and under certain assumptions such as sequential encounters and fine-
grained search, archaeological assemblages reflect the activities of an undetermined 
number of individuals that have foraged within multiple patches in relative proximity 
to the site. However, even at a single point in time, it is probably true that prey were 
selected from multiple patches at once, so that, given the typically large accumulation 
times at sites, one could argue that all resource patches are more or less continually 
searched by the site’s occupants, so that the latter can be conceptualised as a collective 
predator. As this collective predator continually searches all discrete resource patches, 
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the entire set of them can be considered as the analytic resource patch, so that the 
model’s assumptions are preserved (Broughton 1994a:374). This conception of resource 
acquisition is a rather artificial “trick” that can be successfully applied because the 
assumptions of the model do appear to be malleable. Indeed, as mentioned above, Sih 
and Christensen (2001) established that Stephen and Krebs’ (1986) hypothesis that the 
model works better when more assumptions are met, is not supported. One explanation 
for this may be that the predictions of the model are (to a degree) insensitive to the 
violation of the assumptions, and therefore quite sturdy. Still, we would plead for the 
region around the camp to be divided, whenever possible, into patches that are 
characterised by a distinct set of animal prey types, in which the Poisson encounter 
requirement is more likely to hold. In effect this methodology as applied e.g. by Nagaoka 
(2002), follows the one set-up by Smith (1991), even when the latter’s hunting types that 
originated out of considerations of seasonality as well as probabilities of encounters are 
watered down to rather general patch types such as “the inland patch”, “the coastal 
patch”, “the riverine patch”, etc. 
5.4.1.2 The model’s parameters 
As prey types are defined (and ranked) according to their profitability (net energy gain 
per unit of handling time, or post-encounter return rate), they do not necessarily equal 
Linnean species. Morphological and behavioural differences between sexes, and 
between adult prey and their young generally cause biological species to be split into 
different prey types, each with its own values for the parameters of the model 
(encounter rate, energy contents, handling time). Therefore, for each prey type, values 
have to be established for the following parameters:  
λ (encounter rate) 
The encounter rate is basically the number of encounters with the prey type in 
question, per unit of time. The value of this parameter depends on several factors (Sih 
and Christensen 2001:386):  
 the overlap between the (micro-)habitat of prey and predator; the latter can 
direct his efforts towards patches that contain more prey, while the former may 
avoid areas with more predators, such as camps 
 the prey’s use of refuges within the habitat 
 the relative activities and movement speeds of both predator and prey 
 the prey vs. predator reactive distances; these may depend on the perceptive 
capabilities of both actors, but also on their crypticity (e.g. colouring) 
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Ideally, the encounter rate must be determined independently from the observed 
foraging behaviour which is modelled. Although this is clearly impossible in 
archaeological contexts, two options exist to estimate, rather than measure its value. 
Both have been used by Simms (1987)23: a first measures encounter rates for the 
different prey types in extant environments that are identical to the archaeological 
ones. For the case at hand, MIS3, this would be very difficult, as no extant analogues of 
that constellation of climatic and vegetational parameters exist. Additionally, MIS3 is a 
long and unstable period with a fluctuating climate and vegetation, and archaeological 
layers may cover multiple climatic phases. Moreover, encounter rates with extinct 
species, such as mammoth or steppe bison, would have to remain nothing more than a 
guess, although close extant relatives could be used as proxies (see also Byers and Ugan 
2005). 
The second option is more cumbersome, while at the same time less exact. Encounter 
rates per se are not used; instead, prey density is treated as its proxy. The latter is then 
deduced from several data sources, such as modern hunting reports and ethnographic 
data (Simms 1987). A complementary approach would be to calculate herbivore prey 
density from data on primary biomass (e.g. productivity), using a combination of 
ecological considerations of carrying capacity (when necessary, based on surviving 
vegetal relatives) and actual empirical data on particular species in their various 
habitats. These techniques can lead to reasonable ranges for λ (e.g. Simms 1987, who 
uses intra-patch encounter rates expressed in kg/h). Again, for the MIS3 situation, this 
procedure may be less viable than for the Holocene (e.g. Simms 1987), as the amount 
and productivity of MIS3 primary biomass is hotly disputed (see e.g. Guthrie 1990, 2001). 
h (expected handling time) 
In theory, this is the period of time needed to absorb the energy of an individual of the 
prey type under consideration into the blood stream, once that prey item has been 
encountered. Although all prey items of a given prey type are assumed to be equal, in 
practise h is an average (or expected) measure, as no two individuals of a given prey type 
take exactly the same time to handle. In the case of plants, the expected handling time 
starts once a given item is spotted, and subsumes the time it takes to actually reach it, to 
collect it (picking it up, digging it up, cutting it off, or picking it), to transport it, to 
process it, and to eat (and theoretically, to digest) it. However, and this will be relevant 
for animal prey as well, as the prey model only pertains to total foraging time, all 
 
                                                     
23 Another technique used by Simms (1987) was measuring encounter rates through experimental research 
(which also included the recording of handling times and energy gains). However, it was only applied to plant 
resources. 
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handling activities that occur after the actual foraging bout (e.g. after it has become too 
dark to forage), and/or those that are being carried out while pursuing other activities, 
and even those that are executed by people other than the hunters (e.g. cooking by 
individuals that remained at a central camp), can be regarded as falling outside the 
timeframe of handling, depending on how “total foraging time” is interpreted. In the 
case of animal prey, handling includes pursuit, capture, killing, butchering, and 
transport; when applicable, it also includes preparation and consumption. Practically, 
handling time is usually thought of as consisting of pursuit and processing (butchering) 
time. 
Determining handling times in archaeological situations is not straightforward, as 
they cannot be measured directly. There are two possible ways around this problem: to 
establish them by experimental means, or to use ethnographic parallels. In the first case 
(see e.g. Simms 1987), the catching and butchering (and if applicable, cooking) 
technology, as well as its use must be known in order to get reasonably accurate 
estimates. For the time and place at hand, MIS3 Europe, we witness an increasing lithic 
variability, but unfortunately, it is still difficult to ascertain the precise functions of the 
lithics in question (see e.g. Mellars 1996), as well as the impact this technological 
evolution had in terms of handling times (Bar-Yosef and Kuhn 1999). Ethnographic 
parallels prove to be problematic as well: while measuring handling time may be 
relatively straightforward, the technological level (and by implication, the efficiency) of 
the tools may not be directly comparable to that in existence during MIS3: the effect on 
the changes in stone tool technology occurring during that period may appear minor in 
terms of handling time when compared to that of contemporary metal tools, for 
example because of a reduced need of sharpening, or a considerably longer lifespan. 
Even when ethnographic parallels would only include stone tools, the impact of the 
possible MIS3 changes of handling times may still be out of reach: while the time needed 
to butcher an animal may be approached fairly well, dispatching times will be more 
difficult to establish because of the significant difference between hunters that use 
shotguns, bow and arrow, and atlatl assisted throwing spears vs. those that use trusting 
spears. Therefore, Simms’ (1987:46) finding that pursuit time was a less significant part 
of handling time than processing (and therefore had a much lesser impact on resource 
ranking, so that the latter primarily depended on processing time relative to the prey’s 
body size), may be incorrect for MIS3. 
e (modified energy value) 
The modified energy value is the expected (i.e. average) net energy gained from an 
individual prey item of type i (= ẽi) augmented with the cost of search for hi seconds (= 
shi, with s being the search-cost per second), so ei = ẽi + shi. Therefore, this energy value is 
the difference in gain between eating the type i item (and gaining ẽi), and ignoring it 
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(and loosing shi) 24 (Stephens and Krebs 1986:17). As such, several parameters are 
compounded in this single variable:  
 the search cost s: this will depend on the metabolic characteristics of the forager 
and on the terrain of the patch he is in. As mentioned previously, the prey model 
must be set up anew for every patch type (e.g. swampy valley floor vs. rocky 
valley slopes), the latter being defined according to the condition of fine-grained 
distribution of resources. Consequently, search costs are constant within a given 
patch. In our case, the two hominin phenotypes are likely to show differences in 
their respective energetics, as discussed before. 
 the expected handling time h for each prey type: see previous section 
 the net energy gained from an individual prey item of type i, ẽi: this energy value 
is again a compound variable, consisting of the average (gross) energy gained 
from a type i resource, minus the energy cost needed to handle (i.e. pursue, 
capture, kill, field process – and to a more or lesser degree, and whenever 
applicable, transport, prepare and consume) the type i resource. Average energies 
gained will typically depend on the (edible) mass of the prey type, i.e. fat, muscles, 
marrow, and several internal organs such as the brain and the liver. Each of these 
has a different composition in terms of proteins, fat and carbohydrates, and 
therefore a different caloric value per gram. Although average gross energy gains 
will depend on how extensive the prey has been processed (e.g. boiling of the 
bones to get to the bony fat, or breaking the long bones to exploit the marrow), 
practically, its value is deduced from the animal’s average total weight (and total 
amount of calories), followed by a correction for the inedible part of the body (by 
means of a percentage) (see Simms 1987:43-46). For extant (when applicable, non-
domesticated) species, such data are available in some cases (although not always 
separately for male, female and sub-adult individuals), see e.g. White (1953), Stahl 
(1982), Simms (1987:43-46), but as they are based on North-American (Holocene) 
animals, they may not always be relevant for our case study, unless the species 
are the same, or can be used as close analogues for extinct species25.  
In the model by Stephens and Krebs (1986:13-24), handling costs have been 
incorporated, in contrast with the presentation by Giraldeau 2008,and albeit 
hidden in ei. This means that the formers' model works with net energy gain, 
 
                                                     
24 When a prey item of type i is encountered and ignored (which means it is not in the diet), the search time 
needed to locate any other prey type can be said to equal at least the handling time of the item of type i.  
25 In these cases, corrections can be made for body size to better approach the extinct animal. 
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while the latter based his derivation on gross energy gain26. In any case, and in 
contrast to search costs, handling costs depend on the energetics of the forager, 
as well as on the characteristics of the prey type. 
5.4.1.3 The model’s predictions 
The predictions generated by a test are quantitative in nature. More in particular, it is 
the prey algorithm that generates such predictions, in the form of a threshold at which 
prey types should either enter or leave the (optimal) diet, under the circumstances (i.e. 
parameter values) at hand. The latter not only include parameters that pertain to the 
various prey types (i.e., encounter rate, handling times, energy value), but also those 
that depend on the forager in question (handling time and costs, search time and costs), 
so that the model can easily be tested for foragers with different phenotypes, and 
compared afterwards. While it is theoretically possible to test the prey model sensu 
Grayson and Delpech (1998:1128) or Kaplan and Hill (1992:200), i.e. with the intention of 
making it more realistic, a test as we consider it models diet breadth in order to 
compare the predicted and the empirical values. When both correspond, immediate 
information is gained on the possible motives of the forager (maximisation of average 
rate of net energy gain), while at the same time (and perhaps more importantly), 
opportunities arise to further our understanding of the forager’s exploitation behaviour 
through manipulation of the parameter values such as encounter rate, so that specific 
questions, such as the research questions in Simms (1987), can be answered. Also in the 
latter sense, the model can be considered “predicting”, although unlike the predicted 
diet breadth and diet threshold, these predictions may go unchecked as they function 
primarily as baseline hypotheses for further (empirical) research. 
Empirical determination of the diet breadth 
A critical part of a test is the comparison of the predicted vs. the empirically established 
diet breadth. Although this may sound like a straightforward final step, determining the 
latter is most certainly not. As mentioned several times before, the diet breadth model 
does not predict diet as such; it predicts, within a homogeneous environment (a patch) 
whether or not prey items belonging to a certain prey type will be exploited upon 
encounter, or not. Therefore, in order to truly test the model, a study needs to quantify 
variation in the probability of attack upon encounter, for every prey type (Sih and 
Christensen 2001:386). While this decision can (in theory) be witnessed when 
 
                                                     
26 In some cases however, gross instead of net energy gain can be used, more in particular when the costs are 
negligible compared to the gains. 
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conducting zoological or ethnographic research, this is not the case with 
archaeozoological assemblies. The latter, much like animal optimality studies that 
deduce diet from stomach contents, quantify non-random diets relative to prey 
abundance in the habitat. As stressed by Sih and Christensen (2001:386), what they call 
'diet preferences’ only provide a good indication of active predator choice if variation in 
diets primarily reflects variations in attack probabilities, which is the case when prey 
lack anti-predator behaviours (e.g. when they are immobile). If prey do display such 
behaviours, diet patterns that do not fit the model are prone to be produced. This can 
easily be understood from Figure 34, which displays the multiple stages of a predator-
prey interaction (though not exhaustively so): e.g. of two prey that differ only in their 
respective activity levels, the more active one will be “preferred” or over-represented in 
the diet; likewise, prey that hide more will, all thing being equal, be eaten less. Again 
following the same logic, prey with a higher escape success, will be captured less, but 
will also be attacked less (or in Sih and Christensen’s terms, “preferred” less), exactly 
because the forager knows about the higher escape success. 
Sih and Chistensen (2001:386-387) also elaborate on what they perceive as the second 
reason why mobile prey seem to defy the predictions of the diet model, i.e. the failure to 
recognise the importance of all the data needed to rank prey according to their 
profitability (ei/hi)27. They remark that in practice, most studies measure assimilatable 
energy (or just prey mass) per unit of manipulation (= processing) time to rank prey. As 
such these do not account for pursuit time (the “first” part of handling time), but they 
also do not account for variations in capture or escape success, factors that may again 
exert a significant influence in the case of mobile prey. 
Given the special nature of archaeology in terms of it being an incomplete record of 
past feeding behaviour (and in contrast to ethnographic and animal studies), several 
proxies have been used, both to assess diet breadth and profitability. As far as the latter 
is concerned, the classic way would consist of a direct measurement through 
experimentation or a “cut and paste” approach based on ethnographic research, 
accompanied by the assumption that profitabilities were the same in the past. In the 
more recent studies, prey size has replaced energy (measured in calories) as a means of 
 
                                                     
27 It must be noted however, that both their points can be subsumed under the heading of ‘missing 
information’, and, arguably, that some of the possible sources for discrepancy between model and empirical 
data can be cancelled out by a rigorous determination of the parameters as defined in the model. In fact, 
escape probabilities could be included in the model as part of the handling time and costs, raising these above 
the level that is assumed in the prey model as used here. However, their remark remains, as a too hasty 
implementation is exactly what they perceive as a the main culprit for failures of the model. 
The Basic Prey Model in archaeology 
 249 
calibrating the prey model (e.g. Broughton 1994a,b; Grayson and Delpech 1998)28. We 
mentioned before that prey types are not necessarily biological species, because of 
differences in profitability between males, females and sub-adult specimens. While 
studies of extant foragers allow to make such distinctions, archaeological contexts are 
mostly too fragmented to discern prey types in this way, even to such a degree that 
several biological species may be compounded into one prey type, i.e. on the basis of 
size. This short-cut to actually measuring profitabilities is definitely prone to yield to 
the criticisms voiced by Sih and Christensen (2001), but it has been taken several times, 
apparently with success (see e.g. Simms 1987; Broughton 1994a,b; Grayson and Delpech 
1998; see also discussion in Stephens and Krebs 1986:66-72). Besides, as the forager 
needs some kind of rule of thumb to rank his prey, it may very well be based (largely) on 
sensory, in casu visual, input; therefore, we will assume that the matter is at present, 
empirical. 
This short digression on profitability brings us to the way archaeologists commonly 
interpret the concept of “diet breadth”, i.e. as “the total number of resources in the 
diet” (Kaplan and Hill 1992:171). Depending on the level of detail present in the data, 
prey types can be regarded as biological species, or when necessary, as groups of 
species, preferentially ranked as a function of size. As Grayson and Delpech (1998:1120) 
point out, the obvious measure of diet breadth within a faunal assemblage then becomes 
the number of taxa (NTAXA)29. However, using a proxy for profitability instead of an 
actual quantitative determination of its components (ei and hi) clearly entails that 
testing the model has become impossible. Does this mean it is always impossible to test 
the model through archaeological means? As Simms (1987) proved, it is not: when 
(archaeological, experimental or ethnographic) data are detailed enough such that one 
does not need to resort to a proxy measure for profitability (such as prey size), testing 
remains possible. However, archaeological data are commonly of insufficient quality for 
various reasons, ranging from the fact that past excavations may not stand up to the 
current standards of data recording, to taphonomic factors that have skewed the faunal 
record beyond the quality required by a “test”. 
 
                                                     
28 Profitability can, from a point of view, be seen as a means to define prey types (Grayson and Delpech 
1998:1119; see also Stephens and Krebs 1986:67), instead of being a characteristic of a prey item that allows it 
to be ranked in terms of energy gain. This will also be our approach in the case study. 
29 In their analysis of diet breadth at the site of Le Flageolet I (Dordogne, France), they also incorporated the 
number of individuals belonging to a given taxon within each assemblage, in the form of the number of 
identified specimens (NISP). A plot of the NISP-NTAXA relationship for each stratum revealed two distinct 
curves, which were independent of industrial affiliation (Aurignacian and Perigordian). They consequently 
argued that these curves represent separate diet breadths. 
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Conclusion 
In this section we have discussed the methodology that exploits the prey model to its 
fullest. Not surprisingly, such a quantitative approach is data intensive, both with 
respect to the characteristics of the available potential prey and the forager. For 
archaeological tests, especially those that play in environments with no extant 
analogues (such as MIS3), these data requirements can be daunting, and therefore, 
estimates for certain variables will be based on ethnographic research (e.g. handling 
times), or on extant parallels (e.g. average energy gain) to a significant degree. As 
prehistoric environmental parameters such as vegetation and climate have to be known 
to attempt a reconstruction of encounter rates and search times (or simply to attempt 
and find a suitable extant analogue), these data must be available in the first place, e.g. 
through palynological and palaeoclimatological studies. Information on seasonality as 
well would in theory greatly improve the accuracy of the research, as basically the same 
place may become a different patch depending on the season. The data requirements 
entail that archaeological tests will typically be conducted at the level of a single well-
excavated and well-preserved site with limited account of occupation layers and 
abundant palaeoclimatic data available, and likely by researchers that have direct access 
to the archaeofauna. In essence, this comes down to what is basically the ideal site, but 
as Simms (1987) proved, in some cases sources other than the archaeological record may 
help to arrive at good enough estimations of the required data. 
While it may appear that Pleistocene sites may never be able to supply all the data 
necessary for a quantitative test of the prey model, it must be stressed that archaeology 
provides quite a few opportunities unavailable to anthropological or zoological tests, 
e.g. the prospect of witnessing and studying changes through ecological and 
evolutionary time, or the opportunity to evaluate the foraging strategies of different 
human phenotypes. Nevertheless, the unique nature of the archaeological record 
definitely poses significant challenges as well, so that for practical reasons, applications 
are a more realistic aim. More in particular, while obtaining the necessary values for all 
parameters of the model is a daunting task, the problem of empirically determining diet 
breadth is quite problematic as well. While the former may be available through 
experimental setups or ethnographic parallels, perceiving diet breadth as “the total 
number of resources in the diet” (Kaplan and Hill 1992:171), or “the number of taxa 
incorporated into the assemblage” (Grayson and Delpech 1998:1120), instead of the set 
of resources that result from a diet choice (based on the zero-one rule and the prey 
algorithm) in a homogeneous patch by a forager with a fixed search strategy (Stephens 
and Krebs 1986:24) requires an approach to the model that may be too coarse for a test. 
This matter was partly evident in the ethnographical study by Smith (1991) in the form 
of the use of hunt types, and by the “classic” archaeological study by Simms (1987) 
where the grain of the environment was given particular care. There are other issues 
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surrounding the empirical determination of diet breadth however, which will be further 
discussed in the “application” section below. 
5.4.2 An application of the prey model in MIS3 Europe 
As explained before, an application of the prey model is conceptually quite different 
from a test, as it assumes a priori that the model sufficiently describes that particular 
forager’s behaviour in that particular environment. So in other words, it conceptually 
assumes that a test as described in the previous section has been performed, and that 
the model is capable of successfully predicting diet breadth. Practically, an application 
‘only’ demands for the diet breadth to be empirically determined, after which its 
observed changes through time (for which archaeological data are particularly suited) 
can be explained by using the qualitative predictions of the model. This still requires 
however that, ideally, the explanations should be verified empirically with independent 
data (such as palynological records, phenotypic and/or technological association, …), in 
order to be viable as a possible account of diet changes30. In other words, the prey model 
functions as a catalyst (or a hypothesis generator), actively guiding the search for the 
mechanisms behind diet breadth change, and as such, as a frame of reference for the 
study of ancient exploitation strategies. 
5.4.2.1 The model’s assumptions 
Essentially, the remarks discussed in the “test” section apply here too. 
5.4.2.2 The model’s parameters 
The qualitative predictions of the prey model that are central to an application 
approach are brought about by changes through time of the parameter values, such as 
encounter rate (e.g. a decline in high-ranking prey types as a result of population 
increase), search costs (e.g. a decrease of the search costs due to technological 
innovation) or handling costs (e.g. a decrease due to technological innovation). As the 
model is believed to be suitable, and when empirical (palaeoclimatological, 
 
                                                     
30 We deliberately use the word “possible”, as technically, one can only arrive at the account (if there is such a 
thing, and if there is any methodology able to uncover it) by means of the prey model after all alternative (i.e. 
those that are outside the model’s reach) explanations have been refuted. As this is unlikely to happen (not 
only in archaeology, but in the humanities at large), one must make do with assigning probabilities to each 
existing explanation; hence the view of the prey model as a catalyst mentioned in the main text. 
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archaeological, or palaeoanthropological) data support its predictions, the latter can be 
considered as possible mechanisms behind the observed dietary changes. As such, 
determining the actual values of the parameters values to ascertain the model's 
applicability is not important as they are assumed to be correct; the way diet breadth 
changes, i.e. by increasing or decreasing, and the way these fluctuations are empirically 
determined, are central to this approach.  
5.4.2.3 The model’s predictions 
The predictions of the model have been summed up before, but are given here in a 
different form tailored to the application approach:  
 diet breadth increases when:  
o the average search costs of the optimal forager increase (e.g. because 
encounter rates drop as a result of climatically induced changes in prey 
availability, or as a result of hunting stress) 
o the average handling costs of the optimal forager decrease (e.g. because of 
technological innovations that lower pursuit costs) 
As such, an optimal forager with a high search costs/handling costs ratio will 
converge on a generalised diet. 
 diet breadth decreases when: 
o the average search costs of the optimal forager decrease (e.g. encounter 
rates rise as a result of climatic change, or technological innovation) 
o the average handling costs of the optimal forager increase (e.g. pursuit 
costs rise because prey are adopting or improving anti-predator 
behaviours) 
As such, an optimal forager with a low search costs/handling costs ratio will 
converge on a specialised diet. 
 prey types are added to and removed from the diet in order of their ranks (= their 
profitability), or differently put, foragers “prefer” prey that yield more energy per 
unit handling time 
MIS3 promises to be a very interesting period in this respect. Climatic fluctuations 
(and presumably alternating prey availabilities) abound, different lithic traditions arise 
at a pace never seen before, and in the case of Europe, we witness the disappearance of a 
robust phenotype at broadly the time when a gracile one takes over. In other words, the 
MIS3 Europe spatio-temporal frame promises to be an ideal context for applications of 
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the prey model, if not for the fact that, as with all archaeological implementations, it 
will have to be altered to accommodate for the less than ideal data of which the 
archaeological record is composed. This pertains to assessments of MIS3 diet breadth, 
but also to the extent to which independent data (e.g. technological or climatic) can be 
found to support hypotheses of changes diet breadths. 
5.4.2.4 Empirical determination of the diet breadth 
Extracting prehistoric diet breadths from archaeological assemblages is arguably the 
most important aspect of transferring OFT to archaeological contexts. As mentioned 
several times before, in archaeological applications of the model, diet breadth is 
perceived as “the total number of resources in the diet” (Kaplan and Hill 1992:171), or 
practically, “the number of taxa incorporated into the assemblage” (Grayson and 
Delpech 1998:1120). However, this is not the same as ”the number of resources [i.e. 
different prey types] taken upon encounter” (Madsen 1993:322).  
Taxa as prey types, prey size as a proxy for profitability 
The altered definition of diet breadth obviously has a number of consequences for the 
implementation of the model. The first is the fact that prey types, by definition 
characterised by non-overlapping profitabilities, are generally equalled to taxa. As a 
result, overlapping profitabilities are unlikely to be avoided. Secondly, prey size 
(weight) is generally used as an estimate of profitability; by extension and for some 
research questions, it also occurs that several taxa of broadly the same size are 
condensed into a single prey type. In fact, as discussed by Stephens and Krebs (1986:67-
72), prey types may be defined in two ways: by their appearance, or sensory information 
in general, or by their profitability. As the authors explain, appearance types may be 
related to profitability types in three ways (Stephens and Krebs 1986:67):  
 perfect resemblance: a one-on-one relationship between appearance and 
profitability; appearance a1 has profitability p1, appearance a2 has profitability p2 
 perfect mimicry: appearance may not be informative, as prey are equally likely to 
have profitability p1 or p2, regardless of their appearance 
 imperfect resemblance: appearance may give partial information about profitability; 
e.g. of all prey with appearance a1, 70 % has profitability p1, while 30 % has 
profitability p2. Likewise, and again as an example, of all prey with appearance a2, 
10 % has profitability p1, while 90 % has profitability p2. 
Still according to the authors, only prey types whose identification is based on 
sensory data preserve the zero-one rule of the basic prey model (Stephens and Krebs 
1986:68-72). There is something to be said for a definition of prey types (within a given 
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patch) by appearance from a logical point of view: associated with each particular 
appearance (which does not need to be a biological species given the potentially large 
intra-species differences between male and female adults, and sub-adults) are a set of 
variables such as average encounter rate, modified energy value, and handling time, 
which are all known to the forager since he is assumed to have complete information. A 
sighting of a prey may (consciously or unconsciously) evoke all that knowledge, and 
condensate it into the decision variable: to exploit or not.  
However, defining prey types by their profitability may very well be adequate in the 
human case. As optimal foraging is supposed to be a behavioural adaptation, it is highly 
likely that foragers have evolved a mechanism to gauge a prey’s profitability (again 
either consciously or not) fairly accurately, e.g. by means of a rule of thumb; prey size 
would appear to be a simple and obvious candidate. Like prey type, prey size (as a proxy 
for profitability) can be determined by the same sensory system (vision), which also 
makes it an economical (and speedy) rule of thumb. While this may be true for a lot of 
predators, humans can still be tricked by mimicry or the phenomenon of imperfect 
resemblance. We know of no human prey during MIS3 that are characterised by forms 
of mimicry, so an equation between prey type and profitability vby means of prey size 
would not pose any problems, especially since humans may be expected to identify their 
prey fairly accurately, arguably more so than other, less “brainy” species.  
Because of the simple logic to this correlation between post-encounter return rate 
and prey size, the latter has been routinely regarded as a proxy for prey rank by animal 
ecologists (see Broughton and Grayson 1993:333, with references). As explained by 
Figure 35, a prey’s energetic value is more or less directly proportional to its weight (a). 
Handling costs per prey item are assumed to be optimal for a certain, intermediate31 
prey size; for all other prey sizes, handling costs tend to increase (b). This means that 
there is an upper and a lower limit to the size of prey a predator can efficiently deal 
with: very small or very large prey require pursuit and/or processing costs that are too 
high. The net energy gain per prey individual item (c), finally, is obtained by 
substracting the (b) curve from the (a) curve. The curve displayed by (c) specifies the 
relative overall energetic returns of a prey item as a function of body size; clearly shown 
is the fact that small animals have a low rank, while progressively bigger animals have 
increasingly large post-encounter return rates and ranks (Broughton 1994b:501-503). 
Although this relationship is strictly hypothetical, it has been vindicated multiple 
times in human contexts (see Broughton 1994b; Hawkes et al. 1991; Hill et al. 1987; 
Simms 1987). There are however exceptional circumstances that (seem to) disprove the 
assumed correlation. The first deals with (extremely) large prey (e.g. mammoth, which 
 
                                                     
31 in terms of the prey sizes that a given predator consumes (see also Griffiths 1975).  
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was present in Western Europe well into MIS2, see Stuart et al. 2002), which may have 
disproportionately high handling times and costs, at least in certain circumstances 
(consider for example the number of men from a nuclear family vs. an extended family 
hunting and processing these animals). In fact, this possibility is recognised by the 
hypothesis, but empirical problems may arise when, in the case of applications of the 
prey model, one has to guess whether a certain large prey type is outside the diet (or 
lower-ranked than smaller animals) because of its high handling costs or for some other 
reason. Ethnographic comparisons may be of help to establish either a quantification of 
handling costs (which then needs to be adjusted to fit the situation at hand), or, when 
no record is available of the exploitation of the particular prey (so no costs can be 
calculated), to hint at the fact that the animal (or others belonging to the same size 
class) may not be in the human diet. Byers and Ugan (2005) gathered relevant data on 
mammoths for use in a prey model, more specifically in an early Paleoindian context of 
large game specialisation, which suggest that handling costs are indeed significant, 
requiring more than 10 individuals to properly process the carcass (in casu, to flip it over 
once the first side of the animal has been butchered), not counting the preparations 
needed to dry the copious amounts of meat. As an estimation derived from 
ethnographic parallels with elephants, they set the time needed to completely process 
the carcass to between 75 and 187.5 hours (not including drying). When this estimation 
is transferred to MIS3, the question arises whether local population densities where 
high enough to gather a sufficient amount of people at the kill site to process the prey in 
a reasonable amount of time, and to keep other predators away. At the moment, there is 
no sure way of answering this as the daily hominin aggregations are difficult to estimate 
(as discussed before).  
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Figure 35: The hypothetical relationship between (a) prey body size and energy gain, (b) prey 
body size and energy cost, and (c) prey body size and prey rank (see Broughton 1994b: Fig. 1) 
That being said, hunters do not necessarily have to process the entire animal: as 
butchering is a handling activity with diminishing returns, processing should stop when 
the marginal gain drops below the average returns for the environment as a whole (as 
predicted by the patch choice model, see Stephens and Krebs 1986:24-3232). So only when 
the complete processing of a mammoth provides higher returns than the average for 
the environment, partial processing will be sub-optimal (Byers and Ugan 2005:1633-
1634). Again, for MIS3, this remains to be ascertained. Another matter suspected to raise 
the handling costs, is a heightened risk of physical injury. Baily (1991: Plate 5) 
photographically documented the occasional hunt of a forest elephant by the Efe of 
Congo, and explained that the animal is tracked, sometimes over considerable distances, 
 
                                                     
32 For a theoretical reworking of the basic patch and prey model into the prey as patch model, see Stephens and 
Krebs 1986:32-34; for an ethnoarchaeological application of this reasoning, see Burger et al. (2005). 
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after which the prey’s hamstrings are cut before spearing it repeatedly. Separating a 
much larger mammoth from its herd and engaging it may have required very different 
techniques. 
A second phenomenon that (apparently) goes against the prey size-profitability 
correlation would be the deployment of mass capturing techniques (Madsen and 
Schmitt 1998). The authors point out that in this case, a number of the assumptions of 
the prey model are not met, being the zero-one rule, the exclusivity of searching and 
handling, and the sequential vs. simultaneous Poisson encounters with prey. It may 
therefore appear that mass capturing is incompatible with the prey model, but there is a 
way to rephrase this mode of exploitation so that it does fit the model: it is possible to 
consider the collective contents of e.g. a net, or the collective catch resulting from a 
cliff-drive as a single prey item of a new prey type, instead of a collection of prey items 
belonging to a known prey type. In the most interesting case, the latter are (very) low-
ranking, to the point where they would not be in the diet if they would be captured one 
at a time (see Smith 1991, and Madsen and Schmitt 1998, for empirical examples). As 
Madsen and Schmitt argue, before applying the prey model, one should verify whether 
the abundance of a certain prey type alters dramatically in the form of, e.g. seasonal, 
aggregations, and simultaneously whether the capturing technology exists to exploit 
those gathered prey types, i.e. as a group. When both conditions are fulfilled, an 
important corollary of the basic prey model is violated to such a degree that the latter’s 
predictive power is lost: the inclusion of a prey type would no longer depend solely on 
the encounter rate of higher-ranked prey, but now also on its own encounter rate (and 
the drastically lowered pursuit times). The example by Madsen and Schmitt (1998), 
involving washed up grasshoppers having died while flying or being blown over the 
Great Salt Lake, whereby the lake itself constitutes the mass capturing ‘mechanism’, is a 
formidable one. We therefore accept the idea behind the rule of thumb they propose to 
be added to the basic prey model, i.e. 
 […] when the abundance of many lower ranked resources increases, 
particularly mass collected resources, so too does their ranking in the diet as they 
become higher ranked prey types […] (Madsen and Schmitt 1998:447) 
and consequently, that 
 […] higher ranked food types can be displaced from the diet with no change 
in their actual abundance […] (Madsen and Schmitt 1998:447) 
So while prey rank can be deduced from prey size in the case of sequential encounter 
hunting of individual prey items, this is not necessarily the case with mass collected 
resources or resources that become so abundant that their pursuit times and costs 
become negligable. Importantly, this means that archaeological faunas dominated by 
larger sized animals are not necessarily characterised by higher levels of predation 
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efficiency when compared to faunas dominated by smaller sized animals, even when all 
animals under consideration are mammals. When mass collecting is being used, a focus 
on small prey may even be the most efficient strategy. Therefore, the presence of a high 
number of small animals in an archaeofauna does not necessarily point to resource 
intensification, defined as  
[…] a process by which the total productivity per areal unit of land is increased at 
the expense of an overall decrease in foraging efficiency. In other words, more 
energy is harnessed from a given patch of land but individuals must expend more 
energy, per unit time, in the process (Broughton 1994b:501). 
In any case, the phenomenon of mass capturing would remain to be demonstrated 
empirically. As far as MIS3 is concerned, we have not come across any data that would 
suggest mass capturing of small animals. 
Taxonomic richness and diet breadth 
In ethological or ethnographic implementations of the model, the values of the decision 
variable can be witnessed and the parameters measured (the latter can even be part of 
an experimental setup), so that diet breadth is both predictable by means of the prey 
algorithm, and empirically determinable. In other words, the model is used in ecological 
time (Grayson and Delpech 1998:1119). A translation of this ecological diet breadth ready 
for use in archaeological time logically takes the form of the number of taxa in the 
archaeological assemblage under consideration, or NTAXA. However, this take on diet 
breadth has significant consequences for the implementation of the model, creating 
several complications that need to be considered before richness data can be properly 
interpreted in terms of diet breadth. These factors will be discussed in the following 
paragraphs. 
The effects of time-averaging 
The fundamental difference when compared to ecological calculations of diet breadth, is 
that NTAXA measures the maximum diet breadth during a typically long period of bone 
accumulation, not the usual instantaneous diet breadth which, when monitored over a 
certain period of time, is able to resolve fine-scale variability (Broughton and Grayson 
1993:333-334)33. So while taxonomic richness measures the amplitude of the diet 
 
                                                     
33 The authors also argue that, despite the fact that archaeological implementations of diet breadth cannot 
address many of the complexities that pop up in analyses performed in ecological time, significant changes in 
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breadth, it does not per se tell anything about the population’s average diet breadth (see 
also Madsen 1993:324-325). 
Some examples taken from Grayson and Delpech (1998:1121-1123) may clarify the 
potential effects of this unavoidable temporal averaging. Suppose that a group of people 
live in an environment without significant climatic change, that its potential diet 
includes ten species (i.e., prey types), each with its own profitability, and that the five 
highest ranking are always taken when encountered. The rest is exploited depending on 
the encounter rates of the first five. Suppose further that this group occupies a home 
base during a yearly cycle, where they  gather and process all resources taken from the 
environment. Additionally, let us assume that, once in a century, the abundance (a 
proxy for encounter rate) of the five highest-ranking prey drops to a point when all ten 
resources are exploited. Now (only) when an archaeological assemblage covers that 
exact point in time NTAXA will be ten. In another scenario, the five most profitable prey 
have become rare, e.g. as a result of resource depression due to continued predation. 
Although all ten resources will be in the diet the entire century, NTAXA will again be 
ten, despite the very different resource structures and the forager’s adaptive responses.  
Lyman (2003) points out that time-averaging is not only inherent to the 
archaeological record in use: it may equally result from lumping at the moment of data 
analysis. The same goes for space-averaging: as archaeological and palaeobiological 
contexts may accumulate for prolonged periods of time, they may come to occupy 
different climatic regimes containing different biological communities. Likewise, 
analytical lumping of synchronous assemblages taken from different sites averages 
spatial variability in favour of analytical simplicity. The author concludes that the 
methodology of averaging, as well as the study of naturally averaged contexts can be 
useful in determining region-wide trends or diachronic tendencies, obviously because 
lumping masks spatio-temporal variation to a certain extent. However, this can only be 
the case when the amount of spatio-temporal averaging relative to a preconceived 
(modelled) and usually implicit size of spatio-temporal unit is recognised, and its 
influences on the analytical results realised. Moreover, the research question that is 
under scrutiny must contain spatio-temporal coordinates:  
Asking if prehistoric hunters depressed prey populations by exploiting them is so 
general as to have no spatio-temporal coordinates. Adding the phrase “in area X 
during cultural periods A, B, and C” to the question provides coordinates (Lyman 
2003:607). 
 
                                                                                                                                                                      
archaeologically attested diet breadths are likely to be adaptively meaningful (Broughton and Grayson 
1993:333). 
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These coordinates are necessary to make sure that a match between them and those of 
the analysed assemblages is reached, such that the amount of averaging contained in 
the question equals that of the dataset. In other words, the scale has to be the same. 
Differential time-sampling 
Besides the time-averaging effects of the NTAXA diet breadth measurement, there is 
also the problem of differential time-sampling. This principle can again best be 
explained by means of an example. Returning to the previous scenario in which five 
species are exploited during 99 out of 100 years, an assemblage that encompasses the 
first 99 years will show a diet breadth of five, while, had the last year been included, diet 
breadth in the form of NTAXA would have been ten. So,  
[…] the longer an assemblage takes to accumulate, the greater the chances that it 
will incorporate a low-probability dietary event. If that event incorporates taxa 
not otherwise represented in the assemblage, NTAXA will increase (Grayson and 
Delpech 1998:1123). 
When different assemblages are consequently compared, contrasting diet breadths 
may simply be the result of these sampling differences. As Grayson and Delpech 
(1998:1123) point out, even when assemblages cover exactly the same amount of time, 
rare diet events in one or more of them may still cause misleading differences in 
NTAXA34. Again, an analysis of the kind of taxa that are present, and the way specimens 
are distributed across these taxa may be of help. 
Sample size, NISP 
To extract more information from maximum diet breadths, NTAXA can be scaled to the 
number of identified specimens (NISP) in the assemblage35. Practically, NISP (X-axis) is 
set against NTAXA (Y-axis), such that each stratum is represented by a single point, 
ready for subsequent analysis (see Grayson and Delpech 1998). There is a very specific 
reason why the NISP is introduced: as high-ranked taxa are always taken upon 
encounter, their abundances in the assemblage reflect their encounter rates in the 
 
                                                     
34 Obviously, there are still other phenomena that skew the NTAXA measurement, such as alterations in 
seasonal use or in the duration of use (Grayson and Delpech 1998:1123), or differential age structure of the 
groups of people that are being studied (Madsen 1993:325). As an example of the latter, the author refers to 
ethnographic examples where children forage (e.g. on small animals) both as a kind of play and for 
subsistence. Likewise, we could cite an Inuit example (Smith 1991) according to which communal wake fishing 
is regarded as much as recreation as it is foraging.  
35 For details on scaling of NTAXA to the number of identified specimens (NISP), see Grayson (1991). 
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environment. Low-ranked taxa, in contrast, are taken only when the encounter rates of 
the taxa with high profitabilities decline. Therefore, analyses of the distribution of 
specimens across taxa, such as NISP (or more complex ones, such as evenness), can help 
to establish how often lower-ranked taxa were included into the diet (Broughton and 
Grayson 1993:334, Broughton 1994b:376, Grayson and Delpech 1998:1122-1123). As a diet 
dominated by high-ranking taxa goes hand in hand with an overall higher energetic 
return per unit of foraging time, preying on such taxa (presumably the larger animals) 
is considered to represent a higher level of predation efficiency, other things (such as 
seasonality and taphonomic histories) being equal (Broughton 1994b:376). Conversely, 
diets dominated by small or low-ranking prey are taken as an indication of a low 
foraging efficiency and resource intensification, due to depression of the higher-ranking 
resources (which itself may have multiple causes, such as predation pressure or 
climate).  
Mechanical effects 
Now that NISP has been incorporated, there is a new issue that needs to be considered: 
the occurrence of mechanical effects that cause specimens to fragment. Consider a 
number of faunal assemblages with initially identical NTAXA and NISP. For whatever 
reason, some of the assemblages may have been fragmented more than others. When 
the specimens remain identifiable, plotting the NISP-NTAXA data will result in two 
curves, with the slope of the relationship of the highly fragmented assemblages lower 
than that for the other group. This is called the NISP Increase Model (Grayson and Delpech 
1998:1123). When fragmentation is differently distributed across assemblages, and 
specimens of selected taxa are fragmented beyond identification and to such an extent 
that some taxa can no longer be identified, the assemblages in question may appear to 
have fewer taxa than had been originally the case. Grayson and Delpech (1998:1123) 
dubbed this the NTAXA Decrease Model. So before NISP-TAXA relationships can be 
interpreted in terms of diet breadth, care must be taken to evaluate the degree of 
differential fragmentation. 
Differential bone transport 
A final point worth considering is the possible differential bone transport between kill 
site and base camp, and differential skeletal part representation. As summarized by 
Grayson and Delpech (1998:1123-1124), multiple factors determine how many and which 
parts will be transported, such as animal size, the amount of meat removed at the kill 
site, the distance from the base camp, and the number of people available for transport. 
The example provided by Grayson and Delpech (1998:1124) is again very 
straightforward: consider two groups of people that prey on an identical set of taxa, 
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such that the whole set is always taken, and in the same numbers. While the first group 
always retrieves the entire carcass, the second only brings part of it to the home base. 
Consequently, there will be two distinct relationships between NISP and NTAXA: the 
relationship belonging to the former group will have a lower slope than the one 
belonging to the other group. This is a phenomenon occurring whenever remains in a 
given assemblage happen to be better represented than they are in another. 
5.4.2.5 Abundance indices 
The combination of the prey model’s logic, the use of prey size as a proxy for 
profitability, and the use of NISPs lends itself naturally to the definition of relative 
abundance indices (AIs), which in the case at hand are calculated as the ratio of large 
bodied prey animals to the sum of the large and small, or the sum of the large, medium, 
and small prey. High values (i.e., close to 1) of this diversity measure are assumed to be 
indicative of relatively high foraging returns, and conversely, low values suggest low 
returns. Changes through time, from high to low values are taken to indicate decreasing 
foraging returns (Ugan and Bright 2001:1309), which can afterwards be attributed to 
such things as over-hunting or climatological factors, depending on the available 
independent empirical evidence. AIs can take several forms (while several may be used 
to answer or elaborate on the same issue), depending on the viewpoint and research 
question of the researcher (and obviously of the available fauna), e.g.  
 the mammal-fish index: Σ Mammals / Σ (Mammals + Freshwater Fishes), see 
Broughton (1994b:506) 
 the artiodactyl index: Σ Artiodactyls / Σ (Artiodactyls + Lagomorphs), see 
Broughton (1994b:506), or Σ Artiodactyls / Σ (Artiodactyls + Sea Otters), see 
Broughton (1994a:379) 
 the fish index: Σ Anadromous Fishes / Σ (Anadromous Fishes + Freshwater Fishes), 
see Broughton (1994b:506) 
 the moa-quail index: Σ Moa / Σ (Moa + Quail), see Nagaoka (2002:428) 
 the quail-pigeon index: Σ Quail / Σ (Quail + Pigeon), see Nagaoka (2002:429)  
 the pinniped-dog index: Σ Pinniped / Σ (Pinniped + Dog), see Nagaoka (2002:432)  
 the pinniped-wrasse index: Σ Pinniped / Σ (Pinniped + Wrasse), see Nagaoka 
(2002:433) 
 the pinnipeds-barracouta index : Σ Pinnipeds / Σ (Pinnipeds + Barracouta), see 
Nagaoka (2002:436) 
 the moa-barracouta index : Σ Moa / Σ (Moa + Barracouta), see Nagaoka (2002:436) 
 the duiker index : Σ Blue Duiker / Σ (Medium Duiker + Large Duiker + Blue Duiker), 
see Lupo and Schmitt (2005:347-348) 
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Although these indices have been used recently, and apparently with success (e.g. 
Nagaoka 2002), cautionary notes have been expressed as well. One of these concerns the 
effects of screen size: specimens of larger bodied animals are generally recovered in 
higher proportions than are those of smaller bodied taxa (Cannon 1999:206). Based on 
this observation, Cannon (1999) set up his Differential Recovery Model, according to which 
the relative abundance of either of two taxa in a screened sample depends on the 
relative abundance of that taxon in the population being sampled, the proportion of it 
recovered in the screen size being used, and the proportion of the other taxon 
recovered in that same screen size (Cannon 1999:207). When multiple (e.g. diachronic) 
assemblages are ranked according to an index of relative abundance, the model predicts 
that errors can only occur when there are differences in the average size of the 
specimens of a given taxon between samples. Moreover, they are more likely to occur 
when these differences become greater; however, although these kind of errors can 
occur even when the same screen size is used (due to different levels of fragmentation 
between samples, see also below), the fact remains that when a smaller screen size 
reduces recovery biases between samples, the probability that rank order errors of 
those samples along an index of relative abundance will arise, will be reduced as well. 
Therefore, comparisons of samples collected with different screen sizes along any 
measure of relative abundance are likely to suffer from different sampling functions (i.e. 
differential recovery, such that each taxon is not recovered in an equivalent proportion 
in each of the samples being used), rendering comparisons based on AIs flawed (Cannon 
1999:210); as such, perceived temporal or spatial trends in relative abundance indices 
may be nothing more than reflections of differential recovery, rather than population 
differences. As noted by Cannon (1999:212), analysing the degree of fragmentation per 
taxon and per provenience unit is likely to be useful to independently assess whether 
differential recovery will be a problem; such analysis have indeed been performed by 
e.g., Grayson and Delpech (1998), and Nagaoka (2002). So, in short, 
[…] if the degree of fragmentation or the average specimen size of each taxon is 
the same between provenience units, then the patterns found in such studies will 
be robust with respect tot the differential recovery of taxa that vary in body size. 
This will be the case no matter what size of mesh was used in excavation, or even 
if no screens were used, provided that the same collection protocol was used for 
all samples (Cannon 1999:212). 
Conversely, 
[…] if differences between provenience units in degrees of fragmentation or 
average specimen size per taxon are present in a given case, this does not 
necessarily mean that differential recovery errors will occur. The probability of 
this kind of error occurring will increase, however, with the use of larger sizes of 
mesh in excavation. Analyses of archaeofaunas excavated prior to the routine use 
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of screens […] will thus be particularly susceptible, and the extent to which 
differences in recovered proportions between provenience units are present in 
these analyses should be of primary concern (Cannon 1999:212). 
Applied to MIS3, and as we will see in our database later on, we will deal with a lot of 
sites that were excavated a long time ago and with excavation methods that are 
currently regarded as inadequate, even to the extent that non-identifiable bones were 
not recovered at all. Therefore, differential recovery is likely to be an important factor 
that could detract from our use of AIs. 
Another problematic issue when dealing with AIs in general is the precise 
relationship between declines in overall return rates, and declines in AIs (Ugan and 
Bright 2001). More in particular, and to borrow the example from the authors, when AIs 
drop from 0.8 to 0.4, what does this mean for the return rates? Do they drop from 10000 
Kcal/h to 5000, or from 1000 Kcal/h to 900? Does the 0.4 drop (50 %) entails a decline in 
return rates of 50 % of some initial level, or 40 %, or 5%? In fact, the only thing a change 
in an AI says, even when all requirements such as those set up by Cannon (1999) above, 
are met, is that return rates are either increasing, or decreasing. The rate and 
magnitude of change of the return rate may not be equal to those of the AI (Ugan and 
Bright 2001). 
Thirdly, the relationship between AI and return rates may even be reversed in 
certain situations. The assumption behind the use of AIs is that the driving mechanism 
behind changing values are changing encounter rates with high-ranking prey (i.e. those 
that are always in the diet), or at least that encounters with high-ranking prey decrease 
faster than those with low-ranking prey (in case the latter are always in the diet). 
Therefore, when the low-ranking prey incorporated in the AI happens to be always in 
the diet, increasing encounters with that prey type will drive the AI down (all things 
being equal), but the return rate up (until the post-encounter return rate of that 
resource is reached). Conversely, when encounter rates with a low-ranking prey that is 
always in the diet decrease, the AI can go up while return rates actually decline. 
Additionally, when the return rates equal exactly the post-encounter return rate of the 
low-ranking prey type (say, the jth prey type) of the AI (i.e., R = ej/hj), changes in the 
latter’s encounter rate will have no effect on return rates (Ugan and Bright 2001:1312-
1313). To summarize, 
Changes in the abundance index fail to reflect changes in return rates only when 
(a) overall return rates are equal to the on-encounter return rates of the lower-
ranked of the two resources making up the AI and; (b) changes in the AI result 
solely from changes in encounters with the lower ranked resource. When the jth 
prey item is always in the diet, changes in encounters with either component of 
the abundance index will alter overall returns in the manner outlined in the 
previous paragraph. When the jth prey item fluctuates in and out of the diet 
because of changing encounters with higher ranked items, the abundance index 
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will reflect both the frequency and the magnitude of fluctuations. By itself it 
provides no clear way of identifying their relative contribution or where average 
return rates may have fallen (Ugan and Bright 2001:1313). 
So as far as return rates are concerned, when the lower-ranked item used in the AI is 
always in the diet, declining AIs probably reflect real but small changes in overall return 
rates (up or down), regardless of the magnitude of changes in the AI itself. When AI 
values drop from very large to very small, the lowered availability of high ranking 
resources may be responsible (for alternate explanations for high AIs, see below), so 
that return rates drop deep enough for the lower ranking prey to become attractive. In 
the latter case, changes (drops) in overall return rates larger than those in the previous 
situation may be inferred. Nevertheless, a decline in AIs does reflect a decline of the 
high-ranked resource under consideration, irrespective of what it means for overall 
return rates. As the authors point out,  
[...] to the degree that behaviour is tied to the resource rather than to return rates, 
changes in AI may have very direct implications (Ugan and Bright 2001:1318).  
A last complication that influences the logic of diet abundance as well as diversity 
indices arises at those moments when Broughtons concept of a collective 
forager/predator mentioned earlier, breaks up. Although it is indeed so that 
ethnographic research has demonstrated that the diet model can predict overall 
resource selection for combined samples of adult foragers, there is also considerable 
fine-grained variation in diet breadth due to daily and seasonal variation in the 
profitability of certain resources, and the macro-nutritional content of these resources 
(Lupo and Schmitt 2005:336, with references). More importantly, foraging efficiency 
depends not only on encounter rates, but also on physical and environmental 
constraints, and of the goal of the forager in question (Lupo and Schmitt 2005:336): 
resource choice may vary as a function of sex, age, and composition of the logistical task 
group. Costly signalling by men to gain social (or other) advantages may figure as a 
related issue (see Lupo and Schmitt 2005 for a short, referenced overview of 
ethnographically attested examples). This kind of variation in resource acquisition is 
ultimately due to underlying forms of division of labour (evidence of which for the MIS3 
situation being tenuous at best), e.g. small game and plant material foraging trips by 
women accompanied by children (which have different constraints than adults) vs. 
medium to large game hunting episodes by men. While this fine-grained variation is 
more than likely to be masked in the context of a base camp36, or a palimpsest, it may be 
 
                                                     
36 Hawkes and O’Connell (1992:64-65) cite the example of the Ache (Hill et al. 1987), where the diet model 
accurately predicted the diet breadth of the average Ache. while at the same time, men and women exhibited 
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apparent at a single episode logistical camp. The remains at the latter may arguably be 
regarded as resulting from activities similar to the ones performed during Smith’s 
(1991) hunting types37, in those cases when (parts) of the acquired prey are consumed at 
the spot. Although the prey model itself is perfectly applicable within these contexts, 
synchronic or diachronic comparative analyses with other (main camp) sites could 
require some methodological adjustments, as the diet breadth at such a place does not 
stand at the same level as that derived from a home base: in contrast to the latter, 
foraging activities at hunting camps are by definition not performed by a collective 
predator taking the full range of resources within the total diet breadth. Consequently, 
diet breadth at logistical camps may only cover a subsection of that of the entire 
population, so they may appear to point to a smaller diet breadth, and, when primarily 
the remains of large animals are found, a higher foraging efficiency. In reality, the 
problem is academical: as we shall see, no single episode hunting camps have been 
included into the database, because none were found.  
So far the following could be concluded from the research by Lupo and Schmitt 
(2005): the use of different hunting techniques, and mass collecting technology in 
particular, can influence both richness and evenness, even in assemblages that reflect 
multiple hunting activities. However, in the latter case, the signal is weakened. Length, 
intensity, and seasonality of occupation may be identified as additional perturbing 
factors, although in the authors' data, their influence appeared to be difficult to specify 
(Lupo and Schmitt 2005:347). Interestingly, when a base camp complex consist of 
multiple spatially discrete but synchronous entities, each associated with its own 
hunting type/technology, as was the case in Lupo and Schmitt’s (2005) study, 
differences in encounter rates with high ranked prey and declining foraging efficiency 
between assemblages may be assumed where only differences in hunting 
type/technology exist. Such assemblages are formed by a more or less specialised 
segment of the population, not the entire population. The previous chapter learned that 
this situation must have been rare in the Mousterian case, but perhaps not negligable in 
the Chatelperronian and Aurignacian cases.  
Another (more indirect) way to quantify the distribution of specimens across taxa, 
apart from AIs, is evenness. Like AIs, it is assumed that changes in evenness through 
time reflect changing encounter rates with prey (Jones 2004:307). As such, increasing 
evenness is supposed to signal increasing dietary breadth, or a decreasing availability of 
preferred, high-ranking prey types, the so-called Evenness Hypothesis (see also Nagaoka 
 
                                                                                                                                                                      
different foraging strategies (e.g. men do not pursue certain plant foods that are in the optimal diet while 
hunting), so that men nor women maximised their individual mean rate of energy gain.  
37 i.e. hunting episodes within a particular patch, defined in such a way that the requirement of fine-grained 
search is met. 
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2001). It was this hypothesis that was tested by Jones (2004), using ethnographic data 
that had been collected specifically to test both the diet breadth and the patch choice 
model (more in particular the data gathered by Smith 1991). The data were analysed as 
if they were archaeologically collected, so that several checks (such as recorded 
encounter rates) could be used that are unavailable in purely archaeological studies. 
Using the logic of the prey model, Jones (2004:308) established that three parameters 
could be responsible for establishing a particular evenness value; in effect, dietary 
evenness could correlate to: 
 
 the evenness of encounter rates with the highest-ranking prey 
 changing diet breadth (which may be related to changing encounter rates)  
 the degree to which high-ranked prey items are similar in return rate (i.e. relative 
evenness of prey return rates). 
 
Changing diet breadths caused by time-averaging (see below) may be cancelled out 
by retaining only those prey types that are high-ranked enough to be always in the diet. 
When this is done, the evenness analysis38 has to be complemented by an analysis of 
richness (NTAXA), and, to take the kinds of taxa in the diet into consideration, an 
analysis of nestedness (the degree to which one species assemblage, e.g. accumulated 
during winter, is a subset of a richer assemblage, e.g. accumulated during spring). Jones 
(2004:309) explains why: when the high-ranking prey type becomes increasingly 
abundant (causing a rise in encounter rates), less highly ranked prey types may drop 
from the diet. As the former prey type begins to dominate the assemblage, evenness 
declines (see Jones 2004:309). However, when a number of high-ranking resources that 
are always in the diet become increasingly abundant, and when they do so equally, diet 
will again be constricted, but this time encounter rates with all those high-ranking 
resources will increase too, with evenness increasing as well. 
While Jones (2004:314-16) concluded that evenness indeed correlated inversely with 
the encounter rates of high-ranking prey (that are always in the diet), and directly with 
diet breadth in the ethnographic case, her analysis made clear that these correlations 
depend on the assumption that prey size scales to post-encounter return rate. More in 
 
                                                     
38 For reasons explained in the text, Jones (2004:310) defines evenness analytically as the inverse of Simpson’s 
Dominance Index (D), which calculates the degree to which an assemblage is dominated by the most abundant 
taxon in the sample, i.e. 
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particular, mass capturing events and close-return prey items39 were found to 
complicate archaeological dietary evenness analyses. 
 
 
 
                                                     
39 These are prey items that belong to different prey types that are high-ranked enough to be always in the 
diet, and common enough to form the entire diet. Treating them as different prey types under these 
circumstances will result in evenness values to increase in periods when these types become more abundant, 
rather than decrease. When they are encountered with equal frequency, the numbers of each should be 
statistically equivalent (if pursuit success rates are identical). They could be considered as a single prey type to 
avoid the problem, but in order to detect if the special circumstances apply, a nestedness analysis should be 
performed according to Jones (2004:316). 
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Chapter 6  
A case study: the Competition Hypothesis in France 
6.1 Introduction 
We have argued in the first chapter that the modernity paradigm, which can still be 
found in palaeoanthropological research, has largely outlived its usefulness. The second 
chapter went on to suggest that an evolutionary perspective on behaviour might both 
be logical and productive when studying hominin behavioural variability. After going 
through several such approaches, we introduced the diet breadth model as a promising 
candidate to be applied to the MUP archaeological record. In our third chapter, we 
compiled information on the archaeological period in question, covering climate, fauna, 
flora and human presence and activities. The latter two in particular were covered from 
a general angle, decoupled from a specific time and place, which is to say that all 
behaviours and cultural expressions we discussed were meant to be indicative of what 
Neanderthal and H.s. sapiens populations were capable of in general, i.e. the extent to 
which their phenotypic (sensu BE) flexibility has been sketched if you will. This made 
clear that when differences between both hominin groups were attested, they were 
more often than not hard to interpret and compare in terms of adaptive value (a 
problem aggravated by the fact that the data was time- and space-averaged1). As such, 
no systematic attempt was made at that point to establish causality between phenotype 
 
                                                     
1 Note that a combination of this averaging (i.e. a decoupling from environments sensu lato) and a questionable 
basis for comparative analysis (i.e. the concept of modernity) also became the main problem of the modernity 
paradigm once the quality and quantity of (regional) datasets increased. 
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and environment sensu lato: the basic characterisation of the environment was first and 
foremost a necessary step in the process of applying the diet breadth model (this 
chapter). To that end, we chose to interpret both groups’ largely overlapping reaction 
norms as a justification to apply the same diet model to both hominin groups.  
The goals of the current chapter are twofold: by applying the diet breadth model to 
the archaeological record of the MUP transition, we want (1) to find out more about the 
period in question, and (2) see how the model fares when applied to a dataset that, as we 
will see, is far from ideally suited to that purpose. As such, we wish to contribute to a 
core question within the transition debate, which still has not been answered 
unequivocally despite decades of archaeological as well as genetic research: did 
Neanderthals and H.s. sapiens coexist in northwest Europe during Isotope Stage 3? 
Clearly, any such attempt could help determine how researchers think about the 
disappearance of the Neanderthals, and the interpretation (e.g. in terms of 
acculturation) of the so-called transitional lithic industries – the latter being the reason 
why we thought it might be fruitful to analyse the matter at the regional level. 
As far as our second goal is concerned, we have pointed out before that the diet 
breadth model has been used in ethological, ethnographical and archaeological 
contexts, although the latter are generally situated in a Holocene context (e.g. 
Winterhalder 1981a, Simms 1987, Smith 1991, Broughton 1994a,b, Nagaoka 2002) with 
notable exceptions (e.g. Grayson and Delpech 1998, Dusseldorp 2009, 2010). Although 
the model appears to be robust and quite effective, several of these studies brought 
various limitations and caveats to light that affect the way the model is to be used, and 
its output interpreted. Therefore, it may be expected that, when deploying the model in 
a MIS3 environment, i.e. confronting it with data that are most often very fragmentary 
and often of rather low quality, the question regarding the diet breadth model’s 
usability will be more pertinent than ever. As the reader will notice, at some points we 
followed a rather different approach compared to that of other studies, i.e. a strict 
adherence to the basic model, the use of a database as our primary data (vs. data derived 
from a limited number of archaeological layers), the use of different and multiple 
classifications of prey types, and another concept of site context. 
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6.2 Methodology 
6.2.1 Translating the Competition Hypothesis 
When considering the coexistence of Neanderthals and H.s. sapiens from an Optimal 
Foraging (OF), and more in particular a diet breadth point of view, one possible means of 
tackling the question is contained within a key prediction of the prey choice model: a 
low-ranked prey animal will only be taken upon encounter (i.e. added to the diet) when 
the encounter rate with higher-ranked prey types drops to such a level that refraining 
from taking the former would lower the long-term average rate of energy intake (R). In 
other words, to maintain a given caloric intake, hunters will have to turn to lower-
ranked animals when they find that higher-ranked animals are encountered less 
frequently. As the exploitation of lower-ranked prey is by definition more costly, this 
strategy is known as resource intensification, and should be detectable in 
archaeofaunas, all things being equal, by an increase of the relative numbers of low-
ranking animals. It must be stressed here that this is a line of reasoning that follows a 
particular prediction of the basic diet breadth model. Other models may have other 
predictions; Morrison (1994, cited by Bett and Friesen 2004) points out that 
intensification can take three forms, which are not in all cases mutually exclusive:  
 specialisation (an increasing focus on a small number of resources, see also 
Broughton 2002, who draws on the patch-choice model) 
 diversification (an increasing focus on a broad number of resources, as predicted 
by the diet model) 
 investment (the development of new technologies and procurement strategies, 
again predicted by the diet model) 
 
Before bringing the diversification logic into the coexistence debate, it is assumed 
that Neanderthal and H.s. sapiens exploitation strategies during the Pleistocene can be 
described by the prey choice model in the first place (e.g. they were energy 
maximisers), and secondly, that they more or less exploited the same taxa, or more 
accurately, the same prey types. The first assumption is as yet nothing more than a 
working hypothesis, necessary to facilitate this study. It may or may not turn out to be 
wrong. The second is corroborated by the literature as discussed before, and the data 
found in the database. Thirdly, we want to figure out if there is any faunal evidence for a 
competition scenario. As a basis for interpretation of the results, we will refer to the 
Coexistence Hypothesis in what we believe to be its most recurrent form. As the reader 
will notice (see Chapter 4), this hypothesis contains more assumptions than we are 
willing to accept, so in fact, we do not seek to validate an idea we entirely subscribe to, 
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as much as one that is prevalent in the literature (either actively defended or silently 
accepted). 
As such, and for the sake of the argument, we regard the Competition Hypothesis as 
entailing that Neanderthals produced the Mousterian in Western Europe2. Still 
according to the hypothesis, H.s. sapiens, carrying an Aurignacian toolkit, gradually 
invaded Neanderthal territory, creating contact zones between both populations, which 
resulted in an acculturation process that gave rise to several transition industries, 
including the Chatelperronian, the Neanderthal successor of the Mousterian. Finally, 
and most likely after a short rather than long period of co-existence the Neanderthals 
disappeared from the scene leaving the Aurignacians as the sole (cultural) hominin 
group. Note that no assumptions about the taxonomic relatedness of the hominin 
populations have been included, because we believe it does not make a difference for 
how we will test the hypothesis.  
What we do assume is an effective (but temporary) increase in hominin population 
densities in the contact zones, which is reasonable as Aurignacians are portrayed as 
invaders. As such a population increase is expected to cause an increased predation 
pressure, the prey choice model predicts that the availability of high-ranking prey types 
(which are the same types for both species) will drop, resulting in the progressive 
exploitation of prey types that either had previously been outside the optimal diet 
during pre-Aurignacian times, or consumed in much smaller quantities. Therefore, 
differences among archaeofaunas in the relative abundance of low-ranking prey types 
should provide a measure of the degree of resource intensification among the human 
groups that were responsible for the accumulation of these faunas. 
6.2.2 Database vs. single site analysis 
We can think of two general ways of testing the Coexistence Hypothesis in France: to 
use the existing literature to construct a database incorporating a large number of 
faunal assemblages covering the three archaeological traditions vs. analysing the 
archaeofaunas of a limited amount of sites first hand. Both have their merits: without 
question, the latter is ideally suited to a diachronic study of foraging patterns. When 
isolating a single site for study, a number of parameters remain more or less constant 
(e.g. topography, site context), while those that do change (climate, fauna and flora) can 
be targeted using a battery of auxiliary disciplines tailored to the site in particular to 
extract the maximum of information. Obviously, a nuanced picture of the taphonomic 
 
                                                     
2 and in France (the area we will focus on here) in particular 
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processes that led to the accumulation of the assemblage(s), and good quality 
palaeontological data derived from the actual fauna must be available3. In short, when 
applied by excavators and co-workers, i.e. the people generating the primary data, the 
model (and evolutionary approaches in general) would have great potential (see e.g. the 
studies by Grayson and Delpech). 
However, due to a lack of proper training as an zooarchaeologist, and due to the way 
this study came about4, we had to opt for a database analysis imbedded into a literature 
study. Obviously, as became clear during the analysis, the nature and amount of detail 
that could be taken into account was dictated largely by the "lesser" assemblages, which 
means that the grain was necessarily much coarser than that of a single site analysis. 
This is not necessarily a bad thing, however. Others have focussed on a multi-layered 
single site in the past to solve similar research questions within a similar theoretical 
context (Grayson et al. 2001, Grayson and Delpech 2003), or on a limited amount of sites, 
using the same theoretical background but tackling different research questions 
(Dusseldorp 2009). For this reason alone, one may argue that it is sound scientific 
practice to check the theoretical utility and empirical validity of the diet breadth model 
in the context of a database study. Additionally, as the archaeological record can never 
provide the same quantity, and more importantly, quality of data as an anthropological 
or ethological study can, it would be ideally suited to a database approach because the 
latter necessarily foregoes an in-depth take on every individual site. In fact, and 
ironically, this approach may do for applications of this model (and behavioural ecology 
in general) in a MUP context, what the modernity concept did for our understanding of 
human (i.e. Neanderthal and H.s. sapiens’) behavioural and cultural variability, i.e. 
providing a general and provisional perspective, the details of which needing to be 
worked out, and accepted or rejected later on.  
We have argued before that behavioural studies should focus on the role of the 
environment (sensu lato) in phenotypic strategies at the site level. A point of critique 
may be that our own database approach is at odds with this plea, and thus susceptible to 
difficulties similar to those that came to implicate the modernity frame of reference. 
However, this is not quite the case for as it intends to seek patterns by considering the 
different archaeological traditions (and by implication, hominins) as just one potential 
variable that characterises a given archaeological layer, without holding one tradition 
as superior to another. In fact, as will be explained below, the database has been set up 
 
                                                     
3 For example, this approach would allow to take skeletal measurements in order to construct mass estimates 
for animals actually occurring on the site(s) in question, rather than having to use estimates based on other 
archaeofaunas, palaeofaunas, or even extant populations (see below). 
4 See the Preface. 
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specifically to acknowledge the impact of the environment, through variables such as 
temperature and humidity, but also the presence of another hominin phenotype5. 
6.2.3 Constructing the database 
6.2.3.1 Delineating bounderies 
Judging from the topic of the case study, the temporal boundaries of the database were 
apparently straightforward from the start: MIS3. The spatial demarcation turned out to 
be a lot less obvious, and would depend on the number of sites that were found. In 
essence, we needed sites with Late Middle Palaeolithic, and with (Early) Upper 
Palaeolithic lithic traditions; whenever possible, with both on same site. The most 
interesting regions were therefore those that featured the transitional and Early/Initial 
UP industries.  
If not for its lack of faunal material, it would have been interesting to study the 
northern European leafpoint phenomenon from this angle. For several reasons 
however, our attention shifted to France: (1) language considerations, (2) the fact that 
the Chatelperronian (but see Higham et al. 2010, Bar-Yosef and Bordes 2010), of all 
transitional industries, is the most likely of having been made by Neanderthals, (3) the 
absence of other transitional industries, which could have interfered with the 
Chatelperronian exploitation signal, and (4) the availability of a high enough number of 
excavated sites. Unfortunately, there were downsides to this choice as well. As we 
discussed before, prey rank is assumed to be correlated with prey mass in archaeological 
implementations of the prey choice model. Lower mass prey may indeed have been 
more abundant and more varied in warmer (and coastal) regions around the 
Mediterranian, such as Iberia or Italy than it was in France during MIS3, e.g. in the form 
of tortoises (Stiner et al. 1999, 2000), or even in the form of plant material such as seeds 
and nuts, for which evidence of consumption has indeed been found (e.g. Albert et al. 
2000, Lev et al. 2005). With the procedure we had in mind, the possibility of finding prey 
that were very low-ranked, could have allowed for attesting a more intense resource 
intensification, and thus patterns that would have been more clear-cut from the 
beginning. In more northern regions, it can be imagined that during general (i.e. not 
patch-bounded) times of nutritional stress, people left the area rather than focusing on 
small prey animals because the latter may not have ensured a high enough rate of 
 
                                                     
5 By taking the Competition Hypothesis as our background, the three technocomplexes we take into account 
can be considered proxies for the absence or presence of coexistence. 
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return because of their low numbers (but see evidence for plant consumption in Spy 
reported by Henry et al. 2010). 
6.2.3.2 Finding sites 
A systematic literature study involving extended visits to multiple French libraries was 
deemed necessary to set up the database, as numerous sites were suspected of being 
published in either regional journals or serials unavailable in Belgium. In order to do so 
however, a stay in France would have been inevitable. Due to our daytime work 
obligations6, we began to turn to existing databases.  
The Stage 3 databases 
Highly visible at the time was the Stage Three Project co-ordinated by T. van Andel 
(Department of Earth Sciences and Godwin Institute of Quaternary Research, University 
of Cambridge, UK). Drawing from palaeoclimatology and archaeology, its ambitious aims 
were (1) to reconstruct the climate during MIS3 in Europe and find out how the 
fluctuations in the Greenland ice cores affected the landscape and its fauna and flora, 
and (2) to find out if, how, and to what extent human events of the Middle and early 
Upper Palaeolithic reflected the climatic and environmental history of Stage 3 (van 
Andel and Davies 2003). Besides the construction of climate and vegetation models for 
the period of 60-20 ka 14C BP, two databases (Excel files downloadable from the project’s 
website) were set up. The first is a chrono-archaeological database of all dated 
Neanderthal and H.s. sapiens that had been published up to the end of the year 2000. The 
second, a faunal database, was meant to provide insight into the availability of (large 
and small mammal) prey animals as a function of climate and landscape during the late 
Pleistocene, and thus contained archaeological (not necessarily the same ones as the 
archaeological database) and palaeontological (fauna only) sites. Central to the project, 
and the setup of the databases, were (sites with) absolute dates (including calibrated 14C 
dates) as only these could be linked to the Greenland ice cores. Relatively dated sites 
were ignored.  
This is very different from the current study that focuses, first and foremost on well-
described faunas associated with lithic remains. Nevertheless, as no alternatives were 
available to us at the time, and to compensate for the absence of detail we needed, we 
began to extract information from both, with the intention of broadening our view by 
incorporating sites from the full geographic range of the Stage 3 databases (i.e. Europe). 
From the archaeological database we were able to gather a number of variables such as 
 
                                                     
6 6 See the Preface. 
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longitude, latitude, context (cave, rock shelter, open air), layer, lithic tradition, absolute 
dates, the presence of hominins, notes, and a very brief bibliography. Sites were cross-
checked with the fauna database, and to the information already extracted were added a 
coded list of small and large mammal taxa, and references on the latter. 
At best, this procedure would have allowed to determine the number of taxa present 
at the sites (NTAXA), which can be taken to represent the maximum diet breadth 
throughout the deposition of the layer in question (see before). As there was no 
information on the extent to which the small mammals (or the large for that matter) 
were exploited (if at all), these data, although covering a much larger area than initially 
planned, clearly lacked the precision we were looking for.  
The Radiocarbon Palaeolithic Europe Database 
In search of an alternative, we came across the Radiocarbon Palaeolithic Europe 
Database (then v.9), which contains, amongst others the Stage 3 sites. In contrast to the 
latter, the basic entry is a layer or a horizon from a specific site, not an absolute date. 
The database contained no faunal information however, so at best, it allowed us to get 
some further references. 
The Grayson & Delpech database 
During the first half of 2009 we came across a suitable database at last, published in a 
book with the eye-catching title When Neanderthals and Modern Humans Met (Conard 
2006). The chapter in question (i.e. Grayson and Delpech 2006) aimed to test the 
hypothesis that Neanderthal hunting was significantly more generalised than that of 
modern humans. In order to do so, the authors updated a paper published in 2002 with 
the same research question but covering a smaller geographic area (Grayson and 
Delpech 2002). The authors' criteria for inclusion were as follows (Grayson and Delpech 
2006):  
 The study area is France 
 The timeframe is MIS3-5e 
 Number of Identified Specimens (NISP) counts are available for the site 
 NISP was larger than or equalled 20  
 Faunal assemblages with a clearly mixed carnivore and human origin were 
excluded (no other taphonomic considerations were taken into account) 
This led to 219 assemblages: 41 Aurignacian, 9 Chatelperronian, and 169 Mousterian. 
Fortunately, the authors included their raw data (layers accompanied by NISPs for all 
herbivore mammals) at the end of the chapter, together with a list of bibliographic 
references specifically pointing to the source(s) of the NISP data. 
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6.2.3.3 The recorded variables 
Armed with the Grayson and Delpech Database as a basis for our case study, the raw 
data were assembled in an Excel spreadsheet. Whenever possible, we used the 
archaeology database of the Stage 3 Project to add (preliminary) dates and geographical 
coordinates, and both the archaeology and fauna databases to complement the 
bibliographical references cited by Grayson and Delpech. Version 9 of the Radiocarbon 
Palaeolithic Europe Database contained more recent data than the Stage 3 databases, 
and was used to supplement the data recovered from the previous sources: dates, 
geographical locations, bibliographic references, climatological data. All information 
was saved into a Word-file, which eventually became the Site Catalogue associated with 
this case study (see CDROM).  
Our next step consisted of searching for the references supplied by the three 
databases in order to gather more information, as Grayson and Delpech (2006) only 
supplied site (and most of the times, also layer) names and NISP data for each taxon. A 
limited amount of references could not be found (e.g. theses), but a wider search 
enabled us to find the data we needed to update and complement the Grayson and 
Delpech database. In some cases, this also involved looking up to actual archaeological 
layer the authors referred to (the entries in the other databases were not always very 
clear on that point either).  
The variables we registered in our spreadsheet were the following: 
 
 Site data:  
o ID: an integer identification number for the assemblage; this was used 
later on to refer to the site in SPSS 
o Name: the name of the site 
 Archaeological layer: the number or letter indicating the stratum7 in which the 
archaeological assemblage was found 
 Location: 
o Longitude: in decimal degrees 
o Latitude: in decimal degrees 
o Country: in this case, always France 
 Archaeological tradition:  
o Technocomplex: Mousterian, Chatelperronian, or Aurignacian  
o Facies:  
 
                                                     
7 The more recent excavations distinguished between archaeological and geological strata, but older ones did 
not. 
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 Mousterian: Typical, Denticulate, Charentian-Quina, Charentian-
Ferrassie, Charentian-atypical, MTA-A, MTA-B, MTA-
indeterminate, Asinipodian, Indeterminate 
 Chatelperronian: Regressive, Evolved, Indeterminate 
 Aurignacian: 0/Proto/Basal, I/Early/Classic, II/Evolved/Late/ 
Intermediate, III, IV 
o Predominant method of debitage: Discoïdal, Levallois, Indeterminate 
 Palaeotopography: 
o Site context: open air, open air at cliff foot, open air at cliff foot/collapsed 
shelter, open air/rock shelter, rock shelter, rock shelter/cave, cave, cave 
with (open air) terrace 
o Implantation: the location of the site in the landscape, i.e. the access of 
the inhabitants to different biotopes (river valley, plateau, rocky 
outcrops) 
 Chronology: 
o Marine Isotope Stage: 3, 4, 5a-e 
o Alpine terrestrial system: Riss/Wurm interstadial, subsections of the 
Wurm glacial 
o Absolute: 
 Carbon dates: only accepted dates were retained (with σs); the 
nature of the sample (bone, charcoal), the dating method 
(conventional, AMS), and the date range (calculated from the 
acceptated date +/-σ, or, in case multiple dates were considered 
acceptable, from their values and σs. 
 Calendrical dates: same as with carbon dates, but featuring dating 
methods (TL, ESR, U/Th) that do not need calibration. 
 Palaeoclimate 
o Temperature: very cold, cold, relatively cold, relatively temperate, 
temperate (i.e. interglacial), indeterminate (for missing or uncertain 
estimates)  
o Humidity: very dry, dry, relatively dry, relatively humid, humid, very 
humid, indeterminate (for missing or uncertain estimates) 
 Palaeovegetation: steppe, tundra, forest, and transitions 
 Fauna: 
o Human taxa: Neanderthals, H.s. sapiens, indeterminate 
o Ungulate taxa: the NISPs of individual taxa, and NISPs attributed to 
weight class only, totals (NISP only, NISP + numbers attributed to weight 
class) 
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o Carnivore taxa: the NISPs of individual taxa, indeterminate carnivores, 
total carnivore NISP (with indeterminate specimens, but without small 
animals such as mustelids) 
o Ungulates and Carnivores: grand total, percentage of carnivores (without 
small animals such as mustelids) 
o Other (possible prey taxa): avifauna, lagomorphs, Castor fiber. 
6.2.4 The Site Catalogue 
6.2.4.1 Purpose 
In addition to the database, a Word document titled Site Catalogue was set up to provide a 
more nuanced take on the data contained within the database, facilitating the 
interpretation of the latter. This inventory reflects the dual goal of the case study: in 
contrast to Grayson and Delpech (2006), whose only qualitative concern was to use sites 
with a NISP > 20, barring those of which the faunal assemblage showed clear evidence of 
a mixed – carnivore and human – origin, we wanted to find out whether the results of 
the subsequent statistical analysis would be influenced by our selection of sites (i.e. the 
full database vs. a more restricted sample of sites that were deemed more reliable for 
example).  
In any case, both database and catalogue have been set up so that in the future, 
expanding them (to encompass other regions) would be fairly easy to do. Information in 
the catalogue is fully referenced and complements the database as the latter contains no 
references. 
6.2.4.2 The recorded data 
As just mentioned, the data recorded in the catalogue complement those in the 
database, and are more detailed. They were the following: 
 Location: the nearest city, the region/department, the country (France) 
 Excavation: situation in time, name of excavator(s) 
 Stratigraphy: the strata relevant for the study have been marked, comments, etc. 
 Chronology: methods, sample names, ranges, MIS, the terrestrial climate system 
etc.  
 Palaeoenvironment 
 Archaeological tradition 
 Fauna: 
o Method of collection (mesh size in case of sieving) 
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o Conservation, fragmentation 
o Prey taxa and carnivore taxa (MNIs and age classes where available, 
discussion of uncharacteristic prey taxa) 
o Marks (anthropogenic as well as of carnivore origin) 
o Seasonality 
o Extent of carcass exploitation 
o Remarks 
6.2.5 Choosing data and variables 
The data in the catalogue and the variables in the database have obviously been chosen 
to fulfil the input requirements of the prey choice model as much as possible. On the 
one hand, this meant all the data necessary for an application (rather than a test), on 
the other we tried to gather information on factors that have been shown to impact the 
predictions of the model, such as fragmentation, differential transport, differential 
recovery, carnivore contribution, etc. We expected that the extent to which the latter 
could be considered in the actual analysis would depend on the availability of the 
information. As it turned out at the end of our data collection phase, this was far from 
the case, meaning that we could only incorporate the more general data into our 
analysis (which is not that surprising in a database context) leaving the more detailed 
information as pointers towards a potentially lesser validity of the patterns that would 
result from the statistical analysis. Finally, we needed to collect the information 
required to check for climatic influence on the diet patterning we would come across, as 
well as that of site context. In the rest of this section, we will elaborate on the choices 
we have made regarding the gathering of our primary data. 
Region  
As far as the region (France) is concerned, we were bounded both by the practical 
possibilities (as explained before) as well as the area studied by Grayson and Delpech 
(2006), which happened to coincide.  
Excavation 
The date of the excavation campaign, complemented by the name of the excavator(s), 
was supposed to be one of the proxies used to make a quick assessment of the quality of 
the excavation. The criterion was dropped however, as the majority of sites were 
excavated before current standards were in place. 
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Palaeotopography 
We assumed that the implantation of the site in the landscape may have been a factor in 
the occurrence and prevalence of certain prey taxa in the environment. As such, it may 
have influenced the prey fauna, as well as the site’s function in the mobility system. As 
we noted in the cases the information was provided that most sites were situated at a 
crossroads of habitats, we dropped the criterion. 
Chronology 
MIS 
The timeframe was expanded from MIS3 to MIS3-5e, for two reasons: sample size was 
expanded significantly, while offering the possibility to study exploitation strategies 
during MIS3 alone, as well as during a larger period. We expected that MIS3 might have 
been something special, climate-wise: due to the strong but short-lived climatic 
fluctuations characteristic for this period, it could have been a distinctive climatic phase 
evoking a strong intensification signal, or to the contrary, it may have compressed (and 
thus erased) potential signals because of the effects of time-averaging.  
Terrestrial records 
For reasons of completeness, we included terrestrial designations of climate periods as 
well. In most cases, they could be translated into their marine equivalent, helping to 
distinguish between MIS3 sites and others. 
Absolute chronology 
We had high hopes that this would be a relatively fine-grained tool to track diet change, 
with the added advantage that it can function as a link with other datasets (e.g. the 
marine climate records, see the Stage 3 Project). However, absolute dates turned out to 
be very scarce, so they were not taken along in the analysis. 
Palaeoclimate 
Humidity and temperature have been recorded in order to capture climatic differences 
within the broad climatic phases we distinguished. While our region of study is limited, 
such local differences may occur as a function of altitude above sea level, latitude, or 
distance from the sea (Atlantic or Mediterranean). Potentially, both humidity and 
temperature are therefore less coarse-grained (i.e. more local) variables than the 
marine or terrestrial records, and thus can tell more about reactions to climate than the 
isotope stages can. However, the final estimates of temperature and humidity often 
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turned out to be “averages” of estimates based on different approaches (sedimentology, 
faunal study, palynology, ...), and therefore, may not always be very accurate. To 
partically counter this problem, we only made the distinction between temperate and 
cold, and humid and dry in our statistical analysis. 
Palaeoecology 
The actual vegetation may have had quite on impact on the occurrence of (certain) prey 
animals, but it was seldom described and not easily catalogued. Therefore, it was 
dropped in the statistical analysis. 
Archaeological tradition 
One of the key variables, for obvious reasons. Faunal assemblages without association 
with a clearly defined lithic tradition have been removed from the sample. Recorded as 
well were facies and predominant method of debitage, in case the opportunity arose to 
go into more detail than Grayson and Delpech did. Only the three technocomplexes 
(Mousterian, Chatelperronian and Aurignacian) were ultimately used however. 
Fauna 
Method of collecting 
Bias has been introduced to old excavations because bone fragments recognisable on 
sight only (i.e. easily attributable to taxon) were collected during fieldwork, ignoring 
e.g. long bone diaphyse fragments and ribs (see chapter 4). As such, when provided, we 
recorded the method of collecting, as well as mesh size in the case of sieving (see 
Chapter 4). 
Conservation, fragmentation 
In badly preserved, or highly fragmented assemblages the NISP and the NTAXA is 
skewed compared to material in a better state (Chapter 4). Comparisons between faunal 
assemblages thus require us to know their state. In theory, this can be done in several 
ways (Brugal 1993): 
 The number of determined bones/the total number of bones ratio, providing a 
general idea of the degree of fragmentation 
 For each species: the MNI/NRD ratio, suggesting the lack of bones (differential 
transport, destruction) 
 For each species: the complete bones/fragmented bones ratio (intensity of 
fragmentation 
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 For each species: the cranial/subcranial ratio, which is a general indication of 
skeletal preservation 
 
It must be noted that the reasons for differential preservation may well have had an 
anthropogenic origin, and thus on itself, provide additional information on 
intensification (see also “Extent of carcass exploitation” below). 
Prey taxa 
Prey NISPs for each taxon are a key variable. For a number of reasons, NISPs have been 
preferred over MNIs as an estimate of the total number of prey on the site: NISPs were 
used in the Grayson and Delpech database, and it was our impression that they were 
more common. Moreover, MNIs can be (and are) calculated in different ways, which 
does not facilitate their comparisons. In contrast to Grayson and Delpech (2006), we 
have also included specimens that have been identified to weight class only. As we 
planned to work with weight classes (rather than individual taxa) in order to come as 
close to true prey types (prey types with non-overlapping profitabilities) as possible, 
this method would, in theory, make it possible to increase sample size per layer. Like 
prey sex (and thus often size), it did not turn out to be feasible to use these counts 
however. 
Carnivore taxa 
These have been included to get a rough estimate of the carnivore influence on the 
assemblage. Mustelids and the like have not been recorded, as these do not bring down 
human prey animals (in contrast to e.g. wolves) or impact the fragmentation of bones as 
heavily as the bigger carnivores do (e.g. trampling bears, gnawing hyenas).  
Marks 
Anthropogenic marks, as well as marks of a carnivore origin were recorded in order to 
help assess carnivore influence on the assemblage. As it turned out, there were 
indications that some carnivores had been exploited by humans (in search of meat 
and/or fur).  
Seasonality 
When provided in the primary literature, seasonality was recorded because, like sex, the 
season of exploitation can be a determinant of prey size within taxa. As it turned out, 
the data was not available for the majority of assemblages. 
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Extent of carcass exploitation 
When mentioned (which was again too rarely the case), it could theoretically, and in 
some cases provide an explanation for a high bone fragmentation (e.g. extraction of 
marrow and fat). However, by itself, it also gives a clue about a kind of intensification at 
another level than studied here: i.e. intensification of carcass exploitation (see also 
Morin 2004) 
Remarks 
Supplementary data to be recorded when deemed useful. 
Human remains 
We recorded the presence of human remains to see how many associations we would 
find between human phenotype and technocomplex. We fully expected hominin fossils 
to be rare (in our sample of sites), and indeed that rareness reminded us of the potential 
danger of using technocomplexes as a proxy for hominin phenotype.  
Type of site 
We recognised from the start that the function a site performs in the mobility system of 
the hunter-gatherer can influence the composition of the faunal assemblage. We 
assumed that, if Neanderthals had indeed a mobility system were there was some form 
of home base, hunting camps may only show a subsection of the faunal taxa consumed 
by the social group, which warrants the inclusion of this variable. However, the place of 
the site in the mobility system was very rarely commented upon, because most sites are 
either excavated over a very small area, or are palimpsests on which any distinction 
between home bases and logistical sites had been scrambled. As such, the data were not 
used in the analysis. 
Figures 
Originally, and in order to clarify the data we recorded, we intended to include 
stratigraphic sections, plans, and relevant tables for each site in the catalogue. However, 
due to time constraints, we had to drop this subsection, and referred to the sources 
where they could be found. 
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All in all, we recorded a lot more data than was eventually used in the statistical 
analysis. This was so because most sites had been excavated a long time ago, following 
standards that are today deemed unsatisfactory; hence, data on all aspects we wanted to 
record was very inconsistently present, and therefore not suitable for analysis8. 
6.2.6 Establishing resource intensification 
As indicated above, our aim was to discover whether differences in resource 
intensification existed between lithic traditions (as proxies for Neanderthals and H.s. 
sapiens), and if so, whether these were the direct result of an exploitation strategy 
deployed by (one or both of) the hominin producers of the faunal assemblages to 
counter hunting stress or rather indirectly caused by environmental conditions such as 
climate. In effect, this intensification would have to be greater for the Chatelperronian 
than the Mousterian; as only during the first part of the Aurignacian competition could 
have occurred, we are somewhat in the dark about the level of intensification during 
that technocomplex. Presumably, it would at least fit between that of the Mousterian 
and the Chatelperronian, and perhaps even be comparable to that of the 
Chatelperronian (if an increase of Aurignacian population densities occurred 
subsequent to the disappearance of the Chatelperronians, and if the densities rose to the 
same level as during the assumed co-occurrence of both technocomplexes). 
6.2.6.1 Measuring diet breadth 
In previous publications involving the prey choice model in the Palaeolithic (maximum) 
diet breadth has been defined as NTAXA (the number of taxa), whereby the NISP (the 
number of identified specimens) was used as a control, offering more detailed 
information (as discussed before). As we will explain below, taxa may not the best proxy 
for prey types, so we defined the latter in a different way in this study. As a result, the 
maximum diet breadth changed as well. 
 
                                                     
8 It must be said however that it would have been impossible to include all data even if they would have been 
available, because averaging is an essential aspect of a database study. Our recording of as much relevant 
information as possible was meant to find out what data were available and what were not. As such, it clearly 
illustrated to what extent Pleistocene sites differ in terms of grain when compared to Holocene or 
ethnographic contexts. 
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6.2.6.2 Defining prey types 
A central issue when defining prey types is the fact that their profitabilities should not 
overlap. When equalling taxa with prey types however, such discontinuity is not 
automatically guaranteed, to put it mildly. Therefore, we attempted to define prey types 
based on non-overlapping profitabilities. Following other studies (e.g. Broughton 
1994a,b, Nagaoka 2002), we will use prey body mass as a proxy for profitability. While 
being an oversimplification (see Chapter 4) however, other relevant data necessary to 
gauge profitability of (mobile) prey types, such as the difference between total and 
edible mass/calories, or prey elusiveness/escape capabilities/aggression/… (Sih and 
Christensen 2001) are notoriously difficult to quantify in our case. Although one could 
make an educated guess at the energy expenditure of Neanderthals and H.s. sapiens 
while handling prey, too many variables remain uncertain, such as the total costs of 
butchery (which depends on the tools and the way they are used), or the extent of prey 
transport (which depends on the mobility system). Moreover, if predators in general, 
within the framework of the prey model, apply some kind of rule of thumb to establish a 
base estimate of their prey’s profitability, body mass may be a prime candidate, as 
discussed before.  
In contrast to Nagaoka (2002), and going against the strict requirements of the prey 
choice model, the prey types will not be defined on an ecological niche to niche basis (as 
a substitute for patch). In her case, clear hunting patches or niches could to be distilled 
from the faunal assemblage, as the latter contained marine, riverine, and inland species. 
The assemblages we study here contain land mammals only, so patches are already less 
clear-cut. Moreover, MIS3 (and to an extent, this will pertain to all climate phases other 
than the Holocene) has been described as having no modern analogues (see Chapter 4), 
which means that constellations of plants and animals, e.g. the rather cold mammoth 
steppe with its enormous productivity, were quite different from anything known 
today. While, as we will see below, animal associations are used by archaeologists to get 
a better grip on the immediate ecological environment of the site, we felt that their 
implementation here would be counterproductive. Following Broughton (1994a,b) we 
will envision the group occupying a site composed not of individuals each foraging in a 
single patch at a given moment in time, but rather as a collective hunter foraging in a 
collective patch (i.e. a larger area that contains multiple patches) during an extended 
time-frame. This reasoning is probably quite valid, because as we mentioned before, the 
occupants of most sites had direct access to multiple habitats. 
6.2.6.3 Animal associations, weight classes, and animal body mass. 
As our prey type classification is to be based on non-overlapping weight ranges, we first 
turned to existing information. As such, we found that palaeoenvironmental 
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reconstruction based on mammal remains can be attempted by using three methods 
(Patou-Mathis et al. 2008), i.e. animal associations, ecological diagrams, and cenograms. 
While information from all methods has been used for the reconstruction of the 
palaeoenvironment as found in the Site Catalogue9, some of these methods’ primary data 
may be used for defining prey types as well. 
Animal associations  
Animals are grouped based on their ecology (habitat), assuming that the relative 
contribution of each taxon to the hunting fauna is a reflection of its relative 
contribution to the environment. In essence, human foraging strategies, the type of site, 
and the phenotypic and adaptive flexibility of animals in terms of habitat 
choice/tolerance are neglected, which basically ignores the predictions of the prey 
model. As explained before, we chose not to assign taxa or prey types to patches such as 
Smiths (1991) hunting types or Nagaokas (2002) rather general niches. Nevertheless, we 
also mentioned that sites are often situated at locations that provide easy and quick 
access to different biotopes (rocky outcrops in the valley slope, wetter and somewhat 
warmer conditions on the valley floor, or windy and cold conditions on the adjacent 
plateau), not all of them are situated at the crossroads of different ecological niches as 
defined here, especially the ones provided by Delpech (which cover general climatic 
conditions more so than those of Patou-Mathis and co-workers)10.  
However, as animal associations have been used in excavation reports to determine 
palaeoclimate and -environment, we mention two different ones here for illustration: 
 Delpech (1988), Costamagno (1999), Bourdillat (2004): the first author notes an 
increasing humidity and average temperature when moving down the list: 
o Milieu ouvert arctic: Rangifer tarandus, Capra ibex, Rupicapra rupicapra 
o Milieu ouvert non arctic: Saiga tatarica, horses, bovids 
o Milieu boisé: Cervus elaphus/simplicidens, Sus scrofa, Capreolus capreolus  
 Patou-Mathis and co-workers (2008): 
o Forestier: Paleoloxodon antiquus, Stephanorhinus kirchbergensis, Bos primigenius, 
Megaloceros sp., Cervus elaphus/simplicidens, Sus scrofa, Capreolus capreolus, 
 
                                                     
9 Note that, whenever this is the case, the reconstructed palaeoenvironment and the animal taxa in the 
assemblage are not independent data, and thus correlations between both can be expected to turn up in a 
statistical analysis. There are, however, other means of reconstruction (e.g. based on chiroptera, coleoptera, 
pollen, phytolytes, charcoal, sediment, etc.), so as long as (large) mammal remains are not the only source, 
this need not be a problem. 
10 Moreover, both systems are in use by excavators and zooarchaeologists, palynologists, etc., which would in 
practise complicate distinguishing the same niches throughout the entire database. 
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Dama dama, Ursus spelaeus, Ursus arctos, Panthera pardus, Lynx sp., Felis 
silvestris, Cuon sp., Martes martes, Meles meles, Castor fiber 
o Ouvert: Stephanorhinus hemitoechus, Equus (caballus), Bison priscus, Oryctolagus 
cuniculus, Lepus sp. 
o Rupicole: Capra ibex, Rupicapra sp., Hemitragus sp. 
o Ubiquiste: Panthera (Leo) spelaea, Crocuta crocuta, Canis lupus, Vulpes vulpes, 
Homo cf. neanderthalensis 
Ecological diagrams  
This second means of palaeoenvironmental reconstruction is a composite method, 
based on the analysis of four kinds of histograms, i.e. animal taxonomy, body mass, 
nutritional adaptations, and mode of locomotion. As Patou-Mathis and co-workers 
(2008) explain, the method was build around pioneering studies by C. Guérin and M. 
Faure (1987), P. Andrews and co-workers (1979), and T.H. Fleming (1973). Patou-Mathis 
and co-workers (2008:48) list a number of animals with codes describing the four 
required characteristics. Following their mass categories, this brings us to a first 
classification of animals according to weight: 
 Class C (1- 10 kg): Felis silvestris, Vulpes vulpes11, Martes martes, Oryctolagus cuniculus, 
Lepus sp., cf. Ericaneus sp. 
 Class D (11-45 kg): Capra ibex12, Rupicapra rupicapra, Capreolus capreolus, Lynx sp., 
Canis lupus13, Cuon sp., Meles meles, Castor fiber 
 Class E (46-100 kg): Hemitragus sp., Dama dama, Panthera pardus, Crocuta crocuta, 
Homo cf. neanderthalensis 
 Class F (101-200 kg): Sus scrofa, Ursus arctos14, Panthera (Leo) spelaea, Rangifer 
tarandus15 
 Class G (201-1000 kg): Equus caballus, Bos primigenius, Bison priscus, Cervus elaphus, 
Megaloceros sp., Ursus spelaeus, Alces alces16 
 
                                                     
11 Patou-Mathis (1994) lists Vulpes vulpes as belonging to D instead of C. 
12 Bouteaux (2003) lists Capra ibex as belonging to class E instead of D. On the contrary, Patou-Mathis, in an 
earlier publication, ascribed the females to class E, and the males to class F. 
13 Patou-Mathis (1994) lists Canis lupus as belonging to E instead of D. 
14 Bouteaux (2003) lists Ursus arctos as belonging to class G instead of F. 
15 This species did not occur in Payre D, and thus was not listed by Patou-Mathis and co-workers in 2008, but it 
was in 1994 by Patou-Mathis. 
16 This species did not occur in Payre D, and thus was not listed by Patou-Mathis and co-workers in 2008, but it 
was in 1994 by Patou-Mathis. 
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 Class H (> 1000 kg): Palaeoloxodon antiquus, Stephanorhinus kirchbergensis, 
Stephanorhinus hemitoechus, Dicerorhinus mercki, Coelodonta antiquitatis17 
Cenograms 
The cenogram-method uses the weight distribution of mammals (ranked according to 
decreasing size, irrespective of trophic group) to characterise the environment by 
comparing a graph (with the rank as the independent variable, and the logarithm of the 
weight as the dependent variable) with a schematic representation of cenograms typical 
of certain environments (forest/open, wet/dry). Based on work by Legendre (1988), 
Patou-Mathis and co-workers (2008) calculate the weight Y of the (extinct) animals in 
question by means of the allometric equation ln Y = ln b + k.ln X, whereby ln b is a 
constant, k the allometric coefficient, and X the surface of the first lower molar (see also 
further down). The results can again be found in Patou-Mathis and co-workers (2008:48). 
Weight classes 
Body mass diagrams (animal associations) provide us with draft weight class, while 
weight estimates for various taxa in our study can be extracted from work done to set 
up cenograms. However, in addition to their role in palaeoenvironmental 
reconstruction, size/weight classes are also used to identify and classify bone remains, 
when a more specific determination (i.e. at the taxon level) is not possible. As such 
several (closely related18) configurations are possible: 
 Fosse (1996) 
o Group I (0-100 kg): Capreolus 
o Group II (100-30019 kg): Cervus elaphus, Euctenoceros mediterraneus, Equus 
hydruntinus, Sus sp. 
o Group III (300-500 kg): Equus (other than hydruntinus) 
o Group IV (500-1000 kg): big bovids 
o Group V (> 1000 kg): rhinoceros 
 
                                                     
17 This species did not occur in Payre D, and thus was not listed by Patou-Mathis and co-workers in 2008, but it 
was in 1994 by Patou-Mathis. 
18 Factors specific to the faunal assemblage under study may influence the distribution of the weight classes, 
such as the degree to which taphonomic agents have altered or destroyed the bones, or the method of 
collecting by the excavator. 
19 In his text, Fosse describes group II as containing animals weighing between 100 and 200 kg (p. 48), while 
according to his figure 3 (p. 61), this should be 100-300 kg. 
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 Costamagno (1999), modification of Fosse (1994): 
o Class I (0-100 kg): Rupicapra rupicapra, Capreolus capreolus 
o Class II (100-300 kg): Capra ibex, Cervus elaphus, small equids (Equus 
hydruntinus), Rangifer tarandus, Sus scrofa 
o Class III (300-500 kg): big equids (Equus caballus, …) 
o Class IV (500-1000 kg): Bos primigenius, Bison (priscus) 
 Bourdillat (2004), a copy of the classes identified by Fosse (1994): 
o Class I (0-100 kg): Rupicapra rupicapra/pyrenaica, Capreolus capreolus, 
Capra ibex, Dama dama, Saiga tatarica, Hemitragus 
o Class II (100-300 kg): Cervus elaphus, small equids (Equus hydruntinus), Sus 
scrofa 
o Class III (300-500 kg): big equids (Equus caballus, …), Alces alces, Ovibos 
moschatus 
o Class IV (500-1000 kg): Bos primigenius, Bison (priscus), Megaceros 
(giganteus) 
o Class V (> 1000 kg): elephant, mammoth, rhinoceros 
 Morin (2004) (Morin 2004), following Costamagno (1999): 
o Class I: Capreolus capreolus, Canis lupus, Vulpes vulpes, Alopex lagopus 
o Class II: Rangifer tarandus, Equus hydruntinus, Crocuta crocuta, Sus scrofa 
o Class III: Equus caballus, Panthera (Leo) spelaea, Cervus elaphus, Ursus 
spelaeus  
o Class IV: Bos, Bison, Coelodonta antiquitatis, Megaceros 
o Class V: Mammuthus primigenius 
Estimating (extinct) prey body mass 
Ideally, rather than using weight classes defined for other purposes, actual animal 
weight ranges should be established from which prey types can then be deduced. 
However, in contrast to anthropological prey choice studies, in which actual kills can be 
weighed (before, as well as after, butchery), no such thing is possible when working 
with archaeofaunas. Such actual weighing could shed light on existing variation in adult 
prey size for a particular region and time frame, but could also register sub-adult prey 
masses in contrast to archaeofaunas where even the actual number of kills (let alone the 
number of sub-adult kills or their mass) remains unknown. In short, prey size 
estimation in archaeological contexts will average out sub-adult prey size, sexual 
dimorphism, climate-induced variation, and seasonal fluctuations in body size. While 
this sort of averaging may be a good thing (a necessity even) in a database study, the 
weight values on which the prey type classification and thus further analysis is based 
must be as accurate as possible. This means that we do not have to accept the weight 
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classes that have been proposed for palaeoclimatic reconstruction or for species 
identification (see above) at face value: the latter have been created with a different 
purpose in mind, they do not contain all species that are encountered in the database, 
and differ (slightly) among one another in terms of species attribution. So, while our 
aim is to construct weight classes as proxies for prey types, not animal weight estimates 
per se, the latter are a necessary step if a new prey type classification is to be attempted. 
Unfortunately, for various but obvious reasons, estimating (extinct) prey body size is 
a difficult enterprise. Weight estimates of Pleistocene species may be loosely based on 
extant specimens of the same species, or in the case of extinct taxa, on specimens of 
closely related and similarly build species. In the first case, there is no guarantee 
whatsoever (perhaps quite to the contrary) that average adult weight has remained the 
same in the Holocene; using closely related species only adds to the uncertainty. A 
second route consists of calculating total animal weight by feeding (one, or in some 
cases multiple but uncorrelated) skeletal or dental measurements (e.g. the area of the 
mandibular first molar, the volume of the femoral head, …) to one or more equations 
that reflect reliable allometric relations with body size in extant animals (see Smith 
2002 with references, see also Mendoza et al. 2006). In practice, skeletal elements that 
are well represented in fossil faunas are measured in extant relatives and regressed 
upon mass; in case of a high correlation coefficient, the regression equation is used as a 
mass predictor for the fossil species (Damuth and MacFadden 1990:3). The latter authors 
conclude the introduction to their edited book by presenting several caveats that are to 
be found scattered throughout the work, the following of which are relevant here 
(Damuth and MacFadden 1990:5-6): 
 Estimates based on proximal (non-length) limb measurements appear to be 
more reliable than those based on cranial or dental remains (see also Scott 
1990). As the latter are not weight bearing, and because teeth and skull bones, 
especially in animals processing larger quantities of food than most mammals, 
are highly adapted to mechanical processes that are not directly correlated to 
body size they may not be the best to use (Janis 1990:255-256). Unfortunately, 
for taphonomic reasons, and because they are more easily identified, dental 
remains will remain in use. As such, care must be spent on the choice of the 
wear stage of the teeth, if comparable results are to be obtained. 
 For ungulates, tooth length measurement, e.g. (first and second) molar length 
(Janis 1990), is more reliable than width or area (the latter varying more with 
diet). 
 Techniques, e.g. multiple regression, using more than one variable (e.g. one 
cranial, the other postcranial), can increase accuracy. 
Evolution, behaviour, and competition in MIS3 France 
292 
 Estimations should not expand beyond the range of available data for modern 
forms. This is especially relevant for body mass estimations of extinct 
megafauna, such as mammoths. 
 Statistical errors for regressions on living forms are underestimates of the 
inaccuracy. The more the fossil species deviates from the modern population, 
the higher the inaccuracy involved in the estimates of the former. 
With the limitations inherent to body mass estimates (however these are made) in 
mind, we collected body mass data from a number of sources. Some data refer to extant 
specimens of Pleistocene species, others to extinct species the weight of which was 
calculated by means of regression, and other still to contemporary specimens of species 
that are considered proxies (or perhaps, rather guidelines) for extinct species. The 
sources we used (with a brief description of their aims) were the following: 
 Brook and Bowman (2004), appendix S2: a dataset of body masses of 198 
extinct and 433 Late Quaternary mammal species, heavier than 5 kg, from 
Australia, Eurasia, North and South America and Madagascar. Extinct species 
are marked as "(Ex)", surviving species as "(S)". The set was compiled based on 
a literature study, which has not been done anew by us (Smith et al. 2003, 
which is discussed below, was not used however). As such, it is unknown 
whether the estimates are based on regression, rather than field observation 
of closely related or extant specimens). Weights were recorded as log10 values, 
which we transferred to mass in kg, retaining only one decimal. Continents 
have been recorded. 
 Pushkina and Raia (2008): in a paper on the human impact on the distribution 
of the Pleistocene Eurasian megafauna (here taken to be larger than 7 kg), the 
authors collected a dataset of 30 species with their commonness in archaeo- 
and palaeofaunas, and their mass (log10 values). Their status (extinct or, when 
the species is actually occurring in the wild in Eurasia, surviving) was 
indicated as well. Body size of extinct species was calculated by using 
regression equations found in Damuth and MacFadden (1990), while the 
weight of extant species was copied from Smith et al. (2003). As such, we only 
used the data for extinct species. 
 Smith and co-workers (2003): as the authors indicated, "The purpose of this 
data set was to compile body mass information for all mammals on Earth so 
that we could investigate the patterns of body mass seen across geographic 
and taxonomic space and evolutionary time." Body mass estimates of extant 
and extinct animals were compiled into a database (MOMv3.3) using primary 
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and secondary literature (161 sources), and consist of averages of male and 
female body mass, in turn averaged over multiple localities (but not over 
continents), called combined mass. We retained the data for both Eurasia and 
North America when possible; in other cases only one of the two continents 
was found. Again, the status of the species was recorded ("Ex" for extinct, "S" 
for surviving). The authors explicitly warned that the data are unsuitable for 
questions that are situated at the population level such that specific 
environmental conditions become important.  
 Mendoza and co-workers (2006): this paper aimed to investigate the merits of 
multiple regression functions (based on multiple measurements rather than a 
single one) as a way to predict the body mass of extinct species to a higher 
precision. To that end, data (measurements and average body mass) on 138 
ungulate species, representing all living ungulate genera were compiled. One 
of the sources that provided animal weight was Nowak (1999), discussed 
below. 
 Lambert and Holling (1998): using body mass distributions, the authors aim 
was to determine the nature of changes in body mass clump structures during 
the Pleistocene-Holocene transition in the region extending from Southern 
California to Northern Florida. To obtain body mass estimates, they used 
regression equations for both bison species, as well as the available literature 
(for the rest). 
 Nowak (1999): a classic compilation of information regarding all mammals, 
discussed largely at the genus level; as such, weight ranges are rather large. 
We suspect that body weights have been extracted largely from the wildlife 
literature, rather than regression equations. 
 Macdonald (2009): another compendium of extant mammals. Body weights 
sometimes pertain to genera not species, and are thus often too wide. 
 Kurtén (1968): another classic. Mostly, body sizes are given relative to extant 
specimens (of the same or a closely related) species. 
 Anderson (1984): a compendium with characterisations of extinct genera, 
extinct species of extant genera, and extant genera that were well-
represented in Pleistocene faunas. 
 Van Valkenburgh (1990): in an attempt to explore the accuracy of four 
anatomical measurements (cranial and subcranial) to predict carnivore body 
mass, the author collected a sample of 72 extant carnivore species. Average 
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body mass for males and females was estimated from the literature; in case 
values for each of the sexes separately were not available, the author listed 
the estimate for the species. In most cases, the estimates shown in the table 
represent the average of the midpoints of published ranges of mass and 
lengths; thus they are not sample means. When ranges were not available, the 
estimate is the average of the available data. 
 Janis (1990): the author compiled a list of 137 species of ungulates and 53 
species of cropodoids (kangaroos) in order to compare the correlation of 
cranial and dental measurements with body size in both mammal groups. 
Juvenile nor female (in the case of sexually dimorphic species) specimens were 
included. Presumably, prey body masses were obtained from wildlife studies, 
not regressions. 
 Louguet-Lefebvre (2005): the author has conducted a study on Neanderthal 
exploitation of megafauna (the term was restricted to rhinocerotidae and 
elephantids) in order to ascertain the exploitation strategy on these heavy-
weight prey. Part of the study is concerned with palaeoecology, and uses the 
cenogram method for palaeoenvironmental reconstruction. To that end, M1 
surface area data on multiple species have been borrowed from the literature 
(i.e. Legendre 1988, Auguste 1995, Desclaux 1992), from which body masses 
were calculated using the following equation:  
 
ln Y = ln b + k. ln X 
   Y being body mass 
   X the surface area of the first molar (M1) 
   ln b a constant 
   k the allometric constant, 
with ln b and k being: 
        k   ln b 
   Insectivores                1,8228           1,4461 
   Rodents           1,7548                     2,0875 
   Artiodactyls           1,5416                     3,5346 
   Perissodactyls          1,5594                     3,2818 
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 Guérin and Patou-Mathis (1996): a work meant to update Kurténs study, and 
make the information available in French. The intention of the authors was to 
provide an exhaustive, concise and accurate account of European Plio-
Pleistocene mammal megafauna (i.e. no rodents, lagomorphs, insectivores or 
Chiroptera have been included). Importantly, they included a list of ecological 
characteristics, which in some cases includes relative body mass estimates. 
 Patou-Mathis (1994): archaeozoological study of the Tournal fauna. For a 
selected number of species, the total weight and the total meat weight was 
given, to arrive at an alternative representation of animal representation at 
the site. According to the author, an average value was calculated based on 
data found in the literature (unfortunately, no references were provided). 
 Patou-Mathis and co-workers (2008): archaeozoological study of the Payre 
fauna. The weight estimates are part of a palaeoenvironmental reconstruction 
(using the cenogram method); some of them have been obtained by regression 
using the surface of the first molar (see above). A second group of weight data 
represent extant specimens of the same of a closely related species (marked as 
"S"). Of a third, numerically most important group of species, references as to 
the source of the body mass data are lacking. The weight of Capreolus capreolus 
was copied from Legendre (1988)20. 
 Deaujeard (2008): the author presented a summary table (on page 255) on the 
ecology and ethology of a number of species, in the framework of a 
zooarchaeological study on hunting strategies and carcass transport in 
southeast France. References for the data were presented in the body of the 
text (starting at page 175). At that point, the body mass was not always 
referenced, but use has been made of Guérin and Patou-Mathis (1996), 
amongst others. 
 Dusseldorp (2009): a comparative diet breadth study of two Neanderthal 
(Taubach, Biache-Saint-Vaast) and two hyena (Lunel-Viel, Camiac) sites. 
Tables with weight estimates can be found on pages 64 (Biache), 119 
(Taubach), and 135 (hyena sites). A number of values have been referenced; 
these go back to references mentioned above, and as such, have not been 
entered into our table. Non-referenced data, which presumably have been 
 
                                                     
20 Without actual access to this reference, we cannot be sure if the body mass in question has been obtained 
through regression or otherwise (the same goes for the third group of species). 
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borrowed from the literature as well, received the suffix as “NR” in our table, 
to indicate their uncertain status. 
 Rivals (2002), Kacimi (2003): two studies of small and large bovids respectively, 
from various Pleistocene sites using multiple approaches (palaeontology, 
biostratigraphy, archaeozoology and palaeoecology). 
When looking at the weight values, it becomes immediately clear that body mass 
estimates for the same animal can vary significantly, for reasons mentioned earlier 
(geographical variation, seasonal variation, sexual dimorphism, extant vs. Pleistocene 
specimens, estimates based on regression vs. related extant species, different regression 
equations, the way estimates have been averaged21, ...). So in essence we need a way of 
evaluating the estimates (with their differing samples and averaging methods) we have 
gathered. As regression deals with the remains of the actual Pleistocene bones, and as 
regression equations for ungulates turn out to provide quite reliable results, we could 
base our own estimates primarily on body weight obtained this way. However, the more 
readily available dental remains prove to be less reliable than postcranial, i.e. proximal 
limb, bones (Scott 1990, see also above). It thus remains difficult, a priori, to value 
estimates deriving from regression above those based on wildlife data on extant 
specimens (of related species). Recognising that the list of sources we used is not 
exhaustive, that the data found in each reference are not necessarily independent from 
those in the other sources, and that values for single species vary widely among authors, 
establishing a weight range for each species almost become impossible. As such, we 
have chosen to adopt the following procedure: as a first step, the maximum and 
minimum values were ignored, and a range was established based on the remaining 
values. Secondly, we compared, and where necessary corrected, the latter range with 
the values found in the sources that we believed to be most reliable, i.e. Nowak (1999) 
and Macdonald (2009) for data on extant species, recognising that weight ranges may 
account for genera rather than species, and that upper values may represent 
exceptional cases (see e.g. the weight range compared to the average weight for Rangifer 
tarandus in Nowak (1990). For extant carnivores, we turned to Van Valkenburgh (1990). 
The preliminary weight of extinct species was compared to and corrected based on 
regression studies, i.e. Pushkina and Raia (2008) and Louguet-Lefebvre (2005). In order 
to benefit from the results of other (small-scale) studies, we decided to use the database 
of Smith and co-workers (2003), which contains weight values on both extant and 
extinct species, too. We fully acknowledge that this will very likely result in a skewed 
representation of actual animal body masses, but in the worst case, merely by being 
 
                                                     
21 For example, do the values represent sample means, or the midpoint of weight ranges? 
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characterised by a different species distribution, our own weight classification system 
will show us the possible influence of the chosen weight groups. The weight ranges that 
we ended up using are to be found in the Excel file on the CDROM. 
Comparing classes 
Arranging animal taxa into non-overlapping weight classes or prey types is a first and 
crucial step in our analysis. As we would also like to get an idea of the effect our 
classification has on the diet patterning we are able to discern, we decided to arrange 
our raw data using not one but four different prey type classification systems. The first 
consists of the weight classes proposed by the ecological diagram method of 
palaeoenvironmental reconstruction mentioned above. After correction for taxa 
occurring in our catalogue but lacking in the studies on which the classification was 
based22, we arrived at a composite that looks like this23: 
 Class C (1- 10 kg) 
o Oryctolagus cuniculus, Lepus sp. 
o Felis silvestris, Vulpes vulpes, Alopex lagopus, indet. fox 
 Class D (11-45 kg) 
o Rupicapra (rupicapra), Capreolus (capreolus)  
o Lynx sp., Canis lupus24, Cuon sp., Castor fiber, Felis (Lynx) pardina 
 Class E (46-100 kg) 
o Capra ibex/pyrenaica/aff. caucasica/sp., Hemitragus sp./bonali?, Dama dama, 
Saiga tatarica 
o Panthera pardus, Crocuta crocuta, Homo cf. neanderthalensis 
 Class F (101-200 kg) 
o Sus (scrofa), Rangifer tarandus, Equus hydruntinus 
o Ursus arctos, Panthera (Leo) spelaea  
 Class G (201-1000 kg) 
o Equus caballus, Bos primigenius, Bos sp., Bison priscus, Bison sp., Bison or Bos, 
Cervus elaphus, Megaloceros sp., Alces alces 
o Ursus spelaeus 
 
                                                     
22 For that purpose, the body mass list by Brook and Bowman (2004) was used. The weigth ascribed by the 
latter to (extant) Rangifer tarandus (about 60 kg) diverges from the 100 + mentioned by the other studies, so it 
was left in class F; similarly, Sus scrofa remained in class F as well. Other differences (Ursus arctos and Panthera 
(Leo) spelaea, which should be in a higher class according to the Brook and Bowman list), have not been 
followed through either. 
23 Classes A and B refer to taxa with a body weight lower than 1 kg, and contain no species in our case. 
24 Patou-Mathis (1994) lists Canis lupus as belonging to E instead of D. 
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 Class H (> 1000 kg) 
o Palaeoloxodon antiquus, Stephanorhinus kirchbergensis, Stephanorhinus 
hemitoechus, Dicerorhinus mercki, Coelodonta antiquitatis, Mammuthus 
primigenius 
As previously indicated, some species have been put in different classes by different 
authors when using ecological diagrams. We have left Vulpes vulpes in class C, Canis lupus 
in D, and Ursus arctos in F, following Patou-Mathis and co-workers (2008). Class E seemed 
to be a better place for Capra ibex than class D, based on Bouteaux (2003), Patou-Mathis 
(1994), and e.g., Daujeard (2008).  
A second way of merging taxa, is by adhering to the classification system used when 
identifying bones: specimens not identified to species or relevant family level, are 
grouped in size classes. A composite of the different propositions could be as follows, 
again set up with reference to the database: 
 Class I (0-100 kg)  
o Oryctolagus cuniculus, Lepus sp., Rupicapra (rupicapra/pyrenaica), Capreolus 
(capreolus), Capra ibex/pyrenaica/aff. caucasica/sp., Dama dama, Saiga 
tatarica, Hemitragus sp./bonali? 
o Canis lupus, Vulpes vulpes, Felis silvestris, Alopex lagopus, indet. fox, 
Panthera pardus, Crocuta crocuta, Lynx sp., Cuon sp., Castor fiber, Felis (Lynx) 
pardina, Homo cf. neanderthalensis 
 Class II (101-300 kg) 
o Cervus elaphus, small equids (Equus hydruntinus), Sus (scrofa), Rangifer 
tarandus 
o Ursus arctos 
 Class III (301-500 kg) 
o big equids (Equus caballus, …), Alces alces,  
o Panthera (Leo) spelaea, Ursus spelaeus 
 Class IV (501-1000 kg)  
o Bos primigenius, Bos sp., Bison priscus, Bison sp., Bison or Bos, Megaceros 
(giganteus) 
 Class V (> 1000 kg)  
o Palaeoloxodon antiquus, Stephanorhinus kirchbergensis, Stephanorhinus 
hemitoechus, Dicerorhinus mercki, Coelodonta antiquitatis, Mammuthus 
primigenius 
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Note that, again, Capra ibex seems to be spread over two classes, i.e. I and II. Morin 
(2004) was the only one to place Cervus elaphus in class III, so it was kept in class II. He 
also considered Coelodonta antiquitatis as part of Class IV instead of V25. Again we used the 
weight list by Brook and Bowman (2004) to complete the classification.  
For the remaining two weight classification systems, we used the estimated body 
mass ranges found in the literature to construct our own weight classes (see the Excel 
file on the CDROM). As the reader will have noticed, some arguably minor 
"interpretations" of weight range boundaries were necessary, i.e. in the case of Capra or 
Cervus simplicidens. Cervus elaphus, on the other hand, may pose more of a problem: Steele 
(2002) commented that Cervus elaphus has a very variable body mass, either reflecting 
Bergmann’s rule, or depending on a number of environmental conditions such as 
climate related changes in available vegetation. The author even argued that, with 
further research, the species could potentially be used as a palaeoclimatic indicator. 
Largely because of this variability which could be taken full advantage of in single-site 
analyses only, we arrived at two weight class systems. The first accepts a wide range for 
Cervus elaphus (resulting in a decrease of resolution in the system), while the second 
takes the minimum weight of Cervus elaphus up to about 175 kg. At the same time, the 
maximum weight of both Rangifer and Sus is lowered to this limit, such that a new class 
containing Equus hydruntinus and Cervus elaphus is created. As carnivores are only rarely 
exploited, and in those cases, perhaps mostly or only for their skin (at least in the 
assemblages we compiled), the classes have primarily been tailored to the weight 
distribution of the herbivores. Hence, our third system is as follows: 
 Class 1 (0–3 kg): 
o Oryctolagus cuniculus 
 Class 2 (4–10 kg): 
o Vulpes vulpes, Alopex lagopus, indet. fox 
 Class 3 (11-25 kg): 
o Hystrix sp., Castor fiber 
 Class 4 (26-45 kg): 
o Rupicapra (rupicapra/pyrenaica), Saiga tatarica, Capreolus (capreolus) 
 Class 5 (46-350 kg): 
o Capra ibex/pyrenaica/aff. caucasica/sp., Hemitragus sp./bonali, Cervus 
(elaphus/simplicidens), Dama (dama, clactoniana), Equus hydruntinus, 
Rangifer tarandus, Sus (scrofa) 
o Canis lupus, Panthera cf. pardus, Crocuta spelaea 
 
                                                     
25 Note that Class V is identical to Class H (i.e., > 1000 kg) 
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 Class 6 (351-1050 kg): 
o Bos (primigenius), Bison (priscus), Bison or Bos, Equus (caballus), Megaceros 
(giganteus), Alces alces 
o Ursus spelaeus 
 Class 7 (1051-2800 kg): 
o Coelodonta antiquitatis, Dicerorhinus (mercki [=Stephanorhinus 
kirchbergensis]/hemitoechus)  
 Class 8 (2801-5500): 
o Palaeoloxodon antiquus, Elephantidae, Mammuthus (primigenius) 
and the fourth,  
 Class a_alt (0–3 kg): 
o Oryctolagus cuniculus 
 Class b_alt (4–10 kg): 
o Vulpes vulpes, Alopex lagopus, indet. fox 
 Class c_alt (11-25 kg): 
o Hystrix sp., Castor fiber, Gulo gulo 
 Class d_alt (26-45 kg): 
o Rupicapra (rupicapra/pyrenaica), Saiga tatarica, Capreolus (capreolus) 
 Class e_alt (46-175 kg): 
o Capra ibex/pyrenaica/aff. caucasica/sp., Hemitragus sp./bonali, Cervus 
simplicidens, Dama (dama, clactoniana) 
o Canis lupus, Panthera cf. pardus, Crocuta spelaea 
 Class f_alt (176-350 kg): 
o Cervus sp./elaphus, ), Equus hydruntinus, Rangifer tarandus, Sus (scrofa) 
 Class g_alt (351-1050 kg): 
o Bos (primigenius), Bison (priscus), Bison or Bos, Equus (caballus), Megaceros 
(giganteus), Alces alces 
o Ursus spelaeus 
 Class h_alt (1051-2800 kg): 
o Coelodonta antiquitatis, Dicerorhinus (mercki [=Stephanorhinus 
kirchbergensis]/hemitoechus)  
 Class i_alt (2801-5500): 
o Palaeoloxodon antiquus, Elephantidae, Mammuthus (primigenius) 
Carnivores, very small, and very large animals 
As mentioned before, in addition to a complement to the Site Catalogue we entered the 
raw site and NISP data in a synoptic Excel spreadsheet. To conduct our actual analysis, 
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the data were then partially transferred to SPSS. Hunted carnivores were entered into 
the latter as well, however only in cases where evidence was most secure (e.g. not when 
cutmarks pointed to de-skinning only): 
 Grotte de l'Hyène: Canis lupus remains are cutmarked and show signs of being 
broken while fresh (NISP=170, which is likely an overestimation of the 
anthropic kills) 
 Grotte des Hyènes, 2A and 2C: fox skins were exploited, as well as their meat 
(cut marks); NISPs of 59 and 103 respectively 
 Grotte du Renne VII: at least one fox may have been consumed; the marrow 
was exploited of two adult cave bears. Their (consumed) NISPs have been 
rendered as 1 and 2, but this is certainly too conservative. 
 Grotte du Renne XI: at least one cave hyena has been exploited for meat 
(again, the conservative estimate of a [consumed] NISP=1 was used) 
 Ramandils: the site as a whole contains one calcinated wolf phalange, and 
four calcinated and cutmarked cave bear bones. As these have not been 
discussed for each assemblage individually, erasing uncertainty as to the 
layer of origin, they haven’t been used in the analysis. 
 Roche-à-Pierrot EGPF (10): a hyena tooth was cut marked, possibly as a result 
of the removal of the mandible. Given the ambivalence involved, it was not 
counted in the analysis.  
Entered into the analysis as well are a small number of alternative (very low 
profitability) prey. In their discussion of the Pech-de-l’Azé IV fauna, Dibble and co-
workers argue that partly, preservation or excavation techniques may be responsible 
for the generally low number of bones attributable to small fauna and birds (Dibble et al. 
2009): 
 Les Canalettes 3 sup: with a NISP of 109, rabbits are attributed to human and 
carnivore action. In absence of precise data, the value used is a (minimum) 
NISP of 1. 
 Combe Grenal 24: one rabbit bone is reported as cutmarked 
 At Hortus, there is some evidence of lagomorph and bird exploitation, but 
unfortunately, this has not been specified at the stratum level 
 Pech-de-l’Azé Ib 7: 2 remains of Castor fiber were cut marked. 
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 Pech-de-l’Azé IV 8+Z+Y: 3 remains of Castor fiber were cut marked; one hare 
specimen was burnt, as well as an indeterminate raptor specimen that bore 
cut marks as well. Of the latter two, none was retained: burning could have 
been accidental, and the raptor specimen might have been a talon (see e.g. 
also Pech-de-l’Azé Ib 4) – this was not specified in the source (i.e. Dibble et al. 
2009). 
 Pech-de-l’Azé IV J3c, J4, J3b: these were reported as containing beaver remains, 
but given their uncertain anthropogenic nature, they have not been retained. 
 At Salpêtre de Pompignan, the exploitation of rabbits is a possibility (based on 
their age distribution that is focused on adult animals), but unfortunately, no 
actual numbers are available. 
The presence at some sites (e.g. Grotte Ouest du Portel D, Hortus 14) of rhinocerotidae 
may be due to the collection of teeth by humans, rather than to their exploitation which 
has been suggested for a number of sites (see also Louguet-Lefebvre 2005). A similar 
thing may be said about elephantidae (e.g. at Grotte Ouest du Portel F3, or Grotte XVI C), 
so AIs with these prey types will have to be interpreted cautiously. Taking shed Rangifer 
antlers into account in the NISP counts will have a large impact, but again, only a few 
authors have actually commented on this (e.g. Morin 2004); therefore, Rangifer tarandus 
counts may be too high. At some points, the presence of other animals has been 
questioned as well, based on the types of bones that have been found, combined with a 
lack of anthropogenic action (e.g. Megaceros at Grotte Ouest du Portel, or at Grotte 
Tournal). Again, these questions turn up predominantly on the more recent sites, as 
older ones generally lack the resolution (either at the moment of excavation or of 
publication) to have brought them. We fully acknowledge that such instances may skew 
our data. 
6.2.7 Statistical procedure 
6.2.7.1 Overview of relevant variables, central hypothesis and method 
The dependent (i.e. diet) variables used in our analysis are the number of prey types on 
the one hand, and three different kind of abundance indices on the other. As discussed 
above, these were all systematically constructed by first lumping biological taxa into 
four prey type classification systems, using two existing weight classes, and as well as 
body weight ranges taken from the literature to arrive at two more systems of our own 
making. For each of these weight classification systems, the number of prey types 
(NPREYTYPES) or maximum diet breadth, and three sets of abundance indices (which 
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we will refer to as single prey type AIs, dual prey type AIs and inclusive prey type AIs) were 
calculated: 
 NPREYTYPES: basically the counterpart of the usually employed NTAXA, i.e. a 
coarse-grained assessment of maximum diet breadth.  
 the single prey type abundance index (AI), e.g. NISP (prey type 1) / (total NISP). 
Basically, these are nothing more than percentages meant to elucidate the 
contribution of a given prey type to the assemblage as a whole, and meant to 
clarify and interpret the patterns of maximum diet breadth obtained in the first 
step. Moreover, the single prey type AI of low-ranking prey can inform us about 
the amount of resource intensification (the higher the AI, the more 
intensification). 
 the dual prey type AIs for each possible pair of high-ranking/low-ranking  prey 
types, e.g. (NISP prey type 5) / (NISP prey type 1 + NISP prey type 5], type 5 being 
the higher-ranking of the two. These are meant to reveal the dynamics between 
a high-ranking and a low-ranking prey type. When resource intensification 
increases, high-ranking prey will most likely decrease, and low-ranking prey will 
increase. Thus, the higher this index, the lower the relative amount of low-
ranking (vs. high-ranking) prey, and the lower the amount of resource 
intensification. 
 the inclusive prey type AIs (only 4 were defined): in this case, all prey types have 
been included in the AI. This was done because a study by Broughton (1994b) has 
suggested that intensification is most clearly visible in indices that are the most 
precies-inclusive, in casu his mammal-fish index. He stated that while "[...] there 
is a certain heuristic value in the less inclusive indices, in that changing 
frequencies in particular species groups can be monitored, this analysis suggests 
that for overall changes in efficiency, pan-taxonomic measures of all 
represented vertebrates might be ideal." As such, low-ranking prey were defined 
in four ways, using the four classification systems we set up, and placing the 
boundary between high- and low-ranking alternately at 45, 100, 175 and 200 kg. 
Again, the higher this index, the lower the amount of small-ranking prey (i.e. of 
1-45 kg, 1-100kg, 1-175kg and 1-200kg, respectively), and the lower the resource 
intensification (e.g. [type 2 + type 3 + type 4 + type 5] / [total NISP], with type 1 
being the lowest in rank, and the high-ranking prey being the composite of 
types 2 to 5). 
As such, all our dependent variables are metric. The central interest of our analysis 
was testing whether differences could be found in diet variables between the three 
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categories of the central independent variable Technocomplex (i.e. Mousterian, 
Chatelperronian, and Aurignacian), more in particular diet patterning that suggests 
resource intensification. We decided to check for significant differences between 
archaeological traditions with all diet variables that could be defined (e.g. in case of the 
dual AIs, each possible pair of high- and low-ranking prey types), for several reasons. 
First, we wanted to check whether the exploitation patterns found by Grayson and 
Delpech (2006) would be attested by us as well. Second, as the exploitation of the lowest 
ranking prey animals is the most relevant, there was no way to know a priori what prey 
type had been considered low-ranking within the collection of assemblages we use, an 
indeed if this was even the same for all three technocomplex. Because of this strategy, 
and because we used four rather than one way to classify taxa according to weight, we 
expected that a certain amount of redundancy would crop up into our results. To test 
the independency of a possible effect of archaeological tradition on diet pattern, we 
tried to take several other independent variables into account, which functioned as 
important control variables. These were sample size, site context (also referred to as 
habitat), humidity and temperature. Of these only sample size was a metric variable, the 
other three were categorical (see below). 
The analysis as described above was obviously performed on the database in its 
entirety, but also on a subsection of entries, i.e. assemblages that are deemed the most 
reliable on the one hand, and MIS3 assemblages on the other. The intention of the first 
was to target those assemblages which are assumed to represent human exploitation 
more accurately than the ones we left out, while the latter focuses directly on MIS3 
(barring the climatic extremes of 5e and 4) and the coexistence problem. For the actual 
analysis, PASW 18 was used. We initially opted for an analysis of variance (ANOVA) to 
calculate results, however due to severe violations of several assumptions of this 
method which could not be recovered, we proceeded using non-parametric tests (see 
below). This made both the analysis more complicated and the results less 
straightforward to interpret. Before discussing the problems with our data in the 
context of performing ANOVA however, we first excluded some problematic dependent 
variables from further analysis. 
6.2.7.2 Identifying problematic dependent variables 
At the beginning of the analysis, it was immediately clear that some (small) prey types 
only appeared in two, three, or five assemblages. Although important in itself, it does 
entail that abundance indices calculated with these classes will often produce missing 
(divisions by zero) or constant values across the entire database, making the analysis of 
differences between archaeological traditions for these dependent variables 
meaningless. As such, abundance indices based on the following prey types were 
ignored in the analysis: 
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 A (= 0), B (= 0), C (only 5 values ≠  0) 
 1 (only 2 values ≠  0), 2 (only 3 values ≠  0), 3 (only 2 values ≠  0) 
 a_alt (only 2 values ≠  0), b_alt (only 3 values ≠  0), c_alt (only 2 values ≠  0) 
 
More specifically, the assemblages were the following: 
 Prey type C (1-10 kg): Grotte des Hyènes 2A and 2C, Grotte du Renne VII, 
Combe-Grenal 24, Les Canalettes 3sup. The first three are Aurignacian, the last 
two Mousterian.  
 Prey type 1 (0-3 kg): Les Canalettes 3sup, Combe-Grenal 24 (both Mousterian) 
 Prey type 2 (4-10 kg): Grotte des Hyènes 2A and 2C, Grotte du Renne VII (all 
Aurignacian) 
 Prey type 3 (11-25 kg): Pech-de-l’Azé Ib 7, Pech-de-l’Azé IV 8+Y+Z (all 
Mousterian) 
 The last prey types (a_alt, b_alt and c_alt) are the same as types 1, 2, and 326. 
 
While the problem of multiple zero-values also occurs with the largest prey types, it 
is especially troublesome with the smallest types. This fact, and the short list above, is 
nevertheless informative from a diet point of view. It tells us that, in general, prey 
smaller than 25 kg (lagomorphs, fox, beaver, wolverine, wild cat) were too low-ranking 
to be exploited (conservation and fragmentation issues of small prey bones left aside). 
The instances in which they were captured could either represent cases of an extreme 
intensification, or examples where the diet breadth model breaks up. The first 
possibility may have been the case at Grotte du Renne VII (fox), Les Canalettes 3 sup 
(lagomorphs), and Pech-de-l’Azé Ib 7 and IV 8+Y+Z (beaver); the second possibility can 
involve the capture of these prey for their skin (e.g. fox at Grotte du Renne VII) or to 
obtain teeth or talons (e.g. Pech-de-l’Azé IV 8+Y+Z). 
6.2.7.3 Testing the assumptions for analysis of variance 
As ANOVA is a parametric test, we started our analysis by checking the assumptions for 
doing parametric tests, i.e. normality and homogeneity of variances for each dependent 
variable (NPREYTYPES and the AIs), within each category of the categorical 
independent variables (technocomplex, humidity, temperature, and habitat). Normality 
was checked using the Kolmogorov-Smirnov and Shapiro-Wilk tests, acknowledging the 
fact that, when using large samples, small deviations from normality may yield 
 
                                                     
26 Prey type system 1 – 8 is essentially the same as system a_alt – i_alt. The only difference lies with prey type 
“5”, which consists of types e_alt and f_alt in the latter system. 
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significant (i.e. p < .05) results. This basically implies that these tests consider a given 
distribution to be significantly different from normal, while the deviation would 
actually not be significant enough to bias the results of subsequent (parametric) 
analyses27. 
According to these tests, no single prey type AI had a normal distribution within any 
category of independent variables, but quite a few dual prey type AIs had (Shapiro-
Wilk). i.e. AI_IV_vs_I, AI_III_vs_II, AI_6_vs_5, AI_h_alt_vs_e_alt, AI_g_alt_vs_f_alt and 
AI_e_alt_vs_d_alt for both temperature groups and AI_V_vs_I, AI_IV_vs_I, AI_H_vs_D, 
AI_7_vs_4, AI_6_vs_5, AI_h_alt_vs_d_alt, AI_g_alt_vs_f_alt and AI_e_alt_vs_d_alt for 
both humidity groups. No inclusive AI or NPREYTYPE measure met the normality 
assumption. Inspecting the histograms of the dependent variables which did not meet 
the normality criterion using statistical tests, we found in most cases severe deviations 
from the normal distribution, including the presence of outliers. 
We used Levene’s test for equality of variances to test the second assumption for 
ANOVA. This test is quite robust against violations of normality of the data and checks 
whether the variances of the distribution of a dependent variable is equal within each 
category of an independent variable. Like the tests for normality, the Levene’s test is 
vulnerable to the effects of large sample sizes. The test was done for each dependent 
variable, within the categories of each independent variable. Results showed that only 
in rare instances the assumption was met, for example in all cases where normality was 
met as well. 
In case of violations of both assumptions for ANOVA, transformations (for example a 
square root transformation, or a logarithmic transformation) of the dependent variable 
can sometimes remedy the problem. Most likely due to the almost overall presence of 
outliers, transformations could not solve the problems in our case. Therefore we had to 
proceed with non-parametric tests. 
6.2.7.4 Checking the main effect: diet patterning across archaeological 
traditions 
For the reasons stated above, we went for the non-parametric counterpart of one-way 
ANOVA, i.e. the Kruskal-Wallis test28, to test for differences in resource intensification 
between archaeological traditions. Values of p smaller than .05 were interpreted as a 
rejection of the null-hypothesis (the latter being that the distribution of the dependent 
 
                                                     
27 In other words the tests may result in Type II errors, i.e. when we assume that there are no effects when 
there actually are. 
28 We will use the Mann-Whitney test when testing for differences between 2, rather than K conditions 
(‘independent samples’ or groups), see the climate section. 
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variable across categories is the same), and thus as differences between categories, i.e. 
between archaeological traditions. 
6.2.7.5 Checking for possible effects of sample size 
To increase our certainty that diet patterns are attributable to actual resource 
intensification as a result of economical competition, other potential causes needed to 
be checked for. A first one is sample size, a metric variable. As a first step, we tested 
whether sample size correlated with the dependent variables for which we had found 
significant differences across archaeological traditions. It might well be that the these 
differences in diet patterns between technocomplexes were simply due to the fact that 
larger diet breadths are linked to larger sample sizes. To check for this link we used 
Spearman’s correlation coefficient, which is a non-parametric measure. For all the 
dependent (diet) variables which effectively correlated positively with sample size, we 
subsequently tested for differences in sample size between the three technocomplexes, 
using Kruskal-Wallis tests. 
If differences in diet breadth between technocomplexes can partly be ascribed to 
sample size, two requirements need to be fulfilled. First, a positive correlation between 
sample size and the diet variable in question has to be found. Second, differences in 
sample size and that diet variable have to be found between technocomplexes, as such 
that these differences are similar.  
 
     Dependent (Diet) 
          Variable 
Spearman        Kruskal-Wallis (1) 
Correlation (2) 
 
 Sample Size     Technocomplex 
     Kruskal- 
     Wallis (3) 
 
Suppose e.g. we have found a significantly larger mean rank value for NPREYTYPES 
in the Aurignacian vs. Mousterian (1), and a significant positive correlation between 
sample size and NPREYTYPES (2). Only if we find a significantly larger mean rank value 
for sample size in the Aurignacian vs. Mousterian (3), the effect between technocomplex 
and NPREYTYPES is partly due to sample size. 
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6.2.7.6 Checking for possible effects of site context  
As the context of the site may be related to the function of the site in the mobility 
system, and hence to diet breadth, this was a second control variable. As site context 
consists of three categories (open air, open air with shelter, and sheltered29), we made 
use of Kruskal-Wallis tests to check for significant differences in diet variables between 
the context of the site. Again, this was only done for those diet breadth variables the 
mean ranks of which displaying significant differences across archaeological traditions. 
Consequently, a frequency analysis was performed (Pearson chi-square test) to check 
for a possible relationship between site context (categorical variable) and archaeological 
tradition (categorical variable). 
A relation between technocomplex and a dependent (diet) variable can partly be 
ascribed to site context, only if the Pearson chi-square test is significant (and thus, site 
context and archaeological tradition are not independent from each other), and 
differences in the diet variable between site contexts either are similar to or the 
opposite of30 differences found in the diet variable between technocomplexes. 
 
Dependent (Diet) 
         Variables 
Kruskal-       Kruskal-Wallis (1) 
Wallis (2) 
 
 Site Context     Technocomplex 
         Chi-Square (3) 
 
Suppose e.g. we have found a significantly larger mean rank value for NPREYTYPES 
in the Aurignacian vs. Mousterian (1). Suppose further we find significantly more 
NPREYTYPES in open air sites than in sheltered sites (2). Only if we find significantly 
more open air sites in the Aurignacian than in the Mousterian (3), site context could 
have partly caused the effect found between technocomplex and NPREYTYPES. 
 
                                                     
29 We stepped away from the classic subdivision of sites in open air, rock shelter and caves, because it was 
apparent from our selection of sites that this may not be very accurate in some cases. Sites situated on a cave 
terrace rather than under the cave overhang, are thus not considered as cave sites but rather as open air sites 
with shelter, a category which also includes rock shelters. 
30 This will depend on the kind of relationship between site context and technocomplex, which will have to be 
interpreted from the contingency table. 
The Competition Hypothesis in France 
 309 
6.2.7.7 Checking for possible effects of climate 
As a last step, we wanted to find out if any of the diet patterns we have found across 
archaeological traditions, could be partly due to climatic factors in the form of the 
climate proxies in our database (i.e. humidity and temperature). Potential links between 
diet and humidity/temperature were checked using the Mann-Whitney test, this is the 
non-parametric counterpart of the independent samples t-test, allowing us to check for 
differences between independent variables containing only two groups, i.e. wet/dry, 
and cold/temperate. The interpretation of the Mann-Witney test is similar to that of the 
Kruskal-Wallis test. 
The rest of the procedure, i.e. to check if the diet differences found between 
technocomplexes may be due to temperature or humidity, is similar to the procedure 
described above in section (6.2.7.6). A relation between technocomplex and a dependent 
diet variable can partly be ascribed to temperature, only if the Pearson chi-square test is 
significant (and thus, temperature and archaeological tradition are not independent 
from each other), and differences in the diet variable between a cold/temperate 
environment either are similar to or the opposite of31 differences found in the diet 
variable between technocomplexes. 
 
Dependent (Diet) 
         Variables 
Mann- 
Witney (2)       Kruskal-Wallis (1) 
 
 
 Humidity/      Technocomplex 
 Temperature           Chi-Square (3) 
 
Suppose e.g. we have found a significantly larger mean rank value for NPREYTYPES 
in the Aurignacian vs. Mousterian (1), as well as significantly more NPREYTYPES in a 
cold environment vs. a temperate environment (2). Only if we find significantly more 
cold sites in the Aurignacian than in the Mousterian (3), temperature could have partly 
caused the effect found between technocomplex and NPREYTYPES. 
 
                                                     
31 This will depend on the kind of relationship between temperature and technocomplex, which will have to be 
interpreted from the contingency table. 
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6.3 Results 
6.3.1 All Entries 
6.3.1.1 Diet patterning and archaeological tradition 
The full database contained 172 Mousterian, 39 Aurignacian, and 8 Chatelperronian 
sites. 
Results 
In Appendix 2, we have recorded all significant mean rank differences of our dependent 
(i.e. diet) variables for each pair of archaeological traditions. While all possible diet 
variables were checked for, not all of them are of equal importance to our research 
question: those single AIs that represent the relative amount of low-ranking prey that 
are not always part of the diet, are essentially the most important, as these point to 
resource intensification in a fairly direct way. Changes in the highest ranking animals 
may be relevant, but this is not necessarily so: a drop in their availability may or may 
not lead to the exploitation of previously unexploited prey types. However, as single AIs 
basically represent abundances of one particular prey type within the assemblage, 
single prey type differences are useful to explain patterns found in the other AIs 
(especially the dual prey type AIs). The same remark extends to the dual AIs as well: as 
each of these represents an abundance comparison between a high-ranking and a 
lower-ranking prey type, the ones containing a low-ranking prey type that has not 
always been part of the diet target the research question more efficiently. 
Discussion 
Maximum diet breadth 
Starting with arguably the most coarse-grained measure of resource intensification, i.e. 
changes in maximum diet breadth across traditions (our four NPREYTYPES variables, 
one for each weight classification system), we see that significant differences indeed 
exist, between the Mousterian and the Chatelperronian: during the latter, maximum 
diet breadth (and hence resource intensification) was larger. If we would take the values 
for the Aurignacian into account (which drop below the level of the Chatelperronian, 
and above that of the Mousterian, but both in a non-significant way), we could make the 
additional suggestion that, once the Chatelperronian disappeared, resource 
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intensification decreased in the Aurignacian. Therefore, these preliminary results seem 
to support the coexistence hypothesis.  
However, there are major caveats to be aware of: 
 The pattern has been attested in two out of four prey type classification 
systems only. This means that finding significant differences in maximum diet 
breadth, i.e. the number of prey types in the diet, depends on the system used 
to group biological taxa into prey types. 
 The pattern is significant, but only at the .05 level. 
Single prey type AIs 
As far as the difference between the Mousterian and Chatelperronian is concerned, 
single prey type AIs provide no patterning involving very low-ranking prey. It is clear 
however that the relative abundance of prey larger than 1000 kg, and even that of prey 
in the 2800-5500 range, is higher during the latter, which may (but not necessarily does) 
point to a decrease in intensification, i.e. seemingly the exact opposite of the finding we 
obtained using maximum diet breadth. Although only at the .05 level, prey in the 100-
200 range were more abundant during the Chatelperronian compared to the 
Mousterian. As this prey type did not occur in 23 Mousterian assemblages, we are not 
inclined to interpret this in terms of intensification, especially when considering that in 
all but La Baume de Gigny XIXb and Espagnac III (both MIS3), even lower-ranking prey 
types occurred on site. However, it does reflect the finding by Grayson and Delpech 
(2006) that reindeer was significantly more abundant in the Chatelperronian than it was 
during the Mousterian, which is corroborated further by the very strong correlation 
between the reindeer NISP and AI_F (rs=.856, p=.000, N=219). 
Diet differences between Mousterian and Aurignacian were not very informative 
either (in terms of intensification that is), although results were highly significant. Type 
II (100-300 kg) and type F (100-200) prey were more abundant during the Aurignacian, 
the latter of which can be attributed to reindeer having been more extensively 
exploited during the Aurignacian (see previous paragraph), while for type II prey this 
effect is less prominent because Cervus elaphus belongs to the same type and was hunted 
more during the Mousterian (still, the correlation between type II prey and reindeer is 
considerable: rs=.418, p=.000, N=219). This again corroborates the findings by Grayson 
and Delpech (2006). The fact that prey types in the 200-1000 range (type G) are on the 
contrary more abundant during the Mousterian, could have been due to the extensive 
Cervus elaphus exploitation during the Mousterian (see Grayson and Delpech 2006), as 
prey type G is the only type in our four classification systems in which Cervus elaphus is 
not accompanied by Rangifer tarandus in the same class, but as it turned out Bos and Bison 
must have contributed quite a lot as well as the correlation between Cervus elaphus and 
AI_G was rather weak and non-significant (rs=.132, p=.052, N=219). As such, the Rangifer 
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and the Cervus pattern, as established by Grayson and Delpech (2006) for the 
Aurignacian and Mousterian respectively, if at all, could only have appeared in the 
single prey type AIs of types F and G. Despite the fact that our prey types are not as fine-
grained, and even when the assemblages we used are not entirely the same, it was 
reassuring to find that the reindeer pattern was confirmed.  
The mean relative abundance of type e_alt was higher during the Mousterian, while 
that of f_alt was higher during the Aurignacian. The latter is again highly influenced by 
extensive Rangifer exploitation during the Aurignacian (the reindeer NISP strongly 
correlates with AI_f_alt, i.e. rs=.576, p=.000, N=219). Type e_alt on the other hand, may be 
considered a low-ranking prey type that is not always part of the diet. Overall, it is 
absent from 93 assemblages, while importantly, in 51 of those, no smaller prey had been 
exploited. However, while type d_alt might in this respect be a better gauge of resource 
intensification, no significant differences were found at that weight level (26-45 kg). 
Therefore, and because the upper weight limit of the type is 350 kg (which is hardly a 
small prey) we are not willing to interpret the type e_alt pattern from a resource 
intensification perspective. Still, the e_alt index does reflect the abundance of Capra in 
Mousterian assemblages vs. Aurignacian ones, as found by Grayson and Delpech (2006). 
No patterning involving low-ranking animals existed when comparing the 
Chatelperronian and the Aurignacian. However, the Chatelperronian displayed higher 
abundances of type V, 7, and 8 prey when juxtaposed to the Aurignacian. We can 
therefore note that Chatelperronians exploited significantly more animals heavier than 
about 1000 kg when compared to both the Mousterian and the Aurignacian. 
So in conclusion, no intensification pattern could be found using single prey type 
abundances. However, there is a significant exploitation of high-ranking (> 1000 kg, and 
even > 2800 kg) animals during the Chatelperronian, which may (but not necessarily 
does) suggest a lower amount of resource intensification during that period, i.e. 
seemingly contradicting the hypothesis. A utility other than energy may have been 
sought after (e.g. raw material to make artefacts, which would argue against the use of 
classic prey choice model), but there is yet another way to interpret the data, which will 
be discussed later on. 
Dual prey type AIs 
As stated before, dual prey type AIs contain more data than single prey type AIs, as they 
weigh the relative abundance of a low-ranking against that of a high-ranking prey type 
(rather than that of the entire assemblage). Again, the idea is to choose a low-ranking 
prey type that is not always part of the diet. The section above already showed that 
choosing the latter is far from straightforward in a database study, as that choice is not 
tailored to a specific site with its specific ecological and topographic environment 
(which was one of the reasons why we opted to calculate all dual AIs as explained 
before). 
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Starting with differences between Mousterian and Chatelperronian, the relative 
abundance of type V (> 1000 kg) prey during the Chatelperronian as discussed in the 
previous section influences every dual prey type AI that can be constructed using type V 
as the high-ranking prey type, inducing significant differences between both 
archaeological traditions in every case. Because they (more or less) cover the same 
weight range, the same goes for types H, 7, 8, i_alt and h_alt, although the latter four 
typically evoke significant results when bundled with some, rather than all of the 
smaller classes. This can be expected, as the grain of the classification systems we 
constructed ourselves (and to which the latter four dual AIs belong), is somewhat finer 
than that of the other two. However, that finer grain in our classification is mostly 
found with the more low-ranking prey types, and that is exactly where no significant 
differences between Mousterian and Chatelperronian could be detected32. 
So, if only a limited amount of dual AIs had been calculated and analysed, we might 
have concluded that the Chatelperronian was characterised by a lower resource 
intensification than the Mousterian (i.e. by higher dual AIs), contradicting the 
coexistence hypothesis. However, knowing how the abundance of very large animals 
during the Chatelperronian skewed the results (i.e. the patterning observed with the 
single AIs), and seeing that pattern reflected as well in dual AIs that involved lower-
ranking types that still outranked the very lowest, the effect we witnessed should not be 
ascribed to resource intensification at face value.  
There is one dual AI that stands out from this general pattern however, as it deals 
with prey as light as 26-45 kg, i.e. AI_e_alt_vs_d_alt. Coincidentally, it is composed of 
both prey types that we thought of as being candidates for the lowest-ranking prey in 
the database, as yet smaller prey types are very rare and thus devoid of enough 
variability across archaeological traditions to yield significant results. This AI, which 
perhaps we would not have come across if we had not decided on testing all possible 
dual prey type AIs33, actually can be interpreted in terms of resource intensification, and 
perhaps with more inferential power than the dual prey type AIs containing the very 
large taxa. More in particular, the mean rank is lower for the Chatelperronian, implying 
that during the Mousterian, relatively more e_alt prey specimens were exploited when 
compared to type d_alt, and vice versa. Basically, this means that Chatelperronians 
exploited the lowest-ranking of both more frequently when compared to the 
 
                                                     
32 The exception here is AI_8_vs_4 (=AI_i_alt_vs_d_alt), but the significance, at just .05, is unconvincing. 
33 As it can hardly be explained as setting a high-ranking prey type against a low-ranking one. Nevertheless, 
there is no reason why dual prey type AIs could not be used to compare abundances of any pair of prey types. 
In the case of AI_e_alt_vs_d_alt, the latter is the only possibility of juxtaposing two different low-ranking prey 
types without interference from either Rangifer tarandus (typical for the Aurignacian) or Cervus elaphus (typical 
for the Mousterian).  
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Mousterians, or in other words, that resource intensification was higher during the 
Chatelperronian. Essentially, both patterns (the abundance of the most high-ranking 
animals, and that of very small animals during the Chatelperronian vs. the Mousterian) 
corresponds to our finding that maximum diet breadth (and resource intensification) 
was significantly higher during the Chatelperronian (at least according to two ranking 
systems): they apparently exploited relatively more prey at both ends of the spectrum 
compared to what Mousterian hunters focused on.  
When moving to the Mousterian vs. the Aurignacian, our list of significant 
differences becomes smaller. A first notable and very significant divergence is to be 
found with types F and G: the G_vs_F AI is, like for the Chatelperronian, lower for the 
Aurignacian vs. the Mousterian. This could be interpreted as intensification, but more in 
particular it is due to the focus on reindeer during the Aurignacian (the reindeer NISP 
correlates strongly with AI G vs F, i.e. rs=-.834, p=0, N=214). The latter probably also 
partly explains why the mean rank of the f_alt_vs_e_alt index (176-350 vs. 46-175 kg) is 
larger during the Aurignacian; the more extensive exploitation of Capra during the 
Mousterian (see Grayson and Delpech 2006) and the higher exploitation of e_alt prey in 
general during the Mousterian (as determined above) explaining the other part. Like in 
our comparison between Mousterian and Chatelperronian, during the Aurignacian as 
well, an excess of the highest-ranking prey type could be noted when set against 
Mousterian animal exploitation, for multiple dual AIs (2800-5500 kg vs. 25-45 kg, 46-175 
kg, and 351-1050 kg). This again suggests that the pattern cannot be interpreted in 
terms of resource exploitation without further consideration. 
Finally, when comparing the exploitation strategies of the Chatelperronian and 
Aurignacian, we see the significantly higher exploitation of very high-ranking prey (> 
1000 kg and 2800-5500 kg) during the Chatelperronian reflected in all four statistically 
significant differences. No small prey types are part of the AIs that turned up significant 
results, so no firm conclusions about resource intensification could be made. 
Inclusive prey type AIs 
Guided by the four prey type classification systems, we set up 4 points which defined 
the upper weight limit of the low-ranking prey type featured in this type of AI, i.e. 45 kg 
(AI_8_5_vs_AI_4_1), 100 kg (AI_V_II_vs_I), 175 kg (AI_i_alt_f_alt_vs_e_alt_a_alt), and 
200 kg (AI_H_G_vs_F_A). Two measures out of four have produced significant 
differences between archaeological traditions, i.e. AI_H_G_vs_F_A (H(2)=16.719, p=.000) 
and AI_i_alt_f_alt_vs_e_alt_a_alt (H(2)=6.947, p=.031). This means that finding resource 
intensification patterning depends on what is considered as low-ranking, which is 
hardly surprising. However, in the latter case, differences were no longer significant in 
the pairwise comparisons. Taken at face value, the remaining difference, between 
Aurignacian and Mousterian, points to a higher amount of intensification during the 
Aurignacian. This appears to confirm the hypothesis, and in fact, although pairwise 
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comparisons showed no significant patterning involving the Chatelperronian, mean 
ranking follows a declining trend across traditions, i.e. Mousterian (118.99), 
Chatelperronian (92.50), Aurignacian (73.92), suggesting inclining resource 
intensification. 
However, there is again a major caveat to be made: the (composite) low-ranking prey 
type that yielded the results, i.e. 0-200 kg, is problematic. All three other indices, which 
set apart composite prey types that were much lower-ranking, showed no significant 
differences between traditions. This suggests that the non-composite prey type or taxon 
responsible for the pattern is to be found in the upper part of the 0-200 kg weight range. 
Indeed, when we compare the taxa in prey type F to types e_alt and f_alt, the likely 
suspect is Rangifer tarandus, and indeed, reindeer NISP correlates with AI_H_G_vs_F_A 
(rs=-.437, p=.000, N=219). The question that needs to be asked is whether this species, 
which is responsible for quite a number of significant results, can really be interpreted 
as low(est)-ranking within the theoretical context of diet breadth model and the 
empirical reality that was condensed into the database. As it can hardly be interpreted 
as a species that enters or leaves the diet as a function of higher-ranking prey 
availability because of the very real focus on this taxon during the Aurignacian (see also 
Grayson and Delpech), the answer to this question tends to be "no". 
Summary 
The following differences in animal exploitation strategies between archaeological 
traditions could be discerned:  
 Chatelperronians exploited significantly more of the highest-ranking prey (> 
1000 kg, and even in the 2800-5500 kg range), compared to both Mousterians 
and Aurignacians. This may or may not be significant in terms of resource 
exploitation. In the former case, and at face value, it would contradict the 
coexistence hypothesis.  
 More extensive reindeer exploitation, and smaller relative amounts of Cervus 
elaphus and Capra during the Aurignacian vs. the Mousterian, patterns 
established by Grayson and Delpech, were discernable here as well. We chose 
not to regard Capra (or by extention, type e_alt), as a very low-ranking prey 
type given the abundances of type d_alt, and as such, the former’s relative 
abundance has not been interpreted in terms of intensification. 
Chatelperronians too exploited more reindeer than Mousterians (but less than 
Aurignacians). 
 On average, Chatelperronians exploited the smallest prey (26-45 kg, or type 
d_alt), more frequently than Mousterians, supporting the coexistence 
hypothesis. 
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This means that Chatelperronians apparently exploited both more very high-ranking 
animals and more very low-ranking animals (hence leading to a broader diet) when 
compared to the Mousterians. While the latter supports the coexistence hypothesis (as 
does the wider diet), the former is a bit odd from a diet breadth perspective. As this 
pattern of high-ranking prey exploitation is also apparent when comparing the 
Chatelperronian to the Aurignacian, it could be interpreted in three ways, the latter two 
of which lying outside the logic of the diet breadth model: 
 Very large animals (> 1000 kg) may in reality have been relatively low-ranking, 
rather than very high-ranking: 
o their large size may have required extremely high handling costs 
(therefore lowering the profitability) in terms of pursuit, killing and 
butchering (+ drying?)  
o this may have been augmented by the fact that considerable group 
sizes may have been required to handle the animal before the meat got 
spoiled (therefore lowering the profitability per hunter). In absence of 
such group sizes, these large animals may only have been consumed 
partly; therefore, only (an unknown) part of the weight may have been 
used by the forager to rank the taxon. 
 Aurignacians, upon contact, may have targeted reindeer more so than 
Mousterians (which dispatched primarily Cervus elaphus and Capra) as to 
partially occupy another niche34. If certain Mousterian populations were 
contemporaneous with Chatelperronian groups, the focus of the latter on 
reindeer as well, but primarily on species that were hunted less by either 
Mousterians and Aurignacians (i.e. very small and very large animals), could 
point to a process of niche separation (specialisation) by Chatelperronians and 
Aurignacians, in order to alleviate economical competition. This may or may 
not be related to the obvious changes in material (lithic) culture, but in any 
case, it would support the coexistence hypothesis, all things being equal35. 
 A maximisation of more than energy alone, or of another currency altogether. 
In this scenario, the exploitation of very large game may have  
o had some sort of utility value36 (ivory, bone, …) 
o been part of a showing-off tactic (sexual selection theory) 
 
                                                     
34 This may explain the significant differences between Mousterian and Aurignacian exploitation strategies 
attested both by Grayson and Delpech (2006) and our own analysis. 
35 i.e. in case climate and other variables did not influence prey choice. 
36 Note that this utility value may have been the reason why Aurignacians focused on reindeer in the first 
place. 
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6.3.1.2 Diet patterning and sample size 
Results 
See Appendices 3 and 4. 
Discussion 
It was only to be expected that sample size would correlate frequently with diet breadth 
(see Appendix 4): the bigger the sample, the more likely that more taxa will be included. 
Importantly, a Kruskal-Wallis test showed that sample size was significantly higher in 
the Aurignacian than in the Mousterian (see Appendix 4); however, this is true only at 
the p=.05 level. Nevertheless, we still need to check for which diet indicators these 
results are relevant. For this, we need to compare Appendix 3 with 4. 
As it turns out, maximum diet breadth is not affected at all, as no significant 
difference existed between these both archaeological traditions. As mentioned before, 
differences in prey type abundance (the single prey type AIs) reflect primarily the 
patterns established before by Grayson and Delpech (2006), i.e. the greater focus on 
Rangifer by Aurignacians, and that on Capra and Cervus by Mousterians. Of these, only 
AI_II and AI_F correlate with sample size, but rather weakly so. However, all dual AIs 
which differ significantly between Aurignacian and Mousterian correlate with sample 
size, and with the exception of AI_G_vs_F and AI_f_alt_vs_e_alt, this correlation is 
moderate. This means that in the remaining cases, i.e. AI_8_vs_4, AI_8_vs_6, and 
AI_i_alt_vs_e_alt, we can say that the diverging ranks for the Aurignacian and the 
Mousterian have been influenced by sample size. This means that the significantly 
larger number of very big animals (>1000 kg) in the Aurignacian vs. the Mousterian is 
likely to be partly due to sample size. 
6.3.1.3 Diet patterning and climate 
Of the 219 assemblages, 166 contained temperature information. 119 assemblages were 
classified as having a cold climate, and 47 as having a temperate climate. 131 
assemblages contained data on humidity, of which 61 were classified as dry and 70 as 
humid. 
Humidity 
Results 
See Appendices 5 and 6. 
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Discussion 
We found several significant differences in diet patterns between dry and humid 
climates (see Appendix 5). However, humidity and archaeological tradition are 
independent from each other (see Appendix 6). Therefore humidity cannot (help) 
explain the differences in diet patterns found between archaeological traditions (see 
Appendix 3). 
The patterns between diet indicators and humidity attested here, are mostly of 
palaeoecological importance, albeit in a diluted form: while abundances obviously arose 
through human intervention, they also reflect in part the natural occurrence of taxa 
and prey types. For example, a humid climate is characterised by higher abundances of 
type G prey compared to a dry climate, and this is unsurprising when we check the taxa 
contained within this type (Bos and Bison, Cervus, Megaloceros, Alces, and to a lesser 
extent, horse). Type F prey on the contrary (Rangifer, Equus hydruntinus) are associated 
with a dryer climate. For Sus, the third taxon in type F, this may not be true, but its 
contribution to the prey type is swamped by those of the other two taxa. 
Temperature 
Results 
See Appendices 7 and 8. 
Discussion 
We found several significant differences in diet patterns between cold and temperate 
climates (see Appendix 7). However, like with humidity, temperature and archaeological 
tradition are independent from each other (see Appendix 8). Therefore temperature 
cannot explain the differences in diet patterns found between archaeological traditions 
(found in Appendix 2). As much the data in Appendix 8 could prove more useful for 
palaeoecological analyses, and in fact, confirms some general ideas about taxa and 
temperature (e.g. the preference for cold environments by Rangifer, the preference of 
temperate environments by Bos and Bison). 
6.3.1.4 Diet patterning and site context 
Results 
See Appendices 9-13. 
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Discussion 
When testing for the independency of technocomplex and site context, one of the 
assumptions of the chi-square test was violated: expected counts for three out of nine 
cells of the contingency table were lower than 5 (as opposed to the allowed 20 %). 
Therefore, the result of this chi-square test (see Appendix 10) is not valid. When the 
Chatelperronian is left out of the comparison, only one expected value (out of 6) is lower 
than 5 (i.e. that of Aurignacian open air sites). As this is less than 20 %, and as the value 
in question (1.48) is higher than 1, the results of this chi-square test (see Appendix 11) 
are considered valid. The value of Cramer’s V indicates a medium effect size. 
Although the chi-square test including Chatelperronian entries can not be considered 
valid, we will incorporate the Chatelperronian data in interpreting the results, assuming 
that technocomplex and site context are not independent for these entries as well. It 
must be remembered that the number of Mousterian assemblages far outweighs that of 
Chatelperronian or Aurignacian entries, and as such, the percentages given in the 
contingency table of site context and archaeological tradition are skewed and must be 
interpreted with care. Therefore, we compare the effective counts with the expected 
counts for each cell of the matrix. 
A quick inspection of Appendix 12 shows: 
 that open air sites are very rare in the entire database, and they are all 
Mousterian 
 that open air sites with shelter are more abundant,  
 that sheltered sites, i.e. caves and rock shelters, are the most abundant. 
 an overrepresentation of open air sites with shelter and open air sites in the 
Mousterian, and an underrepresentation of sheltered sites. 
 an overrepresentation of sheltered sites, and an underrepresentation of open air 
sites (with and without shelter). 
 
As far as the relationship between site context and diet differences between 
technocomplexes is concerned, it is evident from Appendix 9 that no significant 
differences in the number of prey types exist between site types. It is also evident that 
all but one of the remaining diet variables (i.e. AI_e_alt_vs_d_alt) have a higher mean 
rank in open air sites than in open air sites with shelter (so generally, for all diet 
variables, the following is true: open air > sheltered). Similarly, except for three diet 
variables (AI_II, AI_G, and the inclusive AI), a higher mean rank can be observed in 
sheltered sites when compared to open air sites with shelter. So again in general, 
sheltered > open air with shelter, which combined indicates that the mean ranks of the 
diet parameters between site contexts adhere to the following rule: open air > sheltered 
> open air with shelter. 
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Note that Appendix 2 shows the following relationship between mean rank diet 
differences between technocomplex: Chatelperronian > Mousterian (except for 
AI_G_vs_F, and AI_e_alt_vs_d_alt37), Chatelperronian > Aurignacian, and Aurignacian > 
Mousterian (except for AI_G, AI_e_alt, and AI_G_vs_F), which combine into the 
following pattern: Chatelperronian > Aurignacian > Mousterian. 
Thus, if it is so that site context partly explains the differences in diet patterns found 
between technocomplexes, then we should generally find relatively more open air sites 
in the Chatelperronian, relatively more sheltered sites in the Aurignacian, and relatively 
more open air with shelter sites in the Mousterian than expected. However, in Appendix 
12 we see different patterns: Mousterian sites have more open air and open air with 
shelter sites than expected, and both Chatelperronian and Aurignacian sites have more 
sheltered sites than expected. As these patterns are not consistent with the relation 
found between site context and diet parameters, we can exclude site context as an 
explaining factor in the relations found between technocomplex and the diet 
parameters. 
6.3.2 “Reliable” entries 
As discussed before, the assemblages contained within the database suffer from several 
deficits that make them less suitable to a diet breadth analysis when compared to 
anthropological, and even Holocene archaeological data. What are now considered sub-
standard excavation and retrieval methods, the often limited areas covered during 
excavation, and taphonomic factors have blurred the information that was originally 
present at the sites. Originally, we intended to use parameters such as the date of 
excavation, the name of the excavator, retrieval methods (sieving vs. recovery by hand), 
the total NISP, the carnivore NISP, marks (either anthropogenic or inflicted by animals) 
on the bones, etc. as discriminating factors to make a selection of so-called “reliable” 
sites, i.e. sites with bone assemblages that were exclusively anthropogenic in nature, 
well-preserved, excavated and retrieved with care, and thoroughly studied. 
However, when the majority of data had been assembled, it became clear that our 
sites and assemblages were generally not optimally suited to the analysis we had in 
mind, as there were always some data missing (or perhaps more accurately, there was 
always but a very limited amount of data present), such that making a selection of the 
 
                                                     
37 In the case of AI_e_alt_vs_d_alt, site context does not explain the attested differences between 
Chatelperronian and Mousterian (C<M). More in particular, we find a higher mean rank in open air sites with 
shelter than in open air sites. Although there are more open air sites with sites than expected in the 
Mousterian, there are no more open air sites than expected in the Chatelperronian. 
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most suitable sites, if done at all, could only be based on a few, readily available criteria. 
These became the following: 
 a NISP of > 100: in contrast to Grayson and Delpech (2006), we increased the limit 
for inclusion from 20 to 100 (herbivore) bone specimens. The analysis on the 
entire database clearly showed that a considerable number of our diet variables 
co-varied with sample size, so this was an obvious restraint. 
 a carnivore abundance below 10 %: the criterion was directed against species that 
could skew the relative and absolute numbers of prey taxa, both by bringing prey 
to the site themselves or by processing human kitchen waste. Rodents for 
example were not recorded into the database (and the carnivore AI). Note that 
Grayson and Delpech (2006) already removed certain sites from consideration 
when carnivore influence was obvious; evidence for this are the rather low 
amounts of carnivore damaged bones (whenever these data were available). It is 
obvious that the topic is quite complex and cannot possibly be captured by 
something as carnivore abundance; the matter of carnivore presence and dens is 
elaborated on by Costamagno (1999, with references) for example. Nevertheless, 
based on the values referred to in this source (16-93 % of the fauna being hyena 
in the case of dens), we may assume that our criterion is certainly adequate to 
expose carnivore dens (if any should have remained), and presumably (but with 
quite some reservations), a too large carnivore influence in general. 
 
As it turned out, this left us with 105 assemblages (79 Mousterian, 3 Chatelperronian, 
and 23 Aurignacian entries), spread over 30 sites. 
6.3.2.1 Diet patterns and archaeological tradition 
Results 
See Appendix 14. 
Discussion 
Some interesting patterns emerge when comparing this analysis of our diet indicators 
with the corresponding one involving the entire database:  
 the number of significant differences between archaeological traditions has 
dropped from 40 to 6 
 the 6 diet indicators displaying differences between traditions were all part of the 
40 found earlier. For example, the pattern between Mousterian and Aurignacian 
whereby dual AIs with animals larger than 1000 kg as the high-ranking prey type 
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were higher during the latter, is gone. Of course, as we saw earlier, the strategy 
could have been a partial artefact of sample size differences between 
archaeological traditions rather than caused completely by intensification, and 
raising the herbivore NISP threshold for inclusion to the analysis conducted in 
this section may have eliminated that factor to the extent that the pattern was no 
longer significant. 
 significant differences are to be found between the Mousterian and the 
Aurignacian only (and they are the same as before, only represented by fewer 
indicators) rather than between all sets of traditions, or put differently, none of 
the differences involving the Chatelperronian survived. 
 while p values remained more or less the same, all 6 differences found in this 
instance had lower values of the test statistic (i.e. H), meaning that the patterns, 
in the form of mean rank differences, have become less prominent. 
This means that what we found when studying the restricted database, is a subset of 
our previous results. We can come up with two explanations: 
 
 carnivore action has been filtered out more effectively, reducing the number of 
significant differences overall, and all patterning (falsely) attributed to the 
Chatelperronians in particular, i.e. a focus on very small and very large animals, 
in particular 
 shrinking our database (decreasing the number of entries by 58 %, and the 
number of Chatelperronian sites by 63 %, to a mere 3) had primarily effects of a 
statistical nature: the reduced variability led to a decrease of the amount of 
significant (p<.05) results, and the total disappearance of the Chatelperronian and 
Mousterian-Aurignacian patterns 
 
We believe that the second explanation is the most logical, as the first assumes a link 
between carnivores and the exploitation of very large animals (i.e. part of the 
Chatelperronian pattern) which we believe to be tenuous at best. Even if it is not, this 
hypothesis would not be compatible with the drop of the test statistic values, as that 
would mean that carnivores produced both the Chatelperronian pattern, while 
enhancing the differences between Mousterian and Aurignacian. 
Moreover, reducing the database inevitably entailed a reduction of its variability, and 
thus the amount of significant differences a statistical analysis can bring to the surface. 
Using the single AIs (backed up by the compatible exploitation patterns discovered by 
Grayson and Delpech [2006]), some significant differences between traditions could be 
explained fairly easily in the context of the previous section; because of the multiple 
weight classification systems we used, those same differences were apparent in quite lot 
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of (from a point of view, redundant) diet indicators, providing the analysis with some 
robustness. As the current analysis entailed a drop in the amount of significant 
differences, this led to a removal of redundancy. In cases where such redundancy is not 
present (i.e. when a single weight classification system has been used, or in case of the 
Chatelperronian), this can be problematic. 
6.3.2.2 Diet patterning and sample size 
Results 
A Kruskal-Wallis test showed no significant differences in sample size between 
technocomplexes. We did not find any significant correlation (Spearman’s rho) between 
diet parameters and sample size. 
Discussion 
As we cannot find a relationship between diet and sample size, nor between 
technocomplex and sample size, the latter cannot have been a confounding factor in the 
relation between diet and archaeological tradition. 
So, while inspection of the full database learnt that sample sizes during the 
Aurignacian were significantly greater than those during the Mousterian, this is no 
longer the case here. In other words, the diet patterns found for the “reliable” sites are 
no longer partly dependent on sample size, thanks to the elimination of sites with a 
herbivore NISP smaller than 100.  
6.3.2.3 Diet patterning and climate 
Of the 105 assemblages, 67 contained information on humidity, of which 35 were 
classified as dry and 32 as humid. Eighty assemblages contained information on 
temperature, of which 59 were classified as cold and 21 as temperate. 
Humidity 
Results 
See Appendices 15 and 16. 
Discussion 
Results are the same as those for the full database, although the values of the test 
statistic are lower here, and AI_8_vs_4 is no longer significantly different between 
categories of humidity. So again, we are left with a subset of our previous findings. 
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The chi-square test on humidity and archaeological tradition was not significant. 
Unfortunately, an assumption of this test was violated as 4 out of 6 cells of the 
contingency table had expected counts less than 5. However, following our reasoning 
when considering all database entries, we can assume that humidity does not explain 
the differences in diet patterns found between technocomplexes. 
Temperature 
Results 
See Appendices 17 and 18. 
Discussion 
Again, our results are a subset of those of the entire database, and again, values of the 
test statistic are lower. An exception to this is AI_f_alt, which did not display significant 
differences among categories of temperature in the analysis on the full database. 
The chi-square test was not significant but as in the previous section an assumption 
of the test was violated: 3 out of 6 cells of the contingency table had expected counts of 
less than 5. However, we may assume, in the line of the interpretation of the full 
database's analysis, that temperature does not help explain the differences in diet 
patterns found between archaeological traditions. 
6.3.2.4 Diet patterning and site context 
Results and Discussion 
No significant differences in diet patterning could be found between site contexts, so 
the latter is irrelevant in explaining diet differences between technocomplexes.  
6.3.3 MIS3 entries 
The idea in this section is to remove entries that could not be (securely) ascribed to 
MIS3. Besides the fact that doing so allows us to really focus on the question of resource 
intensification during the transition, this may have two other advantages: climatic 
extremes not incorporated in MIS3 are now left out of the analysis. Moreover, while 
MIS3 was a highly variable climatic phase in its own right, MIS3 assemblages have a high 
chance of representing remains averaged over multiple but short-lived climatic regimes 
that remained unrecognised during the excavation. Compared to analysing all entries, 
this may contribute to levelling the identifyable impact of climate on vegetation and 
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therefore the available hunting fauna. Secondly, and perhaps more importantly, 
focusing on MIS3 leads to a significant decrease of Mousterian sites only (i.e. the 
majority of the database), such that the three archaeological traditions become a little 
more balanced in terms of numerical representation (55 Mousterian, 8 Chatelperronian, 
and 38 Aurignacian sites). 
6.3.3.1 Diet patterns and archaeological tradition 
Results 
See appendix 19. 
Discussion 
While the number of assemblages is about the same as those that were considered 
“reliable”, the drop in significant results we found with the latter did not occur here. In 
fact, we found that more than 20 diet indicators were added to the all entry-list of 
significant differences between archaeological traditions. Overall, p-values of the newly 
added results tend to be a bit higher, while on the other hand, the indicators that were 
already there had higher values of the test statistic. 
As far as maximum diet breadth is concerned, the pattern that was visible in the full 
database (i.e. a higher mean rank for the Chatelperronian vs. the Mousterian) is now 
evident in all four rather than just two of the parameters. Moreover, in the MIS3 
database, differences between Mousterian and Aurignacian have become significant as 
well, the latter displaying a larger diet breadth. Interpreted in terms of the coexistence 
hypothesis, resource intensification (vs. the Mousterian) can be inferred during the 
Chatelperronian, and the Aurignacian, judging from the behaviour of the NPREYTYPE 
parameter. 
The single AIs provide some detail to that picture. Again, the results on the full 
database are a subset of those we arrived at here, with the MIS3 data. For the former, we 
concluded that there was a lack of direct evidence for intensification (i.e. in terms of 
abundance of the lowest-ranking prey types), accompanied by a significant increase in 
prey weighing over 1000 kg during the Chatelperronian (vs. both the Mousterian and 
the Aurignacian). While helping to explain the higher maximum diet breadth during the 
Chatelperronian, it was difficult to reconcile the latter pattern with the intensification 
signal derived from the NPREYTYPE parameter (unless such prey are in fact not 
high[est] ranking at all).  
Now, for the MIS3 selection, we can add a few more patterns. First however, we must 
point out that the p values associated with the Chatelperronian vs. Mousterian 
comparison of type F prey (i.e. primarily Rangifer tarandus) have now become 
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significantly smaller, again confirming the increased Rangifer exploitation during the 
Chatelperronian established by Grayson and Delpech (2006). As far as differences 
between Mousterian and Aurignacian are concerned, the higher exploitation of class E 
prey during the Mousterian (primarily Capra, a pattern identified by Grayson and 
Delpech as well) is clearly evident in AI_E differences, whereas previously it appeared 
only in AI_e_alt, which includes the rather uncommon Cervus simplicidens. The other 
patterns between both traditions remained preserved: reindeer dominance during the 
Aurignacian (type II and F prey), and a higher exploitation of 200-1000 kg prey during 
the Mousterian (AI_G), with Cervus elaphus as the greatest contributor according to 
Grayson and Delpech (2006); as we have seen earlier when discussing the full database, 
the latter did not hold up when checking the correlation between the Cervus elaphus 
NISP and AI_G. Patterning between Aurignacian and Chatelperronian remains identical 
as well, i.e. a more important exploitation of animals weighing more than 1000 kg (and 
in the 2800-5500 weight range), during the Chatelperronian. 
When comparing the Mousterian and Chatelperronian dual AIs, it is apparent that 
only AI_8_vs_4, with a significant difference between both traditions in the full 
database, did not make it to the results of our MIS3 database analysis. We consider it 
part of those indicators (i.e. all those in the list, but one) that illustrate the more 
extensive exploitation of very large animals during the Chatelperronian, so it can be 
considered redundant. However, the MIS3 analysis did reveal five new ones: AI_H_vs_F, 
AI_F_vs_E, AI_E_vs_D, AI_h_alt_vs_f_alt, and AI_f_alt_vs_e_alt. Of these, the first and 
the last but one again indicate the prevalence of very large (> 1000 kg) animals during 
the Chatelperronian vs. the Mousterian. The second and last illustrate the more 
extensive exploitation of reindeer during the Chatelperronian, and interestingly, the 
third adds the observation that Chatelperronians exploited more type D animals than 
type E prey, compared to the Mousterian, or, in other words, as type D prey are very 
low-ranking (10-45 kg), resource intensification during the Chatelperronian was higher 
than during the Mousterian. This is also reflected by AI_e_alt_vs_d_alt, both in the full 
and the MIS3 database, and corresponds to the larger diet breadth as found for the 
Chatelperronian. Note that the type E (46-100 kg) is more restrictive than type e_alt (46-
175), and that the p values in the MIS3 analysis are smaller. 
A comparison of the dual AIs at the level of Mousterian vs. Aurignacian turned out to 
be informative as well. Again, the MIS3 analysis provided more significant results. In 
fact, the two that no longer featured in the MIS3 vs. the complete database, i.e. 
AI_8_vs_4 and AI_8_vs_6, had rather high p values in the latter, and were moreover 
suspected of having been influenced by sample size. In any case, the patterns attested in 
the full database are to be found here as well. Apart from the obviously higher Rangifer 
exploitation and that of prey larger than 1000 kg, an interesting signal in terms of 
resource intensification - which was not present in the full database, consists of the 
lower mean ranks of AI_E_vs_D and AI_e_alt_vs_d_alt for the Aurignacian, pointing to 
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intensification during the latter. Note that the same pattern occured when comparing 
the Chatelperronian and the Mousterian. Presumably, possible bursts of intensification 
during the Mousterian of MIS4 and/or 5 were responsible for hiding this pattern in the 
full database. 
The dual AIs for Aurignacian vs. Chatelperronian, while being more numerous for the 
MIS3 database, essentially showed the same pattern as the one resulting from the full 
database: AIs with the highest ranking animal larger than 1000 kg (and those within the 
2800-5500 range) are lower during the Aurignacian. This suggests (once again) that 
exploitation of these animals may have been higher during the Chatelperronian, which, 
as we argued before, is difficult to interpret in terms of resource intensification: on the 
one hand a more outspoken exploitation of higher ranking animals does not necessarily 
entail lower levels of intensification, and moreover, it may be that such prey may have 
had a (much) lower rank than assumed based on their weight only, or that non-
energetic goals had come into play. 
As far as the inclusive AIs are concerned, there is no difference between the full and 
the MIS3 database, except for the fact that the only relevant AI here, AI_H_G_vs_F_A, is 
far less significant in this analysis when compared to the full database.  
6.3.3.2 Diet patterns and sample size 
Results 
See Appendix 20 and 21. 
Discussion 
For our first diet indicator, i.e. NPREYTYPES, the results entail that sample size may 
have had a considerable impact on the maximum diet breadth differences between 
Mousterian and Aurignacian, and Mousterian and Chatelperronian.  
All differences of single AIs between Chatelperronian and Mousterian equally fall 
prey to the contributing effects of sample size, while three single AIs (AI_II, AI_F, and 
AI_f_alt) do the same in the Mousterian vs. Aurignacian comparison. The remaining 
three (type E, type G and type e_alt prey) are indicative of the more outspoken 
Mousterian Capra exploitation vs. the Aurignacian, as well as the higher reliance of Bos, 
Bison and Cervus elaphus, i.e. two patterns that more or less correspond to those exposed 
by Grayson and Delpech (2006). For the Chatelperronian-Aurignacian comparison of 
single AIs as well, sample size turns out to have impacted the inter-technocomplex 
differences. 
The impact of sample size is again heavily felt with the double AIs, where, in the 
Chatelperronian vs. Mousterian situation, again three stand out that are not affected: 
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AI_E_vs_D, AI_f_alt_vs_e_alt, and AI_e_alt_vs_d_alt. The first and the last can point to 
intensification in the Chatelperronian, while the second most likely signals the 
increased Rangifer exploitation during the Chatelperronian. For the Aurignacian as well, 
sample size has been a contributing factor. When compared to the Mousterian, the 
increased Rangifer exploitation is unaffected (AI_III_vs_II, AI_f_alt_vs_e_alt), as well as 
the intensification signal whereby Aurignacians focussed more on 25-45 kg and 10-45 kg 
prey than Mousterians did. Comparing the Aurignacian to the Chatelperronian shows 
that only the mean rank differences of AI_8_vs_5 and AI_7_vs_5 between both 
technocomplexes could have been influenced by sample size. The remaining others 
point to the higher exploitation of the largest animals during the Chatelperronian. 
6.3.3.3 Diet patterning and climate 
Of the 98 assemblages, 46 contained information on humidity, of which 27 were 
classified as dry, and 19 as humid; 75 assemblages contained information on 
temperature, of which 63 were classified as cold and 12 as temperate. 
Humidity 
Results 
No significant differences in diet patterning could be found between dry and humid 
climate sites. As such, the fact that an assumption of the chi-square test was violated as 
3 out of 6 cells of the contingency table had expected counts less than 5, is irrelevant. 
For the sake of completeness, we can add that the result of the chi-square test was not 
significant. 
Discussion 
Humidity, as recorded here, does not seem to have had an impact on diet differences 
between archaeological traditions. 
Temperature 
Results 
See Appendices 22 and 23. 
Discussion 
The chi-square test on temperature and tradition (Appendix 23) was not significant, but 
unfortunately, an assumption of the test was violated as 2 out of 6 cells of the 
contingency table had expected counts of less than 5. 
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If temperature has had any impact on diet differences between traditions (see 
Appendix 24), it would have to be sought at the level of maximum diet breadth 
(NPREYTYPES_II and _2, and between Mousterian and Aurignacian/Chatelperronian), 
the higher exploitation of type G prey (201-1000 kg) during the Mousterian vs. the 
Aurignacian, and the more extensive Rangifer exploitation during the Aurignacian vs. 
the Mousterian (as captured by the inclusive AI_H_G_vs_F_A). However, all of these 
patterns are redundantly present in diet parameters without link with temperature. 
6.3.3.4 Diet patterning and site context 
Note that as all open air sites are older than MIS3, only two groups remained within the 
parameter “site context”, i.e. “open air with shelter” and “sheltered”, meaning that 
Mann-Whitney U tests could be performed instead of Kruskal-Wallis tests. 
Results 
See Appendices 24-26. 
Discussion 
The chi-square test on site context and archaeological tradition was significant (see 
Appendix 25). The contingency table in Appendix 26 shows that Mousterian and 
Chatelperronian sites contain more open air sites with shelter, but less sheltered sites, 
than expected. The opposite pattern is found in the Aurignacian. Looking at Appendix 
24, we do not see consistent patterns: sometimes the mean ranks of the diet parameters 
are largest for open air sites with shelter, sometimes for sheltered sites. In order to 
check for the influence of site context on diet differences between technocomplexes, we 
have to look back at Appendix 19, where we retrieve the technocomplexes for which 
any given diet parameter included in Appendix 24 was significantly different. For 
example, for AI_G and AI_H_G_vs_F_A differences were found between the Mousterian 
and the Aurignacian. For both parameters, mean ranks were higher in the Mousterian 
than in the Aurignacian. In Appendix 24 we see that for both diet parameters higher 
mean ranks can be found in the open air sites with shelter than in the sheltered sites. As 
Appendix 26 has shown that the Mousterian contains more open air sites with shelter 
than expected, we can conclude that for diet parameters AI_G and AI_H_G_vs_F_A site 
context is a relevant factor which may be partly responsible for the relation found 
between technocomplex and diet breadth. 
These steps are repeated for each diet parameter included in Appendix 24. 
Interpretation was not necessarily more complicated when differences were found 
between more than two technocomplexes in Appendix 19, for example diet parameters 
AI_E_vs_D and AI_e_alt_vs_d_alt. For these parameters higher mean ranks were found 
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in the Mousterian vs. the Chatelperronian and the Aurignacian. In Appendix 24, we see 
that for these diet parameters open air sites with shelter have higher mean ranks than 
sheltered sites. Appendix 26 shows that indeed the Mousterian contains more open air 
sites with shelter than expected, and the Aurignacian contains more sheltered sites than 
expected. However, the Chatelperronian sites follow the same pattern as the Mousterian 
sites, not the Aurignacian ones. This means that, while we can probably still conclude 
that site context is a relevant factor in explaining the relation between the diet patterns 
and technocomplex, the evidence is less straightforward. 
Unfortunately, interpreting the role of site context was less straightforward for other 
diet parameters. For example, parameters AI_V_vs_III, AI_h_alt_vs_e_alt and AI_7_vs_6 
had higher mean ranks in the Chatelperronian than in the Mousterian. For all three 
parameters sheltered sites had higher mean ranks than open air sites with shelter. This 
is odd, as only in the Aurignacian more sheltered sites were found than expected. The 
mean ranks of the Aurignacian lie each time between the Mousterian and the 
Chatelperronian mean ranks, but never differ significantly from both values. This might 
explain why, eventually, higher mean ranks are found in sheltered sites (more found 
than expected in Aurignacian sites) than in open air sites with shelter (more found than 
expected in both the Mousterian, which had high mean ranks, and the Chatelperronian, 
which had low mean ranks). Nonetheless, this interpretation is much less 
straightforward, so the conclusion that site context is a relevant factor here remains 
speculative at best. 
Overall, for diet parameters AI_H_vs_E, AI_E_vs_D, AI_e_alt_vs_d_alt, AI_7_vs_5, 
AI_G and AI_H_G_vs_F_A, site context may be considered responsible for part of the 
relation found between technocomplex and diet breadth; for diet parameters AI_7, 
AI_H_vs_F, AI_h_alt_vs_f_alt, AI_ V_vs_III, AI_h_alt_vs_e_alt and AI_7_vs_6 this cannot 
be inferred. 
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Conclusion 
This study originated from what we considered to be a problematic frame of 
reference for hominin research, i.e. the modernity concept. Building on a short remark 
in a summary paper on our master thesis, and recognising that we were definitely not 
the first to go against this commonly used term, we set out to call into question its 
empirical validity and theoretical utility. Indeed, the concept is not only hard to operate 
in a Late Pleistocene setting (which is readily accepted), it also biases our interpretation 
of the available data by suggesting that a clear, and archaeologically recognisable divide 
between Neanderthals and modern humans actually exists. Moreover - and this will 
perhaps not be so readily accepted - we argued that the term is incongruous with 
evolutionary theory. This is due to the fact that the concept has accumulated a 
multitude of connotations (e.g. of teleology, progress, superiority, increased 
complexity), but also because it is quite incapable of getting to grips with the enormous 
human behavioural and cultural variability, past and present. Therefore, we argued for 
its abandonment. 
We are well aware that this stance may be a personal and coloured one (are there any 
other?), but this does not take away the fact that there may be better frames of 
reference out there, able to deal with regional or even local variability and fully 
compatible with evolutionary theory. We must remember however, that while these are 
often more fine-grained, we will lose the ability to describe variability in a convenient 
short-hand (as modernity did). In our opinion, this is no loss at all, as we would like to 
argue that the archaeological record cannot support such a straightforward framework 
(yet), and most likely prehistoric reality was far too complex to be compatible with such 
a restricted paradigm in any meaningful way. 
Logically, we started our search for a new frame of reference with a theory in which 
ultimately, palaeoanthropology (sensu lato) is embedded, i.e. evolutionary theory. It was 
clear from the start that a simple framework such as the basic genotype-phenotype 
juxtaposition we referred to in the first chapter, was too poor to work with. As such, in 
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our second chapter, we explored a number of evolutionary approaches to behaviour and 
culture, with niche construction appearing as a promising candidate. Unfortunately, 
while harbouring great potential as a hypothesis generator for Pleistocene archaeology 
as it elegantly incorporates behaviour, culture and environment (the latter including 
artefacts), making use of the theory in any quantitative way would be difficult at the 
moment. Suited and ready to use models (comparable to the one we eventually 
implemented ourselves) have not been developed yet, and even if they were, the 
question would be whether enough secure data is to be found in older excavation 
reports to be incorporated. 
Therefore, we wanted to find out if other approaches were available, approaches that 
are less complex and thus necessarily exclude some parameters from analysis, e.g. the 
feedback between the genetic, the cultural, and the ecological inheritance system. This 
led us to consider, in turn, sociobiology, evolutionary psychology, gene-culture co-
evolutionary theory, and finally, behavioural ecology. As mentioned in the Introduction, 
the literature on these fields is vast, and our review could not do them any justice. Still, 
we tried to evaluate each of them from a conceptual perspective, but also from the point 
of view of the first chapter: the question of Neanderthal enculturation (i.e. the 
incorporation of modern human cultural variants, e.g. those interpreted as “modern”) 
during the MUP transition, and in the end, the actual coexistence of both human 
phenotypes in the same region. As we saw in the fourth chapter, genetic research 
indicated that the latter is very likely to have occurred, so that the remaining question 
is “where?”. As it turned out, behavioural ecology seemed the most suited to the (Late) 
Pleistocene archaeological record, as that approach only deals with adaptive phenotypic 
traits sensu lato (i.e. covering both cultural and behavioural variants, without 
discriminating between them). From the options that became available to tackle the 
coexistence question, we chose to focus on kitchen waste by means of optimality theory. 
In practice, we opted for the basic prey model, as we suspected that finding enough data 
to plug into more advanced models could be problematic. As it turned out, the model 
had been successfully used in ethnographic and archaeological studies before, although 
the latter were generally situated in a Holocene context. 
Our next step involved gathering information on the general and particular settings 
in which we were about to deploy the basic prey model. These involved ecology 
(Chapter 3), hominin phenotypic traits and the Middle to Upper Palaeolithic transition 
(Chapter 4), and the actual sites we selected as a basis for our analysis (Site Catalogue, 
CDROM). Chapter 5 dealt with the idiosyncrasies of applying the diet model in 
archaeological time (Holocene and/or single site studies), which we consequently had to 
adapt to the specifics of our case study (Chapter 6).  
We (wrongly) assumed that the chronological resolution of our sites would be large 
enough for our analysis to benefit from a sufficiently detailed discussion of climate in 
Chapter 3, and its incorporation in the database in different forms (isotope stages, 
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terrestrial records, estimates of humidity and temperature). However, this did not turn 
out to be the case1: only about 10 % of the sites in our database had absolute dates that 
were considered secure, many having quite large error margins, and being produced by 
different methods (conventional and AMS 14C, U-Th/ESR, TL, ESR), and in the case of 
carbon dating, on different materials and with unequal pre-treatment of the samples 
(e.g. ultra-filtration). Moreover, as far as palaeoclimate reconstruction went, there were 
still numerous problems and uncertainties left when correlating marine, terrestrial and 
ice core proxy records. On top of that, evidence pointed to the fact that our key period, 
MIS3, appears to have no modern analogues while being highly unstable (even to such a 
degree that climatic fluctuations were shorter than the error margin of the dates). 
Nevertheless, this indicated clearly that changes to the basic prey model, as deployed in 
ecological time, would be called for. In the case of climate, we used a simple way to 
incorporate humidity and temperature into our analysis, i.e. by characterising the 
former as either dry or humid, and the latter as cold or temperate. As these 
characterisations were the result of the weighing of different proxies (e.g. small and 
large faunal associations (!), palynology, sedimentology, antracology, coleoptera, 
chiroptera, ...), and as they were made for each site separately by different researchers, 
they may not be sufficiently accurate. We turned the more detailed estimations found in 
the literature (e.g. “very” dry) into the simple dichotomy we used, exactly to counteract 
inaccuracy. 
The fourth chapter pointed out that Neanderthal and modern human behavioural 
ranges overlapped enough for them to be described by the same model. This was not 
primarily because the overlap could be proven to be all-encompassing, but rather 
because detailed knowledge about most phenotypic traits was most often equivocal. For 
example, in the Neanderthal case, it was difficult to determine whether their robust 
build was primarily caused by their high activity levels, by genetic adaptation to the 
cold climate, or by genetic drift. Social information, e.g. on group size, or mobility 
patterns were also scarce, while technological differences were there but not easily 
interpreted2. This problem is only aggravated by the fact that most of our sites were 
excavated long ago, with what are nowadays considered sub-standard techniques, or 
excavated over small surfaces that cover not enough area to provide information on 
intra-site organisation.  
 
                                                     
1 In contrast to the Stage Three Project, the presence of absolute dates was not a selection criterion for 
inclusion into our database. 
2 We may point out here that when writing the fourth chapter the area of study had not been delineated yet. 
As such, information that was tailored to France, e.g. on foraging or mobility strategies, which could have 
added to the detail of our analysis, was not given priority nor integrated into the results of the study. This was 
due to severe time constraints (see Introduction).  
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Clearly, these facts had a considerable impact on how the prey model could be 
implemented, as they influenced its parameters, and in some cases even went against 
the assumptions of the model. We discussed the problems of using the prey model in 
deep time in Chapter 5, noting that it could still be applied with success, if certain 
changes were made (e.g. the use of weight as a proxy for prey profitability) and specific 
factors checked for (e.g. evidence for mass collection, bone collection methods, ...). This 
entailed that only applications of the model would be possible in our timeframe (i.e. the 
qualitative predictions of the model become working hypotheses3), rather than 
quantitative tests that require actual values for the model's parameters, such as energy 
expenditure, encounter rates, etc.  
With these issues in mind, we tried to gather as much relevant data as possible on the 
animal assemblages in our database/catalogue, such as mesh size when sieving, 
determinations of the role of the site in the mobility system, location of the site in the 
landscape, palaeovegetation etc. Unfortunately, such information turned out to be 
scarce and unevenly distributed throughout the database, such that most of the 
specificities of the model when applied to Holocene contexts (ethnographic or 
archaeological) or certain well-documented Pleistocene sites, could not be covered in 
our analysis. As such, fragmentation, differential bone transport, differential recovery, 
and for example the application of the prey model on a patch by patch basis was not 
possible. On the one hand this is not surprising for a database analysis, on the other we 
would have liked to be more specific. 
Still, we tried to use the data we did have as judiciously as possible. Remember that 
our goals for the case study were to contribute to the evaluation of the Competition 
Hypothesis, but also to learn about the application of the prey model to the Late 
Pleistocene in Western Europe. Defining prey types with non-overlapping profitabilities 
was a first hurdle to be taken, and the fact that we arrived at four weight classification 
systems was indicative of the fact that a certain amount of uncertainty was at play. 
Nevertheless, the two systems we defined ourselves specifically for the purpose of this 
study different only marginally, i.e. at one place; both other systems were borrowed 
from the (zooarchaeological) literature to see how they would perform. Secondly, we 
wished to gauge resource intensification by two different means, i.e. counting the 
number of prey types in an assemblage, and calculating the ratio of a high-ranking prey 
type and its sum with a low-ranking one (i.e. an abundance index). Based on the 
archaeological literature on the American Holocene (Broughton 1994b), we extended 
these dual AIs by defining four what we called inclusive AIs, which typically pit one 
 
                                                     
3 Note the irony when considering that one of the reasons we did not use niche construction theory was its 
inability to be more than a hypothesis generator. Still, NCT would nevertheless be more difficult to implement 
because it has more parameters to be reckoned with. 
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(low-ranking) prey type against all others with the added twist that we set the upper 
weight limit of the low-ranking animal at different values, using each of the four 
classification systems. We extended this method further by calculating so-called single 
AIs, which again set one type against the total prey NISP of the assemblage. These last 
parameters, which in essence are nothing more than percentage-wise abundances, were 
meant as a first encounter with the prey type abundance data. They guided us to the 
lowest-ranking prey types, their abundances, and their differences between 
archaeological traditions (and as such, also to resource intensification), while at the 
same time doubling as a much-needed baseline against which to interpret the multitude 
of dual AIs (and select the useful ones). 
As such, and from a point of view somewhat redundantly, all possible single and 
double AIs were calculated and analysed for each weight classification system, while the 
database itself was analysed in different ways (i.e. using all entries, only “reliable” 
entries, and only MIS3 assemblages). This was done for very specific reasons. Firstly, as 
we already mentioned, we believed that the different AIs and the NPREYTYPES 
parameter would be complementary rather than redundant, which was the case. 
Second, knowing that the diet model is usually applied to taxa rather than prey types, 
we wanted to be sure that we were using prey types that were as accurate as possible (so 
we assembled two weight systems ourselves), without neglecting existing efforts at 
combining taxa into weight classes, albeit compiled for different purposes. As it turned 
out, this approach of using different ways to group taxa into types proved to be (in some 
cases highly) redundant as far as the resulting diet patterning was concerned, but it did 
allow to reverse-engineer the diet patterns we found between prey types into 
exploitation strategies based on taxa. 
Third, the data contained within our database were indeed very similar those used by 
Grayson and Delpech (2006), give or take a number of assemblages that were added or 
removed based on new data that had become available, and some NISP data that were 
updated as well. Checking whether our more coarse-grained way of dealing with prey 
could reveal the same patterns as those identified by the afore-mentioned authors was 
therefore important. In fact, it could: besides the prominence of red deer in the 
Mousterian vs. the Aurignacian, which we recognised only as a more pronounced 
exploitation of the prey type it belonged to (i.e. type G, 200-1000 kg), and which further 
included primarily horse, bison and aurochs, the focus on Rangifer during the 
Aurignacian (and to a lesser extent, the Chatelperronian) vs. the Mousterian, and the 
more abundant remains of Capra during the latter vs. the Aurignacian could all be 
attested. 
A forth reason why we choose to calculate all possible parameters (rather than only 
those we assumed to involve key prey types such as the lowest-ranking ones) was the 
fact that we were dealing with a database, for which we did not have a baseline on 
which we could build. In contrast to the analysis of a single site, for which other 
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methods may point to certain patterns that can be corroborated or even investigated 
further using the diet breadth model, we had to start from scratch. Admittedly, we did 
have the results from the Grayson and Delpech (2006) analysis, but as explained above 
we wanted to use these to compare with our results to get a more or less independent 
confirmation of what we had found. Moreover, these authors were not looking for 
intensification, and were using other methods to analyse their data (both statistically 
and at the level of arranging data). As an example, the patterning derived from the 
single AIs was highly useful in this respect. 
Finally, we did the same statistical analysis three times. First, perhaps somewhat 
contra-intuitively, on the full database. If it is assumed that in the region of study, MIS4 
and 5 introduced quite different climatic circumstances compared to MIS3, and that 
Neanderthals adjusted their exploitation strategies to those differences, even in the 
slightest of ways, it would seem obvious that any hint of resource intensification within 
MIS3 (the time-frame in which to test the Coexistence Hypothesis4) could be swamped 
by including the MIS4 and 5 data. In fact, it would appear (judging from the presence of 
more significant differences between technocomplexes in the MIS3 database) that 
partly, this has indeed been the case. However, as mentioned before, we wanted to 
check whether we would find the patterns attested by Grayson and Delpech (2006), 
which primarily related to the whole database – and we did. It also had the advantage of 
numbers: the analysis could be run on more than 200 assemblages. As a next step, we 
brought that number down to about one hundred, to see if patterns became more clear 
when focusing on sites that were deemed more “reliable” than the rest. Remarks 
concerning the validity of the NISP-based criteria we used left aside – they were the 
only ones available for all entries – we saw redundancy take a steep drop, unfortunately 
followed by most of the patterning itself. As we initially attributed this to reasons of a 
statistical nature (a lowering of the amount of sites, and Chatelperronian ones in 
particular), we were relieved to see that the latter of our explanations was the most 
important when we turned our attention to the MIS3 entries. Their number was about 
the same (about one hundred), but in this case, redundancy increased when compared to 
the full database, as well as the number of relevant differences in the diet. Importantly, 
p-values decreased. Obviously, narrowing down our selection to MIS3 must have 
excluded the interfering patterns of MIS4 and 5 referred to above, without suffering 
from decreased absolute and relative numbers of Chatelperronian sites (as was the case 
with the “reliable” entries). 
 
                                                     
4 In fact, one could argue (correctly) that MIS3 is still too long a period to study the hypothesis. Unfortunately, 
the available absolute dates do not allow to delineate a more confined time frame, nor do the number of 
available sites would lend themselves to a database analysis. 
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It must be stressed that while we avoided letting theoretical and general assumptions 
about exploitation direct the AIs we were about to investigate (which is another reason 
we chose to check all and let the single AIs guide us in our interpretation of the other 
AIs), this approach only pays for a database study, and indeed would offer little to single 
site analyses. We even believe that applying the model to a well-excavated site with 
multiple assemblages for example, offers more potential for the model to prove its 
worth. As demonstrated by Morin (2004) and Grayson and Delpech (2003), the latter are 
particularly well-suited because they offer much more detailed information that can be 
taken into account for intensification. This allows to pay proper attention to 
taphonomy, to bring independent evidence to the matter (e.g. carcass exploitation, 
butchery intensity, marrow and grease extraction) and to tailor the (dual and inclusive) 
AIs to the specific circumstances dictated by the site and the research questions (the 
differential exploitation of certain niches, for example). So, while we conducted a 
general study of an entire region, we would advise, as a next step, for the prey model to 
be included in zooarchaeological site-based research as a standard tool alongside others 
when attempting to establish fine-grained fluctuations (i.e. between archaeostrata) in 
resource intensification (even outside the context of the MUP transition).  
The second aim of our case study was to contribute to the discussion on Neanderthal 
- modern human coexistence in France at the time of the MP to UP transition. To that 
end, we decided to test the coexistence hypothesis, understood as follows: 
 
 the Mousterian has been produced exclusively by Neanderthals 
 the Chatelperronian was a Neanderthal response to the arrival of Aurignacian 
modern humans and the resulting contact 
 the Aurignacian has been produced exclusively by modern humans 
 
We want to point out that we do not necessarily subscribe to this scenario, nor that 
both hominin phenotypes belong to different species. Additionally, the application of 
the model requires us to make the following assumptions: 
 
 upon contact/in the zone of contact, hominin population density rose as both 
populations inhabited the same broader region and as a result, they used the 
same hunting grounds  
 all things being equal, both populations hunted the same prey types 
 hunting strategies can be described using the diet breadth model (i.e. the 
hominins in question are both energy maximisers) 
 the availability of prey types already in the diet decreased, such that other (i.e. 
lower-ranking) types had to be exploited (= resource intensification) 
 animal body weight is a reliable predictor of profitability 
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To be honest, if we had any expectations, they would have been that no support for 
the hypothesis would be found, either because the combination of the model with a 
database study of often data-poor sites would be too coarse-grained (i.e. the resolution 
of the question may be too high for the grain of the data), or because there had not been 
any coexistence. It had been demonstrated before that at sites with a good stratification 
covering the transition (according to Grayson and Delpech [2008], only Roc de Combe, 
Grotte XVI and Saint-Césaire fit that description), no changes in exploitation strategies 
could be detected in the archaeofaunas at the sites (Morin 2004, Grayson and Delpech 
2003, 2005, 2008) that could not be ascribed to climatic factors. As it turned out, our 
expectations were wrong: keeping some caveats in mind (such as the fact that our 
results are necessarily space- and time-averaged, and remain restricted to the sites in 
our database), enough indications for the intensification between Mousterians and 
Chatelperronians/Aurignacians were found to keep us from rejecting the coexistence 
hypothesis. 
In the case of the full database, we attested the diet differences found by Grayson and 
Delpech (2006), i.e. a higher Capra and Cervus (the latter not being so clear) exploitation 
during the Mousterian vs. the Aurignacian, and a higher Rangifer exploitation during the 
latter and the Chatelperronian vs. the Mousterian. However, we found that diet breadth 
was higher during the Chatelperrian when compared to the Mousterian, and that this 
was caused by increased numbers of prey at both ends of the spectrum (i.e. 26-45 kg and 
> 1000 kg). The increase in prey weighing more than 1000 kg also occurred in the 
Aurignacian (when compared to the Mousterian), but could be partly explained by 
differences in sample size between archaeological traditions. Other factors such as 
humidity, temperature and site context appear to have had no impact on the attested 
patterns. These data suggest that intensification was higher during the Chatelperronian 
when compared to the Mousterian, as predicted by the Competition Hypothesis. 
Additionally, if the exploitation of very large prey had anything to do with 
intensification, a second mechanism countering decreasing abundance of high-ranking 
prey, i.e. in addition to increasing diet breadth by incorporating lower prey, may have 
been specialisation targeted at high-ranking prey (note that this falls beyond the logic 
of the basic prey model). 
When turning to the “reliable” entries, we found that the number of significant mean 
rank differences between technocomplexes was reduced to six, a subset of the 40 found 
in the previous analysis. The patterning involving the Chatelperronian was gone, as was 
the higher exploitation of very large animals in the Aurignacian vs. the Mousterian. The 
latter confirms that sample size was partly responsible for the pattern in the full 
database. The only (redundant) pattern remaining was the higher Rangifer exploitation 
in the Aurignacian vs. the Mousterian, and it turned out not to have been influenced by 
sample size, climate or site context. 
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Support for the Competition Hypothesis was most clearly (and redundantly) 
established in the MIS3 database, and visible as a maximum diet breadth difference 
between the Mousterian and both the Chatelperronian and Aurignacian (rather than 
only the Chatelperronian), indicating a larger diet breadth and thus intensification for 
the latter two traditions. While p-values were (much) lower than in the case of the full 
database, and all four rather than two parameters were significally different among 
technocomplexes, that significance was partly caused by sample size in each case, as 
well as climate in NPREYTYPES_II and NPREYTYPES_2. No significant diet breadth 
differences were attested between Aurignacian and Chatelperronian. The single and 
double AIs basically show the same diet patterning as the full database, but more 
redundantly (i.e. visible in more parameters), and in most cases more significantly 
(lower p-values). In addition, we now see that the exploitation of very large animals (> 
1000 kg) is now significantly larger during the Chatelperronian vs. the Aurignacian, 
while during the latter as well, prey smaller than 46 kg have been exploited significantly 
more than during the Mousterian (i.e. the same relationship between Chatelperronian 
and Mousterian).  
The increased redundancy and decreased p-values are somewhat offset by the 
influence of sample size, which was moderate in most cases. Interestingly, this was not 
the case with the increased exploitation of small animals, i.e. a tell-tale sign of 
intensification, during Chatelperronian and Aurignacian (vs. the Mousterian). Humidity 
or temperature as recorded here seem to have had no effect on the established patterns. 
This was different however for site context, which may have contributed to the attested 
diet differences between technocomplexes. Most importantly small prey exploitation 
may be influenced, however only by site context, no other parameter. As such, site 
context cannot explain the pattern on its own. 
To summarise our search for intensification, it would seem that indeed evidence for 
the pattern has been found according to the prediction of the Competition Hypothesis. 
Chatelperronians and Aurignacians both exploited significantly more prey smaller than 
46 kg (i.e. Rupicapra and Capreolus). Additionally, they exploited more reindeer 
(Aurignacians did so most), while Mousterians had exploited significantly more Capra 
and animals in the 200-1000 kg range (bovids, red deer, horse). Additionally, both 
Aurignacians and especially the Chatelperronians exploited significantly more prey 
larger than 1000 kg. As such, the Aurignacian and Chatelperronian maximum diet 
breadths (sensu the basic prey model) were broader than that of the Mousterian, which 
was also attested in the NPREYTYPES parameters. Now, if our hunters were actually 
energy maximisers as required by the prey model, this could mean that there was a 
second intensifying mechanism at work, next to the incorporation of small animals (also 
known as generalisation), i.e. specialisation on the highest ranking animals. However, this 
interpretation falls beyond the logic of the prey model. Finally, and this may be 
speculative, another mechanism yet may have existed to avoid competitive exclusion: 
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niche separation. More in particular, we see that the weight classes that are more heavily 
exploited during the Aurignacian are others than those preferentially exploited during 
the Mousterian. Clearly however, within the context of the Coexistence Hypothesis, 
niche separation alone fails to explain why the Chatelperronian exploitation pattern 
closely resembles the contemporaneous Aurignacian one, so we assume that this 
mechanism was probably of lesser importance, or only important during the initial 
Mousterian – Aurignacian interactions.  
Playing the devil's advocate, one could of course suggest that the patterning 
described above actually supports the hypothesis of independent development of the 
Chatelperronian before the arrival of the Aurignacians. Considered this way, niche 
separation would have to have been as important as a diet breadth increase between 
Mousterian and Chatelperronian, if not more so. This would leave to be explained 
however why competitive exclusion was a problem at the Mousterian - Chatelperronian 
interface, as the Chatelperronian is commonly regarded as a local development. 
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1 Abri Bourgeois-Delaunay 23 Grotte Vaufrey 
2 Abri Pataud 24 Grotte XVI
3 La Baume de Gigny 25 Hortus 
4 La Baume Moula-Guercy 26 Maldidier 
5 Beauvais 27 Mauran
6 La Borde 28 Mont-Dol
7 La Brèche de Genay 29 Mutzig I
8 Caminade-Est 30 Payre
9 Les Canalettes 31 Pech de l'Azé Ib, II, IV
10 Chez-Pinaud 34 Le Piage
11 Combe-Grenal 35 La Quina
12 Espagnac 36 Ramandils
13 La Ferrassie 37 Raysse
14 Les Fieux 38 Regourdou
15 Le Flageolet I 39 Roc de Combe
16 La Grande Roche de la Plématrie 40 Roc-en-Pail
17 Grotte de l'Adaouste 41 La Roche-à-Pierrot
18 Grotte de l'Hyène, Grotte du Renne 42 Saint-Marcel
19 Grotte des Hyènes 43 Salpêtre de Pompignan
21 Grotte Ouest du Portel 44 La Salpêtrière
22 Grotte Tournal 45 Trou de la Chèvre
Sites appearing in the case study
 
Appendix 1: Map of France indicating the location of the sites that contributed 
faunal assemblages to the database analysis of the case study (map made by drs. 
Jeroen De Reu, Archaeology Department, Ghent University). 
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 A ppen dix 2 : Sig n if ic an t m
e an r an k d if fe re nc es (Kru s ka l -W
al li s) of  di et p ar am
ete rs  bet w
ee n t e chn ocom
p lex es, al l  entr ies  
Technocom
plexes 
Num
b er o f p rey  typ es   
Sin gle  pre y t ype A Is  
Du a l pre y  ty pe  AIs  
Incl us ive p rey typ e A I s 
Cha tel perron ian  
v s. M
ous teri an  
I*(C 156.25; M
 103.75)  
1* (C 168.56; M
 105.27) 
V**(= H)(C 170.56; M
 105.63) 
F* (C 152.25; M
 95.74)  
7* (= h_alt)(C 154.00; M
 108.14) 
8*** (C 163.00; M
 104.83) 
V_vs_I* (C 135.19; M
 89.24) 
V_vs_II** (C 162.62; M
 102.96) 
V_vs_III** (C 150.12; M
 94.75) 
V_vs_IV*(C 142.06; M
 93.04)  
H_vs_E*(C 110.29; M
 71.18)  
H_vs_G**(C 166.88; M
 102.95) 
G_vs_F* (C 66.19; M
 121.39) 
8_vs_4 (= AI_i_alt_vs_d_alt)*(C 94.06; M
 65.70) 
8_vs_5** (C 161.69; M
 104.54) 
8_vs_6**(= AI_i_alt_vs_g_alt)(C 154.50; M
 99.62) 
7_vs_5* (C 152.31; M
 107.77) 
7_vs_6* (= AI_h_alt_vs_g_alt)(C 145.31; M
 102.50)  
i_alt_vs_e_alt** (C 121.25; M
 69.91) 
i_alt_vs_f_alt** (C 154.00; M
 100.29) 
h_alt_vs_e_alt*(C 119.00; M
 72.88)  
e_alt_vs_d_alt* (C 36.50; M
 88.08) 
 
Auri gnac ian  
vs . 
M
ou steri a n 
 
II**(A 138.50; M
 103.90) 
F*** (A 164.24; M
 95.74)  
G*** (A 75.28; M
 118.97) 
e_alt** (A 84.15; M
 117.77) 
f_alt*** (A 147.81; M
 101.11)  
G_vs_F***(A 56.49; M
 121.39) 
8_vs_4 (= i_alt_vs_d_alt)*(A 83.52; M
 65.70) 
8_vs_6 (= i_alt_vs_g_alt)*(A 117.66; M
 99.62) 
i_alt_vs_e_alt*(A 90.33; M
 69.91) 
f_alt_vs_e_alt**(A 136.99; M
 101.34) 
H_G_vs_F_A*** 
(A 73.92; M
 118.99) 
C hat elperroni an 
v s. Aurignacian  
 
V*(= H)(C 170.56; A 116.83)  
7* (= h_alt)(C 154.00; A 109.18) 
8* (= i_alt)(C 163.00; A 121.92)  
V_vs_II* (C 162.62; A 109.97)  
H_vs_G* (C 166.88; A 117.68) 
8_vs_5* (C 161.69; A 120.53)  
i_alt_vs_f_alt* (C 154.00; A 114.51)  
 
Value s r epresent sign ific ant differ ences at the  * p
. 05 level,  ** p
. 01  leve l, * ** p
.00 1 l ev el.  
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Appendix 3: significant correlations (Spearman’s rho) between diet parameters1 
and sample size, all entries 
Diet variable rs N entries 
Number of prey types 
N_PREY_TYPES_I 
N_PREY_TYPES_1 
 
.417*** 
.419*** 
 
219 
219 
Single prey type AIs 
AI_II 
AI_V 
AI_F 
AI_7 
AI_8 
 
.196** 
.351*** 
.278*** 
.321*** 
.350*** 
 
219 
219 
219 
219 
219 
Dual Prey type AIs 
AI_V_vs_I 
AI_V_vs_II 
AI_V_vs_III 
AI_V_vs_IV 
AI_H_vs_E 
AI_H_vs_G 
AI_G_vs_F 
AI_8_vs_4 
AI_8_vs_5 
AI_8_vs_6 
AI_7_vs_5 
AI_7_vs_6 
AI_i_alt_vs_e_alt 
AI_i_alt_vs_f_alt 
AI_h_alt_vs_e_alt 
AI_f_alt_vs_e_alt 
 
.391*** 
.336*** 
.342*** 
.337*** 
.360*** 
.359*** 
-.232*** 
.398*** 
.349*** 
.350*** 
.324*** 
.319*** 
.402*** 
.339*** 
.386*** 
.164* 
 
186 
212 
197 
193 
149 
215 
214 
140 
218 
209 
218 
208 
150 
209 
151 
218 
Inclusive Prey type AIs 
AI_V_II_vs_I 
AI_i_alt_f_alt_vs_e_alt_a_alt 
 
.198** 
.210** 
 
219 
219 
All values represent significant differences at the * p.05 level, ** p.01 level, *** p.001 level. 
 
 
 
Appendix 4: Significant mean rank differences (Kruskal-Wallis) of sample size 
between technocomplexes, all entries 
Technocomplexes Mean rank difference 
Aurignacian vs. Mousterian 29.101* 
Significant at the * p.05 level 
 
                                                     
1 i.e. only those diet parameters that showed significant differences between technocomplexes (see also the 
following appendices). 
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Appendix 5: Significant mean rank differences (Mann-Witney) of diet parameters 
between dry (D) and humid (H) climate, all entries 
Diet variable Mean rank differences 
Number of prey types 
 
/ 
Single prey type AIs 
 
AI_F 
AI_G 
 
 
 
D 78.64; H 54.90*** 
D 48.11; H 81.59*** 
Dual prey type AIs 
 
AI_G_vs_F 
AI_8_vs_4 
 
 
 
D 49.04; H 75.83*** 
D 46.23; H 35.76** 
Inclusive AIs 
 
AI_H_G_vs_F_A 
 
 
 
D 48.15; H 81.56 *** 
Values represent significant differences at the * p.05 level, ** p.01 level, *** p.001 level. 
 
 
 
Appendix 6: Test of independency of technocomplex and humidity (Chi-Square 
Test), all entries 
 
Variables χ2 p 
technocomplex & humidity .501 .901 
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Appendix 7: Significant mean rank differences (Mann-Witney) of diet parameters 
between cold (C) and temperate (T) climate, all entries 
Diet variables Mean rank differences 
Number of prey types 
 
N_PREY_TYPES_I 
N_PREY_TYPES_1 
 
 
 
C 77.90; T 97.68** 
C 76.04; T 102.38*** 
Single prey type AIs 
 
AI_V 
AI_F 
AI_G 
AI_7 
 
 
 
C 79.40; T 93.87* 
C 93.10; T 59.41*** 
C 68.68; T 121.02*** 
C 78.82; T 95.34** 
Dual prey type AIs 
 
AI_H_vs_E 
AI_G_vs_F 
AI_7_vs_5 
AI_7_vs_6 
AI_h_alt_vs_e_alt 
AI_e_alt_vs_d_alt 
 
 
 
C 55.97; T 72.97** 
C 69.32; T 109.33*** 
C 78.36; T 94.65** 
C 73.82; T 87.91* 
C 58.24; T 70.74* 
C 69.53; T 53.01* 
Inclusive AIs 
 
AI_H_G_vs_F_A 
 
 
 
C 68.53; T 121.32*** 
Values represent significant differences at the * p.05 level, ** p.01 level, *** p.001 level. 
 
 
 
Appendix 8: Test of independency of technocomplex and temperature (Chi-
Square Test), all entries 
Variables χ2 p 
technocomplex & temperature 1.049 .901 
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Appe nd ix 9 : Signi fi ca nt m
ea n ra nk di ff eren ce s (Krusk al- W
a llis ) of  di e t par a m
e te rs be tw
e en  o pe n a i r  (O ), o pe n air w
it h shelt er 
( OS ), and  s he lt ere d ( S)  s it es, al l e ntr ies 
Die t variabl es 
O  vs. O S 
OS  vs . S 
O  vs .  S 
Nu m
b er o f prey t yp es 
 
/ 
/ 
/ 
Singl e p rey  ty pe  AIs 
 AI_II 
AI_V 
AI_G 
AI_8 
 
   O 172.88; OS 96.01*** 
 O 180.25; OS 95.52*** 
 
  OS 129.68; S 101.13** 
 OS 126.93; S 101.89* 
OS 95.52; S 113.08* 
 
   O 172.88; S 113.26** 
 O 180.25; S 113.08*** 
 
D ual  prey  ty pe  A Is  
 AI_V_vs_I 
AI_V_vs_II 
AI_V_vs_III 
AI_V_vs_IV 
AI_H_vs_E 
AI_H_vs_G 
AI_8_vs_4 (=AI_i_alt_vs_d_alt) 
AI_8_vs_5 
AI_8_vs_6 (=AI_i_alt_vs_g_alt) 
AI_i_alt_vs_e_alt 
AI_i_alt_vs_f_alt 
AI_h_alt_vs_e_alt 
AI_f_alt_vs_e_alt 
AI_e_alt_vs_d_alt 
 
  O 170.33; OS 76.44*** 
O 165.25; OS 91.50*** 
O 151.88; OS 84.51*** 
O 147.44; OS 83.55*** 
O 128.50; OS 62.07*** 
O 169.50; OS 92.94*** 
O 126.08; OS 55.78*** 
O 179.88; OS 95.04** 
O 170.50; OS 90.17*** 
O 138.50; OS 60.05*** 
O 171.25; OS 90.44*** 
O 139.00; OS 65.25** 
O 172.50; OS 91.28*** 
O 21.00; OS 96.16* 
  OS 76.44; S 98.56** 
OS 91.50; S 110.54* 
OS 84.51; S 103.49* 
  OS 92.94; S 111.96* 
OS 55.78; S 74.20** 
OS 95.04; S 112.46* 
OS 90.17; S 108.78** 
OS 60.05; S 80.12** 
OS 90.44; S 108.19* 
 OS 91.28; S 114.68* 
 
  O 170.33; S 98.56*** 
O 165.25; S 110.54* 
O 151.88; S 103.49* 
O 147.44; S 100.92* 
O 128.50; S 77.82** 
O 169.50; S 111.96** 
O 126.08; S 74.20*** 
O 179.88; S 112.46*** 
O 170.50; S 108.78*** 
O 138.50; S 80.12*** 
O 171.25; S 108.19*** 
O 139.00; S 80.01* 
O 172.50; S 144.68* 
Inc lusi ve AI s 
 AI_H_G_vs_F_A 
 
  / 
  OS 126.66; S 101.15* 
  / 
V alue s r ep re sent signifi cant differences at t he *  p
. 05 lev el,  **  p
.0 1 level , ***  p
.0 01 l evel 
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Appendix 10: Test of independency of technocomplex and site context (Chi-
Square Test), full database, all entries 
Variables χ2 p Cramer’s V p (Cramer’s V) 
technocomplex & site context 20.021 .002 .214 .002 
 
 
 
Appendix 11: Test of independency of technocomplex and site context (Chi-
Square Test), full database, all except Chatelperronian entries 
Variables χ2 p (χ2) Cramer’s V p (Cramer’s V) 
technocomplex & site context 19.362 .000 .303 .000 
 
 
 
Appendix 12: 3x3 contingency table of technocomplex vs. site context: effective 
counts (expected counts), all entries 
 Mousterian Chatelperronian Aurignacian Total 
open air 8 (6.3) 0 (0.3) 0 (1.4) 8 
open air with shelter 65 (54.2) 2 (2.5) 2 (12.3) 69 
sheltered 99 (111.5) 6 (5.2) 37 (25.3) 142 
Total 172 8 39 219 
 
 
 
Appendix 13: 3x2 contingency table of technocomplex vs. site context: effective 
count (expected count), all entries, without Chatelperronian sites 
 Mousterian Aurignacian Total 
open air 8 (6.5) 0 (1.5) 8 
open air with shelter 65 (54.6) 2 (12.4) 67 
sheltered 99 (110.9) 37 (25.1) 136 
Total 172 39 211 
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Appendix 14: Significant mean rank differences of diet parameters for each pair 
of archaeological traditions, “reliable” entries (Kruskal-Wallis tests) 
 Number of 
prey types  
Single prey 
type AIs 
Dual prey type 
AIs 
Inclusive prey type 
AIs 
Chatelperronian 
vs. Mousterian 
    
Aurignacian vs. 
Mousterian 
 II**(A 71.41; M 
48.07) 
F***(A 80.91; 
M 44.47) 
G***(A 31.61; 
M 59.44) 
f_alt***(A 
73.87; M 47.18) 
G_vs_F***(A 
26.35; M 60.80) 
 
H_G_vs_F_A***(AU 
30.09; M 59.76) 
Chatelperronian 
vs. Aurignacian 
    
All values represent significant differences at the * p.05 level, ** p.01 level, *** p.001 level. 
 
 
 
Appendix 15: Significant mean rank differences (Mann-Witney) of diet 
parameters between dry (D) and humid (H) climates, “reliable” entries 
Diet variables Mean rank differences 
Number of prey types 
 
/ 
Single prey type AIs 
 
AI_F 
AI_G 
 
 
 
D 41.69; H 25.59*** 
D 26.14; H 42.59 *** 
Dual prey type AIs 
 
AI_G_vs_F 
 
 
 
D 24.27; H 42.00 *** 
 
Inclusive AIs 
 
AI_H_G_vs_F_A 
 
 
 
D 26.20; H 42.53*** 
Values represent significant differences at the * p.05 level, ** p.01 level, *** p.001 level. 
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Appendix 16: Test of independency of technocomplex and humidity (Chi-Square 
Test), “reliable” entries 
Variables χ2 p 
technocomplex & humidity .078 .962 
 
 
 
Appendix 17: Significant mean rank differences (Mann-Witney) of diet 
parameters between cold (C) and temperate (T) climate, “reliable” entries 
Diet variables Mean rank differences 
Number of prey types 
/ 
 
 
/ 
Single prey type AIs 
 
AI_F 
AI_G 
AI_f_alt 
 
 
 
C 47.58; T 20.62*** 
C 32.24; T 63.71*** 
C 43.78; T 31.29* 
Dual prey type AIs 
 
AI_G_vs_F 
 
 
 
C 31.75; T 60.52*** 
 
Inclusive AIs 
 
AI_H_G_vs_F_A 
 
 
 
C 32.17; T 63.90*** 
Values represent significant differences at the * p.05 level, ** p.01 level, *** p.001 level. 
 
 
 
Appendix 18: Test of independency of technocomplex and temperature (Chi-
Square Test), “reliable” entries 
Variables χ2 p 
technocomplex & temperature 5.474 .065 
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Appendix 20: Significant correlations (Spearman’s rho) between diet parameters1 
and sample size, MIS3 entries 
Diet pattern rs N entries 
Number of prey types 
N_PREY_TYPES_I 
N_PREY_TYPES_II 
N_PREY_TYPES_1 
N_PREY_TYPES_2 
 
. 507*** 
.460*** 
.499*** 
.513*** 
 
102 
102 
102 
102 
Single prey type AIs 
AI_II 
AI_V 
AI_F 
AI_7 
AI_8 
AI_f_alt 
 
.368** 
.484*** 
.431*** 
.454*** 
.434*** 
.368*** 
 
102 
102 
102 
102 
102 
Dual Prey type AIs 
AI_V_vs_I 
AI_V_vs_II 
AI_V_vs_III 
AI_V_vs_IV 
AI_H_vs_E 
AI_H_vs_F 
AI_H_vs_G 
AI_G_vs_F 
AI_F_vs_E 
AI_8_vs_5 
AI_8_vs_6 
AI_7_vs_5 
AI_7_vs_6 
AI_i_alt_vs_e_alt 
AI_i_alt_vs_f_alt 
AI_h_alt_vs_e_alt 
AI_h_alt_vs_f_alt 
AI_g_alt_vs_f_alt 
 
.510*** 
.451*** 
.485*** 
.478*** 
.501*** 
.432*** 
.487*** 
-.392*** 
.203*** 
.435*** 
.439*** 
.455*** 
.460*** 
.492*** 
.423*** 
.513*** 
.443*** 
-.264** 
 
87 
95 
91 
83 
74 
88 
98 
97 
99 
101 
93 
101 
92 
68 
95 
69 
94 
97 
Inclusive Prey type AIs 
AI_V_II_vs_I 
AI_i_alt_f_alt_vs_e_alt_a_alt 
 
.216* 
.216* 
 
219 
219 
All values represent significant differences at the * p.05 level, ** p.01 level, *** p.001 level. 
 
 
 
 
                                                     
1 more in particular, those who had shown significant differences between technocomplexes 
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Appendix 21: Significant mean rank differences (Kruskal-Wallis) of sample size 
between technocomplexes, MIS3 entries 
Technocomplexes Mean rank difference 
Aurignacian vs. Mousterian 18.112** 
Significant at the ** p.01 level 
 
 
 
Appendix 22: Significant mean rank differences (Mann-Witney) of diet 
parameters between cold (C) and temperate (T) climate, MIS3 entries 
Diet pattern Mean rank differences 
Number of prey types 
 
N_PREY_TYPES_II 
N_PREY_TYPES_2 
 
 
 
C 35.62; T 50.50* 
C 35.83; T 49.42* 
Single prey type AIs 
 
AI_G 
 
 
 
C 35.84; T 49.33* 
 
Dual prey type AIs 
 
/ 
 
 
 
/ 
 
Inclusive AIs 
 
AI_H_G_vs_F_A 
 
 
 
C 35.78; T 49.67* 
Values represent significant differences at the * p.05 level 
 
 
 
Appendix 23: Test of independency of technocomplex and temperature (Chi-
Square Test), MIS3 entries 
variables χ2 p 
technocomplex & temperature .838 .658 
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Appendix 24: Significant mean rank differences (Mann-Witney) of diet 
parameters between open air with shelter (OS), and sheltered (S) site contexts, 
MIS3 entries 
Diet pattern OS vs. S 
Number of prey types 
 
/ 
Single prey type AIs 
 
AI_G 
AI_7 
 
 
 
OS 69.63; S 47.35** 
OS 42.21; S 53.63* 
 
Dual prey type AIs 
 
AI_V_vs_III 
AI_H_vs_E 
AI_H_vs_F 
AI_E_vs_D 
AI_7_vs_5 
AI_7_vs_6 
AI_h_alt_vs_e_alt 
AI_h_alt_vs_f_alt 
AI_f_alt_vs_c_alt 
AI_e_alt_vs_d_alt 
 
 
 
OS 36.05; S 48.62* 
OS 27.64; S 39.80* 
OS 34.28; S 47.13* 
OS 47.75; S 35.11* 
OS 41.81; S 52.99* 
OS 37.16; S 48.93* 
OS 26.46; S 36.98* 
OS 38.11; S 49.72* 
OS 45.39; S 48.00* 
OS 47.82; S 35.09* 
 
Inclusive AIs 
 
AI_H_G_vs_F_A 
 
 
 
OS 69.89; S 47.29** 
Values represent significant differences at the * p.05 level, ** p.01 level, *** p.001 level. 
 
 
 
 
Appendix 25: Test of independency of technocomplex and site context (Chi-
Square Test), MIS3 entries 
variables χ2 p Cramer’s V p (Cramer’s V) 
technocomplex & site context 7.615 0.022 0.273 0.022 
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Appendix 26: 2x3 contingency table of technocomplex vs. site context: 
effective count (expected count), MIS3 entries 
 Mousterian Chatelperronian Aurignacian Total 
open air with shelter 15 (10.2) 2 (1.5) 2 (7.3) 19 
sheltered 40 (44.8) 6 (6.5) 37 (31.7) 83 
Total 55 8 39 102 
 
 
 
Appendix 27: Test of independency of technocomplex and site context (Chi-
Square Test), MIS3 entries without Chatelperronian sites 
variables χ2 p (χ2) Cramer’s V p (Cramer’s V) 
technocomplex & site context 7.553 0.006 0.283 0.006 
 
 
 
Appendix 28: 2x2 contingency table of technocomplex vs. site context: effective 
count (expected count), MIS3 entries without Chatelperronian sites 
 Mousterian Aurignacian Total 
open air with shelter 15 (9.9) 2 (7.1) 17 
sheltered 40 (45.1) 37 (31.9) 77 
Total 55 39 94 
 
 
 
 
  
 
 

