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RESUMEN
En esta tesis se estudia el problema de la robustez en los sistemas derecono-
cimiento automático de texto manuscrito off-line. Los sistemas de reconocimiento
automático de texto manuscrito estarán maduros para su uso generalizado, cuando
sean capaces de ofrecer a cualquier usuario, sin ningún tipode reparación o adies-
tramiento para su utilización, una productividad razonable. Se hace necesario pues,
construir sistemas flexibles y robustos en cuanto a la entrada, de tal manera que no
se requiera del escritor ningún esfuerzo extra, que no haríasi escribiese para ser
leído por un humano.
La intención del preproceso de la señal es hacer el sistema invaria te a fuentes
de variabilidad que no ayuden a la clasificación. En la actualidad no hay definida
una solución general para conseguir invariabilidad al estilo de escritura, y cada sis-
tema desarrolla la suyaad-hoc. En esta tesis se explorarán diferentes métodos de
normalización de la señal de entradaoff-line. Para ello se hace un amplio estudio
de algoritmos de preproceso, tanto a nivel de toda la imagen:umbralización, re-
ducción del ruido y corrección del desencuadre; como a nivelde texto:slope, slant
y normalización del tamaño de los caracteres.
Los sistemas dependientes del escritor obtienen mejores tasa de acierto que
los independientes del escritor. Por otra parte, los sistemas independientes del es-
critor tienen más facilidad para reunir muestras de entrenamiento. En esta tesis se
estudiará la adaptación de sistemas independientes del escritor para su utilización
por un único escritor, con la intención de que a partir de una poc s muestras pro-
ducidas por este escritor se mejore la productividad del sist ma (para este escritor),
o lo que es lo mismo, que éste pueda escribir de manera más relajada sin que el
sistema pierda productividad.
Los sistemasde reconocimiento de texto manuscriton están exentos de erro-
res. No sólo interesa saber el número de errores que producirá el sistema, sino que
es importante saber qué unidades de la hipótesis producida por el reconocedor es-
tán mal reconocidas, o no se tiene garantía de que estén bien reco ocidas, para
así poderlas corregir manualmente. En esta tesis se estudiala adaptación de las
técnicas de verificación de hipótesis más exitosas en el campo del reconocimiento
automático del hablapara ser usadas por los sistemas dereconocimiento de texto
manuscrito.
El problema delreconocimiento automático del habla continuay el del reco-
nocimiento automático de texto manuscritopresentan grandes similitudes. Debido
a ello, se ha adaptado el reconocedor del habla continua ATROS (Automaticaly
V
Trainable Recognizer Of Speech) [PSCV01] para ser utilizado como reconocedor
automático de texto manuscrito. El reconocedor ATROS es un reconocedor basado
en modelos sin segmentación explícita, HMMs.
VI
RESUM
A aquesta tesi s’estudia el problema de la robustesa dels sisteme dereconeixe-
ment automàtic de text manuscrit off-line. Aquestos sistemes estaran madurs per a
la seua utilització generalitzada, quant siguen capaços d’oferir a qualsevol usuari,
sense cap tipus de preparació o adestrament per a la seua utilitz ció, una producti-
vitat raonable. Es fa necessari doncs, construir sistemes flexibles i robustos en tant
a l’entrada, de tal manera que no es requerisca de l’escriptor cap esforç extra, que
no faria si escrigués per a ser llegit pe un humà.
La intenció del preprocés de la senyal és fer el sistema invariant a les fonts
de variabilitat que no ajuden a la classificació. En la actualitat no hi ha definida
una solució general per aconseguir invariabilitat a l’estil d’escriptura i cada siste-
ma desenvolupa la seuaad-hoc. A aquesta tesi s’exploraran diversos mètodes de
normalització del senyal d’entradaoff-line. Per això es farà un ampli estudi de al-
gorismes de preprocés, tant a nivell de tota la imatge: umbralització, reducció del
soroll i correcció del desencuadre; com a nivell de text:slope, slant i normalització
del tamany dels caracters.
Els sistemes dependents de l’escriptor aconsegueixen millors taxes d’encert
que els independents de l’escriptor. Per una altra banda, els sistemes independents
de l’escriptor tenen més facilitat per a reunir mostres d’entrenament. A aquesta tesi
s’estudiarà la adaptació de sistemes independents de l’escriptor per a ser emprats
per un únic escriptor, amb la intenció de que a partir d’unes poques mostres produï-
des per eixe escriptor es millore la productivitat del sistema (per a eixe escriptor),
o el que és el mateix, que aquest puga escriure de manera més relaxada sense que
el sistema perda productivitat.
Els sistemes dereconeixement automàtic de text manuscritno estan exents
d’errors. No sols interessa saber el nombre d’errors que produirà el sistema, a més
és important saber quines unitats de la hipòtesi produïda pel reconeixedor estan
mal reconegudes, o no es té garanties de que estiguen ben reconegudes, per poder-
les corregir manualment. A aquesta tesi s’estudia la adaptació de les tècniques
de verificació d’hipòtesis més exitoses al camp dereconeixement automàtic de la
parla.
El problema delreconeixement automàtic de la parla continuay el del reco-
neixement automàtic de text manuscritp esenten grans similituds, degut a lo qual,
s’ha adaptat el reconeixedor automàtic de la parla continuaATROS (Automaticaly
Trainable Recognizer Of Speech) [PSCV01] per a ser emprat com a reconeixedor
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automàtic de text manuscrit. El reconeixedor ATROS és un sistema basat en models
sense segmentació prèvia, HMMs.
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ABSTRACT
This thesis is addressed to the subject of robustness on autom tic handwritten
text recognizers. These systems will be available for a generaliz d use when them
can provide to any user, without any specific training, a reason ble productivity.
These systems must not require any effort that a writer do notif he/her are writing
for a human being. Then, it is needed to build robust and flexibl systems from the
input point of view.
The signal preprocess aims to make the system invariant to all hose sources
that do not help to classify the handwriting text. Nowadays,there are not a stan-
dard solution for achieve invariability to the handwrittenstyle. Every system has
its own ad-hock solution. This thesis explores several methods for off-line input
signal normalization. For that, a preprocess algorithms spread study is made. The
algorithms are classified as page level: threshold, noise reduction and skew an-
gle correction; and text level:slopeandslant angle correction, and character size
normalization.
Writer dependent systems achieve consistently better recogniti n results com-
pared to writer independent systems. On the other hand, collecting a large number
of data samples for training writer independent systems is easier than the collecting
a large data samples from a single writer. In this work we madea study of indepen-
dent systems adaptation for be used by a single writer. This way, the writer would
writes in a more relaxed way without system productivity loss.
Automatic handwritten recognition systems are not extent of errors. On the
other hand, it is interesting, not only know the number of errors but know what
hypothesis units are errors, or are suspected to be bad classified, in order to correct
them manually. At this thesis, a successful speech recogniti n hypothesis verifica-
tion techniques are adapted to be used onautomatic manuscript text recognition
systems.
Theautomatic continuous speech recognitionproblem have important simila-
rities with themanuscript text automatic recognitionone. Because that, the spee-
ch recognition engine ATROS (Automatically Trainable Recognizer Of Speech)
[PSCV01] will be adapted to be used as manuscript text recognizer. ATROS is a
recognizer engine based on free segmentation models, hidden Markov models.
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PROLOGO
El contenido de esta tesis es el resultado del trabajo realizado por el autor en
el campo de la robustez de los sistemas de reconocimiento automático de texto
manuscrito (RATM). Este trabajo se enmarca dentro de una de ls lineas de inves-
tigación abiertas dentro del grupo de investigaciónPattern Recognition and Hu-
man Lenguage Technology, PRHLT1 del Departament de Sistemes Informàtics i
Computació de València.
El RATM es un campo que ha crecido en interés por parte de la comunidad
científica y por la industria en las últimas dos décadas. Los avances en este cam-
po han sido espectaculares y han ayudado a agilizar los envíos postales; a tratar
automáticamente los cheques bancarios; o a verificar firmas,por poner un ejemplo.
En el mercado se pueden encontrar productos basados en la tecología OCR
(Optical Character Recognition) con altas tasas de acierto. Estos productos se uti-
lizan sobre texto impreso, que es muy homogéneo respecto al tipo y forma de los
caracteres, además de permitir una segmentación relativamente fácil. El problema
de la segmentación se hace muy patente cuando se intenta utiliz r la tecnología
OCR con texto manuscrito donde es usual que los caracteres estén conectados. El
texto manuscrito presenta muchos más grados de libertad queel texto impreso: di-
ferentes estilos de escritura, cursiva, irregularidad en las lineas base de las frases,
diferentes tipos de instrumentos de escritura, solapamientos, etc. que hacen que el
éxito de los sistemas OCR se diluya cuando se intentan aplicar a texto manuscrito.
Los sistemas actuales RATM ofrecen prestaciones de manera ac ptable sólo en
el caso de que se apliquen en dominios semánticos muy restringidos, o en aquellos
casos donde la talla del vocabulario es extremadamente pequeña, de unas pocas
decenas de palabras, o para sistemas dependientes del escritor, los cuales requieren
un gran esfuerzo, previo a su utilización, por parte del escritor.
A pesar del gran avance producido en el campo de los sistemas RATM, es
necesario un gran esfuerzo para lograr un grado suficiente dema urez que permita
la utilización a gran escala de los sistemas RATM. Se necesita poder trabajar con
tallas de vocabulario grandes, del orden de varios centenares de miles de palabras.
También es necesario conseguir mucha más tolerancia al estilo de escritura, para
que cualquiera, sin ningún tipo de preparación previa, pueda tilizar el sistema.
Esta tesis está ”organizada” en ocho capítulos. En el primero s expone una
introducción de los sistemas RATM y del contexto en el que se engloban. En este
1http:/prhlt.iti.es
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capítulo se puede encontrar una clasificación de los sistemade RATM con res-
pecto al módulo de adquisición, al de parametrización, con respecto al módulo de
clasificación/reconocimiento, y con respecto a módulo de entrenamiento. También
se incluye una descripción del estado del arte y una relaciónde sistemas comercia-
les basados en RATM.
En el capítulo 2 se exponen los fundamentos teóricos necesarios para com-
prender el funcionamiento básico de los sistemas RATM utilizados a lo largo del
presente trabajo. En este capítulo se revisa la teoría y los alg ritmos aplicados a
modelos ocultos de Markov HMM y a los modelos de lenguaje, haciendo especial
hincapié en los modelos de n-gramas. En la última sección, seexpone la métrica
utilizada para medir la productividad de los sistemas.
En el capítulo 3 se exponen los detalles de los corpus utilizados para entrenar
y probar las técnicas estudiadas.
En el capítulo 4 se exponen las técnicas de preproceso de imagn más usadas
en el campo del RATM. Así mismo, se han propuesto mejoras paraalgunos mé-
todos, y se han introducido nuevos. Los métodos de normalización de la imagen
se han estructurado en dos grandes grupos: los que normalizan e texto a nivel de
página, y los que lo hacen centrándose en el texto contenido.En el primer grupo
se han estudiado técnicas globales y adaptativas de umbralización de la imagen,
métodos de reducción del ruido, y de corrección del desencuadre oskew. En el
segundo grupo se han estudiado técnicas de corrección del ángulo deslant, y de
normalización del tamaño del texto.
El capítulo 5 trata la extracción de características para RATM, donde se puede
encontrar una breve revisión de las características más usadas en este campo, para
luego centrarse en aquellas utilizadas en este trajo.
En el capítulo 6, tras una breve introducción de los métodos utilizados de adap-
tación al escritor, se presenta el trabajo realizado para adapt r estos métodos, ori-
ginarios del reconocimiento automático del habla, al dominio del RATM.
En el capítulo 7 se exponen dos técnicas de verificación aplicadas con éxito en
el dominio del reconocimiento automático de voz y su adaptación al dominio del
reconocimiento de texto manuscrito.
En el capítulo 8 se exponen las conclusiones y ampliaciones del trabajo para
un futuro.
Moisés Pastor i Gadea
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A lo largo de la última mitad del siglo pasado se ha producido un avance con-
siderable en los sistemas de computación automática. Hoy endía se asiste a una
verdadera revolución digital. Los computadores se han convertido en elementos
cotidianos, de tal manera, que estamos habituados a vivir rodeados de un sinfín de
objetos controlados por computador. De hecho, se asume que cualquier cosa que
pueda ser codificada numéricamente es susceptible de ser manipulada utilizando
computadores.
La escritura ha sido la manera más natural de almacenar y transmitir informa-
ción desde la antigüedad. En nuestros días, una gran parte dela información dispo-
nible sigue estando almacenada en papel. Las bibliotecas digitales han adquirido
gran relevancia tras la aparición y gran expansión de las redes de computadores,
ya que permiten la consulta de las fuentes de manera inmediata aunque se esté a
miles de kilómetros. Para construir bibliotecas digitales, este gran volumen de in-
formación debe ser digitalizado (convertido a algún formato numérico), y el texto
convertido a formato de texto electrónico para su almacenamiento, recuperación y
fácil manipulación [WMR97].
La conservación de documentos antiguos requiere un gran cuidado porque se
degradan con facilidad. La manipulación, los cambios de temperatura, de luz, etc,
pueden producir daños irreparables en ellos. Este tipo de factores, que imponen una
manipulación limitada, junto con la deslocalización de losmi mos, son dos grandes
escollos con que se encuentran los investigadores. La aparición de las bibliotecas
digitales resuelve en gran parte estos problemas, porque permiten la consulta, in-
dexación, búsquedas de palabras, etc. en los documentos disp nibles, sin tener que
desplazarse.
El reconocimiento automático de texto manuscrito (RATM) esel proceso por
el cual se transforma de manera automática de un lenguaje simbólico, representa-
do en un espacio bidimensional mediante grafías manuscritas, a una codificación
numérica de cada una de las grafías. Esta codificación numérica es la usada in-
1
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ternamente por los computadores para representar los caracteres. En la actualidad
coexisten diferentes codificaciones como por ejemplo ASCII, UNICODE, etc.
El RATM comparte muchas características con el problema delreconocimien-
to automático del habla (RAH). Basándose en ello muchos autores han optado por
utilizar tecnología del campo del RAH [Jel98, RJ93, Shu96] basada principalmen-
te en modelos ocultos de Markov, también conocidos como HMMs(del inglés,
Hidden Markov Models). Estos modelos se verán con detalle en el capítulo 2.
1.1. Clasificación de los sistemas de RATM.
Los sistemas de reconocimiento óptico de caracteres (OCR) (del inglés,Opti-
cal Character Recognition) aplicado a texto impreso, ha alcanzado un gran nivel
en la últimas décadas. Gran parte de su éxito radica en la relativa f cilidad para
segmentar el texto en caracteres aislados, que luego son clasificados con técni-
cas ”maduras” como los k-vecinos más cercanos, clasificadores de Bayes o redes
neuronales, por poner un ejemplo. Las prestaciones de los sistemas OCR caen drás-
ticamente cuando se enfrentan a texto manuscrito, ya que su sgmentación no es
trivial.
Los sistemas RATM están compuestos por una serie de módulos,ta como
se muestra en la figura 1.1. Los sistemas RATM se clasifican depen iendo de la
aproximación utilizada para cada módulo. A continuación sepresenta la taxonomía













Figura 1.1: Esquema general de un reconocedor automático detexto manuscrito.
1.1.1. Taxonomía con respecto al módulo de adquisición
La percepción del mundo sensible es de naturaleza analógica. Nuestros senti-
dos utilizan medios de comunicación continuos, como la luz,el sonido, la presión,
etc. Por otra parte, para poder tratar una imagen mediante uncomputador, esta debe
representarse numéricamente. El módulo de adquisición se ecarga representar los
2
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objetos del mundo sensible mediante números, o secuencias de números. Con res-
pecto al módulo de adquisición, los sistemas de RATM se clasific n del siguiente
modo:
off-line: la adquisición se hace en dos tiempos, primero el texto se escrib
en papel, o cualquier otro medio físico similar, para luego adquirir la imagen
utilizando un escáner o una cámara. Para digitalizar una página, se le super-
pone a esta una retícula. Para cada una de las celdas de la retícula se obtiene
el valor promedio de la luz reflejada en ella. Los valores obtenidos para to-
das las retículas conforman una matriz, que es la representació electrónica
de la imagen contenida en el papel. A cada uno de los puntos representados
por esta matriz se le denomina píxel y es la unidad mínima en las imágenes
electrónicas. La cuantificación de la luz de cada celda de la imagen original
produce un único valor para aquellas digitalizaciones en niveles de gris, o
una terna de ellos, un valor para cada color básico, para digitalizaciones en
color. A la densidad de celdas por unidad de superficie se la denomina resolu-
ción. Cuanto más elevada sea la resolución, mayor realismo tendrá la imagen
electrónica. De manera más formal diremos que una imagen bidimensional,
f(x, y), es una función,f : ℜ× ℜ → ℜ, donde para cada punto del espacio
bidimensional devuelve el nivel de luz de dicho punto. Una imgenoff-line
es una función,I(x, y), donde el espacio bidimensional, y los niveles de gris
se han discretizado;I : {1, · · · , F} × {1, · · · , C} → {1, · · · ,N}, N suele
ser255, y F ,C son las filas y columnas de la matriz. Esta modalidad es la
utilizada en esta tesis.
on-line: la adquisición se realiza directamente desde algún dispositivo que
registre el movimiento, con respecto a unos ejes de coordenadas, de un mó-
vil. El adquiridor devuelve una secuencia, ordenada en el tiempo, de coorde-
nadas. Esta secuencia constituye lo que se denomina una paramétric , más
concretamente, una curva plana o bidimensional. Una curva plan es una se-
cuencia de puntos en un espacio bidimensional, ordenados enel ti mpo; es
decir una aplicaciónf : I → ℜ2 dondeI ∈]a, b[ es un intervalo temporal.
Al conjunto imagenf(]a, b[) se le llama traza de la curva. Hay que tener en
cuenta que una misma traza puede pertenecer a más de una curva, por ejem-
plo una misma imagen trazada de diferente manera tendrá una secuencia de
puntos ordenada de manera distinta aunque sus trazas serán iguales. En este
tipo adquisición, al igual que en el caso anterior, el espacio bidimensional y
los niveles de gris se han discretizado.
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1.1.2. Taxonomía con respecto al módulo de parametrización
El módulo de parametrización, también conocido como deextracción de caracte-
rísticas, pretende obtener aquellas características de la imagen que permitan dis-
criminar lo mejor posible entre los patrones de cada clase, yal mismo tiempo que
se elimina la información redundante. En esta fase se obtiene una representación
compacta y discriminante de la señal de entrada. Las característi as deben ser su-
ficientemente invariables para que estén presentes en cualquier estilo de escritura,
y al mismo tiempo deben ser suficientemente discriminativasentre clases de equi-
valencia. La elección del tipo y número de características es una decisión crítica, y
depende en gran medida de cada aplicación.
Con respecto al módulo de parametrización hay dos grandes aproximaciones
clásicas:
Aproximación no estructural o global. Cada imagen está compuesta por un
objeto simple, que en futuras etapas deberá clasificarse entre un número de-
terminado de clases. Los objetos se representan mediante unv ctores de
características.
Aproximación estructural: cada patrón está compuesto de una serie de for-
mas simples, combinadas mediante unas reglas, que rigen lasrelaciones es-
tructurales. Existen dos tipos de representaciones estructurales:
• Representación sintáctica: la salida del módulo de parametización tie-
ne forma de frase en algún lenguaje de descripción.
• Representación relacional: el módulo de parametrización produce gra-
fos relacionales, redes semánticas u otra representación que muestran
las relaciones entre las primitivas.
1.1.3. Taxonomía respecto al módulo de clasificación/reconcimiento
Dependiendo del tipo de representación de los patrones, si se trata de representa-
ciones de objetos simples, se hablará de clasificación, mientras que si se trata de
representaciones estructurales, se hablará de reconocimiento, o interpretación. En
el caso de la clasificación, el patrón se clasificará entre unaserie de clases de equi-
valencia previamente definidas. Si la aproximación es geométrica, el espacio de las
características se particionará, y el objeto a clasificar severá como un punto en ese
espacio. La clasificación consiste en decidir a que partición pertenece dicho pun-
to. Si la representación es estadística, el vector de características se verá como un
vector de variables aleatorias. El proceso de clasificaciónconsiste en construir mo-
delos de naturaleza probabilística que minimicen la probabilid d de clasificación
errónea.
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Por la naturaleza del texto manuscrito, se puede decir que setrata de un pro-
blema estructural, por lo que se hablará de reconocimiento.La taxonomía más
aceptada en la literatura respecto al módulo de reconocimiento se presenta a conti-
nuación:
Aproximación basada en segmentación, o analítica: el objeto ase a reco-
nocer es el caracter. En esta aproximación, primero se segmenta el texto en
caracteres que en una segunda etapa se clasificarán. Una ventaja importan-
te de esta aproximación es que permite la construcción de sistema con un
vocabulario abierto. El principal problema es el tener que segmentar cada
palabra en caracteres, lo cual no es una tarea trivial, sobretodo cuando se
habla de texto manuscrito. Esta aproximación ha sido utilizada con bastante
éxito en tareas de reconocimiento de texto impreso (OCR), donde la seg-
mentación es bastante fácil. En 1973 Sayre publica un artículo [Say73] en
el que aparece su famosa paradoja: “una palabra no puede ser segmenta-
da sin antes haber sido reconocida, y no puede ser reconocidasin ntes
haber sido segmentada” con la cual parecía que se sentenciaba esta apro-
ximación, aplicada al reconocimiento de texto manuscrito.N obstante, en
esta aproximación el problema queda reducido a como conseguir una buena
segmentación a nivel de caracter, puesto que para la clasificación de carac-
teres aislados se dispone de un amplio abanico de algoritmosconsolidados
[CKS95, BRST95, EYGSS99]. Los sistemas de segmentación suelen estar
basados en heurísticos más o menos sofisticados [CL96, DK97]. El problema
que queda abierto es el desarrollo de procedimientos automátic s de segmen-
tación, que aprendan sus parámetros a partir de muestras de entrenamiento
[Bun03].
Aproximación global (holistic aproach): el objeto base a reconocer es la
palabra. En esta aproximación se evita la parte difícil de laaproximación
anterior, no se segmentan las palabras en caracteres, por elcontrario se toma
la palabra como unidad y se intenta reconocer la palabra entera. El princi-
pal problema que presenta esta aproximación es que el númerode muestras
necesario para estimar los modelos correctamente puede serprohibitivo. Por
otra parte, los sistemas construidos a partir de esta aproximación son robus-
tos frente al ruido y a errores ortográficos. Es una aproximación interesan-
te para aplicaciones con un vocabulario reducido [GS95, KGS99, MG99,
MG01].
Aproximación sin segmentación explícita (segmentation-free): el objeto ba-
se a reconocer es la frase. Esta aproximación intenta aprovechar las ventajas
de las dos aproximaciones anteriores. Partiendo de modelosHMM a nivel de
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caracter, se construyen modelos HMM de cada palabra simplement conca-
tenando los modelos HMM de los caracteres que la conforman. Del mismo
modo se construyen modelos HMM de las frases concatenando los modelos
de las palabras. Al tener como modelo morfológico base el caracter, se evitan
los problemas de falta de entrenamiento que sufren los modelos holísticos.
Por otra parte, la inserción de nuevas palabras en el léxico es sencilla, basta
con describir que modelos de caracter se enlazarán para formr el modelo
de la palabra. Al reconocer la frase entera como una unidad, se evitan los
problemas derivados de la segmentación, que en este caso se obtiene como
subproducto del proceso de reconocimiento. Esta aproximación es la utiliza-
da a lo largo de esta tesis.
1.1.4. Taxonomía respecto al módulo de entrenamiento
En este apartado se expone la taxonomía más extendida respecto al módulo de
entrenamiento, y respecto a los modelos (fig. 1.2). Aunque enalgunos pocos casos
se tiene suficiente informacióna priori para generar los modelos manualmente, lo
habitual es realizar un aprendizaje inductivo, donde se estiman los modelos a partir
de un conjunto de muestras de ejemplo.
Dependiendo de la información que se tenga de las muestra delconjunto de entre-
namiento, el aprendizaje de los modelos se puede clasificar como:
aprendizaje supervisado: se conoce la clase a la que pertenece cada mues-
tra. Este método de aprendizaje es el más fácil de todos, por lo que es el
aprendizaje más usual.
aprendizaje no supervisado: se utiliza en el caso de que no sesepa la clase a
la que pertenece cada una de las muestras. Como cabe esperar,est es es el
aprendizaje más difícil.
para ambos casos (supervisado/no supervisado) el aprendizaje puede ser:
• por lotes obatch: donde el aprendizaje se realiza en un único paso al
modelar el sistema.
• con aprendizaje continuo o incremental: durante el funcionamiento nor-
mal del sistema RATM, las nuevas muestras reconocidas pasana for-
mar parte del corpus de entrenamiento. Periódicamente se ree timarán
los modelos para que se adapten mejor al nuevo corpus.
En el caso de que el sistema sea un clasificador (los objetos son simples), los siste-
mas de estimación de modelos se clasifican de la siguiente manra:
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sistemas de estimación de modelos basados en teoría de la decisión: Métodos
de particionamiento del espacio de representación donde muestras similares
o ”cercanas” se agrupan en la misma clase [DH74, F’u99, TK03]. Los princi-
pales problemas son la definición de ”similitud” entre muestras, y la elección
de las métricas apropiadas.
sistemas de estimación de modelos probabilísticos: esta aproximación se ba-
sa en la asunción de que el problema de decisión puede expresarse n térmi-
nos probabilísticos. En estos casos hay que estimar dos tipos de distribucio-
nes de probabilidad, la probabilidad a priori de que una muestra pertenezca
a una clase determinada, y la probabilidad condicional. Este tipo de modelos
se pueden estimar mediante la técnicaMaximum Likelihood(ML) o median-
te estimación Bayesiana [DH74, F’u99, TK03].
En el caso de que el sistema sea un reconocedor, o lo que es lo mimo, realiza una
interpretación (las probabilidades/clasificación de las unidades básicas se obtienen
utilizando métodos de clasificación), los sistemas de estimación de modelos se
clasifican del siguiente modo:
sistemas de estimación de modelos para reconocedores sintácticos: estos sis-
temas entrenan modelos de palabras que expliquen como se forman las pala-
bras a partir de caracteres, y modelos de como se combinan estas para formar
frases, los llamados modelos de lenguaje. La mayoría de sistema utilizan
modelos de palabras donde cada modelo consiste en la sucesión d los ca-
racteres que la conforman. Los modelos de lenguaje se estiman mediante
inferencia gramatical u otras técnicas estadísticas, entre las que destacan lo
n-gramas [Jel98, Kat87, MB01, NEK94, SB93].
sistemas de estimación de modelos relacionales: estos modelos son muy usa-
dos por los sistemas de RATM donde el texto esta escrito en algu lengua
asiática como el chino o el japonés, por ejemplo. En estas lenguas, las pa-
labras, se suelen representar mediante grafos jerárquicos[KK98, LRS91,
NT96].
Con respecto a la partición del corpus para entrenamiento podem s clasificar los
sistemas de RATM como:
dependiente del escritor: el sistema de RATM se entrena con muestras de un
único escritor, de manera que el sistema se especializa en elestilo de dicho
escritor. Este tipo de sistemas proporcionan tasas de acierto muy elevadas
(para el escritor con el que se ha entrenado). El principal problema que pre-
sentan estos sistemas es la dificultad de conseguir suficientes muestras para
que el sistema resulte productivo.
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independiente del escritor: el sistema se entrena con muestras de diversos
escritores de manera que, sacrificando un poco de precisión,pueda reconocer
distintos estilos de escritura. Al recolectar muestras de distintos escritores,
es relativamente fácil recoger suficientes muestras para entrenar el sistema.
sistemas adaptables: partiendo de un sistema independiente l escritor, éste
se adapta, a partir de unas pocas muestras, para mejorar el reconocimien-
to para un escritor determinado. Estos sistemas se pueden aprovechar del
aprendizaje continuo o incremental, para ir adaptando mejor los modelos,
según se vaya utilizando el sistema.
La utilización de léxicos es una de las restricciones más usuale impuestas a los
sistemas RATM. El tamaño del léxico limita el espacio búsqueda proponiendo una
serie de posibles palabras candidatas a la hipótesis de reconocimiento. Con respec-
to al tipo de léxico los sistemas RATM se clasifican del siguiente modo:
vocabulario restringido: el sistema RATM dispone de una list de palabras
permitidas. Es la restricción más usual en la mayoría de sistmas RATM.
vocabulario abierto: el sistema de RATM no se basa sobre un léxico (o está
basado en uno relativamente grande) [BSM98, BRKR00].
La talla del vocabulario, es uno de los principales referents para determinar
el grado de dificultad de una tarea. Este tamaño determina el tiempo de respuesta
del sistema RATM y la precisión del mismo. Al aumentar la talla del léxico, se
aumenta el número de palabras parecidas, con lo que aumenta la posibilidad de
confusión del sistema. Además, el espacio de búsqueda se incrementa, con lo que
el coste computacional también se ve incrementado. Es usualencontrar en la lite-
ratura los siguientes grados de dificultad de las tareas depen iendo de la talla del
léxico [KSS03a]:
vocabulario pequeño: unas pocas decenas de palabras.
vocabulario medio: centenares de palabras.
vocabulario grande: miles de palabras.
vocabulario muy grande: decenas de miles de palabras.
8





























1.2. Estado del arte
En esta sección se resume el estado del arte de los sistemas deRATM1. Aunque
el OCR cuenta ya con una cierta antigüedad, el RATM es una disciplina relativa-
mente reciente. De hecho, los mayores avances en el campo se han producido en la
última década [SRI99, PS00].
Hoy por hoy, los humanos consiguen mejores tasas de reconocimiento de texto
manuscrito que los mejores sistemas automáticos, funcionand con los más po-
tentes computadores. En cualquier caso, los sistemas de RATM actuales funcio-
nan de manera razonable bajo una serie de restricciones (bastante fuertes en gene-
ral) [KSS03b]. Estas condiciones son básicamente cuatro:
a) dominios semánticos muy delimitados.
b) vocabularios restringidos, de tamaño pequeño o medio.
c) un único estilo de escritura (cursiva o impresa).
d) dependencia del escritor.
Los sistemas RATM actuales son capaces de reconocer palabras que se en-
cuentren entre un número limitado de palabras, típicamenteunos pocos miles. Los
léxicos suelen estar integrados dentro del proceso de reconocimiento de manera
que se rechacen, lo más temprano posible, las hipótesis con poca probabilidad.
Algunos de estos sistemas se pueden encontrar como productos comerciales fun-
cionando en aplicaciones reales sobre determinadas tareas(par más detalles ver
sección 1.3).
Un gran número de algoritmos usados por los los sistemas RATM, están ba-
sados, parcialmente o en su totalidad, en heurísticos más o men s sofisticados, lo
que aumenta el riesgo de dependencia con los datos de la tarea. T mbién cabe de-
cir que los sistemas RATM requieren un gran esfuerzo experimental para encontrar
el conjunto de parámetros óptimo cada vez que se usan en una tarea nueva. Para
conseguir que los sistemas RATM sean mucho más automáticos ygenerales se
requerirá un gran esfuerzo en investigación en los próximosañ .
Los nuevos sitemas RATM que se están desarrollando siguen esta do basa-
dos en vocabularios cerrados, pero de tamaño considerablement grande (miles, o
decenas de miles de palabras), y sin restricciones en cuantoal estilo de escritura.
El problema del RATM general sin restricciones parece que noserá resuelto a
corto plazo. De todas maneras, hay tres grandes frentes abiertos dependiendo de
la unidad básica a reconocer. El primero toma como unidad básica el caracter, el
segundo la palabra, y el tercero la frase. A continuación se exponen con más detalle
cada una de estas aproximaciones.
1Los capítulos donde se tratan temas específicos incluyen unarevisión del estado del arte.
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1.2.1. Clasificación de caracteres manuscritos aislados
La unidad más natural del texto manuscrito es el caracter. Enesta aproxima-
ción el problema del RATM se intenta resolver mediante la utilización de técnicas
analíticas. Estas técnicas han demostrado su eficacia en el rconocimiento de texto
impreso.
En las dos últimas décadas aparecieron corpus de caracteresmanuscritos de
uso libre, como el NIST [Gar92, GJ92] o CEDAR [HDM+94], los cuales permi-
tieron un gran avance en el campo del OCR aplicado a la escritura manual. Las
técnicas de OCR cuentan con una cierta antigüedad dentro de la disciplina del re-
conocimiento de texto. En los trabajos de [IOO91, MSY92], sepresentan revisio-
nes históricas del OCR. En [Nag00] se presenta un revisión del estado actual, y de
las técnicas utilizadas hasta el momento. Trabajos más recient s en este dominio,
se pueden encontrar en [BC03, LNSF02, US02, PP02, PP03, US03]. Comparati-
vas para el corpus NIST en los trabajos de [eA94, WGJ+92]. Comparativas para
CEDAR en [GWJ+94]
La clasificación de caracteres previamente segmentados es muy problemática.
El problema surge de la necesidad de segmentar las palabras en c racteres, que a
diferencia de lo que ocurre en texto impreso, es un problema muy difícil. Casey
et al. en su trabajo [CL96] y Lu et al. en [LS96] presentan un abanico de técnicas
de segmentación de texto en caracteres. La mayoría de técnicas son heurísticas. En
1973 Sayre publica un artículo [Say73] en el que aparece su famos paradoja: ”una
palabra no puede ser segmentada sin antes haber sido reconocida, y no puede ser
reconocida sin antes haber sido segmentada”, que parece que sentencia esta apro-
ximación. Aun así, esta aproximación cuenta con un amplio abanico de algoritmos
consolidados [CKS95, BRST95, EYGSS99] con lo que el problema se reduce a
encontrar métodos que proporcionen un conjunto de segmentacio es aceptables,
y utilizar información de mayor nivel (léxica, sintáctica,etc) para decidir sobre la
mejor de todas [Bun03].
1.2.2. Reconocimiento de palabras aisladas
El reconocimiento de palabras aisladas se encuentra con el inconveniente de
la poca disponibilidad de corpus públicos, que permitan comparar las diferentes
técnicas desarrolladas. El corpus CEDAR es prácticamente el único corpus público
disponible, aunque recientemente ha aparecido una versiónsegmentada a nivel de
palabra de IAMDB [ZB00].
En este campo se siguen dos grandes aproximaciones, una analític , donde cada
palabra está compuesta por unidades más pequeñas (los caracteres), que hay que
segmentar previamente, para luego ser clasificadas por separado, y otra holística,
donde cada palabra es vista como una unidad. En [MG96] se puede encontrar un
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estudio comparativo de las dos aproximaciones.
El estudio realizado en reconocimiento de palabras aisladasiguiendo una
aproximación analítica, muestra el mismo problema que el del reconocimiento de
caracteres aislados, puesto que ha de dividir la palabra en cracteres, para luego
clasificarlos por separado. Así, la mayoría de trabajos se centran en los algoritmos
de segmentación de palabras en caracteres [BS89, MG96, YS98], puesto que el
problema de la clasificación de caracteres manuscritos aislado , se puede consi-
derar como resuelto. En [KFK02], se puede encontrar trabajoreciente, donde se
pretende reconocer cualquier posible palabra sin restricción, y de los mismos auto-
res, [KSFK03] donde se realiza un postproceso con la ayuda del léxico.
En cuanto a la aproximación holística se puede decir que es muy rob sta res-
pecto al estilo de escritura, como al instrumento utilizadopara escribir, o frente
a cualquier tipo de ruido o perturbación. Estos sistemas funcionan muy bien para
tareas donde el vocabulario es muy pequeño, del orden de unaspoc decenas de
palabras, pero si la talla del léxico se incrementa, su productividad cae rápidamen-
te. Algunos de estos sistemas están basados en modelos de Markov, con un modelo
por cada palabra [GB03, MSBS03, Sch03a, Sch03b]. En [Mor91]y en [SLB91] se
presentan trabajos que siguen una aproximación geométrica, donde cada palabra se
convierte en una cadena, la cual es comparada con las palabras del léxico, mediante
distancia de edición o de Levehstein.
1.2.3. Reconocimiento general de texto manuscrito
El reconocimiento general de texto manuscrito puede ser considerado un tema
relativamente nuevo. Se puede encontrar una visión generald l estado del arte
en los trabajos [KGS99, PS00, SRI99, Vin02]. En [Bun03] se pude encontrar una
revisión completa de lo que se ha hecho, lo que se se está haciendo, y una previsión
de como evolucionará el campo en un futuro cercano.
La aproximación clásica se basa en la mayoría de los casos en sluciones ana-
líticas, donde cada linea de texto se segmenta en palabras, las cuales son reconoci-
das utilizando un sistema de reconocimiento de palabras aislad s [BS89, KFK02,
SR98].
Los sistemas que destacan en la actualidad suelen estar basados en algoritmos
sin segmentación explícita. Un gran número de ellos están basados en modelos de
Markov [BSM98, BRST95, GS97, MSLB98, MB01, MG96, EYGSS99, VBB03].




Los sistemas de RATM tienen éxito en el caso de aplicaciones edominios se-
mánticos muy restringidos, o que requieran vocabularios muy pequeños, del orden
de 30 ó 40 palabras; para un solo estilo de escritura, o para sistemas dependientes
del escritor.
La mayoría de sistemas comerciales presentan vocabularioscerrados, y un do-
minio semántico restringido donde se tiene información redundante e/o informa-
ción del contexto de la aplicación. Se ha hecho mucho trabajodedicado a automa-
tizar el tratamiento de los cheques bancarios, y a la clasificc ón automática del
correo.
1.3.1. Reconocimiento de cantidades numéricas en cheques
El reconocimiento de la cantidad legal de los cheques es un problema relati-
vamente sencillo, a pesar de que cada muestra está escrita por un escritor distinto,
debido a lo reducido de su vocabulario, a lo regular de su lenguaje, y a la redun-
dancia introducida por la cantidad de cortesía (el mismo valr escrito en dígitos).
Esto justifica la calidad de los productos comerciales, que desde muy temprano,
existen en el mercado. Algunos de los productos desarrollados son de gran calidad,
como los descritos en [GAA+99, GAA+01], con tasas de acierto cercanas a las
de los humanos. En estos trabajos se puede encontrar toda unaf mili de siste-
mas comerciales multilingües de lectura de cheques. Trabajos recientes se pueden
encontrar en [LDG+00, GS95, KB00, KABP98, SLG+96].
1.3.2. Reconocimiento de direcciones postales
El reconocimiento de direcciones postales presenta como principales caracte-
rísticas que el tipo de escritura además de ser completamente espontáneo como
en el caso anterior, se tienen muy pocas muestras por escritor, usualmente una,
y con respecto al tipo de letra, este puede ser cursivo, impreso o incluso mix-
to. También cabe decir que cada muestra es de un escritor distinto. El vocabu-
lario está particionado por distritos postales, y se elige dependiendo del códi-
go postal [Sri00]. Destacables son los trabajos basados en modelos de Markov
[CKZ94, CHS94, KG97, Kor97, MG96, EYGSS99]. Se pueden encontrar tablas
comparativas para distintos sistemas comerciales en [aEKL00].
1.4. Objetivos de la tesis
El problema delreconocimiento automático del habla continua(RAH) y el del
reconocimiento automático de texto manuscrito(RATM) presentan grandes simili-
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tudes. Debido a ello, se está realizando un gran esfuerzo para ad ptar la tecnología
utilizada en RAH al dominio de los sistemas RATM. Este trabajo se centrará en esa
misma linea de investigación, yse abordará el problema del RATM usando tec-
nología basada en los sistemas libres de segmentación, explotados con éxito en
el campo del RAH [GST+00, TJG+04, TJV04, TPJV05]. Con este fin, se adaptará
el reconocedor del habla continua ATROS (Automaticaly Trainable Recognizer Of
Speech) [PSCV01] para ser utilizado como reconocedor de texto manuscrito.
Los sistemas de reconocimiento automático de texto manuscrito estarán ma-
duros para su uso generalizado, cuando sean fáciles de usar,esto es, cuando éstos
sean capaces de ofrecer a cualquier usuario, sin ningún tipode reparación o adies-
tramiento para su utilización, una productividad razonable. Estos sistemas han de
ser flexibles y robustos en cuanto a la entrada, de tal manera qu no se requiera
del escritor ningún esfuerzo extra, que no haría si escribiese para ser leído por un
humano.
En esta tesise explorarán diferentes métodos de normalización de la señal
de entrada, con intención de dotar al al sistema demayor robustez, y conseguir
que su utilización pueda ser más relajada.
Los sistemas dependientes del escritor consiguen mejores tasa de acierto que
los independientes del escritor. Por otra parte, los sistemas independientes del es-
critor tienen más facilidad para reunir muestras de entrenamiento. En esta tesis, se
estudiarála adaptación de sistemas independientes del escritor parasu utiliza-
ción por un único escritor, con la intención de que a partir de una pocas muestras
producidas por este escritor se mejore la productividad delsistemas para este es-
critor, o lo que es lo mismo, que éste pueda escribir de maneramás relajada, sin
que el sistema pierda productividad.
Los sistemas de reconocimiento de texto manuscrito no estánxentos de erro-
res. No sólo interesa saber el número de errores que producirá el sistema, sino que
es importante saber qué unidades de la hipótesis producida están mal reconocidas,
o no se tiene garantía de que estén bien reconocidas, para asípoderlas corregir ma-
nualmente. Esta es una condición básica para poder construir sistemas de RATM
que puedan ser utilizados por cualquier persona. Esta tecnología permitirá cons-
truir, por ejemplo, asistentes a la transcripción, que realizarán el grueso del trabajo,
dejando para el operador humano la supervisión y correcciónde aquellas palabras
de las cuales se tenga poca garantía de que estén bien reconocidas. En esta tesis se
estudiará la adaptación de lastécnicas de verificación de hipótesismás usadas en




En este capítulo se revisan las bases teóricas, formulaciones y algoritmos prin-
cipales relacionados con losmodelos Ocultos de Markovy con los modelos de
lenguaje n-gramas. Estos modelos constituyen la base de lossistemas de recono-
cimiento automático de texto manuscrito desarrollados, y uados a lo largo de este
trabajo. En la sección 2.3 se exponen las distintas métricasutilizadas para evaluar
los sistemas RATM. La métrica utilizada para evaluar los sistemas de verificación
automática de hipótesis (capítulo 7), por ser especifica pareste tipo de sistemas,
se expondrá en dicho capítulo.
El problema del reconocimiento automático de texto manuscrito puede formu-




P (W |X) (2.1)
dondeX es una secuencia de vectores de características que representan la ima-
gen que contiene el texto manuscrito yW = {w1, w2, · · · , wn} una secuencia de
palabras.P (W |X) es la probabilidad que teniendo la secuencia de vectoresX,
estos correspondan a la secuencia de palabrasW . Mediante la regla de Bayes la
probabilidadP (W |X) se puede reescribir como:
P (W |X) = P (X|W ) P (W )
P (X)
(2.2)
dondeP (W ) es la probabilidad de la secuencia de palabras,P (X|W ) es la proba-
bilidad de observar la secuencia de vectores de característicasX dada la secuencia
de palabrasW . Mientras queP (X) es la probabilidad de la secuencia de vectores
de características. La ecuación 2.1 quedaría como:
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X Sistema de reconocimientoŴ
P (W )




P (X|W )P (W )
Figura 2.1: Esquema general de un sistema de reconocimientod texto manuscrito
Ŵ = argmax
W
P (X|W ) P (W )
P (X)
(2.3)
En la ecuación 2.3 se observa queP (X) es una constante que no influye en la
maximización y puede ser eliminada. De tal manera que la ecuación fundamental
de los sistemas de RATM es:
Ŵ = argmax
W
P (X|W ) P (W ) (2.4)
En este trabajo la probabilidadP (X|W ) se modelará con modelos ocultos
de Markov, mientras que la probabilidad de la secuencia de palabras,P (W ) se
modelará mediante los modelos del lenguaje denominados n-gramas (ver figura
2.1).
2.1. Modelos ocultos de Markov
Un modelo oculto de Markov o en inglésHidden Markov Model(HMM)
[HAJ90, Jel98, Lee89] es una herramienta para representar dis ribuciones de pro-
babilidad sobre secuencias de observaciones. Las observaciones pueden ser discre-
tas, valores reales, enteros o cualquier objeto sobre el cual se pueda definir una
distribución de probabilidad [Gha01]. Se asume que las observaciones son mues-
treadas a intervalos regulares de tal manera que el índice tiempo es un valor entero.
Un Modelo de Markov de capa oculta es un autómata de estados finitos en
el cual concurren dos procesos estocásticos. Uno de estos procesos no puede ser
observado (de aquí viene el nombre de capa oculta), mientrasque el otro proceso
16
2.1. Modelos ocultos de Markov
produce una secuencia de observaciones de salida. En este último proceso, asocia-
do a cada estado del autómata, se puede emitir una observación de un conjunto
de observaciones de salida siguiendo una cierta función de probabilidad. Se asume
que cada estado satisface lapropiedad de Markov según la cual, para cualquier
secuencia de eventos ordenados en el tiempo, la densidad de probabilidad condicio-
nal de un evento dado, depende solamente de losi eventos anteriores. Un proceso
que satisfaga esta propiedad es unproceso de Markov. El orden del proceso de
Markov viene definido pori. Así hablamos de proceso de Markov dei-orden. Por
motivos de tractabilidad, los modelos de Markov más extendidos son los de pri-
mer orden. A partir de ahora siempre se hablará de HMMs de primer orden. En
los HMMs se asumen dos suposiciones. La primera es que la probbilidad de cada
observación es independiente de las observaciones anteriores (primer orden mar-
koviano). La segunda asunción es la independencia de la salida, la probabilidad
de salida para un símbolo sólo depende del estado emisor y no se tiene en cuenta
como se ha llegado a él [HAJ90].
Dada una secuencia de observacionesO = o1, o2, ..., oT no es trivial encontrar
la secuencia de estados que produjo dicha salida, ya que cadaestado puede emitir
cualquier símbolo de salida. Lo cual significa que puede haber más de una secuen-
cia de estados que podrían haber emitido la misma secuencia de observaciones.
Los HMMs, a pesar de la restricción de la no existencia de correlación entre los
distintos símbolos de la cadena modelada, son ampliamente utilizados en un gran
número de sistemas de reconocimiento automático de patrones. E un principio,
los HMMs se aplican con éxito al reconocimiento automático del habla. Debido a
la similitud entre el reconocimiento automático del habla ydel texto manuscrito,
los HMMs se han hecho también muy populares en el campo del reconocimiento
automático de texto manuscrito. Los sistemas que se han desarrollado a lo largo de
este trabajo están basados en la tecnología de HMMs, por lo cua en esta sección
se expondrá la teoría, formulación y algoritmos básicos de los HMMs.
Dependiendo de la naturaleza de las observaciones modeladas, os HMMs se
clasifican en varios tipos: si las características toman valores discretos hablamos de
HMMs discretos, si por el contrario toman valores continuos, hablamos de HMMs
continuos. En el primer caso, las observaciones corresponden a un alfabeto de-
terminado o a la discretización de observaciones continuas(codebooks, patrones
obtenidos a partir de una cuantificación vectorial). En el caso de HMMs continuos,
la ley probabilística que gobierna la emisión de observaciones por parte de los es-
tados es una función de densidad de probabilidad, normalmente aproximada por
una mixtura de gausianas. Existe un tercer tipo de HMMs, los llamados semicon-
tinuos, los cuales utilizan observaciones discretas, peroson modeladas mediante
una función de densidad de probabilidad. En este caso todos ls estados del mode-
lo comparten la misma función de densidad.
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La formulación asociada a los HMMs en general viene expuestaen [HAJ90,
Jel98, Lee89] no obstante como a lo largo de este trabajo se van a utilizar los
HMMs continuos, se darán las definiciones y algoritmos más usuale para estos
últimos.
2.1.1. Definición de HMM continuo
Formalmente un HMM continuoM es una máquina de estados finitos definida
por la séxtupla(Q, I, F,X, a, b), donde:
Q = {q1, q2, · · · , qp} es un conjunto finito de estados, que incluye un con-
junto de estados inicialesI ⊆ Q y un conjunto de estados finalesF ⊆ Q.
X es un espacio reald-dimensional de observaciones:X⊆Rd.
a : Q×Q→ [0, 1] es una función de distribución de probabilidad de transi-
ción entre estados, tal que:
∑
qj∈Q
a(qi, qj) = 1 ∀qi ∈ Q
b : Q×X → [0, 1] es una función de densidad de probabilidad de emitir un
vector~x∈X en un estadoqi∈Q, tal que:
∫
~x∈X
b(qi, ~x)d~x = 1 ∀qi ∈ Q
En la definición de HMM dada, hay implícitos dos supuestos:
1. a(qi, qj) = P (st+1 =qj|st =qi) establece1 que la probabilidad de una cade-
na de Markov en un particular estadoqj en t+1 depende sólo del estadoqi
de la cadena de Markov en el tiempot, y no depende de los estados visitados
previamente en tiempos anteriores at, es decir:
P (st+1|s1 . . . st) = P (st+1|st)
2. b(qi, ~x) = p(xt =~x|st =qi) establece2 que la probabilidad de que~x sea emi-
tida en el tiempot depende sólo del estadoqi en el tiempot, y no depende ni
de los vectores emitidos y ni de los estados visitados previamente en tiempos
anteriores at, es decir:
p(xt|x1 . . . xt, s1 . . . st) = p(xt|st)
1st = qi denota que el HMM se encuentra en el estadoqi en el tiempot.
2xt = ~x denota que el HMM en el estadost emite~x en el tiempot.
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(ot), mientras que la probabilidad de que el estadoi sea inicial se expresará como
a0,i y de que sea final comoai
2.1.2. Algoritmos básicos para HMMs
Nos encontramos con tres problemas bien definidos: El problema de la evalua-
ción, el problema de la estimación y el problema de la decodifiación.
a) Evaluación: Aquí nos enfrentamos al problema de determinarP (O|λ), dada
una secuencia de observacionesO = o1, o2, o3, ..., oT y el modeloλ, esto es,
la probabilidad de que esa secuencia haya sido producida pordicho modelo.
b) Estimación: Dada una secuencia de observacionesO, como ajustar los pa-
rámetros del modeloλ para que maximice la probabilidad de generar la se-
cuenciaP (O|λ).
c) Decodificación: Dada una secuencia de observacionesO, cual es la secuen-
cia de estados del modelo que con mayor probabilidad la han producido. Se
trata de averiguar la parte oculta de los HMMs.
a) Evaluación: La manera más directa que hay de calcular la probabilidad de una
observación,O = o1, o2, ..., oT dado un modeloλ, es explorar todas las
posibles secuencias de estadosS = {s1, s2, ..., sT } de longitudT , calcular
la probabilidad de que cada secuencia de estados haya generado la muestra
P (O|S, λ), y sumarlas.
La probabilidad de cada secuencia de estados viene dada por
P (S|λ) = as0,s1 as1,s2 as2,s3 ... ast−1,sT (2.5)
mientras que la probabilidad de emisión dada una secuencia de estadosS y
un modeloλ para la secuenciaO es
P (O|S, λ) = b1(o1) b2(o2) b3(o3) ... bT (oT ) (2.6)
La probabilidad conjunta de que dado un modelo se produzca una secuencia
de estados que produzcan la observación no es más que el producto de las
dos probabilidades anteriores.
P (O,S|λ) = P (O|S, λ)P (S|λ) (2.7)
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El algoritmoForward es un algoritmo eficiente para calcularP (O|λ). Pri-
mero hay que definir la función recursivaforward:
αj(t) = P (O
T





















(ot) 1 < t ≤ T
La funciónαj(t) es la probabilidad de que un proceso de Markov, estando
en el estadosj, en el tiempot, haya emitido la secuencia de observaciones,








El algoritmo backward es complementario delforward. La funciónβi(t)
denota la probabilidad de que un proceso de Markov, estando en el estadosi,
en el tiempot, vaya a emitir la secuencia de observacioneso
t+1, ot+2 · · · oT
βi(t) = P (O
T


















t+1) βj (t+ 1) 1 < t ≤ T
Utilizando la variableβ, la probabilidad de que una secuenciaO sea emitida
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b) Estimación: El problema más difícil es como ajustar los parámetros que de-
finen un modelo HMM (transiciones entre estados y las distribuciones de
probabilidad de emisión de símbolos de cada estado) de tal manera que se
maximice la probabilidad de que una observación sea generada por el mode-
lo. El algoritmo iterativoBackward-Forward o Baum-Welch resuelve este
problema mediante un proceso de maximización de la esperanza (EM, del
inglésExpectation Maximization).
Dado un modeloλ cuyos parámetros no son nulos (modelo inicializado),
la probabilidada posteriori de una transiciónγ(i, j), condicionada a una
secuencia de observacionesO, puede ser calculada como:
γ
i,j










De tal manera queγi,j(t) es la probabilidad de estar en el estadoi en el
tiempo t y pasar al estadoj en el momentot + 1, dados el modelo y la
secuencia de estados. Esta formula tiene en cuenta la probabilidad de todos
los caminos que van a parar al estadoi en el momentot, o lo que es lo
mismo, la probabilidadforward de estar eni en el momentot, multiplicado
por la probabilidad a priori de ir al estadoj, esto esai,j, consumiendo el
símboloot+1, esto esbj(ot+1), por la probabilidad de estar en el estadoj en
el momentot+ 1 o lo que es lo mismo, la probabilidadbackwardβj(t+ 1).
De la misma manera, la probabilidadposterioride estar en un estadoi en
un tiempo determinadot, dado una secuencia de observaciones y un modelo,
puede ser calculado como:







De la ecuación 2.14 se puede observar que la probabilidad de estar en un




γi,j(t) si t < T (2.15)
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En la ecuación 2.15 se reutiliza el cálculo deγi,j(t) y sólo es necesario hacer
sumas, cosa que es computacionalmente mucho más barata que clcular las
probabilidadesforward y backwarddirectamente.
Así pues la probabilidad de transitar dei a j puede ser calculada como todas
las veces que se ha activado esa transición,γi,j(t), dividido por el total de
transiciones que se han activado partiendo del estadoi o l que es lo mismo,






















En cuanto a la probabilidad de emisión de un símbolo en un estado bi(ok) se
puede calcular como la frecuencia del símbolok en el estadoi con respecto
a la frecuencia de todos los símbolos que se hayan dado en dicho estado. La
suma a lo largo del tiempo deγi(t) es el número de veces que el estadoi ha
sido visitado, lo cual es equivalente al número total de símbolos emitidos.
El problema de estimar la probabilidad de emisiónbi(ok) en el caso de que










si el modelo tuviese solamente un estado el problema se reduci ía a estimar













(ot − µj)(ot − µj)′ (2.18)
En el caso de que la probabilidad de emisión se modele por una mixtura
de gausianas, se puede considerar como una forma especial desubestados
donde los pesos de las gausianas dentro de la mixtura se tomanco o las
probabilidades de transición.
La estimación explicada aquí es sólo para un HMM aislado. En el caso de
la escritura manuscrita en la que se pretenda modelar cada caracter, pero no
se disponga de una segmentación a nivel de caracteres, sino que se disponga
de palabras o de frases, se procede de la siguiente manera: seconforma un
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Figura 2.2: Ejemplo de construcción de un macromodelo HMM.
modelo con la unión de los modelos que conforman la palabra o la frase,
siguiendo el mismo orden en el que se leen. Los estados iniciales del primer
modelo (el que está más a la izquierda) pasan a ser los estadosiniciales del
macromodelo. Los estados finales del último modelo (el que está más a la
derecha) pasan a ser los estados finales del macromodelo. Lastransiciones
entre modelos se resuelven conectando los estados finales del mo lo de la
izquierda con los estados iniciales del modelo siguiente (ver ejemplo de la
figura 2.2). Hay que decir que la mayoría desoftwarepara estimar HMM
fuerzan a que los HMM tengan un único estado inicial y un únicoestado
final, por motivos de simplicidad. Al final de este proceso, sedivide el ma-
cromodelo y se repite la operación hasta que se hayan procesad todas las
palabras y/o frases.
c) Decodificación: Dado el modeloλ, se pretende obtener la secuencia de estados
óptima,S, asociada a una secuencia de observaciones,O. Es decir, encontrar
un caminoS, que maximiceP (O,S|λ). El algoritmo usado para decodifi-
cación en este contexto, es el algoritmo deViterbi . Este es un algoritmo
similar al deforward salvo que en la funciónforward se sumaban todos los
















bj(ot) 1 < t ≤ T
}
(2.19)
La probabilidad de Viterbi de que una secuenciaO sea emitida por un mo-
deloλ es:




Capítulo 2. Fundamentos Teóricos
En la mayoría de los sistemas, la topología de los HMMs (el número de estados
y las transiciones), así como el número de gausianas se eligeempíricamente. Sin
embargo, algunos trabajos [GB04, San98, Tak99, ZB02] exploran la optimización
de estos parámetros.
2.2. Modelos de lenguaje
Tener conocimiento de la estructura del discurso y de qué es lo más pro-
bable que aparezca en un contexto determinado es de gran valor en a fase de
decodificación, para ayudar en la búsqueda de la mejor secuencia de símbolos
W = w1, w2, ..., wm que corresponden a una secuencia de vectores de caracte-
rísticas. Los modelos de lenguaje se usan como restricciones para reducir el espa-
cio de búsqueda. De hecho, los modelos de lenguaje se encargade asignar una
probabilidad a toda posible secuencia de palabras.
La probabilidad de observar una secuencia de símbolosW = w1, w2, ..., wm
de un vocabulario conocidoΣ en un lenguaje determinado puede expresarse como:





dondeP (wi|w1...wi−1) es la probabilidad que habiendo visto la secuencia de pa-
labrasw1...wi−1 aparezca a continuación la palabrawi. A la secuencia de palabras
previa awi se le suele llamar historia. En la práctica es imposible estimar correcta-
menteP (wi|w1...wi−1) ya que muchas de las historias, incluso para unai peque-
ña, aparecen con una frecuencia muy baja, o incluso no aparecen. Hay que tener
en cuenta que para un vocabulario de talla|Σ| existen|Σ|i−1 posibles historias. La
estimación deP (W ) se hace pues impracticable. No obstante hay una aproxima-
ción que pese a su simplicidad, en la práctica funciona sorprendentemente bien: los
modelos de lenguaje n-gramas.
2.2.1. n-gramas
Estos modelos definen una funciónΦn : Σ∗ → Σn−1 que clasifica en una
misma clase de equivalencia todas aquellas cadenas que terminan con las mismas
n− 1 palabras. Ahora la probabilidad deP (W ) puede aproximarse como:











i−n+1 · · ·wi−1) (2.22)
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Debido a que en las primeras palabras de la cadena sucede quei − n ≤ 0, la
expresión 2.22 se reescribe como:













i−n+1 · · ·wi−1) (2.23)
En la práctica se suelen utilizar valores den reducidos (1,2 ó 3) debido al
problema endémico de la carencia de muestras disponibles delas que estimar el
modelo. La estimación de la probabilidad de que se dé una palabraw
i
habiendo
ocurrido una historia determinadaw
i−n+1 · · ·wi−1 , se calcula mediante la frecuen-
cia relativaf(|) de ocurrencia del n-gramaw
i−n+1 · · ·wi normalizada por las veces




i−n+1 · · ·wi−1) = f(wi |wi−n+1 · · ·wi−1) =
C(w
i−n+1 · · ·wi−1wi)
C(w
i−n+1 · · ·wi−1)
(2.24)
La formula 2.24 corresponde a la estimación por máxima verosimilitud (LM)
donde se maximiza la probabilidad de la muestra [VTdlH+05]. De cualquier ma-
nera la formula 2.24 no es adecuada para la estimación del modelo del lenguaje
debido a que esta se realiza a partir de una muestra del espacio de eventos, usual-
mente insuficientemente representativa, y no del espacio deeventos. En muchos
casos ocurre que hay n-gramas válidos en un lenguaje que no sehan visto nunca en
la muestra de entrenamiento, con lo cual cualquier secuencia de palabras que inclu-
ya un n-grama no visto tendrá una probabilidad 0. También ocurre que los eventos
poco frecuentes en el espacio de eventos, pero que aparecen en la muestra se ven
sobrestimados. Se necesita pues aplicar algún tipo de suavizado. Una forma senci-
lla de suavizar un n-grama es la interpolación (lineal o no) [Jel98]. Este consiste en
interpolar las funciones de frecuencias relativas para el n-grama, el (n-1)-grama, el




i−n+1 · · ·wi−1) = λnf(wi |wi−n+1 · · ·wi−1)+
λ
n−1f(wi |wi−n · · ·wi−1) + · · ·+ λ2f(wi |wi−1) + λ1f(wi)
(2.25)
Donde los pesosλi han de ser positivos y se ha satisfacer la restricción de que
∑n
i=1 λi = 1.
Si la cuenta de un evento es suficientemente grande, la función de frecuencia
relativa,f(|) puede ser mejor estimador de la probabilidad que el obtenidome-
diante interpolación. De tal manera, Katz [Kat87] sugirió que si la frecuencia de
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un evento era suficiente, se utilizase esta como estimador dela probabilidad y en
el caso contrario, es cuando habría que aplicar algún tipo desuavizado.
El método de suavizado propuesto por Katz se llamaBack-off[Kat87] y como
se ha apuntado previamente consiste en utilizar la función de frecuencia relativa si
la aparición de un evento supera un cierto umbralK y en caso contrario repartir
una pequeña masa de probabilidad entre los eventos poco vistos, o no vistos, pero













i−n+1 · · ·wi−1) si C(wi−n+1 · · ·wi) ≥ K




i−n+1 · · ·wi−1) en otros casos
(2.26)
DondeQT () es una función de descuento que reserva una pequeña masa de pro-
babilidad para ser repartida entre los eventos no vistos. Los parámetrosα y β han
de ser elegidos de manera que aseguren una normalización de la probabilidad del
modelo. Para la elección del umbralK no hay definido ningún criterio y ha de ser
elegido empíricamente. De la formula 2.26, si la frecuenciade un n-grama en la
muestraes suficientemente altase toma la función de frecuencia como estimador
de la probabilidad. Si la muestra ha aparecido (pero no suficientemente) se utiliza
también la función de frecuencia como estimador de la probabilid d, pero recti-
ficada con algún método de descuento. Para los eventos no vistos se le reduce la
historia y se invoca a una función equivalente pero para (n-1)-grama. Como se ve
esta es una función recursiva cuyo caso base es el unigrama.
En cualquier caso, para mantener la consistencia del modelode enguaje se
hace necesario hacer una redistribución de la masa de probabilidad de tal manera
que se asigne parte de esta a los eventos no vistos. Esta redistribuc ón se hace
siguiendo alguna estrategia de descuento de probabilidad de los eventos vistos.
Esto es, en vez de utilizar las frecuencias de la muestrar, las sustituye pord(r)
donded(r) es conocida como la tasa de descuento0 ≤ d(r) ≤ 1. A continuación
se describen las estrategias de descuento clásicas.





dondenr es el número de eventos que tienen una frecuenciar
Descuento Witten-Bell[WB91] Cuando se habla de este tipo de descuento
se suele hacer referencia al definido por Witten y Bell como detipo C. En
este caso, la tasa de descuento depende no sólo de la cuenta deun ev nto
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r, sino también det, el número de tipos de eventos diferentes que tienen un




dondeS es el número total de eventos vistos en la muestra con un context
particular.
Descuento Lineal[NEK94] definido como:
d(r) = 1− 1
S
dondeS es el número total de eventos vistos en la muestra. Este descuento
no se aplica solamente a aquellos eventos con una frecuenciamayor queK,
sino que por el contrario se aplica a todos aquellos eventos que han sido
vistos.




donde típicamenteb = n1n1+2n2 , n1 y n2 son el número de eventos que
tienen una frecuencia 1 y 2 respectivamente. El Descuento Abs luto se aplica
también a todos los eventos que han sido vistos.
2.2.2. Modelos de estados finitos
En este trabajo se han utilizado sistemas basados en una aproximación sin seg-
mentación previa en caracteres ni palabras (”segmentation free”). Se han utilizado
HMMs para modelar los caracteres. Como el espacio de búsqueda puede resultar
intratable, se hace necesario aplicar restricciones en la búsqueda. Así, se restringen
las secuencias de caracteres a aquellas que conforman cada pal bra de un voca-
bulario cerrado. Se construye un único modelo HMM para cada pal bra a partir
de la concatenación de los modelos de caracter que componen la misma. Del mis-
mo modo, se restringen las posibles secuencias de palabras mediante un modelo
de lenguaje que permite solo aquellas secuencias de palabras, o frases aceptadas
por el lenguaje. De esta manera se construye un gran HMM denominado mode-
lo integrado (ver figura 2.3). Como los HMMs son autómatas de estados finitos,
resulta sencillo modelar cada uno de los otros niveles de conocimiento mediante
autómatas de estados finitos. Hay que remarcar que el sistemau iliz do en esta te-
sis no expande todo el modelo a priori, por motivos de coste espacial, sino que lo
va expandiendo alvuelosegún la necesidad.
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Figura 2.3: Ejemplo de construcción de un modelo integrado.
Una gramática de estados finitos es una tuplaA = (Q,Σ, δ, q0, F ) donde:
Q es un conjunto finito de estados.
Σ es un conjunto de símbolos, o alfabeto de entrada.
δ es la función de transición. Dependiendo de como es esta función los autó-
matas se dividen en deterministas e indeterministas. En losdeterministas, a
partir de un estado y un símbolo sólo puede ”transitar” a otroestado, es decir
δ : Q × Σ → Q. Los indeterministas, por otro lado, a partir de un estado y
un símbolo se puede transitar a un conjunto de estados;δ : Q× Σ→ 2Q
qo ∈ Q es el estado inicial.
F ⊆ Q es un conjunto de estados finales o aceptores.
Los n-gramas pueden ser representados mediante gramáticasdeterministas es-
tocásticas. Este tipo de gramáticas se pueden representan mediante una tuplaA =
(Q,Σ, δ, q0, γ, ψ) dondeQ,Σ, δ, q0 tienen el mismo significado que en el caso an-
terior, y dondeγ es una función que asigna una probabilidad a cada transiciónde
δ, definida comoγ : Q × Σ × Q → ℜ+, y ψ es una función que asigna a cada
estado una probabilidad de ser final, definida comoψ : Q→ ℜ+. Estas funciones
han de satisfacer las siguientes restricciones:
γ(q, a, q′) = 0; si q′ /∈ δ(q, a)
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Figura 2.4: Ejemplos de representación de n-gramas mediantgramáticas de esta-

















Figura 2.5: Ejemplos de representación de n-gramas suavizados conback-offme-
diante gramáticas de estados finitos.
∑
∀a ∈ Σ
∀q′ ∈ δ(q, a)
γ(q, a, q′) + ψ(q) = 1, ∀q ∈ Q
En el caso de representar un n-grama mediante una gramática estocástica de-
terminista, es usual etiquetar los estados con la historia cn la que se llega a ellos,
esto es:q ⊆ Σn−1 (ver ejemplos de la figura 2.4). Si el n-grama está suavizado con
back-off, de cada estado con una historia de longitud≥ 1 se crea una nueva tran-
sición vacía que va a un estado donde la historia se ha reducido a longitudi−1. La
probabilidad de ese arco es la probabilidad deback-off(β) para ese n-grama (ver
el ejemplo de la figura 2.5).
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2.3. Métrica para la evaluación del sistema de RATM
En esta sección se expone la métricas utilizadas para evaluar l s prestaciones
de los sistemas de reconocimiento de formas.
2.3.1. Tipos de experimentos
Generalmente para la evaluación de un sistema de RATM se utiliza una porción
de las muestras que se tienen de la tarea. Dependiendo de si los e critores que han
producido esta porción se han utilizado o no, previamente enl proceso de entre-
namiento de los modelos (HMMs, del léxico y del lenguaje) podemos distinguir
dos tipos de experimentos.
Dependiente del escritor. En este caso las muestras para la ev luación del
sistema pertenecen al mismo escritor que las utilizadas en el entr namiento.
Este tipo de sistemas producen las mejores tasas de acierto para ese mismo
escritor. El problema que surge es que para poder entrenar elsistema se ne-
cesitan una gran cantidad de muestras manuscritas de dicho es rit r, lo cual
es una tarea tediosa.
Independiente del escritor. Las muestras utilizadas para la evaluación no per-
tenecen a ningún escritor cuyas muestras hayan sido utilizadas previamente
para la estimación de los parámetros de los modelos.
Aunque los sistemas dependientes del escritor producen mejores tasas de acier-
to, estos son menos interesantes debido a la necesidad de obten r suficientes mues-
tras de entrenamiento del usuario final. Por contra los sistemas independientes del
escritor son más genéricos y no requieren ningún esfuerzo por parte del usuario
para utilizarlos. La tendencia actual es utilizar una técnica mixta, esto es a partir
de un sistema independiente del escritor realizar una rápida adaptación al usuario
final. De esta manera se consigue mejorar las prestaciones a cambio de un pequeño
esfuerzo por parte del usuario.
2.3.2. SER
Una métrica de evaluación muy usada es latasa de error de frase, SER (del
inglés“Sentence Error Rate”). El SER se calcula comparando directamente la hi-
pótesis ofrecida por el sistema con una transcripción correta o ”de referencia” de
la frase, contabilizando el porcentaje de frases erróneamente clasificadas. Esta es
una métrica un poco tosca (dependiendo de la aplicación) ya que cualquier varia-
ción entre la hipótesis y la referencia es contada como un error, sin tener en cuenta
como de parecidas fuesen las dos frases o el número de palabras de las frases.
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2.3.3. WER
Otra métrica muy utilizada es la llamadatasa de error de palabras, WER (del
inglés“Word Error Rate”). El WER ha sido muy utilizado en las últimas décadas
para medir las prestaciones de los sistemas automáticos de reconocimiento del ha-
bla. Esta métrica contabiliza el número de palabras que difieren ntre la hipótesis
y la referencia. El WER se calcula mediante un alineamiento etre la hipótesis y la
referencia. Nótese que el número de palabras de la hipótesisy la referencia pueden
diferir. En el alineamiento de las dos frases se pueden encontrar cuatro situaciones
posibles con respecto a las palabras a alinear.
a) acierto: la palabra de referencia y la de la hipótesis alineada coincide .
b) sustitución: La palabra de referencia es alineada a una palabra diferented
la hipótesis.
c) inserción: Una palabra de la hipótesis que no ha podido ser alineada con
ninguna de la referencia.
d) borrado: Una palabra de la referencia que no aparece en la hipótesis.
Las dos frases pueden ser alineadas de muchas maneras, así que habrá que
definir alguna manera de alinear que sea "óptima". Se define como alineamiento
óptimo a aquel producido por la distancia de edición o deLevenshtein[SK83]. La
distancia de Levenshtein [Lev66] está definida como el valormínimo de la suma
ponderada de inserciones, borrados, y sustituciones entrelas dos secuencias de
palabras. Este valor puede obtenerse por programación dinámica [BS89, MG96].
La ponderación más usual es utilizar1 como peso para los eventos de inserción,
borrado y sustitución, mientras que el peso para los aciertos s0. El WER se calcula
pues como el número total de inserciones, borrados y sustituciones (los errores que
ha cometido el sistema) obtenidos del alineamiento óptimo de ca a frase, dividido
por el número total de palabras de la referencia (número de palabras que debería
tener la hipótesis si hubiese estado bien reconocida):
WER =
nb + ns + ni
nb + ns + na
100 (2.27)
donde:
ni : es el número de inserciones.
nb : es el número de borrados.
ns : es el número de sustituciones.
na : es el número de aciertos.





La utilización de corpus es muy importante para la estimación de los paráme-
tros de los modelos, así como para la evaluación de los modelos. Los corpus son
un requisito indispensable para el desarrollo, la evaluación y la comparación de las
diferentes técnicas que se exploren. Como los sistemas explotados en este trabajo
están basados en entrenamiento supervisado, se hace necesario no solamente de
disponer de las muestras, sino que éstas han de estar etiquetadas.
También es importante disponer de corpus estándares para que los investigado-
res puedan comparar sus aportaciones con el resto de investigadores. El proceso de
recolección de muestras y etiquetado de las mismas es un proceso caro, por lo que
no resulta tan sencillo encontrar corpus estándares disponibles.
En este capítulo se exponen las características más importantes de los corpus
de texto manuscrito usados en este trabajo.
Consiste en una secuencia de imágenes (matrices bidimensionales) que repre-
sentan imágenes conteniendo texto. Cada valor de la matriz contiene un valor en-
tero (típicamente es un valor en el rango [0,255]) que represnta la cantidad de luz
que contendrá ese punto en la imagen. A la densidad de puntos por su erficie se
la conoce como resolución y hay que hacer notar que a mayor resolución mejor
representación del texto se tendrá.
3.1. ODEC1
Este es un corpus de escritura manuscrita continua espontánea y con un vo-
cabulario relativamente grande [Tos04, PTV04]. El corpus consiste en una serie
de frases espontáneas (ver ejemplos en la figura 3.2) extraídas de formularios de
encuestas (ver figura 3.1) para una prestigiosa compañía de telecomunicaciones.
1Datos cedidos por ODEC,S.A. http://www.odec.es
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Las frases manuscritas estaban contenidas en un apartado desuger ncias. Las fra-
ses fueron escritas por un grupo heterogéneo de personas a las que no se impuso
ningún tipo de restricción respecto al vocabulario, estilo, estilográfica, etc. Este es
un corpus verdaderamente espontáneo donde podemos encontrar un gran número
de incorrecciones ortográficas, lógicas y sintácticas, además de un gran número de
abreviaciones típicas (o no tanto) de los usuarios de telefonía móvil, tachones y
un sinfín de signos no ortográficos. También hay palabras escritas on mayúsculas
y minúsculas mezcladas, diferentes tipografías, tamaños,y muestras que incluyen
palabras desconocidas o de otros idiomas. La combinación detan diversos estilos
de escritura hace que el preproceso sea un reto importarte para st tarea.
Este corpus se obtuvo a partir de2500 formularios de los cuales950 tenían
cumplimentado el apartado de sugerencias. Finalmente, tras descartar algunas de
las respuestas debido a que solamente contenían ruido, el corpus quedo conforma-
do con913 imágenes con un total de16,325 palabras y con un vocabulario de3308
palabras. Los formularios fueron digitalizados a una resolución de2475 × 2362
píxeles. Las imágenes se obtuvieron en binario en vez de nivel de gris como es
habitual. Las áreas de texto manuscrito fueron extraídas automáticamente el eje
de coordenadas con respecto a las cuatro marcas (en forma de cu rados negros)
situadas en los margenes derecho e izquierdo, sobre la mitadinferior de cada for-
mulario. El tamaño del área correspondiente al apartado och(el que contiene el
texto manuscrito) fue de1350× 560. A esta área quedó reducida mediante la apli-
cación de una caja de inclusión mínima sobre el texto manuscrito contenido.
Las lineas se segmentaron manualmente y se dispusieron en unr glón, de tal
manera que el párrafo quedaba convertido en una sola línea det xto. El corpus fue
particionado en un subconjunto de entrenamiento con un total de 676 imágenes y
en un subconjunto de test con237 imágenes.
El etiquetado o transcripciones de las frases se realizaronma ualmente si-
guiendo la siguiente directiva: describir con el mayor detalle y precisión posible
el texto manuscrito. Para lo cual se intentan transcribir las palabras tal cual apare-
cen en la imagen, con faltas de ortografía, alternancia de mayúsculas y minúsculas,
en su lengua original, etc. Se definen códigos para etiquetarlos tefactos que apa-
recen en el texto como por ej. tachones, firmas, subrayados, flechas, etc.
3.2. IAMDB2
Este corpus fue compilado por el grupo de investigaciónComputer Vision and
Artificial Intelligence (FKI)del institutoComputer Science and Applied Mathema-
tics (IAM)de Berna. El corpus de texto manuscrito IAMDB [MB99, MB00, MB01,




Figura 3.1: Ejemplo de formulario de encuesta ODEC
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Figura 3.2: Diversos ejemplos de texto extraídas de las casillas de sugerencias de
los formularios de las encuestas de ODEC.
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vestigación. El corpus se dio a conocer por primera vez en el ICDAR (International
Conference of Document Analysis and Recognition) de 1999 [MB99]. Este corpus
es una transcripción manual de parte del corpusLancaster Oslo/Bergen Corpus
(LOB) [JLG78] que es una colección de 500 textos en inglés, con aproximadamen-
te unas 2000 palabras cada uno. Los textos del LOB se particionaron en párrafos,
conteniendo entre 3 y 6 frases cada uno, con un mínimo de 50 palabras, y se pi-
dió a diferentes personas que lo reescribieran manualmente. No se impuso ninguna
restricción en cuanto al tipo de estilográfica a utilizar o alestilo de escritura. Este
es por lo tanto, aunque el texto sea predeterminado, un textoespontáneo en cuanto
al estilo de escritura. El corpus IAMDB está segmentado tanto nivel de palabra
como de frase. En este trabajo se hará uso del corpus segmentado a nivel de frase.
En la figura 3.3 se pueden ver algunos ejemplos de páginas manuscritas de este
corpus.
Los recopiladores de este corpus definieron una tarea basadaen léxico cerrado
e independiente del escritor. Esta tarea consta de una partición para entrenamiento
de 2124 frases con un número de palabras alrededor de las 43.000, y una partición
para test compuesta por 200 frases con un total de aproximadamente 4.000 pala-
bras. El vocabulario está formado por unas 8500 palabras. Hay que remarcar que
para cada palabra existen diversas formas de escribirla depen iendo sobretodo de
la utilización de las mayúsculas y minúsculas. Si se toma lasposibles formas de





lineas de texto 913 2.324
palabras entrenamiento 12.137 42.832
palabras test 4.188 3.957
Tabla 3.1: Resumen de los corpus de texto manuscrito off-line
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Una de las principales dificultades con la que se enfrenta el reconocimiento
de texto manuscrito continuo es la gran diversidad de estilos de escritura. Esta
diversidad de estilos se presenta no sólo entre diferentes escritores, sino también
en cada escritor dependiendo de su estado de ánimo, velocidad a la que escribe y
de la atención prestada al escribir. Otros factores como la utilización de diferentes
instrumentos de escritura contribuyen a dicha dificultad.
El estilo de escritura no aporta nada a los sistemas de reconocimiento de texto
manuscrito (salvo para sistemas biométricos [RK98]), ya que lo escrito no tiene
nada que ver con el estilo en que está escrito. Además, los modelos matemáticos
utilizados para representar la escritura, y los métodos quelos stiman, tienen una
expresividad limitada e interesa no desperdiciarla en aspectos que no ayudan a
reconocer lo que hay escrito.
El preproceso consiste en una serie de transformaciones sobre la señal original
con la intención de obtener la máxima homogeneidad posible dentro de cada cla-
se. La intención es hacer el sistema invariante a las fuentesde variabilidad que no
ayuden a la clasificación. De hecho lo que se pretende es que elmódulo de extrac-
ción de características produzca vectores de características lo más parecidos entre
sí para patrones de una misma clase. O dicho de otra manera: hace que el sistema
sea robusto frente a la entrada de texto manuscrito.
La necesidad de incluir esta etapa en los sistemas de reconocimiento de patro-
nes, en general, ha sido demostrada empíricamente a lo largode años de estudio,
y hoy en día los esquemas generales de reconocimiento de formas incluyen este
módulo.
En la actualidad no hay definida una solución general para conseguir invariabi-
lidad al estilo de escritura, y cada sistema desarrolla la suy ad-hoc. Sin embargo
hay algunas características bien conocidas que definen, en parte, al estilo de escri-
tura, y cuya normalización es tenida en cuenta por la práctica totalidad de los siste-
mas actuales. Entre los más conocidos cabe destacar elslop que es la desviación
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de cada palabra con respecto a la horizontal, elslant, ángulo de las componentes
verticales del texto respecto al eje vertical, y el tamaño delos caracteres.
Los métodos de preproceso son difíciles de evaluar de forma independiente
debido a que existe correlación entre los diferentes módulos del sistema. La bondad
de los métodos ha de ser evaluada con respecto al sistema global [TJ95].
Dependiendo de la naturaleza de la entrada del sistema podemos hablar de dos
tipos de preproceso:on-line u off-line. En este trabajo nos vamos a centrar en el
preprocesooff-line. Lo que caracteriza al preprocesooff-line en contraste con el
on-linees la manera en que se obtiene el texto. Este se adquiere de manera indirec-
ta, primero se escribe en papel o cualquier soporte físico, para luego ser digitali-
zado utilizando un escáner o una cámara. El textoon-linese obtiene directamente
mediante algún dispositivo que muestree la trayectoria de un móvil.
Una imagen bidimensional,f(x, y), es una función,f : R × R → R, que
para cada punto del espacio bidimensional devuelve el nivelde luz de dicho punto.
Una imagenoff-line es una función,I(x, y), donde el espacio bidimensional y los
niveles de gris se han discretizado;I : {1, · · · , F} × {1, · · · , C} → {1, · · · , L},
dondeL suele ser255, y F ,C son las filas y columnas de la matriz. A cada una
de las celdas de esta matriz se la denomina píxel (es la forma abrevi da de las
palabraspixture elemen). El proceso de adquisición consiste pues en una doble
discretización: del espacio y de los niveles de gris, o dichode otro modo, es el
proceso que permite transformar una imagen bidimensional en una imagenoff-line
En el presente capítulo se describen los métodos utilizadosen e te trabajo para
el preproceso de las imágenesoff-line. El capítulo se divide en dos grandes bloques.
En el primero se tratarán técnicas de normalización a nivel de página, mientras
que en la segunda parte se normalizará el estilo de escritura. En l primera parte,
la sección 4.1.1 trata la umbralización de las imágenes codifi a as en niveles de
gris. En la sección 4.1.2 se exponen las técnicas utilizadasen este trabajo para la
minimización del ruido existente en las imágenes. En la sección 4.1.3 se exponen
todas las técnicas utilizadas para corregir el desencuadrede página oskew. En
el bloque de normalización del estilo de escritura, la sección 4.2.1 explica como
corregir la inclinación de la línea base de una palabra o un conjunto de ellas. En la
sección 4.2.2 se expone como corregir la inclinación de los caracteres. Por último,
la sección 4.2.3 trata de la normalización de la altura de loscaracteres.
4.1. Normalización a nivel de página
Todos los métodos expuestos en este bloque actuarán sobre lapágin comple-
ta. Se tratan técnicas de umbralización muy usadas para simplificar la imagen. Así
como técnicas para intentar reducir el ruido que pueda llevar consigo la imagen.
Como ruido se entiende toda aquella señal parasitaria añadida la señal que codi-
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Señal de salida
Señal de entrada Modulo de preproceso
del ruido del skew en lineas
del slantdel slope del tamaño
NormalizacionCorreccionCorreccion
Reduccion Correccion SegmentacionUmbralizacion
Figura 4.1: Esquema general de preprocesooff-line.
fica la información.
4.1.1. Umbralización
La umbralización, othresholdingconsiste en transformar una imagen digitalI
en escala de grises en una imagen digital binaria. Los métodos de umbralización
clasifican los puntos de la imagen en dos clases: los que pertenecen al fondo de la
imagen o segundo plano,background pixelsy los que pertenecen al texto o primer
plano, foreground pixels. Esta clasificación está basada en la elección de un um-
bral que divide los puntos en dos clases, aquellos cuyo valorestá por encima del
umbralTi,j que se clasificarán comobackground pixels(píxeles con valores eleva-
dos codifican tonos más claros) y los que están por debajo comoforeground pixels
(formula 4.1). Determinar un umbral conveniente no es una tarea trivial. Teniendo
en cuenta como se elige el umbral, los métodos de umbralización se clasifican en
dos grandes grupos: métodos globales y métodos adaptativoso locales.
g(i, j) =
{
0, I(i, j) ≥ Ti,j
1, I(i, j) < Ti,j
(4.1)
En binario se suele codificar los píxelesforeground(negros) como 1 mientras que
los debackgroundcomo 0.
Métodos globales
Los métodos globales calculan un solo umbral para toda la imagen. Usualmente
estos métodos son más simples y rápidos, aunque por otra parte no se adaptan bien
si el ruido no es regular, o si la iluminación no es uniforme.
En la literatura se pueden encontrar diversos métodos de umbralización globales,
aunque el más conocido y usado es el de Otsu [Ots79].
Umbralización Otsu: Este método formula el problema de encontrar un um-
bral como un problema de optimización. Este método pertenece a la familia
de los algoritmos que maximizan la varianza del nivel de grisentre la clase
41
Capítulo 4. Preproceso
backgroundy foreground, mientras que minimiza la varianza dentro de cada
clase.
Primero se calcula el histograma normalizado.pi = ni/N dondeni es el
número de píxeles con un nivel de grisi, mientras queN representa el nú-
mero total de píxeles. De tal manera quepi ∈ [0 : 1] y
∑L
i=0 pi = 1 donde
L es el número total de niveles de gris en histograma. Se dividen los píxeles
en dos clasesC0 y C1 utilizando un umbralk. Esto es, todos los píxeles con
un nivel de gris entre 1 yk pertenecerán a la claseC0 y los que tengan un
nivel entrek + 1 y L pertenecerán a la claseC1. La probabilidad de que un










pi = 1− P (C0) (4.2)
La probabilidad de que dada una clase, un nivel de gris pertenezca a dicha
clase viene definida por:










= pi1−P (C0) (4.3)








































La varianza global viene definida por la expresión:
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(i− µT )2 (4.6)
dondeµT es el nivel medio de gris de toda la imagen. La varianza intraclase
se define como:
σ2W = P (C0)σ
2
0 + P (C1)σ
2
1 (4.7)
mientras que la varianza interclase se define como:
σ2B = P (C0)(µ0 − µT )2 + P (C1)(µ1 − µT )2 =
P (C0)P (C1)(µ0 − µ1)2
(4.8)
Se deberá encontrar un valor parak de tal manera que maximice alguna de

















Otsu opta por maximizar la funciónη3. Comoσ2T no depende del parámetro
k, maximizar esta función es equivalente a maximizar su numerador. Así





Umbralización Global selection threshold[KB06]. A partir de un umbral
inicial Uo = k̂, obtenido a partir del algoritmo de Otsu, se prueba a umbra-
lizar con cada umbral del rango[U0 : 255]. Para cada una de las imágenes
obtenidas, se obtiene un grafo, donde cada vértice representa un píxel negro,
y los arcos representan la relación de vecindad (usualmente8-conectados).
De cada grafo se obtienen sus componentes conexas. El umbralque produz-
ca la imagen binarizada con menor número de componentes conexas, será
tomado como óptimo (figuras 4.2, 4.3 y 4.4).
Métodos adaptativos o locales
En algunas situaciones en las que la iluminación es desigual, con baja resolu-
ción, en documentos con poca calidad o con estructuras complejas, un único um-
bral puede no ser suficiente. Los esquemas locales calculan un umbral para cada
píxel, o por cada pequeña región, basándose en la información de los píxel del área
local. Aquí se presentan algunos de los métodos de umbralización más populares.
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Figura 4.2: Ejemplos de imágenes umbralizadas con diferents umbrales. De arriba
a abajo: 150, 197 (umbral otsu), 220, 240, 250. Se puede apreci r que tal como se
incrementa el umbral, el número de componentes conexas crece, y que conforme se
va decrementando el umbral, el texto contenido en la imagen se va fragmentando,


































Figura 4.3: Distribución del número de componentes conexascon respecto al um-
bral elegido. El umbralU0 es el umbral obtenido con el método de Otsu.
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Figura 4.4: Ejemplo de umbralización. Arriba la imagen original, en el centro, la
imagen umbralizada con el algoritmo de Otsu, abajo la imagenumbralizada con el
métodoGlobal selection threshold.
Umbralización Bernesen[Ber86]. Para cada píxel(x, y) este método cal-
cula un umbralU(x, y) = (Zmin + Zmax)/2 dondeZmin y Zmax son el
máximo y mínimo valor de los píxeles contenidos en una ventana de tamaño
s × s centrada en el píxel(x, y), respectivamente. Por otra parte, si el con-
traste en la ventana de análisis (Zmax − Zmin) es menor que un umbrall,
el píxel se etiqueta comobackground, ya que la variabilidad dentro de una
ventana que no contenga texto ha de ser baja.
Umbralización Eikvil [ETM91]. La imagen se divide en celdas (S) de un
tamaños × s. A cada celda se le superpone una ventana (L) centrada enS,
de tamañol × l tal quel > s. Se utiliza un método global para clasificar los
píxeles de la ventanaL en la clasebackgroundo foreground. Se obtiene la
media de las 2 clasesµb, µf . Si la distancia entre las dos medias es mayor
que un umbral dado|µb−µf | ≥ U , los píxeles de la celdaS se binarizan uti-
lizando el método global, en caso contrario, cada píxel se clasifica en la clase
a cuya media este mas cercano. Este método no resulta demasiado sensible
al valor de laU , aunque es necesario tomar un valor del suficientemente
grande. El método de Eikvil es una mejora del de Taxt [TFJ89].En el méto-
do de Taxt, el histograma de niveles de gris de cada celda es aproximado por
una mezcla de dos gausianas. Los parámetros de las gausianasson estimados
utilizando el muy conocido algoritmo EM. Los píxeles de cadaventana son
clasificados utilizando el clasificador cuadrático de Bayes. Este método, a
parte de ser muy costoso computacionalmente, realiza cambios a ruptos en
la frontera entre celdas. Para evitar cambios abruptos Eikvil utiliza dos ven-
tanas superpuestas, y utiliza el algoritmo de Otsu como una aproximación de
EM.
Umbralización Niblack [Nib86]. Este método calcula un umbral basado
en medias y desviaciones estándar locales. Cada umbral se calcula de la si-
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guiente maneraU(x, y) = µ(x, y)+w ·σ(x, y) dondeµ(x, y) y σ(x, y) son
la media y la desviación típica calculadas sobre una ventanace trada en el
píxel (x, y). Este método tiene dos parámetros, el tamaño de la ventana de
análisis y el pesow. El método se muestra muy sensible al tamaño de la ven-
tana, el cual es determinante. Debe ser suficientemente pequño como para
preservar los detalles de la imagen y ha de ser suficientementgrande para
que se elimine el ruido. El parámetrow se utiliza para determinar el porcen-
taje de la frontera entre el fondo y el texto que será tomado como parte del
texto. Siw es positivo la mayor gran parte de la frontera entre el texto yel
fondo pasa a ser texto (pasan a ser píxeles negros), mientrasque cuandow
es negativo se va a fondo.
Umbralización Sauvola[SP00]. Este método es una variante del de Nibla-
ck. Sauvola parte de la hipótesis de que las imágenes de textomanuscrito
los píxeles delbackgroundtoman valores cercanos a255 mientras que los
pertenecientes alforeground toman valores cercanos a0. En este caso el
umbral se calcula teniendo en cuenta el rango dinámicoR de la desviación
típica. La media es utilizada para multiplicar los términosR y un valor fijo
dew ∈ [0 : 1], esto produce una amplificación del efecto de la desviación tí-
pica, de manera adaptativa. El valor de cada umbral se calcula de la siguiente
manera:
U(x, y) = µ(x, y)
(
(1−w) +w σ(x, y)
R
)
dondeµ(x, y) y σ(x, y) se calculan de la misma manera que en el caso de
Niblak. Sauvola propone valores deR = 128 para niveles de grises de256
y w = 0,5. El algoritmo, a diferencia del de Niblak, no resulta tan sensible
al parámetrow.
4.1.2. Reducción del ruido
Como ruido se entiende aquella señal añadida a la señal originaria que no apor-
ta ninguna información. Asumiendo que el ruido es puramenteaditivo, la imagen
original f(i, j) puede ser reescrita de la siguiente manera:
f(i, j) = s(i, j) + n(i, j) (4.11)
dondes(i, j) sería la imagen ideal yn(i, j) sería una imagen de ruido puro. El
problema es como estimars(i, j) a partir de la imagen compuestaf(i, j) [DH74].
Los métodos más usados en la literatura para la eliminación de estas señales pa-
rasitarias están basados en teoría de filtros y en morfologíamatemática. La mayoría
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Figura 4.5: Detalle de aplicación de un filtro media. La frontera entre la zona blanco
y la negra se suaviza, produciéndose una gradación de tono.
de estos filtros son convoluciones. Convolución es la suma ponderada del contexto
para cada píxel de la imagen (ver ecuación 4.12). Para ello, sbtiene una sub-
matriz formada por el contexto alrededor del píxel, donde elnivel de gris de cada
píxel de la submatriz se pondera. Los pesos utilizados para ponderar se representan
en una submatriz del mismo tamaño que el contexto. A esta matriz de ponderación
se la conoce como matriz de convolución okernel. Una vez ponderado cada píxel
del contexto, se suman para obtener el valor de gris del píxelcorrespondiente en la
imagen convolucionada.









I(i+ k, j + l)K(k, l) (4.12)
Filtro mediana. Para cada píxel de la imagen se calcula la mediana de los
píxeles contenidos en una ventana centrada sobre él. El valor del píxel se
substituye por el valor de la mediana. Este filtro es eficientela elimina-
ción de ruido del tipo sal y pimienta. El tamaño de la ventana de contexto es
determinante para eliminar el ruido sin degradar demasiadola imagen. Si el
tamaño de la ventana, okernel, es suficientemente grande, las altas frecuen-
cias (las que corresponden a cambios abruptos, como por ejemplo l texto)
se eliminan. Así pues, los filtros mediana pueden ser vistos como filtros pa-
sobajo. Basándose en esta idea, los filtros mediana se suelenutilizar para
obtener una imagen del fondo, la cual puede substraerse en unsiguiente pa-
so a la imagen primigenia obteniendo una segunda imagen sin el fo do (ver
figura 4.7).
Filtro media. Este filtro substituye el valor de cada píxel por la media de los
píxeles de una ventana centrada sobre él (ver figura 4.6). El efecto de este




Figura 4.6: Ejemplo de texto preprocesado con filtro media. Arriba la imagen ori-
ginal, abajo la imagen procesada utilizando un kernel de5× 5.
Reducción basada en grafos. Estos métodos se suelen utilizar para postpro-
cesar imágenes umbralizadas. Después de una umbralizaciónsuele aparecer
ruido debido a la clasificación de píxeles del fondo como píxeles de tex-
to. La imagen binaria se representa mediante un grafo donde cada vértice
corresponde con un píxel y los arcos explican la relación de vecindad (usual-
mente 8-conectados). Se obtienen las zonas conexas del grafo y el número
de vértices (píxeles) que la conforman [DH74]. De esta manera sólo las zo-
nas conexas con un número menor de vértices que un valor de corte dado
se reetiquetarán como píxeles debackground. Los puntos de corte se eli-
gen de manera que sobreviva un porcentaje del total de la masade píxeles
de foreground. Para elegir el punto de corte, se ordenan las zonas conexas
por cantidad de vértices, se van acumulando de mayor a menor hasta que
se sobrepase el porcentaje deseado, el número de vértices dela última zona
conexa se tomará como valor de corte.
Este método tiene el problema de que los caracteres aisladoso las discon-
tinuidades en el trazo pueden provocar la perdida de parte del xto. Con el
fin de evitar este efecto la imagen binarizada se procesa con el algoritmo
de suavizado por longitud de píxeles horizontales consecutivos Run-Lengh
Smoothing Algorithm(RLSA) [WCW82]. Este algoritmo cambia los píxeles
de fondo por píxeles de imagen para aquellos tramos horizontales que estén
comprendidos entre dos píxeles de imagen y el número de píxeles d fondo
seleccionados sea menor que un umbral establecido previamente (v r algo-
ritmo 1). El umbral suele elegirse empíricamente. Tras esteproceso se aplica
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el algoritmo de reducción basada en grafos.
Tras este proceso se obtiene una máscara que se superpone a laimagen ori-
ginal para obtener un texto limpio. La utilización previa del algoritmo RLSA
proporciona una gran robustez a este método.
Algoritmo 1 RLSA: Run-Lengh Smoothing Algorithm
1: Input: imagen, umbral.
2: Output: imagen.
3: for all línea de laimagen do
4: for all tramos de píxeles de fondo consecutivos entre píxeles de imagendo
5: if número de píxeles del tramo< umbralthen




4.1.3. Corrección delskewo desencuadre
El desencuadre es una forma de ruido introducido al escanearel documento,
y consiste en la falta de alineamiento del documento de papelcon respecto a las
coordenadas del escáner utilizado para su digitalización.La corrección del desen-
cuadre facilita la extracción de párrafos y lineas de texto de los documentos. La
extracción de frases a partir del texto es muy difícil, sino imposible, si no se re-
conoce previamente el texto, por lo que el módulo segmentador suele devolver el
texto segmentado por lineas, sin tener en cuenta si corresponden a una frase, a parte
de una frase, o a varias frases.
Algunos autores suelen referirse al desencuadre comoskew[AF00, Bun03,
CWL03, Hul98, HB04, JBWK99, SS97], otros definenskewcomo una falta de
alineamiento de una o varias palabras sobre el eje de abscisas, lo que en este trabajo
definiremos comoslope[GB04, MB01, MFB+99, SRI99, Vin02] y algunos autores
lo utilizan indistintamente para referirse al desencuadrede toda la página, como
para la mal alineación de palabras con el eje de abscisas.
Una vez se ha estimado el ángulo de desencuadreα, su corrección consiste en






















Figura 4.7: Ejemplo de reducción de ruido. De arriba a abajo:imagen original;
fondo extraído de la imagen original con un filtro mediana; resta de las dos imá-
genes anteriores; máscara obtenida de la aplicación del algoritmo RLSA sobre la
imagen anterior, más un postproceso de limpieza mediante componentes conexas,
situando el punto de corte de manera que se conserve el 98 % de los píxeles negros;
resultado de aplicar la mascara.
Figura 4.8: Ejemplo de texto con mucho desencuadre
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Figura 4.9: Ejemplo de suavizado de Lagrange. El píxel a rotar se obtiene en valores
reales, con lo que no coincide con ningún píxel entero en la imagen original, sino
que suele solaparse entre varios. El valor de gris del píxel resultante se calcula
como el porcentaje de solapamiento con los píxeles a,b,c y d en la imagen original.
Visto de otra manera, se considera que la imagen conskewes el resultado de
aplicar a la imagen ideal una función de rotación. Entonces,para cada píxel de la
imagen "ideal" se busca el píxel que le corresponde en la imagen rotada para tomar
su valor de gris.
Ahora bien, de la expresión 4.13 se obtienen valores reales praxi e yi, mien-
tras que las posiciones de los píxeles en la matriz son valores ent ros. La aproxima-
ción más sencilla para calcular el nivel de gris de cada píxelde la nueva imagen, a
partir de la formula 4.13, consiste en asignar el valor de gris del píxel de la imagen
original cuya posición sea el resultado de truncar los valores dex̂i e ŷi.
Para evitar elaliasing introducido al calcular el valor de gris de esta manera
se suele suavizar, calculando el valor de gris del nuevo píxel, como la cantidad de
gris que correspondería dependiendo del porcentaje de solapamiento con los cuatro
vecinos del píxel, en caso que se tomasexi yi como valores reales (ver ejemplo
de la figura 4.9). Esto es, se hace una interpolación de Lagrange.
La mayoría de las técnicas de estimación del desencuadre pued n s r clasifica-
das dentro de los siguientes tipos generales dependiendo dela aproximación segui-
da [CC98, Hul98, HB04]: basados en proyecciones horizontales [Bai87, LFK02],
basados en la transformada de Hough [AF00, HFD90, YJ96] yclusteringde los
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Figura 4.10: Ejemplo de rotación sin suavizado, figura superior y con suavizado
mediante interpolación de Lagrange, figura inferior.
vecinos más cercanos [JBWK99, LFK01, LT03].
Basada en proyecciones horizontales
Este tipo de aproximaciones parten de la suposición de que los documentos
tienen el texto dispuesto a lo largo de líneas paralelas, cosa que ocurre en la gran
mayoría de los documentos. Estos métodos son considerados los más rápidos y son
simples de implementar.
Laproyección horizontalconsiste en sumar el nivel de gris de todas las colum-





En la imagen 4.11 se muestra la proyección horizontal de un párrafo de texto
para diferentes ángulos de rotación. Como se aprecia en las proyecciones, cuanto
menos desencuadre presenta un párrafo, su proyección preseta picos más grandes
y valles más profundos. La proyección para la imagen sinskewpresenta mayor
amplitud y frecuencia. El problema de calcular el ángulo de desencuadre se reduce
a un problema de optimización donde a partir de un conjunto deimágenes rotadas
artificialmente un rango de ángulos, encontrar aquella rotación que presente una
proyección horizontal cuya variación entre picos y valles sea mayor. Ahora sólo se
necesita una función objetivo que puntúe la variación entrepicos y valles para cada
proyección. En esta tesis se utilizarán dos funciones objetivo. La primera función
será la desviación típica de la proyección horizontal (ecuación 4.15) dondefilas
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es el número de filas de la proyección yµ es la media de la proyección. Para













La segunda función será la utilizada por Baird en [Bai87]. Baird reduce el
número de puntos a proyectar eligiendo los puntos centralesde las componentes
conexas. Si el documento se ha adquirido en niveles de gris, hay que umbralizarlo
previamente. Las componentes conexas muy grandes, con respecto a la media de
las componentes, se supone que pertenecen a bordes negros, oa imágenes, y se
descartan. Baird no descarta las componentes muy pequeñas,pues según él, el
ruido no afecta sustancialmente a su algoritmo. En la implementación realizada del
algoritmo de Baird, componentes con menos de3 píxeles se descartan. La función







Basada en la transformada de Hough
Estos métodos utilizan la transformada estándar de Hough (ecuación 4.17) que
traslada las coordenadas cartesianas(x, y) de cada píxel negro al dominio polar
(ρ, θ).
ρ = x cosθ + y sinθ (4.17)
Todos los puntos(x, y) en el espacio cartesiano que estén alineados a lo largo
de una recta, pasarán por el mismo punto(ρ, θ) en el dominio sinusoidal [DH74].
Así que se ha de contar todas las veces que se pasa por cada punto (ρ, θ), ya que
representan puntos en el dominio cartesiano que están alienados a lo largo de una
recta. Los máximos locales en el acumulador de HoughH(ρ, θ) representan lineas
rectas, o lo que es lo mismo, representa las lineas rectas parlas cuales tenemos
más puntos en el dominio cartesiano. El máximo absoluto enH(ρ, θ) correspon-
derá a la linea con mayor número de puntos en la imagen original.
Los métodos basados en la transformada de Hough tienen el inconveniente de
que son lentos debido a que deben aplicar la transformada de Hough a todos los
píxeles negros y para todo el rango de ángulos a detectar. El coste omputacional
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 0  100  200  300  400  500  600
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Figura 4.11: Párrafo de texto rotado con diferentes ángulos, columna izquierda y
sus correspondientes proyecciones horizontales, columnaderecha.
54
4.1. Normalización a nivel de página
Algoritmo 2 Detección del ángulo de desencuadre (skew) basado en la transforma-
da de Hough
1: Input: P = {(x, y) : (x, y) ∈ I(x, y)} (puntos seleccionados de la imagen).
2: Output: θ̂ (ángulo de desencuadre).
3: for all (x, y) ∈ P do
4: for θ0 ≤ θ ≤ θn do
5: ρ← x cosθ + y sinθ
6: H(ρ, θ) + +
7: end for
8: end for
9: return θ̂ = argmax
(ρ,θ)
(H(ρ, θ))
de este método esO(∆θδθ · |P |). Para reducir el coste, la mayoría de autores intentan
reducir |P | [AF00] y/o el rango de ángulos∆θ (para la mayoría de aplicaciones
con un rango entre[−45 : 45] basta) y/o el incremento o paso de ánguloδθ.
En [YJ96] se propone una utilización jerárquica de la transformada de Hough.
Primero se hace un barrido del rango de ángulos,∆θ, con un incremento de ángulo,
δθ, grande, con el fin de aproximar en pocos pasos el ángulo de desencuadre, y
una vez se tiene el ángulo acotado, realizar una nueva exploración con un paso de
ángulo más pequeño.
Para reducir el número de puntos a procesar|P |, después de umbralizar la ima-
gen, se determinan las componentes conexas (8-conectadas)que hay en la imagen.
Dependiendo del tamaño de las componentes, podemos clasificarlas en tres tipos:
ruido, grandes y pequeñas. Si las componentes están formadas por un número re-
ducido de píxeles (en nuestro caso menor o igual a 5) se descartan. De esta manera,
el ruido tipopimientase elimina. La transformada de Hough es muy sensible a es-
te tipo de ruido. Las componentes demasiado grandes (3 vecesla media suele ser
suficiente) que suelen corresponderse con imágenes, o bordes negros también se
descartan, esto permite trabajar con documentos genéricoscon una complejidad de
composición alta. Los córporas utilizados en este trabajo no incluyen imágenes ni
bordes negros, por lo que no hay componentes demasiado grandes.
Para el presente trabajo se han probado tres conjuntos de puntos para ser uti-
lizados en la transformada de Hough: todos los píxeles negros de la imagen, los




Basada enclusteringde los vecinos más cercanos
Estos métodos suelen empezar con un proceso de etiquetado decomponentes
conexas de la imagen. Se requieren imágenes binarias, por loque si la imagen
fue adquirida con niveles de gris, hay que umbralizarla previamente. Para evitar
ruido, y eliminar figuras y bordes negros, todas las componentes que sean mucho
más grande, o mucho más pequeñas que la media de componentes,s eliminan.
A partir de aquí, se van agrupando bloques con características s milares formando
componentes más grandes. Finalmente se intenta estimar el ángulo de desencuadre
para estas componentes. Hay que decir que cuanto mayor número d componentes
conexas mayor es la precisión del método.
En [HYR86], para cada componente conexa se localiza la componente más
cercana y se calcula el ángulo de la recta que pasa por sus centroid s. Los ángulos
de cada par de componentes se acumulan en un histograma. El ángulo con mayor
frecuencia del histograma es tomado como ángulo deskew. El problema de este
método es su sensibilidad al ruido y a pequeñas variaciones posicionales. Este pro-
blema se produce debido a que el cálculo del ángulo suele hacerse para pequeñas
distancias.
Jiang et al. [JBWK99] proponen un método (denominado por ells Focused
Nearest-Neighbor Clusteringo FNNC) para elegir entre el conjunto dek vecinos
más cercanos,{Q1, · · · , Qk} a cada componente conexa,P , un par(Qi, Qj) cuya
distancia en perpendicular aP sea menor. El par,{(P,Qi), (P,Qj), (Qi, Qj)} con
la distancia mayor entre ellos se toman como una primera aproximación. A partir
de la recta que pasa por esos dos puntos, se seleccionan todoslos puntos que estén
entre ella en un intervalo en perpendicular de distanciaD. Mediante la técnica
de los mínimos cuadrados se ajusta una recta a los puntos seleccionados, cuya
pendiente se toma como ángulo de skew para el puntoP , y se acumula en un
histograma. El ángulo con mayor frecuencia se toma como ángulo deskew.
Lu et al. [LT03] resuelven el problema de las distancias demasiado cortas en-
tre componentes utilizando lo que ellos llaman cadenas de vecinos más cercanos
(Nearest-Neighbor Chain, o NNC). Definen unas reglas para elegir el vecino más
cercano para cada componente conexa, entre las que cabe destacar que la altura de
las cajas de inclusión mínima tengan una altura parecida, que la∆x > ∆y o que
el vecino más próximo ha de estar a la izquierda de la componente actual. Luego
intenta formar cadenas de vecinos dek componentes[C1, · · · , Ck] para los que
Ci+1 es el vecino más próximo deCi parai = 1, 2 · · · , k − 1. Si el número de
k-NNC es menor que un umbral dado, se repite el proceso parak − 1. El ángulo
deskewse calcula en base a los centroides de las componentesC1 y Ck.
En este trabajo, para cada componente conexa (con un mínimo de píxeles),
se busca el vecino más próximo a su caja de inclusión. El ángulo de a recta que
pasa por los dos puntos centrales de dichas cajas de inclusión se acumula en un
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histograma de ángulos. El máximo del histograma será tomadocomo ángulo de
skew.
4.1.4. Segmentación en lineas
La segmentación de una página de texto requiere un análisis del su contenido.
Los sistemas de análisis de página intentan obtener una representación jerárquica
de la misma, donde cada bloque representa una zona homogéneade la página: una
imagen, una columna, cabecera de texto, etc. La mayoría de los sistemas de análisis
de página se pueden clasificar en: basados en componentes conexas [SPJ97, WY95,
Zla94]; basados en RLSA [TA92] o basados en proyecciones [KNSV93].
Una vez analizada la página, los bloques de texto necesitan ser de compuestos
en lineas de texto. En este trabajo solamente se abordará el poblema de la seg-
mentación de bloques de texto en lineas de texto. No se pretende dividir el bloque
en frases, ya que para ello habría que analizar sintácticamente la frase cosa que no
puede hacerse sin saber lo que hay escrito.
El método utilizado para segmentar los bloque de texto está basado en pro-
yecciones horizontales. Los valles de estas proyecciones son posibles puntos de
segmentación. Si un valle tiene un valor de cero, representauna zona de la imagen
que no contienen texto, y por esa razón es descartada y sus fronteras son tomadas
como candidatos a puntos de segmentación. Si los ascendentes y los descendentes
de dos lineas se cruzan o tocan, provocan valles con valores sup riores a cero. Se
utiliza un umbralρ a partir del cual los valles delimitarán las zonas de texto.
La utilización previa del algoritmo RLSA sobre la imagen produce un efecto
derivativo sobre la proyección, exagerando más la distancia entre valles y picos
(ver imagen 4.12).
4.2. Normalización a nivel de texto
Las técnicas expuestas en este apartado pretenden normalizar el estilo de escri-
tura, con lo cual se podría decir que son técnicas locales.
4.2.1. Corrección delslope
El slopees la pendiente o inclinación que presenta la linea base sobrla que
está escrita una palabra, o una secuencia de ellas (fig. 4.13), con respecto al eje de
ordenadas. Una vez determinado el ángulo, la corrección consiste en aplicar una
rotación de la imagen con el mismo ángulo que el deslopeen sentido contrario.
El primer paso para determinar el ángulo deslope es dividir cada frase en
segmentos de frase. Este proceso no pretende segmentar el texto en palabras, sino
dividirlo en aquellas secuencias de texto que estén muy cercanas entre sí. Se asume
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 0  50  100 150 200 250 300 350
 0  50  100 150 200 250 300 350
Figura 4.12: Figuras superiores, ejemplo de proyección horizontal para un bloque
de texto. Figuras centrales, ejemplo del efecto derivativoque produce el aplicar
previamente el algoritmo RLSA. En la parte inferior, resultado de la segmentación,
las partes sombreadas corresponden con los distintos segmentos.
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Figura 4.13: Ejemplo de palabra conslope(β).
que si están cercanas entre sí fueron escritas como una unidad, compartiendo todas
las características del estilo de escritura, entre las que se en cuenta el ángulo de
slope. Esta división suele basarse en heurísticos más o menos sofisticado . Se puede
fijar un tamaño mínimo de espacio en blanco que sirve para delimitar los segmentos
de palabras. En este trabajo, en la detección de huecos se realiza una proyección
horizontal de la imagen, se obtiene el tamaño medio de los huecos ncontrados,
tomando como hueco todo aquel espacio de la proyección para el cual el nivel
de gris esté por debajo de un umbral determinado. Este tamañoedio más una
constante empírica determinará los puntos de corte entre tramos.
En este trabajo se estudian dos técnicas de corrección delslope, la primera
basada en ajuste de líneas a los perfiles y otra en proyecciones h rizontales, similar
a la utilizada para la estimación del ángulo desk wen la sección 4.1.3.
Basada en ajuste de línea a los perfiles
La determinación del ángulo se realiza en tres pasos:
1) Emborronadode cada segmento de frase original con el algoritmo de sua-
vizado por longitud de píxeles horizontales consecutivos RLSA [WCW82]
(algoritmo 1). Previamente se binariza la imagen con algún método global
como por ejemplo Otsu.
2) De la imagen obtenida del paso anterior, se calcula para cad segmento el
contorno superiorCs y el inferiorCi. Usualmente se busca el primer y el últi-
mo píxel negro de cada columna. Las partes horizontales de los ascendentes,
como por ejemplo el trazo horizontal de lat, puede causar que el algoritmo
devuelva un contorno erróneo (ver figura 4.14). Con una sencilla variación
del algoritmo se pueden evitar estos problemas. La variación consiste en rea-
lizar un RLSA tanto horizontal como vertical, para posteriormente localizar
por columna el tramo de píxeles de imagen consecutivos de mayor longitud.
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Los píxeles superior e inferior de este tramo se tomarán comofronteras para
dicha columna.
Figura 4.14: Ejemplo de problema en la obtención de los contornos. De izquierda
a derecha y de arriba a abajo: imagen original; resultado de aplicar sobre la imagen
original el algoritmo RLSA; contorno erróneo; contorno correcto.
3) El último paso consiste en ajustar una recta a cada uno de los contornos (Cs y
Ci). Primero se eliminan los puntos anómalos. Para cada una de las fronteras
se obtiene la mediay, y la desviación típicaσ, de susy’s. Todos aquellos
puntos cuyasy’s estén entre el valor medio más menos la desviación típica
son tomados en cuenta para el ajuste de las líneasĈ{s,i} = {(x, y) : y ≤
|y− σ|}. Las rectas se pueden ajustar de varias maneras, por ejemplo, ajuste
por vector propio o por mínimos cuadrados [DH74]. Del promedio de ambas
rectas se obtiene una tercera, cuya pendiente será tomada como ángulo del
slope.
El último paso consiste en rotar el tramo un ángulo igual al ángulo delslopeen
sentido contrario, con lo cual se obtiene un texto alineado horizontalmente. En
la figura 4.15 se muestra un ejemplo de los pasos seguidos paracorregir elslope
mediante esta técnica.
Basada en proyecciones horizontales
En la imagen 4.16 se muestra la proyección horizontal (ver sección 4.1.3) para
la palabracommonwealthpara diferentes ángulos de rotación. Como se aprecia en
las proyecciones, cuanto menosslopepresenta una palabra, su proyección presen-
ta picos más grandes. El problema de calcular el ángulo deslopese reduce a un
problema de optimización donde a partir de un conjunto de imágenes rotadas artifi-
cialmente un rango de ángulos se ha de encontrar aquella parala cu l su proyección
horizontal presente el pico mayor. Ahora sólo se necesita una función objetivo que
puntúe el tamaño máximo de cada proyección horizontal. En [KDF 03, Kavalle-
ratou03] se utiliza como función objetivo la función de energía de Wigner-Ville, en
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Figura 4.15: Ejemplo de corrección delslopebasado en ajuste de línea a los per-
files. De arriba a abajo: texto con slope; texto suavizado conel algoritmo RLSA
para los tres tramos detectados en la imagen; contornos superior e inferior de la
imagen anterior; Líneas ajustadas al contorno superior e inferior y línea promedio;
texto con elslopecorregido.
otros trabajos se utiliza la varianza como en [KB06]. En estatesis se utilizara como
función objetivo la función máximo de la proyección horizontal (ecuación 4.18) y
la desviación típica [PTV04] (ecuación 4.19). Para simplificar la notación,υα será





dondeυα(i) corresponde a la columnai de la proyección horizontalυα, y cols es
el número de columnas de la imagen. En la ecuación 4.18 se tomará como ángulo













En la ecuación 4.19,cols es el número de columnas de la proyección horizon-
tal, mientras queµ es la media de la proyección por columna.
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Los métodos basados en proyecciones horizontales encuentran dificultades pa-
ra tratar con palabras, o segmentos de palabra cortos, ya queno tiene porque existir
una notable diferencia entre el alto y el ancho. Así que para las diferentes proyec-
ciones tampoco existe una diferencia importante que sirva par una correcta discri-
minación. Para evitar este efecto no deseado, cuando se segmnta en segmentos de
frase se fuerza a que haya una longitud mínima.
Experimentación
En la tabla 4.1 se presentan los resultados obtenidos para los corpus ODEC y
IAMDB dependiendo del método de corrección usado. El métodode corrección
del ángulo deslantutilizado en esta experimentación es el dedetección de bordes
que se presenta en la sección 4.2.2, mientras que el método denormalización del
tamaño de los caracteres es el deescalado de ascendentes y descendentes.
método ODEC IAMDB
baseline 28.6 39.3
Ajuste a perfiles 27.1 29.9
Máximo 27.1 28.6
Desviación típica 27.9 31.4
Tabla 4.1: Tabla comparativa para los distintos métodos de estimación del ángulo
de slopey para los corpus ODEC y IAMDB. Los valores representados corres-
ponden a los valores WER (ver sección 2.3.3). En el panel superior de la tabla:
resultados de reconocimiento sin corrección delslope. En el panel central: resulta-
dos para el métodos de ajuste de linea a los contornos. En el pael inferior métodos
basados en proyecciones horizontales: función de optimización máximo y desvia-
ción típica.
Para el corpus ODEC, el mejor resultado obtenido es de 27.1 WER con la
técnica deajuste a perfileso con la deproyecciones horizontalescon función de
optimizaciónmáximo. La mejora relativa respecto a no corregir elslopees del
5.2 %. Para el corpus IAMDB el mejor resultado obtenido es de 28.6 WER con
la técnica deproyecciones horizontalescon función de optimizaciónmáximo. La
relativa, en este caso con respecto a no realizar correccióndeslopees del 23.9 %.
Lo primero que cabe destacar es la importancia de realizar lacorrección delslope,
mientras que la diferencia entre los distintos métodos no resulta muy significativa.
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 0  100  200  300  400  500  600
 0  100  200  300  400  500  600
 0  100  200  300  400  500  600
 0  100  200  300  400  500  600
 0  100  200  300  400  500  600
Figura 4.16: La palabracommonwealthrotada con diferentes ángulos. En la colum-
na derecha se pueden ver las respectivas proyecciones horizontales.
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Figura 4.17: Ejemplo de texto conslant. En la imagen superior se puede apreciar
que los caracteres presentan una desviación en sus componentes v rticales con






Figura 4.18: Funciónshear: el píxel (x, y) es desplazado a la posición(x′, y′)
dependiendo de su altura (y) y del ángulo (θ).
4.2.2. Corrección delslant
Una de las características más importantes que define un estilo de escritura es
el ángulo, en sentido horario, que presentan las componentes verticales de los ca-
racteres respecto al eje vertical. Esta inclinación es conocida comoslant(fig. 4.17).
La corrección delslantse realiza en dos fases, primero se estima el ángulo deslant
del texto, y en un segundo paso se corrige aplicando una operación shear (ver
fig. 4.18) con el ángulo inverso al deslant. Supongamos queα es el ángulo de
slant de un determinado texto,sheares una función que resitúa cada punto de la
















Para estimar el ángulo de slant se han propuesto diversos métodos. En este
trabajo se han estudiado aproximaciones basadas en métodosestructurales, en de-
tección de bordes y en proyecciones verticales. Estos métodos se exponen a conti-
nuación.
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Métodos estructurales
Los métodos estructurales, después de adelgazar el texto (hinning), lo codifi-
can utilizando código 8-direccional (chain codes) que aproximan la dirección de
cada tramo. Se seleccionan aquellos tramos cuyos ángulos estén cerca de la ver-
tical. La media de los ángulos de dichos tramos, ponderados con su longitud, se
asume como ángulo deslant [YK03, KGS99]. En [MB01], el contorno casi verti-
cal se calcula teniendo en cuenta las transiciones blanco-negro y negro-blanco en
sentido horizontal. Se obtiene el histograma de la distribución de los ángulos de
los contornos casi verticales. En [SR98] el contorno se obtiene de la aplicación del
filtro de detección de bordes de Canny.
Método basado en detección de bordes oedges
Edgeso bordes son regiones de la imagen donde se encuentra un fuerte con-
traste en la intensidad. Los bordes son fácilmente detectabl s, pero con un alto
coste computacional, en el dominio de la frecuencia, utilizando la transformada de
Fourier y un filtro paso-alto. Como los bordes corresponden avari ciones en el
gradiente de la intensidad, también pueden ser calculados utilizando las derivadas
de intensidad. La posición de los bordes puede ser obtenida buscando máximos en
las derivadas primeras, o buscando pasos-por-cero en las segundas derivadas.
Las derivadas pueden ser aproximadas mediante la convolución de la imagen
con unkernelapropiado. Convolución consiste en una suma ponderada del cont x-
to para cada píxel de la imagen (ver sección 4.1.2).
Los detectores de bordes más usuales suelen estar basados enlosker elsde So-
bel. Típicamente estos métodos [YS98, SS97] hacen una convolución de la imagen
utilizando loskernelsvertical y horizontal de Sobel (matrices de la figura 4.21),
















El gradiente explica como está cambiando la intensidad luminosa en cada punto de
la imagen. El ángulo fase del gradiente,θi,j, explica en que dirección está cambian-
do, mientras que su módulo,Mi,j , da cuenta de como de rápido se está cambiando













El ángulo de fase del gradiente se calcula para cada punto de la imagen. Se-
guidamente se genera el histograma de frecuencias de ángulos de fase mediante
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el recuento del número de apariciones de cada magnitud de ángulo enθ. Con el
objetivo de restar importancia a los ángulos que estén más alejados de la vertical
respecto aquellos que están más cercanos a ella, se hace necesario aplicar un suavi-
zado a dicho histograma. Para ello se suele aplicar un filtro triángulo unidad,Ft(α)


















Finalmente se computa la media, que es tomada como valor del ángulo deslant
dominante del texto. Una vez determinado el ángulo medio, lacorrección delslant
consiste en aplicar la funciónshearpara dicho ángulo cambiado de signo, a los
píxeles de la imagen tal como se muestra en la figura 4.18.
Algoritmo 3 Corrección del Slant: método Sobel
input: Ientr
output: Isal, αslant
1: Gy ← KSh ⊗ Ient
2: Gx ← KSv ⊗ Ient
3: for all (x,y) ∈ Ient do






6: Hist(α)← frec(α = θ(x, y)) α ∈ [−90, 90]∀x, y
7: Hists(α)← Hist(α)Fs(α) α ∈ [−90, 90]
8: return Hists(α)
Métodos basado en proyecciones verticales
Proyección vertical: consiste en sumar el nivel de gris de todas las filas de





Los métodos basados en proyecciones verticales parten de laobservación de
que la proyección vertical para una imagen sinslant presenta la máxima variabi-
lidad entre picos y valles (ver ejemplo de figura 4.20). Estosmétodos aplican una
operaciónshear(ver figura 4.18), sobre la imagen original, para un conjuntodis-
creto de ángulos, obteniendo así un conjunto de imágenes conun slant artificial.
Suponiendo que el texto presenta un ángulo deslant, α, respecto a la vertical, al
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Figura 4.19: De arriba a bajo y de izquierda a derecha: histograma de ángulos
de fase, filtro triángulo unitario, histograma suavizado con filtro triángulo, filtro
gausiano, resultado de filtrar el histograma suavizado con filtro gausiano.
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aplicarle una operaciónshearcon un ángulo−α, producirá un texto sinslant. Para
cada imagen se obtiene su proyección vertical. Ahora el problema de encontrar el
ángulo deslant se puede expresar como el problema de encontrar la proyección
vertical que presente la máxima variabilidad. Así pues, losmétodos basados en
proyecciones se pueden unificar y ser expresados como problemas de optimiza-




Para simplificar la notación diremos queυα es la proyección vertical para una
imagen a la que previamente se le ha aplicado una operaciónshearcon un ángulo
α. Parece de sentido común que el rango de ángulos deslantse pueda acotar entre
−45 y 45 grados con respecto a la vertical,α ∈ [45, 135]. A la hora de elegir
funciones objetivo que nos estimen la variabilidad entre picos y valles aparecen
diferentes alternativas. A continuación se exponen algunas de ellas.
Función objetivo: Método IDIAP
Esta función objetivo fue introducida por Vinciarelli [VL00, VL03] investi-
gador del instituto IDIAP1. En ella se tienen en cuenta aquellas columnas de la
proyección vertical que pertenezcan estrictamente a trazos continuos verticales.
El criterio de selección de columnas de la proyección pasa por crear una proyec-
ción normalizada donde se muestre el porcentaje de trazo continu dentro de cada
columna. Para ello, después de umbralizar la imagen, cada columna de la proyec-
ción vertical se dividirá por la distancia entre el primer y el último píxel negro en
la correspondiente columna de la imagen original. Como el numerador será menor
o igual que el denominador, el rango del valor de cada columnaestará entre 0 y
1. Si en la imagen una columna contiene un trazo continuo, este s rá de la misma
longitud que su proyección vertical. Hay que tener en cuentaque una proyección
vertical es equivalente a sacar de cada columna todas las filas que contengan blan-





donde△yα(m) es la distancia entre el primer y último píxel de la columnam en
la imagen original. Si la columnam de la imagen contiene un trazo continuo, sin
ningún blanco intercalado, entoncesCα(m) = 1, si no,Cα(m) ∈ [0, 1[. Para medir
la variabilidad de una proyección, se eligen aquellas columnas de la proyección
1http://www.idiap.ch
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Esta función objetivo presenta ciertas dificultades con estilos de escritura que
utilicen caracteres con formas redondeadas, o con caracteres comoi o la j que tie-
nen punto sobre ellos. También es muy sensible a ruido del tipo sal y pimienta.
Restringir el calculo a columnas que estrictamente pertenezca a trazos verticales
puede ser una restricción demasiado dura. Se necesita introducir algún tipo de sua-
vizado a la función. En lugar de tener en cuenta las columnas de la proyección que
estrictamente pertenezcan a trazos verticales continuos,aquellas para las cuales se
cumpla la restricciónCα(m) = 1, se utilizarán aquellas columnas que contengan







Función objetivo: Desviación típica
En esta aproximación, se utiliza como función objetivo paramedir la variabili-












dondecols es el número de columnas de la proyección vertical, yµ es la media de
la proyección vertical por columna.
Desafortunadamente, es bastante usual encontrar textos con más de un ángulo
de slant dominantes. Esto suele ocurrir cuando hay grandes ascendent s y/o des-
cendentes con diferente inclinación. En estos casos el ánguo dominante (̂α) puede
que no sea el ángulo más representativo para elslant total. Se hace necesario apli-
car algún tipo de suavizado. El suavizado estudiado consiste en tener en cuenta
aquellos ángulos para los cuales su desviación estándar esté bastante cerca del má-
ximo. La medida de cercanía usada para medir es una fracción(ρ ∈ [0, 1]) de la
mayor desviación estándar. El conjunto de los ángulos a tomar en cuenta es:
Rρ = {α : f(υα) ≥ ρf(υα̂); ρ ∈ [0, 1]} (4.30)
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Algoritmo 4 Corrección del Slant: Función objetivo Idiap.
input: Ient(x, y)
output: α
1: Proj(α, x)← 0 ∀α ∈ [−45, 45] ∧ ∀x
2: for all y do
3: for all α ∈ [−45, 45] do
4: Col_Disp(α)← y · tan(α)
5: end for
6: for all x do
7: if (y, x) ∈ Ient = BLACK then
8: for all α ∈ [−45, 45] do





14: for all x do
15: yu ← 1
16: while (x, yu)! =BLACK do
17: yu + +
18: end while
19: yd ← rows
20: while (x, yd)! =BLACK do
21: yd −−
22: end while
23: ∆Y ← yd − yu
24: end for
25: for all α ∈ [−45, 45] do
26: for all x do
27: C(α, x)← Proj(α, x)/∆Y
28: end for
29: end for
30: for all α ∈ [−45, 45] do
31: for all x do
32: if C(α, x) == 1 then













Figura 4.20: En el ejemplo se aprecia que cuanto menorslant tiene una palabra,

























Algoritmo 5 Corrección del Slant: función objetivo Desviación Típica.
input: Ient(x, y)
output: α
1: Proj(α, x)← 0 ∀α ∈ [−45, 45] ∧ ∀x
2: for all y do
3: for all α ∈ [−45, 45] do
4: Col_Disp(α)← y · tan(α)
5: end for
6: for all x do
7: if (y, x) ∈ Ient = BLACK then
8: for all α ∈ [−45, 45] do





14: for all α ∈ [−45, 45] do



























El ángulo suavizado resultantēα, se calcula como el centro de masa de los









Función objetivo: Longitud del perfil
Esta función objetivo está basada en la longitud del contorno superior de la
proyección vertical (ecuación 4.32). La idea es que a mayor variabilidad mayor
longitud tendrá el contorno superior. Además, esta funcióntiene en cuenta no sólo
la variabilidad de la proyección, sino que realza la importanci de la alternancia






1 + (υα(m)− υα(m+ 1))2 (4.32)





|υα(m)− υα(m+ 1))| (4.33)
Función objetivo: Método Zimmermann
Zimmermann [Zim03] define como función objetivo la suma de todas las colum-
nas de la proyección ponderada (ecuación 4.34).
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Algoritmo 6 Corrección del Slant: función objetivo longitud del perfil.
input: Ient(x, y)
output: α
1: Proj(α, x)← 0 ∀α ∈ [−45, 45] ∧ ∀x
2: for all y do
3: for all α ∈ [−45, 45] do
4: Col_Disp(α)← y · tan(α)
5: end for
6: for all x do
7: if (y, x) ∈ Ient = BLACK then
8: for all α ∈ [−45, 45] do





14: for all α ∈ [−45, 45] do
































Figura 4.21: Ejemplo de proyecciónnormal y de proyección ponderada. La pon-
deración para cada píxel de la columna tres sería:υ′α(3) = 0f3,6 + 0f3,5 + 1f3,4 +
2f3,3 + 3f3,2 + 0f3,1 = 6. En cambio para la columna 10 sería:υ′α(10) =
0f10,6 + 0f10,5 + 0f10,4 + 1f10,3 + 0f10,2 + 1f10,1 = 2, ya que sólo hay dos















0 ; f(x, y) = BLANCO o y ≤ 0
p
x,y−1 + 1 ; f(x, y) = NEGRO
}
(4.36)
Esta proyección consiste en una suma ponderada de píxeles para cad columna
(ecuación 4.35). Una vez umbralizada la imagen, la ponderación (ecuación 4.36)
consiste en puntuar cada píxel dependiendo de la cantidad depíxel sforeground
previos a él. Si un píxel pertenece a la clasebackgroundsu peso es cero, en ca-
so contrario, es el peso del píxel anterior más uno. De esta manera se premia a
aquellos píxeles que pertenecen a trazos verticales (ver ejemplo de la figura 4.21).
Zimmermann llama a esta proyecciónproyección generalizadaporque si se utiliza
una función de ponderación que asigne uno para todos los píxeles n gros y cero a
los blancos, se tiene una proyección normal.
Experimentación
En la tabla 4.2 se presentan los resultados de aplicar distintos métodos de
corrección del ángulo deslantpara los corpus ODEC y IDIAP. El método deslo-
pe utilizado en esta experimentación es el que mejor resultadoh btenido en el
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Algoritmo 7 Corrección del Slant: función objetivo Método Zimmermann.
input: Ient(x, y)
output: α
1: for all α ∈ [−45, 45] do
2: Iα ← Shear(Ient, α)
3: end for
4: Proj(α, x)← 0 ∀α ∈ [−45, 45] ∧ ∀x
5: for all α ∈ [−45, 45] do
6: for all x do
7: cont← 0
8: for all y do
9: if (y, x) ∈ Iα = BLACK then
10: cont+ +
11: else
12: Proj(α, x)← Proj(α, x) + cont
13: cont = 0
14: end if
15: end for
16: Proj(α, x)← Proj(α, x) + cont
17: end for
18: end for
19: for all α ∈ [−45, 45] do
20: Z(α)← 0
21: for all x do







4.2. Normalización a nivel de texto
apartado anterior, el método basado en proyecciones horizontales con la función
objetivo máximo. El método utilizado para normalizar el tamaño del texto es el
de escalado de ascendentes y descendentes. El mejor resultado para la tarea de
ODEC es de 26 WER, mientras que para la tarea de IAMDB es de 26,2, ambos con
el método de corrección basado en proyecciones verticales con función de optimi-
zacióndesviación típica. Las mejoras relativas obtenidas con respecto a no realizar

































Figura 4.22: Resultados comparativos de test en función delparámetro de suavi-
zadoρ para las funciones objetivodesviación estándare IDIAP. En el panel de
la izquierda se muestran los resultados para el corpus ODEC;en el panel de la
derecha, se muestran los resultados para el corpus IAMDB.
El método basado en proyecciones verticales con función de optimizacióndes-
viación típicacon suavizado mejora los resultados de los demás métodos. Elprin-
cipal inconveniente de este método es la necesidad de ajustar el p rámetroρ. Aun
así se observa una significativa mejora al suavizar el métodotant para la función
objetivodesviación típicacomo para laIDIAP (ver figura 4.22).
Es importante resaltar la mejora relativa obtenida para el corpus IAMDB, de-
bida a la gran diferencia en el ángulo deslant entre los diferentes escritores. En
cuanto al corpus ODEC, en su mayoría está formado por letras mayúsculas, con lo




Sin corr. Slant 35.8 51.2
Detección de Bordes 28.2 28.6
IDIAP 28.4 30.1
IDIAP Suavizado 27.9 27.0
Desviación típica 26.9 29.2
Desviación típica Suav 26.0 26.2
Long. del perfil 27.1 28.1
Zimmermann 28.7 27.6
Tabla 4.2: Tabla comparativa para distintos métodos de estimación del ángulo de
slanty para los corpus ODEC y IAMDB. Los resultados presentados corresponden
a los valores WER obtenidos (ver sección 2.3.3). En el panel superior de la tabla,
resultado para el método estructural. En el panel central, resultado para el método
de detección de bordes. En el panel inferior, resultados para los métodos basados
en proyecciones verticales.
4.2.3. Normalización del tamaño
La imagen de texto está compuesta por píxeles pertenecientes a dos clases dis-
juntas, los píxeles del primer plano y los del fondo. La información del texto está
contenida en los píxeles del primer plano.
En la fase de extracción de características (que se verá de manera detallada en
el capítulo 5), la imagen es segmentada en una serie de columnas. Cada columna
se convertirá en un vector que representará la información del área de imagen que
cubre la columna. Interesa encuadrar el máximo de área informativa, minimizando
la cantidad de píxeles de fondo. El texto se encuadrará en cajas de inclusión míni-
ma, de esta manera, la extracción de características se realiza á sobre la zona que
contiene la información.
La utilización de HMM para modelar el texto manuscrito (ver capítulo 2) per-
mite un modelado eficiente respecto a las distorsiones horizontales, pero presenta
una robustez limitada en cuanto al modelado de la distorsiónvertical.
De lo expuesto anteriormente se extrae que la minimización de las zonas poco
informativas permite un mejor aprovechamiento de la capacidad expresiva de los
modelos morfológicos (HMMs en este trabajo), además de la necesidad de com-
pensar la poca flexibilidad vertical de dichos modelos.
En la escritura se distinguen tres zonas (ver fig. 4.24): elcu rpo central, la zo-
na de ascendentesque va desde la parte superior del cuerpo central hasta la parte
más alta del texto, y la que va desde la parte inferior del cuerpo central a la parte
más baja del texto, lazona de descendentes. Los ascendentes son aquellas partes de
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Figura 4.23: Se puede apreciar en la columna extraída la pocainformación que
contiene respecto al texto y gran cantidad de fondo que abarc. Este efecto es
debido principalmente a la influencia de los ascendentes y decendentes.
Figura 4.24: Las tres zonas en las que se divide un texto
Figura 4.25: En la imagen se aprecia la gran cantidad de espacio en blanco que
comprende la caja de inclusión mínima a causa de los ascendent s y descendentes.
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ciertos caracteres que sobresalen por la parte superior de la zona del cuerpo central.
Caracteres que contiene ascendentes son por ejemplo lat,l,f, o las mayúsculas en
los nombres o después de un punto. Del mismo modo, los descendent s son aque-
llas partes de caracteres que sobresalen por debajo del cuerpo central del texto. Los
ascendentes y descendentes fuerzan a que se incluyan zonas poco informativas en
el encuadre del texto a analizar (ejemplo de la figura 4.25).
La determinación de las distintas zonas del texto no se hace de manera global
para cada linea de texto, sino que la linea de texto se divide en s gmentos de frase
y cada uno de estos segmentos se normaliza de manera individual. Cada segmento
de frase está separado de sus vecinos por un gran espacio en blanco. Un segmento
de frase no tiene por que ser una palabra, sino que son secuencias de caracteres que
están muy cercanos entre sí. De ese modo un segmento de frase puede estar for-
mado por una palabra, una secuencia de ellas o por una parte depalabra. Se asume
que si están suficientemente cercanos entre sí es porque se escribieron de manera
continua, como una unidad, compartiendo todas las características del estilo de es-
critura, entre ellas el tamaño de los caracteres. En este trabajo, la estimación de la
longitud adecuada del hueco entre segmentos se obtiene a partir de una proyección
vertical del texto, de la cual se calcula el tamaño de hueco medio. Este tamaño
de hueco medio más una constante empírica determinará los puntos de corte entre
tramos.
Una vez umbralizado el segmento de frase, se suaviza con el algoritmo de
suavizado por longitud de píxeles consecutivosRun-Length Smoothing Algorithm,
(RLSA) [WCW82] (ver algoritmo 1). De la imagen obtenida trasaplicar el algo-
ritmo RLSA, se obtiene el contorno superior e inferior del texto suavizado. Bási-
camente se obtiene el primer y el último píxel negro de cada columna. Los trazos
horizontales que se pueden dar en ascendentes y descendentes suelen causar que el
algoritmo devuelva un contorno erróneo (ver figura 4.14). Con una sencilla varia-
ción del algoritmo se pueden evitar estos problemas. La varición (vista previamen-
te en la sección 4.2.1) consiste en realizar un RLSA tanto horizontal como vertical,
para posteriormente localizar por columna el tramo de píxeles negros consecutivos
de mayor longitud. Los píxeles superior e inferior de este tramo se tomarán como
fronteras para dicha columna.
Para localizar el cuerpo central se ajusta una recta a cada uno de los contornos,
previa eliminación de los puntos anómalos causados por ascendentes y descenden-
tes. Para los puntos de cada contorno se obtiene la media y la desviación típica.
Todos aquellos puntos cuyasy’s estén entre el valor de la media más menos la
desviación típica serán tomados en cuenta para el ajuste de los bordes superior
e inferior de la zona central. Se ajustan a los puntos de cada contorno una recta,
por vector propio, por mínimos cuadrados [DH74], o buscandola fila que produ-
ce el máximo en la proyección horizontal de cada contorno. Este último método
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Figura 4.26: Ejemplo de normalización del tamaño de los ascendentes y descen-
dentes, para el texto de la figura 4.25. En la imagen se apreciala reducción de la
zona no informativa, aunque se sigue apreciando una gran desigualdad en el tama-
ño de los caracteres.
es rápido y barato, y funciona razonablemente bien debido a que al texto se le ha
corregido previamente els ope.
El límite superior de la zona de ascendentes se calcula buscando en la pro-
yección horizontal aquella fila, empezando por la columna par la cual se tenga el
máximo de la proyección, y de manera ascendente localizar aquell fila para la cual
se obtiene un valor inferior a un umbral dado. El umbral sueles r0 que correspon-
de a columnas con lineas en blanco. El límite inferior de la zona de descendentes
se calcula de forma análoga.
Escalado de ascendentes y descendentes
Una primera aproximación para minimizar el área no informativa de la imagen
podría consistir en utilizar sólo la zona del cuerpo central. El principal inconve-
niente es la pérdida de la información que nos permite discriminar por ejemplo
entre unal y unaeo entre unao y unap.
En una primera aproximación, y con el fin de reducir el área poco informati-
va que rodea al cuerpo central y al mismo tiempo mantener la información de los
ascendentes y descendentes, se procederá a escalar la zona de ascendentes y des-
cendentes con respecto a la altura del cuerpo central. La zona central quedará en su
tamaño original, asumiendo que un mismo escritor no variaráde manera sensible el
tamaño de los caracteres. En el caso de que diferentes escritores presenten distinto
tamaño de caracteres, no habría de ser ningún problema ya quede la manera que
se extraen las características, se produce un escalado implícito. Cada vector ver-
tical de características se obtiene centrando una columna de cel as sobre el texto.
Esta columna tendrá el mismo número de celdas independientem de la altura
del texto. Las características se obtienen para cada celda.Par más detalles ver el
capítulo 5.
Escalado de las tres zonas del texto
Aunque la normalización del cuerpo central se haga de maneraimplícita en la
fase de extracción de características, la normalización sehac de manera global
sobre toda la línea de texto, mientras que la normalización del tamaño del texto
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se hace por segmentos de frase. En el caso de que un escritor varíe el t maño de
los caracteres en un mismo texto, cosa más habitual de lo que parece razonable, se
produce un desajuste en cuanto a la altura de la zona de ascendent s. Al encerrar
el texto en una caja de inclusión mínima se reproduce el problema del espacio no
informativo que queda englobado dentro. Si bien el espacio no informativo se ha
reducido, puede ser reducido más aun simplemente escalandotodos los segmentos
de frase de manera que tengan el mismo tamaño.
Una vez determinadas las tres zonas para cada segmento de frase, se ha de
determinar la altura a la que se van a escalar todos los cuerpos centrales. Hay
que decir que la longitud del tramo se escala en la misma proporción que el cuerpo
central para mantener la relación de aspecto. Surge la necesidad de tener un criterio
para escalar la zona central. Se han probado cuatro criterios para determinar la
mejor altura del cuerpo central [Rom06, RPTV06].
Máximo: La altura elegida para normalizar las zonas centrales de todos los
segmentos de frase, es la altura del cuerpo central máxima detodos los seg-
mentos. Este método presenta dificultades en los casos en queel texto pre-
sente mayúsculas o tramos cortos con muchos ascendentes y/odescendentes
cosa que suele producir una incorrecta determinación de lastres zonas del
texto. Estos problemas hace que algunos segmentos de frase se mplíen de-
masiado deformándose.
Media: La altura seleccionada será la media de la altura de los cuerpos cen-
trales de todos los segmentos de frase.
Media Ponderada: Con la intención de deformar lo menos posible la imagen,
los segmentos de mayor longitud tendrán mayor peso que los segmentos cor-
tos. Para ello, la altura de cada segmento,Ai se ponderará con su longitud,pi.











dondeN es el número de segmentos del texto yli es la longitud del segmen-
to i.
Moda con contexto: Con la idea de modificar el menor número de segmentos
de frase posibles, se toma como altura de normalización aquell sea más
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Figura 4.27: Ejemplos de normalización del tamaño de la figura 4.25 con diferentes
criterios para la elección del tamaño del cuerpo central. Dearriba a abajo: criterio
máximo, criteriomedia, criteriomedia ponderaday criterio moda con contexto.
frecuente entre los segmentos de frase, esto es, la moda de alturas. El histo-
grama de alturas de segmentos de frase se puede suavizar paraevit r saltos
abruptos. El suavizado planteado aquí fuerza, además de quese modifiquen
el menor número de segmentos, que los que se modifiquen se modifiquen lo
menos posible. Para este suavizado se tendrá en cuenta el contexto de cada
punto del histograma. Cada entrada del histograma suavizado se calculará
como la suma de las frecuencias incluidas en una ventana centrada en cada






La altura de normalización se tomará como el valor más frecuente n el




En la tabla 4.3 se presentan los resultados experimentales obt nidos depen-
diendo de los diversos criterios para normalizar el tamaño de los caracteres. Los
resultados se presentan para los corpus ODEC e IAMDB. Los métodos de nor-
malización del ángulo deslopey deslantutilizados son los que mejor resultando
han obtenido en las secciones previas: función objetivomáximopara método basa-
do en proyecciones horizontales para elslopey función objetivodesviación típica





Escalado de asc. y des.26.0 26.2
Máximo 27.1 29.6
Media 26.0 28.4
Media Ponderada 25.8 25.6
Moda con contexto 26.7 25.9
Tabla 4.3: Tabla comparativa para los distintos métodos de normalización del ta-
maño y para los corpus ODEC e IAMDB. Los valores representados corresponden
con los valores WER obtenidos (ver sección 2.3.3). En el panel superior de la tabla
se muestra el resultado obtenido para el caso que no se normalice el tamaño; en el
panel central, resultado para el caso de que sólo se escalen los ascendentes y des-
cendentes. En el panel inferior, resultados para los distinto criterios de selección
del tamaño del cuerpo central.
Para el corpus ODEC se aprecia una gran mejora relativa (entorno al 17 %)
al normalizar el tamaño con el método que mejor resultado obtiene, respecto de
no normalizar. El mejor resultado se obtiene al utilizar el criterio de selección del
tamaño del cuerpo centralMedia Ponderada. Hay que notar que para este corpus
el escalado de ascendentes y descendentes reporta un resultado próximo al mejor.
El criterio Media Ponderadaproduce el mejor resultado también para el cor-
pus IAMDB. En este caso la mejora relativa con respecto de no normalizar es de
56.3 %, esta gran mejora es debida a la gran diversidad de tamaño de caracteres
que hay en este corpus, sobre todo en lo que atiende a ascendentes y descendentes.
4.3. Resumen
El estilo de escritura no aporta nada a los sistemas de RATM, ya que lo escrito
no tienen nada que ver con el estilo en que fue escrito. El texto manuscrito presenta
una gran diversidad de estilos de escritura. La normalización pretende dotar de
cierta invariabilidad a los sistemas RATM frente a los distintos estilos de escritura.
El preproceso consiste en una serie de transformaciones sobre la señal original
con la intención de obtener la máxima homogeneidad posible dentro de cada clase.
El objetivo del preproceso es ayudar al módulo de extracciónde características para
que produzca valores para las características lo más parecidos entre sí para patrones
que pertenezcan a una misma clase, y lo más distintos posibles para patrones de
otras clases. O dicho de otro modo, incrementar la robustez del sistema RATM
frente a la entrada de texto manuscrito.
84
4.3. Resumen
Los métodos de normalización se han estructurado en dos grandes grupos, los
métodos que normalizan el texto a nivel de página, y los que lohacen centrándose
en el texto contenido en la página. En el primer grupo se han estudiado técnicas
globales y adaptativas de umbralización de la imagen, métodos de reducción del
ruido, y de corrección del desencuadre oskew. En el segundo grupo de métodos se
han estudiado técnicas de corrección del ángulo deslant, y de normalización del
tamaño del texto.
En este capítulo se han estudiado y modificado importantes técnicas de norma-
lización de la señal de entrada, al mismo tiempo que se han propuesto nuevos mé-
todos. También se han formalizado las soluciones basadas enproyecciones, como
problemas de optimización donde cada método propuesto en laliteratura puede
verse como una función objetivo. Se han probado y modificado algun s de las fun-





La extracción de características establece un nuevo espacio de representación
de la señal de entrada. Este nuevo espacio debe permitir una representación com-
pacta de la señal, y debe facilitar la discriminación entre las distintas clases de
patrones, en el sentido de que se minimice la variabilidad intra-clase, al mismo
tiempo que maximiza la variabilidad inter-clase. Esto implca que los valores que
tomen las características para las muestras de una clase presenten la menor varia-
bilidad posible, al mismo tiempo que son distantes para el resto de muestras de las
otras clases. Además, las características deben ser suficientemente invariables para
que estén presentes en cualquier estilo de escritura
La elección del conjunto de características es una decisióncrítica que depende
de la tarea y del clasificador que se use. El mejor conjunto de características pa-
ra una tarea dada será aquel, entre aquellos adecuados para el tipo d reconocedor
usado, que proporcione la máxima precisión con el mínimo número de característi-
cas. Además, es deseable que la extracción de características e obtenga de manera
sencilla y a un bajo coste en recursos. Por lo tanto, un buen dis ño debe maximizar
la precisión del sistema y minimizar su tiempo de respuesta.
En la literatura se pueden encontrar métodos formales para seleccionar carac-
terísticas, aunque la intuición sigue siendo la técnica máspopular y generalmente
efectiva [Ste85]. La elección del mejor conjunto de caracteísticas se suele hacer a
partir de una evaluación experimental. Si se utiliza un clasific dor estadístico y se
dispone de muchas muestras, se puede utilizaranálisis discriminante[CY97] para
seleccionar aquellas características que posean un mayor pode discriminativo y
reducir la dimensionalidad del espacio.
En este capítulo se presenta una breve revisión de los diferentes tipos de ca-
racterísticas utilizadas en el campo del reconocimiento aumático de texto, para
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luego centrarse en las que se utilizarán a lo largo de este trabajo.
5.1. Taxonomía de las características
El caso más básico de conjunto de características consiste en tomar todos los
píxeles de la imagen entera. Los principales problemas de esta el cción son su alta
sensibilidad al ruido y a cualquier tipo de distorsión en loscaracteres, además de
la gran dimensionalidad.
En la literatura se suelen encontrar cientos de características usadas en el cam-
po de RATM [Ari98, ØDT96]. Una posible categorización de lasdistintas caracte-
rísticas se presenta a continuación:
a) Extraídas a partir de la distribución estadística de los puntos. Este tipo de
representaciones no permiten la reconstrucción, ni parcial ni total, de la ima-
gen original. Este tipo de características es muy usado debido a la sencillez
y baja complejidad computacional de los algoritmos usados para obtener-
las. Otra gran ventaja es que suelen tener una dimensionalidad baja, lo que
permite a los sistemas tener buenos tiempos de respuesta. Entre este tipo de
características cabe destacar:
• Zoning: la imagen de nivel de gris se divide enn × m celdas, que
pueden estar solapadas o no. Para cada celda se calcula el nivel de
gris, la dirección del gradiente, la dirección del contornodel caracter,
o cualquier otro tipo de distribución de los píxeles [MM94].
• Proyecciones: las imágenes se representan mediante proyecciones de
los niveles de gris en los ejes de coordenadas. Este tipo de característi-
cas crea representaciones unidimensionales a partir de lasos dimen-
siones de la imagen [TT99, WTS88].
• Cruces y distancias: las características consisten en el número de veces
que se cruza el contorno del texto con una serie de lineas predefini-
das en determinadas direcciones, y/o el conjunto de las distanc as de
los puntos del contorno con respecto a ciertas referencias,como por
ejemplo los bordes de las cajas de inclusión mínima [AV00, MG96].
b) Extraídas a partir de transformaciones globales y expansión de series. Una
manera compacta de representar una señal es mediante combinaciones linea-
les de series de funciones. Los coeficientes de la combinación lineal es una
forma compacta de codificar la señal. Una ventaja destacablede este tipo de
representación es que permite reconstruir la imagen a partir de las caracte-
rísticas. A continuación se citan algunas de las transformaciones y series de
expansión utilizadas en el campo del reconocimiento de texto.
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• Transformada Fourier: cualquier función periódica puede sr xpresada
como una suma infinita de senos y cosenos de distintas frecuencias.
Como las imágenes son señales bidimensionales discretas senecesita
una transformada discreta de Fourier de dos dimensiones, locua im-
plica que se obtendrán dos dimensiones de la frecuencia: horizontalu
y verticalv. Suponiendo una imagen de dimensionesN ×M , la trans-
formada discreta bidimensional sería [Ell87]:















Algunos ejemplos de utilización de la transformada de Fourier se pue-
den ver en [WCL94, ZSW99].
• Filtros Gabor 2D: Los filtros de Gabor están relacionados conla for-
ma en que la corteza visual procesa las imágenes. El filtro de Gabor
es un filtro lineal cuya respuesta de impulso es una función armónica
multiplicada por una función gausiana [Gab46]. Estos filtros s n fil-
tros pasabanda selectivos a la orientación y a la frecuencia. Los filtros
constituyen un banco donde cada uno de ellos representa versiones di-
latadas, trasladadas y rotadas respecto a las de los demás. La forma
general de un filtro de Gabor está definida por la siguiente formula:










e(i2πfXΘk ) k = 1, ...,m.(5.2)
dondeXΘk = x.cos(Θk) + y.sen(Θk) y YΘk = −x.sen(Θk) +
y.cos(Θk), f es la frecuencia de la onda sinusoidal plana,m es la canti-
dad de orientaciones,Θk es la k-ésima orientación del filtro de Gabor y
dondeσx y σy son las desviaciones estándar de la envolvente Gausiana
a lo largo de los ejes x e y.
• Wavelets discretos: esta es una aproximación reciente. Fueintroducida
a principios de los noventa por Daubechies [Dau90]. Su princi al ven-
taja es que permite un análisis a diferentes escalas o resoluciones. La
transformada discreta wavelet (WDT) de una imagen divide ésta en dos
tipos de imágenes: la tendencia y las fluctuaciones. La tendencia suele
ser la imagen original a menor resolución, mientras que las fluctuacio-
nes dan cuenta de los cambios locales. No existe una transformada wa-
velet única, sino que existe una colección de familias wavelet. Algunos
ejemplos de utilización de coeficientes wavelets como características
en sistemas de RATM pueden encontrarse en [LK95, SWN98].
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• Expansiones de Karhunen-Loéve: estas expansiones están baadas en
un análisis de vectores propios que permite reducir la dimensión del
conjunto de características creando nuevas a partir de combinaciones
lineales de las originales. Esta transformación es óptima en el sentido
de la compresión de datos, esto es, la misma información contenida en
la imagen se representa con un pequeño conjunto de característi as. El
inconveniente de esta representación es la complejidad computacional
de los algoritmos necesarios.
A pesar del alto coste computacional, en la actualidad se puede encon-
trar un sistema comercial de OCR cuya extracción de características
está basada en expansiones de Karhunen-Loéve [F’u99].
• Momentos geométricos: fueron introducidos por Hu [Hu62] en1962.
Los momentos son considerados como series de expansión puesto q
la imagen original puede ser reconstruida completamente a partir de los
coeficientes de los momentos. Los momentos son propiedades numé-
ricas obtenidas de una imagen. Los momentos geométricos pueden s r
simples, centraleso centrales normalizados.
Para una imagen de niveles de gris I(x,y) compuesta porM píxeles, los








Losmomentos centralesde una imagen son susmomentos geométricos





I(xi, yi)(xi − x)p(yi − y)q (5.4)
donde:
◦ y = m01m00 coordenada mediay del nivel de gris.
◦ x = m10m00 coordenada mediax del nivel de gris.
Alguna de las propiedades destacables de losm mentos centralesson:
◦ µ00 es la masa de gris de la imagen.
◦ µ01 = µ10 = 0 puesto que el centro de masas está en el origen.
◦ Invariantes a la translación.
◦ Los momentos centrales de orden 2 (p + q = 2) definen un área
elíptica que se ajusta a la masa de gris de la imagen. A partir de
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estos momentos, se pueden definir laorientaciónθ y la excentri-
cidadglobalǫ de la masa de gris.
θ = atan
(
µ02 − µ20 − 2µ11 + λ




µ02 + µ20 + λ





(µ20 − µ02)2 + 4µ211 (5.6)
Los valores deθ y deǫ son invariantes a la translación y a la escala.
Además el valorǫ es invariante a la rotación.
Los momentos centrales normalizadosde una imagen se definen a partir de




γ = p+q+2w (5.7)
c) Características topológicas y geométricas. Diversas propiedades, locales o
globales, pueden ser representadas a partir de característi as topológicas y
geométricas. En este tipo de características se puede empotrar conocimiento
a priori sobre la estructura de los objetos a representar. Además, este tipo de
representación presenta gran tolerancia a la distorsión y alos distintos estilos
de escritura. En la literatura se pueden encontrar un sinfínde representacio-
nes que pueden ser agrupadas en cuatro grandes grupos:
• Extracción de estructuras topológicas: se intentan localizar estructuras,
en el caracter o palabra, a partir de un conjunto de estructuras previa-
mente definidas. El número y/o la posición de estas estructuras con-
forma una representación descriptiva. El conjunto de primitivas suele
estar formado, entre otros, por lineas, arcos, curvas complejas, splines,
puntos extremos, cruces por el ejex, lazos, número de máximos y mí-
nimos, aperturas en las cuatro direcciones principales.
• Medidas y aproximación de propiedades geométricas: los caracteres
y/o las palabras pueden ser representadas con medidas sobrepr pi -
dades geométricas. Algunas medidas muy usadas son por ejemplo la
longitud de la palabra, la masa de texto en la parte superior einferior,
la curvatura en cada punto, o en el caso de clasificación de caracteres,
el cociente entre el alto y el ancho de la caja de inclusión mínima.
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• Codificación de los contornos con códigos de Freeman (oChain-Codes):
este es un esquema muy conocido y utilizado [MKG99]. El contorno, o
del esqueleto de un caracter, se divide en segmentos del mismo tamaño,
cada segmento se codifica por su dirección (usualmente ocho direccio-
nes). En la codificación de cada caracter o palabra se usan tretipos de
información: el punto inicial, la longitud del segmento y unvector con
las direcciones de cada segmento.
• Grafos: cada caracter o palabra se representa en forma de grafo de pri-
mitivas [LOHG97, LRS91]. Esta representación requiere quelas pala-
bras y/o los caracteres se dividan en primitivas, como trazos, cruces,
lazos, etc. La relación entre las primitivas que conforman un caracter
o una palabra se representa mediante un grafo. Los árboles, cmo caso
particular de grafos, son muy utilizados en aquellas lenguas c yas pala-
bras están compuestas por primitivas que pueden ordenarse de manera
jerárquica [JLN03], como la mayoría de lenguas asiáticas.
Figura 5.1: A la imagen se le aplica una ventana deslizante que irá barriendo la
imagen de izquierda a derecha. Para cada superficie de la imagen cubierta por la
ventana deslizante en cada posición horizontal se extraerán una serie de caracterís-
ticas.
5.2. Características usadas en esta tesis
Como se ha visto con anterioridad, el conjunto de características es dependien-
te del clasificador que se utilice. En esta tesis se ha utilizado un reconocedor basado
en modelos ocultos de Markov, qué modelan secuencias de vectores. Se necesita
pues convertir una imagen bidimensional en una secuencia dec racterísticas. La
naturaleza del texto incluye un orden temporal, el texto se escribe de izquierda a
derecha, pero en el caso de textooff-line la información temporal se ha perdido.
Se pretende aproximar la relación temporal del texto mediante u a ventana desli-
zante, que irá cubriendo la imagen que contiene el texto, de izquierda a derecha
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(ver ejemplo de la imagen 5.1). Siguiendo el trabajo de Makhoul [MSLB98], pa-
ra cada posición sucesiva de la ventana se obtendrán una serie de características
sustentadas en mediciones sobre la distribución de los puntos. La imagen quedará
representada por la secuencia pseudotemporal de vectores de características.
En el caso que atañe a esta tesis, la superficie de la imagen cubi rta por ventana
deslizante se divide horizontalmente enN celdas iguales. De la superficie de la
imagen cubierta por cada una de estas celdas se obtienen trescaracterísticas:nivel
de gris medio normalizadoy las derivadas horizontalesy verticales. El nivel de
gris explica la densidad del trazo en la zona analizada, mientras que las derivadas
verticales y horizontales explican como varía esta densidad con respecto a los ejes
de coordenadas.
Para cada posición de la ventana deslizante se obtendrá un vector d caracte-
rísticas. La ventana deslizante tiene dos parámetros: el ancho de la ventana (el alto
viene determinado por la altura de la imagen), y el factor de solapamiento. El an-
cho de la ventana se toma como una porción de la altura (como por ejemplo 1/16,
1/20, 1/24 o 1/28). A este valor se le denominaresolución de la extracción de ca-
racterísticas. Como el número de celdasN se elige para que éstas sean cuadradas
(aunque no tendrían porque serlo, es lo más usual),N se toma como el denomi-
nador de laresolución de la extracción de características. Siguiendo el trabajo de
Toselli [Tos04] la resolución elegida es 1/20 y el factor de solapamiento es 0.
El cálculo de las características de cada celda no se restringe solamente a dicha
celda, sino que se extiende a su contexto. Para ello, a cada celda de la ventana
deslizante se le superpone una ventana de análisis de tamañomayor. La ventana de
análisis se ha elegido, siguiendo también el trabajo de Toselli, de un tamaño cinco
veces el tamaño de la ceda.
5.2.1. Nivel de gris normalizado
Para cada celda de la ventana deslizante se calcula el nivel de gris normalizado.
El cálculo del nivel de gris se extiende al contexto de la celda mediante la superpo-
sición de una ventana de análisis centrada sobre la celda. Supóngase una ventana





(x1, y1) · · · (xm, y1)
...
...





Para enfatizar el rol de los píxeles centrales y disminuir lanfluencia de los
más lejanos, se pondera cada píxel de la ventana de análisis mediante una gausiana
bidimensional:
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Figura 5.2: Ejemplo de extracción delnivel de gris normalizado. A la ventana de
análisis (arriba izquierda y derecha) se le aplica un filtro gausiano bidimensional
que realza la importancia de los píxeles centrales y atenúa la de los más lejanos. El
nivel de gris para la celda central se obtendrá como el promedio d gris normaliza-
do de la ventana de análisis suavizada (abajo derecha).












El valor de gris normalizado para la celda sobre la que está centrada la ventana











En la imagen 5.2 se puede ver de manera gráfica un ejemplo del proceso de
obtención del nivel de gris para una celda dada.
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Figura 5.3: Ejemplo de cálculo de la derivada horizontal (panel inferior) y vertical
(panel derecho). Las derivadas se calculan como la pendiente d la recta que mejor
se ajusta a los puntos denivel de gris promedio por fila(NGPF), en el caso de la
derivada vertical, y a los puntos denivel de gris promedio por columna(NGPC), en
el caso de la derivada horizontal. Ambas rectas se ajustan por mínimos cuadrados
(líneas punteadas). Para priorizar la aportación de los píxeles centrales, el ajuste se
hace ponderado por un filtro gausiano (líneas de trazo grueso).
Las derivadas dan cuenta de como varía la densidad de gris conrespecto a cada
eje de coordenadas. Aunque sólo con los niveles de gris normalizados se tiene
información completa de toda la imagen, la inclusión de las derivadas compensa la
asunción inherente a los modelos de Markov de independenciacondicional entre
las distintas muestras (vectores de características) [MSLB98].
La derivada horizontal se calcula como la pendiente de la linea que mejor se
ajusta a la función de nivel de gris medio por columna (ecuación 5.11). El criterio
de ajuste de la recta es la minimización del error cuadrático(e uación 5.12). Para
dar mayor peso a las columnas centrales se aplica un filtro gausiano unidimensio-
nal. La derivada vertical se calcula de manera similar. El nivel de gris normalizado
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A la funcióng(xi) se le ajusta una rectaax+ b mediante regresión lineal, cuya





wi(g(xi)− (axi + b))2 (5.12)
Para enfatizar la aportación de los puntos centrales de la función g(xi), el error










derivando la función objetivo 5.12 respecto aa (pendiente) y ab (valor de la or-
denada al origen de la recta) e igualando cada expresión a 0 seobtiene el valor de
a (expresión 5.14), o lo que es lo mismo la dirección dominantedel nivel de gris





































Figura 5.4: Ejemplo gráfico del proceso de extracción de características. De arriba
a abajo: imagen en niveles de gris preprocesada, representación gráfica de la ca-
racterísticaniveles de gris normalizados, representación gráfica de lasderivadas
horizontales, y representación gráfica de lasderivadas verticales.
CAPÍTULO 6
ADAPTACIÓN AL ESCRITOR
El conjunto de muestras con el que se estiman los parámetros de l modelos
morfológicos suele estar compuesto de textos producidos por diferentes escritores
(modelosindependientes del escritor, IE). De esta manera, los sistemas suelen res-
ponder razonablemente bien, incluso para escritores para los que no se disponía de
muestras en la fase de entrenamiento. Estos modelos no son óptimos ara ningún
escritor, pero son suficientemente buenos para todos ellos.Aju tar los parámetros
de los modelos IE para un escritor concreto, produce nuevos modelos cercanos a
los óptimos que serían los modelos entrenados sólo con muestras de dicho escritor
(modelosdependientes del escritor, DE). Hay que tener muy en cuenta que los da-
tos necesarios para adaptar modelos IE a un escritor concret, son muchos menos
que si el entrenamiento fuera DE.
Muchos de los sistemas comerciales de reconocimiento de texto manuscrito
suelen ser utilizados por una única persona. Lo ideal sería disponer de suficientes
muestras de este único escritor para construir un sistema ajustado a su forma de
escribir. Ahora bien, obligar a un escritor a producir suficientes muestras para en-
trenar el sistema resulta impensable debido al esfuerzo quetendría que hacer antes
de que el reconocedor fuese operativo. Una solución a este problema consiste en
tener sistemas generales IE, que funcionen razonablementebi para cualquier es-
critor, y adaptarlos a un escritor concreto, de manera que con poco esfuerzo por su
parte, se mejore la productividad original del sistema paradicho escritor.
Si la adaptación se realiza a partir de un conjunto de muestras previamente
adquiridas, se la denominaadaptación estática, mientras que si la adaptación se
realiza de manera incremental durante el uso del sistema, sel denominaadap-
tación dinámicao incremental. Por otro lado, si la adaptación se hace a partir de
muestras etiquetadas se la denominaad ptación supervisada, y en el caso de que
no lo estén,adaptación no supervisada.
Estas técnicas han sido utilizadas con éxito en el campo del reconocimiento au-
tomático de voz [LW95a, LW95b, GW96, Gal96, Gal00, DRN95, DCB+99]. Hay
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dos tipos de aproximaciones [Chr96], la primera de ellas busca transformar el es-
pectro de la señal de las muestras del nuevo usuario para que se ajuste lo máximo
posible al de la señal con la que se entrenó el sistema. La otraproximación pre-
tende ajustar los modelos originales HMM para que se adaptenmejor a los nuevos
datos de adaptación. En este capítulo se estudia la adaptación estática y supervisa-
da de HMMs continuos, entrenados de manera independiente del escritor, con la
intención de aumentar la precisión del sistema para un escritor oncreto.
El capítulo se estructura de la siguiente manera: en la sección 6.1 se introducen
las técnicas de adaptación. En la sección 6.2 se expone la técnica de adaptación
denominada MLLR (Maximum Likelihood Linear Regression). En la sección 6.3
se expone el estudio experimental. En la última sección se presenta un resumen del
capítulo.
6.1. Técnicas de adaptación al escritor
Para un modelo HMM previamente entrenado, con parámetrosΘ = {θ1, · · · , θN}
y para un conjunto de observacionesOd, se pretende transformar los parámetros del
modeloΘ a través de una funciónFW (·), que permita obtener un modelo adaptado
ΘW , donde la representación del escritor que ha producidoOd sea mayor (ver figu-
ra 6.1). SeaW el conjunto de parámetros de la transformación, se quiere encontrar
un conjuntoŴ , de tal manera que:
Ŵ = argmax
W
P (Od|FW (Θ)) (6.1)
Si no se impone ninguna restricción sobre la transformaciónFW , el pretender
transformar cada gausiana equivaldría a reestimar de nuevolos modelos a partir de
los datos de adaptaciónOd de tal manera que el resultado sería similar a entrenar
de nuevo los modelos. Por lo tanto se hace necesario imponer restricciones a la
FW . Siguiendo los trabajos de [LW95b] las restricciones consistirán en aplicar só-
lo transformaciones afines. La aproximación usual consisteen utilizar una matriz
de transformación para varias gausianas. El número de gausian s a las que se le
aplica cada transformación se determina dependiendo de la cantidad de datos dis-
ponibles. Si se dispone de pocas muestras de adaptación, se suele utilizar una sola
transformación para todas las gausianas del modelo.
Los modelos morfológicos usados en este trabajo son los muy conocidos HMMs
continuos, donde la probabilidad de que una observación se produzca, estando en
un estado determinado, está modelada por una mixtura de gausian s (aunque se
podrían usar otras distribuciones). Los parámetros de una mixtura de gausianas
son las medias, las varianzas y los pesos de cada gausiana dentro la mixtura,
Θ = {µg,Σg, wg}. Siguiendo la aproximación propuesta por [LW95a, LW95b] se
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Figura 6.1: Esquema general del proceso de adaptación.
adaptarán solamente los vectores de medias. Así, los parámetros a adaptar serán
Θ = {µ1, · · · , µG}, siendoG el número de gausianas del modelo. Al no modificar
las varianzas, la forma de las distribuciones originales semantiene inalterada (ver
el ejemplo de la figura 6.2).
6.2. Maximum Likelihood Linear Regression: MLLR
Esta técnica fue introducida por Leggetter en [LW95a]. Su funcionamiento se
basa en calcular una serie de transformaciones lineales, quaplicadas a las gausia-
nas de los modelos HMM, reduzcan la falta de ajuste de estos, con respecto a un
conjunto de muestras de adaptación. Este conjunto de transfo maciones se com-
pone de desplazamientos de las medias y modificaciones de lasvari nzas, de tal
manera que se incremente la probabilidad de que esas gausianas ge eren las mues-
tras de adaptación. Las modificaciones de las varianzas aportan muy poca mejora
y tienen un coste elevado, por lo que no se suelen realizar.
La técnica MLLR fue ideada para trabajar con pocas muestras de adaptación.
En el caso más básico, donde se tengan muy pocas muestras de adaptación, se pue-
de realizar una adaptación global, donde se aplica la misma transformación para
todas las gausianas de los modelos. Si por contra se dispone de ”bastantes” mues-
tras de adaptación, los conjuntos de gausianas (en la literatura suelen denominarse
clases de regresión) para los que se estimará cada transformación se obtienen em-
píricamente.
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Figura 6.2: La transformación de los vectores de medias tiene el efecto de desplazar
las mixturas dentro del espacio de características, pero sin cambiar sus formas. En
el ejemplo se muestra el desplazamiento para dos clases de regresión: la formada
por las mixturasM1 y M2, y la formada por la mixturaM3, en un espacio de
características de dos dimensiones.
6.2.1. Árboles binarios de regresión
Las clases de regresión se determinan utilizando un árbol deregr sión binario.
Estos árboles se construyen de forma que agrupen aquellas componentes, en nues-
tro caso vectores de medias, que estén cercanas en el espaciode las muestras, de
modo que las componentes que sean similares se modifiquen de la misma mane-
ra. El número de clases de regresión dependerá del conocimiento a priori que se
tenga de la tarea (como se distribuyen los parámetros), del número de gausianas de
los modelos, y de la cantidad de muestras de adaptación. En ellímit , cada clase
contendrá una gausiana (su vector de medias). Lo ideal es tenr cuantas más clases
mejor, pero cuando el número de clases aumenta, la cantidad de muestras ”necesa-
rias” para adaptar el modelo también crece y se produce el efecto d sobreajuste a
los datos de adaptación.
El árbol de clases de regresión se suele crear siguiendo uno de los siguientes
esquemas:
Aproximación sencilla:
• Si se tienen pocos datos construir una única clase de regresión con
todas las gausianas.
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• Si se tienen suficientes datos construir una clase por gausian .
Basado en conocimiento: el conocimiento de la tarea permitedecidir el mo-
do en que se va a particionar el conjunto de gausianas. Por ejemplo: las
correspondientes a mayúsculas, minúsculas, redondeadas,verticales, con as-
cendentes, etc.
Dirigido por los datos: los componentes se agrupan de acuerdo a su proxi-
midad en el espacio de las características, de tal manera quecomponentes
similares se modifiquen de manera similar. Una forma usual dedividir las
muestras en subconjuntos siguiendo un criterio de proximidad en el espacio
de características es la expresada en el siguiente esquema:
1. Empezar con todos los vectores en la misma clase de regresión.
2. Para cada clase para la que se tenga suficientes muestras deadaptación:
2.1. Se calcula la media y la varianza de los componentes de laclase.
2.2. Se crean dos nuevos hijos. A cada hijo se le asigna una medi igual
a la del padre pero perturbada por una fracción de la varianza, e
dirección contraria para cada hermano.
2.3. Cada muestra del nodo padre se asigna al hijo con cuya media
presente una distancia Euclidea más pequeña.
3. Ir al punto 2 mientras aun queden clases que puedan ser divididas.
Mixta: Un experto utiliza su conocimiento sobre la tarea para decidir unas
clases de regresión, y luego se expanden aquellos nodos del árbol para los
que se tenga suficientes muestras.
En el presente trabajo se ha utilizado para la estimación de las clases de regre-
sión, tanto un esquema basado en conocimiento, donde las clases de regresión se
deciden siguiendo el conocimiento que se tiene sobre la tare, como un esquema
dirigido por datos, donde las clases se infieren de manera automática. Este último
modo se realizado en tres fases: primero se ha construido el árbol de regresión. A
continuación se ha etiquetado cada muestra de adaptación con la referencia de la
gausiana que con mayor probabilidad la hubiese generado. Finalmente, a partir del
árbol de regresión y de las muestras etiquetadas se obtienenlas clases de regresión.
Este proceso se explica con más detalle a continuación:
1. Construcción del árbol de regresión: El espacio de muestras e ha dividido
utilizando un algoritmo de partición, usando la distancia euclídea como me-
dida de disimilitud. Empezando con un nodo inicial compuesto por todos
los vectores de medias de las gausianas de los modelos, se calcula l media
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y la varianza de todos los vectores. A continuación se crean dos nodos hi-
jos, a los cuales se les asigna una media calculada a partir dela de su nodo
padre, perturbada en sentido opuesto para cada nodo hijo poruna f acción
de la varianza del padre. Cada elemento del nodo padre (vectores media de
las gausianas) se asigna al hijo a cuya media esté más cercano. Una vez que
todas las componentes han sido asignadas, el proceso se repite para cada
nuevo nodo hasta que se obtenga un número determinado de hojas. Las ho-
jas son denominadasclases de regresión basey pueden estar compuestas por





Figura 6.3: Ejemplo de árbol de regresión con cuatro clases (nodos hojas). En el
proceso de adaptación, los nodos5, 6 y 7 no han sido visitados suficientemente
(flechas discontinuas), por lo que no dispondrían de suficientes muestras para su
adaptación. Por contra, el nodo4 sí tiene suficientes muestras (flechas solidas).
2. Etiquetado de las muestras: A partir de los modelos independientes del es-
critor se obtiene una segmentación forzada del corpus de adaptación, esto
es, el modelo de lenguaje utilizado sólo acepta la frase que se va a recono-
cer. Durante la segmentación se etiqueta cada muestra de adaptación con la
referencia de la gausiana que con mayor probabilidad la hubiese generado.
3. Obtención de las clases de regresión: Una vez etiquetada cada muestra de
adaptación, se incrementarán los contadores de los nodos del árbol de regre-
sión que contengan el vector de medias de la gausiana con que está tiqueta-
da cada muestra.
En el ejemplo de la figura 6.3 se muestra un árbol de regresión con cuatro
clases de regresión base{C4, C5, C6, C7}. A partir del árbol de regresión y
de un conjunto de muestras de adaptación etiquetadas con referencias a gau-
sianas, se han actualizado los contadores de los nodos. En elejemplo de la
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figura 6.3 el contador del nodo 1 tendrá un valor igual al número d muestras
de adaptación, puesto que contiene todas las gausianas de lomodelos. El
contador de muestras del estado2 tendrá un valor igual a la suma de los con-
tadores de los estados4 y 5, puesto que su conjunto de gausianas es la unión
del conjunto4 y 5. En este ejemplo los contadores de las clases de regre-
sión baseC5, C6 y C7 no habrían alcanzado el umbral mínimo de muestras,
con lo que no se tendrían bastantes datos para su adaptación.Las gausianas
de la clase baseC5 se transformarán con el conjunto de transformaciones
calculadas para el nodo interno2, el cual si tendría suficientes muestras de
adaptación. Las clases baseC6 y C7 utilizarían el conjunto de transforma-
ciones obtenidas para el nodo interno3. La clase de regresión baseC4 si
que tiene suficientes datos, por lo que sus transformacionesse calcularán a
partir de sus propios datos. La cantidad mínima de datos necesarios para la
adaptación se estima de manera empírica.
El conjunto de transformaciones a aplicar se calcula para aquellos nodos ho-
ja para los que se tenga suficientes datos, y para aquellos nodinternos,
para los que alguno de sus hijos no tenga suficientes datos, encuyo caso, el
conjunto de transformación afectará a aquellos nodos hoja (clases de regre-
sión base) descendientes del nodo que no tengan suficientes muestras. En el
ejemplo de la figura 6.3, el conjunto de transformaciones se construiría para
los nodos2, 3 y 4. Si los conjuntos de transformaciones son{T2, T3, T4}, las











Es importante reseñar que todas las gausianas que modelan unestado del HMM no
tienen porqué pertenecer a una misma clase de regresión, puesto que la partición
del conjunto de gausianas se hace con respecto a su proximidad con otras, en el
espacio de representación.
6.2.2. Estimación de las matrices de transformación
Siguiendo la aproximación propuesta por [LW95a, LW95b], enla adaptación
se modificarán solamente los vectores de medias de cada gausin . Los vectores de
medias adaptados se obtienen del siguiente modo:
µ̂ = Aµ+ b (6.3)
dondeA es una matriz den × n y b es un vector de dimensiónn (dimensión del
espacio de características). Usualmente esta ecuación se reescribe como:
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µ̂rg = Wr ξrg (6.4)
dondeWr es la matriz de transformación para la clase de regresiónr, de dimen-
sionesn × (n+ 1), siendon la dimensión del espacio de características.ξrg es
el vector extendido de medias tal queξrg = [ wr, µrg1, µrg2, . . . , µrg n ]
T . El
subíndicerg hace referencia a la gausianag de la clase de regresiónr. El parámetro
wr es usado para modelar desplazamientos causados por ejemplopor una adquisi-
ción de las muestras de adaptación en diferentes condiciones que la realizada para
estimar los modelos HMM independientes del escritor. La matriz Wr puede ser
descompuesta como:
Wr = [bA] (6.5)
dondeb representa el vector de desplazamientos yA es la matriz de transformación.
Buscamos aquella matriẑWr de todas las posibles, que maximice la proba-




P (Od|ΘW r) (6.6)
La estimación de la máxima verosimilitud se obtiene con el algoritmoExpectation-
Maximization(EM). A partir de la función auxiliar estándar (para un desarrollo más
detallado ver apéndiceA de [Chr96]),









krg + log(|Σrg |) +




k1 es una constante que depende solamente de las probabilidades e transi-
ción del modelo HMM.
krg es una constante de normalización asociada a la gausianarg.
T es el número de muestras de adaptación.
R es el número de gausianas de la clase de regresión.
γrg(t) representa la probabilidad de estar en el estado cuya mixtura contiene
la gausianarg en el momentot.
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W̄r es el valor estimado de los parámetros en una iteración determinada.
Una vez obtenidāWr para una iteración , esta se utiliza para modificar el
vector de medias y las probabilidades deγrg , que serán usados en la próxima
iteración. Las matricesWr se inicializan aleatoriamente.










Σ−1rg (O(t)− W̄rgξrg) ξTrg
)
= 0 (6.8)
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T
rg (6.9)
La probabilidad de estar en un estadoγrg(t) se obtiene del procesof rward-
backward(ver sección 2.1.2). Para obtenerW̄r se definen dos nuevos términos.
La parte izquierda de la ecuación 6.9 no depende de la matriz de la matriz de
transformación y se agrupará bajo el terminoZ. El segundo termino se define del
siguiente modo:








rg D = ξrgξ
T
rg (6.11)
de este modo la ecuación 6.9 puede reescribirse como:
Z = G → Z = V W̄rD (6.12)




i , dondewi es eli-esimo
vector deW̄r y zi es eli-esimo vector deZ (para más detalle, ver sección 5.5 de
[Chr96]).
6.3. Experimentación
Las pruebas se realizaron solamente con el corpus IAMDB puesto que para
el corpus ODEC no se tenían más de 10.000 muestras por escritor para realizar
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la adaptación. En la tabla 6.1 se muestra el número de vectores de características
disponibles para adaptación y para testear los modelos adaptados.







Tabla 6.1: Numero de vectores de características disponibles para adaptación y para
test por escritor.
Modelos adaptados
Escritor Sin Adaptar 1 Cl. Reg. 2 Cl. Reg. 7 Cl. Reg. Cl. Aut.
000 34.5 33.7 32.9 32.7 32.3
548 22.0 21.2 15.9 19.7 19.7
551 35.6 32.8 32.8 33.8 32.5
552 13.7 14.5 13.7 12.6 13.5
584 19.8 19.2 18.6 19.8 19.2
588 39.6 43.1 42.7 39.6 41.5
Tabla 6.2: Resultados (WER) por escritor para modelos sin adapt r y adaptados.
Para los modelos adaptados, resultados para 1 clase de regresión, dos y siete, y
número de clases estimadas a partir de los datos.
Para la primera prueba, se construyó una única clase de regresión para cada
escritor con todas las gausianas de sus modelos morfológicos. La segunda prueba,
consistió en dividir las gausianas en dos clases de regresión, una con las gausianas
del modelo del blanco, común entre todos los escritores y quepor lo tanto no dice
nada sobre el estilo de escritura, además de constituir un porcentaje alto de las
muestras disponibles, y otra clase para el resto de modelos.En una tercera prueba
se generó un árbol manual de regresión con siete clases:
1. Modelo para el blanco.




4. Mayúsculas: A B C D E F G H I J K L M N O P Q R S T U V W X Y Z
5. Caracteres minúsculos sin ascendentes ni descendentes:a c i m n o r s u v
w x z
6. Caracteres minúsculos con ascendentes: b d h f k l t
7. Caracteres minúsculos con descendentes: g j p q y
También se exploró la construcción del árbol de regresión dirigi o por datos. Los
resultados de dichas pruebas se muestran en la tabla 6.2. Losvalores de la tabla
corresponden a los valores WER obtenidos para cada escritor. Como se aprecia en
la tabla, en la mayoría de los casos la adaptación al escritormej ra la productividad
para los escritores. Sólo en el caso del escritor 588 no se mejora. Aunque este
escritor presenta un gran número de muestras para adaptación, estas no son bastante
representativas del test con el que se va a enfrentar.
6.4. Resumen
En este capítulo se ha estudiado la utilización de la técnicade daptación de
modelos morfológicos (HMMs) MLLR, proveniente del campo del reconocimien-
to automático del habla en el campo del reconocimiento automático de texto. Esta
técnica ha resultado exitosa y a demostrado que mejora las tas s de reconocimien-
to. La adaptación resulta especialmente útil en aquellos sistemas que vayan a ser
usados por un solo escritor, ya que permite ajustar un modelogeneral, previamente
entrenado, para que capture el estilo de escritura de dicho escritor. El tipo de adap-
tación estudiada es estática, mientras que la construccióndel árbol de regresión se





Los sistemas de reconocimiento de texto manuscrito no estánxentos de erro-
res. En muchos casos, no sólo interesa saber el número de error s que producirá el
sistema, sino que es importante saber qué unidades de la hipótesis producida están
mal reconocidas, o no se tiene garantía de que estén bien reconocidas, para así po-
derlas verificar y si es necesario, corregir manualmente. Deesta manera se pueden
construir, por ejemplo, asistentes a la transcripción, querealizarían el grueso del
trabajo, dejando para el operador humano la supervisión y corrección de aquellas
palabras de las cuales se tenga poca garantía de que estén bien reconocidas.
La verificación de hipótesis tiene como objetivo detectar aquellas unidades re-
conocidas que son susceptibles de ser errores. Para ello es nec ario estimar una
medida de confianza que mida el grado de fiabilidad de cada una de las unidades.
En este capítulo se exploran las técnicas más usadas en la estim ción de medidas de
confianza, y su aplicación en el dominio del reconocimiento de texto manuscrito.
La verificación de hipótesis ha sido ampliamente utilizada en reconocimiento auto-
mático del habla con resultados muy satisfactorios [San04,WSMN01, WMN99].
El capítulo se estructura de la siguiente manera: en la primera sección se expo-
nen las técnicas de estimación de las medidas de confianza usad s en este trabajo.
En la primera parte de esta sección se expone la técnica basada en grafos de pala-
bras, mientras que en la segunda, la estimación se basa en modlos probabilísticos
naïveBayes y cómo se utilizan las medidas de confianza para verificar una hipó-
tesis. En la sección 7.3 se exponen las principales métricasutilizadas para estimar
la bondad de los sistemas de verificación. En la sección 7.4 sedetallan los expe-
rimentos llevados a cabo para el estudio empírico de los métodos expuestos. Por
último se presenta un resumen del capítulo.
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7.1. Estimación de medidas de confianza
En general, la medida de confianza se puede definir como una función que mide
el grado de verosimilitud entre cada palabra proporcionadacomo hipótesis por el
sistema de reconocimiento y la observación.
7.1.1. Estimación basada en grafos de palabras
La siguiente aproximación fue propuesta por Wessel et al. en[WMN99]. De la
observación se ha extraído que una palabra bien reconocida suele aparecer aproxi-
madamente en el mismo intervalo de tiempo entre las hipótesis más probables. Esto
ha motivado a los investigadores a utilizar listas de lasN hipótesis más probables
[HBPS02, Cha97] y grafos de palabras para la estimación de meidas de confianza.
En la actualidad, los grafos de palabras gozan de mayor aceptación debido a que
incluyen más información [KS97, San04, WMN99, WSMN01].
Un grafo de palabrasG = (Q,A, qi, qf , F ) es un grafo ponderado, dirigido y
acíclico, donde:
Q es un conjunto finito de estados. Cada estado se corresponde cun esta-
do del modelo de lenguaje que estuvo activo durante el proceso de reconoci-
miento, en el instantet ∈ {1, ..., T} dondeT es el instante final del proceso
de reconocimiento. Denotaremos cada estado deQ comoqt dondeq es el
estado del modelos de lenguaje correspondiente yt s el instante en el que
estuvo activo.
A es un conjunto de aristas. Cada arista es una tuplaAi = (w, uτ , vt) de tal
manera quew es una palabra, yuτ , vt son los estados entre los que ocurrew
en el periodo de reconocimiento[τ, t].
qi ∈ Q es el estado inicial.
qf ∈ Q es el estado final.
F : A → ℜ es una función que asigna a cada arista(w, uτ , vt), la pun-
tuación obtenida por la palabraw, durante el reconocimiento, partiendo del
estadou en el momentoτ , y terminando en el momentoen el estadov.
En un grafo de palabras, cualquier camino que empiece en el estado inicial y
termine en el estado final corresponde a una hipótesis.
En esta aproximación, la medida de confianza de una palabra sec lcula en
función de todas las puntuaciones (scores) de las hipótesis del grafo que contienen,
más o menos en el mismo intervalo de tiempo, a esa palabra [WSMN01, WMS98].
Esto supone calcular la probabilidadposterioriP (w|X), de cada palabra, donde
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X es una secuencia de vectores de características. La probabilidad a posterioride
una palabra,w, que ocurre entre los estadosuτ y vt, puede calcularse sobre un
grafo de palabras, simplemente sumando las probabilidadesa po teriori de todas
las hipótesis que pasen por aristas de la forma(w, uτ , vt), y normalizando por la
suma de las probabilidadesa posterioride todas las hipótesis que contiene el grafo.





(w, uτ , vt) ∈ h
P (h, (w, uτ , vt),X) (7.1)
La probabilidad de la secuencia de vectores de características,P (X) se apro-






Cálculo de las probabilidadesa posteriori
Para calcular la probabilidada posterioride una palabra puede utilizarse el muy
conocido algoritmoforward-backward. La probabilidadforwardΦ(qt) de estar en
un estadoq en el momentot, puede ser vista como la suma de la probabilidad
de todas las hipótesis parciales que llegan a dicho estado enel momentot. La
probabilidadbackwardΨ(qt) de un estadoq en el momentot, es la suma de las
probabilidades de todas las hipótesis parciales que salen del stadoq en el momento
t. La probabilidada posteriori de una palabra (ecuación 7.1), puede reescribirse
como:
P ((w, uτ , vt) |X) = Φ(u





La probabilidadforwardcalculada sobre el estado final,Φ(qf) corresponde a la
suma de las probabilidades de todas las hipótesis del grafo1. En esta aproximación,
dada una palabraw, y los instantes de tiempoτ y t entre los que ha ocurrido, el
cálculo de 7.3 proporciona la medida de confianza de la palabra.
1Esta probabilidad es igual a la probabilidadbackwardcalculada sobre el primer estado,Φ(qf ) =
Ψ(qi)
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Figura 7.1: Ejemplo de grafo de palabras donde la palabrasolucion presenta dife-
rentes segmentaciones.
Problema de la dispersión de la probabilidad
Es bien conocido que durante el proceso de reconocimiento suelen producirse
una serie de fenómenos que afectan al cálculo de las probabilidadesa posterio-
ri . Estos fenómenos producen lo que se denomina,dispersión de la probabilidad.
Estos se enumeran a continuación:
a) Una misma palabra,w ocurre en intervalos de tiempo distintos, aunque so-
lapados entre sí, lo que significa que en el grafo de palabras hay varias hipó-
tesis posibles, con segmentaciones distintas para la palabraw. La figura 7.1
ilustra un ejemplo de este fenómeno.
b) Una misma palabraw ocurre en intervalos idénticos, pero con historias dife-
rentes. En la figura 7.2 se muestra un ejemplo de este fenómeno.
En el cálculo de (7.3) sólo se tienen en cuenta aquellas hipótesis que contie-
nen a la arista(w, uτ , vt). La estimación de la probabilidada posteriori, sólo tiene
en cuenta aquellas hipótesis del grafo de palabras que contiene aw, exactamente
en el intervalo de tiempo(τ, t), y cuya historia coincida. Estas restricciones fuer-
zan a que la probabilidada posteriori se disperse dependiendo de las diferentes
segmentaciones que se solapen en el tiempo. Dadas todas las posibles segmenta-
ciones,S = {(τ1, t1), · · · (τn, tn)} en el grafo, para la palabraw, habrá dispersión
de probabilidad si alguno de sus intervalos de tiempo[τi, ti] se solapan, esto es,
⋂
[τi, ti] 6= ∅ ∀(τi, ti) ∈ S, en cuyo caso, la estimación de probabilidad no será
satisfactoria. En [WMS98, WSMN01] se proponen distintas soluci nes a este pro-
blema. Estas soluciones pretenden acumular la probabilidad a posterioride cada
palabra teniendo en cuenta si hay solapamiento en el grafo depalabras.
Sea(w, uτ , vt) una arista del grafo de palabras yt′ ∈ [τ, t] un instante del
intervalo de tiempo en el que ocurrew, se definePt′((w, uτ , vt) | X), como la
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Figura 7.2: Ejemplo de palabra con la misma segmentación en el grafo de palabras,
cuyas historias difieren.
suma de probabilidadesa posterioride las hipótesis del grafo que contienen aw en
el instantet′. La estimación de la probabilidada posterioripuede ser reformulada
de las siguientes maneras:
para todot′ ∈ [τ, t] se escoge la probabilidada posteriori de los valores
máximos calculados. De manera más formal:
P ((w, uτ , vt) |X) = máx
t′∈[τ,t]
Pt′((w, u
τ , vt) |X) (7.4)
para todot′ ∈ [τ, t] se toma el valor promedio de la probabilidada posteriori
de los valores calculados. De manera más formal:
P ((w, uτ , vt) |X) = 1




τ , vt) |X) (7.5)
En este trabajo se utilizará (7.4), puesto que es el método que mejores resulta-
dos a dado a los autores de [WMS98, WSMN01].
7.1.2. Estimación basada en un modelo probabilísticoNaïveBayes
El modelo que se presenta fue propuesto por Sanchis et al. en [San04]. En esta
aproximación, el cálculo de la medida de confianza se aborda como un problema
clásico de clasificación en dos clases: clase correcta e incorrecta. Cada palabra se
representa por un conjunto de características, y mediante un modelo probabilístico
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se estima la probabilidada posterioride la claseP (c|x,w) (c = 0 para la clase
correcta, yc = 1 para la incorrecta), dondex será un vector de características.
Utilizando la regla de Bayes:
P (c | x,w) = P (x | c, w) P (c | w)
∑1
i=0 P (x | i, w) P (i | w)
(7.6)
Para el cálculo deP (x|c, w) se hace la asunciónaïveBayes, de que las ca-
racterísticas son independientes entre sí. Este modelo, por su simplicidad, permite
combinar características de distinta naturaleza, y permitconstruir un modelo para
cada palabra del vocabulario, sin tener que recurrir a complejos métodos de apren-
dizaje. De la asunción de independencia entre características se obtiene:




P (xd | c, w) (7.7)
dondeD es la dimensión del vector de características.
Estimación de las distribuciones de probabilidad del modelo
SeaM = {m1,m2, · · · ,mn} un conjunto den muestras de entrenamiento,
donde cada muestra,mi = (xi, ci, wi) es una terna compuesta por una palabrawi,
el vector de características que la representaxi, y la clase a la que pertenece,ci.
La estimación de la distribución de probabilidadP (c | x,w), se reduce, siguiendo
la ley de Bayes (ver ecuación 7.6), a estimar las distribucionesP (c | w), para cada
posible palabra, yP (xd | c, w), para cada combinación de palabra y clase.
Una estimación por máxima verosimilitud deP (c | w) es:
P̂ (c | w) = N(c, w)
N(w)
(7.8)
dondeN(c, w) es el número de veces que la palabraw ha sido vista en la clasec, y
N(w) es el número de instancias de dicha palabra en las muestras deentrenamien-
to. Análogamente, la probabilidadP (xd | c, w), d = 1, · · · ,D, se puede aproximar
por:




dondeN(xd, c, w) es el número de veces que la característicaxd se ha visto, para
la combinación de palabra y clase, yN(c, w) el número de veces que se da la
combinación clase y palabra.
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Reconocedor Clasificacion2 nM 1 M ...M
τ
Figura 7.3: Esquema general de un sistema de verificación de hipótesis, dondewi
corresponde a lai-ésima palabra de la hipótesis,Mi es su correspondiente medida
de confianza, yci es la clase asignada por el verificador a la palabrai.
Esta estimación exige que las características sean discreta . Por lo tanto, si la
característica es de naturaleza continua es necesario discretizarla. Para cada carac-
terística continua,xd, se define una funciónfd : ℜ → {e1, · · · , ek}, que asigne a
cada valor de la característica el valor discretoei que le corresponde.
Suavizado de los modelos
Para la estimación de la distribución de probabilidadP (c | x,w) se requiere
que el conjunto de muestras de entrenamiento tenga, para cada palabra posible, un
número suficientemente representativo de muestras. Este requisito es difícilmente
alcanzable, sobretodo para palabras poco representadas enl muestra, y para la
clase incorrecta2. Además, si algún evento no ha ocurrido en los datos, la proba-
bilidad asignada por el modelo será cero. Estos inconvenientes son bien conocidos
en el campo del modelado estadístico y se abordan mediante téc icas de suaviza-
do. En este modelo se ha adoptado la técnica de suavizadoabsolute discounting
[WSMN01] donde se resta masa de probabilidad a los eventos vistos, para ser re-
partida entre los eventos no vistos. Los detalles sobre el suavizado del modelo
pueden consultarse en [San04].
7.2. Verificación de la hipótesis
El problema de la verificación puede verse como un problema declasificación
en dos clases: correcta e incorrecta. En la figura 7.3 se muestra un esquema general
del proceso de verificación. Como todo problema de clasificacón en dos clases, se
puede incurrir en dos tipos de errores de clasificación: clasifi r una palabra correc-
tamente reconocida en la clase incorrecta, también conocido comofalsa alarma, y
clasificar una palabra mal reconocida en la clase correcta, también conocido como
2Para tareas con una tasa de error de reconocimiento bajo.
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falso positivo. Siguiendo la teoría de decisión de Bayes [DH74], decidir que una
palabra, representada por su vector de características, pertenece a la clase 0, es de
mínimo riesgo si:
(λ10 − λ00)P (c = 0 | x) > (λ01 − λ11)P (c = 1 | x) (7.10)
dondeλij es el perjuicio que conlleva decidir en favor de la clasei cuando la clase
es laj. Sabiendo queP (c = 1 |x) = 1−P (c = 0 |x), y operando con la ecuación
7.10, el mínimo riesgo de decidirc = 0 se tendrá para:
P (c = 0 | x) > λ01 − λ11
λ10 − λ00 + λ01 − λ11
= τ (7.11)
De lo que se deduce que la decisión de clasificación óptima se tomará en fun-
ción de si la probabilidad de pertenecer a la clase correcta es mayor que un cierto
umbralP (c = 0 | x) > τ , que depende a su vez de los valores deλij. En el caso
que atañe,P (c = 0 | x) es la medida de confianza calculada con alguno de los dos
métodos descritos previamente.
7.3. Medidas de evaluación
Para la evaluación de los sistemas de verificación se han propuesto diferentes
medidas [MH99]. A continuación se exponen las medidas más acept das, y las que
se van a utilizar en este trabajo.
7.3.1. Curvas ROC
Supóngase un sistema de reconocimiento que para una tarea determinada pro-
porciona una serie de hipótesis conI palabras mal reconocidas yC palabras bien
reconocidas. Supóngase también, que se dispone de un sistema de verificación que
para un umbral dadoτ , detectaD palabras de las incorrectas;0 ≤ D ≤ I y clasifica
(erróneamente)R palabras de las bien reconocidas como incorrectas;0 ≤ R ≤ C.
Basándose en estos valores, se pueden definir las siguientesmedidas:
1. Tanto por uno de palabras incorrectas detectadas,TRR (del inglés,true
rejection rate): es el cociente entre el número de palabras mal reconocidas
clasificadas como incorrectas, y el número total de palabrasmal reconocidas,
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2. Tanto por uno de palabras correctas rechazadas, FRR (del inglés,false
rejection rate): es el cociente entre el número de palabras bien reconocidas
que se clasifican como incorrectasR, y el número total de palabras bien
reconocidas. Dicho de otro modo, es el porcentaje (normalizado entre 0 y 1)





Una curva ROC (Receiver Operating Characteristic) es una curva que indica para
cada posible umbralτ ∈ [0, 1] el valor de TRR frente al valor FRR. Las curvas
ROC se utilizan, no sólo para evaluar el sistema de verificación, sino que también
se utilizan para elegir un punto de funcionamientoτ , que nos garantice un compro-
miso aceptable entre el valor de TRR y FRR.
Las curvas ROC tienen dos casos destacables: caso mejor y peo. En el caso
mejor, el valor TRR es igual a uno para cada posible valor de FRR. Esto significa
que el sistema de verificación clasifica todas las palabras mal reconocidas como
incorrectas y las bien reconocidas como correctas. En el caso peor se cumple que
TRR = FRR para todo posible umbral de decisiónτ . Es decir, el verificador no
tiene ningún poder de discriminación. Lo habitual es encontrar curvas comprendi-
das entre estos dos casos (ver figura 7.4). La respuesta del sistema de verificación
será tanto mejor cuanto más se acerque la curva al caso mejor.
7.3.2. AROC
El valor AROC se obtiene a partir de la curva ROC. El valor AROCse define
como el área por debajo de la curva ROC dividido por el área pordebajo de la
curva ROC del peor caso. El valor AROC está definido en el rango[1, 2], donde el
modelo que se ajusta al caso peor toma el valor 1, mientras queel modelo que no
comete errores de clasificación toma el valor 2.
7.3.3. CER: Tasa de error de clasificación
Como ya se ha mencionado previamente, el proceso de verificación puede
cometer dos tipos de errores: clasificar como incorrecta unapalabra correctamente
reconocida (error de tipo 1) o clasificar como correcta una pal br mal reconocida
(error de tipo 2). Nótese que la cantidad de errores de tipo 1 coincide conR, y que
el número de errores de tipo 2 es igualI −D. El CER (classification error rate)
es el porcentaje de palabras que son clasificadas erróneament por el sistema de





















Figura 7.4: Ejemplo de curva ROC.
Los valoresR y D dependen del parámetroτ , por lo que el valor óptimo de
CER se obtiene como el mínimo de los valores de CER al variarτ ∈ [0, 1]. Los
valores CER pueden calcularse directamente a partir de la curv ROC. Para cada
punto de la curva se puede calcular su correspondiente valorCER ya que,R =
FRR ·C y D = TRR · I. De esta forma, dado un punto de la curva ROC, su CER
correspondiente se puede calcular como:
CER(FRR,TRR) =
(FRR · C) + (I − (TRR · I))
I + C
· 100 (7.15)
Un aspecto importante de esta medida es que permite establecer criterios rela-
tivos a la aportación del sistema de verificación al sistema de reconocimiento. Ello
es debido a que se puede establecer un punto inicial (baseline), que será el error de
clasificación del sistema de reconocimiento, a partir del cua se pueden medir las
aportaciones del sistema de verificación. En el caso de un sistema al que no se le
aplique ningún proceso de verificación, el número de palabras correctas rechazadas
será cero (R = 0), a su vez el número de palabras incorrectas detectadas serácero
también (D = 0). Su CER será:
CERbaseline =
0 + (I − 0)
I + C





Esta situación se corresponde al caso en que el sistema de verificación cla-
sifica todas las palabras de la hipótesis como correctas. En una c rva ROC, el
CERbasenline corresponde al punto(0, 0), donde ninguna palabra correcta es mar-
cada como incorrecta y ninguna palabra incorrecta es detectada. Cualquier sistema
de verificación que no mejore este valor, no estará aportandona a al sistema de
reconocimiento.
7.4. Experimentación
Los grafos de palabras obtenidos a partir del proceso de reconocimiento, pue-
den contener básicamente tres tipos de información para cada palabra: la puntua-
ción de los modelos morfológicos (HMMs), la probabilidad del modelo del len-
guaje, y la puntuación total del sistema para esa palabra. También se tienen dos
métodos para compensar la dispersión de la probabilidad:máximo(expresión 7.4)
y media(expresión 7.5).
Para los experimentos donde las medidas de confianza se obtienen mediante la
aproximación de grafos de palabras, se ha utilizado únicamente la información de
la puntuación total del sistema, y como método de compensación de la dispersión,
el máximo. Se ha elegido esta combinación porque es la que proporcionamejores
resultados según los trabajos de [San04, WMN99, WSMN01].
Para el modelo probabilísticonaïveBayes, las características que representan
a cada palabra se obtienen a partir del grafo de palabras. De ese modo, para cada
palabra de la hipótesis se obtienen seis características: los tres tipos de puntuación






Tabla 7.1: Tabla de todas las características que se pueden obt er a partir del
grafo de palabras. REC es la puntuación total del sistema, MLes la puntuación del
modelo de lenguaje, y HMM es la puntuación de los modelos morfológicos.
Los datos de entrenamiento para el modelo probabilístico seobti nen a partir
de los grafos de palabras producto de reconocer la particiónde entrenamiento.
Por falta de datos se utiliza la misma partición que la empleada para entrenar los
HMM. Lo ideal sería entrenar a partir de una nueva partición,ya que de este modo,
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las muestras con las que se entrena el modelo serían independi nt s del escritor, tal
como lo son las que se verán en test.
Característica AROC CER MR ( %)
RECmax 1.69 17.9 30.6
RECmed 1.68 18.4 28.7
MLmax 1.25 25.2 2.4
MLmed 1.25 25.2 2.4
HMMmax 1.53 24.0 7.0
HMMmed 1.51 24.8 3.9
Baseline − 25.8 −
Tabla 7.2: Tabla resumen de los resultados para el corpus ODEC, y para cada carac-
terística, obtenidos a partir de modelos probabilísticos.MR es la mejora relativa,
expresada como porcentaje, respecto al valor deBaseline(no hacer nada).
Resultados para el corpus ODEC
En la tabla 7.2 se presentan los resultados obtenidos con el modelo probabi-
lístico para el corpus ODEC, utilizando sólo una característica. La característica
con la que se obtiene mejor resultado es RECmax (la puntuación del sistema, más
método de compensación de la dispersiónmáximo). Aunque para todos los casos
la utilización del método de compensaciónmáximomejora al demedia, la diferen-
cia entre ambos métodos no es significativa. Donde si se apreci gran diferencia
es en la utilización de los diferentes tipos de característica . El que produce me-
jores resultados proporciona es el basado en la puntuación del sistema, con una
mejora relativa alrededor del 31 %, mucho mayor que la proporcionada por las ca-
racterísticas basadas en la puntuación del modelo del lenguaje, sólo un 2.4 %, o la
de las características basadas en la puntuación de los modelos HMMs, menos del
10 %. Como se ha comentado anteriormente, el valor mostrado paraBaselinees el
porcentaje de error del sistema si no se aplica ningún tipo deverificación.
Técnica AROC CER MR ( %)
Mejor Prob. 1.69 17.9 30.6
NaïveBayes 1.75 16.9 34.5
Grafo palabras 1.74 17.8 31.8
Baseline − 25.8 −
Tabla 7.3: Tabla resumen de los mejores resultados para el corpus ODEC.
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7.4. Experimentación
HAY MUCHA PUBLICIDAD ENGAÑOSA EJEMPLO ESTOS PUNTOS YO
TENGO QUE CAMBIAR EL MOVIL Y CON PUNTOS Y TODO CUANTO
ME CUESTA
HAY MUCHA PUBLICIDAD QUE ENVIAR USARIA ESTOS PUNTOS YO
TENGO QUE CAMBIAR EL MOVIL Y CON PUNTOS YTODO SOBRE
CUANTO ME ENCUENTRO
INSISTO EN EL COSTE DE LAS LLAMADAS
INSISTOLLEGAN EL LA COSTE DE LAS LLAMADAS
DESEO CAMBIAR DE MOVIL A OTRO MAS MODERNO CONSERVAN-
DO EL NUMERO ACTUAL COMO LO PODRIA HACER
DESEO CAMBIAR DEMOVILINE A OTROMOVISTAR MODERNO CON-
SERVANDO ELAPARTADO ACTUAL SOLO QUELO PODRIA HACER
Tabla 7.4: Ejemplos de salida del módulo de verificación parala t rea ODEC fijan-
do el umbralτ a 0.9855. Para cada bloque de dos frases, la primera corresponde
con la transcripción correcta, mientras que la segunda corresponde a la hipótesis
del sistema. En colorrojo se marcan las palabras incorrectas detectadas (aciertos),
en colorazul las incorrectas no detectadas (errores), y enverdelas correctas cla-
sificadas como incorrectas (errores). Las palabras marcadas en negro son palabras
correctas clasificadas como correctas (aciertos).
En la tabla 7.3 se muestran los resultados comparativos, para el corpus ODEC
de todas las técnicas de verificación probadas. El la primerafila se presentan el
mejor resultado de la tabla 7.2 para características aislads. En la segunda fila, se
muestra el resultado de verificación para modelos probabilísticosnaïveBayes. En
Grafo palabrasse muestran los resultados para el método de verificación basado
en grafos de palabras. El mejor resultado se obtiene para la combinación de carac-
terísticasnaïveBayes con una mejora relativa del 50 %.
La figura 7.5 muestra las curvas ROC para la técnica basada en grafo de pa-
labras y para la basada en modelos probabilísticosnaïveBayes. En esta curva se
aprecia la poca diferencia que presentan los dos métodos.
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Figura 7.6: Curva ROC para el corpus IAMDB obtenida para las técnicas basadas
en grafos de palabras y en modelos probabilísticos.
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7.4. Experimentación
Resultados para el corpus IAMDB
Característica AROC CER MR ( %)
RECmax 1.69 18.2 28.9
RECmed 1.69 18.3 28.5
MLmax 1.37 25.3 1.2
MLmed 1.39 25.1 2.0
HMMmax 1.55 22.3 12.9
HMMmed 1.53 22.6 11.7
Baseline − 25.6 −
Tabla 7.5: Tabla resumen de los resultados para el corpus IAMDB, y para cada ca-
racterística, obtenidos a partir de modelos probabilístico . MR es la mejora relativa,
expresada como porcentaje, respecto al valor deBaseline(no hacer nada).
En la tabla 7.5 se presentan los resultados obtenidos con el modelo probabilís-
tico para el corpus IAMDB, utilizando solamente una característica. La caracterís-
tica con la que se obtiene mejor resultado es RECmax (la puntuación del sistema,
y con el método de compensación de la dispersiónmáximo), igual que ocurría para
el corpus ODEC. En todos los casos el método de compensación de la dispersión
de la probabilidadmáximomejora al demedia, aunque los resultados no presentan
grandes diferencias.
En la tabla 7.7 se muestran los resultados para el corpus de texto manuscrito
IAMDB, con todas las técnicas de verificación probadas. En laprimera fila se pre-
senta el mejor resultado obtenido utilizando modelos probabilísticos con una sola
característica. En la segunda fila se presenta el resultado para la mejor combinación
de características combinandolas con el métodoNaiïve Bayes. En la linea etique-
tada comoGrafo de palabrasse presenta el resultado para el método basado en
grafo de palabras. El mejor resultado obtenido es el producido por la técnicaNaïve
Bayes, con una mejora relativa del 31.6.
Técnica AROC CER MR ( %)
Mejor Prob. 1.69 18.2 28.9
NaïveBayes 1.73 17.5 31.6
Grafo palabras 1.66 18.3 27.4
Baseline − 25.6 −
Tabla 7.7: Tabla resumen de los mejores resultados para el corpus IAMDB.
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Capítulo 7. Verificación de hipótesis
A MOVE TO STOP MR GAITSKELL FROM NOMINATING ANY MORE
LABOUR LIFE PEERS IS TO BE MADE AT A PS TOMORROW .
A HOME TO A MR GAITSKELL FROM WISHING THEY WERELABOUR
LIFE TO BEMADE AT ALL THE LAW IT TOMORROW
TWO SUBJECTS , THE CONGO AND ALGERIA , ARE THE MAIN TO-
PICS OF THE TALKS IN BELGRADE AND ON BOTH THE TWO LEA-
DERS HAVE IDENTICAL IDEAS .
TWO SUBJECTS THE CONGO AND ALGERIA ARE MAINTOPIC OF
THE TALKS IN BELGRADE AND ON BOTH THE TWO SIDES HOME
IDENTICAL IDEAS
PROFITS OF GENUINE INVESTORS IN INDUSTRY WILL NOT BE AF-
FECTED , BUT ONLY QUICK IN-AND-OUT SPECULATOR DEALS .
PROFITSOFGENUINE INVENTORY INDUSTRY WILL NOT BE AFFEC-
TED BUT NICK IN-AND-OUT IN THE CENTRE TO DEATH
THE SMALL ROCKET CRAFT , FOR DESTROYING BIG SHIPS , ARE
CONTROLLED AUTOMATICALLY , EVEN TO THE PREPARATIONSFOR
LAUNCHING THEIR ROCKETS .
HE IS WELL ROCKET CRAFT FOR DESTROYINGLOAN SHIPSARE
CONTROLLED AUTOMATICALLY GIVEN TO THE PREPARATIONS
FORFOUR
Tabla 7.6: Ejemplos de salida del módulo de verificación parala t rea IAMDB fi-
jando el umbralτ a0,9215. Para cada bloque de dos frases, la primera corresponde
con la transcripción correcta, mientras que la segunda corresponde a la hipótesis
del sistema. En colorrojo se marcan las palabras incorrectas detectadas (aciertos),
en colorazul las incorrectas no detectadas (errores), y enverdelas correctas cla-
sificadas como incorrectas (errores). Las palabras marcadas en negro son palabras
correctas clasificadas como correctas (aciertos).
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7.5. Resumen
La figura 7.6 muestra las curvas ROC para la técnica basada en grafo de pa-
labras y para la basada en modelos probabilísticosnaïveBayes. En esta gráfica se
aprecia la poca diferencia que presentan los dos métodos, aunque el métodonaïve
Bayessiempre mejora al degrafo de palabras.
7.5. Resumen
En este capítulo se ha estudiado la aplicación al reconocimiento de texto ma-
nuscritooff-line dos técnicas de verificación aplicadas con éxito en el dominidel
reconocimiento automático de voz.
La primera técnica está basada en estimar la probabilidada posterioriP (w|X)
sobre un grafos de palabras. Este método consiste en realizauna normalización
de las puntuaciones de los arcos del grafo. Para ello, se aproxima la distribución
P (X), por la probabilidadforward del último estado del grafo,Φ(qf ).
La segunda técnica utiliza un modelo probabilístico en el quse estima la pro-
babilidada posterioride que una palabra pertenezca a cada posible clase: correcta
e incorrecta. Cada palabra se representa por un conjunto de características y el mo-
delo las combina bajo la asunciónnaïveBayes de que son independientes entre
sí. La simplicidad de estos modelos permite, por una parte, combinar fácilmente
características de distinta naturaleza, y por otro lado, evita la necesidad de utilizar
métodos de aprendizaje complejos.
Aunque los modelos probabilísticosnaïveBayes mejoran ligeramente los re-
sultados respecto de los métodos basados en grafos de palabras, estos últimos son
más baratos puesto que no requieren ningún tipo de entrenamito, con lo que no
hace falta ningún tipo de adaptación o entrenamiento en el caso de que se tengan





En esta tesis se han estudiado varios aspectos relacionadoscon la robustez
de los Sistemas Automáticos de Reconocimiento de Texto Manuscrito (RATM)
off-line. Para ello se han perseguido dos objetivos:
Se han estudiado y evaluado gran diversidad de técnicas de laiferentes eta-
pas del RATM basado en tecnología de Modelos de Markov de CapaOculta
(HMM). Con esta finalidad, se han desarrollado dos sistemas de reconoci-
miento de escritura manuscrita espontánea. Estos sistema están basados en
tecnología del campo del Reconocimiento Automático del Habla (RAH).
Siguiendo en esta linea de trabajo se han adaptado y evaluadodos técnicas
exitosas en el campo del RAH: la adaptación de modelos HMM indepen-
dientes del locutor para ser usados por un único locutor, y las técnicas de
verificación de hipótesis.
Entre otras cosas, se ha mostrado la importancia de normalizar la señal de en-
trada. Aunque cada sistema suele desarrollar su propia normalización, dependien-
do del reconocedor, las características utilizadas, o la propia tarea, existen algunas
normalizaciones estándares como la corrección delslope, slanto de la altura, por
poner un ejemplo. Como consecuencia de este estudio se ha desarrollado gran can-
tidad de herramientas de preproceso utilizadas en la actualidad por el grupo de
investigación PRHLT.
A su vez, se ha adaptado el reconocedor automático del habla ATROS para se
utilizado como RATM y se ha modificado para extraer la información necesaria
para realizar adaptación y para ser utilizada para verificación de hipótesis.
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Capítulo 8. Conclusiones y Trabajos Futuros
8.1. Trabajos Futuros
En un futuro próximo, y siguiendo en la misma linea de incrementar la robustez
de la entrada y explotando la similitud entre el RATM y el RAH,se preve:
Estudiar el comportamiento de modelos morfológicos contextuales. Estos
modelos capturan la influencia que ejerce el contexto en la escritura de cada
caracter. Un caracter no se escribe igual en cualquier context , sobre todo el
ataque y la salida del caracter, debido a la inercia del instrumento utilizado
para escribir.
En otra linea, se preve estudiar el comportamiento de modelos morfológicos
emparejados (coupled hmm), de tal manera que se puedan combinar más de
una fuente de información para el reconocimiento del texto.Esto permitirá
construir sistemas de ayuda a la transcripción multimodales que permitan
aprovechar la imagen de texto, y a la vez, la voz del experto enranscripción.
8.2. Publicaciones relacionadas con este trabajo
Se presenta aquí un resumen de las publicaciones que han derivado de el pre-
sente trabajo.
Publicaciones que relacionadas con la tecnología utilizada
1. M.Pastor, F.Casacuberta. Pronunciation Modelling: Automatic Lear-
ning of Finite-State Automata Editorial: Springer. libro:The Integra-
tion of Phonetic Knowledge in Speech Technology (ISBN: 1-4020-
2635-8), Pág: 19, 2004. .
2. A.H.Toselli, M.Pastor, A.Juan, E.Vidal. Spontaneous Handwriting Text
Recognition and Classification Using Finite-State Models.Ed. Springer-
Verlag, Lecture Notes in Computer Science - 0302-9743 X Vol:2, Pág:
7, 2005.
3. V.Alabau, J.M.Benedí, F.Casacuberta, A.Juan, C.D.Martínez-Hinarejos,
M.Pastor, L.Rodríguez, J.A.Sánchez, A.Sanchis, E.Vidal.P ttern Re-
cognition Approaches for Speech Recognition ApplicationsEd: Centre
de Visió per Computador (UAB) Pattern Recognition: Progress Direc-
tions and Applications. Pág: 19, 2006.
4. M.Pastor, A.Sanchis, E.Vidal, F.Casacuberta. EuTrans Prototipo de Tra-
ducción Automática de Voz a Voz. Jorndadas en Tecnología delHabla
I. Actas (ISBN 84-95118-58-0), 2000.
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8.2. Publicaciones relacionadas con este trabajo
5. M.Pastor, A.Sanchis, F.Casacuberta, E.Vidal. EuTrans,Speech-to-
Speech Translator Prototype. 7th European Conference on Speech Com-
munication and Technology. Actas (ISBN 87-90834-10-0), 2001.
6. M.Pastor, A.Sanchis, F.Casacuberta, E.Vidal. Automatic Learning of
Finite-State Automata for Pronunciation Modeling. 7th European Con-
ference on Speech Communication and Technology. Actas (ISBN 87-
90834-10-0), 2001.
Publicaciones relacionadas con el reconocimiento de textomanuscrito
1. M.Pastor, A.Toselli, E.Vidal. Projection profile based algorithm for slant
removal. International Conference on Image Analysis and Recognition.
LNCS 3211 Springer (ISBN 3-540-23223-0), 2004.
2. M.Pastor, A.Toselli, E.Vidal. Writing Speed Normalization for On-Line
Handwritten Text Recognition. International Conference on Document
Analysis and Recognition. 2005.
3. A.Toselli, M.Pastor, A.Juan, E.Vidal, Spontaneous Handwriting Text
Recognition and Classification using Finite-State Models.International
Conference on Image Analysis and Recognition, 2005.
4. V.Romero, M.Pastor, A.H.Toselli, E.Vidal. Criteria forhandwritten off-
line text size normalization. 6th IASTED International Conference on
Visualization, Imaging, and Image Processing, 2005.
5. M.Pastor. A.H.Toselli; V.Romero, E.Vidal. Improving handwritten off-
line text slant correction. 6th IASTED International Conference on Vi-
sualization, Imaging, and Image Processing, 2005.
6. A.H. Tosellli and M. Pastor y E. Vidal. On-Line Handwriting Recogni-
tion System for Tamil Handwritten Characters. 3rd Iberian Conference
on Pattern Recognition and Image Analysis. Lecture Notes inCompu-
ter Science (LNCS). Springer-Verlag. 2007.
7. A. H. Toselli, M. Pastor, V. Romero, A. Juan, E. Vidal, Y F. Casacuber-
ta. Off-line and On-line Continuous Handwritten Text Recognition in
PRHLT Group. En F. Pla, P. Radeva, and J. Vitrià, editors, Pattern Re-
cognition: Progress, Directions and Applications, pages 146- 61. Cen-
tre de Visió perComputador, 2006. ISBN 84-933652-6-2.
Proyecto final de carrera
• Verónica Romero. Mejora de la Normalización de Tamaño de Texto
Manuscrito Off-line. Facultat d’Informàtica de València.2006.
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APÉNDICEA
EJEMPLOS DE SALIDA DEL
VERIFICADOR
En este apéndice se muestran algunos ejemplos reales obtenid s de la salida del
verificador. El código de colores utilizados representa lo siguiente:
Rojo: incorrecta detectada (acierto)
Azul: incorrecta no detectada (error)
Verde: correcta clasificada como incorrecta (error)
Negro: correcta clasificada como correcta (acierto)
A.1. Ejemplos de salida del verificador: corpus ODEC
Umbral escogido:0,9855; TRR:0,5; FRR:0,05
ME GUSTARIA TENER ALGUN BENEFICIO ECONOMICO AL COMUNICAR-
ME CON OTROS TERMINALES DE MOVISTAR DENTRO DE MI MISMA FAMI-
LIA MUJER E HIJAS
ME GUSTARIA QUE TENGOALGUN BENEFICIO ECONOMICO AL COMUNI-
CARME CON OTROS TERMINALES DE MOVISTAREN PRINCIPIODE MOVIS-
TAR ME FAMILIA MUJER ESTA COMPAÑIA
EN LAS TARJETAS DE PREPAGO HAY ALGUNOS MOVILES A LOS QUE
NO_LE FUNCIONA EL SERVICIO DE CONSULTA DE SALDO V 3 6 8 8 POR
QUE MAS INFORMACION
EN LAS TARJETAS DE PREPAGOHAY ALGUNA MOVILES A LA NUEVA
NO_LE FUNCIONA EL SERVICIODE CONSULTA DEAÑO LA RECOMIENDO
CON EL PROBLEMAQUE PRESTANMAS "INFORMACION
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Apéndice A. Ejemplos de salida del verificador
PONER UNA O VARIAS PERSONAS EN ATENCION TELEFONICA QUE TOME
DECISIONES O SE HAGA CARGO DE NUESTRA RECLAMACIONES O QUEJAS
FACTURAS FALLOS
PONER UNAOFERTAVARIAS PERSONAS EN ATENCION TELEFONICA QUE
TENGO MI DECISIONESOFERTASE HAGA CARGO DE NUESTRA RECLAMA-
CIONESOPERARIOQUEJAS FACTURAS FALLOS
INSISTO EN EL COSTE DE LAS LLAMADAS
INSISTOLLEGAN EL LA COSTE DE LAS LLAMADAS
HAY MUCHA PUBLICIDAD ENGAÑOSA EJEMPLO ESTOS PUNTOS YO TEN-
GO QUE CAMBIAR EL MOVIL Y CON PUNTOS Y TODO CUANTO ME CUESTA
HAY MUCHA PUBLICIDAD QUE ENVIAR USARIA ESTOS PUNTOS YO TEN-
GO QUE CAMBIAR EL MOVIL Y CON PUNTOS YTODOSOBRECUANTO ME
ENCUENTRO
DEBERIA TENERSE MUCHA MAS ATENCION CON CLIENTES DE ANTIGÜE-
DAD CONSIDERABLE
DEBERA TENERSEMUCHO MAS ATENCION QUE CON CLIENTES DE ANTI-
GÜEDAD CONSIDERADO
MAS COBERTURA CAMBIO DE MOVIL MAS FACIL CUANDO YA ESTAS DA-
DO DE ALTA Y BAJADA DE PRECIOS EN LAS LLAMADAS
MAS COBERTURA O CAMBIO DE MOVIL MAS FACIL CUANDO YO ESTAS
OFERTASDE ALTA CON ALTA DE PRECIOS EN LASLLAMADO
NO SOLO EL ANTERIORMENTE CITADO
NO SOLOLAS ANTERIORMENTEDIRECCION
SIENDO EL BUZON DE VOZ GRATUITO LAS LLAMADAS REALIZADAS AL
1 2 3 PODRIA IMPLEMENTARSE EL SISTEMA DE QUE FUESE EL SISTEMA
EL QUE HICIESE UNA LLAMADA PARA QUE NO HUBIESE QUE LLAMAR
OBLIGATORIAMENTE
SIENDO EL BUZON DEVOZ GRATUITO LAS LLAMADAS REALIZADAS AL
SERVICIO LOSSERVICIOS QUEPODRIA IMPLEMENTARSE EL SISTEMA DE
QUE FUESE EL SISTEMA ELDETALLE HICIESE UNA LLAMADA PARA QUE
NO ESQUE LLAMAR OBLIGATORIAMENTE
LA INFORMACION RECIBIDA EN FORMA DE MENSAJES CORTOS ES MUY
UTIL Y EFICAZ
LO INFORMACION DETALLADA INFORMA DE MENSAJES CORTOSESTOY
MUY UTIL EFICAZ
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A.1. Ejemplos de salida del verificador: corpus ODEC
YO PERSONALMENTE QUISIERA SABER SI AL TENER MI TELEFONO MO-
VIL YA UN TIEMPO LO PODRIA CAMBIAR SIN COSTE ALGUNO POR SER
CLIENTE HABITUAL
YO PERSONALMENTE QUISIERA SABER SICON ELTENERQUE MOVISTAR
TELEFONO MOVIL YA UN TIEMPO QUE LO POSDATA DEPRISACAMBIAR
SIN COSTE ALGUNO POR SER CLIENTEMOVISTAR
OTRAS COMPAÑIAS MIMAN MAS AL USUARIO LE CAMBIAN LOS TERMI-
NALES GRATUITOS A MI ME LO HAN NEGADO TRES VECES
OTRAS COMPAÑIASCON MAS A NADIE LE CAMBIAN LOS TERMINALES
GRATUITOSCON TELEFONIA ME LO QUE TAMBIEN NO TENER NUMERO
CUMPLE PERFECTAMENTE CON MIS NECESIDADES
CUMPLE PERFECTAMENTE CONLAS NECESIDADES
ESTOY SATISFECHO
ESTOY SATISFECHOCON SU ESPECIE
POR QUE LE DAN MAS FACILIDADES PARA ADQUIRIR UN TERMINAL NUE-
VO A ALGUIEN QUE NO ES CLIENTE DE MOVISTAR
ESTOYPOR QUE LEDA Y MAS FACILIDADES PARA ADQUIRIR UN TERMI-
NAL NUEVO CON ALGUIEN QUE NO ES CLIENTE DE MOVISTAR
ME PARECE BASTANTE CERCANO Y PUNTUAL
ME PARECE BASTANTE CERCANO Y PUNTUAL
LA ATENCION TELEFONICA ES EXCELENTE EN AMABILIDAD Y PESIMA
EN LA RESOLUCION DE PROBLEMAS Y CALIDAD DE LA INFORMACION
APORTADA
LA ATENCION TELEFONICA ES EXCELENTE EN AMABILIDAD Y PESIMA
EN LA RESOLUCION DE PROBLEMAS Y CALIDAD DE LA INFORMACION
APORTADA
LAS NOVEDADES Y PRESTACIONES COMUNICADAS POR MENSAJES COR-
TOS NO LAS VEO DE MUCHA UTILIDAD SALVO CUANDO PERMITEN AHO-
RRO ECONOMICO EN LLAMADAS O ENVIO DE MENSAJES
LAS NOVEDADESQUE YA PRESTACIONES COMUNICADASPORMENSAJES
CORTOS NOLA VEO DE MUCHA UTILIDAD SALVO CUANDO PERMITEN
AHORRO ECONOMICO EN LLAMADASA ENVIO DE MENSAJES
MEJORAR LA COBERTURA EN LA GOMERA CANARIAS
MEJORAR LA COBERTURA EN LA GOMERAGRACIAS
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Apéndice A. Ejemplos de salida del verificador
PRECIOS EXCESIVOS CON RESPECTO A OTROS PAISES
PRECIOS EXCESIVOSINTERESA INFORMACION SOBRE EL PRECIO A
OTROSDAIS EXCESIVO
LA MEJOR MOVISTAR POR COBERTURA
CAMBIO A MOVISTAR A LA COBERTURA
MAYOR COBERTURA EN LAS COMUNICACIONES Y MENOS INTERFEREN-
CIAS
MAYOR COBERTURA ENLLAMADAS POR DELANTE EN LAS COMUNICA-
CIONES YANTIGUOSINTERFERENCIAS
DEBERIAN HACER PAQUETES INDIVIDUALES Y PERSONALIZADOS PARA
LOS CLIENTES INTERESADOS COMO LAS HIPOTECAS BANCARIAS
DEBERIAN SATISFACER PAQUETES INDIVIDUALES COMUNICACIONES Y
PERSONALIZADOSQUE PARA LOS CLIENTES INTERESADOS COMOLLA-
MADAS HIPOTECAS BANCARIAS
OFRECER MOVILES DE ALTA CALIDAD A UN COSTO MAS ASEQUIBLE
INFORMAR MOVILES DE ALTA CALIDAD POR UNO CONMAS ASEQUIBLE
ESTOY CONTENTO CON EL SERVICIO PRESTADO
ESTOY CONTENTO CONOTRO PORSERVICIO PRESTADO
MEJORAR SERVICIO GENERAL COBERTURA CALIDAD SONIDO ATENCION
AL CLIENTE LA UNICA VEZ QUE HE LLAMADO NO CONVENCE EXPLICA-
CION BAJAR TARIFAS
ALGUN SERVICIO GENERAL COBERTURA CALIDAD SONIDO ATENCION AL
CLIENTE LA LINEA ESTEQUE HE LLAMADO UN CLIENTE DEBERIABAJAR
TARIFAS
ENVIAN LOS MENSAJES DE INFORMACION A HORAS INTEMPESTIVAS
COMO LAS 5 A M
ENVIAN LOS MENSAJES DE INFORMACION A HORAS INTEMPESTIVAS
COMO LLAMADAS SERIA MEJOR
DESEO CAMBIAR DE MOVIL A OTRO MAS MODERNO CONSERVANDO EL
NUMERO ACTUAL COMO LO PODRIA HACER
DESEO CAMBIAR DEMOVILINE A OTRO MOVISTAR MODERNO CONSER-
VANDO EL APARTADO ACTUAL SOLO QUELO PODRIA HACER
QUE SE ENTIENDAN MEJOR
QUE SE ENTIENDANNUMERO
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A.2. Ejemplos de salida del verificador: corpus IAMDB
NO ESTARIA MAL LA EDICION DE ALGUN TIPO DE REVISTA
NO ESTARIA CON LA POSICION NIALGUN TIPO DE MENOS
CONSULTA DE LA TARIFICACION POR INTERNET Y CAMBIOS DE TARIFA
ME CONSULTA DE LA TARIFICACION PROMOCIONINTERNET Y CAMBIOS
DE TELEFONO
ME REMITO A LO EXPUESTO EN EL PUNTO 6
ME REMITO A QUELO EXPUESTO EN EL PUNTOSERVICIOS
AL PRINCIPIO MUCHAS FACILIDADES AHORA MES AL SER YA CLIENTE
FIJO
AUMENTAR MEDINA FACILIDADES PARA SATISFACERAL CLIENTE FACTU-
RACION
A.2. Ejemplos de salida del verificador: corpus IAMDB
Umbral escogido:0,9215; TRR:0,58; FRR:0,1
A MOVE TO STOP MR GAITSKELL FROM NOMINATING ANY MORE LABOUR
LIFE PEERS IS TO BE MADE AT A PS TOMORROW .
A HOME TO A MR GAITSKELL FROM WISHING THEY WERELABOUR LIFE
TO BE MADE AT ALL THE LAW IT TOMORROW
MR MICHAEL FOOT HAS PUT DOWN A RESOLUTION ON THE SUBJECT AND
HE IS TO BE BACKED BY MR WILL GRIFFITHS , P FOR MANCHESTER EX-
CHANGE .
I LIKED TO BE PUTDOWN A RESOLUTIONDATA WHICH HE IF HE LIKED IT
MR GRIFFITHSIN MANCHESTERCHANGE
THOUGH THEY MAY GATHER SOME LEFT-WING SUPPORT , A PS ARE LI-
KELY TO TURN DOWN THE FOOT-GRIFFITHS RESOLUTION .
IT IS MY NEW GATHER SOME LEFT-WING SUPPORTA LARGE MAJORITY
OF LABOURIS ARE LIKELY THAT MEN DOWN THE THEATRE TRADITION
MR PS OPPOSED THE GOVERNMENT BILL WHICH BROUGHT LIFE PEERS
INTO EXISTENCE , THEY SHOULD NOT NOW PUT FORWARD NOMINEES .
AND IT IF A FINE USEDON THAT A A BAR AND TO AN END THE GOVERN-
MENT IS MY HAND HE MIGHT IN ONE INTO EVIDENCE CLEAR SHOULD
NOT KNOW AND DIAMOND MINE OR
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Apéndice A. Ejemplos de salida del verificador
SIR ROY’S UNITED FEDERAL PARTY IS BOYCOTTING THE LONDON TALKS
ON THE PROTECTORATE’S FUTURE .
IN MY THIRD FEDERAL PARTY IN BOYCOTTING THE LONDON TALKS ON
THE PROTECTORATE’S FUTURE
"WE WANT TO DISCUSS WHAT TO DO IF THE BRITISH GOVERNMENT GIVES
IN TO SIR ROY AND THE TALKS FALL THROUGH .
WELL TO DISCUSSMY LOOK OF THE BRITISH GOVERNMENT GIVEN IN
THE SIRROY AND THE TALKS FALL THROUGH
MR MACLEOD WENT ON WITH THE CONFERENCE AT LANCASTER HOUSE
DESPITE THE CRISIS WHICH HAD BLOWN UP .
MR MACLEOD WENT ON WITH THE CONFERENCE AT LANCASTER HOUSE
DESPITE THE CRISIS WHICH HADSHOWNUP
HE HAS NOW REVEALED HIS FULL PLANS TO THE AFRICANS AND LIBE-
RALS ATTENDING .
HE HAS NOW REVEALED HIS FULL PLAN TO THE AFRICANS AND LIBE-
RALS ATTENDING
THE CONFERENCE WILL MEET TO DISCUSS THE FUNCTION OF A PROPO-
SED HOUSE OF CHIEFS .
THE CONFERENCE WILLNEED TO DISCUSS THE FUNCTION OF APREPA-
RED TO USECHIEF
DR ADENAUER’S ANSWER IS THE ONCE-AND-FOR-ALL CASH OFFER OF
357MILLION .
ADENAUER’S UP IN THE ONCE-AND-FOR-ALLOUT OF OF SIMILAR
THEY ARE REQUIRED TO SHOW WHY THEY SHOULD NOT BE BOUND OVER
FOR DISTURBING THE PEACE AND FOR INCITING A BREACH OF THE PEA-
CE .
THEY ARE REQUIRED TOSLEEP WHENTHEY SHOULD NOT BE BOUND
OVER FOR DISTURBING THE PEACE AND FOR INCITING A BREACH OF PEA-
CE
THE SUMMONSES SAY THEY ARE "LIKELY TO PERSEVERE IN SUCH UN-
LAWFUL CONDUCT . "
THE USESSAY THEY ARE LIKELY TO PERSEVERE IN SUCH UNLAWFUL
AND ACT
EVERYTHING IS BEING DONE TO PROMOTE A NEW IMAGE .
EVERYTHING IS BEING DONE TO PROMOTE NEW IMAGE
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BUT HE NOW FEELS , IN VIEW OF A CHANGED INTERNATIONAL SITUA-
TION AND ESPECIALLY IN VIEW OF FRESH PROBLEMS FACING THE NEW
AND INDEPENDENT COUNTRIES OF AFRICA , THAT THE TIME IS RIPE TO
HAVE MORE FREQUENT CONSULTATIONS BETWEEN THE UNCOMMITTED
COUNTRIES AND EVEN TO WORK OUT COMMON STANDS ON VARIOUS
PROBLEMS FACING THOSE NATIONS .
BUT HE WAITED IN VIEW OF A CHANGED INTERNATIONAL SITUATION
AND ESPECIALLY IN VIEW OF FRESHPROBLEMFACING THE NEW AND IN-
DEPENDENT COUNTRIES OF AFRICA THAT THE TIME RIPE TO HAVE MORE
FREQUENT CONSULTATIONS BETWEEN THEUNCOMMITTED COUNTRIES
AND EVEN TO WORK OUT COMMONAND ON VARIOUS PROBLEMS FACING
THOSE NATIONS
TWO SUBJECTS , THE CONGO AND ALGERIA , ARE THE MAIN TOPICS OF
THE TALKS IN BELGRADE AND ON BOTH THE TWO LEADERS HAVE IDEN-
TICAL IDEAS .
TWO SUBJECTS THE CONGO AND ALGERIA ARE MAINTOPIC OF THE
TALKS IN BELGRADE AND ON BOTH THE TWO SIDESHOME IDENTICAL
IDEAS
PRINCE SOUVANNA PHOUMA HAS NOT YET REPLIED TO THE MISSION
, BUT RECENT STATEMENTS MADE BY HIM IN PHNOM PENH INDICATE
THAT HE STILL REGARDS HIMSELF AS THE ONLY LEGAL PRIME MINISTER
OF LAOS .
PRINCE SOUVANNA PHOUMA HAS NOT YET REPLIED TO THE MISSION BUT
RECENTSTATEMENTSMADE BY HIM IN PHNOM PENH INDICATE THAT HE
STILL REGARDS HIMSELFAT THE ONLY LEGAL PRIME MINISTER OFLOSS
HIS POLICY OF STRICT NEUTRALITY FROM 1951 TO 1958 KEPT THE KING-
DOM IN PEACE , THOUGH AT THE COST OF VIRTUAL PARTITION OF THE
COUNTRY INTO THE PRO-COMMUNIST NORTH AND THE PRO-WESTERN
CENTRE AND SOUTH .
HIS POLICY OF STRICT NEUTRALITY FROMTOSSKEPT THE KINGDOM IN
PEACE THOUGH AT THE COST OFVERTICAL PARTITION OF THE COUNTRY
INTO THE PRO-COMMUNIST NORTH AND THE PRO-WESTERNCENTREAND
SOUTH
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MEMBERS OF THE CABINET ARE BASING THEIR SPEECHES ON A NEW
CONSERVATIVE BOOKLET CALLED THE RECORD SPEAKS WHICH OUTLI-
NES IN SOME DETAIL THE ACCOMPLISHMENTS OF THE PARTY SINCE IT
CAME TO OFFICE THREE AND A HALF YEARS AGO .
MEMBERS OF THE CABINET AREBEING THE SPEECHESIN A NEW CON-
SERVATIVE BOOKLET COULD RECORD SPEAKSHAD OUTLINES IN SOME
DETAIL HE ACCOMPLISHMENTSFAT PARTY SINCEIT CAME TO OFFERHU-
GE AND HALF YEARS AGO
NEVERTHELESS THERE IS LITTLE ILLUSION IN THE CONSERVATIVE PARTY
THAT THEIR STOCK AT HOME HAS FALLEN IN THE FACE OF HEAVY UNEM-
PLOYMENT AND AN UNCERTAIN ECONOMY .
NEVERTHELESSHERE AN ILLUSION IN THE CONSERVATIVE PARTY THAT
THEIR BOOK AT HOME HAS FALLEN IN THE FACE OF HEAVY UNEMPLOY-
MENT AND AN UNCERTAIN LENGTH
PRESIDENT KENNEDY RENEWED HIS PRESSURE ON MR HAROLD MACMI-
LLAN TO JOIN THE COMMON MARKET DURING THEIR TALKS AT ADMI-
RALTY HOUSE , WHITEHALL , YESTERDAY .
THIS SEEMS TO STAY WITH PEOPLE SEEMTO HAROLD MACMILLAN TO
JOINTHE COMMON MARKET DURING THEIR TALKS AT ADMIRALTY HOU-
SE WHITEHALL YESTERDAY
MUCH OF THEIR THREE HOURS , 20 MINUTES OF DISCUSSION IS BELIEVD
TO HAVE BEEN DEVOTED TO THIS MAIN POINT OF AMERICAN POLICY .
MUCH OF THESETHREE HOURSA MINUTES OF DISCUSSION IS BELIEVED
TO HAVE BEEN DEVOTED TO HIS MAIN POINT OF AMERICAN POLICY
MR KENNEDY TOLD MR MACMILLAN THAT HE STILL WANTED HIM TO
APPLY FOR MEMBERSHIP OF THE COMMON MARKET , EVEN IF IT MEANT
AN UNCONDITIONAL SURRENDER .
HE SENSEDTOLD MR MACMILLAN WHAT HE STILL UNDERHIM TO APPLY
FOR MEMBERSHIP OF THE COMMON MARKET EVEN IF IT MEANTCAN UN-
CONDITIONAL SURRENDER
TREASURY EXPERTS ARE ALREADY WORKING ON THE SCHEME .
TREASURY EXPERTS ARE ALREADY WORKING ON THEHOME
PROFITS OF GENUINE INVESTORS IN INDUSTRY WILL NOT BE AFFECTED ,
BUT ONLY QUICK IN-AND-OUT SPECULATOR DEALS .
PROFITSOFGENUINE INVENTORY INDUSTRY WILL NOT BE AFFECTED
BUT NICK IN-AND-OUT IN THE CENTRE TO DEATH
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THE SMALL ROCKET CRAFT , FOR DESTROYING BIG SHIPS , ARE CONTRO-
LLED AUTOMATICALLY , EVEN TO THE PREPARATIONS FOR LAUNCHING
THEIR ROCKETS .
HE IS WELL ROCKET CRAFT FOR DESTROYINGLOAN SHIPSARE CONTRO-
LLED AUTOMATICALLY GIVEN TO THEPREPARATIONS FORFOUR
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