Cycle consistent adversarial networks (CycleGAN) have shown great success in image style transfer with unpaired datasets. Inspired by this, we investigate emotion style transfer to generate synthetic data, which aims at addressing the data scarcity problem in speech emotion recognition. Specifically, we propose a CycleGAN-based method to transfer feature vectors extracted from a large unlabeled speech corpus into synthetic features representing the given target emotions. We extend the CycleGAN framework with a classification loss which improves the discriminability of the generated data. To show the effectiveness of the proposed method, we present results for speech emotion recognition using the generated feature vectors as (i) augmentation of the training data, and (ii) as standalone training set. Our experimental results reveal that when utilizing synthetic feature vectors, the classification performance improves in within-corpus and cross-corpus evaluation.
Introduction
Automatic speech emotion recognition (SER) is an important and rapidly growing research field with great potential to improve naturalistic voice-based human-computer interfaces. It has been acknowledged that data scarcity is one of the major challenges in this field [1] , which is reflected not only in the lack of large, naturalistic labeled speech corpora, but also by the unbalanced distribution over emotions [2] . To approach both problems, we propose a method based on CycleGANs [3] to generate feature vectors representing a given target emotion. This way, the proportion of emotional categories can be controlled, thus building a large and balanced synthetic dataset.
Generative Adversarial Networks (GANs) [4] have successfully been applied to a variety of computer vision tasks as well as to speech-related applications, such as speech enhancement [5] and voice conversion [6] . Adversarial training schemes have also been used for SER recently. Sahu et al. deployed adversarial auto-encoders [7] to represent emotional speech in compressed feature space while maintaining the discriminability between emotion classes [8] . Chang and Scherer utilized a deep convolutional GAN to learn a discriminative representation of emotional speech in a semi-supervised way [9] . Han et al. proposed a conditional adversarial training framework consisting of two networks trained in an adversarial manner. One learns to predict dimensional representations of emotions, while the other aims at distinguishing between predictions and real labels from the dataset [10] .
Moreover, GANs can also be used for synthetic data generation to improve classification performance. Sahu et al. have shown this by using the reconstructed samples from the adversarial auto-encoder as synthetic training data [8] . In a followup study, they investigated the use of vanilla GAN and conditional GAN for generating high-dimensional (1582-d) feature vectors from a low-dimensional (2-d) space [11] . It was shown that a vanilla GAN cannot achieve convergence and the conditional GAN only converges when it is initialized with pretrained weights and the power of its discriminator is limited. The classification performance has been improved by augmenting the training dataset with synthetic feature vectors. Based on this work, we propose to generate synthetic feature vectors through emotion style transfer.
Previously, emotion style transfer has mainly been researched in the area of speech synthesis [12, 13] . To the best of our knowledge, this paper is the first to investigate emotion style transfer for improving classification performance of SER. The approach is inspired by remarkable recent advances in unsupervised image-to-image translation [3, 14, 15, 16, 17, 18] . All these approaches have in common that a mapping between source and target domain can be learned without paired training data. In this paper, we first introduce our model which adapts CycleGANs to generate synthetic feature vectors with transferred emotions from a large unlabeled speech corpus. Then, we present an analysis of the quality of generated samples, and finally, report results for SER using the generated samples to augment the training dataset. Our contributions are as follows:
• We introduce emotion style transfer for generating synthetic feature vectors for the purpose of classification.
• We propose a novel CycleGAN-based architecture that ensures similarity between real and generated samples on the one hand and provides discriminability among generated samples on the other hand.
• We show that a neural network classifier trained on the combination of real and synthetic feature vectors achieves better classification performance than the classifier trained only on the real feature vectors.
Proposed method

CycleGAN as component
Given a labeled dataset X with N emotion classes, we generate synthetic samples for each emotion i using one CycleGAN. As shown in the left part of Fig. 1 , the CycleGAN establishes a bijective mapping between a source domain S and a target domain Ti, where S is an external unlabeled dataset and Ti represents the samples of emotion i in the labeled dataset X. The two mapping functions Gi and Fi are used for translating from source to target and from target to source, respectively. The adversarial discriminator D The output of the mapping Gi from the source S is the desired synthetic samples Gi(S). Cycle-consistency loss is built between real samples and their corresponding reconstructed samples. The domain classifier C learns to ensure the discriminability between the generated samples.
Gi and D
Similarly, for the generator Fi and the discriminator D 
The generators Gi and Fi try to minimize it while the discriminators D T i and D S i try to maximize it. In addition, a CycleGAN regularizes the adversarial training with a cycle consistency loss. It translates the synthetic target Gi(S) back to the source domain and computes the mean squared error (MSE) between the real source S and reconstruction Fi(Gi(S)). The same is done for Ti and the reconstructed target Gi(Fi(Ti)). Consequently, the total cycle consistency loss is defined as follows:
Discriminability between generated samples
The bijective mapping of CycleGAN ensures similarity between the distribution of real and synthetic data. However, to improve classification performance, we need to learn a generalized distribution from real data samples instead of merely reconstructing the exact same distribution. Therefore, we add a classifier C to discriminate between the generated data of each emotion class, which is displayed in the right part of Fig. 1 . The classification loss can be defined as a softmax cross-entropy loss:
where yi is the label of the target emotion i. The overall loss for our method is defined as
The parameters λ cyc and λ cls are weights for cycle-consistency loss and classification loss, respectively. They affect the similarity of generated feature vectors to real data and the discriminability between emotions. 
Features
We use the openSMILE toolkit [22] for extracting the 'emobase2010' reference feature set for each utterance. It is based on the Interspeech 2010 Paralinguistic Challenge feature set [23] and consists of 1,582 features which are multiple functionals computed from a set of acoustic low level descriptors.
Experiments
Setup
Since there are four emotions to be classified, our model consists of four generators, four discriminators and one classifier. They are all implemented by feed-forward neural networks. Each generator has three hidden layers with 1000, 500, 1000 neurons, respectively. Each discriminator has two hidden layers with 1000 neurons each. The classifier has two hidden layers with 100 neurons each. For all hidden layers Leaky Rectified Linear Units (leaky ReLUs) are used as activation function.
Due to the difficulty for generators to learn a highdimensional distribution, we pre-train each pair of the generators Gi and Fi on their corresponding source and target data for 10k epochs with a learning rate of 0.0002 and a dropout of 0.2. The source data S consists of the full Tedlium corpus in each case, and the target data Ti consists of the particular portion of IEMOCAP annotated with emotion class i.
Initialized with the pre-trained weights for generators, our model is trained for 2k epochs with four parallel CycleGANs which transfer the unlabeled data to each of the target emotions individually. To reduce loss oscillation, the initial learning rate is set to 0.0002 and is linearly decayed every 50 epochs by a factor of 0.8. To balance the generators and discriminators, we update the generators twice and the discriminators once at each iteration. Besides that, we use one-sided label smoothing as introduced by [24] . For both training and pre-training we use Adam optimization [25] and a batch size of 64.
Our experiments are implemented with TensorFlow (v 1.10.0) [26] . In terms of preprocessing, min-max normalization is used for synthetic features generation. For classification we scale the features on each dataset with z-normalization separately, because Zhang et. al. [27] have shown that znormalization yields an improvement over min-max normalization for cross-corpus classification.
Emotion transfer
In this experiment, we test the feasibility of adapting CycleGANs to emotion style transfer in feature space. The main objective is to generate feature vectors that preserve the distribution of the real target samples. We train our CycleGAN framework in two different configurations: (a) without classification loss (we set λ cls = 0 in equation 5), and (b) with classification loss, setting λ cls = 2. For both setups we set λ cyc = 5.
We compare the distribution of the unlabeled source data, the emotional synthetic data and the target data in feature space. Fig. 2 shows for a subset of features that the synthetic and target feature vectors are similar in both mean and standard deviation, which means the source data are transferred to the four emotional categories successfully. To verify what is exemplified in Fig. 2 , we visually inspected the distribution of all 1,582 features and calculated the mean of absolute differences between all feature values from different datasets, presented in Table 1 . For this investigation all features have been normalized using min-max normalization. 
Within-corpus evaluation
In this experiment, we build three feed-forward neural network classifiers which are trained on: (i) only real samples taken from IEMOCAP, (ii) only synthetic features and (iii) the combination of both. We perform leave-one-session-out cross-validation on IEMOCAP to ensure that results are speaker-independent.The hyper-parameters are: 2 hidden layers in each case, for (i): 100 neurons per layer, batch size of 64, dropout of 0.2, learning rate 1e-5, 70 training epochs, for (ii): 200 neurons, batch size 256, dropout 0.5, learning rate 1e-5, 5 epochs, and for (iii): 1000 neurons, batch size 256, dropout 0.5, learning rate 5e-6, 30 epochs. We report unweighted average recall (UAR) as performance measure. Since the neural networks are initialized with random weights, we repeat all experiments five times and report mean and standard deviation of the results. Table 2 shows our results and, for comparison, the results reported by Sahu et. al. [11] for the three experimental settings. It can be seen that the baseline performance without using synthetic data is comparable to [11] . Using the combined dataset (real + syn.), we achieve an improvement over the baseline (a) Baseline without synthetic data.
(b) Synthetic feature vectors generated with classification loss (λ cls = 2).
(c) Synthetic feature vectors generated without classification loss (λ cls = 0). when incorporating the classification loss into the CycleGAN (λ cls = 2). Augmenting the dataset with synthetic features generated without this loss does not yield an improvement. Using only synthetically generated samples as training data, we observe a significantly higher performance on the test set (51.57%) than reported in [11] , which implies that our Cycle-GAN approach generates feature vectors that are closer to the underlying distribution of real data. Interestingly, the UAR for the setting with λ cls = 2 is notably lower than for λ cls = 0. To gain a deeper understanding of the performance differences, we analyzed the prediction errors, shown in Fig. 3a-3c .
It can be seen from the confusion matrices that the predictions and error patterns based on the augmented dataset (real + syn., right-hand sides of Fig. 3b, 3c ) are similar to the baseline (Fig 3a) . For the setting with classification loss (Fig. 3b) , we observe improvements for the three classes angry, happy, sadwhereas the result for sad drops below the baseline in the setting without classification loss (Fig. 3c) .
Substantial differences between those configurations are observed in the predictions when using only synthetic data as train set (left-hand sides of Fig. 3b, 3c ). For λ cls = 2, the model appears to have a strong bias towards the classes angry and sad, given the high proportions of incorrect predictions of those two classes. For λ cls = 0, the proportions of samples wrongly predicted as sad and angry, respectively, are also high, but Fig. 3c presents a more balanced confusion matrix for synthetic samples overall. The total UAR of 51.57% is higher than for λ cls = 2 and the bias towards sad and angry not as severe. These findings show that the proposed classification loss in our CycleGAN framework can in fact improve classification results (for real + syn.), but could potentially introduce a bias towards certain categories. In addition, we have recognized a strong overfitting problem when training only on synthetically generated feature vectors.
Cross-corpus evaluation
To investigate whether the generated synthetic samples are useful when applying a model to another, unseen dataset, we perform cross-corpus evaluation in the same three setups as described in section 4.3, using MSP-IMPROV as test set. We take 30% of the samples as development set for hyper-parameter tuning and the remaining 70% as test set, keeping class proportions equal in both sets. For (ii) Syn. and (iii) Real + syn., the following hyper-parameters differ from the within-corpus setup: 200 neurons per layer, dropout of 0.8, learning rate of 1e-5 and 20 training epochs for both setups. The high dropout rate appears to be necessary because of the overfitting problem with synthetic samples. The results in Table 3 exhibit similar characteristics as the results for within-corpus evaluation. They show that the addition of synthetically generated training samples can improve classification performance for data which was not involved in CycleGAN training. When using only synthetic training samples, the UAR for λ cls = 2 is higher than for λ cls = 0, suggesting that the introduced classification loss is beneficial for cross-domain scenarios.
Conclusion
Data augmentation via generative adversarial networks is a relevant topic for SER. In contrast to previous methods which generate synthetic feature vectors from a low-dimensional space, we propose a CycleGAN-based method to transfer unlabeled data into different target emotions. Our experiments have shown a considerable similarity between the distribution of synthetic and target feature vectors. Furthermore, we introduced a classification loss to the network architecture to enable the synthetic samples to be distinguishable. Experiments on IEMO-CAP and MSP-IMPROV have shown improvements in classification performance over previous methods when training on synthetic features as well as on the combination of real and synthetic samples. However, we also see a bias towards certain categories in the synthetic data and overfitting when training only on these samples. These problems need to be solved in future work, possible directions are varying the weight λ cls to find the optimal balance between similarity and discriminability as well as utilizing several speech emotion corpora as target data for CycleGAN training.
