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N ′ spezifische Lautheit,
pD Trommelfellschalldruck,
ri Mikrophonkoordinaten,
r(t) Ru¨ckgewinnungsrate (Nervenzellenmodell),
s(t) Raumimpulsantwort,
t Zeit,
u(t) Stereociliaverschiebung,
w(t) Basilarmembran Auslenkung,
X, Y, Z Spiegelschallquellenkoordinaten,
x(t) Eingangsgro¨ße Nichtlinearita¨t, zeitl. Adaptionsmodell,
x(t) Wiederaufbereitungsrate (Nervenzellenmodell),
y(x) Ausgangsgro¨ße Nichtlinearita¨t, zeitl. Adaptionsmodell,
y(t) Produktionsrate (Nervenzellenmodell),
z Tonheit,
iv Schreibweisen, Symbole und Abku¨rzungen
griechische Symbole
α Nullstellenverschiebung,
γint interaurale Phasenfunktion,
ξs Steigbu¨gelauslenkung ,
σ Differenzfunktion Richtcharakteristik (Mikrophonarray),
τ Zeitkonstante fu¨r Filter oder Latenzen zweier Signale
τij Reflexionslatenz zweier Mikrophonsignale
ϕij Kreuzkorrelationsfunktion zweier Mikrophonsignale
Ψ inhibierte gleitende Kreuzkorrelationsfunktion
φ azimuthaler Schalleinfallswinkel
Φ Azimuth
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∆ Elevation
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ACS Aperiodic Complementary Sets
AI Articulation Index
AKF (Aperiodische) Autokorrelationsfunktion
ASW Auditory Source Width
BILD Binaural Intelligibility Level Differenz
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CTF Cochlea Transfer Funktion
CTC Cross Talk Cancellation (U¨bersprechkompensation)
ERB Equivalent Rectangular Bandwidth
HRTF Head Related Transfer Function
HRIR Head Related Impuls Response
HSR High Spontaneous Rate
IACC Interaural Cross Correlation Coefficient
IACF Interaural Cross Correlation Function
JND Just Notable Difference
KKF Kreuzkorrelationsfunktion (aperiodische)
LEV Listener Envelopment
LTI Linear Time Invariant
LSR Low Spontaneous Rate
MF Merit Faktor
MLS Maximum Length Sequences
MSR Medium Spontaneous Rate
N0S0-Signal Bin. Rauschsignal 0
◦-Phasenversatz + Sinussignal 0◦-Phasenversatz
N0Spi-Signal Bin. Rauschsignal 0
◦-Phasenversatz + Sinussignal 180◦-Phasenversatz
PAKF (Perodische) Autokorrelationsfunktion
PET Peripheral Ear Transduction
ROEX Rounded Exponential
STI Speech Transmission Index
VS Virtuelle Schallquellen
1Kapitel 1
Einleitung
Dem Architekten oder Akustiker fu¨r die Planung eines Saales verla¨ßliche Hinweise im
Hinblick auf die Qualita¨t der zu erwartenden Akustik zu geben, ist Teil raumakustischer
Forschung und Untersuchungen. Diese einfach klingende Aufgabe ist jedoch, bei genau-
en Hinsehen, durchaus komplex, da hierzu viele Faktoren, die auf unterschiedliche Weise
zusammen- und zum Teil auch entgegenwirken, beru¨cksichtigt werden mu¨ssen. Weiter ist
das menschliche Ohr mit dem dahinter liegenden Geho¨rsinn der Maßstab zur Beurteilung
eines Raumschallfeldes. Die Tatsache, daß es sich beim Geho¨r um ein komplexes Gebilde
handelt, dessen einzelne Teile und deren Funktion im nachrichtentechnischen Sinne immer
noch nicht bis ins letzte Detail verstanden sind, erschwert das Problem zusa¨tzlich. Sieht
man von der Tatsache ab, daß bei der Urteilsbildung u¨ber die Gu¨te eines Konzertsaa-
les mehr als nur die akustischen Kriterien eine Rolle spielen, so entscheiden auch noch
perso¨nliche Pra¨ferenzen, wie die Akustik des Saales beurteilt wird. Die Anzahl der ent-
scheidenden Faktoren, welche zur Beurteilung eines Raumes herangezogen werden, ha¨ngt
zudem stark von der geplanten Nutzung des Raumes ab.
Fu¨r den Akustiker bleibt zuna¨chst die Frage nach den Worten oder Attributen, mit denen
sich diese Faktoren beschreiben lassen, die die Akustik eines Saales treffend charakteri-
sieren. Weiter bleibt die Frage nach der Anzahl dieser Faktoren. Ist ein solcher Faktor
gefunden, muß fu¨r die Erstellung eines objektiven Meßverfahrens noch eine physikalisch
meßbare Gro¨ße gefunden werden, welche mit diesem Faktor gut korreliert. Anhand eines
solchen raumakustischen Parameters kann die Akustik verschiedener Sa¨le miteinander
verglichen werden. Der Vergleich mit Werten von Ra¨umen mit anerkannt guter Akustik
gibt Hinweise fu¨r die Planung des Saales.
Fu¨r den Fall eines Raumes, der fu¨r Sprachdarbietungen genutzt werden soll, vereinfacht
sich diese Aufgabe, da hier die Sprachversta¨ndlichkeit als das entscheidende Kriterium
herangezogen werden kann. Hierfu¨r wurde mit dem Articulation Index in [Kryter 62a],
[Kryter 62b], [French & Steinberg 47], [Beranek 47] ein Maß gefunden, das mit den Er-
gebnissen von Sprachversta¨ndlichkeitstest hoch korreliert. Die Vorhersage der Sprachver-
sta¨ndlichkeit in Ra¨umen konnte unter Miteinbeziehung des dort entstehenden Halls und
der damit verbundenen Verdeckung von Silben durch Messung des Speech Transmission
Index (STI ) [Houtgast & Steeneken 73], [Steeneken & Houtgast 80], [Houtgast et al. 80]
noch verbessert werden [Jacob 89], [Bradley 98]. Ist eine hinreichende Sprachversta¨ndlich-
keit gegeben, kann der Raum die an ihn gesetzten Bedingungen aus akustischer Sicht er-
fu¨llen. Dennoch konnte gezeigt werden [Krebber 95], [Krebber & Becker 95], daß zu einer
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umfassenden Beurteilung der Sprachwiedergabequalita¨t eines Systemes auch die Lautheit
und die spektrale Zusammensetzung der dargebotenen Sprache und der Signalabstand
zum Hintergrundgera¨usch eine wichtige Rolle spielen. Auch wenn die dort getroffenen
Aussagen fu¨r Telephonsysteme gelten, so la¨ßt sich ihre Gu¨ltigkeit doch im weiteren Sinne
auf Ra¨ume fu¨r Sprachdarbietungen u¨bertragen, denn auch dort ist eine Verzerrung der
Stimme oder ein zu leiser Sprecher unerwu¨nscht.
Doch welche und wieviele Faktoren sind bei Musikdarbeitungen fu¨r die Beurteilung der
Raumakustik entscheidend?
Anfang bis Mitte der 70er Jahre gab es zahlreiche Untersuchungen, die diese Fra-
ge zum zentralen Thema hatten [Hawkes & Douglas 71], [Gottlob 73], [Siebrasse 73],
[Wilkens 75], [Lehmann 76], [Wettschureck 76]. Mittels Zuho¨rerbefragung und anschlie-
ßender Korrelations- und Faktorenanalyse konnte die Anzahl der Faktoren bestimmt wer-
den. Aus einem Pool von Wortgegensatzpaaren konnten diejenigen extrahiert werden,
bei denen die von ihnen aufgespannte Skala und das subjektive Urteil der Zuho¨rer fu¨r
Musikdarbietungen in besonderem Maße korrelieren.
Eine Liste mit subjektiven Attributen zur Beschreibung und Klassifizierung der Akustik
von Konzertsa¨len ist bei Beranek zu finden [Beranek 62], [Beranek 96]. Dort ist auch ein
Katalog u¨ber die Akustik bekannter Konzertsa¨le mitsamt der meßbaren raumakustischen
Parameter abgelegt.
Mit Hilfe eines von dieser Liste abgeleiteten Fragebogens mit 16 Wortgegensatzpaaren
wurden Untersuchungen nach der Anzahl und Wichtigkeit der verschiedenen Faktoren ge-
macht [Hawkes & Douglas 71]. Hierzu wurde zuna¨chst ein Konzertsaal, die Royal Festival
Hall in London, und danach noch weitere drei Sa¨le auf verschiedenen Pla¨tzen wa¨hrend
mehrerer Konzertdarbietungen untersucht. Die Autoren kommen zu dem Urteil, daß die
Anzahl der Faktoren, je nach dargebotenem Musikmaterial und der Wahl der Sitzpositi-
on, zwischen 6 und 4 schwanken. Weiter vera¨ndern sich in dieser Untersuchung auch die
Abha¨ngigkeiten der dargeboten Faktoren abha¨ngig von den zu beurteilenden Ra¨umen.
Als wichtigste Faktoren ergeben sich hier1:
1. resonance (Reverberance),
2. definition,
3. intimacy
Wenn auch die anschließende Zuordnung der gefundenen Faktoren zu raumakustischen
Parametern aufgrund der geringen Korrelation nicht sehr aussagekra¨ftig ist, so ist eine
zentrale Aussage dieser Untersuchung darin zu sehen, daß fu¨r eine Beurteilung der Raum-
akustik bei Musikdarbietungen mehrere unabha¨ngige Faktoren herangezogen werden.
1Psychoakustische Faktoren und die sie beschreibenden Worte sind im Kontext zur Sprache in der sie
ermittelt wurden zu sehen. Um die Bedeutung der Ausdru¨cke nicht zu verfa¨lschen, wurden sie daher
nicht u¨bersetzt. Die genaue Definition ist bei [Beranek 62] zu finden.
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In der Go¨ttinger Studie [Gottlob 73], [Siebrasse 73] wurde erstmalig mit binauralen Auf-
nahmen gearbeitet. Durch die Wiedergabe der Aufnahmen mittels U¨bersprechkompensa-
tion in einem reflexionsarmen Raum konnten die Aufnahmen verschiedener Konzertsa¨le im
A-B-Vergleich direkt miteinander verglichen werden. Die alleinige Frage nach der bevor-
zugten Schallsituation mit dem nachfolgenden mathematischen Auswerteverfahren, das
der multidimensionalen Skalierung a¨hnlich ist, gestattet die Bestimmung der Anzahl von
Beurteilungskriterien, ohne gezielt mit Wortgegensatzpaaren nach einem Eindruck zu fra-
gen. Dieses Verfahren hat somit den Vorteil, daß sein Ergebnis unabha¨ngig von einem
vorher erstellten Fragenkatalog ist. In dieser Untersuchung wurden 4 unabha¨ngige Fakto-
ren gefunden, von denen aber nur einer von allen Versuchspersonen gleich beurteilt wird,
die anderen zum Teil in entgegengesetzter Weise zum Gesamturteil beitragen. Dieses Er-
gebnis unterstreicht die Aussage, daß bei der Beurteilung von Raumschallfeldern auch
perso¨nliche Vorzu¨ge ein Rolle spielen.
Eine Zuordnung der signifikanten Faktoren zu physikalisch meßbaren Gro¨ßen ergab eine
hohe Korrelation zu zwei Quotienten. Zum einem dem Quotienten aus fru¨h und spa¨t ein-
treffender Schallenergie, der Deutlichkeit, wobei die zeitliche Trennung zwischen fru¨h und
spa¨t eintreffender Energie zwischen 50 ms - 100 ms festgelegt wurde, und zum anderen dem
Quotienten aus fru¨her nichtlateral eintreffender Energie zur gesamten fru¨h eintreffenden
Energie.
Da die Wiedergabelautsta¨rken so eingestellt wurden, daß alle Aufnahmen als subjektiv
gleichlaut empfunden wurden, fa¨llt die Lautsta¨rke aus dieser Untersuchung als Faktor
heraus. Die Autoren selber weisen jedoch daraufhin, daß es bei geringfu¨gigen Lautsta¨rke-
unterschieden zu einer Bevorzugung der lauteren Situation kommt.
Diese Ergebnisse wurden in einer weiteren Untersuchung, der Berliner Studie [Wilkens 75],
[Lehmann 76] besta¨tigt und pra¨zisiert. In dieser Studie wurde die Zahl der fu¨r die Beurtei-
lung von Raumschallfeldern entscheidenden Aspekte auf drei reduziert. Diese drei Aspekte
werden dort folgendermaßen benannt:
1. Empfindung des Sta¨rkegrades der Ausdehnung der Schallquelle,
2. Empfindung der Deutlichkeit des Gesamtklanges,
3. Beurteilung des Gesamtklanges bezu¨glich der Klangfarbe.
Hier konnten durch Korrelationsanalyse den Beurteilungsaspekten wiederum objektive
Meßwerte zugeordnet werden [Lehmann 76]. Auch wenn bei diesen Untersuchungen der
Schalldruckpegel oder die Lautheit wie bei [Krebber 95] nicht direkt als ein Kriterium zur
Untersuchung des Systems, in diesem Fall der Akustik des Raumes, angefu¨hrt wird, so
wird auch hier gesagt, daß die korrekte Wiedergabelautsta¨rke wichtig fu¨r die Beurteilung
des Raumschallfeldes ist. Sie beeinflußt somit in indirekter Weise das Urteil.
In einer neueren Untersuchung von [Barron 88] wurde geu¨bten Zuho¨rern ein verku¨rzter
Fragebogen mit neun Wortgegensatzpaaren zur Beurteilung von 11 Konzertsa¨len ange-
boten. Es ergaben sich drei Faktoren, die signifikant zum akustischen Gesamteindruck
beitragen. Zwei von diesen drei Faktoren sind zudem voneinander unabha¨ngig. Der Zu-
sammenhang der Beurteilungsfaktoren ist in Bild 1.1 festgehalten.
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Abb. 1.1: Venn-Diagramm nach [Barron 88] mit korrelierenden subjektiven Eindru¨cken.
Auch hier ist wieder eine Aufspaltung in zwei Gruppen unterschiedlichen Geschmacks
zu finden. Wa¨hrend die eine Gruppe den Faktor Envelopment bevorzugt, wird von der
anderen Gruppe das Kriterium Intimacy als wichtiger fu¨r die Beurteilung eines Raumes
angesehen. In dieser Untersuchung wird die Lautsta¨rke als ein Kriterium angesehen, wel-
ches indirekt durch den Faktor zur Intimacy zum Gesamturteil beitra¨gt. Als physikalisch
meßbare Gro¨ßen wurden hier der Schalldruckpegel (korrelierend zur Lautsta¨rke und Inti-
macy), die Early Decay Time (korrelierend zum Faktor Reverberance) und eine zusam-
mengesetzte Gro¨ße aus Seitenschallgrad und Schalldruckpegel (korrelierend zum Faktor
Envelopment) gefunden.
Faßt man die Fu¨lle der Untersuchungen zusammen, so stellt man fest, daß die Lautheit
oder der Schalldruckpegel in direkter und indirekter Weise die Beurteilung von Raum-
schallfeldern beeinflußt. Weiter sind Gro¨ßen, die ra¨umliche Aspekte des Schallfeldes be-
schreiben, in der Liste der Faktoren zu finden. Von diesen Faktoren ist wiederum ein
Faktor (Intimacy, Sta¨rkegrad oder Ausdehnung der Schallquelle) der Schallquelle direkt
zugeordnet, wa¨hrend der andere zumeist die Raumerfu¨llung oder den einhu¨llenden Cha-
rakter (Envelopment) des Schallfeldes beurteilt.
In der neueren Literatur haben diese beiden ra¨umlichen Faktoren durch die Begriffe
ASW (Auditory Source Width) und LEV (Listener Envelopment) zunehmend Verbrei-
tung gefunden [Bodden 98], [Bradley & Soulodre 95a], [Griesinger 97], [Griesinger 99],
[Morimoto & Iida 95], [Morimoto & Iida 98]. Der Fachausschuß Elektroakustik der Nach-
richtentechnischen Gesellschaft definiert diese beiden Faktoren mit den Begriffen Ra¨um-
lichkeit und Raumeindruck [Kuhl 77]. Diese beiden Begriffe verbildlichen den entstehen-
den Klangeindruck leider schlechter als die englischen und sind zudem sehr leicht ver-
wechselbar. Da daru¨ber hinaus der Begriff Auditory Source Width schon 1968 erstmalig
bei Keet Erwa¨hnung findet, wird auch hier auf die Verwendung der deutschen Begriffe
verzichtet [Keet 68], [Keet 69].
Einleitung 5
Als Meßverfahren fu¨r diese Faktoren werden zumeist Gro¨ßen vorgeschlagen, die den Sei-
tenschallgrad oder das Maximum der interauralen Kreuzkorrelationsfunktion als einen
Teil beinhalten [Damaske & Ando 72]. Beide Gro¨ßen lassen sich na¨herungweise ineinan-
der u¨berfu¨hren [Kuttruff 91], so daß in beiden Fa¨llen verwandte Meßgro¨ßen verwendet
werden. Griesingern schla¨gt als objektives Meßverfahren fu¨r die Ermittlung der ra¨um-
lichen Faktoren der Schallfeldbeurteilung die Bestimmung der binauralen Zeit- und Pe-
geldifferenzen vor. Durch Auswertung der Schwankung dieser Gro¨ßen konnte eine hohe
Korrelation mit den Gro¨ßen ASW und LEV hergestellt werden.
Die Anwendung einer Kreuzkorrelationsfunktion [Lu¨ke 99] zwischen linkem und rech-
tem Ohrsignal zur Messung der ra¨umlichen Komponenten eines Schallfeldes ist dabei
der Natur quasi abgeschaut. Ende der 40er und Anfang der 50er Jahre wurden die er-
sten nachrichtentechnischen Modelle entwickelt, welche die Funktionsweise des Geho¨r-
sinns bei der Lokalisation von Schallquellen in der Horizontalebene erkla¨ren [Jeffress 48],
[Licklider 51]. Die Erweiterung dieser Mechanismen durch excitatorische und inhibitori-
sche Zweige [Kohlrausch 84] [Lindemann 85] fu¨hrte zu Geho¨rmodellen, die auch in komple-
xen Schallsituationen wie Schallfeldern mit mehreren Schallquellen in halliger Umgebung
brauchbare Ergebnisse liefern [Bodden 92] [Breebaart et al. 98b].
Die Einfu¨hrung der oben bereits erwa¨hnten Lautheit [Zwicker 58], [Paulus & Zwicker 72],
[Zwicker & Fastl 90] als empfindungsbezogene Gro¨ße gegenu¨ber dem Schalldruckpegel als
physikalische Meßgro¨ße fu¨hrte zur Entwicklung von geho¨rbezogenen Algorithmen und zu
einem weiteren Versta¨ndnis der Signalverarbeitungsvorga¨nge im Geho¨r. Ist die Berech-
nung stationa¨rer monauraler Lautheiten seit langem Standard [DIN 45631], so ist die
Berechnung der Lautheit nichtstationa¨rer, binauraler Signale immer noch Ziel der For-
schung [Chouard 97], [Bunse 99]. Weitere Modelle zur Ermittlung empfindungsbezogener
Gro¨ßen wie Scha¨rfe und Rauhigkeit wurden entworfen [Aures 84], [Sottek 93], [Dau 96].
Die Entwicklung dieser Geho¨rmodelle macht eine Anwendung zur geho¨rbezogen Beurtei-
lung von Schallfeldern in Sa¨len mo¨glich. Die Lautheit am Empfangsort, eine bei der allei-
nigen Berechnung von raumakustischen Parametern meist gering beachtete Gro¨ße, kann
als eine Komponente geho¨rrichtig ausgewertet werden. Weiter ko¨nnen Geho¨rmodelle zur
Lokalisation von Schallquellen [Gaik 90], [Wolf 91] dahingehend modifiziert werden, daß
sie zur Beurteilung von ASW und LEV eingesetzt werden ko¨nnen. Dabei ko¨nnen Werte
a¨hnlich dem STI aus den Ausga¨ngen von Modellen mit Modulationsfilterba¨nken [Dau 96]
mit vorgeschalteter peripherer geho¨rbezogener Bandpaßfilterbank [Patterson 76] gewon-
nen werden. Die zeitlichen Integrationskonstanten des Geho¨rs, die bei der Bestimmung
raumakustischer Parameter durch Quotienten aus fru¨h eintreffender Energie und spa¨-
tem Nachhall beru¨cksichtigt werden [Ho¨hne & Schroth 95], werden dabei in den Modellen
durch Zeitkonstanten verschiedener Tiefpa¨sse beru¨cksichtigt [Pu¨schel 88], [Mu¨nkner 93].
U¨ber die Auswertung solcher binauraler Schallmuster [Blauert 97] kann wiederum eine
Analyse der zur Beurteilung von Raumschallfeldern entscheidenden Faktoren erfolgen.
Eingangsdaten fu¨r solche Geho¨rmodelle sind zumeist binaural aufgezeichnete Rausch-,
Sprach-, Musiksignale oder Sinusto¨ne. Es ko¨nnen die zeitlichen, ra¨umlichen und spek-
tralen Auflo¨sungsfa¨higkeiten des menschlichen Geho¨res beru¨cksichtigt werden, wodurch
eine U¨berinterpretation zwar physikalischer meßbarer, geho¨rbezogen aber nicht unter-
scheidbarer Schallfeldmerkmale vermieden wird. Diese binauralen Geho¨rmodelle sollten
also die gleichen Detektionsfa¨higkeiten haben wie das menschliche Geho¨r. Dabei ist die
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Leistung des Geho¨rs im Bezug auf die Frequenzzeitauflo¨sung nur schwer zu erreichen
[Sottek 93]. Auch im Bereich der kognitiven Fa¨higkeiten ist eine Anna¨herung an die Lei-
stungen des menschlichen Geda¨chtnisses durch neuronale Netze nur schwerlich mo¨glich
[Dau & Pu¨schel 92].
Doch auch wenn der Einsatz von binauralen Meß- bzw. Aufnahmesystemen fu¨r eine ge-
ho¨rgerechte Schallfeldaufzeichnung unerla¨ßlich ist, so ist er fu¨r eine mehrdimensionale
physikalische Analyse der Raumschallfelder, wie bei [Becker & Sapp 98] gezeigt werden
konnte, nur begrenzt sinnvoll. Unterschiede in der Bauform von verschiedenen Kunstko¨p-
fen fu¨hren zudem zu deutlich unterschiedlichen Meßergebnissen, was den Ergebnissen von
Kapitel 3 entnommen werden kann.
Fu¨r die Untersuchung eines Raumschallfeldes im Hinblick auf die Ho¨rsamkeit dieses betref-
fenenden Saales ist eine ra¨umliche Zerlegung seines Schallfeldes u¨ber der Zeitachse nach
einer Impulsanregung von großem Nutzen. Die genaue Kenntnis der Einfallsrichtung oder
besser noch des genauen Entstehungsortes der zu verschiedenen Zeiten am Empfangsort
eintreffenden Reflexionen bietet die Mo¨glichkeit der gezielten Einflußnahme und Gestal-
tung des Schallfeldes im Hinblick auf seine ra¨umlichen, spektralen und zeitlichen Faktoren
bei der Schallfeldwahrnehmung. Eine Analyse mittels Laufzeitdifferenzen ist jedoch mit
einem binauralen Meßsystem nicht mo¨glich, da lediglich zwei Empfa¨nger auf einer Ach-
se zur Richtungsdetektion zur Verfu¨gung stehen und damit quasi nur einen Peilstrahl
festlegen. Eine Analyse in vertikaler Richtung, sowie eine Vorne-Hinten-Unterscheidung
ist somit nur durch Auswertung der linearen Verzerrungen, welche am Beugungsko¨rper
Kopf/Rumpf entstehen, mo¨glich. Auch wenn oft gesagt wird, daß die vertikale Anordnung
von Reflexionen oder Schallfeldkomponenten fu¨r das akustische Ra¨umlichkeitsempfinden
in einem Konzertsaal eine untergeordnete Rolle spielt, so ist sie doch fu¨r die physikali-
sche Schallfeldanalyse und fu¨r ein besseres Versta¨ndnis der akustischen Vorga¨nge in einem
Raum von Nutzen.
Fu¨r eine gezielte Analyse des Schallfeldes in drei Raumrichtungen mittels Laufzeitun-
terschieden bedarf es einer Mikrophonanordnung mit jeweils zwei Mikrophonen fu¨r jede
Raumrichtung, wobei Mikrophone doppelt verwendet werden ko¨nnen, so daß mindestens
vier erforderlich sind.
Ziele der Arbeit und U¨bersicht
Die vorliegende Arbeit bescha¨ftigt sich mit der Untersuchung neuer Meßverfahren und
der Entwicklung neuer Analysealgorithmen zur Quantifizierung der Schallfelder in Sa¨len.
Stehen im ersten Teil der Arbeit (Kapitel 2, 3) die phyikalisch meßbaren Gro¨ßen mit der
Mo¨glichkeit ihrer Erfassung und der Vereinfachung ga¨ngiger Meßverfahren durch Kombi-
nation verschiedener Verfahren im Vordergrund, so widmet sich der zweite Teil der Arbeit
(Kapitel 4) der ra¨umlich geho¨rbezogenen Analyse von Raumschallfeldern. Dabei wird ins-
besondere Wert auf die Gro¨ßen ASW und LEV gelegt. In Anbetracht der Abha¨ngigkeit
dieser Gro¨ßen von der Lautheit der Schallquelle am Empfangsort wird der Einsatz von
Geho¨rmodellen zur Bestimmung dieser Gro¨ßen diskutiert.
In Kapitel 2 wird ein Verfahren zur ra¨umlichen Analyse von Schallfeldern in Sa¨len mit-
tels Mikrophonarrays untersucht. Der erste Teil des Kapitels ist dem Thema der Korre-
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lationsmeßtechnik gewidmet, da sie die Grundlage zur Meßwerterfassung in der Raum-
akustik darstellt. Insbesondere auf den Einfluß von Zeitvarianzen auf verschiedene Meß-
signale wird hier eingegangen. Im Anschluß an diesen Teil wird ein erweiterter Analy-
sealgorithmus, bei dem die Ermittlung der Einfallsrichtung maßgeblicher Reflexionen im
Vordergrund steht, erla¨utert. Fu¨r die ra¨umliche und zeitliche Zerlegung der Raumimpul-
santwort in Spiegelschallquellen wird ein Korrelationsalgorithmus mit nachgeschaltetem
Sortieralgorithmus vorgeschlagen. Der so entstandene Detektionsalgorithmus wird mittels
Raumimpulsantworten, welche durch hybride Raumsimulationsverfahren und Messungen
in Quaderra¨umen erzeugt wurden, u¨berpru¨ft. Die Analyseergebnisse fu¨r verschiedene Ra¨u-
me werden diskutiert. Auf den Einsatz raumakustischer Simulationsalgorithmen zur Er-
ga¨nzung der Spiegelschallquellenanalyse durch Miteinbeziehung der Raumgeometrie wird
am Ende des Kapitels eingegangen.
Kapitel 3 befaßt sich mit dem Einsatz von Mikrophonarrays zur Ermittlung kopfbezo-
gener binauraler Raumimpulsantworten. Ein Verfahren zur Anpassung der Geometrie des
Arrays an die gemessenen Außenohru¨bertragungfunktionen der Horizontalebene oder der
ganzen Spha¨re wird vorgestellt. Dabei ko¨nnen Unterschiede zwischen den U¨bertragungs-
funktionen von Kopf und Sonde aufgrund des iterativen Algorithmus durch Hinzufu¨gen
weiterer Mikrophone in das Array verringert werden.
Die Ergebnisse der Anpassung der Arrays an die U¨bertragungsfunktionen verschiedener
Kunstko¨pfe werden pra¨sentiert. Anhand von Lokalisationsho¨rversuchen wird die Qualita¨t
solcher mittels Mikrophonarray erstellter Aufnahmen insbesondere im Hinblick auf ihre
ra¨umlichen Komponenten mit der von Kunstkopfaufnahmen verglichen. Kopfbezogene
raumakustische Parameter von Sondenmessungen werden denen von Kunstkopfmessungen
fu¨r drei verschiedene Kunstko¨pfe gegenu¨ber gestellt.
Im Anschluß an diese meßtechnischen Betrachtungen werden im zweiten Teil der Arbeit
die in der Psychoakustik gewonnen Kenntnisse von Geho¨rmodellen auf Geho¨rmodelle fu¨r
die Analyse von Schallfeldern in Sa¨len transferiert. Dazu wird inKapitel 4 ausgehend von
Kunstkopfaufnahmen, bei welchen die Außenohru¨bertragungseigenschaften eines Kopfes
geho¨rrichtig beru¨cksichtigt werden [Genuit 84], u¨ber die Eigenschaften des Mittelohres
auf die fu¨r die geho¨rbezogene Schallfeldanalyse wichtigen Eigenschaften des Innenohres
eingegangen.
Auf die U¨bertragungseigenschaften der Basilarmembran und die Adaptionsprozesse der
Nervenzellen im Geho¨r, wodurch die Umsetzung der mechanischen Wellen in elektrische
Impulse erfolgt, wird in Abschnitt 4.1 na¨her eingegangen. Eine Verifikation des Modells
der peripheren Einheit wird dann anhand von Lautheitsberechnungen in Abschnitt 4.3
vorgenommen. Diese Ergebnisse monauraler Berechnungen werden um binaurale Betrach-
tungen erweitert und mit Resultaten binauraler Ho¨rversuche verglichen.
Grundsa¨tzliche Verfahren zur geho¨rspezifischen ra¨umlichen Schallfelderfassung werden in
Abschnitt 4.2 diskutiert. Ausgehend von einem modifizierten kopfbezogenen Koordi-
natensystem werden aus den Prinzipien des Richtungsho¨rens Konsequenzen fu¨r binaurale
Geho¨rmodelle abgeleitet. Es werden die Einflu¨ße des Antransportorgans Ohr auf die Loka-
lisationsleistung unseres Geho¨rsinns betrachtet. Verschiedene Verknu¨pfungsmechanismen
von Signalen des linken und des rechten Ohres werden vorgestellt und deren Auswirkungen
auf die Schallquellenortung diskutiert.
8 Einleitung
Umfangreiche Ho¨rversuchsanordnungen zur Bestimmung der geho¨rbezogenen ra¨umlichen
Faktoren ASW und LEV einer Schallquelle in einem Saal werden vorgestellt. Mittels eines
Signalprozessorsystems, welches Echtzeitverarbeitung von Signalen zula¨ßt, ist eine Modi-
fikation der ra¨umlichen Komponenten eines Referenzschallfeldes wa¨hrend des Ho¨rversu-
ches mo¨glich. Anhand des Vergleiches von Referenzschallfeldern mit den zu beurteilenden
Schallfeldern wird eine Messung der Gro¨ßen ASW und LEV vorgenommen. Das Kon-
zept eines akustischen Zeigers wird in Abschnitt 4.4 eingefu¨hrt und fu¨r die Ho¨rversuche
erfolgreich umgesetzt.
In Abschnitt 4.4 wird auf die Weiterentwicklung der Geho¨rmodelle zur Bestimmung des
ra¨umlichen Faktors ASW eingegangen. Mit Hilfe der im vorhergehenden Kapitel eingefu¨hr-
ten synthetischen Schallfelder werden grundlegende Untersuchungen an den verschiedenen
Geho¨rmodellen durchgefu¨hrt.
Den Abschluß der Arbeit bildet Kapitel 5, in dem die wesentlichen in der Arbeit behan-
delten Aspekte zusammengefaßt werden und das einen kurzen Ausblick auf zuku¨nftige
Entwicklungen im Bereich der binauralen Psychoakustik und deren Anwendung in der
Raumakustik gibt.
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Mehrdimensionale Analyse von
Raumschallfeldern mit Mikrophonarrays
Die akustische U¨berarbeitung eines Konzertsaales verlangt zuna¨chst eine genaue Analyse
des vorhandenen Zustandes. Da unser auditives Geda¨chtnis im Vergleich zum visuellen
Geda¨chtnis schlecht ist, ist es fu¨r einen Planer sinnvoll, zur Absicherung des Erfolgs seiner
Umbaumaßnahmen den Istzustand eines Raumes vor der U¨berarbeitung zu dokumentie-
ren. Allzuoft heißt es sonst nachher, daß gar kein Unterschied zum vorherigen Zustand zu
ho¨ren sei. Auch im Falle einer visuellen U¨berarbeitung (Renovierung) ist es u¨blich, den
Istzustand eines Saales in Form von Photographien und Pla¨nen festzuhalten.
In welcher Form hat nun eine solche akustische Dokumentation zu erfolgen ?
Fu¨r eine geho¨rrichtige Schallfeldaufzeichnung ist es no¨tig, daß mit dem Aufzeichnungsver-
fahren neben der zeitlichen und tonalen auch die ra¨umliche Information des Schallfeldes
erhalten bleibt. Dies ist nicht nur fu¨r den Vergleich der Ra¨umlichkeit eines Schallfel-
des vor und nach dem Umbau von Wichtigkeit, sondern z.B. fu¨r die korrekte Beurtei-
lung der Sprachversta¨ndlichkeit in einem Raum. Diese wie auch andere Gro¨ßen werden
durch Maskierungseffekte beeinflußt und durch eine binaurale Ho¨rsituation verbessert.
Diesem Sachverhalt wird in den Bewertungsgro¨ßen BMLD (Binaural Masking Level Dif-
ferenz) und BILD (Binaural Intelligibility Level Differenz) quantitativ Rechnung getragen
[vom Ho¨vel 84], [Blauert 97].
Zur geho¨rrichtigen Speicherung ra¨umlicher Informationen ist die Kunstkopfmeß-
technik das Verfahren der Wahl. Durch spezielle Lautsprecher-Wiedergabesysteme
[Damaske & Mellert 69], [Urbach et al. 92], [Schmitz 94] oder mittels Kopfho¨rer ko¨nnen
die Trommelfellsignale reproduziert und die Zuho¨rer quasi in die Aufnahmesituation zu-
ru¨ckversetzt werden.
Die ra¨umliche Information, die in binaural aufgezeichneten Daten enthalten ist, ist fu¨r eine
physikalische Analyse des Schallfeldes jedoch nicht hinreichend [Becker & Sapp 98]. Fu¨r
eine richtungsabha¨ngige Analyse des Schallfeldes, ist eine Schallfeldaufzeichnung mit min-
destens 4 Mikrophonen sinnvoll, da so eine Analyse in allen drei Raumrichtungen erfolgen
kann. Eine genaue Analyse des zeitlichen Schallfeldverlaufes sowie der Einfallsrichtung
der fru¨hen Reflexionen mitsamt der dafu¨r verantwortlichen Reflexionsfla¨chen ist bei der
Schallfeldaufzeichnung auf Grund der Wichtigkeit dieser Reflexionen fu¨r den Klangcha-
rakter eines Raumes sehr hilfreich [Barron 71], [Barron 74], [Kuttruff 91]. Der folgende
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Abschnitt gibt einen kurzen Abriß u¨ber die in diesem Kapitel benutzten Methoden der
Schallfeldaufzeichnung und deren Grenzen.
2.1 Korrelationsmeßverfahren und Meßsignale
Geht man davon aus, daß es sich bei einer akustischen Meßstrecke zwischen einem Sender
und einem Empfa¨nger in einem Raum um ein lineares zeitinvariantes System (LTI-System)
handelt [Lu¨ke 99], so lassen sich seine U¨bertragungseigenschaften durch die Stoßanwort
oder deren Fouriertransformierte, die U¨bertragungsfunktion, beschreiben. Die Messung
der U¨bertragungseigenschaften eines Raumes kann durch Abstrahlung eines Impulses u¨ber
einen Lautsprecher und die Aufzeichnung der Antwort des Raumes mit einem Kunstkopf,
Rundum- oder Richtmikrophon erfolgen.
Leider sind die Meßumsta¨nde aufgrund von Arbeiten innerhalb des Raumes, Lu¨ftungs-
anlagen oder La¨rmeintrag von Außen nicht immer optimal, so daß nach Meßverfahren
gesucht werden muß, welche das Signal-Rauschverha¨ltnis einer Messung erho¨hen. Da der
Sto¨rpegel durch das oben erwa¨hnten Umgebungsgera¨usch fest vorgegeben ist, muß hierfu¨r
die Energie des Sendesignals erho¨ht werden. Will man die Amplitude des Sendesignals
erho¨hen, so stellt der Lautsprecher mit seinem Dynamikumfang den hierfu¨r begrenzenden
Faktor dar. Zur Vergro¨ßerung der Sendesignalenergie muß dieses also zeitlich ausgedehnt
werden. Zumeist beinhaltet eine zeitliche Verla¨ngerung der Sendesignals eine Verringerung
des auswertbaren Frequenzbereichs. Einen Ausweg aus diesem Tradeoff bietet die Kor-
relationsmeßtechnik. Hierbei wird das empfangene Signal mit dem zeitlich gespiegelten
Sendesignal s(−t) gefaltet. Die Faltung der Stoßantwort mit dem sogenannten Matched
Filter bewirkt bei Sto¨rung der Messung durch weißes Rauschen eine Maximierung des
Signal-Rauschleistungsverha¨ltnisses des Ausgangssignals g(t) [Lu¨ke 99]. Es ergibt sich fu¨r
das zu bestimmende LTI-System mit der Stoßantwort h(t):
s(t) ∗ h(t)︸ ︷︷ ︸
empfangenes Signal
∗ s(−t) = ϕss(τ) ∗ h(t) (2.1)
Wird als Sendesignal ein Signal verwendet, dessen Autokorrelationsfunktion ϕss(τ) (AKF)
einem Diracstoß des Gewichtes E entspricht, so erha¨lt man mit ϕss(τ) = E · δ(τ):
g(t) = ϕss(τ) ∗ h(t) = E · h(t) (2.2)
und damit die Stoßantwort des Systemes oder im speziellen Fall des Raumes [Kuttruff 65].
Gesucht sind Anregungssignale bzw. Folgen fu¨r den zeitdiskreten Fall, welche zum einen
eine sehr hohe Energieeffizienz besitzen (bina¨re Signale) und zum anderen eine perfekte
AKF, das heißt ein weißes Leistungsdichtespektrum. Die Forderung nach einer perfekten
AKF ist fu¨r bina¨re Signale jedoch nicht zu erfu¨llen. Korreliert man eine Folge mit einer
periodischen Wiederholung ihrer selbst, so erha¨lt man die periodische Autokorrelations-
funktion (PAKF) ϕ˜ss(τ) [Lu¨ke 92]. Eine bina¨rwertige Folge der La¨nge 4 mit perfekter
PAKF konnte bislang gefunden werden. Wird die periodische Wiederholung des Signals
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zudem mit alternierendem Vorzeichen gebildet, so ko¨nnen fu¨r diese Art der PAKF soge-
nannte Odd-perfekte Folgen gebildet werden [Lu¨ke & Schotten 95].
Eine weitere Mo¨glichkeit, zu einer fast perfekten PAKF zu gelangen, bieten die maxi-
malperiodischen Rauschfolgen, sog. Maximalfolgen (maximum length sequences, MLS ).
Der Einsatz von Maximalfolgen zu akustischen Meßzwecken ist in zahlreichen Vero¨ffent-
lichungen diskutiert worden [Vanderkooy 94], [Vorla¨nder 94], [Mommertz & Bayer 95],
[Mommertz & Mu¨ller 95], [Mommertz 96], [Mu¨ller 99] [Mu¨ller & Massarani 01]. Ihre An-
wendung hat sich in der Meßtechnik zudem dadurch bewa¨hrt, daß sich ihre PAKF durch
einen sehr effizienten Algorithmus, die Hadamardtransformation [Borish & Angell 83], auf
Rechnern implementieren la¨ßt. Dies war insbesondere in der Raumakustik wichtig, da hier
die Stoßantworten bis zum Abklingen unter die Auflo¨sungsgrenze der AD-Wandler mit-
unter mehrere Sekunden lang sein ko¨nnen. Fu¨r Korrelationsmessungen, die mittels PAKF
ausgewertet werden, bedeutet dies aber, daß Maximalfolgen einer La¨nge von 218−1 Abtast-
werten, die bei einer Abtastrate von 44100 Hz knapp 6 Sekunden Meßsignal entsprechen,
keine Seltenheit sind. Aufgrund der immer ho¨her werdenden Taktraten in Computern
und dem damit verbundenen Gewinn an Rechenleistung ist die Berechnung der PAKF
mittels der schnellen Hadamardtransformation nicht mehr unbedingt von No¨ten. Schnel-
le Butterfly-Algorithmen [Brigham 87] ermo¨glichen heute Faltungen auf handelsu¨blichen
Prozessoren in Echtzeit [Mu¨ller 99]. Der Einsatz anderer Folgen a¨hnlicher La¨ngen zu Meß-
zwecken ist somit realisierbar.
Eine andere Mo¨glichkeit, unter Verwendung bina¨rer Signale zu einer perfekten aperiodi-
schen AKF zu gelangen, ist der Einsatz von komplementa¨ren Folgen (aperiodic comple-
mentary sets , ACS ) [Golay 61]. Die Berechnung von ACS kann beispielsweise durch fol-
gende rekursive Formel erfolgen:
an =
(
an−1
bn−1
)
a1 =
(
+
+
) bn =
(
an−1
−bn−1
)
b1 =
(
+
−
) n = 2, 3, . . . (2.3)
Bei ACS werden zwei Folgen so aufeinander abgestimmt, daß die Nebenwerte ihrer AKFs
entgegengesetzte Vorzeichen haben und vom Betrag her gleich sind, wie in Bild 2.1 dar-
gestellt. Eine Addition beider AKFs ergibt somit eine perfekte AKF.
Die Aperiodizita¨t der Autokorrelationsfunktion bietet den Vorteil, daß die fru¨hen Teile
der Impulsantwort gemessen werden ko¨nnen, ohne daß dafu¨r die einzelnen Folgen die zeit-
liche La¨nge der Stoßantwort des Raumes haben mu¨ssen. Somit kann die La¨nge der Folgen
beliebig bis zu einer La¨nge 2 hinab gewa¨hlt werden. Lediglich im Zeitraum zwischen der
Aussendung der ersten und der zweiten Folge muß die Antwort des Raumes auf die erste
Folge abgeklungen sein. Dies gilt jedoch nicht nur fu¨r Wechselwirkungen von erster und
zweiter Folge, sondern fu¨r periodische Wiederholungen einer Folge. Soll ein System im
eingeschwungenen Zustand gemessen werden, wie es fu¨r die Bestimmung der Nachhallzeit
vorgeschrieben ist [ISO 3382], so mu¨ßte jeweils eine Folge unmittelbar vor der eigentlichen
Meßfolge gesendet werden. Dies ist fu¨r Signale mit aperiodischer AKF jedoch nicht mo¨g-
lich, da die spa¨ten Teile der zu messenden Impulsantwort der zuvor gesendeten Folge sich
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Abb. 2.1: AKF komplementa¨rer Folgen (ACS)(La¨nge 256). Schwarz: AKF 1. Folge; grau: AKF
2. Folge.
mit den fru¨hen Teilen der nachgesendeten Folge u¨berlagern wu¨rden. Dieses Pha¨nomen
kann auch bei Messung mit PAKF beobachtet werden, wenn die zeitliche La¨nge der Folge
deutlich ku¨rzer als die Abklingzeit der Impulsantwort des Systemes gewa¨hlt wird.
Ist man z.B. nur an der Reaktion eines Systems aus dem Ruhezustand heraus oder an
der zeitlichen Abfolge der fru¨hen Reflexionen interessiert, was bei dem in diesem Kapitel
besprochenen Meßverfahren der Fall ist, so ko¨nnen auch Meßsignale mit aperiodischer
AKF wie zum Beispiel ACS eingesetzt werden. Das unterschiedliche Verhalten eines Sy-
stemes auf verschiedene Anregungssignale zeigt, daß die Annahmen der Linearita¨t und
der Zeitinvarianz bei realen akustischen Systemen immer nur na¨herungsweise erfu¨llt sind.
Die Auswirkungen dieser Nichtlinearita¨ten und Zeitvarianzen auf das Meßergebnis fu¨hren
bei verschiedenen Meßsignalen zu unterschiedlichen Sto¨rungen des Meßergebnisses.
Aufgrund von Temperaturdrift oder Dopplerverschiebung ist bei Messungen mit Zeit-
varianzen zu rechnen, so daß sich bei der Verwendung von Maximalfolgen oder ACS
der Dynamikgewinn des Korrelationsmeßverfahrens verringert [Vorla¨nder & Bietz 95],
[Vorla¨nder & Kob 97]. Zur Simulation des Einflusses dieser Zeitvarianzen wurden die
in Abbildung 2.2 gezeigten Abweichungen angenommen. Hierbei entspricht die graue
konstante Kurve einer konstanten Temperaturdrift [Svensson & Nielsen 99], wa¨hrend die
Werte der schwarzen Sinuskurve den Sto¨rungen durch ein pendelndes Mikrophons oder
schwankenden Luftbewegungen entsprechen. Der Verlauf wurde dabei so normiert, das er
einer Zeitverschiebung von ± 0,5 Abtastwerte fu¨r den sinusfo¨rmigen Verlauf entspricht,
welche auch bei Mu¨ller angenommen wurden [Mu¨ller 99]. Die konstante Zeitdrift wurde
so normiert, daß es bei der dargestellten Signaldauer zu einer Signalverku¨rzung von einem
Abtastwert von Anfang bis zum Ende des Meßsignales kommt.
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Abb. 2.2: Simulierte Zeitvarianzen in Abha¨ngigkeit der momentanen Dopplerfrequenzverschie-
bung fd. Schwarz: sinusfo¨rmige Zeitverschiebung; grau: konstante Zeitdrift.
Ein Einzahlparameter, mit welchem die Gu¨te der PAKF von Folgen verglichen werden
kann, ist der Merit-Faktor (MF). [Lu¨ke 92] definiert fu¨r zeitdiskrete Signale bei einer
Folgenla¨nge N :
MF =
ϕ˜2ss(0)
N−1∑
m=1
|ϕ˜ss(m)|2
, ∀m 6≡ 0 mod N (2.4)
Hierbei wird die Energie im Hauptmaximum der PAKF ins Verha¨ltnis zur restlichen Ener-
gie der PAKF gesetzt [Lu¨ke 92]. Nach Simulation des Einflusses der Zeitvarianzen auf die
Folgen und Bildung der PAKF kann mittels Merit-Faktor zumindest theoretisch der Ein-
fluß der Zeitvarianzen auf die verschiedenen Folgen verglichen werden. In Tabelle 2.1
sind die Merit-Faktoren fu¨r MLS, ACS und Sweep-Signale1 aufgefu¨hrt. Die Folgenla¨ngen
betrugen 8192 fu¨r die MLS und das Sweep-Signal sowie 4096 fu¨r die ACS. Die Ungleich-
behandlung in den La¨ngen beruht auf der Tatsache, daß bei ACS zwei Meßsignale zur
Aussendung gelangen und die Summe der Energien beider Folgen im Vergleich zur Maxi-
malfolge gleich sein soll. Die Energie des Sweepsignals liegt aufgrund seiner Mehrwertigkeit
3 dB unter dem der bina¨ren Folgen.
Die Merit-Faktoren in Tabelle 2.1 lassen vermuten, daß Sweep-Signale im Gegensatz zu
Maximalfolgen sto¨ranfa¨lliger gegenu¨ber Zeitvarianzen sind. Dies ist jedoch nicht der Fall,
da sich die Definition des Merit-Faktors aus Gleichung 2.4 nicht so ohne weiteres auf abge-
tastete Signale u¨bertragen la¨ßt. Um Aliasing-Effekte zu vermeiden, muß das Sweepsignal
unterhalb der halben Abtastrate tiefpaßbegrenzt werden. Um im gewu¨nschten Frequenz-
bereich ausreichend Sendesignalenergie zu erreichen, ist es daru¨ber hinaus sinnvoll, die
tiefen Frequenzen, wo der Lautsprecher kein Signal abstrahlen kann, aus dem Sendesignal
1Sweepsignale: Frequenzmodulierte Sinussignale
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Zeitvarianzen
konstant schwankend
ACS 4,67 5,05
MLS 3,81 2,27
Sweep 1,67 2,86
Tabelle 2.1: Meritfaktoren fu¨r verschiedene Korrelationsmeßsignale bei Zeitvarianzen
zu eliminieren und dieses erst ab einer unteren Grenzfrequenz einsetzen zu lassen, was einer
Hochpaßfilterung entspricht. Damit weicht die zu erwartende AKF von einem Diracstoß
ab und entspricht einer SI-Funktion als Einhu¨llender mit oszillierender Tra¨gerfunktion.
Die konstanten Zeitvarianzen bewirken bei Auswertung der PAKF eine vera¨nderte Pha-
senlage der Tra¨gerfunktion, so daß das Maximum der Einhu¨llenden nahe an die Nullstelle
der Tra¨gerfunktion fa¨llt. Dies fu¨hrt dazu, daß das Hauptmaximum nur unwesentlich mehr
Energie entha¨lt als das erste Nebenmaximum, was nach der Definition in Gleichung 2.4
zu einem sehr niedrigen Merit-Faktor fu¨hrt.
Einen genaueren Einblick u¨ber Auswirkungen von Zeitvarianzen auf Meßsignale gibt fu¨r
konstante Zeitvarianzen (Dopplerverschiebungen, Wind, Temperaturdrift) die Ambiguity-
funktion [Lu¨ke 92]. Ausschnitte aus den Ambiguity-Funktionen fu¨r die drei Meßsignale
ACS, MLS und Sweep sind in den Grafiken 2.3 - 2.5 aufgetragen. Berechnet wurden die
Ambiguity-Funktionen fu¨r Folgenla¨ngen von 8192 fu¨r das Sweepsignal, 8191 fu¨r MLS und
2 · 4096 fu¨r ACS.
Abb. 2.3: Ausschnitt aus der Ambiguityfunktion von ACS (La¨nge = 4096 Abtastwerte) mit
Dopplerverschiebung fd.
Hierzu wurden die Original-Meßsignale jeweils mit den von -10 Hz bis +10 Hz doppler-
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Abb. 2.4: Ausschnitt aus der Ambiguityfunktion einer Maximalfolge (MLS) (La¨nge = 8191
Abtastwerte) mit Dopplerverschiebung fd.
Abb. 2.5: Ausschnitt aus der Ambiguityfunktion eines Sweeps (La¨nge = 8192 Abtastwerte) mit
Dopplerverschiebung fd.
verschobenen Signalen korreliert. Die Auswirkungen dieser Verschiebungen und damit
verbundenen Verringerung der Meßdynamik sind anhand der auftretenden Nebenmaxima
zu erkennen. Da die Nebenmaxima nicht in der Addition eines Rauschsignales, sondern in
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den Zeitvarianzen ihren Ursprung haben, geht die Energie, welche in diesen Nebenmaxima
enthalten ist, dem Hauptmaximum der AKF verloren. Folglich ko¨nnen im Falle der Ma-
ximalfolge und der ACS die Auswirkungen der Zeitvarianzen auch anhand der Abnahme
des Hauptmaxiums erkannt werden. Letztere U¨berlegung kann nicht auf das Sweepsignal
angewendet werden, da dieses bedingt durch die Tatsache, daß es sich um ein Bandpaßsi-
gnal handelt, kein Diracstoß als AKF mehr erwarten la¨ßt. Dieses fu¨hrt letztendlich dazu,
daß im Falle des Sweeps das Hauptmaximum je nach Phasenlage von Tra¨gersignal und
Einhu¨llender periodisch ab- und zunimmt, was in Abbildung 2.5 auch deutlich zu erkennen
ist.
Im Vergleich zu beiden pseudostochastischen Rauschsignalen bleibt das Sweepsignal von
konstanten Zeitvarianzen nahezu unbeeinflußt. Die theoretische Ambiguity-Funktion des
Sweepsignals zeigt auf der Diagonalen in der τ -fd-Ebene sehr hoheWerte, so daß trotz Zeit-
varianzen mit einer wenig vera¨nderten AKF gerechnet werden kann [Cook & Bernfeld 67].
Vergleicht man Abbildung 2.3 und Abbildung 2.4, so ist zu erkennen, daß im Falle der
Maximalfolge das Hauptmaximum in Abha¨ngigkeit von der Dopplerfrequenz schneller
abnimmt als bei den ACS. Dies ist gleichbedeutend damit, daß die Nebenwerte der MLS-
Ambiguity-Funktion im Vergleich zur ACS-Ambiguity-Funktion schon bei deutlich gerin-
geren Dopplerfrequenzen ho¨here Werte annehmen. Dieses Verhalten la¨ßt sich auch im
Falle la¨ngerer Raumimpulsantwortmessungen beobachten.
Abb. 2.6: Energieraumimpulsantwort fu¨r verschiedene Meßsignale. MLS-Messung (La¨nge =
219) schwarz; ACS-Messung (La¨nge = 218) grau.
In Abbildung 2.6 sind die Energieraumimpulsantworten des Seminarraums des Institutes
fu¨r Elektrische Nachrichtentechnik fu¨r die Meßsignale MLS und ACS aufgetragen. Um
den U¨bergang von Raumimpulantwort in stationa¨res Rauschen zu verdeutlichen, wurden
Rauschfolgen mit den großen La¨ngen 219 − 1 fu¨r MLS bzw. 2 · 218 fu¨r ACS gewa¨hlt. Da-
durch, daß es sich bei beiden Signalen um bina¨re weiße Signale handelt, sind die Energien
der Sendesignale, wenn man von dem einem Abtastwert absieht, gleich. Beide Messungen
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erfolgten wiederholt innerhalb weniger Sekunden aufeinander, so daß von gleichen Sto¨-
rungsbedingungen sowohl durch Eintrag von Sto¨rgera¨uschen als auch durch auftretende
Nichtlinearita¨ten ausgegangen werden kann, da auch die Versta¨rkereinstellungen fu¨r bei-
de Signale nicht gea¨ndert wurden. Die ACS zeigen ein ca. 6 dB ho¨heres S/N-Verha¨ltnis.
Dieses Verha¨ltnis kann anhand der Auswertung der Ambiguity-Funktionen fu¨r gleiche
Zeitvarianzen verdeutlicht werden.
Ist die Messung eines Systemes nicht unbedingt fu¨r den eingeschwungenen Zustand not-
wendig, so stellen fu¨r den Fall, daß bina¨re Signale verwendet werden sollen, die ACS die
bessere Alternative zu den Maximalfolgen dar, wenn man von dem etwas ho¨heren Rechen-
aufwand absieht. Die geringeren Sto¨rungen durch Zeitvarianzen bieten bei der Messung
langer Stoßantworten (Raumimpulsantworten) ein ho¨heres Verha¨ltnis von Nutzleistung zu
Sto¨rleistung. Aufgrund der aperiodischen AKF ist es mo¨glich ACS zu verwenden, deren
zeitliche La¨ngen deutlich ku¨rzer sind als die Stoßantwort des zu messenden Systems. ACS
stellen mit ihrer variablen zeitlichen Dauer eine sinnvolle Erga¨nzung zu Messungen mit
kurzen Impulsen einerseits und andererseits Messungen mit Maximalfolgen, bei welchen
die Folgenla¨nge gro¨ßer als die Stoßantwortla¨nge des zu messenden Systemes sein muß
[Becker et al. 99], dar.
Bezu¨glich des Energiegehalts dieser Signale fu¨hrt ihre Bina¨rwertigkeit zu einem Optimum.
Beru¨cksichtigt man diesbezu¨glich jedoch die U¨berlegungen bei [Mu¨ller & Massarani 01] im
Hinblick auf die Aussteuerbarkeit von Signalen bei nachgeschaltetem Oversamplersystem,
so bieten bina¨re Signale bezu¨glich des Energiegehalts des zur Aussendung gelangenden
Signals nur eingeschra¨nkt Vorzu¨ge gegenu¨ber nichtbina¨ren Signalen (z.B. einem Sweepsi-
gnal). Diese Sweepsignale sind, wie hier gezeigt, sehr robust gegenu¨ber Sto¨rungen durch
Zeitvarianzen, aber auch gegenu¨ber Sto¨rungen infolge nichtlinearer Verzerrungen, so daß
ihr Einsatz zu Meßzwecken mitunter Vorteile bietet.
2.2 Analyseverfahren zur mehrdimensionalen Auswertung
von Raumschallfeldern
Wie bereits zu Beginn dieses Kapitels angesprochen, sind bei der raumakustischen U¨ber-
arbeitung eines Konzertsaales viele Faktoren zu beru¨cksichtigen. Die Messung zahlreicher
Raumimpulsantworten ist ga¨ngiger Standard. An diesen kann dann der zeitliche Verlauf
des eintreffenden Schalls analysiert und Nachhallzeit, Klarheitsmaß, Deutlichkeitsgrad,
Hallmaß etc. ko¨nnen bestimmt werden. Auch wenn sich aus der Schalldruckverteilung in
gewissem Maße auf die Entstehung von Reflexionen schließen la¨ßt, ermo¨glicht sie nicht ei-
ne detaillierte Reflexionsanalyse. Ohne Kenntnis der genauen geometrischen Verha¨ltnisse
in einem Raum ist eine Reflexionsanalyse auf Basis des Zeitsignals nicht mo¨glich. Wendet
man die Gesetze der geometrischen Akustik an, lassen sich, bei hinreichender Kenntnis der
Lage der Reflexionsfla¨chen, mit Methoden der raumakustischen Simulation Spiegelschall-
quellen ermitteln. Fu¨r die Akustik am Empfangsort und die Beurteilung ihrer ra¨umlichen
Attribute ist zuna¨chst die Bestimmung der Verteilung virtueller, d.h. aufgrund von Refle-
xionen entstehender Schallquellen wichtig. Um die Position dieser virtuellen Schallquellen
(VS ) direkt aus der Messung ohne Kenntnis der Raumgeometrie zu ermitteln, ist ein
mehrdimensionales Meßverfahren unumga¨nglich.
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Abb. 2.7: Tetraedersonde mit 1/4-Zoll-Mikrophonen und variablem Mikrophonabstand von
1-22 cm.
Mit einer Sonde, bestehend aus vier 1/4-Zoll-Mikrophonen in den Ecken eines Tetraeders,
kann mittels Korrelationsmeßtechnik wie im vorherigen Kapitel angesprochen eine vier-
kanalige Impulsantwort bestimmt werden. Die Konstruktion der Sonde wurde so gewa¨hlt,
daß der Mikrophonabstand variabel zwischen 1 cm und 22 cm eingestellt werden kann. Der
Mikrophonabstand wird nach unten durch eine mo¨glichst genaue Bestimmung der Reflexi-
onsrichtung beschra¨nkt, da der Mikrophonabstand die Apertur darstellt und somit direkt
auf die Meßgenauigkeit der Sonde Einfluß hat (Gleichung 2.10). Nach oben beschra¨nkend
wirkt die Mo¨glichkeit des zeitlich u¨berlappenden Einfalls zweier Reflexionen in das Mi-
krophonarray. Dies fu¨hrt, falls nicht ein Sortier- oder Kontrollalgorithmus nachgeschaltet
wird, zu einer falschen Richtungsdetektion, auf die im folgenden noch eingegangen wird.
Gute Resultate wurden mit Mikrophonabsta¨nden von 5 cm bis 8 cm erzielt. In diesem Fall
war der Mikrophonabstand noch groß genug, um bei einer Abtastrate von 48 kHz, mit
einer anschließenden Wandlung der Abtastrate auf den 4-fachen Wert, eine hinreichend
genaue Richtungsauflo¨sung zu gewa¨hrleisten.
Nach dem Oversampling der Signale kann eine Vorverarbeitung mit einer Tief- bzw. Band-
paßfilterung oder durch eine geho¨rbezogene Vorverarbeitung erfolgen [Becker et al. 97],
auf die in Kapitel 4.1 noch weiter eingegangen wird. Abbildung 2.8 zeigt den Teil der
fru¨hen Reflexionen einer Raumimpulsantwort. Der Direktschall trifft nach ca. 10 ms am
Empfangsort ein. Nach 27 ms ist eine Reflexion zu erkennen, welche die anderen Refle-
xionen an Amplitude deutlich u¨berragt. Eine Ausschnittsvergro¨ßerung zeigt, daß es sich
in diesem Fall um die U¨berlagerung zweier, nahezu gleichzeitig eintreffender Reflexionen
handelt. Im weiteren wird die Funktion des Analysealgorithmus anhand dieses Beispieles
veranschaulicht.
Beginnend beim Direktschall werden jeweils aus den vier Zeitsignalen der einzelnen Kana¨-
le Abschnitte von 5 ms ausgefenstert. Von diesen werden sechs normierte Kreuzkorrela-
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Abb. 2.8: Zeitsignal aus 4-kanaliger Raumimpulsanwort mit Ausschnittsvergro¨ßerung.
tionsfunktionen (KKF) bestimmt. Damit die Hauptanteile der Beitra¨ge einer Reflexion
in allen 4 Kana¨len der Messung immer in einem Abschnitt zu finden sind, wurden die
zeitlich aufeinanderfolgenden Abschnitte u¨berlappend gewa¨hlt. Die zeitliche La¨nge der
U¨berlappung entspricht dabei der zum maximalen Mikrophonabstand korrespondierenden
Laufzeit. Hierdurch wird gewa¨hrleistet, daß auch alle Reflexionen innerhalb der Raumim-
pulsantwort gefunden werden.
Die Fensterla¨nge von 5 ms ergibt sich aus der zeitlichen Dauer einer einzelnen Reflexion.
Die kurze Zeitdauer der Korrelationsfenster bewirkt hierbei eine Hochpaßfilterung mit
einer unteren Grenzfrequenz von 200 Hz. La¨ngere Zeitabschnitte, die niedrigere Analy-
sefrequenzen zulassen wu¨rden, ha¨tten zur Folge, daß mehr Reflexionen in ein Zeitfenster
fielen, was eine Detektion der einzelnen Reflexion erschweren wu¨rde.
Abbildung 2.9 zeigt das Ergebnis der Kreuzkorrelation der 4 Mikrophonkana¨le fu¨r die
in Abbildung 2.8 dargestellte Musterfunktion zweier sich u¨berlagernder Reflexionen. Die
normierte Kreuzkorrelationsfunktion wurde fu¨r alle Kanalpaare erstellt, so daß als Er-
gebnis 6 KKFs berechnet werden. Als Schwelle wurde ein Wert von 0,3 festgelegt, was
bewirkt, daß alle Werte unterhalb dieser Schwelle zu Null gesetzt werden. Fu¨r die Wahl
dieser Schwelle hat sich ein Wert zwischen 0,3 und 0,5 als zweckma¨ßig erwiesen. Wa¨hlt
man die Schwelle zu hoch, so la¨uft man Gefahr, daß Reflexionen nicht erkannt werden.
Yamasaki und Itow schlagen eine Schwelle von 0,8 vor [Yamasaki & Itow 89]. Eine derart
hohe Schwelle hat in Auswertungen von Messungen in realen Ra¨umen gezeigt, daß sogar
der Direktschall nicht gefunden wurde, da diesem zumeist die nur wenige Millisekunden
verzo¨gerte und zumeist wenig abgeschwa¨chte, schallharte Bodenreflexion folgt. Da beide
Reflexionen in ein Zeitfenster fallen ko¨nnen und die energetisch normierte KKF betrachtet
wird, ist bei anna¨hernd gleicher Energie von Bodenreflexion und Direktschall ein niedriger
Kreuzkorrelationskoeffizient zu erwarten, was auch das Beispiel aus 2.9 verdeutlicht.
Legt man die Schwelle zu niedrig, so werden insbesondere an den Stellen, wo in der Raum-
impulsantwort kaum Signalanteile durch Reflexionen vorhanden sind, aus dem Meßrau-
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Abb. 2.9: 6 normierte Kreuzkorrelationsfunktionen zur Latenzbestimmung (Schwellwert 0,3).
schen Korrelationsmaxima detektiert, die dann als erkannte Reflexion interpretiert wer-
den. Der im Anschluß beschriebene Sortieralgorithmus filtert derartige Reflexionen zwar
gro¨ßtenteils heraus, dennoch steigt die Rechenzeit fu¨r diesen Algorithmus mit jedem falsch
detektierten Maximum exponentiell an, da die erkannten Positionen aller Maxima mit
allen anderen innerhalb der zweifachen zum maximalen Mikrophonabstand zugeho¨rigen
Zeitspanne verglichen werden mu¨ssen.
Eine Auswertung der KKFs am Beispiel von Abbildung 2.9 zeigt eine Reihe von 14 lokalen
Maxima, deren Lage die Laufzeitverschiebung zwischen den jeweiligen Mikrophonkana¨len
darstellt. Sie sind in nachfolgender Tabelle 2.2 aufgelistet.
ϕij 1-2 1-3 1-4 2-3 2-4 3-4
1.Maximum -18 0 3 19 9 -11
2.Maximum -6 12 15 31 21 2
3.Maximum 12 33
Tabelle 2.2: Laufzeitverschiebungen τij ermittelt aus 6 KKFs aus Abbildung 2.9 in Abtastwer-
ten. Standardschrift: Maxima zur ersten Reflexion geho¨rig; kursiv: Maxima zur
zweiten Reflexion geho¨rig; grau: Maxima infolge von Interferenz zwischen 1. und
2. Reflexion.
Es stellt sich nun das Problem der Zuordnung der einzelnen Latenzen zu den beiden
sich u¨berlagernden Reflexionen. Hierzu wurde ein Algorithmus entwickelt, der sich einer
einfachen Summenregel bedient.
Geht man davon aus, daß das Mikrophonarray von einer nahezu ebenen Wellenfront
durchquert wird, so addieren sich die Laufzeitdifferenzen in einer Mikrophonebene un-
ter Beru¨cksichtigung der Laufrichtung zu Null. In Abbildung 2.11 ist der Umlauf einer
Mikrophonschleife fu¨r ein tetraedrisches Mikrophonarray eingezeichnet. Die Summenregel
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la¨ßt sich fu¨r ein Mikrophonarray mit drei Mikrophonen in einer Ebene wie folgt zusam-
menfassen:
τij = τik − τjk (2.5)
Hierbei ist τij die Laufzeitdifferenz zwischen dem i-ten und j-ten Mikrophon. Diese Sum-
menregel 2.5 kann auf alle Mikrophonschleifen eines Mikrophonarrays angewendet werden.
Durch Kombinationen aller ermittelten Laufzeitdifferenzen aus Tabelle 2.2 ergibt sich eine
eindeutige Zuordnung der verschiedenen Latenzen zu der jeweiligen Reflexion. Da unter
Umsta¨nden die zwei Reflexionen mit gleicher Laufzeitverschiebung fu¨r ein Mikrophonpaar
gleichzeitig in die Sonde einfallen ko¨nnen, ist die Mehrfachverwendung eines detektierten
Maximums zula¨ssig. Dieser Fall scheint zuna¨chst unwahrscheinlich, ist aber fu¨r den Fall
eines Quaderraumes, an dem dieser Algorithmus getestet werden soll, aufgrund der Sym-
metrien recht wahrscheinlich. In Tabelle 2.2 wurden die Zeitverschiebungen fu¨r die erste
Reflexion kursiv und fu¨r die zweite Reflexion in Normaldruck gesetzt. Die grau darge-
stellten Maxima konnten keiner Reflexion zugeordnet werden. Diese sind das Ergebnis der
Auswertung von Laufzeitdifferenzen zwischen den beiden verschiedenen Reflexionen. Da
es sich bei den Signalen um abgetaste Signale mit beliebiger Phasenlage handelt, wurde
fu¨r die Summenregel eine Toleranz von einem Abtastwert als Fehler zugelassen. Hat man
im Falle gro¨ßerer Mikrophonsonden mehr als drei Mikrophone in einer Ebene, so kann der
Polygonzug wieder in Dreiecke unterteilt werden, auf die dann wiederum die Summenregel
aus Gleichung 2.5 angewendet werden kann.
Auffallend ist, daß ein hohes Korrelationsmaximum nicht gleichbedeutend mit der Gu¨ltig-
keit einer Laufzeitdifferenz ist. In der Kreuzkorrelationsfunktion ϕ2−4 konnte das Haupt-
maximum mit einem Korrelationskoeffizienten von u¨ber 0,8 keiner der beiden Reflexionen
zugeordent werden. Daß nicht mehr im physikalischen Sinne ungu¨ltige Korrelationsma-
xima detektiert werden, hat seine Ursache darin, daß die KKFs nur bis zu einer Lauf-
zeitdifferenz τ gebildet werden, welche zum maximal vorkommenden Mikrophonabstand
korrespondiert. Die unterschiedliche Ho¨he der Korrelationsmaxima ist durch den Einfluß
der Fensterung vor der Bildung der KKFs zu erka¨ren.
Hat man nun durch obigen Algorithmus die Latenzen der einzelnen Mikrophonkana¨le er-
mittelt, bleibt das Problem der Bestimmung der einzelnen Reflexionen aus dem Zeitsignal
bestehen. Man kennt nun zwar die Laufzeitverschiebung der einzelnen Mikrophonkana¨le,
weiß aber nicht, wo der akustische Schwerpunkt einer solchen Reflexion innerhalb einer
Raumimpulsantwort liegt.
Um diesen Schwerpunkt bezu¨glich eines Kanals zu ermitteln, kann man die ausgefensterten
Zeitsignale um die ermittelten Laufzeitdifferenzen gegeneinander verschieben. Abbildung
2.10 links zeigt die gegeneinander verschobenen Zeitsignale.
Bei einer anschließenden Multiplikation aller Mikrophonkana¨le werden so die Anteile der
einen Reflexion koha¨rent und die anderen Anteile der Raumimpulsantwort (insofern sie
nicht gleichen Laufzeitverschiebungen unterliegen) inkoha¨rent aufmultipliziert. Die nach
der Multiplikation entstehende Zeitfunktion ist in Abbildung 2.10 zu sehen. An dieser
Zeitfunktion la¨ßt sich die zeitliche Lage der einzelnen Reflexionen innerhalb der Raum-
impulsantwort anhand des auftretenden Maximums gut ablesen. Theoretisch ist an dieser
Stelle auch eine Addition der einzelnen Kana¨le des Zeitsignals denkbar, in der Praxis
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Abb. 2.10: Reflexionsdetektion im Zeitsignal: links laufzeitverschobene Zeitsignale, rechts mul-
tiplizierte Zeitsignale (auf Maximum normiert).
zeigte sich aber daß bei einer Multiplikation das Maximum und damit die zeitliche Lage
der Reflexion eindeutiger zu bestimmen war.
Nachdem die zeitliche Lage der Beitra¨ge der einzelnen Reflexionen zu den Raumimpuls-
antworten der verschiedenen Mikrophonkana¨le ermittelt werden konnten, kann mittels
der Annahme ebener Wellen die Position der virtuellen Schallquellen errechnet werden.
Aus den Laufzeitdifferenzen ergibt sich dann die Richtung der virtuellen Schallquelle mit
Hilfe der Gleichung. Die Entfernung der virtuellen Schallquelle la¨ßt sich dann anhand der
Laufzeit bis zum Eintreffen am Empfangsort ermitteln [Mommertz et al. 96].
Besser ist es jedoch, die Lage der virtuellen Schallquelle aus spha¨rischen Gleichungen zu
ermitteln [Yamasaki & Itow 89], [Yanagawa et al. 88], da in diesem Fall nicht nur auf die
Einfallsrichtung der virtuellen Schallquelle geschlossen werden kann, sondern auch auf
deren genaue Position. Fu¨r eine rechtwinklige Sonde (Abbildung 2.11 rechts) mit Schen-
kella¨nge d ergibt sich unter Beru¨cksichtung des Zusammenhangs von Laufzeit des Beitra-
ges einer virtuellen Schallquelle ti im i-ten Mikrophonkanal und Schallgeschwindigkeit c:
ri = c · ti folgendes Gleichungssystem:
X2 + Y 2 + Z2 − r20 = 0
(X − d)2 + Y 2 + Z2 − r2x = 0
X2 + (Y − d)2 + Z2 − r2y = 0
X2 + Y 2 + (Z − d)2 − r2z = 0 (2.6)
Wobei X, Y, Z die Koordinaten der zu ermittelnden virtuellen Schallquelle sind. Es ergibt
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Abb. 2.11: Schematische Darstellung der Sondengeometrie fu¨r rechtwinklige und tetraedrische
Mikrophonsonde.
sich bei Auflo¨sung nach den Koordinaten:
X =
d2 + r20 − r2x
2d
Y =
d2 + r20 − r2y
2d
Z =
d2 + r20 − r2z
2d
(2.7)
Die Koordinaten wurden bezu¨glich des Mikrophons mit dem Index 0 berechnet. Die Son-
denarme mit den Mikrophonen werden dabei la¨ngs des Koordinatensystems ausgerichtet.
Kommt keine Sonde mit rechtwinkliger Sondengeometrie, sondern eine tetraedrische Sonde
mit Kantenla¨nge l [Sekiguchi et al. 92] zum Einsatz, so modifizieren sich die Gleichungen
2.7 wie folgt :
X = (r23 − r24) ·
1
2 · l
Y = (r23 + r
2
4 − 2r22) ·
1
2
√
3 · l
Z = (r22 + r
2
3 + r
2
4 − 3r21) ·
1
3
√
3 · l − (r
2
3 − r24) ·
1
24
√
3 · l (2.8)
Die Koordinaten beziehen sich dabei auf den geometrischen Schwerpunkt des Tetraeders.
Der Mikrophonkanal 1 ist bezogen auf das verwendete Koordinatensystem in Z-Richtung
u¨ber dem Schwerpunkt (Spitze des Tetraeders), wa¨hrend die Mikrophone 2,3,4 die Basis
des Tetraeders bilden und diese vom Schwerpunkt aus gesehen im mathematisch positiven
Sinne durchlaufen (siehe Abbildung 2.11).
Da bei einer Positionsberechnung mit spha¨rischen Gleichungen, wie bereits erwa¨hnt, die
genaue Lage und nicht nur die Richtung einer virtuellen Schallquelle bestimmt wird, kann
dies zur Kontrolle der berechneten Position der virtuellen Schallquellen verwendet wer-
den. Hierzu wird eine Toleranzkugel mit einem Radius r von 4% der Entfernung um
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die berechnete Position der Spiegelschallquelle gelegt und u¨berpru¨ft, ob die zur Laufzeit
korrespondierende Distanz von der Empfangsposition aus gesehen in Richtung der virtu-
ellen Schallquelle in dieser Kugel mu¨ndet. Der Radius der Toleranzkugel ergibt sich aus
folgender Abscha¨tzung:
Geht man zur Fehlerabscha¨tzung davon aus, daß das tatsa¨chliche Reflexionsmaximum
zwischen 2 Abtastwerten liegt und dies bei der Koordinatenbestimmung fu¨r jeden Mikro-
phonkanal eintreten kann so ergibt sich fu¨r die rechtwinklige Sonde nach Gleichung 2.7
bei einer Abweichung von ∆r als absoluter Fehler in einer Richtung ∆X:
∆X =
d2 + (r0 +∆r)
2 − (rx −∆r)2
2d
− d
2 + r20 − r2x
2d
(2.9)
Die Vorzeichen der absoluten Fehler ∆r wurden so gewa¨hlt, daß sich der entstehende
Fehler aufaddiert, was fu¨r die Richtungsdetektion den schlimmeren der beiden Fa¨llen
darstellt. Mit der Na¨herung das (r0+rx) ≈ 2R, wobei der R die Entfernung der virtuellen
Schallquelle ist, ergibt sich damit:
∆X ≈ 2∆r
d
·R (2.10)
Da der Fehler der Abstandsbestimmung ∆r aus dem Fehler in der Laufzeitbestimmung des
Maximums resultiert, kann dieser unter der Annahme, daß das Maximum exakt zwischen
zwei Abtastwerten liegt, maximal eine halbe Abtastperiode betragen. Bei einer Abtastrate
von 48 kHz sowie 4-fachem Oversampling ergibt sich daher bei einer Schallgeschwindigkeit
von 340 m/s und einer Kantenla¨nge d von 5 cm eine Ungenauigkeit von ca. 3,5% der
Entfernung R.
Ferner ist die Laufzeit, welche die verschiedenen Komponenten (Lautsprecher, Versta¨r-
ker...) bei der Messung hervorrufen, nicht exakt bekannt, was zu einer absoluten zeitlichen
Verschiebung der Impulsantwort gegenu¨ber den geometrischen Verha¨ltnissen (Sender-
Empfa¨nger-Distanz) fu¨hrt. Diese Verschiebung kann durch eine Referenzmessung mit ge-
nau definiertem Sender-Empfa¨nger-Abstand anna¨hernd bestimmt werden. Hier stellt sich
dann jedoch die Frage nach der Bestimmung des akustischen Zentrums einer Reflexion
oder auch des Lautsprechers, welcher fu¨r die Referenzmessung verwendet wurde. Diese
absoluten Verschiebungen sind in Fall kleiner Entfernung zur virtuellen Schallquelle nicht
verschwindend gering, so daß der Toleranzkugelradius mit 4-5% der Entfernung R nach
oben abgescha¨tzt wird.
Nachdem erste Analysen mit der Sonde sich als schwer interpretierbar erwiesen, wurde an
einem erweiterten Programm zur Darstellung von Meßergebnissen der Sonde gearbeitet.
Da dieses erweiterte Programm zwar keine neuerlichen wissenschaftlichen Aspekte bein-
haltet, eine Interpretation der Daten ohne diese Zusa¨tze jedoch schwer mo¨glich erscheint,
soll hier in kurzer Form darauf eingegangen werden.
Die Schwierigkeit der Interpretation der Daten lag unter anderem darin, daß nach einer
Analyse der Meßdaten nur die Einfallsrichtung der virtuellen Schallquellen, ihre Entfer-
nung und ihre Energie bekannt sind. Ein Bezug zur Geometrie des Raumes ist zuna¨chst
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nicht vorhanden, obwohl diese maßgeblichen Einfluß auf das Meßergebnis hat. Ziel war es
also, die geometrischen Daten des Raumes mit in die Auswertung der virtuellen Schall-
quellen einfließen zu lassen. Da fu¨r eine raumakustische U¨berarbeitung von Sa¨len oftmals
digitalsierte geometrische Daten vorliegen, bietet es sich an, diese in die Auswertung zu
importieren. Nachdem ein Importmodul fu¨r geometrische Daten des Raumsimulations-
programms Caesar vom Institut fu¨r Technische Akustik der RWTH-Aachen geschrieben
wurde, konnte der Raum zusammen mit den Meßdaten visualisiert werden. Fu¨r die Ana-
lyse des Raumschallfeldes erwies sich die Mo¨glichkeit, die Daten der ra¨umlichen Analyse
mit der Stoßantwort zu verknu¨pfen, als nu¨tzlich. Zu der Darstellung der ra¨umlichen Daten
wurden eine grafische Darstellung der Stoßantwort hinzugefu¨gt, so daß einzelne herausra-
gende Impulse durch Markierung als Reflexion in der ra¨umlichen Analyse gekennzeichnet
werden. Umgekehrt ko¨nnen in der ra¨umlichen Analyse markierte virtuelle Schallquellen
Strukturen in der Raumimpulsantwort zugeordnet werden. Diese grafisch recht komplexen,
auf der Wiedergabe dreidimensionaler Daten beruhenden Funktionen lassen sich dabei mit
Hilfe der mathematischen Umgebung Matlab effizient umsetzen.
2.3 Ergebnisse
Um den Analysealgorithmus zu u¨berpru¨fen, wurden zuna¨chst mehrere Testsignale ge-
neriert. Hierzu wurde mit einem hybriden Raumsimulationsprogramm eine Spiegelschall-
quellensimulation eines Quaderraumes vorgenommen [Mommertz 96], [Vorla¨nder 89]. Das
Ergebnis der Simulation, ein vierkanaliges Zeitsignal, wurde dann als Testsignal fu¨r den
Algorithmus verwendet. Dieses Verfahren bietet den Vorteil, daß die korrekte Lage aller
Spiegelschallquellen nach der Simulation zusa¨tzlich ausgegeben werden und das Analyse-
ergebnis anhand dieser Daten u¨berpru¨ft werden konnte. Die U¨berpru¨fung des Algorithmus
mittels Daten, welche durch Spiegelschallquellensimulationsverfahren erzeugt wurden, hat
zudem den Vorteil, daß Beugungs- oder Brechungseffekte in diesem Fall vollsta¨ndig un-
terdru¨ckt werden ko¨nnen. Die Reflexionen waren somit vollsta¨ndig geometrisch und nicht
diffus [Cremer & Mu¨ller 78], [Kuttruff 91] und erlauben somit eine einfache Detektion
Weiter kann mit einem Spiegelschallquellensimulationsverfahren der exakte Frequenzver-
lauf der Reflexionen nach Betrag und Phase vorgegeben werden [Becker & Mommertz 93],
[Mommertz 96]. Der Absorptionsgrad der Wa¨nde des Raumes wurde breitbandig zu 0,6
gewa¨hlt, der Phasengang der Reflexionsfla¨che wurde als linearphasig angenommen. Ein
solcher Phasengang entspricht zwar nicht einem in der Realita¨t vorkommenden Phasen-
gang, dennoch bietet er den Vorteil, daß die zu erwartende Laufzeit einer Reflexion bei
allen Frequenzen gleich ist und daß das Korrelationsergebnis zwischen zwei Kana¨len somit
unabha¨ngig vom betrachteten Analysefrequenzbereich ist.
Die verwendete Raumgeometrie eines Quaderraumes fu¨hrt nicht nur zu leicht u¨berpru¨fba-
ren Ergebnissen, sondern hat auch den Vorteil, daß sie sich aufgrund der vorherrschenden
Symmetrie als relativ kritischer Test fu¨r den Algorithmus entpuppte. Da das Simulati-
onsprogramm eine rechtwinklige Sonde mit einer Schenkella¨nge von 17 cm vorgab, konnte
eine Anpassung der Sondengeometrie an die Meßdaten zur Optimierung der Detekti-
onsleistung nicht mehr vorgenommen werden. Insbesondere die Gro¨ße der Sonde und die
Positionierung im Raum fu¨hrt dazu, daß mitunter mehrere Reflexionen zum gleichen Zeit-
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punkt in die Sonde einfielen. Der simulierte Raum hatte eine La¨nge von 30 m, eine Breite
von 20 m und eine Ho¨he von 8 m. Die akustischen Eigenschaften waren die oben bereits
angesprochenen. Sender und Empfa¨nger hatten einen Abstand von 12 m und waren sym-
metrisch zur Querachse auf der La¨ngsachse in einer sitztypischen Ho¨he von 1,2 m plaziert.
Um die strenge Symmetrie der Anordnung zu brechen, wurde der Sender um 0,5 m von
der La¨ngsachse zu einer Seite hin verschoben. Die Problematik von mehreren gleichzeitig
eintreffenden Reflexionen mit gleicher Laufzeitverschiebung zwischen zwei Mikrophonen
ergibt sich im Falle dieser Simulation ganz akut, da bis zu 4 Reflexionen 3. Ordnung na-
hezu gleichzeitig auf die Sonde treffen. In diesem Fall wurden vom Algorithmus jedoch
nur zwei erkannt und richtig berechnet.
Abbildung 2.12 zeigt auf der linken Seite die Ergebnisse der Berechnung virtueller Schall-
quellen fu¨r den Quaderraum gema¨ß des Analyseverfahrens. Zum Vergleich wurde das Si-
mulationsergebnis mit den Sollpositionen als Referenz rechts dargestellt. Der Raum wurde
im Grundriß und im La¨ngs- und Querschnitt dargestellt, um einen besseren Eindruck u¨ber
die Lage der virtuellen Schallquellen im Raum zu vermitteln. Das Simulationsergebnis
zeigt die Position der virtuellen Schallquellen streng auf einem Raster mit den Dimensio-
nen des Raumes in der jeweiligen Richtung. Die Eingangsdaten der Simulation wurden
so gewa¨hlt, daß die Simulation nur Spiegelschallquellen bis zur dritten Ordnung entha¨lt.
Damit entspricht das Zeitsignal nicht einem, welches man in einem solchen Raum mes-
sen wu¨rde, denn dieses wu¨rde bei gleicher zeitlicher Meßdauer schon Reflexionen vierter
Ordnung mit kurzer Laufzeit enthalten. Diese wu¨rden die Reflexionen dritter und zweiter
Ordnung u¨berlagern und eine Detektion dieser erschweren. Rechnet man die Anzahl der
Reflexionen pro Ordnung aus, dann ergibt sich:
• 1 Direktschallquelle
• 6 Spiegelschallquellen 1. Ordnung
• 18 Spiegelschallquellen 2. Ordnung
• 38 Spiegelschallquellen 3. Ordnung
In Summe ergibt dies 63 zu ortende Schallquellen. Die Energie der Schallquellen nimmt
aufgrund des gewa¨hlten Absorptionsgrades mit jeder Reflexion um 4 dB ab. Hinzu kommt
die Abnahme der Energie aufgrund der Wellenausbreitung im Raum mit 1/r2. Trotz der
zum Teil gleichzeitig eintreffenden Reflexionen ko¨nnen noch 38 virtuelle Schallquellen
detektiert werden.
Vergleicht man die Position der detektierten virtuellen Schallquellen mit der tatsa¨chli-
chen Position, so ist erkennt man, daß die absolute Genauigkeit der Detektion mit dem
Abstand zum Empfa¨nger abnimmt, was fu¨r die Art der Positionsbestimmung zu erwar-
ten war. Auch durch die zeitlich zunehmende Reflexionsdichte kommt es theoretisch bei
Reflexionen mit la¨ngeren Laufzeiten zu vermehrten Interferenzen, die sich negativ auf
die Detektionsgenauigkeit auswirken. Dieser Effekt ist fu¨r den Fall dieser Simulation auf-
grund der Mo¨glichkeit der Begrenzung der Reflexionsordnung kaum zu beobachten. Eine
Messung bis zur gleichen Laufzeit ha¨tte fu¨r Reflexionen mit hoher Laufzeit ein deutlich
schlechteres Ergebnis zur Folge.
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Abb. 2.12: VS-Analyseergebnis fu¨r den simulierten Quaderraum. Links Auswertung gema¨ß
Analyseverfahren (Messung); rechts berechnete Spiegelschallquellen (Simulation).
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Daß die virtuellen Schallquellen immer scheinbar in Bu¨scheln auftreten, ist in diesem
Fall auf die Art der Darstellung zuru¨ckzufu¨hren. Da die Positionsbestimmung der virtu-
ellen Schallquellen nicht ganz exakt ist, liegen diese in der ra¨umlichen Tiefe gestaffelten
Schallquellen dann in der Projektion nebeneinander und nicht wie im Falle der Simulation
exakt aufeinander. Ungenauigkeiten entstehen hier insbesondere durch die Bestimmung
der absoluten Position der Reflexion im Zeitsignal und die anschließende Berechnung der
Position der Spiegelschallquelle mittels der Gleichungen 2.8. Hierbei ko¨nnen kleine Fehler
in der Laufzeitbestimmung zu relativ großen Abweichungen in der Positionsbestimmung
fu¨hren.
Aufgrund dieser Fehler und aufgrund unerwu¨nschter Zuordnungen von Teilen der Raum-
impulsantwort, welche von verschiedenen Reflexionen hervorgerufen wurden, die vom Al-
gorithmus trotz der oben erwa¨hnten Korrekturmechanismen fa¨lschlicherweise einer Re-
flexion zugeordnet werden, kommt es zu Fehldetektionen. Um diese Fehldetektionen von
numerischen Ungenauigkeiten des Algorithmus zu unterscheiden, wurde die bereits oben
eingefu¨hrte Genauigkeitsgrenze, ab der eine Abweichung der berechneten Position von
der tatsa¨chlichen Position der Spiegelschallquelle als Fehldetektion bewertet wird, her-
angezogen. Legt man also um die tatsa¨chliche Position der Spiegelschallquelle eine To-
leranzkugel von 4% der Entfernung zum Empfa¨nger, so mu¨ssen von den 38 detektierten
virtuellen Schallquellen weitere 7 als Fehldetektionen gewertet werden, so daß noch 31
Spiegelschallquellen richtig erkannt wurden, was einer Rate von knapp 50% entspricht.
Insgesamt kann die Genauigkeit des Detektionsalgorithmus fu¨r die Detektion fru¨her Re-
flexionen als hinreichend bewertet werden. Inwieweit er sich zur Detektion von virtuellen
Schallquellen echter Meßsignale eignet, bei denen weder Meßrauschen noch Diffusita¨ten
unterdru¨ckt werden ko¨nnen, ist im folgenden noch zu u¨berpru¨fen.
Um den Einfluß von Diffusita¨ten auf das Meßergebnis weiter gering zu halten, wurden
Messungen im ehemaligen Baupru¨fstand des Instituts fu¨r Elektrische Nachrichtentechnik
der RWTH-Aachen gemacht. Auch bei diesem Raum handelt es sich um einen Quader-
raum mit den Abmessungen von ca. 12 m x 4 m x 3 m. Die akustischen Eigenschaften
der Wa¨nde sind aufgrund des aufgebrachten Glattputzes mit denen eines Hallraums ver-
gleichbar. Die Nachhallzeit betra¨gt im mittel 6,2 s. Die Meßpositionen befanden sich in
der vorderen Ha¨lfte des Raumes, wobei der Sender in diesem Fall um einen Meter aus der
La¨ngsachse des Raumes zur Seite hin verschoben wurde. Die Meßho¨he betrug auch bei
dieser Messung 1,2 m. Abbildung 2.13 zeigt das gemessene Zeitsignal mit der virtuellen
Schallquellenanalyse und einem Teil des Raumes. Auch hier wurde zur besseren Veran-
schaulichung der Lage der virtuellen Schallquellen der Raum im Grundriß und in einem
Schnitt dargestellt.
Da es sich bei dem verwendeten Lautsprecher um einen gerichtet abstrahlenden Lautspre-
cher handelt, sind die Reflexionen, welche seitlich oder hinter dem Lautsprecher auftreten,
von der Amplitude deutlich geringer als der Direktschall. Insgesamt 14 virtuelle Schall-
quellen konnten innerhalb der ersten 20 ms nach Eintreffen des Direktschalls detektiert
werden. Die zeitliche Lage der detektierten virtuellen Schallquellen wurde im Zeitsignal
durch Pfeile gekennzeichnet. Insbesondere die seitlichen Reflexionen zeichnen sich auf-
grund der Richtcharakteristik des Lautsprechers durch eine geringe Amplitude aus.
Es wurden Reflexionen erster, zweiter und eine Reflexion dritter Ordnung (Decke Boden
Decke) detektiert. Auch hier liegen die virtuellen Schallquellen wieder auf einem Raster
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Abb. 2.13: Analyseergebnis virtueller Schallquellen fu¨r den Baupru¨fstand des Instituts fu¨r
Elektrische Nachrichtentechnik der RWTH-Aachen. Oben: Zeitsignal mit markier-
ten, erkannten Reflexionen; links: VS-Analyse im Grundriß; rechts: VS-Analyse im
La¨ngschnitt.
mit den Dimensionen des Raumes. Es ergeben sich in den Projektionen die oben bereits
erwa¨hnten charakteristischen Bu¨schel hintereinander liegender virtueller Schallquellen.
Verglichen mit Konzertsa¨len, Kirchen oder Ho¨rsa¨len handelt es sich in diesem Fall mit
knapp 150 m3 um einen sehr kleinen Raum. Es konnten daher nur die ersten 25 ms ana-
lysiert werden. Setzt man die Gro¨ße des Raumes in Relation zu einem Konzertsaal von
10000 m3 und a¨hnlichen geometrischen Verha¨ltnissen, so erga¨be sich dort ein Zeitraum
von ca. 160 ms. Dabei wurde von einer gleichen Reflexionsdichte ∆N im Zeitraum ∆t
ausgegangen [Cremer & Mu¨ller 78].
∆N =
4pi(ct)2
V
· c ·∆t (2.11)
Man kann an dem Zeitsignal erkennen, daß der Bereich der fru¨hen Reflexionen zwischen
30 ms und 35 ms fu¨r diesen kleinen Raum endet. Da das Auswerteverfahren infolge der
Kreuzkorrelationsbildung nur fu¨r die fru¨hen geometrischen Reflexionen geeignet ist, kann
eine Auswertung zu spa¨teren Zeitpunkten nur schwer oder fu¨r besonders herausragende
Echos erfolgen. Die akustischen und geometrischen Bedingungen sind fu¨r eine derartige
Analyse in dem beschriebenen Baupru¨fstand nahezu ideal. Daher soll im folgenden gezeigt
werden, daß das Auswerteverfahren auch in normalen Ra¨umen zu nutzbaren Ergebnissen
fu¨hrt. Hierzu wurden in einem Kirchenraum Messungen mit der Tetraedersonde durchge-
fu¨hrt.
Abbildung 2.14 zeigt den Raum im Grundriß und im Schnitt. Das Drahtgittermodells des
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Abb. 2.14: Grundriß (oben) und Schnitt des Gemeindesaales der anthroposophischen Christen-
gemeinde Herdecke mit Drahtgittermodell. Links: Altar und Ambo; rechts: Rezep-
tionsbereich.
Raumes, welches in die virtuelle Schallquellenanalyse miteinbezogen wurde, wurde zur
Kontrolle maßstabsgerecht u¨ber die Zeichnung gelegt. Eine Kontrolle der Geometrie des
Modells mit der tatsa¨chlichen Geometrie ist so gut mo¨glich.
Bei dem hier vorgestellten Saal handelt es sich um einen im Grundriß unregelma¨ßig ellipti-
schen Raum mit einer maximalen La¨nge von ca. 19 m in La¨ngsrichtung und einer maxima-
len Breite von ca. 13 m. Die maximale Ho¨he betra¨gt ca. 8 m. Als Raumvolumen wurden
ca. 1250 m3 ermittelt, die gesamte Raumoberfla¨che betra¨gt ca. 750 m2 wovon ca. 200 m2
auf die Grundfla¨che des Raumes entfallen. Bei einer Platzkapazita¨t von maximal 200 Pla¨t-
zen ergibt sich eine Volumenkennzahl von 6,2 m3/Platz. Bei normaler Bestuhlung ergibt
sich mit 120 Pla¨tzen eine Volumenkennzahl von ca. 10 m3/Platz.
Der Raum ist, mit Ausnahme der Tu¨r zur Sakristei, zur La¨ngsachse symmetrisch. Die
Decke des Raumes ist im vorderen und hinteren Teil konkav und im mittleren Teil kon-
vex gekru¨mmt. Sie und auch die Wa¨nde bestehen aus auf einem abgeha¨ngten bzw. vor-
gesetzten Streckmetallnetz aufgebrachtem Spritzputz, was die fließende Gestaltung des
U¨bergangs von Decke zur Wand und den Entwurf gekru¨mmter Fla¨chen ermo¨glichte. Die
Wa¨nde und die Decke bestehen aus verschiedenen kleineren Teilfla¨chen, welche ebenfalls
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durch Kru¨mmungen und teilweise unterbrochene Kanten ineinander u¨bergehen. 2
Fu¨r den Einsatz raumakustischer Simulationsprogramme ist eine exakte Erfassung der
Geometrie eines Raumes no¨tig, was in diesem Fall quasi unmo¨glich war, da die letztend-
liche Formgebung der Kru¨mmungen den Handwerkern oblag und somit keine treffenden
Pla¨ne fu¨r den Innenraum vorlagen. Aufgrund der fließenden Strukturen und der gekru¨mm-
ten Wandfla¨chen ist eine exakte Vorhersage der Einfallsrichtung der einzelnen Reflexionen
und deren Sta¨rke nur schwer mo¨glich [Tennhardt 97]. Durch Wechselwirkungen verschie-
dener Wa¨nde und Teilfla¨chen kann es zu Synergieeffekten in negativer Hinsicht kommen,
welche sich in der Akustik des Raumes durch sto¨rende Echos bemerkbar machen. Da diese
sto¨renden Effekte innerhalb des Raumes ho¨rbar waren, wurde der Raum vermessen. Im
folgenden werden die Analyseergebnisse beispielhaft an zwei Meßpositionen diskutiert.
Abb. 2.15: Zeitsignal (oben) und Berechnungsergebnis der VS-Analyse fu¨r den Kirchenraum
der Christengemeinde Herdecke aus Abbildung 2.14 an Meßposition 1. Unten links:
Grundriß; rechts: La¨ngsschnitt.
Abbildung 2.15 zeigt das Zeitsignal und die Positionen der ermittelten virtuellen Schall-
quellen zusammen mit dem Drahtgittermodell des Raumes aus Abbildung 2.14. Die Kom-
2Bei den Bauwerken der christlichen Anthroposophen handelt es sich ha¨ufig um (aus vielen Teilfla¨chen
bestehende) Geba¨ude aus Stahlbeton oder Holz, die das Goetheanum in Dornach, ein von Rudolf
Steiner selbst entworfenes Geba¨ude, zur Vorlage haben. Die Sa¨le zeichnen sich durch kuppelartige
Geometrien aus, in denen rechte Winkel verpo¨nt scheinen. Durch die organischen Strukturen entsteht
eine Art Ho¨hlencharakter, der jedoch durch das gezielte Einbringen von Symmetrien aufgebrochen
wird. Durch diesen Architekturstil soll das anthroposophische Gedankengut zum Ausdruck gelangen.
Die Bauwerke bilden stilistisch eine Eigenheit fu¨r sich. ”Eben gerade weil sie zugleich Wissenschaft,
Kunst und Religion ist, musste anthroposophisch orientierte Geisteswissenschaft, absehend von allen
gebra¨uchlichen Baustilen, ihren eigenen Baustil hinstellen“ [Raab et al. 72]
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plexita¨t, sowohl der Raumgeometrie als auch der Streuung der virtuellen Schallquellen,
zeigt in diesem Fall nochmals deutlich die Relevanz der Hinzunahme raumgeometrischer
Daten in die Darstellung zur Interpretation der akustischen Daten. Der Sender befand
sich bei der Messung im vorderen Drittel des Raumes auf der linken Seite, der Empfa¨n-
ger in der Mitte des Rezeptionsbereiches nahe der Mittelachse des Raumes (Zentrum des
Quellenigels).
Streng genommen kann das Spiegelschallquellenmodell nicht auf Raume mit gekru¨mmten
Fla¨chen angewendet werden [Cremer & Mu¨ller 78], [Kuttruff 91], [Mommertz 95], was fol-
gendes Beispiel veranschaulicht:
Das Bild z. B. einer Kerze, welche sich im Brennpunkt eines zylindrischen Hohlspiegels be-
findet, wird fu¨r einen Betrachter auf eine horizontale Linie entlang der Spiegelkru¨mmung
abgebildet. Aus einem Spiegelkabinett ist dieser Effekt der Verzerrung jedem gela¨ufig.
Transferiert man dieses Bild in den akustischen Bereich, so bedeutet dies, daß eine an die-
sem Zylinder reflektierte Schallquelle quasi als Linienschallquelle wahrgenommen wird. Die
Reflexion ist in der Horizontalen nicht ortbar. Macht man jetzt den U¨bergang auf kleine
Teilfla¨chen, so entstu¨nde fu¨r jede Teilfla¨che eine Spiegelschallquelle. Aus einer Schallquel-
le entsteht somit ein Fa¨cher einfallender Spiegelschallquellen. Dieser Sachverhalt wird bei
der folgenden Reflexionsanalyse noch mehrfach beobachtet werden.
Die Reflexionsanalyse zeigt im Schnitt die deutlich zu erkennende Bodenreflexion unter der
Schallquelle. Im Zeitsignal ist diese Reflexion aufgrund der zeitlichen Skalierung der Dar-
stellung nicht vom Direktschall zu trennen, da ihr Laufzeitunterschied zum Direktschall
lediglich 1,2 ms betra¨gt. Sie ist jedoch aufgrund des schallhart reflektierenden Granit-
bodens stark ausgepra¨gt und wird durch den Algorithmus, trotz der geringen zeitlichen
Distanz sicher erkannt. Die Deckenreflexion ist bedingt durch die Deckenwo¨lbung bezogen
auf eine ebene Decke nach hinten verlagert und zeigt die oben diskutierte Auffa¨cherung
in horizontaler Richtung. Sie fa¨llt zeitlich mit den recht starken Seitenwandreflexionen
erster Ordnung zusammen. Im Zeitsignal bilden diese Reflexionen bzw. Teilreflexionen
die Reflexionsgruppe ca. 20 ms nach Eintreffen des Direktschalls. Diese Reflexionsgruppe,
die, wie dem Zeitsignal zu entnehmen ist, die dominierenden Reflexionen bildet, fu¨hrt auf-
grund ihrer ra¨umlichen Verteilung und ihrer geringen Verzo¨gerung gegenu¨ber dem Direkt-
schall nicht zu akustischen Problemen. Die Auffa¨cherung der kombinierten Seitenwand-
Bodenru¨ckwu¨rfe und Seitenwand-Ru¨ckwandreflexionen verhindert zudem ein sto¨rendes
Ru¨ckwandecho, so daß die Ho¨rsamkeit an dieser Meßposition verglichen mit den anderen
Meßpositionen im Raum, gut ist, wenn man von der zu langen Nachhallzeit absieht.
Daß die Kru¨mmung der Wandfla¨chen nicht immer positiven Einfluß auf die Akustik des
Raumes hat, sondern auch die Gefahr der unerwu¨nschten Fokussierung von Schall mit sich
fu¨hrt, zeigt eine Messung an einer ca. 4 m weiter hinten im Raum liegenden Meßposition.
Schon ein Blick auf das Zeitsignal la¨ßt ungewo¨hnliche akustische Verha¨ltnisse an diesem
Meßpunkt vermuten. Hier zeigen sich 15-20 ms nach dem Eintreffen des Direktschalls zwei
Reflexionen, die den Direktschall vom Pegel her u¨berragen. Die detaillierte dreidimensio-
nale Reflexionsanalyse zeigt, daß an dieser Meßposition eine sehr starke Ru¨ckwandrefle-
xion eintrifft und zudem eine Seitenwandreflexion stark ausgepra¨gt ist. Betrachtet man
die Ru¨ckwand des Saales, so finden sich dort mehrere kleinere Teilfla¨chen, welche wie eine
Art Facettenhohlspiegel angeordnet sind. In der Abbildung 2.14 ist diese Wandstruktur
ansatzweise im Grundriß zu erkennen. Diese Fla¨chenanordnung bewirkt eine Fokussierung
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Abb. 2.16: Zeitsignal (oben) und Berechnungsergebnis der VS-Analyse fu¨r Kirchenraum der
Christengemeinde Herdecke aus 2.14 an Meßposition 2. Unten links: Grundriß;
rechts: La¨ngsschnitt.
des Schalls an dieser Meßposition, was zu der starken Reflexion fu¨hrt. Eine Auffa¨cherung
der Reflexion ist nur begrenzt zu beobachten (1 Nebenreflexion), obwohl eine derart star-
ke Reflexion nur durch das Zusammenwirken mehrerer Einzelreflexionen ihre Entstehung
haben kann. Auch im Falle der Seitenwandreflexion fu¨hrt die Konstellation der verschie-
denen Teilfla¨chen zu einer Bu¨ndelung der Schalls. Akustisch ist die Seitenwandreflexion
jedoch nicht wahrnehmbar, wa¨hrend die Ru¨ckwandreflexion eine Ablo¨sung des Ho¨rereignis
vom Sender in Richtung einer ru¨ckwa¨rtigen Spiegelschallquelle bewirkt.
Weitere Reflexionen, wie ein Ru¨ckwurf von der Stirnwand und kombinierte Decken-Ru¨ck-
wandreflexionen, werden vom Algorithmus detektiert. Eine Decken-Seitenwandreflexion,
deren Eintreffen nach ca. 125 ms erfolgt, was einer Entfernung von 42 m zum Empfa¨nger
entspra¨che, kann noch determiniert werden. Es ist jedoch fraglich, ob es sich hierbei wirk-
lich um eine vorliegende Reflexion handelt, oder um eine Fehlfunktion des Algorithmus.
Eine U¨berpru¨fung, wie sie im Falle der Simulation des Quaderraumes mittels einfacher
Spiegelgesetze mo¨glich ist, scheint fu¨r Analysen in vielfla¨chigen Ra¨umen mit unregelma¨-
ßigen Teilfla¨chen unmo¨glich. Zur U¨berpru¨fung der durch den Algorithmus ermittelten
virtuellen Schallquellen findet in Kapitel 2.3.1 ein Verfahren Anwendung, welches in den
numerischen Simulationsverfahren seinen Ursprung hat.
Im folgenden soll untersucht werden, inwieweit der entworfene Algorithmus in der La-
ge ist, strukturelle Merkmale in Raumimpulsantworten zu detektieren, auch wenn diese
erst im Nachhallbereich auftreten. Prinzipiell eignet sich der Algorithmus wie oben be-
reits erwa¨hnt, aufgrund der verwendeten Kreuzkorrelation nur zur Detektion nichtdiffuser
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Schallfeldanteile. Dennoch kann es mitunter passieren, daß im diffusen Nachhallbereich
der Raumimpulsantwort wenig diffuse geometrische Reflexionen auftreten. Flatterechos,
bei denen die Schallenergie mehrfach zwischen Wandpaaren oder hin und her reflektiert
wird, ko¨nnen solch spa¨te geometrische Reflexionen hervorrufen.
Um die Leistungsfa¨higkeit des Algorithmus dahingehend zu untersuchen, wird exempla-
risch eine Messung in der Kongresshalle am Alexanderplatz in Berlin analysiert. Bei diesem
Bauwerk handelt es sich um einen Rundbau mit Kuppel, was aus akustischer Sicht eine
ungu¨nstige Konstellation darstellt. Um die ungewu¨nschte Bu¨ndelung des Schalles durch
die Kuppel zu verhindern, wurden Diffusoren sowohl zentral unter der Kuppel als auch
an den Ra¨ndern der Kuppel angebracht.
Abb. 2.17: Kongresshalle am Alexanderplatz in Berlin. Links: Blickrichtung vom Podium;
rechts: Blick in die Kuppel. Aufnahmen zur Verfu¨gung gestellt von der Berlin For-
schungsgruppe.
Zur Erzeugung eines Flatterechos wurde zu Meßzwecken zentral unter der Kuppel mit
einem gerichtet strahlenden Sender angeregt. Der Sender strahlte bei der Messung senk-
recht nach oben in die Kuppel. Die Mikrophonsonde befand sich bei der Aufzeichnung
ebenfalls zentral unter der Kuppel ca. 1 m vom Sender entfernt. Da die Kuppel im mittle-
ren Bereich keine Diffusoren aufweist, sollte es durch die oben gewa¨hlte Meßkonstellation
zum Auftreten eines Flatterechos kommen, wobei die Kuppel bei jedem Wiederauftreffen
der Wellen diese wieder bu¨ndelt und zum Boden zuru¨ckwirft.
Die Messungen wurden im Rahmen der Archivierung der Akustik aller Konzertsa¨le Ber-
lins von der Berlin Forschungsgruppe gemacht. Bei der hier verwendeten Mikronphonson-
de handelte es sich um eine Tetraedersonde mit 17 cm Kantenla¨nge. Auf die Aufstellung
konnte seitens des Autors kein Einfluß genommen werden. Eine Optimierung der Sonden-
geometrie konnte in diesem Fall nicht erfolgen, da es sich bei der hier verwendeten Sonde
um eine starre, nichtvariable Konstruktion handelte.
Das Zeitsignal zeigt deutlich das durch die Meßanordnung provozierte Auftreten eines
Flatterechos. Die Decken und die dazugeho¨rigen Bodenreflexionen treten gruppenweise
jeweils nach ca. 75 ms auf. Leider war aufgrund fehlender geometrischer Daten das Un-
terlegen eines Drahtgitternetzes unter den Igel der virtuellen Schallquellen zur besseren
Veranschaulichung des Analyseergebnisses nicht mo¨glich. Dennoch soll im folgenden eine
Deutung des Ergebnisses vorgenommen werden.
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Abb. 2.18: Reflexionsanalyse im der Kongresshalle am Alexanderplatz in Berlin. Sende- und
Empfangsposition in der Saalmitte. Oben: Zeitsignal; unten: VS-Analyse.
Die vom Algorithmus erkannten Reflexionen liegen im wesentlichen auf einer Linie, was
fu¨r ein Flatterecho ein erwartungsgema¨ßes Ergebnis ist. Die Ausrichtung der Sonde war
so, daß die Vertikale des Raumes die z-Richtung darstellt und die Decke sich in positiver
z-Richtung befand. Da der Raum nahezu rotationssymmetrisch ist, wird eine Unterschei-
dung von x-Richtung und y-Richtung nicht vorgenommen.
Zuna¨chst wird die Bodenreflexion detektiert. Da Sender und Empfa¨nger sich in einer Ho¨he
von ca. 1,5 m direkt nebeneinander befanden, tritt die Bodenreflexion mit einer relativ
großen Verzo¨gerung von ca. 8 ms auf, was einer Entfernung von ca 3 m entspricht. Vom
unteren Kranz der Diffusoren in der Mitte des Raumes tritt dann wieder die erste Reflexi-
on von oben auf. Dieser Kranz befindet sich ca. 5 m u¨ber Sender und Empfa¨nger, so daß
diese Reflexion einen Laufweg von ca. 10 m hat. Schwer erkla¨rbar ist die Reflexion auf Ho¨-
he der Diffusoren, welche eine seitliche Verschiebung von ca. 30 m in positiver y-Richtung
aufweist, also an einer Struktur in ca. 15 m Entfernung von Sender und Empfa¨nger ent-
standen sein muß. Vermutlich entsteht sie an einer Struktur oberhalb des Podiums, welche
auf Abbildung 2.17 zu erkennen ist.
Die erste dem Flatterecho zugeho¨rige Reflexionsgruppe trifft nach ca. 70 ms bei der Sonde
ein. Eine solche Gruppe besteht theoretisch aus vier Reflexionen: der direkten Deckenrefle-
xion, der Decken-Bodenreflexion, der Boden-Deckenreflexion, beide mit gleicher Laufzeit
und der Boden-Decken-Bodenreflexion. Bei der ersten Gruppe werden noch die direkte
Decken- und die Decken-Boden- und die Boden-Decken-Reflexion erkannt. Bei den weite-
ren Reflexionsgruppen des Flatterechos werden die virtuellen Schallquellen der von oben
kommenden Reflexion nicht mehr detektiert. Die letzte Reflexion, welche noch dem Flat-
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tercho zugeordnet werden kann, trifft nach ca. 225 ms am Empfangsort ein. Allein aus
dem Zeitsignal wa¨re diese Zuordnung nur schwer nachzuvollziehen. Zur besseren Veran-
schaulichung wurde diese Reflexion grau gekennzeichnet und ihr Auftreten im Zeitsignal
mit einem grauen Linie gekennzeichnet.
Da, wie schon oben erwa¨hnt, die Ra¨ume nicht vom Autor, sondern von der Berlin For-
schungsgruppe vermessen wurden, konnten weitere Messungen zum Test des Algorith-
mus in diesem Raum nicht gemacht werden. Hier wa¨ren weitergehende Untersuchungen,
insbesondere zur Nicht-Detektion der von oben eintreffenden Reflexionen, von Interesse
gewesen. Vermutlich besteht eine solche Deckenreflexion aus vielen Einzelreflexionen in-
nerhalb der Kuppel, welche nahezu gleichzeitig am Empfangsort eintreffen. Da in diesem
Saal die Kuppel nicht wie in dem zuvor beschriebenen Raum der Christengemeinde aus
vielen Teilfla¨chen zusammengesetzt ist, zeigen sich hier die Grenzen in der Anwendbarkeit
des Algorithmus, die auf der Annahme geometrischer Reflexionen beruhen.
Um im folgenden eine bessere Verknu¨pfung von geometrischen und akustischen Daten zu
bewerkstelligen, soll eine Erweiterung des Algorithmus vorgestellt werden, welche ihren
Ursprung in hybriden Raytracing-Spiegelschallquellen-Algorithmen zur raumakustischen
Simulation hat.
2.3.1 Strahlru¨ckverfolgung zur Reflexionswegermittlung
In den vorangegangen Kapiteln zeigt sich wa¨hrend der Diskussion der Berechnungser-
gebnisse immer wieder die Schwierigkeit der Analyse von Mehrfachreflexionen. Hierbei
gestaltet sich eine Rekonstruktion der Reflexionshistorie besonders schwierig. Eine Lo¨-
sung bietet die Strahlru¨ckverfolgung (Back tracing), wie sie bei kombinierten Raytra-
cing/Spiegelschallquellenverfahren zur raumakustischen Simulation eingesetzt wird.
Bei diesen Verfahren werden von einer Schallquelle viele Schallteilchen ausgesendet. Die
Schallteilchen werden an den Wa¨nden nach den Gesetzen der geometrischen Akustik zu-
ru¨ckgeworfen. Der Weg der Schallteilchen wird dabei protokolliert, d.h. unter welchem
Winkel es von der Schallquelle aus emittiert wurde und welche Raumbegrenzungsteilfla¨-
chen es unter welchen Winkel traf. Gelangt ein Schallteilchen am Ort des Empfa¨ngers an,
so werden Eintreffzeitpunkt und der Einfallswinkel festgehalten. Die Historie dieses Teil-
chens wird nun mit den anderen schon am Empfa¨nger eingetroffenen Teilchen verglichen.
Hat noch kein am Empfangsort notiertes Teilchen die gleichen Raumbegrenzungsfla¨chen
in der gleichen Reihenfolge als Vergangenheit aufzuweisen, so ergibt sich u¨ber den abge-
wickelten Weg des Teilchens eine mo¨gliche Spiegelschallquelle.
Um die Funktion des Algorithmus zu gewa¨hrleisten, kann der Empfa¨nger nicht verschwin-
dend klein gewa¨hlt werden, sondern muß eine endliche Ausdehnung haben, damit u¨ber-
haupt Schallteilchen detektiert werden ko¨nnen. Dies fu¨hrt dazu, daß mitunter auch Schall-
teilchen detektiert werden, welche ihren Weg nur zum Rand des Empfa¨ngers finden ko¨nnen
und der geometrischen Verha¨ltnisse wegen nicht in dessen Zentrum. Der abgewickelte Pfad
solcher Teilchen beschreibt somit eine Spiegelschallquelle, die nur aufgrund der numeri-
schen Unzula¨nglichkeiten des Algorithmus existiert. Um diese Spiegelschallquellen von
tatsa¨chlich existierenden Schallquellen zu unterscheiden, wird bei derartigen Simulations-
verfahren eine Strahlru¨ckverfolgung durchgefu¨hrt.
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Abb. 2.19: Schematische Darstellung einer Strahlru¨ckverfolgung zur Reflexionsvergangenheits-
bestimmung im Quaderraum von Abbildung 2.13.
Bei einer Strahlru¨ckverfolgung wird vom Empfa¨nger ausgehend in Richtung entgegen der
Einfallsrichtung des Schallteilchens der Pfad anhand der geometrischen Reflexionsgesetze
in Richtung der Schallquelle zuru¨ckverfolgt. Wird der Weg zur Schallquelle nach Ablauf
der zuvor ermittelten Laufzeit zuru¨ck gefunden und kann deren Zentrum durch Modifika-
tion der Ru¨ckflugrichtung vom Zentrum des Empfa¨ngers unter Einhaltung der geometri-
schen Reflexionsgesetze erreicht werden, so handelt es sich um eine wirklich vorhandene
Spiegelschallquelle.
Zur Durchfu¨hrung einer Strahlru¨ckverfolgung sind am Empfangsort Informationen u¨ber
Einfallsrichtung und Einfallszeitpunkt einer Spiegelschallquelle erforderlich. Die Zerlegung
einer mittels Mehrfachmikrophon bestimmten Raumimpulsantwort in virtuelle Schallquel-
len liefert diese Information, so daß das Ergebnis der Analyse anhand eines solchen Ru¨ck-
verfolgungsalgorithmus u¨berpru¨ft werden kann. Ferner muß ein mo¨glichst genaues Modell
des Raumes in Form eines Drahtgittermodells vorhanden sein, anhand dessen die Ru¨ck-
verfolgung durchgefu¨hrt wird.
In diesem Fall kommt es, im Gegensatz zur raumakustischen Simulation, nicht darauf
an, die exakte Position einer Spiegelschallquelle bezogen auf die Geometrie des Modells
zu bestimmen. Vielmehr wird Reflexionshistorie der virtuellen Schallquelle zur Pru¨fung
ihrer tatsa¨chlichen Existenz herangezogen. Aus diesem Grunde wird nicht versucht, die
virtuelle Schallquelle in das Zentrum des Senders zuru¨ckzuverfolgen, sondern das Errei-
chen einer Toleranzkugel um den Sender gilt hierbei als hinreichendes Kriterium. Die
Gro¨ße der Toleranzkugel ha¨ngt dabei von der Genauigkeit des Drahtgittermodells sowie
von der in Gleichung 2.10 diskutierten Ungenauigkeit des Algorithmus ab. Ferner stellt
sich hier auch die Frage des akustischen Zentrums einer Reflexion: Hat man z.B. einen
schweren Vorhang 20 cm vor einer massiven Wand, bleibt die Frage, ob die Vorhango-
berfla¨che oder die dahinter liegende Wand als Referenz fu¨r die geometrischen Daten des
Modells herangezogen wird. Im Falle eines Reflexionsbeitrages dieser Wand macht dies
einen Laufwegunterschied von bis zu 40 cm aus.
Der oben bereits diskutierte Baupru¨fstand weist mit der Quaderraumgeometrie die ein-
fachste mo¨gliche Raumgeometrie auf. Die Wandbegrenzungsfla¨chen sind, was die akusti-
schen Belange betrifft, aufgrund des verwendeten Putzes ebenfalls einfach gestaltet. Es
konnte somit ein Drahtgittermodells erstellt werden, welches die Realita¨t zutreffend wi-
derspiegelt. Zur U¨berpru¨fung der Wirkung des Algorithmus wurde eine Berechnung von
virtuellen Schallquellen mit Parametern durchgefu¨hrt, welche bewußt Fehlfunktionen des
Algorithmus provozierten. Unter anderem wurde die Schwelle des Kreuzkorrelationskoeffi-
38 Mehrdimensionale Analyse von Raumschallfeldern mit Mikrophonarrays
zienten, die als notwendiges Kriterium fu¨r das Vorhandensein einer virtuellen Schallquelle
u¨berschritten werden muß, sehr niedrig (0,2) gewa¨hlt. Dies hat zur Folge, daß insbesondere
in den Signalteilen mit geringer Energie fa¨lschlicherweise virtuelle Schallquellen gefunden
werden.
Abb. 2.20: Extraktion nicht existierender virtueller Schallquellen mittels Strahlru¨ckverfol-
gungs-Algorithmus.
Abbildung 2.20 zeigt das Ergebnis dieser Analyse im Quaderraum. Als Eingangsdaten
dienten die Daten, welche zu den Berechnungsergebnissen in Abbildung 2.13 fu¨hrten.
Sender und Empfa¨nger befanden sich an der gleichen Position, so daß die Ergebnisse ver-
gleichbar sind. Lediglich die Analyseparameter (Korrelationsschwelle) wurden, wie oben
beschrieben, modifiziert.
Dargestellt sind im oberen Teil der Abbildung das bekannte Zeitsignal und darunter die
virtuellen Schallquellen, dargestellt in einer Parallelprojektion des Raumes. In der lin-
ken Darstellung sind alle detektierten virtuellen Schallquellen abgebildet. In Schwarz sind
die Schallquellen gezeichnet, welche durch den Backtracing-Algorithmus als Fehldetek-
tionen der zuvor angewendeten Analyse interpretiert wurden. In der rechten Darstellung
sind diese Fehldetektionen ausgefiltert worden. Die zeitliche Positionen dieser fehldiagno-
stizierten virtuellen Schallquellen wurde zusa¨tzlich durch Linien im Zeitsignal hervorge-
hoben. Insbesondere im Bereich unmittelbar nach dem Direktschall, wo das Zeitsignal
nur geringe Amplituden aufweist, werden 4 virtuelle Schallquellen detektiert, welche sich
bei der Reflexionsanalyse um die eigentliche Schallquelle herum gruppieren. Zwei weitere
virtuelle Schallquellen werden nach ca. 25 ms aus der Reflexionsanalyse herausgefiltert.
In der rechten Darstellung verbleiben nur noch die bekannten Spiegelschallquellen eines
Quaderraums.
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Dieses Verfahren wurde auch am Kirchenraum aus Abbildung 2.14 getestet. Hierbei stell-
te sich jedoch das Problem, ein die Wirklichkeit widerspiegelndes Drahtgittermodel des
Raumes zu erstellen, da zwar Pla¨ne des Raumes vorhanden waren, aber die genaue Aus-
fu¨hrung der Teilfla¨chen des Innenraumes nicht in den Pla¨nen festgehalten war. Infolge der
Diskrepanz zwischen Raum und Modell konnten lediglich der Direktschall und die erste
Bodenreflexion zuru¨ckverfolgt werden.
Das Erstellen von Modellen, welche die oft sehr komplizierten Verha¨ltnisse vereinfachen
sollen und dennoch die Wirklichkeit aus physikalischer Sicht korrekt repra¨sentieren, stellt
in vielen Bereichen der Wissenschaft ein Problem dar. Hier zeigt sich ein weiterer Einsatz-
bereich dieses Meßverfahren, denn es ermo¨glicht somit eine U¨berpru¨fung und Bewertung
von Modellen, welche fu¨r raumakustische Simulationen verwendet werden sollen.
2.3.2 Ermittlung richtungsabha¨ngiger raumakustischer Parameter
Kennt man sowohl die ra¨umliche Verteilung der virtuellen Schallquellen in einem Saal,
als auch deren energetischen Beitrag zur Raumimpulsantwort, so ist die ra¨umliche Ener-
gieverteilung innerhalb des ersten Teiles der Raumimpulsantwort weitestgehend bekannt.
Einige raumakustische Einzahlparameter, bei denen die energetischen Beitra¨ge der ver-
schiedenen Raumrichtungen unterschiedlich gewichtet werden, ko¨nnen so durch geeignetes
Postprocessing berechnet werden.
Hierzu ist es zuna¨chst no¨tig, die Energie der virtuellen Schallquellen zu bestimmen. Dabei
stellt sich jedoch das Problem, daß die Reflexionen sich im Zeitsignal u¨berlagern und eine
direkte Bestimmung der Energie aus dem Zeitsignal nicht mo¨glich ist. Aus dem Verfahren
zur Bestimmung der Positionen der virtuellen Schallquellen sind die Laufzeitverschiebung
der einzelnen Kana¨le gegeneinander und die zeitliche Lage der Reflexionen innerhalb der
Raumimpulsanwort bekannt. Aufgrund der vorliegenden Information wird der gleiche An-
satz, welcher schon zur Bestimmung der zeitlichen Lage der einzelnen Reflexionen heran-
gezogen wurde, verwendet.
Die einzelnen Kana¨le werden um die ermittelten Laufzeiten gegeneinander verschoben
und die Abtastwerte kanalweise multipliziert. Anschließend wird der Betrag des aufmul-
tiplizierten Signals gebildet und die Reflexionen werden mit einer Fensterla¨nge von 2 ms
aus dem Signal ausgefenstert. Die Summe der radizierten Werte in diesem Zeitfenster
gibt dann ein Maß fu¨r die Energie, die der Reflexion zugerechnet wird. Hierbei wird eine
Art geometrisches Mittel aller Mikrophonkana¨le berechnet. In der Darstellung der Refle-
xionsanalyse wird die Energie der Reflexionen durch unterschiedliche Liniensta¨rken und
unterschiedliche Kreisgro¨ßen beru¨cksichtigt (vergl. Abbildung 2.16).
Sind die Reflexionen nach Richtung und Energiegehalt bestimmt, ko¨nnen auch aku-
stische Einzahlparameter gewonnen werden, welche mit der ra¨umlichen Bewertung der
Schallfelder hoch korrelieren. Im folgenden soll dies anhand des Seitenschallgrades nach
[Barron & Marshall 81] diskutiert werden. Der Seitenschallgrad Lf berechnet sich aus der
Raumimpulsantwort s(t, φ) gema¨ß:
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Lf =
80ms∑
t=5ms
s2(t, φ) · cos(φ)
80ms∑
t=0ms
s2(t)
(2.12)
Der Winkel φ in Gleichung 2.12 bezeichnet den Winkel zwischen der Projektion der Schal-
leinfallsrichtung auf die Horizontalebene und einer gedachten Achse durch beiden Ohren.
Andere Wichtungen der Raumeinfallsrichtungen, welche eine noch ho¨here Korrelation mit
den in der Einleitung diskutierten ra¨umlichen Faktoren zeigen [Kleiner 89], ließen sich an
dieser Stelle ebenso berechnen. Da sich obige cos-Wichtung bezogen auf das quadrierte
Zeitsignal oder die Energie der Raumimpulsantwort mit herko¨mmlichen Meßsystemen nur
schwer erzielen la¨ßt, wurde zur U¨berpru¨fung des Algorithmus eine Vergleichsmessung mit
einem Gradientenmikrophon an der Stelle der Mikrophonsonde gemacht. Die Richtcharak-
teristik eines solchen Mikrophons entspricht der einer cos-Wichtung der Einfallsrichtung
bezogen auf das Zeitsignal. Bezogen auf die Energie la¨ßt sich somit nur eine cos2-Wichtung
der Einfallsrichtung erzielen. Die Vergleichsmessungen werden daher nach Gleichung 2.12
ausgewertet, wobei der cos-Term durch eine cos2-Funktion ersetzt wird. Diese Ergebnisse
weisen zwar nicht eine so hohe Korrelation mit dem subjektiven Empfinden auf, ermo¨gli-
chen aber so eine leichte U¨berpru¨fung der Sondenergebnisse. Das Meßverfahren mit Gradi-
entenmikrophon ist zudem in der Literatur hinla¨nglich diskutiert [Barron 71], [Barron 74],
[Barron 98], [Bradley & Soulodre 95a], [Bradley & Soulodre 95b] und hat Einzug in die
Standardisierung gefunden [ISO 3382].
Sitzposition 1 2 3 4 5
Kirchenraum 1 0,30/0,29 0,37/0,37 0,38/0,22 0,48/0,21 0,47/0,21
Kirchenraum 2 0,18/0,19 0,17/0,12 0,24/0,16 0,17/0,13 0,18/0,15
Tabelle 2.3: Seitenschallgrad-Messung in zwei Kirchenra¨umen an fu¨nf Sitzpositionen. Auswer-
tung links vom Schra¨gstrich Referenzmessung mit einem Gradientenmikrophon;
rechts vom Schra¨gstrich Auswertung von Messungen mit Mikrophonarray.
Tabelle 2.3 zeigt die Unterschiede zwischen der Auswertung mit der Mikrophonsonde
und einem Gradientenmikrophon. In der oberen Zeile der Tabelle 2.3 findet man die
Auswertung der Seitenschallgrade an den verschiedenen Meßpositionen in dem bereits
vorgestellten Kirchenraum. Eine Zeile tiefer ist das in einem weiteren Kirchenraum er-
zielte Ergebnis angefu¨hrt. Dieser Kirchenraum weist, aufgrund einer besonders starken
Beda¨mpfung durch eine absorbierende Decke, sehr kurze Nachhallzeiten auf (breitbandig
gemittelt unbesetzt ca. 0.9 s) [Becker et al. 98]. Wie zu erwarten, liegen die ermittelten
Seitenschallgrade deutlich unter denen des ersten Kirchenraums. Die Sitzpositionen sind
in der Reihenfolge der Entfernung zur Schallquelle sortiert, wobei in beiden Fa¨llen die
Sitzposition 1 etwa 5 m und die Sitzposition 5 etwa 14 m von der Schallquelle entfernt
war.
In den Fa¨llen, wo viele virtuelle Schallquellen gefunden werden und der Direktschallanteil
u¨berwiegt, also an den vorderen Sitzpositionen, stimmen die mit dem Array ermittelten
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Werte gut mit denen der klassischen Methode u¨berein. An weiter hinten liegenden Sitz-
positionen ist die U¨bereinstimmung schlechter. Ist ein großer Teil der Schallenergie auf
geometrische Reflexionen aufgeteilt, so ko¨nnen diese entsprechend ihrer Einfallsrichtung
gewichtet und energetisch summiert werden. Erho¨ht sich jedoch der Anteil der diffusen
Schallfeldenergie, so wird dieser Anteil nur vom Gradientenmikrophon beru¨cksichtigt. Da
zumeist der Direktschall und die erste Bodenreflexion sowie das Stirn- und Ru¨ckwande-
cho detektiert werden, diese jedoch keine laterale Verteilung besitzen, wird ein zu geringer
Seitenschallgrad fu¨r diesen Positionen ermittelt. Fu¨r stark diffuse Schallfelder ist somit ei-
ne richtungsabha¨ngige Intensita¨tsanalyse, welche mit dem bei [Kleiner 89] beschriebenen
Verfahren mit Mikrophonsonden durchgefu¨hrt werden kann, das genauere Verfahren.
Als weitere Fehlermo¨glichkeit beim Vergleich der beiden Meßverfahren spielt die exakt
gleiche Ausrichtung von Sonde und Gradientenmikrophon aufgrund der cos2-Wichtung
der Raumwinkel eine nicht unerhebliche Rolle. Da sowohl Mikrophon als auch Sonde
keine besondere Peilrichtung besitzen sind hier Abweichungen von 5◦ - 10◦ mo¨glich.
Als eine weitere Mo¨glichkeit lassen sich neben den raumintegrierenden Gro¨ßen auch kopf-
bezogene raumakustische Parameter wie der IACC aus einer Reflexionsanalyse ermitteln
[Sekigushi et al. 98]. Daru¨berhinaus wa¨re eine Umwandlung einer mit einer Mikrophon-
sonde gemessenen Raumimpulsantwort in eine binaurale denkbar. Dazu mu¨ßten die einzel-
nen detektierten Reflexionen aus dem Zeitsignal ausgefenstert und die Stoßantworten der
einzelnen Reflexionen mit den Außenohrstoßantworten fu¨r die jeweilige Richtung gefaltet
werden. Fu¨r den verbleibenden nichtaufgeschlu¨sselten Anteil der Raumimpulsantwort ließe
sich aus dem Diffusfeldu¨bertragungsmaß eines Kunstkopfes in Verbindung mit Allpaßfil-
tern [Schroeder 61], auf deren Aufbau in Abschnitt 4.4.1 noch na¨her eingegangen wird, ein
passendes Filter berechnen. A¨hnliche Methoden werden bei der Auralisation der Ergeb-
nisse von Raumsimulationsverfahren angewendet [Heinz 94]. Inwieweit der Klangeindruck
solch ku¨nstlich generierter, binauraler Messungen mit dem echter Kunstkopfmessungen
u¨bereinstimmt, ist noch zu u¨berpru¨fen. Zu Erzeugung binauraler Raumimpulsantworten
mit Mikrophonarrays scheint das in Kapitel 3 beschriebene Verfahren jedoch besser ge-
eignet.
2.4 Zusammenfassung
Ein Mehrkanalmeßsystem zur ra¨umlichen Analyse der bedeutenden Reflexionen in Sa¨len
wurde in Kapitel 2 vorgestellt. In einer Diskussion um die Eignung verschiedener Meßsi-
gnale wurden die Mo¨glichkeiten des Einsatzes aperiodisch korrelierender komplementa¨rer
Sets (ACS) erwogen. Ihre Korrelationseigenschaften, insbesondere bei Zeitvarianzen, wur-
den mit denen herko¨mmlicher Maximalfolgen und Sweepsignalen verglichen. Die La¨nge
der Folgen kann unabha¨ngig von der Stoßantwort des zu messenden Systemes gewa¨hlt
werden. Aufgrund dieser Eigenschaft in Verbindung mit einer aperiodischen Korrelation
bieten diese Signale Vorteile bei der Messung des Einschwingverhaltens von Systemen.
Die Analyse der Raumimpulsantworten im Hinblick auf die Einfallsrichtung und Energie
der wichtigsten Reflexionen zeigt die Problematik der Separation der Anteile der ver-
schiedenen Reflexionen innerhalb der Raumimpulsantwort. Zur Lo¨sung wurden mehrere
Vorgehensweisen vorgeschlagen, die mittels Kenntnis u¨ber Sondengeometrie und Raum-
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geometrie eine Zuordnung der einzelnen Reflexionen ermo¨glichen. Die Notwendigkeit eines
geeigneten Visualisierungsprogrammes, welches zur Interpretation der Ergebnisse akusti-
sche mit geometrischen Daten verknu¨pft, wurde erkannt und eine Lo¨sung wurde ent-
wickelt. Mit diesem Programm konnten die Entstehungsorte der fru¨hen Reflexionen in
Sa¨len mit komplexen Geometrien erfolgreich analysiert werden.
Eine Erga¨nzung des vorgestellten Verfahrens durch den aus der raumakustischen Simulati-
on bekannten Algorithmus der Strahlru¨ckverfolgung bringt bei einfachen Raumgeometrien
einen Informationsgewinn, der jedoch bei Ra¨umen mit komplexeren Geometrien aufgrund
der Diskrepanz zwischen Modell und Wirklichkeit fragwu¨rdig ist.
Raumakustische Parameter, welche zur objektiven Messung der ra¨umlichen Komponen-
ten eines Schallfeldes eine ra¨umliche Wichtung der verschiedenen Schalleinfallsrichtungen
am Empfangsort vornehmen, ko¨nnen aus den Reflexionsanalysen nachtra¨glich errechnet
werden. Hierbei zeigen sich jedoch Unterschiede zwischen den Sondenmessungen und eta-
blierten Meßmethoden, insbesondere an Meßpositionen, an denen nur wenige Reflexionen
detektiert werden.
Eine weitreichende Analyse der fru¨hen Reflexionen eines Saales ist durch den oben be-
schriebenen Algorithmus mo¨glich. Bei Verwendung dessen in Kombination mit raumaku-
stischen Simulationsprogrammen bietet das Meßverfahren erweiterte Mo¨glichkeiten zur
Analyse der Akustik in Sa¨len und zur Verifizierung raumakustischer Modelle. Mit der
noch zu verifizierenden Mo¨glichkeit der nachtra¨glichen Auralisation von Sondenmessung
stellt das beschriebene Meßsystem ein universelles raumakustisches Analyseverfahren aus
Simulations- und Meßtool dar, was aufwendige Messungen an einer Meßposition mit un-
terschiedlichen Empfa¨ngern u¨berflu¨ssig werden la¨ßt.
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Mikrophonarrays fu¨r die geho¨rbezogene
Schallfeldaufzeichnung
Wie schon in der Einleitung erwa¨hnt, ist in der Raumakustik die Messung zahlreicher
raumakustischer Parameter zur Erfassung der Akustik eines Saales u¨blich. Insbesondere
zur Ermittlung der ra¨umlichen Schallfeldeigenschaften wie der scheinbaren Schallquel-
lenbreite (ASW) und des Eingehu¨lltseins (LEV) sind Messungen mit Mikrophonen ver-
schiedener Richtcharakteristiken oder Messungen mit Kunstko¨pfen no¨tig. Das wiederholte
Messen an einer Empfangsposition mit verschiedenen Empfa¨ngern stellt dabei eine nicht
zu unterscha¨tzende Vergro¨ßerung des Meßaufwandes und eine Verla¨ngerung der Meßzeit
dar. Eine Vereinfachung des Meßverfahrens ist daher aus Zeit- und Kostengru¨nden er-
wu¨nscht. Mehrkanalige Mikrophonarrays bieten die Mo¨glichkeit, sowohl raumakustische
Parameter mit ungerichtet messenden Mikrophonen zu ermitteln, als auch Gro¨ßen zu
bestimmen, welche Mikrophone mit Richtcharakteristik beno¨tigen.
Im folgenden wird ein Verfahren zur Konstruktion eines Mikrophonarrays beschrieben,
mit dessen Hilfe sich kopfbezogene raumakustische Parameter wie z.B. der IACC, das Ma-
ximum der interauralen Kreuzkorrelationsfunktion, bestimmen lassen. Hierbei steht die
Optimierung der Richtcharakteristik der Sonde auf die Richtcharakteristik eines Kunst-
kopfes im Vordergrund, da sie die Gro¨ße IACC in entscheidendem Maße beeinflußt.
Vergleicht man die Richtcharakteristik eines Ohres mit der eines Druck- oder Gradienten-
mikrophones, so erscheint diese u¨ber den Frequenzbereich außerordentlich komplex. Es
ist zu untersuchen, wieviele Mikrophone zur Bewerkstelligung dieser komplexen Aufga-
ben miteinander kombiniert werden mu¨ssen. Kombiniert man z.B. zwei Mikrophone pro
Ohr miteinander, so la¨ßt sich mit diesen maximal eine Richtcharakteristik 2. Ordnung,
d. h. eine Niere oder Superniere, ausbilden [Mellert & Tohtuyeva 98]. Im folgenden wird
ein Algorithmus vorgestellt, mit dem beliebig viele Mikrophone u¨ber ein Filternetzwerk
miteinander verschaltet und somit einer beliebigen Richtcharakteristik angepaßt werden
ko¨nnen.
3.1 Ansatz und Algorithmus
Um die Richtcharakteristik eines Kunstkopfes nachzubilden, ist es zuna¨chst no¨tig diese
meßtechnisch oder mathematisch zu erfassen. Ein Ansatz zur mathematischen Beschrei-
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bung der U¨bertragungseigenschaften des Ohres und damit auch seiner Richtcharakteristik
werden in Abschnitt 4.1.1 dargelegt.
Eine u¨bliche Methode fu¨r die meßtechnische Erfassung ist die Aufzeichnung zahlreicher
Impulsantworten an den Ohrkanaleinga¨ngen des Kunstkopfes mit einer Punktschallquelle
in reflexionsarmer Umgebung unter verschiedenen Einfallswinkeln. Setzt man die Energien
der gefilterten Impulsantworten in Bezug zueinander, so kann die Richtcharakteristik fu¨r
die entsprechende Ebene bestimmt werden. Voraussetzung hierfu¨r ist eine hinreichende
Meßpunktdichte fu¨r die jeweilige Ebene. In der Regel liefert eine Auflo¨sung von 5◦ ein
detailgetreues Bild fu¨r die jeweilige Ebenen.
Richtet man sein Augenmerk weniger auf die ra¨umlichen U¨bertragungseigenschaften des
Ohres sondern auf die frequenzabha¨ngigen Merkmale des Systems Außenohr, so geben die
Fouriertransformierten der einzelnen Impulsantworten, die Außenohru¨bertragungsfunktio-
nen (HRTFs1), hieru¨ber Auskunft. Eigenschaften der Außenohru¨bertragungsfunktionen
werden in Abschnitt 4.1.1 diskutiert.
Eingangsdaten des Algorithmus sind entweder die fu¨r die Horizontalebene bestimmten,
gleitend terzgemittelten Außenohru¨bertragungsfunktionen eines Kunstkopfes oder auch
HRTF-Messungen des oberen Halbraums bzw., falls vorhanden, Messungen der HRTFs
u¨ber die ganze Spha¨re. Die gleitende Terzmittlung des Betrages bewirkt eine Verringe-
rung der feinen Strukturmerkmale des Betrages der HRTF, was aber bei Nichtidentita¨t
von Aufnahme- und Wiedergabeperson eine Verbesserung des Klangeindrucks bewirkt
[Urbach 91], [Schmitz 94].
Die Messungen sollten in einem dichten Raster erfolgen, jedoch wirkt sich die Rasterdichte
der Messung auf die Rechenzeit des Algorithmus aus. Die hier dargestellten Ergebnisse
wurden mit einem Datensatz fu¨r die Horizontalebene, gemessen in 2o-Schritten um den
Kunstkopf, und mit einem Datensatz fu¨r den oberen Halbraum, gemessen in Schritten
von 10o fu¨r den Azimuth und 30o fu¨r die Elevation, bestimmt.
Abb. 3.1: Mikrophonarray mit linearer Filterbank zur Erzeugung monauraler kopfbezogener
Schallfeldaufnahmen.
Abbildung 3.1 zeigt den zur Erzeugung kopfbezogener Messungen verwendeten Ansatz
eines Mikrophonarrays. Den Mikrophonen an den Positionen xi, yi, zi wird jeweils ein
1Eine mo¨gliche Abku¨rzung fu¨r Außenohru¨bertragungsfunktion ist AOU¨F. Da aber auch im deutschspra-
chigen Raum die englische Abku¨rzung fu¨r Head related transfer function (HRTF) gebra¨uchlicher ist,
findet diese im folgenden Verwendung.
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Filter nachgeschaltet. Kommt ein Diracstoß zur Aussendung, so bildet die Summe der
Filterausga¨nge die Stoßantwort der kopfbezogenen Messung. Die Stoßantwort ergibt sich
mit obigen Ansatz zu:
hSonde(t, ϕ, ϑ) ◦−−−• HSonde(f, ϕ, ϑ) =
∑
i
Fi(f) ·Mi(f, ϕ, ϑ, xi, yi, zi) (3.1)
Als zu bestimmende Variablen ergeben sich fu¨r diesen Ansatz:
1. die Position der Mikrophone in xi, yi, zi,
2. die Filterstoßantworten,
3. die Anzahl der Zweige n.
Zuna¨chst muß die Position x0, y0, z0 des ersten Mikrophones bestimmt werden, da durch
diese die minimale Laufzeit eines Zweiges des Arrays fest vorgeben ist und sie somit
Einfluß auf die zu wa¨hlende Filteru¨bertragungsfunktion Fi(f) hat. Hierzu wird der Fre-
quenzbereich (Terz) oder die Frequenz f0 aus dem Datensatz ermittelt, bei der die Richt-
charakteristik des Kunstkopfes am wenigsten einer ungerichteten Richtcharakteristik, also
der eines Kugelmikrophones, entspricht. Abbildung 3.2 veranschaulicht die geometrischen
Verha¨ltnisse fu¨r ein Mikrophon im Abstand x0, y0. Um die Darstellung zu vereinfachen,
wurde die dritte Dimension (z) in der Abbildung vernachla¨ssigt. Dies entspricht dem Fall,
daß eine Optimierung des Mikrophonarrays nur fu¨r einen Kunstkopfdatensatz bestehend
aus Messungen in der Horizontalebene erfolgt. Die Erweiterung des Ansatzes um die dritte
Dimension wurde in den Formeln beru¨cksichtigt, auch wenn sie, wie die Ergebnisse in den
verschiedenen Simulationen zeigen, fu¨r die Bestimmung kopfbezogener raumakustischer
Parameter nicht unbedingt notwendig ist.
Der Ursprung des Koordinatensystems wurde dabei an den Punkt gelegt, an dem sich
auch der Ursprung des kopfbezogenen Koordinatensystems [Blauert 97] bei der Messung
des Eingangsdatensatzes befunden haben soll.
Die Mikrophonu¨bertragungsfunktion am Punkt x, y, z fu¨r einen Lautsprecher im Abstand
rd und unter dem Azimuth ϕ und der Elevation ϑ vom Ursprung des Koordinatensystemes
ergibt sich nach Abbildung 3.2:
M(f, ϕ, ϑ, x, y, z) =M0(f) · e−j·k(rd+x·sin(ϕ)cos(ϑ)+y·cos(ϕ))cos(ϑ)−z·sin(ϑ)) (3.2)
Da bei allen Messungen die Lautsprecheru¨bertragungsfunktion mittels spektraler Divisi-
on heraus gefaltet wird [Leckschat 92], [Mu¨ller 99], findet die U¨bertragungsfunktion des
Lautsprechers keine Beachtung. Der Betrag der Mikrophonu¨bertragungsfunktionen M0
soll im weiteren konstant zu 1 angenommen werden. Die Phase soll als nahezu linear an-
genommen werden, so daß die U¨bertragungseigenschaften des Mikrophones selbst hier als
ideal angenommen werden. Fu¨r jede Position x, y, z werden in einem Quader von 40 cm
x 20 cm x 40 cm in einem 5 mm-Raster um den Koordinatenursprung mit Hilfe der Mi-
krophonu¨bertragungsfunktionen aus Gleichung 3.2 fu¨r alle Winkel ϕ, ϑ des Datensatzes
laufzeitkorrigierte Kopfu¨bertragungsfunktionen bestimmt.
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Abb. 3.2: Geometrie fu¨r die Laufzeitberechung im Punkt x0, y0 in Abha¨ngigkeit vom Radius
rd und Einfallswinkel ϕ.
Hkor(f0, ϕ, ϑ, x, y, z) =
H(f0, ϕ, ϑ)
M(f0, ϕ, ϑ, x, y, z)
(3.3)
Aus diesen laufzeitkorrigierten U¨bertragungsfunktionen wird eine mittlere komplexe lauf-
zeitkorrigierte U¨bertragungsfunktion Hkor(f0, x, y, z) fu¨r alle Einfallsrichtungen gebildet.
Wird dies fu¨r einen Datensatz des oberen Halbraumes oder der ganzen Spha¨re durchge-
fu¨hrt, so sind die einzelnen U¨bertragungsfunktionen entsprechend der Gro¨ße des ihnen
zugeordneten Raumwinkels durch die Funktion G(∆ϕ,∆ϑ) zu wichten. Abbildung 3.3
zeigt die nach Gleichung 3.4 berechneten Abweichungen σ der komplexen Mittelung von
der Mittelung aller Betra¨ge der gemessenen HRTFs beispielhaft in der Horizontalebene
fu¨r den Frequenzbereich f0.
σ(f0, x, y, z) =
∣∣∣G(∆ϕ,∆ϑ) · |H(f0, ϕ, ϑ)|
− |G(∆ϕ,∆ϑ) ·Hkor(f0, ϕ, ϑ, x, y, z)|
∣∣∣
mit G(∆ϕ,∆ϑ) =
∫
∆ϑ
∫
∆ϕ
r2d ϕ sin(ϑ) dϕ dϑ (3.4)
Deutlich ist in Abbildung 3.3 ein Bereich minimaler σ-Werte (schwarz) an der Position
(x = 9 cm / y = −1 cm) zu erkennen. Die beste Wahl fu¨r die Position des Mikrophons ist
dort, wo σ minimal wird. Im weiteren soll diese Position mit x0, y0, z0 bezeichnet werden.
Dieser Sachverhalt la¨ßt sich durch folgende U¨berlegung leicht veranschaulichen:
3.1 Ansatz und Algorithmus 47
Abb. 3.3: Verteilung der σ-Werte in Abha¨ngigkeit von der Mikrophonposition x, y. Lineare
Grauwertverteilung: hell: hohe Werte, dunkel: geringe Werte.
Fu¨r den Fall, daß die Position des Mikrophons der gesuchten Position entspricht, so ent-
spricht die Phase der Mikrophonu¨bertragungsfunktion fu¨r den ausgewa¨hlten Frequenz-
bereich anna¨hernd der des Kunstkopfes bei der Messung. Die Phase der laufzeitkorri-
gierten U¨bertragungsfunktionen Hkor ist somit anna¨hernd Null. Ist dies aber gegeben, so
entspricht die komplexe Mittelung der laufzeitkorrigierten U¨bertragungsfunktionen der
Mittelung der Betra¨ge der Kopfmessung.
Nachdem nun die Mikrophonposition bestimmt wurde, kann die breitbandige Filteru¨ber-
tragungsfunktion des i-ten Mikrophons mit Hilfe der Gleichung 3.5 durch Mittelung be-
stimmt werden.
Fi(f) =
[
G(∆ϕ,∆ϑ) ·H(f, ϕ, ϑ)
M(f, ϕ, x0, y0, z0)
]
(3.5)
Infolge der Wichtung der einzelnen U¨bertragungsfunktionen beinhaltet die Filteru¨bertra-
gungsfunktion F1(f) die um die Laufzeit im Punkt x0, y0, z0 entzerrte Diffusfeldu¨ber-
tragungsfunktion des Kopfes. Im Falle einer Reihenentwicklung, welche dem Ansatz aus
Abbildung 3.1 zugrunde liegt, kann ein Mikrophon mit Kugelrichtcharakteristik in Ver-
bindung mit einem Filter mit der Diffusfeldu¨bertragungsfunktion eines Kopfes als Fil-
terfunktion als erste Na¨herung des ra¨umlichen U¨bertragungmaß eines Kopfes bezeichnet
werden. Bei der Messung in einem ideal diffusen Schallfeld wu¨rden beide anna¨hernd die
gleichen Meßergebnisse liefern.
Zur Berechnung der Positionen und Filter fu¨r weitere Mikrophonzweige wird nun aus den
Ausgangsdaten ein neuer Datensatz nach Gleichung 3.6 berechnet.
Hneu(f, ϕ, ϑ) = H(f, ϕ, ϑ)− Fi(f) ·M(f, ϕ, ϑ, x0, y0, z0) (3.6)
Mit dem so berechneten Datensatz aus Gleichung 3.6 kann dann der Algorithmus erneut
durchlaufen werden, wobei der Sonde jeweils ein Mikrophon mitsamt Filter hinzugefu¨gt
wird. Ein Abbruch des Algorithmus ist vorzunehmen, wenn durch Hinzufu¨gen weiterer Mi-
krophone keine entscheidenden Anna¨herungen an die Kunstkopfdaten mehr erzielt werden
ko¨nnen.
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Abb. 3.4: Betrag der HRTFs fu¨r den Kunstkopf ITA-Prototyp in der Horizontalebene in 10o-
Schritten (linkes Ohr): a-e) Simulation der Sondenu¨bertragungsfunktionen fu¨r un-
terschiedliche Mikrophonanzahl; f) Kunstkopfu¨bertragungsfuntionen. Lineare Grau-
wertverteilung, hell geringer Pegel, dunkel hoher Pegel.
Abbildung 3.4 veranschaulicht die iterative Anna¨herung der Sondenu¨bertragungsfunk-
tionen an die Originaldaten des Kunstkopfes. Dargestellt ist der Betrag der berechneten
HRTFs der Sonde fu¨r die Horizontalebene in 10o-Schritten in Abha¨ngigkeit von der Mikro-
phonanzahl pro Ohr. Unten rechts ist die Horizontalebene des gemessenen Kunstkopfes,
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also der Eingangsdatensatz oder auch der zu erreichende Datensatz, dargestellt. Die Grau-
werte in der Darstellung wurden linear verteilt, d. h. der Grad der Schwa¨rzung entspricht
nicht dem Pegel in dB sondern einer linearen Skala. Dunkle Stellen sind Stellen, an denen
der Betrag der U¨bertragungsfunktion hohe Werte annimmt. Die lineare Verteilung der
Grauwerte wurde aufgrund der besseren Vergleichbarkeit gewa¨hlt.
Es wird die Anna¨herung der Sondenmessungen mit jedem zusa¨tzlichen Mikrophonzweig an
die Kunstkopfdaten sichtbar. Fu¨r ein Mikrophon ergibt sich die Kugelcharakteristik mit
unterschiedlichen Werten des Betrages abha¨ngig von der Frequenz. Fu¨r zwei Mikropho-
ne, wo die Richtcharakteristik eines Dipols mit der einer Kugel kombiniert werden kann,
bildet sich im Frequenzbereich um 3 kHz eine Nierencharakteristik aus, welche zu ho¨he-
ren Frequenzen in eine Supernierencharakteristik (Nebenkeule nach hinten) u¨bergeht. Die
Richtung der Hauptkeule liegt bei ca. 300o, was fu¨r das linke Ohr des verwendeten Kunst-
kopfes die Richtung der gro¨ßten Schallempfindlichkeit darstellt. Durch Hinzufu¨gen eines
weiteren Mikrophones kann die Symmetrie der Richtcharakteristik, bezu¨glich der Achse
gro¨ßter Empfindlichkeit aufgebrochen werden. Auch kann die Frequenzabha¨ngigkeit der
Richtcharakteristik mit drei Mikrophonen erstmalig zufriedenstellend angena¨hert werden.
Mit vier und fu¨nf Mikrophonen kann die U¨bereinstimmung zwischen Kunstkopfmessung
und Sondenmessung noch weiter verbessert werden.
Ein Maß fu¨r die Gu¨te der Anna¨herung der Sonden-HRTFs an die urspru¨nglichen Kunst-
kopfdaten liefert ein Vergleich der Betra¨ge der Außenohru¨bertragungsfunktionen in re-
flexionsfreier Umgebung fu¨r alle Einfallsrichtungen. Dieser Sachverhalt kann durch die
Gro¨ße ∆HRTF in Gleichung 3.7 quantitativ gefaßt werden.
∆HRTF =
∑
i,j
||HSonde(ϕi, ϑj)| − |HKopf (ϕi, ϑj)|| (3.7)
An dieser Stelle ha¨tte auch die Summe der Fehlerquadrate der Betra¨ge angefu¨hrt werden
ko¨nnen, doch ist fraglich, ob dieser Zahlenwert die Anna¨herung der Sonde an den Kunst-
kopf bezu¨glich des Ho¨rempfindens besser widerspiegelt als der oben gewa¨hlte. Da auch
bei der Optimierung der Sondengeometrie in Gleichung 3.4 auf Fehlerquadrate als Maß
verzichtet wurde, sollen hier nur die Betra¨ge selbst miteinander verglichen werden.
In der Abbildung 3.5 ist der Wert ∆HRTF u¨ber einer variablen Anzahl von Mikropho-
nen pro Ohr aufgetragen. Die Auswertung erfolgt im Frequenzbereich von 100 Hz bis
10000 Hz und fu¨r alle Meßpositionen des Kunstkopfes, das heißt also fu¨r den jeweiligen
Eingangsdatensatz.
Fu¨r die Werte in der Abbildung links wurde die Sonde mitsamt ihrer Filter auf einen
HRTF-Datensatz der Horizontalebene optimiert. Es zeigt sich hier quantitativ, was in
Abbildung 3.4 qualitativ zu Ausdruck kommt. Die Anna¨herung der Betra¨ge der U¨bertra-
gungsfunktionen von Sonde und Kunstkopf fa¨llt mit mehr als drei Mikrophonen pro Ohr
in Relation zu den Ergebnissen mit weniger als drei Mikrophonen pro Ohr aus.
Abbildung 3.5 rechts zeigt die Abweichungen von den Außenohru¨bertragungsfunktionen
fu¨r den oberen Halbraum. Dabei wurde fu¨r den Fall der durchgezogenen Linie als Ein-
gangsdatensatz der Kunstkopfdatensatz des oberen Halbraums verwendet, fu¨r den Fall der
gestrichelten Linie aber nur der Eingangsdatensatz der in der Horizontalebene gemessenen
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Abb. 3.5: Abweichung der Betra¨ge der Sondenmessung von den Kunstkopfmessungen
(∆HRTF ) in Abha¨ngigkeit von der Mikrophonanzahl pro Ohr. Links: Vergleich fu¨r
die Horizontalebene; rechts: Vergleich fu¨r den oberen Halbraum; gestrichelt: Opti-
mierung der Sonde auf Horizontalebenendaten.
Kunstkopfdaten. Auch hier lassen sich mit drei Mikrophonen schon deutliche Anna¨herun-
gen an die Originaldaten erreichen. Bemerkenswert ist, daß bereits bei einer alleinigen
Optimierung der Sonde auf die Eingangsdaten der Horizontalebene eine Anna¨herung an
die Daten des oberen Halbraumes vergleichsweise gut gelingt. Dies kann daran liegen, daß
die Richtcharakteristik des Kunstkopfes fu¨r ho¨here Elevationen weniger komplex ist und
mehr der einer Nierencharakteristik a¨hnelt, was in Abbildung 3.6 deutlich wird. Da aber
bei eleviertem Schalleinfall die Laufzeitdifferenzen zwischen den einzelnen Mikrophonen
in der Horizontalebene geringer werden, gleicht sich die Richtcharakteristik der Sonde fu¨r
gro¨ßere Elevationen immer mehr der einer Kugel an, was in diesem Fall der gewu¨nschte
Effekt ist. Daß die Werte der Abbildungen 3.5 links und rechts in der gleichen Gro¨ßenord-
nung liegen, hat seine Ursache in der Anzahl der HRTFs, welche miteinander verglichen
werden. Diese betragen im Fall einer Schrittweite von 2◦ in der Horizontalebene 180, im
Falle der Optimierung auf den oberen Halbraum bei 10◦ Schrittweite in der Horizontalen
und 30◦ Schrittweite in der Vertikalen jedoch nur 109. Da die Varianz der HRTFs fu¨r die
Horizontalebene geringer ist als fu¨r den oberen Halbraum, kann davon ausgegangen wer-
den, daß die Optimierung fu¨r jede einzelne HRTF besser ist, als bei der Optimierung auf
den oberen Halbraum. Um diesem Sachverhalt in Gleichung 3.7 miteinzubeziehen, kann
die Gro¨ße ∆HRTF noch mit einem Faktor 1/N , mit N , der Anzahl der verglichenen Au-
ßenohru¨bertragungsfunktionen normiert werden. Damit kann eine quantitative Aussage
der Gu¨te der einzelnen Sondenu¨bertragungsfunktionen getroffen werden.
Abbildung 3.6 zeigt wiederum den Betrag der Sonden-HRTFs aller Einfallsrichtungen in
10o-Schritten fu¨r 0◦, 30◦ und 60◦ Elevation. Zum Vergleich wurden den Simulationser-
gebnissen fu¨r die Sonde die Kunstkopfu¨bertragungsfunktionen fu¨r die jeweilige Elevation
gegenu¨bergestellt. Die Sondenberechnung erfolgte fu¨r eine Sonde mit drei Mikrophonen
pro Ohr. Deutlich zu erkennen ist, daß fu¨r den Fall der Horizontalebene die Richtcharak-
teristik des Kunstkopfes nicht so gut simuliert wird wie bei einer alleinigen Optimierung
fu¨r die Horizontalebene. Dies liegt sicherlich an der relativ geringen Anzahl der verwende-
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ten Mikrophone in Anbetracht der komplexen Richtcharakteristik, welche es anzuna¨hern
gilt, da sich die Mikrophone bei einer Optimierung aufgrund der Kammfiltereffekte infol-
ge der Schulter- und Torsoreflexionen [Genuit 84] in der z-Richtung weit aus der Nulllage
verschieben. Fu¨r die elevierten Ebenen 30◦ und 60◦ sind die Anna¨herungen als zufrieden-
stellend zu bezeichnen.
Abb. 3.6: HRTFs fu¨r Kunstkopf ITA-Prototyp in 10◦ Schrittweite in der Horizontalen bei 0◦,
30◦ ,60◦ Elevation (linkes Ohr). Links Simulation mit 4 Mikrophonen pro Ohr; rechts
Kunstkopfdaten.
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3.2 Ergebnisse
Nachdem die prinzipelle Funktionsweise des Algorithmus anhand der errechneten U¨ber-
tragungsfunktionen fu¨r 1–5 Mikrophone gezeigt werden konnte, muß mittels Messung die
Funktion mit realen Mikrophonen nachgewiesen werden. Fu¨r die Entwicklung des Systems
wurde auf die Verwendung von selektierten Mikrophonsa¨tzen verzichtet, da dieses einen
nicht unerheblichen Kostenaufwand darstellt. Abbildung 3.7 zeigt das Meßergebnis der
U¨bertragungsfunktionen mit drei Mikrophonen der Firma Sennheiser KE 4/2 pro Ohr fu¨r
die Horizontalebene im Vergleich zur Simulation mit drei Mikrophonen aus Abbildung
3.4.
Abb. 3.7: HRTFs fu¨r Kunstkopf ITA-Prototyp, Horizontalebene in 10◦-Schritten (linkes Ohr).
Links Messung mit 3 Mikrophonen pro Ohr; rechts Simulation mit 3 Mikrophonen
pro Ohr.
Dem Mikrophonarray wurde ein DSP–System nachgeschaltet, mit dem die Filterung mit
der gewu¨nschten Anzahl von Filtern sowie die anschließende Addition der Signalzwei-
ge in Echtzeit durchgefu¨hrt werden konnte [Sapp & Kleber 00]. Die La¨nge der einzelnen
FIR-Filter betrug jeweils 800 Abtastwerte, was bei einer Abtastrate von 44100 kHz einer
zeitlichen La¨nge von ca. 18 ms entspricht. Auf eine Untersuchung, inwieweit sich die Filter
verku¨rzen lassen, wurde an dieser Stelle verzichtet. Bedenkt man jedoch, daß es mo¨glich
ist, jede einzelne Außenohru¨bertragungsfunktion auf eine zeitliche La¨nge von 3 ms zu ku¨r-
zen, ohne daß wesentliche Merkmale in der interauralen U¨bertragungsfunktion verloren
gehen [Becker & Sapp 98], [Bodden 92], sind Filterla¨ngen in der Gro¨ße von 128 Abtast-
werten oder weniger denkbar.
Die U¨bereinstimmung der Meßergebnisse mit den Simulationsergebnissen kann als gut be-
zeichnet werden. Bedingt durch die nicht ganz ideale U¨bertragungsfunktion der einzelnen
Mikrophone und bedingt durch Abweichungen im U¨bertragungsverhalten zwischen den
einzelnen Mikrophonen weichen die U¨bertragungsfunktionen in dieser Darstellung gering-
fu¨gig von den Simulationsdaten ab. Weiter sind die Absta¨nde zwischen den Mikrophonen
zum Teil sehr gering, so daß eine gegenseitige Schallfeldbeeinflussung nicht ga¨nzlich aus-
geschlossen werden kann. Einen weiteren Anlaß fu¨r Ungenauigkeiten liefert der Aufbau
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der Sonde selbst. Die Schallfeldbeeinflußung durch Sondenhalterung und Mikrophonhalte-
rung sollte mo¨glichst gering sein. Die Mikrophone sollten mit einer maximalen Genauigkeit
∆x, y, z von ca. 1 mm plaziert werden ko¨nnen. Das Mikrophonstativ konnte bei den Simu-
lation ebenfalls nicht beru¨cksichtigt werden, fu¨hrt aber bei Messungen in reflexionsfreier
Umgebung immer zu einer deutlichen Beeintra¨chtigung der Meßergebnisse.
Abbildungen 3.8 zeigt die berechneten Ergebnisse fu¨r zwei weitere Kunstko¨pfe (HEAD
acoustics HMS I und HMS II). Dadurch, daß der HMS I konstruktionsbedingt Freifeld-
entzerrt ist, weichen die Meßergebnisse von denen der anderen beiden Ko¨pfe deutlich ab.
Obwohl die Eingangsdaten zum Teil derart deutliche Unterschiede aufweisen, konnte auch
hier eine gute U¨bereinstimmung von Sondenmessung und Kunstkopfmessung mit jeweils
drei Mikrophonen pro Ohr fu¨r die Horizontalebene erzielt werden. Dennoch stellt sich hier
erstmals die Frage, inwieweit Meßdaten, die mit Empfa¨ngern von solch unterschiedlicher
Richtcharakteristik erzeugt werden, zur objektiven Beschreibung der ra¨umlichen Schall-
feldeigenschaften eines Saales herangezogen werden ko¨nnen. Diese Problematik wird sich
im folgenden bei der Berechnung der raumakustischen Parameter nochmals zeigen.
Abb. 3.8: HRTFs fu¨r Kunstkopf HMS II oben und HMS I unten fu¨r die Horizontalebene in
10◦-Schritten (linkes Ohr). Links: Sonden-Simulation mit 3 Mikrophonen; rechts:
original Kunstkopfdaten.
Bedingt durch die Tatsache, daß der Algorithmus die Sondengeometrie und die Filter in je-
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dem Mikrophonzweig an die jeweiligen U¨bertragungsfunktionen anpaßt, ko¨nnen beliebige
Kunstko¨pfe nachempfunden werden. Dies ermo¨glicht einen breitbandigen Einsatz, der den
Algorithmus nicht nur auf die Simulation von Kunstko¨pfen beschra¨nkt. Es ist somit mo¨g-
lich, eine Sonde an die Eigenschaften des Außenohres bestimmter Personen anzupassen.
Es besteht weiterhin die Mo¨glichkeit, die U¨bertragungseigenschaften eines Kunstkopfes
oder einer Person u¨ber einen derartigen Algorithmus zu parametrisieren, was einen Da-
tensatz, der derzeit 100 oder mehr Außenohru¨bertragungsfunktionen entha¨lt, auf einige
wenige Filterfunktionen in Verbindung mit der gleichen Anzahl von Mikrophonpositionen
reduzieren wu¨rde.
Ferner kann ein Mikrophonarray mit seinen Filtern auf jede beliebige Richtcharakteri-
stik und jeden beliebigen Frequenzgang angepaßt werden. Hierbei sind unter anderem
Mikrophonarrays fu¨r den Einsatz in Freisprechanlagen oder zur Ho¨rsaal- oder Konzert-
saalbeschallung gemeint. Diese Mikrophonarrays haben zumeist eine ausgepra¨gte Richt-
charakteristik und zudem eine besondere Frequenzcharakteristik, mit welcher der Eintrag
von Sto¨rgera¨uschen in das Nutz- oder Sprachsignal minimiert werden soll. Ihre Konstruk-
tion und ihr Einsatz zielen somit auf eine Verbesserung der Sprachu¨bertragungsqualita¨t
ab. Wu¨rden die in diesem Fall digitalen Filter durch analoge ersetzt, hielten sich auch
die Kosten fu¨r ein solches System in Grenzen. Da die Optimierung des Mikrophonarrays
auf die U¨bertragungseigenschaften des menschlichen Ohres — mit seiner differenzierten
Richtcharakteristik und Frequenzabha¨ngigkeit — sicherlich eine besonders komplexe An-
wendung beschreibt, wird von einer weiteren Beschreibung des Einsatzes des Algorithmus
zur Optimierung von Mikrophonarrays auf Applikationen mit einfacheren Richtcharakte-
ristiken, wie sie im Fall von Sprachmikrophonen gegeben sind, abgesehen.
Um die Gu¨te der Sondenmeßergebnisse fu¨r den Ersatz von Kunstkopfmeßsystemen noch-
mals zu unterstreichen, aber auch um Grenzen des Algorithmus aufzuzeigen, wurde eine
bekanntere Form der Darstellung der Meßergebnisse gewa¨hlt. Dazu wurden die Betra¨-
ge der U¨bertragungsfunktionen des Kunstkopf ITA-Prototyp und der darauf optimierten
Sonde mit drei Mikrophonen pro Ohr in Form doppelt logarithmischer Darstellung fu¨r
die Einfallsrichung vorne, rechts (abgewandt), hinten und links (zugewandt) fu¨r das linke
Ohr in Abbildung 3.9 u¨bereinander aufgetragen.
Fu¨r die Richtungen 0◦ und 180◦ ist der Betrag der U¨bertragungsfunktionen von Simulation
und Kunstkopf nahezu identisch. Abweichungen gibt es lediglich fu¨r die Messungen des
abgewandten und zugewandten Ohres. Fu¨r das zugewandte Ohr bleiben die wesentlichen
Strukturmerkmale der Außenohru¨bertragungsfunktion erhalten. Im Bereich oberhalb von
8 kHz kann die Sondenmessung der U¨berho¨hung der Kunstkopfmessung nicht exakt folgen,
obwohl auch hier die strukturellen Merkmale der U¨bertragungsfunktion erhalten bleiben.
Es ergeben sich Differenzen von ca. 6 dB.
Fu¨r die ohrabgewandte Seite (90◦) ergibt sich das Problem, daß die Abschattung des
Kunstkopfes und die damit verbundene Pegelverringerung im hochfrequenten Bereich
nicht in vollem Umfang wiedergegeben werden kann. Oberhalb von 5 kHz ergeben sich hier
Differenzen von bis zu 10 dB. Hier geht auch der strukturelle Verlauf der Originaldaten
verloren. Bei genauer Betrachtung der Abbildungen 3.7 und 3.6 ist dieses Pha¨nomen auch
hier durch den ho¨heren Schwa¨rzungsanteil gegenu¨ber den Originalmessungen im Bereich
von 70◦-120◦ zu erkennen.
Eine weitere Auffa¨lligkeit ist der scharfe Einbruch der Sondenu¨bertragungsfunktionen im
3.2 Ergebnisse 55
Abb. 3.9: Betrag der U¨bertragungsfunktionen fu¨r die Schalleinfallsrichtung 0◦, 90◦ (abgewand-
te Seite), 180◦, 270◦ (zugewandte Seite). Kunstkopf ITA-Prototyp durchgezogen,
Sonde bestehend drei Mikrophonen/Ohr gestrichelt. U¨bertragungsfunktionen des
Kunstkopf gleitend terzgemittelt.
Bereich von 5-10 kHz. Hier kommt es durch die Addition der verschiedenen Sondenzwei-
ge zu einem deutlichen Kammfiltereffekt. Da sehr schmalbandige Einbru¨che in Signalen
deutlich schwerer wahrzunehmen sind als schmalbandige U¨berho¨hungen [Leckschat 92],
du¨rften diese Unzula¨nglichkeiten der Sondenu¨bertragungsfunktionen zu geringen Proble-
men fu¨hren und kaum wahrzunehmen sein. Inwieweit die ra¨umlichen Abbildungseigen-
schaften der Sonde denen des jeweiligen Kunstkopfes entsprechen, wird in den folgenden
Abschnitten untersucht.
3.2.1 Messung kopfbezogener raumakustischer Parameter
Ein Einsatzgebiet fu¨r die vorgestellten Mikrophonsonden ist z.B. die raumakustische Meß-
technik, in der kunstkopfbezogene raumakustische Parameter zur Charakterisierung der
ra¨umlichen Schallfeldkomponenten verwendet werden. Es ist im weiteren zu u¨berpru¨-
fen, inwieweit sich die Sonden zur Messung solcher raumakustischer Parameter eignen
[Becker et al. 00].
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Im Seminarraum den Institutes fu¨r Elektrische Nachrichtentechnik der RWTH-Aachen
wurden zu diesem Zweck binaurale Raumimpulsantworten mit Kunstkopf und Sonde fu¨r
alle drei Ko¨pfe an drei verschiedenen Meßpositionen aufgenommen. Der Raum besitzt eine
Quaderform und hat in La¨ngsrichtung eine Ausdehnung von 20 m, eine Breite von 15 m
und eine Ho¨he von 5 m. Zur Eliminierung ungewollter Flatterechos besitzen die Decke
und die Ru¨ckwand sowie eine Seitenwand Diffusoren in Zylinder- und Kugelstrukturen.
Die breitbandige Nachhallzeit betra¨gt im unbesetzten Zustand knapp 1 s.
Die Aufnahmen fu¨r die Kunstko¨pfe und Sonden wurden mit dem in Kapitel 2.1 beschrie-
benen System gemacht und anschließend ausgewertet. Die Meßpositionen befanden sich
in 3 m (2. Reihe), 7 m (5. Reihe) und 10 m (8. Reihe) Entfernung zum Sender auf der
La¨ngsachse des Raumes. Einen U¨berblick geben Werte der breitbandig ausgewerteten
Raumimpulsantworten in Tabelle 3.1. Ausgewertet wurde das Maximum der interauralen
Kreuzkorrelationsfunktion (IACC) u¨ber die gesamte zeitliche La¨nge der Stoßantwort des
Raumes (Gleichung 3.8, 3.9; t1 = 0, t2 =∞) [ISO 3382].
Sind pl und pr die mit einem Kunstkopf gemessenen Impulsantworten eines Raumes des
linken und rechten Ohres, so ergibt sich die normierte interaurale Kreuzkorrelationsfunk-
tion (IACF ) zu:
IACFt1,t2(τ) =
t2∫
t1
pl(t) · pr(t+ τ)dt√
t2∫
t1
p2l (t)dt ·
t2∫
t1
p2r(t)dt
(3.8)
Damit gilt fu¨r den IACC:
IACCt1,t2 = max
∣∣∣IACFt1,t2(τ)∣∣∣ fu¨r − 1ms < τ < 1ms (3.9)
Die Abweichungen zwischen Sondenmessung und Kunstkopfmessung sind bei der breit-
bandigen Auswertung geringer als die Abweichung der Ko¨pfe untereinander. Zumeist lie-
gen die Differenzen zwischen den mit Sonden und den mit den Kunstko¨pfen gemessenen
IACC–Werten unterhalb von 5%. Die Deviationen liegen damit in der Gro¨ßenordnung der
typischen Reproduzierbarkeit von IACC-Messungen.
Sitzreihe
2 5 8
ITA-Prototyp 0,84/0,81 0,65/0,63 0,45/0,42
HMS II 0,79/0,78 0,53/0,55 0,31/0,33
HMS I 0,63/0,64 0,42/0,48 0,38/0,40
Tabelle 3.1: IACC-Messung: Kunstkopf / Sonde, breitbandige Auswertung
Fu¨r die Auswertung in Oktaven wurden Butterworth-Filter 6. Ordnung entworfen, welche
die Anforderungen nach [IEC 1260] Klasse 0 erfu¨llen. Die breitbandig gemessenen Raum-
impulsantworten wurden gefiltert und der IACC wurde fu¨r die Oktaven 125–8000 Hz be-
stimmt [ISO 3382]. In Abbildung 3.10 sind die Ergebnisse der Auswertung der Kunstkopf-
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und der Mikrophonarraymessungen in Oktaven dargestellt. Kunstkopfmessungen wurden
dabei als durchgezogene Linien und die Sondenmessungen als gestrichelte Linien inner-
halb eines Diagramms dargestellt, um einen einfachen Vergleich der beiden Meßverfahren
zu ermo¨glichen.
Erwartungsgema¨ß liegt der IACC fu¨r niedrige Frequenzen nahezu bei 1. Im hohen Fre-
quenzbereich sinkt er auf Werte von 0,3–0,8 je nach Meßposition. Mit zunehmender Ent-
fernung von der Schallquelle wird der IACC im Frequenzbereich oberhalb von 2 kHz
geringer. Auffa¨llig scheint die Meßposition in Reihe 5. Hier liegen die Werte im Bereich
von 315–800 Hz unter den Werten fu¨r Reihen 2 und 8, was auf ein diffuseres Schallfeld an
dieser Meßposition fu¨r die bezeichneten Frequenzen schließen la¨ßt.
Abb. 3.10: IACC gemessen mit 3 Kunstko¨pfen. Reihe 2,5,8, Seminarraum des Institutes fu¨r
Elektrische Nachrichtentechnik. Kunstkopfmessung durchgezogen, Sondenmessung
gestrichelt.
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Kunstkopf- und Sondenmessung zeigen bei Auswertung in Oktaven keine großen Abwei-
chungen. Die Abweichungen der Kunstkopfmessungen untereinander sind zumeist gro¨ßer
als die Abweichung der Sonden zu den jeweiligen Ko¨pfen. Die strukturellen Merkmale der
einzelnen Kopfmessungen werden durch die Sonden gut reproduziert. Dies gilt sowohl fu¨r
die vorderen Positionen (Reihe 2), in denen der Direktschallanteil bei weitem u¨berwiegt,
als auch fu¨r die Meßpositionen im hinteren Bereich des Raumes, in denen der Diffusfeldan-
teil deutlich zunimmt, was auch an den niedrigeren IACC-Werten, insbesondere bei hohen
Frequenzen, zu erkennen ist.
Im Frequenzbereich um 500 Hz weichen die Messungen aller Sonden deutlich von den
Kunstkopfmessungen ab. Dies ist schwer erkla¨rbar, da die Ausdehnung des Kunstkopfes
in diesem Bereich noch klein gegenu¨ber der Wellenla¨nge des Schalls (λ500Hz ≈ 70cm) ist,
somit auch keinen merklichen Einfluß auf das Signal hat. Abbildung 3.9 zeigt jedoch, daß
die Kunstkopfu¨bertragungsfunktion auf der den Schallquellen zugewandten Seite (270◦)
deutlich ho¨here und auf der abgewandten Seite (90◦) niedrigere Werte als die Sonden-
u¨bertragungsfunktion annimmt, welche in diesem Frequenzbereich keine nennenswerten
Unterschiede zwischen zugewandter und abgewandter Seite aufweist. Diese Unterschiede
sind sicherlich eine der Ursachen fu¨r die geringeren IACC-Werte der Kunstkopfmessung
in diesem Frequenzbereich verglichen mit den Sondenmessungen.
3.2.2 Lokalisationsho¨rversuche mit Mikrophonarrays
Nachdem mittels Vergleich der Außenohru¨bertragungsfunktionen und durch Vergleich
kopfbezogener raumakustischer Parameter die prinzipielle Funktion der Mikrophonarrays
nachgewiesen wurde, gilt es, die Qualita¨t der Arraymessungen zu u¨berpru¨fen. Das mensch-
liche Ohr stellt bei diesen Qualita¨tsuntersuchungen letztendlich die einscheidende Instanz
und zugleich auch das kritischste Meßinstrument dar, so daß anhand von Ho¨rversuchen
die Mikrophonarrayaufzeichnungen, insbesondere im Hinblick auf die Erfassung der ra¨um-
lichen Komponenten eines Schallereignisses, mit der von Kunstko¨pfen verglichen werden
mu¨ssen. Lokalisationsho¨rversuche stellen dabei eine Mo¨glichkeit dar, diese ra¨umlichen
Abbildungseigenschaften eines Aufzeichnungs- oder Wiedergabesystems zu u¨berpru¨fen.
Entscheidend fu¨r die Beurteilung der ra¨umlichen Komponenten eines Raumschallfeldes
sind die Schallereignisse, die in der Horizontalen angeordnet sind. Dieser Sachverhalt wird
unterstrichen durch die zahlreichen raumakustischen Maße, die eine Bewertung der seit-
lichen Schallreflexionen in einem Konzertsaal ermo¨glichen und deren Ergebnisse mit dem
Ra¨umlichkeitsempfinden korrelieren [Barron 98], [Beranek 96]. Fu¨r die Ho¨rversuche wur-
den daher zuna¨chst Stoßantworten in der Horizontalebene in 30◦-Schritten ausgewa¨hlt2.
Die Stoßantworten wurden zur Erzeugung reflexionsfreier Rauschsignale mit weißem Rau-
schen gefaltet. Es enstanden so Rauschsignale fu¨r die verschiedenen Einfallsrichtungen in
der Horizontalen. Da fu¨r alle drei Kunstko¨pfe Daten in der Horizontalebene zur Verfu¨gung
standen, wurde ein Ho¨rversuch mit allen 3 Kunstko¨pfen durchgefu¨hrt. Die Sonden wurden
fu¨r die Ho¨rversuche mit dem Datensatz der Horizontalebene des jeweiligen Kunstkopfes
optimiert. Die Optimierung der Sonden erfolgte fu¨r 3 Mikrophone pro Ohr.
2Eine genaue Definition der hier und im folgenden angesprochenen Ebenen im Bezug auf Geometrie
eines Kunstkopfes oder eines menschlichen Kopfes ist in Abschnitt 4.2.1 zu finden
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Kritischer fu¨r Lokalisationsexperimente, wenn auch fu¨r die Beurteilung der Ra¨umlichkeit
von Raumschallfeldern weniger wichtig, ist die Ortung von Schallquellen in der Vertikalen.
In Abschnitt 4.2.1 wird veranschaulicht, daß wichtige Schallfeldmerkmale wie Laufzeitdif-
ferenzen zwischen dem am linken und am rechten Ohr eintreffenden Signal nicht zur
Verfu¨gung stehen. Ein Lokalisationsexperiment in der Vertikalen, insbesondere der Mit-
telsenkrechten (Medianebene), erlaubt somit Aussagen u¨ber die A¨hnlichkeit des Betrags-
spektrum der Sondenu¨bertragungsfunktionen zu den Kunstkopfu¨bertragungsfunktionen.
Da zur Berechnung von Sondengeometrie und nachgeschaltetem Filter nur von zwei Kunst-
ko¨pfen Daten der oberen Hemispha¨re zur Verfu¨gung standen, wurde dieses Experiment
nur fu¨r diese zwei Kunstko¨pfe durchgefu¨hrt. Die Datensa¨tze wurden als Eingangsdaten fu¨r
den Optimierungsalgorithmus der Sonde verwendet, der aufgrund der gro¨ßeren Komplexi-
ta¨t einer Optimierung auf den gesamten oberen Halbraum erst nach vier Mikrophonen pro
Ohr abgebrochen wurde. Die Rauschaufnahmen wurden wie im Fall der Horizontalebe-
ne durch Faltung mit den Stoßantworten der Sonde bzw. des Kunstkopfes der jeweiligen
Richtung erzeugt. Auch hier wurde in einem Raster von 30◦-Schritten vorgegangen.
Die Methode der synthetischen Erzeugung der Rauschaufnahmen via Faltung hat neben
der einfacheren Realisierbarkeit den Vorteil, daß Sto¨rungen durch kleine Reflexionen wie
sie durch Lautsprecher- oder Sondenstativ, aber auch durch Lampen und andere Ein-
richtungen in reflexionsarmen Ra¨umen vorkommen, ausgeschlossen werden ko¨nnen. Diese
Reflexionen ko¨nnten das Ortungsergebnis beeintra¨chtigen.
Die Rauschaufnahmen wurden 10 u¨berwiegend ma¨nnlichen Ho¨rversuchspersonen im Al-
ter von 20-38 Jahren in zufa¨lliger Reihenfolge als Stimuli u¨ber entzerrte elektrostatische
Kopfho¨rer dargeboten. Der u¨berwiegende Teil der Ho¨rversuchspersonen war im Abho¨ren
binauraler Aufnahmen trainiert. Der Pegel des Rauschens betrug dabei ca. 70 dB. Jedes
Rauschsignal hatte eine Dauer von 5 s, gefolgt von 5 s Pause. Die Ho¨rversuchspersonen
hatten die Mo¨glichkeit, sich die Signale mehrfach bis zu einer sicheren Urteilsfindung
anzuho¨ren.
Die Aufgabe der Testpersonen bestand darin, die Schalleinfallsrichtungen in einem Dia-
gramm zuzuordnen. Das Diagramm stellte fu¨r den Ho¨rversuch in der Horizontalebene
einen in 12 Segmente unterteilten Kreis und fu¨r die Medianebene einen Halbkreis, der in
6 Segmente unterteilt war, dar. Durch diese
”
Quantisierung“ wurde die Wahlmo¨glichkeit
der Ho¨rversuchspersonen ebenfalls auf 30◦-Schritte begrenzt.
Abbildung 3.11 zeigt das Ergebnis des Lokalisationsho¨rversuchs fu¨r die Horizontalebene.
Dargestellt ist links das Lokalisationsergebnis fu¨r Kunstko¨pfe, denen das Ergebnis fu¨r
die Sonden rechts gegenu¨bergestellt wurde. Entlang der x-Achse wurden die tatsa¨chli-
chen Schalleinfallsrichtungen aufgetragen, welche im folgenden als Einfallsrichtungen des
Schallereignisses bezeichnet werden. Entlang der y-Achse wurden die empfundenen Schal-
leinfallsrichtungen aufgetragen, die im weiteren als Einfallsrichtungen des Ho¨rereignisses
bezeichnet werden. Der Durchmesser der Kreise entspricht dem Prozentsatz der Urteile
fu¨r die jeweilige Kombination von Ho¨rereignis und Schallereignis. Im Idealfall, daß fu¨r
alle Ho¨rversuchspersonen die Einfallsrichtung des Ho¨rereignisses der des Schallereignisses
entspricht, ergeben sich ausschließlich Kreise auf der Diagonalen von unten links nach
oben rechts. Um zu Gewa¨hrleisten, daß Schallereignisse, die in Blickrichtung rechts von
der Ho¨rversuchsperson liegen, auch rechts von der Mitte des Diagramms liegen, wurde der
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Winkel der Schalleinfallsrichtung im Uhrzeigersinn, mathematisch negativ, entgegen der
Definition in Abschnitt 4.2.1 gewa¨hlt.
Zeitdifferenzen, welche sich durch die Projektion der Schallereignisrichtung auf eine imagi-
na¨re Achse durch beide Mikrophongruppen (Ohrachse) ergeben, sind relativ robust gegen-
u¨ber Sto¨rungen und ko¨nnen gegebenenfalls schon durch eine einfache Zweimikrophonan-
ordnung reproduziert werden (Laufzeitstereophonie). Eine Vorne-Hinten-Unterscheidung
ist jedoch mit einer solchen Anordnung nicht mo¨glich. Hierzu werden, wie bereits erwa¨hnt,
Merkmale im Betragsspektrum des Signals vom Geho¨r herangezogen [Blauert 97]. Die Gu¨-
te eines binauralen Aufzeichungssystems in der Horizontalebene kann daher an der Anzahl
der Vorne-Hinten-Inversionen beurteilt werden. Diese an der Frontalebene (siehe Abbil-
dung 4.16) gespiegelten Ho¨rereignisse resultieren aus Inkompatibilita¨ten zwischen den
spektralen Merkmalen des Aufzeichnungssystems und dem Ohr der Ho¨rversuchsperson.
Dabei ko¨nnen Ho¨rereignisse vermehrt hinten oder vorne auftreten, was zu einer vertikalen
bzw. horizontalen Zickzackstruktur in den Lokalisationsdiagrammen fu¨hrt.
Bei den Aufzeichnungen der Kunstko¨pfe HMS I und HMS II treten die Vorne-Hinten-
Inversionen im gleichem Maße auf wie bei den jeweiligen Sonden-Ho¨rversuchen. Generell
scheinen die Ho¨rereignisse bei den Kunstko¨pfen wie auch bei den Sonden eher im hinteren
Bereich zu liegen, was seine Ursache in der Kopfho¨rerwiedergabe haben kann. Bei die-
ser neigen die Ho¨rversuchspersonen eher dazu, unsichere Ho¨rereignisse im ru¨ckwa¨rtigen
Halbraum zu plazieren. Auch wenn die Sonden-Ho¨rversuche die Kunstkopfergebnisse nicht
exakt reproduzieren, so weisen die strukturellen Merkmale in den Diagrammen deutliche
A¨hnlichkeiten auf. Die Sondenaufzeichnungssysteme ko¨nnen im Vergleich zu den beiden
Kunstko¨pfen bei der Darbietung von weißem Rauschen in Bezug auf die Lokalisierbarkeit
von Schallereignissen als gleichwertig bezeichnet werden.
Etwas anders verha¨lt es sich beim Kunstkopfprototyp vom Institut fu¨r Technische
Akustik der RWTH-Aachen. Mit diesem kann von den Ho¨rversuchspersonen ein ho¨-
herer Prozentsatz der Schallereignisse in der Horizontalebene richtig lokalisiert werden
[Minnaar et al. 01], [Schmitz 95]. Die entsprechende Sonde bleibt hinter diesen Ergebnis-
sen zuru¨ck. Hier klappen wiederum vermehrt Ho¨rereignisse in den ru¨ckwa¨rtigen Halbraum.
Fu¨r den Fall einer Schallquellenaufzeichnung in der Medianebene mit einem vo¨llig sym-
metrischen Kunstkopf oder Mikrophonarray sind keine interauralen Signalmerkmale vor-
handen (Abschnitt 4.2.1). Die Berechnung der Sondengeometrie zeigt, daß die Kunstkopf-
datensa¨tze nicht symmetrisch sind oder der Kunstkopf bei Erstellung des Kunstkopfda-
tensatzes, der zur Optimierung der Sonde verwendet wurde, leicht aus dem Ursprung des
Koordinatensystems ausgeru¨ckt oder gedreht war.
In Tabelle 3.2 sind die Positionen der einzelnen Mikrophone fu¨r die verschiedenen Sonden
aufgelistet. Die Sonden wurden jeweils ausgehend von einem Kunstkopfdatensatz der Ho-
rizontalebene optimiert. Der Algorithmus wurde nach 3 Iterationsschritten abgebrochen.
An diesen Daten kommt die oben erwa¨hnte Unsymmetrie der Außenohru¨bertragungs-
funktionen der Kunstko¨pfe zum Ausdruck. Der HMS II Kunstkopf la¨ßt aufgrund seiner
geometrischen Struktur mit seiner mathematisch beschreibbaren Ohrform eine besonders
symmetrische Sonde erwarten. Diese Symmetrie wird auch ersichtlich anhand der Geome-
trie der Mikrophonanordnung fu¨r den HMS II unter Beru¨cksichtigung der Tatsache, daß
der Kunstkopf wa¨hrend der Erstellung des HRTF-Datensatzes ca. 1-2 cm vom Zentrum
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Abb. 3.11: Lokalisationsho¨rversuchsergebnis fu¨r Kunstko¨pfe und Sonden in der Horizontalebe-
ne. Links: Kunstkopf, rechts: Sonde; Kreisdurchmesser entsprechen Prozentzahlen.
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Mikrophon 1 Mikrophon 2 Mikrophon 3
links rechts links rechts links rechts
x y x y x y x y x y x y
ITA-Proto. 9,3 -0,7 -9,8 -1,0 7,4 0,7 -8,2 0,9 5,8 -2,1 -6,1 -1,9
HMS II 10,2 -0,4 -6,8 -0,3 5,8 0,1 -4,3 0,0 9,9 1,1 -8,4 1,3
HMS I 8,6 -1,5 -9,2 -1,2 9,4 -0,9 -7,9 1,5 8,8 0,8 -7,4 0,6
Tabelle 3.2: Mikrophonpositionen x,y in cm fu¨r drei Mikrophonsonden. Optimierung der Son-
dengeometrie auf Kunstkopfdatensa¨tze der Horizontalebene.
aus in Blickrichtung des Kopfes nach links versetzt war. Dies fu¨hrt dazu, daß das akusti-
sche Zentrum der Sonde im Vergleich zu ihrem Koordinatenursprung 1-2 cm zu weit links
liegt, die Sonde also bei Vergleichsmessungen zum Kunstkopf ca. 1-2 cm weiter rechts auf-
gebaut werden muß. Wa¨re die Sonde nicht verschoben sondern z.B. verdreht, ka¨me dies
einem verdrehten Lenkrad beim Fahrradfahren oder Autofahren gleich, wo der Fahrer
konstant in eine Richtung lenken muß, um geradeaus zu fahren. Diese Ungenauigkeiten
sind jedoch im Rahmen solcher Lokalisationsversuche und raumakustischer Messungen zu
vernachla¨ssigen. Sie unterstreichen jedoch die exakte Funktion der Sondenmikrophone.
Abbildung 3.12 zeigt, daß die Ortungsresultate der Ho¨rversuchspersonen in der Me-
dianebene deutlich schlechter sind als in der Horizontalebene. Die Darstellung wurde ana-
log zur Abbildung 3.11 gewa¨hlt. Die Kreisdurchmesser sind wiederum proportional zum
Prozentsatz geho¨rter Schallereignis-Ho¨rereignis-Kombinationen. Oben dargestellt sind die
Lokalisationsergebnisse fu¨r den ITA-Prototyp Kunstkopf (links) und der dazugeho¨rigen
Sonde (rechts). Darunter die Ergebnisse fu¨r den HMS II und das dazugeho¨rige Mikropho-
narray.
Monaurale Merkmale sind von Ho¨rperson zu Ho¨rperson sehr verschieden, da fu¨r ihre Ent-
stehung der Filterwirkung der Ohrmuschel und des Oberko¨rpers entscheidende Bedeutung
zukommt. Bei Nichtidentita¨t von Aufnahme- und Abho¨rperson ist eine Auswertung dieser
Information somit stark erschwert, was sich auch in den Lokalisationsdiagrammen fu¨r diese
Ebene zeigt [Schmitz 94]. Im Falle des HMS II (Abbildung 3.12) ist die gewu¨nschte Diago-
nalstruktur des Diagramms kaum mehr zu erkennen. In dieser Ebene kommt es sowohl mit
dem Kunstkopf wie auch mit der Sonde zu ha¨ufigen Vorne-Hinten-Vertauschungen. Die
Fehldetektionen sind im Fall der Sonde etwa genauso ha¨ufig wie im Fall des Kunstkopfes.
Die Ergebnisse fu¨r den Kunstkopfprototyp des Instituts fu¨r Technische Akustik weisen
eine deutlich ho¨here A¨hnlichkeit mit einer Diagonalstruktur auf. Dennoch kommt es auch
fu¨r diesen Kunstkopf zu ha¨ufigen Fehlortungen. Insbesondere in der Vorne-Richtung wird
das Ho¨rereignis von den Personen nach oben verschoben (eleviert) wahrgenommen. Beim
Abho¨ren der Rauschaufnahmen mit dem Mikrophonarray kommt es in versta¨rktem Maße
zu Vorne-Hinten-Inversionen. Die Sonde kann auch fu¨r diese Ebene die Ergebnisse die-
ses Kunstkopfes nicht ganz reproduzieren. Wichtiger fu¨r die Beurteilung der Akustik in
Sa¨len als die Reproduktion der Lokalisationseigenschaften des Geho¨rs durch Mikropho-
narrays ist die exakte Erfassung der fu¨r die raumakustische Beschreibung wesentlichen
Faktoren wie zum Beispiel der scheinbaren Schallquellenbreite (ASW). Die Eignung der
Mikrophonarrays zur Erfassung dieser Gro¨ßen wird im folgenden Abschnitt betrachtet.
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Abb. 3.12: Lokalisationsho¨rversuchsergebnis fu¨r 2 Kunstko¨pfe und Sonden in der Medianebene.
Links: Kunstkopf, rechts: Sonde; Kreisdurchmesser entsprechen Prozentzahlen der
geho¨rten Ereigniskombinationen.
3.2.3 Erfassung der scheinbaren Schallquellenbreite mit
Mikrophonarrays
Zur Beurteilung der Leistungsfa¨higkeit der Mikrophonarrays im Hinblick auf die Erfas-
sung von Schallfeldern in Sa¨len wurde eine weiterer Ho¨rversuch durchgefu¨hrt. Bei diesem
Ho¨rversuch ging es darum, die bereits in der Einleitung diskutierte Gro¨ße der scheinba-
ren Schallquellenbreite (ASW) des mit unterschiedlichen Empfa¨ngern erfaßten Schallfel-
des von den Ho¨rversuchsteilnehmern beurteilen zu lassen. Da es sich bei der scheinbaren
Schallquellenbreite um einen der grundlegenden Descriptoren zur Beurteilung von Schall-
feldern in Sa¨len handelt, ist sie zur U¨berpru¨fung der Eignung der Mikrophonarrays zur
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Aufzeichnung von Raumschallfeldern besonders aussagekra¨ftig. Ein Nachteil dieses und
auch des anderen die Ra¨umlichkeit von Raumschallfeldern beschreibenden Descriptors
liegt in der Komplexita¨t des Ho¨rereignisses, das mit ihm verbunden ist und welches sich
nur mit aufwendigen Ho¨rversuchen gezielt steuern und erfassen la¨ßt. Da es zur Erla¨uterung
des Aufbaus des Ho¨rversuchs unerla¨ßlich ist, auf wichtige Zusammenha¨nge der binaura-
len Schallfelderfassung des menschlichen Geho¨rs zu verweisen, erfolgt die Beschreibung
des Ho¨rversuchsaufbaus und Ablaufs gesondert in Kapitel 4.4. Die Versuchsergebnisse zur
Charakterisierung der Leistungsfa¨higkeit der Mikrophonarrays sind im Bezug auf die rich-
tige Erfassung der ra¨umlichen Schallfeldkomponenten jedoch wichtig und sollen daher an
dieser Stelle angefu¨hrt werden.
Ausgangsdaten fu¨r den Ho¨rversuch sind die Meßdaten des Seminarraums fu¨r Elektrische
Nachrichtentechnik der RWTH-Aachen aus Abschnitt 3.2.1 welche auch fu¨r die Ermittlung
der binauralen raumakustischen Parameter verwendet wurden. Aus den mit Kunstko¨pfen
und Sonden binaural gemessenen Raumimpulsantworten wurden mittels Faltung mit ge-
pulstem weißen Rauschen binaurale Rauschsignale erzeugt. Der Pegel der Rauschsignale
wurde wa¨hrend des Ho¨rversuchs auf 70 dB festgelegt. Mittels der Ho¨rversuchsanordnung
aus Abschnitt 4.4.1 wurden die aufgezeichneten Schallfelder nach dem dort beschriebenen
Verfahren von 10 teils ho¨rversuchserfahrenen Personen beurteilt. Die Aufgabe der Ho¨rver-
suchpersonen bestand darin, den Schalleinfallswinkel der mit Mikrophonarray oder Kunst-
kopf aufgezeichneten Schallquellen zu bestimmen. Abbildung 3.13 zeigt das Ergebnis fu¨r
die drei verschiedenen Kunstko¨pfe im Vergleich zu den dazugeho¨rigen Mikrophonarrays.
Abb. 3.13: Scheinbare Schallquellenbreite fu¨r die Sitzreihen (2,5,8) des Institutes fu¨r Elektri-
sche Nachrichtentechnik. Testsignale gepulstes weißen Rauschen. Schallquelle Ko-
axiallautsprecher. Links Schalleinfallswinkel fu¨r Kunstkopfaufzeichnungen; rechts
Schalleinfallswinkel fu¨r Mikrophonarraymessung.
Abbildung 3.13 zeigt die gemittelten Ergebnisse fu¨r alle 10 Ho¨rversuchpersonen. Die Stan-
dardabweichung ist in Form von Fehlerbalken eingetragen. Die Ergebnisse fu¨r die Mikro-
phonarrays weisen keine nennenswerte Abweichung zu den Kunstkopfergebnissen auf. Wie
schon die aus den Messung bestimmten binauralen raumakustischen Parameter vermuten
lassen, zeichnet sich fu¨r die Sitzposition in Reihe 5 ein leicht verbreiteter Schalleinfalls-
winkel ab. Dies wird sowohl durch die Ho¨rversuche mit Kunstkopf als auch durch die
Ho¨rversuche mit Sonden wenn auch nicht in signifikanter Weise (Signifikanzniveau 95%)
widergespiegelt.
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Fu¨r Aufnahmen mit dem Kunstkopfprototyp des Instituts fu¨r Technische Akustik zeigt
sich ein kleinerer Einfallswinkel der Schallquelle verglichen zu den Ho¨rversuchen mit den
anderen Kunstko¨pfen. Auch die Auswertung der Ho¨rversuche mit den Mikrophonarrays
zeigen ein a¨hnliches Ergebnis. Da der IACC, ermittelt aus den ersten 80 ms der Stoßant-
wort des Raumes, ein Maß fu¨r die scheinbare Schallquellenbreite darstellt, korreliert dieses
Ergebnis mit den Messungen aus Abschnitt 3.2.1. Bis auf geringfu¨gige Abweichung, die
auch u¨ber statistische Schwankung der Versuchsergebnisse begru¨ndet werden ko¨nnen, sind
die Ho¨rversuchsergebnisse mit Aufnahmen erzielt durch Kunstko¨pfe und den jeweiligen
Mikrophonarrays nahezu identisch.
Zusammenfassend berichten die Ho¨rversuchspersonen, daß die Aufnahmen mit den Mi-
krophonsonden recht authentisch klingen. Die spektralen Unterschiede zwischen Kunst-
kopf und Sondenmessung werden als gering empfunden. Dies ist nicht verwunderlich, da
der Kunstkopf und die jeweilige Sonde im Diffusfeld gleiche Meßergebnisse erzielen. Als
mitunter sto¨rend wird jedoch die mangelnde Abschwa¨chung der Ohrsignale des von der
Schallquelle abgewandten Ohres betrachtet. Diese Signale erschienen insbesondere im Fre-
quenzbereich oberhalb von 4 kHz als zu pra¨sent. Diese Beeintra¨chtigung hat jedoch auch
auf die Ho¨rversuchsergebnisse bezu¨glich der scheinbaren Schallquellenbreite innerhalb ei-
nes Raumes, wie Abbildung 3.13 zeigt, keinen Einfluß. Die nahezu gleichen Ergebnisse bei
der Bewertung dieses, fu¨r die Beurteilung ra¨umlicher Komponenten eines Raumschallfel-
des wichtigen Faktors unterstreicht, daß mit Mikrophonarrays eine geho¨rbezogene Schall-
feldaufzeichung in Sa¨len mo¨glich und im Vergleich zur Aufzeichnung mit Kunstko¨pfen
hinreichend genau ist.
3.3 Zusammenfassung
Ein einfacher Ansatz zur Messung von kopfbezogenen Raumimpulsanworten mittels Mehr-
fachmikrophonsonde wurde vorgestellt. Die Sonde mit nachgeschaltetem DSP-System er-
mo¨glicht eine Messung binauraler Raumimpulsantworten in Echtzeit. Der vorgestellte
Algorithmus offeriert die Mo¨glichkeit, durch die Hinzunahme weiterer Mikrophone die
Richtcharakteristik des Mikrophonarrays iterativ an die eines Kunstkopfes anzupassen.
Die Meßergebnisse zeigen, daß mit einer Sonde mit drei Mikrophonen fu¨r die Aufzeich-
nung einer monauralen Stoßantwort gute Ergebnisse fu¨r verschiedene Kunstko¨pfe erzielt
werden ko¨nnen. Die Sondengeometrie kann mitsamt der dazugeho¨rigen Filterstruktur an
die Richtcharakteristiken verschiedener Kunstko¨pfe angepaßt werden.
Die Funktion der Mikrophonsonden wurde durch den Vergleich von Kunstkopf- und Son-
denu¨bertragungsfunktionen u¨berpru¨ft. Lokalisationsho¨rversuche fu¨r die Horizontalebene
wurden mit 3 Kunstko¨pfen und Mikrophonsonden im Vergleich durchgefu¨hrt. Die Lo-
kalisationsergebnisse der Sonden waren fu¨r zwei Sonden mit den der jeweiligen Ko¨pfe
vergleichbar. Lediglich im Fall des Kunstkopfes des Institutes fu¨r Technische Akustik der
RWTH–Aachen konnten die Lokalisationsergebnisse durch die Sonde nicht vollsta¨ndig
reproduziert werden. Anhand von IACC–Auswertungen innerhalb eines Raumes wurde
u¨berpru¨ft, inwieweit das Verfahren zur objektiven Bestimmung binauraler raumakusti-
scher Parameter geeignet ist. Die Abweichungen zwischen den einzelnen verwendeten
Kunstko¨pfen fielen dabei gro¨ßer aus als die Abweichungen der Sondenmessungen von
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der jeweiligen Kunstkopfmessung, so daß fu¨r diese Anwendung von einer hinreichenden
Genauigkeit gesprochen werden kann.
Die relativ großen Schwankungen innerhalb der IACC Messungen an einer Meßpositi-
on in einem Raum zwischen den verschiedenen verwendeten Kunstko¨pfen werfen zudem
die Frage auf, inwieweit ein solches Meßverfahren zur Bestimmung eines raumbeschrei-
benden Faktors geeignet ist. Da in letzter Zeit zudem Zweifel an der Eignung des IACC
zur Quantifizierung der ra¨umlichen Komponenten des Schallfeldes insbesondere in kleinen
Ra¨umen aufgetaucht sind [Gri99], erhebt sich hier die Frage nach einem besser standar-
disierbaren Meßverfahren, welches unter Umsta¨nden nicht die Richtcharakteristik eines
Kopfes verwendet, sondern eine vereinfachte Richtcharakteristik aufweist. Auch hier bie-
tet die Sonde durch die Mo¨glichkeit, eine Richtcharakteristik niedriger Ordnung (Niere)
zu erzeugen, eine Lo¨sung.
Kombiniert man eine solche Mikrophonsonde mit einer in Kapitel 2.2 vorgestellten An-
ordnung zur Auswertung virtueller Schallquellen, so erha¨lt man ein sehr leistungsfa¨higes
System zur Bestimmung fast aller raumakustisch relevanten Gro¨ßen mittels einer mehrka-
naligen Messung. Es fehlt noch ein geeignetes Verfahren zur Auswertung des Seitenschall-
grades. Diese Lu¨cke kann durch ein Verfahren von Kleiner [Kleiner 89] mit Hilfe zweier in
den Sonden enthaltener Mikrophone geschlossen werden. Die Auswertung aller raumaku-
stischen Parameter, welche mit einem ungerichtet messenden Mikrophon ermittelt werden
mu¨ssen, kann mit einem einzelnen Mikrophon des Arrays erfolgen, so daß mit einer ein-
zigen mehrkanaligen Messung alle raumakustischen Parameter inklusive der kopfbezogen
Daten erfaßt werden ko¨nnen. Die kopfbezogenen Daten ko¨nnen als Eingangsdaten fu¨r die
nachfolgenden Geho¨rmodelle verwendet werden.
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Kapitel 4
Geho¨rbezogene Analyse von
Schallfeldern
Zahlreiche Pha¨nomene des monauralen und binauralen Ho¨rens konnten in der
Vergangenheit durch geeignete Geho¨rmodelle erkla¨rt werden [Zwicker & Fastl 90],
[Durlach & Colburn 78]. Dabei werden Geho¨rmodelle zur objektiven Beurteilung der ver-
schiedensten Ho¨rempfindungen wie z.B. der Lautheitsempfindung, der Tonalita¨tsempfin-
dung und der Beurteilung von zeitlichen Strukturen in Form von Rauhigkeit oder Im-
pulshaltigkeit eingesetzt. Neben diesen auch monaural ermittelbaren Ho¨rempfindungen
werden Geho¨rmodelle mittlerweile auch in Bereichen eingesetzt, bei denen ein binauraler
Modellaufbau unumga¨nglich ist, wie zum Beispiel der Schallrichtungserkennung.
Grundlagen zur Entwicklung dieser Geho¨rmodelle sind zum einen physiologische Er-
kenntnisse der objektiven Audiologie [Kallert 75], [Keidel 75], [Spreng 75], [Do¨ring 84],
[Aharonson & Furst 01], bei der Hirnstro¨me von Versuchpersonen oder Tieren wa¨h-
rend der Darbietung unterschiedlicher Stimuli gemessen werden oder Ergebnisse von
Ho¨rversuchen, die auf die Funktion bestimmter Teile des Geho¨rsinns schließen lassen
[Zwicker & Fastl 90], [Blauert 97]. Ferner kann aber auch aus Experimenten mit Tieren
[Irvine 87] oder anhand von pathologischen Untersuchungen [von Be´ke´sy 43] auf die Funk-
tionen der verschiedenen Teile des Geho¨rsinns geschlossen werden.
Betrachtet man das physikalisch meßbare Schallereignis auf der einen Seite und das psy-
choakustisch empfundene Ho¨rereignis auf der anderen Seite, so stellt der gesamte Prozeß
des Ho¨rens die Umwandlung eines Schallereignisses in ein Ho¨rereignis dar. Bei diesem
Ho¨rvorgang durchla¨uft das Schallereignis zahlreiche Funktionsgruppen des Ho¨rorgans und
des Gehirns. Dabei geschieht mehrfach eine physikalische Umwandlung des Schallereig-
nisses (Schalldruckschwankungen), an deren Ende es schließlich zu akustisch evozierten
Hirnrindenpotentialen (Spannungsschwankungen) im Ho¨rfeld des Kortex kommt. Diese
Potentiale oder Schallmuster ko¨nnen mit bereits bekannten Schallmustern verglichen wer-
den, und es kommt im Falle des Vorliegens eines solchen Musters zur Erkennung. Liegen
noch keine vergleichbaren Potentiale vor, so kommt es bei der betreffenden Person zu einer
neuen Ho¨rerfahrung oder einem neuen Ho¨rereignis, dessen Schallmuster dann wiederum
als Referenz gespeichert und bei Bedarf mit anderen Ho¨rereignissen verglichen werden
kann.
Der geschilderte Ho¨rvorgang ist nicht deterministisch und zahlreiche zufallsbehaftete Gro¨-
ßen innerhalb des Geho¨rsinns haben Einfluß auf die Entstehung eines Ho¨rereignisses. Dies
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kann dazu fu¨hren, daß das gleiche Schallereignis von derselben Versuchsperson mitunter
unterschiedlich beurteilt wird [Blauert 74]. Zufallsgro¨ßen, wie die spontane Emission von
Impulse durch Nervenzellen, sollten daher durch Rauschprozesse in geeigneter Form in die
Geho¨rmodelle miteinfließen.
Fu¨r den Aufbau von Geho¨rmodellen wurden bei [Colburn & Durlach 78] Richtlinien zu-
sammengefaßt. Beim Aufbau von Geho¨rmodellen sind diese demnach auf folgende Regeln
zu u¨berpru¨fen:
1.
”
Daß die komplette quantitative Beschreibung der Signalverarbeitung unabha¨ngig
von der dargebotenen Wellenform vom internen Rauschen beeinflußt wird.”
2.
”
Daß die Ableitungen aller Voraussagen, die von Annahmen des Modells ausgehen,
mit allen relevanten Daten verglichen werden mu¨ssen.”
3.
”
Daß die Anzahl freier Parameter im Modell hinreichend klein zu wa¨hlen ist, um das
Modell nicht als Koordinatentransformation mit einer optimierten Datenanpassung
zu mißbrauchen.”
4.
”
Daß alle Annahmen und Parameter des Modells auf physiologische Ergebnisse be-
zogen werden mu¨ssen.”
5.
”
Daß im Fall fehlender Information u¨ber die Physiologie eines Systems – dies ist
insbesondere bei den ho¨heren Verarbeitungsstufen des Gehirns gegeben – allgemeine
empfindungsrelevante Prinzipien Anwendung finden.”
Einer der wesentlichen Punkte dieser Richtlinien ist, neben dem Beinhalten von Rausch-
prozessen die mo¨glichst kleine Anzahl der frei wa¨hlbaren Parameter. Diese Einschra¨n-
kung fu¨hrt somit auch zu einer Universalita¨t der Geho¨rmodelle, da die Einschra¨nkung
auf wenige variable Parameter eine weitergehende Umgestaltung der Geho¨rmodelle zur
Beschreibung verschiedener Ho¨rpha¨nomene nicht zula¨ßt. Eine weitere Forderung – neben
der korrekten Abbildung der Funktion einzelner Funktionsgruppen des Geho¨rsinns – ist
die nach einem korrekten physiologischen Abbild dieser Funktionsgruppen des Geho¨rs.
Dies beinhaltet auch eine Widerspiegelung des Informationsflusses zwischen den einzel-
nen Funktionsgruppen. Ein Signaltransfer zwischen Gruppen, bei denen anatomisch keine
neuronale oder mechanische Verbindung besteht, ist fu¨r den Aufbau von Geho¨rmodellen
unzula¨ssig.
Nicht immer finden alle hier angefu¨hrten Richtlinien bei der Modellierung des mensch-
lichen Geho¨rsinns Anwendung. Es existieren dennoch eine Vielzahl von Signalver-
arbeitungskaskaden in der Literatur, die zur Klassifizierung von Schalleindru¨cken
herangezogen werden ko¨nnen und die wesentliche Merkmale eines Geho¨rmodells oder
einzelner Funktionsgruppen des menschlichen Geho¨rs tragen. Mit Hilfe dieser Algo-
rithmen lassen sich die Funktionsweisen des Geho¨rs oder einzelner Teile erkla¨ren und
seine Reaktion pra¨dizieren, so daß sie zurecht als Geho¨rmodell bezeichnet werden
ko¨nnen: [Jeffress 48], [Licklider 51], [Colburn & Durlach 78], [Aures 84], [Kohlrausch 84],
[Lindemann 85], [Gaik 90], [Wolf 91], [Bodden 92], [Dau & Pu¨schel 92], [Sottek 93],
[Albani et al. 94], [Agerkvist 96], [Hartung 97], [Ando 98], [Breebaart et al. 98b],
[Bunse 99], [Aharonson & Furst 01].
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Inwieweit lassen sich Geho¨rmodelle, die dem oben umrissenen Aufbau entsprechen, zur
Klassifizierung von Raumschallfeldern verwenden?
Die wesentlichen Faktoren, welche von Personen bei der Beurteilung von Raumschallfel-
dern in Konzertsa¨len herangezogen werden, wurden bereits in der Einleitung diskutiert.
Vergleicht man die Faktoren aus Abbildung 1.1 mit den aus der Literatur bekannten Ein-
satzgebieten von Geho¨rmodellen, so bieten sich verschiedene Ansatzpunkte. Oben zitierte
Geho¨rmodelle liefern sowohl Aussagen u¨ber die Frequenzverteilung (Klangfarbe) als auch
u¨ber die Position von Schallquellen (Ausdehnung) sowie zur Zeitstruktur (Deutlichkeit)
eines Musik-, Sprach- oder synthetischen Signales.
Ein Einsatzbereich zahlreicher Geho¨rmodelle liegt in der Aufschlu¨sselung der Vorga¨nge bei
der Lokalisation von Schallquellen [Jeffress 48], [Lindemann 85], [Breebaart et al. 99]. Die-
se Algorithmen gelangen unter anderem in der Ho¨rgera¨teakustik zur Anwendung. Ziel ist
es dabei, Signalquellen von Sto¨rgera¨uschen aus der Umgebung durch den Einsatz auf die je-
weilige Ho¨rsituation angepaßter Richtungsfilter zu befreien [Bodden 92] [Albani et al. 94].
Bei der objektiven Beurteilung der ra¨umlichen Komponenten von Schallfeldern in Sa¨len
mit Geho¨rmodellen ist eine Befreiung von den Einflu¨ssen des Raumes bei der Lokalisation
von Schallquellen sicherlich nicht sinnvoll. Die Strategien, die das Geho¨r zur Ortung von
Schallquellen einsetzt [Wolf 91], [Hartung 97], [Grabke 98] sind dennoch von Bedeutung,
da diese, wenn auch unterbewußt, bei der Beurteilung von Raumschallfeldern vom Geho¨r
eingesetzt werden.
Zentrale Gro¨ßen bei der Lokalisation von Schallquellen sind die bereits in Kapitel 3.2.2
angesprochenen interauralen Pegel- und Zeitdifferenzen. Bei [Griesinger 98] werden den
Fluktuationen der interauralen Pegeldifferenzen und Zeitdifferenzen maßgebliche Bedeu-
tung fu¨r die Empfindung der scheinbaren Schallquellenbreite (ASW) und des Eingehu¨llt-
seins (LEV) zugeordnet [Griesinger 98]. Die dort beschriebene Vorgehensweise beschra¨nkt
sich jedoch, wie bei vielen in der Raumakustik u¨blichen Methoden, auf die Findung hoch
korrelierender Meßgro¨ßen und nicht auf die Erstellung eines Geho¨rmodells, so daß dem
dort beschriebenen Verfahren wesentliche Zu¨ge eines Geho¨rmodells fehlen, auch wenn eine
geho¨rbezogene Filterbank zum Einsatz kommt.
Den Abla¨ufen in Außenohr, Mittelohr sowie der Basilarmembran mit den auf ihr befind-
lichen Nervenzellen kommen beim Aufbau von Geho¨rmodellen eine wichtige Rolle zu, da
hier die Signale fu¨r eine weitere Analyse im Gehirn aufgearbeitet werden und diese somit
die Basis fu¨r eine weitere geho¨rbezogene Analyse bilden. Eine elementare Gro¨ße, die so-
wohl aus den Modellen der peripheren Einheit (Außenohr, Mittelohr, Innenohr) berechnet
werden kann und der bei der Beurteilung von Raumschallfeldern zumindest in indirekter
Weise eine Bedeutung zukommt, ist die Lautheit. Diese kann in monauraler Form fu¨r sta-
tiona¨re Signale durch Abbildung der Signalverarbeitungschritte der peripheren Einheiten
berechnet werden [Zwicker 58], [Paulus & Zwicker 72], [Zwicker & Fastl 90], [Aures 84],
[Sottek 93]. Bei der Empfindung der binauralen Lautheit sind ho¨here neuronale Ebenen,
welche die Vernetzung beider Ohren bewerkstelligen, in Betracht zu ziehen. Sie kann da-
her nicht ausschließlich durch eine Beschreibung der Funktionsgruppen von Außenohr bis
Innenohr beschrieben werden [Chouard 96], [Bunse 99].
Da eine geho¨rgerechte Bestimmung der Lautheit fu¨r die Beurteilung von Raumschallfel-
dern wichtig ist und sie in ihrer stationa¨ren Form eine der grundlegenden Ho¨rempfindun-
gen widerspiegelt, soll sie zur Beschreibung der Grundlagen der geho¨rbezogenen Verar-
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beitung im folgenden herangezogen werden. Am Aufbau eines binauralen Geho¨rmodells
zur Bestimmung der Lautheit werden die wesentlichen Eigenschaften der Funktionsgrup-
pen des Außen-, Mittel- und Innenohres beschrieben. Hierbei wird das Augenmerk jedoch
nicht nur auf eine korrekte Wiedergabe der binauralen Lautheit fu¨r den stationa¨ren Fall
gelegt, sondern auch auf eine Beru¨cksichtigung der tempora¨ren Verdeckungseffekte. Dabei
kommt der Funktion der Ho¨rnerven auf der Basilarmembran bei der Repra¨sentation nicht
stationa¨rer Signale eine entscheidende Bedeutung zu, da diese durch ihre nichtlinearen
zeitlichen Adaptionsprozesse entscheidend zur Signalform in den ho¨heren Verarbeitungs-
stufen beitragen.
4.1 Signalverarbeitungsprozesse im menschlichen Geho¨r
Ziel der folgenden Kapitel ist es, eine Signalverarbeitungskaskade zu erstellen, an deren
Ende Gro¨ßen stehen, welche einer menschlichen Empfindung, wie zum Beispiel der Laut-
heit, entsprechen. Die Beschreibung der durchschnittlichen Ho¨rempfindung steht in den
hier aufgestellten Modellen im Vordergrund. Die in den einzelnen Stufen des Modells
ablaufenden Prozesse werden dazu an die Prozesse des durchschnittlichen menschlichen
Geho¨rs angepaßt. Eine Anpassung einzelner Verarbeitungsstufen an die Parameter eines
gesto¨rten oder kranken Organs kann bei entsprechender Detektionsleistung des Modells,
ein Indiz fu¨r die Richtigkeit des gewa¨hlten Modells mit seinen Funktionsgruppen und
Parametern sein.
Der Aufbau von Geho¨rmodellen, welche die Empfindung eines Menschen mit gescha¨digtem
Geho¨r widerspiegeln, ist daher zur U¨berpru¨fung von Geho¨rmodellen Normalho¨render von
Nutzen. Zahlreiche solcher Geho¨rmodelle und Ho¨rversuche sind aus der Literatur bekannt
[Zwicker & Fastl 90], [Marzinzik et al. 96], [Blauert 97], [Noble et al. 97], [Morimoto 01].
Die Ho¨rversuche zur Validierung der Modelle mu¨ssen nicht zwangsla¨ufig mit geho¨rgescha¨-
digten Personen durchgefu¨hrt werden. Vielmehr la¨ßt sich durch geschickten Aufbau der
Ho¨rversuche auch der Ho¨rsinn Normalho¨render manipulieren, ohne Personen oder Tieren
Schaden zuzufu¨gen [Blauert 97], [Morimoto 01].
Aufgabe des Geho¨rs ist es, die in Form von Schallwellen eintreffenden Reize in Nervenim-
pulse umzuwandeln, welche dann Empfindungen im Gehirn hervorrufen. Dementsprechend
wird es auch als Antransportorgan bezeichnet. Abbildung 4.1 zeigt den schematischen Auf-
bau des Geho¨rs mit den wichtigsten anatomischen Funktionsgruppen, die an der Wandlung
von Schallwellen in neuronale Impulse beteiligt sind.
Neben der reinen Aufgabe als Wandler kommt dem Geho¨r auch noch die Aufgabe einer
geeigneten Vorverarbeitung des Signals zu. Entsprechend dem anatomischen Aufbau des
Geho¨rs la¨ßt es sich in drei Funktionsgruppen unterteilen:
Die erste Funktionsgruppe, das Außenohr , wird durch die Ohrmuschel (Pinna) mit der
Ohrmuschelho¨hlung (Cavum conchae) und dem dahinter befindlichen Geho¨rgang (Ohrka-
nal), der durch das Trommelfell abgeschlossen wird, gebildet.
An das Trommelfell schließen sich in der Paukenho¨hle die drei Geho¨rkno¨chelchen an. Sie
sind fu¨r die weitere akustische Signalu¨bertragung verantwortlich und bilden damit aus
nachrichtentechnischer Sicht die zweite Funktionsgruppe des Geho¨rs, das Mittelohr.
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Abb. 4.1: Schematischer Aufbau des menschlichen Geho¨rs nach [Pickles 88]
Angekoppelt u¨ber das ovale Fenster befindet sich am Ende der Kette aus Geho¨rkno¨chel-
chen mit der Schnecke (cochlea) die dritte Funktionseinheit des Geho¨rs, das Innenohr . Im
Innenohr erfolgt die eigentliche Wandlung in neuronale Pulse, die durch die Ho¨rnerven zu
den ho¨heren Verarbeitungsstufen geleitet werden, welche sich in verschiedenen Teilen des
Gehirns befinden.
4.1.1 Das Außenohr
Das Außenohr stellt fu¨r das menschliche Geho¨r die a¨ußere akustische Schnittstelle zur
Umwelt dar. Es ist in seinen Abmessungen so ausgebildet, daß seine maximale Empfind-
lichkeit in den fu¨r den Menschen wichtigen Frequenzbereichen liegt. Seine Funktion la¨ßt
sich im wesentlichen durch die Verzerrungen, welche an ankommenden Signalen vorge-
nommen werden, beschreiben.
Aus nachrichtentechnischer Sicht sind diese Verzerrungen weder linear noch zeitinvariant,
da Bewegungen des Ko¨rpers vom Geho¨rsinn gezielt zur Auswertung von Richtungsinfor-
mation genutzt werden [Blauert 97], [Schmitz 94]. Um die Verzerrungen des Außenohres
zu berechnen, bedarf es somit eines komplexen nichtlinearen Systems, welches in der La-
ge ist, Top-down-Prozesse zu beru¨cksichtigen. Bei diesen Top-down-Prozessen handelt es
sich um Befehle, welche das Gehirn oder das zentrale Nervensystem zur Optimierung der
Ho¨rleistung an das Geho¨r und den Bewegungsapparat sendet und welche dann von diesen
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Systemen aktiv umgesetzt werden. Hierunter kann z.B. eine Kopfdrehung zur Verbesse-
rung der Schallrichtungserkennung oder auch die A¨nderung der Trommelfellimpedanz in
Form des akustischen Reflexes zum Schutz des Innenohres vor zu hohen Schallpegeln ver-
standen werden. Geht man jedoch von mittleren Schalldruckpegeln (< 80 dB) und von
einer sich nicht bewegenden Person aus, so ko¨nnen die Verzerrungen na¨herungweise als
linear und zeitunabha¨ngig angenommen werden. Diese Verzerrungen enstehen zum einen
durch Abschattung, Verzo¨gerung, U¨berlagerung von Reflexionen und Beugungseffekten
an Kopf, Oberko¨rper, Schulter und Ohrmuschel. Zum anderen werden sie durch Reso-
nanzen im Bereich des Schallleitungssystems Ohrmuschelho¨hlung–Ohrkanal–Trommelfell
verursacht [Shaw 66], [Shaw 82a], [Shaw 82b], [Genuit 84], [Hudde & Engel 98b].
Abb. 4.2: Exemplarische Außenohru¨bertragungsfunktion eines der Schallquelle zugewandten
(linken) Ohres (Φ = 40◦, ∆ = 0◦). Die Zahlen kennzeichnen Merkmale der U¨bertra-
gungsfunktion, auf die im Text na¨her eingegangen wird [Urbach 91].
Abbildung 4.2 zeigt die beispielhafte Struktur (Betragsspektrum) einer Außenohru¨bertra-
gungsfunktion. Die Schallquelle ist dem – in diesem Fall – linken Ohr zugewandt unter
40◦ vorne links innerhalb der Horizontalebene (vergl. Abbildung 4.16) plaziert. Im tief-
frequenten Bereich (< 500 Hz) sind der Kopf, Rumpf und Ohrmuschel klein im Vergleich
zur Wellenla¨nge (λ ≥ 1,5 m), so daß keine nennenswerte Beeinflussung des Schallfeldes
entsteht (Abbildung 4.2 {1}). Durch gegenphasige U¨berlagerung von Schallanteilen der
Schulterreflexion entsteht im Bereich von ca. 1,5 kHz ein lokales Minimum {2}. Der Ohrka-
nal, der mit dem Trommelfell fu¨r weite Frequenzbereiche nahezu schallhart abgeschlossen
ist (Reflexionsfaktor ≈ 0,8), stellt einen offenen Leitungsresonator dar, dessen erste Ei-
genfrequenz (λ/4–Resonanz) bei ca. 3 kHz liegt [Wiener & Ross 46]. In der Umgebung
dieser Resonanzfrequenz ist eine U¨berho¨hung von 10–15 dB im Betragsspektrum der Au-
ßenohru¨bertragungsfunktion zu beobachten {3}. In diesem Empfindlichkeitsgewinn ist
eine optimale Anpassung des Außenohres an die Frequenzen der menschlichen Sprache zu
sehen. Verbunden mit diesem Empfindlichkeitsgewinn ist eine deutliche Verschlechterung
der U¨bertragungseigenschaften des Ohrkanals bei ca. 8 kHz durch seine (3/4–λ–Resonanz)
{5}. Eine Optimierung der U¨bertragungseigenschaften des Außenohres im Hinblick auf
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Sprachversta¨ndlichkeit ist auch durch die Trichterwirkung von Ohrmuschel und Ohrmu-
schelho¨hlung in einem Frequenzbereich ab ca. 1 kHz zu sehen. In der Außenohru¨ber-
tragungsfunktion findet dieser Effekt durch lokale Maxima bei 5, 9 und 13 kHz {4,6,7}
Ausdruck. Das lokale Maximum bei 5 kHz entspricht dabei der ersten cavum-conchae-
Resonanz [Genuit 84], [Urbach 91].
Neben der optimalen Anpassung an den Frequenzbereich der menschlichen Sprache und
der damit verbundenen filternden Wirkung besteht eine weitere Hauptfunktion des Au-
ßenohres darin, dem ankommenden Signal, abha¨ngig von der jeweiligen Einfallsrichtung,
bestimmte Merkmale aufzupra¨gen, die es den nachfolgenden Funktionsgruppen ermo¨gli-
chen, diese Schalleinfallsrichtung und die Entfernung zur Schallquelle sicher zu bestimmen.
Entsprechend dieser beiden Aufgaben lassen sich die oben beschriebenen Verzerrungen,
welche an den ankommenden akustischen Signalen vom Außenohr vorgenommen werden,
in richtungsabha¨ngige {2,4,6,7} und richtungsunabha¨ngige {1,3,5} Verzerrungen aufspal-
ten. Diesem Sachverhalt wurde in einem Modell zur Beschreibung der Außenohru¨bertra-
gungsfunktionen bei [Genuit 84] Rechnung getragen.
Abb. 4.3: Außenohrmodell zur Bestimmung der Außenohru¨bertragungsfunktion, gegliedert in
richtungsabha¨ngige und richtungsunabha¨ngige Komponenten nach [Genuit 84]
Ein Verfahren zur geho¨rrichtigen Aufzeichnung von Schallfeldern muß diese oben bezeich-
neten Verzerrungen an den Signalen vornehmen. Die richtungsunabha¨ngigen Verzerrungen
ko¨nnen, da sie fu¨r alle Schalleinfallsrichtungen gleich sind, durch ein nachgeschaltetes Fil-
ter realisiert werden [Genuit 84].
Sind alle Komponenten des Zeitsignals von ihrer Einfallsrichtung her bekannt, so ko¨nnen
auch die linearen Verzerrungen der richtungsabha¨ngigen Komponenten der Außenohr-
u¨bertragungsfunktion durch ein Filter realisiert werden. Dies ist jedoch nur fu¨r den Fall
eines ideal diffusen Schallfeldes, bei dem zu keiner Zeit eine Einfallsrichtung existiert, und
fu¨r den Fall einer Punktschallquelle im Freifeld exakt mo¨glich.
Insbesondere bei Messungen in Sa¨len ist diese Kenntnis nicht vorhanden, da zwar die
Richtung der Schallquelle meist noch bekannt ist, die der zugeho¨rigen Reflexionen und
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der Anteil des diffus eintreffenden Schalls jedoch nicht. Aus diesem Grunde ist es notwen-
dig, die richtungsabha¨ngigen Einflu¨sse direkt bei der Messung mit zu erfassen. Mo¨glich
ist dies einerseits durch die Verwendung von Kunstko¨pfen oder andererseits mittels Ohr-
mikrophonen, welche sich im menschlichen Ohrkanal plazieren lassen [Urbach 91]. Auch
mit den in Kapitel 3 vorgestellten Mikrophonarrays lassen sich die richtungsabha¨ngigen
Komponenten der Außenohru¨bertragungsfunktionen geho¨rrichtig erfassen.
Um die U¨bertragungseigenschaften des Außenohres beim Entwurf eines Geho¨rmodelles zu
beru¨cksichtigen, wurden als Eingangssignale fu¨r den folgenden Algorithmus Signale am
Trommelfell aufgezeichnet. Als Empfa¨nger bei der Schallfeldaufzeichnung wurden Kunst-
ko¨pfe verwendet. Dabei gelangte zumeist der HMS II der Firma Head acoustics zum Ein-
satz. Um den Einfluß verschiedener Kopf- und Ohrformen mitsamt der damit verbundenen
Varianzen in den Außenohru¨bertragungsfunktionen auf die ra¨umlichen Empfindungen in
einem Schallfeld zu untersuchen, wurden weitere Aufnahmen mit dem Kunstkopf HMS I
der Firma Head acoustics und dem Kunstkopfprototyp des Institutes fu¨r Technische Aku-
stik der RWTH Aachen gemacht.
4.1.2 Das Mittelohr
Hinter dem Trommelfell befindet sich ein kleiner luftgefu¨llter Raum, die Paukenho¨hle (ca-
vum tympani). Sie verju¨ngt sich an ihrem Ende und ist dort u¨ber die Ohrtrompete (Eu-
stachische Ro¨hre) mit dem Rachenraum verbunden (siehe Abbildung 4.1). Angekoppelt
u¨ber eine weitere Ho¨hlung (antrum mastuideae) sind weitere Luftvolumina in Form der
Pneumatischen Zellen (cellulae mastuideae). Diese Luftvolumina gewa¨hrleisten, daß das
Trommelfell nicht gegen das kleine geschlossene Luftvolumen der Paukenho¨hle schwin-
gen muß, welches mit seiner schmalbandigen Resonanz eine schlechtere Anpassung des
Außenohres an den Umgebungsschall zur Folge ha¨tte [Hudde & Engel 98b].
In der Paukenho¨hle befinden sich die drei Geho¨rkno¨chelchen Hammer , Amboß und Steig-
bu¨gel . Sie stellen zusammen mit den sie fixierenden Ba¨ndern und den beiden Muskeln
musculus tensor tympani und musculus stapedius aus u¨bertragungstechnischer Sicht das
Mittelohr dar. Die Funktion der Geho¨rkno¨chelchen besteht darin, die Schwingungen des
Trommelfells u¨ber das ovale Fenster an das Innenohr weiter zu leiten. Bei dieser U¨ber-
tragung wird eine Anpassung der Schwingungen an die unterschiedlichen Schallwellen-
impedanzen von Luft zu Lymphflu¨ssigkeit vorgenommen [Letens 89]. Dazu findet eine
Schalldruckerho¨hung statt, welche mit einer Schwingungsamplitudenverringerung einher-
geht. Bewirkt wird diese Schalldruckerho¨hung zum einen durch das Fla¨chenverha¨ltnis von
Trommelfell und Steigbu¨gel (17:1) und zum anderen durch die Hebelu¨bersetzung der Ge-
ho¨rkno¨chelchen (1,3:1) [Plattig 75].
Eine weitere Aufgabe des Mittelohres ist der Schutz des Innenohres vor zu hohen Schall-
dru¨cken, welche eine dauerhafte Scha¨digung des Innenohres zur Folge ha¨tten. Je nach
Anspannung der Muskeln m. tensor tympani (Trommelfellstrecker) und m. stapedius
(Stapediusmuskel) werden die U¨bertragungseigenschaften des Mittelohres vera¨ndert. Dies
bewirkt zum einen eine Verschiebung der Resonanzfrequenz des Systems Trommelfell-
Geho¨rkno¨chelchen und zum anderen eine Verschlechterung des U¨bertragungsverhalten,
wodurch das Innenohr geschu¨tzt wird.
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Ferner bewirken die beiden Muskeln, daß die Geho¨rkno¨chelchen sta¨rker aufeinander ge-
preßt werden. Dies dient zur Unterdru¨ckung von Oberto¨nen, die durch eine relative
Bewegung der Geho¨rkno¨chelchen gegeneinander sonst vermehrt auftreten wu¨rden, also
einer Verbesserung des Klirrfaktors bei der Weiterleitung der Signale an das Innenohr
[Rhode 71], [Plattig 75]. Die Aktivita¨t der Muskeln bei der Schallu¨bertragung ist daher
schon bei relativ geringen Pegeln von 40-50 dB zu beobachten [Keidel 59]. Der niedrige
Klirrfaktor in der U¨bertragung wird u¨ber einen großen Dynamikbereich beobachtet.
Das lineare U¨bertragungsverhalten legt es nahe, das Mittelohr in einem Geho¨rmodell
durch ein Filter zu realisieren. Maßgeblich zur Charakterisierung des Mittelohru¨bertra-
gungsverhaltens in einem Geho¨rmodell ist der Quotient aus Amplitude der Steigbu¨gel-
platte in Relation zum Schalldruck am Trommelfell. Der Trommelfellschalldruck ist, wie
oben bereits diskutiert, die Ausgangsgro¨ße einer Kunstkopfmessung und kann daher oh-
ne weitere Transformation als Eingangsgro¨ße fu¨r das Mittelohrmodell verwendet werden.
Die Steigbu¨gelplatte stellt aufgrund der Verbindung zum ovalen Fenster die physiologische
Schnittstelle zum Innenohr dar.
Verschiedenartige Modellansa¨tze wurden zur Bestimmung des Mittelohru¨bertragungs-
verhaltens umgesetzt. Die Modellansa¨tze umfaßten dabei vergro¨ßerte mechanische Mo-
delle, drei- und eindimensionale mathematische Modelle und deren elektrische Analogi-
en [Shaw & Stinson 81], [Letens 89], [Hudde & Letens 89], [Hudde & Engel 98a]. Dabei
konnten fu¨r den Quotienten aus Steigbu¨gelauslenkung und Trommelfellschalldruck quali-
tativ gute U¨bereinstimmung zwischen den verschiedenen Modellen und Messungen nach
verschiedenen Meßverfahren hergestellt werden [Hudde & Engel 98c].
Abbildung 4.4 zeigt das Verha¨ltnis von Steigbu¨gelauslenkung in Relation zum Trommel-
fellschalldruck in dB. Es zeigt sich je nach Messung oder Modell ein leicht variierendes
Tiefpaßverhalten. Die leichte U¨berho¨hung im Bereich von 800 Hz in den Rechungen von
[Hudde & Engel 98c] im Vergleich zu den Berechnungen von [Shaw & Stinson 81] ist auf
eine Vera¨nderung der Nachgiebigkeit der Hauptachsenba¨nder von Hammer und Amboß
zuru¨ckzufu¨hren [Weistenho¨fer & Hudde 00].
Eine a¨hnliche U¨berho¨hung zeigen Messungen der Volumenverschiebung am runden Fenster
der cochlea [Kringlebotn & Gundersen 85]. Unter der Annahme nicht kompressibler Flu¨s-
sigkeiten konnte vom Schallfluß am runden Fenster auf den Schallfluß am ovalen Fenster
bzw. der Steigbu¨gelplatte ru¨ckgeschlossen werden. Mittels Laser-Doppler-Interferometrie
konnten weitere Ergebnisse bezu¨glich des Mittelohru¨bertragungsverhaltens gewonnen wer-
den [Vlaming & Feenstra 86]. Die so gewonnene Kurve zeigt einen Verlauf, der qualitativ
gut mit den Modellrechnungen von [Shaw & Stinson 81] u¨bereinstimmt.
Die Abweichungen der einzelnen Modelle und Messungen voneinander liegen im Bereich
von 10-15 dB. In Abbildung 4.4 wurde zusa¨tzlich der Betrag der U¨bertragungsfunktion
eines Besseltiefpasses 3. Ordnung mit einer Grenzfrequenz von 1200 Hz eingezeichnet. Die
U¨bertragungsfunktion wurde im Pegel an die U¨bertragungsfunktion des Mittelohres an-
gepaßt. Die Abbildung zeigt eine gute Anna¨hrung durch den Tiefpaß an die verschiedenen
Modelle und Messungen, so daß die Abweichung der Modelle und Messungen untereinan-
der meist gro¨ßer sind als die Abweichung zum idealisierten Tiefpaß. Da in den weiteren
Verarbeitungstufen des Geho¨rmodells in den einzelnen Frequenzbereichen noch eine An-
passung an die Ruheho¨rschwelle vorgenommen wird, ko¨nnen so etwaige Abweichungen in
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Abb. 4.4: Betrag der U¨bertragungsfunktion des Mittelohres in dB bezogen auf 1 nm/Pa. Mo-
dellrechnung nach [Shaw & Stinson 81] und [Hudde & Engel 98c] gestrichelt. Mes-
sungen von [Kringlebotn & Gundersen 85] und [Vlaming & Feenstra 86] strichpunk-
tiert. Durchgezogen: Betrag der U¨bertragungsfunktion eines Besseltiefpasses 3. Ord-
nung mit einer Grenzfrequenz von 1200 Hz (im Pegel angepaßt).
dieser U¨bertragungsfunktion noch in ho¨heren Verarbeitungsstufen, wie zum Beispiel dem
Innenohr, korrigiert werden.
4.1.3 Das Innenohr
Im Innenohr findet letztendlich die Umsetzung der mechanischen Schwingungen des Mit-
telohres in neuronale Impulse statt, welche dann u¨ber die Nervenbahnen ans Gehirn wei-
tergeleitet werden. Obwohl seine Modellierung in Geho¨rmodellen aufgrund des Rechenauf-
wandes meist nicht aus mikroskopischen Betrachtungen der Funktion, sondern aus einer
makroskopischen Betrachtung von Ho¨rversuchsergebnissen abgeleitet wird, ist eine genaue
Kenntnis der Funktionsprinzipien des Innenohres unerla¨ßlich. An dieser Stelle wird daher
in kurzer Form darauf eingegangen.
Von seinen Funktionen her la¨ßt sich das Innenohr in das Gleichgewichtsorgan mit seinen
Bogenga¨ngen und in das Ho¨rorgan mit der Schnecke als Sitz unterteilen (Abbildung 4.1).
Im folgenden soll nur die Funktionsweise der Schnecke betrachtet werden. Bei der Schnecke
(cochlea) handelt es sich um drei parallel verlaufende aufgerollte Kana¨le, auch Skalen ge-
nannt, welche, durch schmale Membranen getrennt, mit verschiedenen Lymphflu¨ssigkeiten
gefu¨llt sind. scala vestibuli und scala tympani sind an der Spitze der cochlea u¨ber das he-
licotrema, einer kleinen O¨ffnung, miteinander verbunden und folglich mit der gleichen
Flu¨ssigkeit, der Endolymphe, gefu¨llt. Dazwischen eingebettet und durch die Reissnersche
Membran und die Basilarmembran von den beiden anderen Skalen getrennt und mit Pe-
rilymphe gefu¨llt, befindet sich die scala media (Abbildung 4.5).
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Abb. 4.5: Schematischer Aufbau der cochlea nach [Yates 95]. Links Schnitt durch die cochlea;
rechts Ausschnittsvergro¨ßerung Cortisches Organ
Die Tatsache, daß es sich bei der Schnecke um eine mit 2 3/4 Windungen aufgerollter Spi-
rale handelt, ist auf Gru¨nde der Platzersparnis im menschlichen Scha¨delinneren zuru¨ck-
zufu¨hren. Es gibt andere Lebewesen, z.B. Vo¨gel, bei denen das Innenohr in gestreckter
Form verla¨uft.
An der Basis der cochlea befindet sich als Schnittstelle zum Mittelohr das ovale Fenster,
welches den Abschluß der scala vestibuli bildet. Es ist einseitig von der Steigbu¨gelplatte
bedeckt. Ebenfalls an der Basis der cochlea befindet sich das runde Fenster, welches den
Abschluß der scala tympani bildet. Schwingungen am ovalen Fenster der cochlea bewirken,
aufgrund der verschwindenden Kompressibilita¨t der Lymphflu¨ssigkeiten, eine Bewegung
des runden Fensters. Die unterschiedlichen Druckverha¨ltnisse in den beiden Skalen fu¨hren
nicht nur zu einer Bewegung der Enden beider Skalen, sondern auch zu einer Auf- und
Abwa¨rtsbewegung der dazwischen befindlichen flexiblen Einheit, bestehend aus Reissner-
scher Membran, scala media und Basilarmembran. Da letztere das fu¨r die Schalldetektion
wichtige Cortische Organ tra¨gt (siehe Abbildung 4.5), soll das Augenmerk im weiteren
nur auf diese gelenkt werden.
Auf der Basilarmembran breitet sich infolge der Druckdifferenz zwischen scala vestibuli
und scala tympani eine Oberfla¨chenwelle aus, deren maximale Amplitude von Schalldruck
und Frequenz der am Ohr eintreffenden Schallwelle abha¨ngt. Die von der Basis zur Spitze
(apex ) der cochlea zunehmende Elastizita¨t der Basilarmembran fu¨hrt zu einer vera¨nder-
lichen Amplitude der von der Basis zur Spitze der cochlea wandernden Oberfla¨chenwelle
(Wanderwelle) in Abha¨ngigkeit von ihrer Frequenz. Hohe Frequenzen fu¨hren zu einer ma-
ximalen Amplitude nahe des ovalen Fensters, niedrige zur maximalen Amplitude in der
Na¨he des helicotremas.
Im Cortischen Organ befinden sich die Nervenzellen, welche die eigentliche Umsetzung
der Schwingung der Basilarmenbran in neuronale Impulse vornehmen. Diese Nervenzellen
lassen sich in zwei Gruppen, die a¨ußeren Haarzellen und die inneren Haarzellen, un-
terscheiden. Wa¨hrend den inneren Haarzellen ausschließlich die Aufgabe zukommt, die
Information u¨ber den Schwingungszustand der Basilarmembran an das Gehirn weiterzu-
leiten (afferente Zellen), sind die a¨ußeren Haarzellen zudem in Lage, neuronale Informa-
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tionen aufzunehmen (efferente Zellen)und weiterzuverarbeiten bzw. diese in Bewegungen
umzusetzen [Yates 95].
Ausgangspunkt der Schwingungen der Basilarmembran ist eine akustische Anregung. Der
vom Mittelohr kommende Schall fu¨hrt zur Ausbreitung einer Wanderwelle auf der Basilar-
membran. Als Folge dieser Schwingung werden die stereocilia im Rhythmus der Frequenz
der Schwingung gegenu¨ber den Haarzellen geschert, was die Haarzellen aufgrund des unter-
schiedlichen Potentials der verschiedenen Lymphflu¨ssigkeiten veranlaßt, neuronale Pulse
in einem modulierten Strom an das Gehirn zu senden. Dieser Informationstransfer an das
Gehirn wird auch als Bottom-Up-Prozeß bezeichnet. Er veranlaßt das Gehirn, wiederum
Impulse an die a¨ußeren Haarzellen zu senden, welche diese dann zu aktiven Bewegungen
veranlassen. Durch diesen Top-Down-Prozeß kann das Gehirn aktiv auf den Ho¨rprozeß
einwirken.
Die Form der Wanderwelle auf der Basilarmembran ha¨ngt zum einen von den elastome-
chanischen Verha¨ltnissen der Basilarmembran innerhalb ihrer Umgebung ab. Daß die Ba-
silarmembran dabei von zwei flu¨ssigkeitsgefu¨llten Skalen und nicht von Luft umgeben ist,
ist entscheidend fu¨r die Dispersionsbeziehung, also die Abha¨ngigkeit der Schallgeschwin-
digkeit von der Frequenz [Yates 95]. Als Folge daraus ergibt sich eine kritische Frequenz,
oberhalb der keine Wanderwellenausbreitung auf der Basilarmembran mehr mo¨glich ist.
Stattdessen schwingt die Basilarmembran als Resonator mit einer exponentiell abklingen-
den Amplitude.
Vergleicht man Tuningkurven (Reizschwellen einer Nervenzelle) in Abha¨ngigkeit der Fre-
quenz, so kommt man zu dem Schluß, daß sich die an den Nervenzellen beobachtete
Frequenzselektivita¨t nicht allein aus den passiven Eigenschaften der Basilarmembran in
ihrer Umgebung herleiten la¨ßt [Ruggero & Rich 83], [Geisler & Cai 96]. Vielmehr mu¨ssen
die bereits angesprochenen aktiven Prozesse als zweite Gro¨ße die Schwingungsform der
Basilarmembran derart beeinflussen, daß sich die beobachteten Tuningkurven erkla¨ren
lassen.
Daß aktive Prozesse einen Einfluß auf die Auspra¨gung der Wanderwelle auf der Basi-
larmembran haben, zeigt die wesentlich ho¨here Frequenzselektivita¨t von Tuningkurven,
welche an lebenden Tieren gemessen wurden, im Vergleich zu Tuningkurven gemessen an
Pra¨paraten verstorbener Lebewesen. Daru¨ber hinaus lassen sich durch aktive Prozesse
angeregte Schwingungen der Basilarmembran, welche reversibel u¨ber das Mittelohr u¨ber-
tragen und vom Trommelfell abgestrahlt werden, im Ohrkanal in Form von otoakustischen
Emissionen messen.
Der Gesamtprozeß und die Bewegungsformen innerhalb des Cortischen Organs sind in
Abbildung 4.6 schematisch dargestellt. Auch wenn bekannt ist, daß die a¨ußeren Haar-
zellen der Motor fu¨r die aktive Beeinflussung der Schwingungsform der Basilarmembran
sind, ist u¨ber die Art der Bewegungserzeugung noch immer relativ wenig bekannt. Bei
[Yates 95] werden zwei verschiedene physikalische Vorga¨nge beschrieben, welche eine der-
artige Schwingungsversta¨rkung bewerkstelligen ko¨nnen.
Diese Prozesse sind in Abbildung 4.6 rechts schematisch dargestellt. Im oberen Drittel der
Abbildung befindet sich das Cortische Organ im Ruhezustand. Bei dem ersten Prozeß in
Abbildung 4.6 rechts Mitte handelt es sich um die Kontraktion der a¨ußeren Haarzellen
(schwarzer Doppelpfeil). Diese sind in der Lage, im Fall einer Innervierung ihre La¨nge
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Abb. 4.6: Schematischer Ablauf des Gesamtprozesses zur Auspra¨gung der Schwingungen auf
der Basilarmembran (links) und der schwingungsversta¨rkenden aktiven Prozesse
(rechts) nach [Yates 95].
um 10% zu variieren. Aufgrund der Steifigkeit und Tra¨gheit der daru¨ber befindlichen
Membranen resultiert aus der Kontraktion der a¨ußeren Haarzellen eine Aufwa¨rtsbewegung
der Basilarmembran sowie eine Abwa¨rtsbewegung der daru¨ber befindlichen Membranen.
Ein zweiter, schwer nachzuweisender Prozeß ist eine aktive Bewegung der stereocilia. A¨hn-
lich eines Geigenbogens, der u¨ber eine Saite streicht und dabei immer wieder zwischen
Haft- und Gleitreibung wechselt, wandern Actin- und Myosin-Proteine aneinander vorbei
und fu¨hren so zu einer Scherbewegung der stereocilia. Wenn aber aufgrund der geome-
trischen Verha¨ltnisse eine Transversalschwingung der Basilarmembran eine Scherung der
stereocilia zur Folge hat, so ist auch ein umgekehrter Prozeß denkbar. Dieser Vorgang
wird im unteren Drittel der Abbildung 4.6 rechts veranschaulicht.
Das Beispiel der aktiven Prozesse zeigt, daß nicht alle Wechselwirkungen der verschie-
denen Subsysteme innerhalb der cochlea bis ins Detail aufgekla¨rt sind. Daher reicht die
Information u¨ber die Vorga¨nge im Innenohr nicht zur Entwicklung eines umfassenden
physikalischen Cochleamodells aus. Einfache Modelle sind zwar qualitativ in der Lage,
einzelne Pha¨nomene zu pra¨dizieren [Zwislocki 74], [Allen 80], [Neely 93], [Yates 95], fu¨r
ein umfassendes Modell, mit dem quantitativ das vollsta¨ndige Schwingungsverhalten der
Basilarmembran vorhergesagt werden kann, ist derzeit der Kenntnisstand noch zu gering
und der Rechenaufwand zu hoch. Um das frequenzselektive Verhalten des Innenohres
dennoch in einem Geho¨rmodell zu integrieren, ist, wie eingangs bereits erwa¨hnt, eine
makroskopische Betrachtung anhand von Ho¨rversuchsergebnissen von Nutzen.
Ho¨rversuche, bei denen die Ho¨rbarkeit eines Testtones bei simultaner Verdeckung durch
ein Maskiersignal abgefragt wird, liefern Information u¨ber die Filterwirkung des Innen-
ohres. Ergebnis dieser Verdeckungsversuche war die Forderung nach Frequenzgruppen.
Hierbei handelt es sich um Frequenzbereiche, innerhalb derer das Geho¨r, aufgrund der
spezifischen Schwingungsform der Basilarmembran, die Energie aller Signale zusammen-
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faßt [Fletcher & Munson 37]. Ausgangsu¨berlegung zur Entwicklung eines Innenohrmodells
anhand dieser Ho¨rversuche war, daß zur Detektion eines Testtones bei gleichzeitiger Dar-
bietung eines Maskiersignals die Vera¨nderung der Leistung des Signals mit Testton in Re-
lation zur Leistung des reinen Maskiersignals in einer oder mehreren Frequenzgruppen des
Systems
”
Innenohr“ oberhalb einer Detektionsschwelle liegen muß. An derMitho¨rschwelle,
der Grenze, an der der Testton gerade ho¨rbar wird, muß somit die Leistungsvera¨nderung
durch den Testton innerhalb mindestens eines Kanals, eben der Detektionsschwelle, ent-
sprechen. Durch Variation des Pegels und der Signalform des Maskiersignals kann die
Erregung des Innenohres auf die Anregung durch den Testton vermessen und somit auf
Form und Breite der Frequenzgruppen geschlossen werden [Zwicker & Fastl 90].
Mit Hilfe der Frequenzgruppen la¨ßt sich umgekehrt die Erregung des Cortischen Or-
gans und damit elementare psychoakustische Gro¨ßen wie zum Beispiel die Lautheit be-
rechnen [Zwicker 58]. Um die Erregung entlang der gesamten Basilarmembran auf ein
breitbandiges Eingangssignal zu berechnen, ist es notwendig, eine Filterbank von Fre-
quenzgruppen oder sog. kritischen Ba¨ndern unterschiedlicher Breite zu verwenden. Zahl-
reiche Verdeckungsexperimente mit unterschiedlichen Maskiersignalen fu¨hrten zu leicht
modifizierten Frequenzgruppenbreiten der Frequenzgruppen entlang der Basilarmembran.
Die von Zwicker ermittelten Werte ko¨nnen durch Gleichung 4.1 angena¨hert werden
[Traunmu¨ller 90]. Bei Sottek werden einige der angewendeten Verfahren zusammengefaßt
und deren prinzipbedingte Unterschiede diskutiert [Sottek 93].
∆fBark(f)
Hz
=
(1, 96 + f/kHz)2 · 1000
52, 5476
= 37, 2995 + 19, 0304 ·
(
f
kHz
)2
(4.1)
∆fERB1(f)
Hz
= 28, 52 + 93, 39 ·
(
f
kHz
)
+ 6, 23 ·
(
f
kHz
)2
(4.2)
∆fERB2(f)
Hz
= 24, 7 + 107, 939 ·
(
f
kHz
)
(4.3)
Zwicker ging bei seinem Modell zur Berechnung der Kernerregungen von Frequenzba¨ndern
mit unendlicher Flankensteilheit aus, an die nachtra¨glich zur Modellierung der Mitho¨r-
schwellen, welche zu hohen Frequenzen flach abfallen, eine Flankenerregung angesetzt
wurde. Patterson hingegen definierte ein Verfahren, bei dem die Erregung mittels Filtern
endlicher Flankensteilheit berechnet wird [Patterson 76], [Patterson et al. 82]. Fu¨r diese
Filter kann, aufgrund der endlichen Flankensteilheit, die Frequenzgruppenbreite nicht di-
rekt angegeben werden. Aus der Filterform dieser ROEX-Filter1 und deren Breite kann
jedoch die a¨quivalente Rechteckbandbreite (ERB2) mittels Gleichung 4.2 berechnet wer-
den [Moore & Glasberg 83]. Neuere pegelabha¨ngige ROEX-Filter fu¨hren zu a¨quivalenten
Rechteckbandbreiten nach Gleichung 4.3 [Glasberg & Moore 90].
Abbildung 4.7 zeigt die Frequenzgruppenbreite in Abha¨ngigkeit von der Frequenz fu¨r ver-
schiedene Systeme. Zum Vergleich wurden die Bandbreiten einer 1/3-Oktave und 1/12-
1Englisch: Rounded Exponential
2Englisch: Equivalent Rectangular Bandwidth
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Oktave eingezeichnet. ∆fBark, ∆fERB1 und ∆fERB2 bezeichnen die Frequenzgruppenbrei-
ten nach Gleichung 4.1 - 4.3. Zusa¨tzlich wurden die Frequenzgruppenbreiten zur Berech-
nung der Lautheit nach [DIN 45631] und die Frequenzgruppenbreiten des PET-Systems
nach [Terhardt 98] mit in die Graphik eingezeichnet. Die Frequenzgruppenbreiten zur Be-
rechnung der Lautheit nach [DIN 45631] werden durch Gleichung 4.1 angena¨hert. Terhardt
kommt aufgrund seines abweichenden Ansatzes zur Ermittlung der Frequenzgruppenbrei-
ten, auf den im weiteren noch eingegangen wird, zu deutlich schmaleren Bandbreiten.
Abb. 4.7: Vergleich von Frequenzgruppenbreite und a¨quivalenten Rechteckbandbreiten un-
terschiedlicher Autoren. Grau eingezeichnet 1/3-Oktav- und 1/12-Oktav-Ba¨nder;
+ Frequenzgruppenbreiten nach [DIN 45631]; durchgezogen Frequenzgruppenbrei-
ten nach [Traunmu¨ller 90]; strichpunktiert a¨quivalente Rechteckbandbreiten nach
[Moore & Glasberg 83] und [Glasberg & Moore 90]; gepunktet effektive Bandbreite
gema¨ß [Terhardt 98].
Die Art der Ho¨rversuche und ihr Ergebnis sowie die U¨berlegungen zur Schwingungsform
der Basilarmembran lassen vermuten, daß die Frequenzgruppen gleichlangen Abschnit-
ten auf der Basilarmembran entsprechen. Reiht man diese Abschnitte aneinander und
za¨hlt diese entlang der Basilarmembran ab, so gelangt man zu einer geho¨rada¨quaten Ton-
ho¨henbeschreibung der Tonheit . Die Tonheitsfunktion z entspricht somit einer linearen
Ortsskala auf der Basilarmembran. Der Kehrwert der Frequenzgruppenbreite entspricht
einer Gro¨ße, die als Frequenzgruppendichte bezeichnet werden kann. Mit obiger Annahme,
daß die Frequenzgruppen gleich langen Abschnitten auf der Basilarmembran entsprechen,
muß die Frequenzgruppendichte als Funktion der Tonheit zi den Wert 1 annehmen. Der
Index i steht fu¨r die Abha¨ngigkeit der Tonheit von der jeweiligen Frequenzgruppenskala,
z.B. Bark oder ERB
Das Aneinanderreihen der Frequenzgruppen entspricht mathematisch der Integration der
Funktion der Frequenzgruppendichte 1/∆fi(f) vom Anfang der Basilarmembran (zi = 0)
bis zur Tonheit zi. Das Integral der Frequenzgruppendichte liefert somit die Tonheitsfunk-
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tion zi(f). Die Mittenfrequenz fc(zi) der jeweiligen Tonheit zi ergibt sich aus der Umkehr-
funktion zur Tonheitsfunktion zi(f) in der jeweiligen Frequenzgruppenskala. Dieses hier
anschaulich dargelegte Berechnungsverfahren la¨ßt sich durch Lo¨sung einer Differential-
gleichung mathematisch exakt beschreiben [Sottek 93].
Fu¨r die Bark-Skala ergibt sich mit Gleichung 4.1 [Traunmu¨ller 90]:
zBark
Bark
=
26, 81 · f/kHz
1, 96 + f/kHz
− 0, 53 (4.4)
fc
kHz
= 1, 96 · zBark/Bark + 0, 53
26, 28− zBark/Bark (4.5)
Analog ergibt sich fu¨r die ERB-Skala nach Gleichung 4.2 [Moore & Glasberg 87]
zERB
ERB
= 11, 17 · ln
[
f/kHz + 0, 312
f/kHz + 14, 765
]
+ 43, 0 (4.6)
fc
kHz
=
14, 675 · κ− 0, 312
1− κ (4.7)
mit κ = exp
(
zERB/ERB− 43, 0
11, 17
)
Oder mit einer ERB-Skala gema¨ß Gleichung 4.3:
zERB
ERB
= 9, 26 · ln
[
107, 939 · f
kHz
+ 24, 7
]
− 29, 71 (4.8)
fc
kHz
=
κ− 24, 7
107, 939
(4.9)
mit κ = exp
(
zERB/ERB− 29, 7094
9, 26
)
Die Berechtigung der Annahme, daß die Frequenzgruppen gleichlangen Abschnitten auf
der Basilarmembran entsprechen, und die nahe Beziehung der Frequenzgruppenbreiten zur
Physiologie des Ohres kann anhand von Messungen der Amplitude der Wanderwelle auf
der Basilarmembran verifiziert werden [Greenwood 61], [Greenwood 62]. Geht man davon
aus, daß die Frequenzgruppenbreite mit einer La¨nge von 0,85 mm auf der Basilarmembran
korrespondiert, so gelangt man zu einer Abha¨ngigkeit der a¨quivalenten Rechteckbandbrei-
te von der Frequenz gema¨ß Gleichung 4.10.
∆f0,85 mm(f) = 19, 5 + 117, 897 ·
(
f
kHz
)
(4.10)
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Ein Koeffizientenvergleich mit den Koeffizienten aus Gleichung 4.3 zeigt die hohe U¨ber-
einstimmung mit den Ergebnissen der Verdeckungsversuche [Moore & Glasberg 87]. Auch
liefern Ho¨rversuche, bei denen von den Ho¨rversuchspersonen ein Tonho¨henverha¨ltnis ange-
geben werden soll, trotz deutlich unterschiedlicher perzeptiver Vorgehensweise vergleich-
bare Ergebnisse [Stevens 35], [Zwicker & Fastl 90].
Einen anderen Ansatz, mit dem von physiologischen Gro¨ßen auf Form und Breite der Fre-
quenzgruppen geschlossen werden kann, verfolgt [Terhardt 98]. Dort wird die Form der
Filter von den Formandenfiltern des menschlichen Vokaltrakts abgeleitet. Dabei stellen die
Frequenzgruppen ein optimiertes Filter zu den Signalformen der menschlichen Stimme im
Hinblick auf eine Sto¨rgera¨uschunterdru¨ckung dar. Die effektive Breite der Filter wird dort
aus der erforderlichen Resonanzu¨berho¨hung der Filter errechnet. Diese erforderliche Fil-
tertiefe kann aus der Pegeldistanz des zu analysierenden Signals zur Absolutho¨rschwelle
ermittelt werden. Diese so ermittelten Bandbreiten sind in Abbildung 4.7 zusa¨tzlich dar-
gestellt. Bei der von Terhardt vorgeschlagenen Filterordnung weist das dort angefu¨hrte
PET-System3 geringere Bandbreiten als die anderen Filterba¨nke auf.
Zur Berechnung der Filterbandbreiten definiert Terhardt als geeignete Grundfunktion
einer cochlea¨ren U¨bertragungsfunktion die CTF-Funktion4 :
H ′n(s) =
sns
∗
n
(s− sn)(s− s∗n)
(4.11)
Mit der Verallgemeinerung auf Filter k-ter Ordnung und der Erweiterung
sn = −an + jωn, (4.12)
wobei ωn fu¨r die Resonanzfrequenz und an fu¨r die Da¨mpfung des Systems steht, ergibt
sich aus Gleichung 4.11 fu¨r die Kreisfrequenz ω abha¨ngig von der gewa¨hlten Ordnung k
folgende U¨bertragungsfunktion Hn(s) mit der dazugeho¨rigen Stoßantwort hn(t).
Hn(ω) =
(
(a2n + ω
2
n)
k
[an + j(ω − ωn)] [an + j(ω + ωn)]
)k
(4.13)
td td
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2
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2
n)
k
tk e−ant
2k−1 (k − 1)! ωk−1n
(
d
d(ωnt)
)k−1
sin(ωnt)
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(4.14)
Diese CTF-Filter lassen sich im Fall der Ordnung k = 1 in die sog. Gammatone-Filter
u¨berfu¨hren. Fu¨r den Fall ho¨herer Ordnungen la¨ßt sich eine Verwandtschaft der bei-
den Filterformen zur cochlea-U¨bertragungsfunktion aufzeigen [Terhardt 98]. Die Stoß-
antwort der Gammatone-Filter k-ter Ordnung wird durch folgende Gleichung beschrieben
[Johannesma 72]:
3Englisch: Peripheral Ear Transduction
4Englisch: Cochlear Transmission Function
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h (t) = atk−1e−bt cos(2pifct+ φ) (4.15)
Bei den Gammatone-Filtern der Ordnung k = 4 handelt es sich in Zeitbereichsmo-
dellen des menschlichen Innenohres, bei denen sowohl unterschiedliche Frequenzgrup-
penbreiten als auch unterschiedliche Filterformen angewendet werden, um eine derzeit
sehr weit verbreitete Filterform. Die Bandbreite der Filter kann durch den Parameter
b = 1,019 · 2pi ·∆fERB1 = 6,4026 ·∆fi vorgegeben werden. Dabei berechnet sich die Fre-
quenzgruppenbreite ∆fERB1 zumeist nach Gleichung 4.2, die Mittenfrequenz fc analog
dazu nach Gleichung 4.7.
Abgeleitet wurde die Form der Gammatone-Filter von den bereits erwa¨hnten ROEX-
Filtern. Durch Vera¨nderung der Parameter a, b und der Ordnung k konnte die spektrale
Form der Gammatone-Filter dem Betragsspektrum der ROEX-Filter angena¨hert werden
[Patterson 94].
Die Filterform der ROEX-Filter wurde durch Ho¨rversuche mit einem Rauschsignal als
Maskierer ermittelt. Aus dem Spektrum des breitbandigen Rauschmaskierers wurde durch
eine Bandsperre ein Segment ausgeschnitten, in das der zu detektierende Testton ein-
gefu¨gt wurde. Die Daten der verschiedenen Ho¨rversuchspersonen wiesen, bedingt durch
unterschiedliche Ho¨rschwellen, deutliche individuelle Unterschiede auf. Daher wurde ein
parametrischer Ansatz zur Beschreibung der Filterform gewa¨hlt [Patterson 76].
|H (g, p, r)|2 = (1− r) · (1 + pg) · e−pg + r (4.16)
mit
g =
|f − fc|
fc
(4.17)
p (fc) =
4fc
fERB
(4.18)
Gleichung 4.16 beschreibt die Grundform der ROEX-Filter. Die Form der Filter ha¨ngt von
der relativen Frequenz g, dem Bandbreiteparameter p (abha¨ngig von der Frequenzgrup-
penbreite, Gleichung 4.2) und der Mittenfrequenz fc (Gleichung 4.7) ab. Der Parameter
r ermo¨glicht daru¨berhinaus eine Anpassung der Dynamik der Filter an den jeweiligen
Signalpegel.
Bei der Auswertung der Ho¨rversuche zur Bestimmung der Form der ROEX-Filter wurde
von der Annahme ausgegangen, daß eine wahrnehmbare A¨nderung im Leistungsdichte-
spektrum des dargebotenen Signals zur Detektion des Testtons fu¨hrt. Die daraus gewon-
nenen Ergebnisse liefern somit lediglich Aufschluß u¨ber das Betragsquadrat der Geho¨r-
filterform. Die von Patterson vorgenommene Beschreibung der Filterform erfolgt daher
lediglich im Frequenzbereich. Eine Anwendung der Filter kann somit ausschließlich auf sta-
tiona¨re Signale erfolgen, welche im Frequenzbereich beschrieben werden, oder die mittels
Transformation des gesamten Signals in den Frequenzbereich u¨berfu¨hrt werden ko¨nnen.
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Um die Filter auch auf nichtstationa¨re Signale beliebiger La¨nge anwenden zu ko¨nnen,
ist die Transformation der Filter in den Zeitbereich notwendig. Dazu muß zum Betrag
der U¨bertragungsfunktion der Filter zusa¨tzlich noch eine Phasenfunktion bestimmt wer-
den. Geht man dabei von einer Minimalphasigkeit der Filter aus, so kann die Phasen-
funktion mittels Hilberttransformation aus der logarithmierten Betragsfunktion gewon-
nen werden [Lipshitz et al. 85], [Marko 95]. Die Stoßantworten der Filter lassen sich dann
mittels inverser Fouriertransformation bestimmen. Eine Anwendung der so gewonnenen
FIR-Filterstoßantworten kann dann mittels segmentierter Faltung in Form der Overlap-
Add- oder Overlap-Save-Methode auf zeitlich ausgedehnte Signale erfolgen [Brigham 87].
Nachteilig an dieser Methode ist jedoch der hohe Rechenaufwand.
Die ROEX-Filter sind auf einer linearen Frequenzachse symmetrisch zur Mittenfrequenz
fc. Es handelt sich, da die Phasenfunktion der Filter nicht bestimmt und somit frei wa¨hlbar
ist, um symmetrische Bandpaßsysteme [Lu¨ke 99]. Diese ko¨nnen daher, durch Verschiebung
um die Mittenfrequenz fc und Multiplikation mit dem Faktor 2, in ein a¨quivalentes Tief-
paßsystem transformiert werden. An die U¨bertragungsfunktion der in den Tiefpaßbereich
transformierten ROEX-Filter kann die U¨bertragungsfunktion minimalphasiger Tiefpaß-
filter, die effizient mittels weniger Koeffizienten durch ru¨ckgekoppelte IIR-Filter erzeugt
werden ko¨nnen, angepaßt werden. Die U¨bertragungsfunktion und die Stoßantwort eines
solchen Tiefpasses ist gegeben durch [Sottek 93]:
HT (f) =
1
(1 + j 2pifτ)k
(4.19)td td
hT (t) = ²(t) · 1
(k − 1)! ·
1
τ
·
(
t
τ
)k−1
· e−(t/τ) (4.20)
mit τ =
1
22k−1
·
(
2k − 2
k − 1
)
· 1
∆fi
(4.21)
Die Zeitkonstante τ ist durch die a¨quivalente Rechteckbandbreite der Filter gegeben, die
der Frequenzgruppenbreite gleichgesetzt werden kann. Die Ordnung k kann durch die
Optimierung der U¨bertragungsfunktion der Tiefpaßfilter auf die U¨bertragungsfunktion
der ROEX-Filter im Tiefpaßbereich bestimmt werden. Es ergibt sich fu¨r Filter der Ord-
nung k = 4 eine Zeitkonstante τ = 5/(32 · ∆fi) = 1/(6,4 · ∆fi). Um die gewu¨nschten
Bandpaßfilter zu erhalten, werden die ru¨ckgekoppelten Tiefpaßfilter durch eine Tiefpaß-
Bandpaß-Transformation [Oppenheim & Schafer 99] mit der Transformationsfrequenz fc
in Bandpa¨sse transformiert. Die Mittenfrequenz fc ergibt sich analog zu den ROEX-Filtern
und Gammatone-Filtern aus der Tonheitsfunktion 5.
Das zuletzt beschriebene Verfahren hat den Vorteil, daß es sich im Gegensatz zu den in
den Zeitbereich transformierten minimalphasigen ROEX-Filtern effizient implementieren
5Obwohl es sich bei diesen Filtern auch um Bandpa¨sse handelt, werden sie, da sie im Tiefpaßbereich
erzeugt werden, zur Unterscheidung im folgenden als Tiefpaßfilter nach Sottek bezeichnet.
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la¨ßt. Fu¨r a = τ−k/(k − 1)! und b = 1/τ sind die Tiefpaßfilter mit den Gammatone-
Filtern identisch (vergl. Gleichung 4.15 und Gleichung 4.20). Eine Implementierung der
Gammatone-Filter in Form von schnellen Algorithmen, durch IIR-Filtern mit wenigen
ru¨ckgekoppelten Koeffizienten, fu¨hrt daher zu nahezu identischen Ergebnissen [Slaney 93].
Abb. 4.8: Betrag der U¨bertragungsfunktion der verschiedenen geho¨rbezogenen Filter bei 16
ERB. Links gesamter U¨bertragungsbereich; rechts eine Vergro¨ßerung des Durch-
laßbereichs. Durchgezogen Gammatone-Filter; gepunktet Tießpaß-Filter 4. Ordnung
nach Sottek; lang gestrichelt pegelunabha¨giges ROEX-Filter; kurz gestrichelt pegel-
abha¨ngiges ROEX-Filter bei 70 dB/ERB; strichpunktiert CTF-Filter nach Terhardt.
Abbildung 4.8 zeigt den Betrag der U¨bertragungsfunktion der verschiedenen Filterty-
pen bei einer Mittenfrequenz von ca. 1027 Hz entsprechend 16 ERB nach Gleichung
4.7. Die rechte Abbildung zeigt eine Ausschnittvergro¨ßerung des Durchlaßbereichs der
Filter. Die U¨bertragungsfunktion von Tiefpaß- und Gammatone-Filter weichen nur un-
wesentlich infolge der leicht unterschiedlichen Bandbreiten (bTiefpaß = 6.4 · ∆f bzw.
bGammatone = 6.4026 · ∆f) voneinander ab. Deutlich schmaler als die oben diskutierten
Filter sind die CTF-Filter des PET-Systems. Diese Filterbandbreiten haben, wie bereits
erwa¨hnt, ihren Ursprung nicht in den Ergebnissen von Ho¨rversuchen, sondern in einer
Anpassung an die spektrale Form der Formanten des menschlichen Vokaltrakts.
Neben der urspru¨nglichen, bereits in Gleichung 4.16 diskutierten Form der ROEX-Filter,
wurde eine weitere Form von ROEX-Filtern in die Graphik mit aufgenommen. Diese Filter
sind im Gegensatz zu den in Gleichung 4.15 bis Gleichung 4.20 beschriebenen Filterfor-
men vom Schalldruckpegel abha¨ngig. Ausgangspunkt dieser pegelabha¨ngigen Filterformen
waren Ho¨rversuche mit Rauschmaskierern unterschiedlichen Pegels. Bei einem Pegel von
ca. 51 dB/ERB haben die Geho¨rfilter die bereits in Gleichung 4.16 diskutierte Form. Die
Ho¨rversuche ergaben, daß die Geho¨rfilter bei ho¨heren Pegeln zu den tiefen Frequenzen
hin eine flachere und zu den ho¨heren Frequenzen eine steilere Flanke aufweisen, als bei
einem Pegel von 51 dB/ERB. Bei niedrigeren Pegeln als 51 dB/ERB kehrt sich der Verlauf
der Flanken um. Die Beschreibung der pegelabha¨ngigen Geho¨rfilter kann a¨hnlich zu den
pegelunabha¨ngigen Filtern in parametrischer Form erfolgen [Moore & Glasberg 87]. Die
Grundform der pegelabha¨ngigen ROEX-Filter kann durch die Gleichungen 4.16 und 4.17
beschrieben werden. Die geschlossene Gleichung 4.18, durch welche mittels der Gro¨ße p
die Bandbreite der Filter maßgeblich beeinflußt wird, muß bei der Berechnung der pegel-
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abha¨ngigen ROEX-Filter in eine geteilte Form u¨berfu¨hrt werden. Fu¨r f < fc, der unteren
Filterflanke also, wandelt sich die Gro¨ße p in pl gema¨ß Gleichung 4.22. Fu¨r die obere Flan-
ke (f > fc) wird die Gro¨ße p nach Gleichung 4.18 durch die Gro¨ße pu gema¨ß Gleichung
4.23 ersetzt6. Zusa¨tzlich zu der pegelunabha¨ngigen ROEX-Filterform wurde die U¨bertra-
gungsfunktion eines pegelabha¨ngigen ROEX-Filter bei einem Pegel von 70 dB/ERB mit
in Abbildung 4.8 aufgenommen.
pl (fc) = p (fc)
(
1− 0,38
p(1 kHz)
·
(
L− 51 dB
dB
))
(4.22)
pu (fc) = p (fc)
(
1 +
0,118
p(1 kHz)
·
(
L− 51 dB
dB
))
(4.23)
Auch an die pegelabha¨ngigen ROEX-Filter wurden Gammatone-Filter angepaßt, die eine
Integration dieser Filterform in Zeitbereichsmodelle des menschlichen Geho¨rs ermo¨glichen
[Patterson 94]. Diese pegelabha¨ngigen Gammatone-Filter konnten wiederum durch ru¨ck-
gekoppelte Filter mit wenigen Koeffizienten, zur Verringerung der Rechenzeit, in Compu-
termodelle integriert werden [Lyon 96].
Eine weitere Entwicklung der Filterform sind die Gammachirps. Bei den Gammachirps
wurde im Gegensatz zu den Gammatone-Filtern der Cosinus-Term mit der Mittenfrequenz
fc um einen Frequenzmodulationsterm erweitert, was den Filtern die Bezeichnung ”
Chirp“
einbrachte. Gleichung 4.15 geht mit der Frequenzmodulation in folgende Gleichung u¨ber:
h (t) = atk−1e−bt cos(2pifct+ c ln t+ φ) (4.24)
Mit Hilfe der Frequenzmodulationskonstante c kann die Form der Filter an den Pegel des
zu analysierenden Signals angepaßt werden. Diese Filter stellen eine sehr gute Na¨herung
an die pegelabha¨ngigen ROEX-Filter dar. Ein Vergleich der U¨bertragungsfunktionen der
pegelabha¨ngigen ROEX-Filter und der Gammachirps liefert eine gute U¨bereinstimmung
[Irino & Patterson 97].
Auch wenn nach Sottek bei der Bestimmung der Filterform in Geho¨rmodellen zur Vorher-
sage zum Beispiel der Lautheit Vereinfachungen durchgefu¨hrt werden ko¨nnen [Sottek 93],
so ist insbesondere fu¨r die Berechnung von Lokalisationsvorga¨ngen eine genaue Beschrei-
bung des zeitlichen Verlaufs der Filter von Wichtigkeit, da Richtungsinformationen vom
Geho¨r aus Laufzeitverschiebungen gewonnen werden, was in Abschnitt 4.2.1 thematisiert
wird. Abbildung 4.9 zeigt rechts die Einhu¨llende der Impulsantwort der Geho¨rfilter und
vergleicht links die Gruppenlaufzeit im Durchlaßbereich der Geho¨rfilter mit der Laufzeit
der Wanderwelle auf der Basilarmembran7.
6Um den Bezug zur Originalliteratur zu erhalten, wurden die Indizes l fu¨r lower und u fu¨r upper aus
dem englischen beibehalten
7Zur Transformation der ROEX-Filter in den Zeitbereich wurde zur gegebenen Betragsfunktion mittels
Logarithmierung und anschließender Hilberttransformation eine Phase berechnet, so daß minimalpha-
sige Filter entstehen.
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Abb. 4.9: Links: Gruppenlaufzeit des Durchlaßbereichs verschiedener geho¨rbezogener Filter im
Vergleich zur Laufzeit der Wanderwelle auf der Basilarmembran. Rechts: Einhu¨llende
der Impulsantwort der Geho¨rfilter. Durchgezogen Gammatone-Filter bzw. Wander-
wellenlaufzeit, gepunktet Tießpaß-Filter 4. Ordnung nach Sottek, lang gestrichelt
pegelunabha¨giges ROEX-Filter, kurz gestrichelt pegelabha¨ngiges ROEX-Filter bei
70 dB/ERB, strichpunktiert CTF-Filter nach Terhardt.
Im zeitlichen Verlauf unterscheiden sich die Gammatone-Filter, die minimalphasigen
ROEX-Filter und die Tiefpaßfilter nach Sottek kaum. Lediglich die CTF-Filter nach Ter-
hardt weisen, bedingt durch die geringere Bandbreite, deutlich la¨ngere Laufzeiten auf. Die
Laufzeiten der Filter entsprechen qualitativ dem Verlauf der Laufzeiten der Wanderwellen
nach [Zwicker & Feldtkeller 67], was somit wiederum einen Anhaltspunkt fu¨r den physio-
logischen Bezug der Filterbankmodelle liefert. Quantitativ liegen sie ca. um den Faktor
zwei u¨ber den Laufzeiten der Wanderwelle auf der Basilarmembran.
Mit Hilfe der oben beschriebenen Filterformen kann eine Filterbank erzeugt werden, wel-
che die Filterwirkung der Basilarmembran nachbildet und damit zahlreiche frequenzbe-
dingte Pha¨nomene des Ho¨rens erkla¨rt. Da sich die Filterformen mit Ausnahme der CTF-
Filter weitestgehend a¨hneln, kommt im weiteren Verlauf der Arbeit die derzeit am meisten
verwendete Filterform der Gammatone-Filter zu Einsatz. Der Abstand der Filter wird zu
1 ERB gewa¨hlt. Obwohl zur Erkla¨rung einiger Frequenzabha¨ngigkeiten eine dichtere Staf-
felung der Filter entlang der Tonheitsskala (z.B. 0,5 ERB) bessere Ergebnisse liefert, wur-
de aus Gru¨nden der Rechenzeitersparnis insbesondere bei der Erstellung des binauralen
Modells auf eine ho¨here Filterdichte verzichtet.
Neben den spektralen Einflu¨ssen des Innenohres auf die Signalform ist zur korrekten Mo-
dellierung der U¨bertragungseigenschaften des Innenohres in einem Geho¨rmodell auch die
Reproduktion der zeitlichen Einflu¨sse auf die Signalform erforderlich. So fu¨hren z.B. die
Grenzen der Elastizita¨t der Basilarmembran in Verbindung mit der eingeschra¨nkten Dy-
namik der Nervenzellen zu einer Dynamikkompression der Signale. Aktive Prozesse der
verschiedenen Haarzellen fu¨hren zu nichtlinearen U¨bertragungseigenschaften des Innenoh-
res, die zudem stark vom zeitlichen Verlauf des Eingangssignales abha¨ngen. Um diesen
physiologischen Gegebenheiten mit ihren Einflu¨ssen auf die Signalform Rechnung zu tra-
gen, ist es also notwendig, noch mindestens eine weitere signalverarbeitende Stufe dem
Innenohrmodell hinzuzufu¨gen.
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A¨hnlich wie bei der Modellierung der spektralen Filterwirkung des Innenohres werden
auch bei der Beschreibung der zeitlichen U¨bertragungseigenschaften verschiedene Ansa¨t-
ze verfolgt. Der Grund dafu¨r ist hauptsa¨chlich in den unterschiedlichen Verfahren zur
Informationsgewinnung u¨ber die Signalverarbeitung im Innenohr zu suchen. Auch bei
dieser Modellbildung kommt zum einen die makroskopische Betrachtungsweise, die ihre
Information anhand von Ho¨rversuchen gewinnt, und zum anderen die mikroskopische Be-
trachtungsweise, die Information zur Beschreibung des zeitlichen U¨bertragungsverhaltens
des Innenohres aus physiologischen Messungen ableitet, zum Einsatz.
Schon fru¨h wurden elastomechanische Messungen an Innenohrpra¨paraten zur Untersu-
chung der nichtlinearen U¨bertragungseigenschaften der Basilarmembran und der da-
mit verbundenen Dynmikkompression der Signale sowie zum zeitlichen U¨bertragungs-
verhalten des Innenohres durchgefu¨hrt [von Be´ke´sy 43]. An solchen Messungen orientiert
sich die eine Gruppe von Modellen, die den mikroskopischen Ansatz aufgreifen. Durch
Nachbildung des Flusses von Transmittersubstanz innerhalb der Nervenzellen wird die
Wandlung mechanischer Schwingungen in neuronale Impulse erkla¨rt, und die zeitlichen
U¨bertragungseigenschaften des Innenohres ko¨nnen so reproduziert werden [Meddis 88],
[Meddis et al. 90], [Schoonhoven et al. 97], [Lopez-Poveda et al. 98], [Sumner et al. 02].
Da das U¨bertragungsverhalten der Nervenzellen durch aktive Prozesse gepra¨gt ist, ko¨nnen
Messungen mit der eingangs bereits angefu¨hrten Methode der objektiven Akustik fu¨r die
Modellentwicklung erga¨nzend zu den Messungen an Pra¨paraten durchfu¨hrt werden. Die
Laufzeiten der verschiedenen Signalverarbeitungswege und die Art der Verknu¨pfung lassen
sich mit dieser Methode bis in die ho¨chsten Verarbeitungsstufen des Gehirns bestimmen.
Ein Vorteil dieser Methode liegt darin, daß man Beobachtungen am funktionstu¨chtigen
Ho¨rorgan verschiedener Lebewesen durchfu¨hren kann, ohne diese zu beeintra¨chtigen. Es
ist somit mo¨glich, neben den Bottom-up-Prozessen des eigentlichen Ho¨rvorgangs auch die
Auswirkungen von steuernden Top-down-Prozessen auf das U¨bertragungsverhalten des
Innenohres mit in die Untersuchungen einzubeziehen.
Entscheidend fu¨r das zeitliche U¨bertragungsverhalten des Innenohres ist der Verlauf der
neuronalen Impulsrate. Die Rate der an das Gehirn weitergeleiteten Nervenimpulse ist
wiederum fu¨r die Lautheit des nachtra¨glichen Ho¨rvorgangs entscheidend. Ziel bei der Mo-
dellierung der Signalverarbeitung durch Nervenzellenmodelle ist es daher, die neuronale
Impulsrate aus dem zeitlichen Amplitudenverlauf der Schwingung der Basilarmembran zu
errechnen. Die Ausgangssignale der einzelnen Kana¨le der bereits besprochenen Geho¨rfil-
terbank werden direkt als Eingangssignale fu¨r die Nervenmodelle verwendet.
Abbildung 4.10 zeigt das Nervenzellenmodell nach [Meddis 88]. Der Ansatz des Modells
beinhaltet, daß das Abfeuern von Nervenimpulsen infolge einer Anha¨ufung von Neuro-
transmittersubstanz im Spalt zwischen der inneren Haarzelle und der Synapse des Ho¨r-
nervs geschieht. Die Wahrscheinlichkeit fu¨r das Auftreten sog. postsynaptischer Aktions-
potentiale und die damit verbundene Impulsrate ist proportional der Anzahl der Pakete
an Transmittersubstanz c im Spalt. Diese Anzahl ist bestimmt durch die Bilanz von Ver-
lust (l · c), Ru¨ckgewinnung (r · c), Produktion (y · (m− q)) und der in den Spalt aus einem
Transmittervorrat abgegeben Pakete (k · q). Verlust und Ru¨ckfu¨hrung sind dabei propor-
tional der Anzahl der im Spalt befindlichen Pakete c. Die Abgabemenge in den Spalt ist
proportional der im Transmittervorrat zur Verfu¨gung stehenden Menge an Paketen q und
wird durch die Permeabilita¨t der Membran k gesteuert. Die vera¨nderliche Permeabilita¨t
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Abb. 4.10: Nervenzellenmodell nach Meddis, bestehend aus den Speichern Transmittervorrat q,
Ru¨ckfu¨hrungsvorrat w und der Spalt befindlichen Menge c sowie einer Produktion.
Die Pfeile beschreiben den Fluß der Tranzmittersubstanz.
der Membran wiederum ergibt sich infolge Scherung der stereocilia aufgrund der Anregung
durch die Basilarmembranauslenkung s(t).
Der Transmitterpool wird aus einer Produktionsstufe m und dem Ru¨ckfu¨hrungsvorrat
w aufgefu¨llt. Die Anzahl der aus der Produktion in den Pool gelangenden Pakete ist
proportional zur Differenz der im Pool befindlichen Menge q und der maximalen Kapazita¨t
des Pools m. Als ein frei wa¨hlbarer Parameter des Modells kann dieser Wert zu 1 gesetzt
werden, so daß die anderen Gro¨ßen dieses Modells als Teile der maximalen Poolkapazita¨t
verstanden werden ko¨nnen.
Stellt man eine Bilanz der Transmittersubstanzpakete fu¨r die drei Speicher auf, so erha¨lt
man das in den Gleichungen 4.25-4.28 beschriebene System von gekoppelten Differen-
tialgleichungen, welches nur fu¨r den Fall einer nicht vorhandenen Anregung (s(t) = 0)
geschlossen gelo¨st werden kann.
d q
dt
= y · (m− q(t)) + x · w(t)− k(t) · q(t) (4.25)
d c
dt
= k(t) · q(t)− l · c(t)− r · c(t) (4.26)
d w
dt
= r · c(t)− x · w(t) (4.27)
mit
k(t) =
 g(t) ·
s(t) + A
s(t) + A+B
: s(t) + A > 0
0 : s(t) + A ≤ 0
(4.28)
Aus der geschlossenen Lo¨sung ko¨nnen Anfangsparameter fu¨r verschiedene Typen von Ner-
venzellenmodellen abgeleitet werden. Es kann anhand der Parametersa¨tze zwischen Ner-
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venzellenmodellen mit einer hohen (HSR), einer mittleren (MSR) und einer niedrigen
spontanen Emissionsrate (LSR) unterschieden werden. Fu¨r den Fall, daß die maxima-
le Kapazita¨t des Transmitterpools wie oben bereits besprochen zu m = 1 gesetzt wird,
ergeben sich die Parameter fu¨r die drei Typen des Modells zu:
HSR MSR LSR
Produktionsrate y / 1/s 5,05 (5,05) 5,05 (5,05) - (5,05)
Verlustrate l / 1/s 2500 (1650) 2500 (1650) - (1650)
Wiederaufbereitungsrate x / 1/s 66,31 (170) 66,31 (170) - (170)
Ru¨ckgewinnungsrate r / 1/s 6580 (8500) 6580 (8500) - (8500)
Feuerungsrate h / 1/s 50000 (50000) 50000 (50000) - (50000)
Auslo¨serate g / 1/s 2000 (500) 1000 (500) - (500)
Permeabilita¨tskonstante A 5 (240) 10 (75) - (700)
Permeabilita¨tskonstante B 300 (5000) 3000 (48000) - (6000000)
Tabelle 4.1: Modellparameter fu¨r Nervenzellenmodell nach [Meddis et al. 90] mit hoher, mitt-
lerer und niedriger spontaner Emissionsrate. Die Werte ohne Klammer beziehen
sich auf die Originalvero¨ffentlichung, geklammerte Werte auf eine neuere Internet-
vero¨ffentlichung [Lopez-Poveda 00], in der hohe U¨bereinstimmung zu gemessenen
Werten nach [Pickles 88] erzielt werden konnte.
Soll im weiteren nicht nur die Erregung der Ho¨rnerven auf den Zustand permanenter
Ruhe, sondern die Anregung auf ein beliebiges Eingangsignal s(t) berechnet werden, so
erfolgt dies durch zeitdiskrete numerische Berechnung. Um einen Einfluß der Zeitschritte
der Berechnungsintervalle auf die Berechnung der Feuerungsrate auszuschließen, sollte die
Berechnungsintervalldauer nicht la¨nger als 0,1 ms sein. Fu¨r bestimmte Parameterkombi-
nationen sind ku¨rzere Zeitintervalle ratsam, um zu verhindern, daß negative Bilanzen bei
der Berechnung der Speicherzusta¨nde auftreten. Eine Berechnung mit derzeit u¨blichen
Abtastraten von 32 kHz aufwa¨rts ist somit hinreichend.
Abbildung 4.11 zeigt die Antwort des Meddismodells hoher spontaner Aktivita¨t auf ein
hart geschaltetes Sinussignal von 10 ERB entsprechend 440 Hz links und 30 ERB ent-
sprechend 5800 Hz rechts mit einem Schalldruckpegel von 70 dB. Auffallend ist zuna¨chst
die starke Ausgangspegelu¨berho¨hung bei sprunghaftem Einsetzen des Signals (dynamische
Anregung). Dieses U¨bertragungsverhalten ist fu¨r die weitere Entwicklung eines Geho¨rmo-
dells zur Beschreibung von Lokalisationseigenschaften in nachhallbehafteter Umbgebung
wie zum Beispiel bei der Erkla¨rung des Pra¨zedenzeffektes von Wichtigkeit [Dejani 02],
[Wolf 91]. Bei diesem auditiven Pha¨nomen, auch bekannt als Gesetz der ersten Wellen-
front , kommt dem zuerst am Geho¨r antreffenden Signalteil eine besondere, richtungspra¨-
gende Bedeutung zu. Diese richtungspra¨gende Wirkung la¨ßt sich auch durch pegelsta¨r-
kere spa¨ter eintreffende Signalanteile aus anderen Richtungen nur schwer unterdru¨cken
[Blauert 97]. Die Versta¨rkung der zuerst eintreffenden Signalanteile fu¨hrt in den weiteren
Signalverarbeitungstufen dazu, daß Sto¨rungen durch spa¨ter eintreffende Reflexionen oder
andere Signalquellen unterdru¨ckt werden und somit das Lokalisationsergebnis nicht be-
eintra¨chtigen. Daru¨ber hinaus fu¨hrt die Pegelu¨berho¨hung beim Einsetzen des Signales zu
einem sta¨rkeren Lautheitseindruck bei kurzen Signalpulsen.
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Abb. 4.11: U¨bertragungsverhalten des Nervenzellenmodells nach Meddis mit hoher spontaner
Emissionsrate auf ein hart geschaltetes Sinussignal von 440 Hz ≡ 10 ERB (links)
und 5800 Hz ≡ 30 ERB (rechts) als Eingangssignal mit einem Pegel von jeweils
70 dB. Zur Anpassung an das Modell wurden die Eingangssignale entsprechend der
Vorgaben in [Meddis et al. 90] mit 30 dB ≡ 1 rms normiert.
Nach der Pegelu¨berho¨hung infolge der dynamischen Anregung sinkt der Ausgangspegel
des Nervenzellenmodells auf einen konstanten Wert ab. Dieser Wert stellt die Feuerungs-
wahrscheinlichkeit der Nervenzellen auf eine konstante statische Anregung dar. Wird der
Stimulus wieder ausgeschaltet, so sinkt die Feuerungswahrscheinlichkeit des Modells auf-
grund des Fehlens von Neurotransmittersubstanz im Spalt kurzzeitig unter die spontane
Feuerungswahrscheinlichkeit ab und steigt dann infolge der Diffusion von Transmittersub-
stanz in den Spalt langsam wieder auf den Wert spontaner Emission an.
Vergleicht man die maximale Amplitude in Darstellung 4.11 links und rechts, so scheint
die Antwort des Modells auf Anregung durch das 440-Hz-Sinussignal deutlich sta¨rker zu
sein als auf die Stimulation durch den Sinuspuls mit 5800 Hz. Wird jedoch den Effektiv-
wert beider Kurven verglichen, so ist der Amplitudenverlauf beider Antworten identisch.
Dies bedingt, daß die Summe der Wahrscheinlichkeiten fu¨r postsynaptische Potentiale bei
beiden Signalen gleich ist.
Das Netz unterschiedlicher Ru¨ckkopplungskonstanten innerhalb des Nervenzellenmodells
fu¨hrt zu einer Zeitkonstante des Gesamtsystems, welche klein gegenu¨ber der Periode tief-
frequenter Signale und groß im Vergleich zur Periode der Signale der ho¨heren Frequenz-
gruppen ist. Mit steigender Frequenz verringert sich somit der Modulationsgrad der Si-
gnale hinter dem Nervenzellenmodell. Zur Berechung der Lokalisationseigenschaften steht
in den unteren Frequenzgruppen na¨herungsweise ein einweggleichgerichtetes Signal mit
Phaseninformation zur Verfu¨gung, wa¨hrend in den oberen Frequenzgruppen die Loka-
lisation anhand der Einhu¨llenden zu erfolgen hat. Dieser als Phaselocking bezeichnete
Effekt hat ebenfalls starken Einfluß auf die Lokalisationsergebnisse eines so aufgebauten
Geho¨rmodells.
Neben diesen beiden diskutierten Effekten, die starken Einfluß auf die zeitliche Feinstruk-
tur des Signals haben, muß daru¨ber hinaus noch die Dynamikkompression der Signa-
le beru¨cksichtigt werden, die durch die verschiedenen Typen von Nervenzellenmodellen
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hervorgerufen wird. Um das U¨bertragungsverhalten des Modells quantitativ zu charak-
terisieren, wird die Antwort des Systems auf die dynamische Anregung in Relation zur
Antwort auf die statische Anregung durch ein hart geschaltetes Sinussignal mit variablem
Pegel ermittelt. Hierbei muß zwischen den spontanen Emissionsraten der verschiedenen
Modelltypen unterschieden werden.
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Abb. 4.12: Vergleich der U¨bertragungseigenschaften des Nervenzellenmodells nach
[Meddis et al. 90] bei statischer (—) und dynamischer (- -) Anregung. Feue-
rungsrate in Abha¨ngigkeit von der Amplitude des Anregungssignals. Die Anregung
erfolgte durch ein hart geschaltetes Sinussignal (1 kHz). Links: Nervenzellenmodell
nach Meddis mit hoher und mittlerer spontaner Emmisionsrate, Simulationspa-
rameter nach Tabelle 4.1, ungeklammert (Normierung 30 dB ≡ 1 rms); rechts:
Nervenzellen Modell nach Meddis mit hoher, mittlerer und niedriger spontaner
Emmisionsrate, Simulationsparameter nach Tabelle 4.1, Werte in Klammern nach
[Lopez-Poveda 00] (Normierung 94 dB ≡ 1 rms).
In Abbildung 4.12 ist die Anzahl der postsynaptischen Aktionspotentiale in Abha¨ngigkeit
der Amplitude eines hart geschalteten Sinussignals (1 kHz) dargestellt. Die Feuerungs-
raten sind fu¨r das Nervenzellenmodell hoher, mittlerer und niedriger spontaner Emissi-
onsrate bei dynamischer und statischer Anregung aufgetragen. Erwartungsgema¨ß liegen
die Ausgaben der Modelltypen bei keiner Anregung (0 dB) auf unterschiedlichem Niveau,
entsprechend der unterschiedlichen spontanen Emissionsraten. Wird der Pegel des an-
regenden Sinussignals versta¨rkt, so steigt die Antwort des Systems auf die dynamische
Anregung deutlich sta¨rker an als auf die statische Anregung. Die Differenz zwischen den
Kurven dynamischer und statischer Anregung stellt das Maß fu¨r die Pegelu¨berho¨hung
beim sprunghaften Einsetzen des Signals dar.
Betrachtet man den Kurvenverlauf in Abha¨ngigkeit des Pegels des eingehenden Sinus-
signals, so ergibt sich bei sehr niedrigen Pegeln bis 20 dB ein Bereich, in dem die Nerven-
zellenmodelle nicht ansprechen und eine Pegela¨nderung des Eingangssignals kaum eine
A¨nderung der Feuerungsrate bewirkt. Wird der Pegel des Eingangssignals weiter erho¨ht,
so schließt sich nach einem kurzen U¨bergangsbereich ein Bereich nahezu konstanter Stei-
gung an. Dieser Bereich liegt fu¨r den Modelltyp mit hoher spontaner Aktivita¨t zwischen
30 und 60 dB und fu¨r das Modell mittlerer spontaner Aktivita¨t zwischen 50 und 80 dB.
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Bei einer weiteren Erho¨hung des Eingangssignalpegels gelangt das Nervenzellenmodell in
den Bereich der Begrenzung. Im Fall der dynamischen Anregung wird das Modell durch die
maximale Kapazita¨t des Transmittervorrats begrenzt, wa¨hrend bei statischer Anregung
die maximale Kapazita¨t der Produktion und die Ru¨ckgewinnung den Transmittervorrat
nicht schneller wieder auffu¨llen, was in diesem Fall zu einer Begrenzung der Feuerungsrate
deutlich unterhalb der maximalen Spitzenimpulsraten fu¨hrt. Da die Modellparameter fu¨r
die maximale Kapazita¨t des Transmittervorrats sowie der Produktions- und Ru¨ckgewin-
nungsrate nach Tabelle 4.1 fu¨r die jeweiligen Parametersa¨tze der verschiedenen Vero¨ffent-
lichungen gleich sind, ergeben sich fu¨r diese Modelltypen identische maximale Grenzwerte.
Die maximale Feuerungsrate bei dynamischer Anregung liegt je nach Nervenzellentyp zwi-
schen 200 und circa 2000 Impulsen pro Sekunde. Der Effektivwert der Feuerungsrate der
Nervenzellentypen bela¨uft sich bei statischer Anregung auf circa 100 Impulse pro Sekunde.
Das Nervenzellenmodell liefert als Ausgangssignal eine Feuerungsrate. Soll das Modell
jedoch
”
echte“ Nervenimpulse und nicht nur eine Impulsrate an die nachfolgenden Verar-
beitungsstufen u¨bermitteln, so muß ein geeigneter Zufallsprozeß nachgeschaltet werden.
Dies geschieht, indem eine Zufallszahl aus dem Bereich von Null bis zur maximalen Feue-
rungsrate mit der aktuellen Feuerungsrate verglichen wird. Ist die Zufallszahl kleiner als
die aktuelle Feuerungsrate, so erfolgt die Aussendung eines Nervenimpulses. Ist diese gro¨-
ßer, erfolgt die Aussendung hingegen nicht. A¨hnliche Verfahren zur Ermittlung bina¨rer
Entscheidungen aus kontinuierlichen Wahrscheinlichkeitsverla¨ufen sind aus dem Bereich
der optischen und akustischen Ray-Tracing-Simulation bekannt.
Hat eine Nervenzelle einen Impuls gesendet, so ist diese nicht sofort wieder in der Lage,
einen weiteren Nervenimpuls zu senden. Vielmehr beno¨tigt die Zelle zum Aufbau neuer
Potentiale Zeit und ist somit erst nach Ablauf einer gewissen Zeitdauer (Refrakta¨rzeit)
wieder in der Lage, einen neuen Impuls zu senden. Als Totzeiten fu¨r diesen Prozeß wer-
den Zeitdauern von 0,75 - 0,9 ms zugrunde gelegt, an die sich eine exponentiell verlaufen-
de Erholungsphase mit einer Zeitkonstanten von 0,8 - 1,6 ms anschließt [Prijs et al. 93],
[Schoonhoven et al. 97], [Sumner et al. 02], [Siegel 92]. Obwohl diese Art der Impulsge-
neration bei der Beschreibung des synaptischen Verhaltens einer einzelnen Nervenzelle
weitgehende U¨bereinstimmung mit physiologischen Messungen liefert, ist es jedoch frag-
lich, ob dieser Ansatz zur Beschreibung des gesamten Ho¨rapparats mit ca. 30000 parallel
geschalteten Nervenbahnen pro Ohr sinnvoll ist. Betrachtet man alle Nervenzellen zu-
gleich, so wird statistisch gesehen zu jedem Zeitpunkt eine der Nervenzellen des infrage
kommenden Frequenzbereiches feuerungsbereit sein, was das Zugrundelegen der Feue-
rungswahrscheinlichkeiten fu¨r weiterverarbeitende Stufen rechtfertigt.
In der neueren Literatur ist das Nervenzellenmodell von Meddis modifiziert und um
weitere Untergruppen erga¨nzt worden [Schoonhoven et al. 97], [Lopez-Poveda et al. 98],
[Sumner et al. 02]. Mit Hilfe dieser Untergruppen ko¨nnen die Feuerungsraten einzelner
Nervenzellen sehr genau reproduziert werden. Obwohl die genaue Betrachtung des Ver-
haltens einer einzelnen Nervenzelle fu¨r die Beschreibung des gesamten Innenohres nicht
zwangsla¨ufig genauere Ergebnisse liefert, soll an dieser Stelle dennoch kurz ein U¨berblick
u¨ber die vorgenommenen Modifikationen gegeben werden, da in diese Modelle weiterfu¨h-
rende physiologische Erkenntnisse im Hinblick auf die Funktionsweise der inneren Nerven-
zellen eingeflossen sind.
Im ersten Teil des modifizierten Modells wird die Ankopplung der inneren Haarzelle an
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die schwingende Basilarmembran u¨ber die stereocilia durch Differentialgleichung 4.29 vor-
genommen. Gleichung 4.29 beschreibt den Zusammenhang zwischen der Verschiebung der
stereocilia u(t) und der Auslenkung der Basilarmembran w(t). Die Gro¨ße Ccilia steht dabei
fu¨r den Versta¨rkungsfaktor, der sich bei dieser Bewegungsumsetzung ergibt, und die Gro¨-
ße τc ist die fu¨r diesen Prozeß ermittelte Zeitkonstante. Als Eingangsgro¨ße w(t) ko¨nnen
die Ausgangssignale einer Geho¨rfilterbank verwendet werden, die u¨ber die Gro¨ße Ccilia
umnormiert und damit an diese Stufe angepaßt werden. U¨ber die Zeitkonstante τc kann
die Synchronita¨t der Bewegung von stereocilia und Basilarmembran eingestellt werden.
Bei tiefen Frequenzen bewegen sich stereocilia und Basilarmembran synchron, wa¨hrend
zu hohen Frequenzen hin zeitliche Verschiebungen zwischen den Auslenkungen auftreten.
τc
δ u
δt
+ u(t) = τc Ccilia
δ w
δt
(4.29)
Die in Gleichung 4.29 beschriebene Bewegung der stereocilia u(t) modelliert den Leitwert
G(u) eines vera¨nderlichen Widerstandes innerhalb eines elektrischen Ersatzschaltbildes
fu¨r die innere Haarzelle.
Das Ersatzschaltbild der inneren Haarzelle besteht aus zwei miteinander gekoppelten
Stromkreisen fu¨r die beiden, den unterschiedlichen Scalen zugewandten, Membranen der
inneren Haarzelle (vergl. Abbildung 4.13). Ebenso wurden Zellenfunktionen und extrazel-
lulare Potentiale, die entscheidenden Einfluß auf die Wirkungsweise der inneren Haarzelle
haben, mit in das Schaltbild aufgenommen. Zur besseren Veranschaulichung der Funkti-
on der einzelnen Schaltungselemente wurde ein schematischer Radialschnitt der cochlea
hinterlegt.
Physiologisch begru¨ndet sich diese A¨nderung des Leitwertes Gm(u) in einer schwanken-
den Anzahl geo¨ffneter Ionenka¨nale innerhalb der Membran der inneren Haarzelle, die
der scala media zugewandt ist (apikale Membran) infolge der Scherung u(t) der stereo-
cilia. Das O¨ffnen der Kana¨le bedingt das U¨berschreiten einer Energieschwelle, was es
nahe legt, die Anzahl der offenen Ionenkana¨le durch eine Boltzmann-Funktion zu model-
lieren [Shamma et al. 86]. Beru¨cksichtigt man ferner die Tatsache, daß ein permanenter
Ionenstrom von Ca2+-Ionen durch ein Widerstandsleck sta¨ndig geo¨ffneter Ionenkana¨le Ga
erfolgt, so ergibt sich mit dem Ansatz fu¨r den vera¨nderlichen Leitwert Gm(u) ein Gesamt-
leitwert G(u) der apikalen Membran als Funktion der Stereocilia-Verschiebung gema¨ß
folgender Gleichung:
G(u) =
Gmax
1 + exp ((G1 − Z1 · u)/RT ) +Ga (4.30)
Gmax stellt den maximalen Leitwert im Falle aller geo¨ffneten Ionenkana¨le dar. Anhand der
Modellparameter R, T , G1 und Z1 kann die Nichtlinearita¨t des Systems an physiologische
Messungen angepaßt werden. Werte fu¨r diese, wie auch die anderen Elemente des Ersatz-
schaltbildes sind in der Literatur zu finden [Shamma et al. 86], [Lopez-Poveda et al. 98].
Der untere Stromkreis des Ersatzschaltbildes in Abbildung 4.13 repra¨sentiert die der scala
tympani zugewandte Membran, im folgenden Basalmembran genannt. Dieser Membran
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Abb. 4.13: Schema eines Radialschnitts der cochlea mit Ersatzschaltbild der inneren Haarzelle
[Shamma et al. 86]. Der obere Stromkreis symbolisiert die apikale Membran und
der untere Kreis die Basalmembran der Haarzelle. Die folgenden Bauteile repra¨-
sentieren: Ca, Cb ≡ Membrankapazita¨ten der apikalen und basalen Membran; Et ≡
Endocochlea-Potential; Ek ≡ Gegenflußpotential durch K+-Ionen; Ga ≡ Leitwert
des Widerstandslecks der apikalen Membran; Gu ≡ vera¨nderlicher Leitwert der
apikalen Membran (Stereocilia-Verschiebung); Gk ≡ Leitwert aller Ionenkana¨le der
Basalmembran (K+-Ionen); Rt, Rp ≡ Epithelwidersta¨nde umgebender Zellen.
kommt im Gegensatz zur apikalen Membran eine rein passive Bedeutung zu, da sich auf
dieser Membran keinerlei vera¨nderliche Mechanismen befinden. Ihre Funktionsweise wird
daher maßgeblich durch den Strom entgegenwandernder K+-Ionen bestimmt.
Die Spannung am Verknu¨pfungspunkt der Stromkreise beider Membranen stellt das Re-
zeptorpotential V dar, durch welches die Menge an Transmittersubstanz, die in den Spalt
zwischen innerer Haarzelle und der Synapse eindringt, geregelt wird. Durch Anwendung
der Kirchhoffschen Regeln kann eine Differentialgleichung aufgestellt werden, deren Lo¨-
sung das Rezeptorpotential V liefert.
Es gilt:
(Ca + Cb)
d V
d t
+G(u)(V − Et) +Gk(V − E ′k) = 0 (4.31)
mit
E
′
k ≈ Ek + EtRp/(Rt +Rp) (4.32)
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Die Modellparameter variieren leicht zwischen den verschiedenen Vero¨ffentlichungen, was
seine Begru¨ndung in unterschiedlichen vor- bzw. nachverarbeitenden Stufen findet, an
die das Ersatzschaltbild adaptiert werden muß. So wird z.B. bei [Lopez-Poveda et al. 98]
die Filterung der Basilarmembran durch eine nichtlineare Bandpaßfilterbank realisiert,
wa¨hrend bei [Shamma et al. 86] ein dreidimensionales mechanisches Modell der Basilar-
membran zum Einsatz kommt. Die unterschiedliche Kopplungskonstante Ccilia findet in
der Anpassung des Ersatzschaltbildes an diese Vorstufen ihre Begru¨ndung.
stereocilia/Basilarmembran Zeitkonstante τc 0,3 ms
stereocilia/Basilarmembran Kopplungsgewinn Ccilia -177.5 dB
Modellparameter exp(−G1/RT ) 0.25
Modellparameter Z1/RT 10 µm
−1
Gesamtkapazita¨t (Ca + Cb) 6,21 pF
Entgegengerichtetes Kaliumpotential Ek -84 mV
Korrekturwert Kaliumpotential Rp/(Rt +Rp) 0,04
Endocochleares Potential Et 100 mV
Widerstandsleck-Leitwert Ga 4,3 µS
Kaliumionenleitwert Gk 10,7 µS
maximaler mechanischer Leitwert Gmax 4,18 µS
Tabelle 4.2: Modellparameter fu¨r Nervenzellen-Ersatzschaltbild nach [Lopez-Poveda et al. 98].
Im Nervenzellenmodell nach [Meddis 86] wird die Abgabemenge an Transmittersub-
stanz in den synaptischen Spalt durch Gleichung 4.28 beschrieben. Im Modell nach
[Lopez-Poveda et al. 98] wird diese Beziehung ersetzt durch Gleichung 4.33.
k(t) = z · eh·V (4.33)
V entspricht dem Rezeptorpotential und die Gro¨ßen z und h stellen Modellparameter dar,
mit Hilfe derer zwischen den verschiedenen Typen von Nervenzellen hoher, mittlerer und
niedriger spontaner Emissionsrate differenziert werden kann. Die Parameter h, z fu¨r die
verschiedenen Modelltypen ko¨nnen Tabelle 4.3 entnommen werden.
HSR MSR LSR
Transmitter-Auslo¨sungskonstante h 800 V−1 900 V−1 1000 V−1
Transmitter-Auslo¨sungskonstante z 86,5 ·109 63,0·109 8,63·109
Tabelle 4.3: Modellparameter fu¨r Nervenzellenmodelltypen mit verschiedener spontaner Emis-
sionsrate nach [Lopez-Poveda et al. 98].
Neuere Erkennisse fu¨hrten zu Modellen, bei denen die Steuerung der Abgabemenge an
Transmittersubstanz in den synaptischen Spalt nicht direkt u¨ber das Rezeptorpotential,
sondern indirekt u¨ber die Konzentration von Ca2+-Ionen innerhalb der Nervenzelle erfolgt
[Sumner et al. 02], [Kidd & Weiss 90]. Die Modellierung des Austausches von Transmit-
tersubstanz zwischen Spalt und Zelle erfolgt im Vergleich zum Modell von [Meddis 86]
in a¨hnlicher Weise. Es werden zur Erstellung der Differentialgleichungen die Bilanzen
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der Transmittersubstanz in den einzelnen Speichern des Systems berechnet. Lediglich die
Quantisierung, die in der Signalverarbeitungskette der fru¨heren Modelle ru¨ckwirkungsfrei
hinter der Bestimmung der Menge von Transmittersubstanz im synaptischen Spalt vor-
genommen wurde, erfolgt in den neueren Modellen innerhalb der Bilanzen in Form einer
Quantisierungsfunktion N(n, ρ).
Die Funktion N beschreibt den stochastischen Prozeß des Transportes von Neurotransmit-
tersubstanz in Abha¨ngigkeit der Anzahl der Pakete n in den einzelnen Speichern und einer
U¨bergangswahrscheinlichkeit ρ dt zwischen den einzelnen Speichern der inneren Haarzelle
[Hewitt & Meddis 91]. A¨hnlich wie bei der Bestimmung postsynaptischer Aktionspoten-
tiale in den a¨lteren Modellen, wird innerhalb der Funktion N mit Hilfe einer Zufallsfunk-
tion das Quantum der U¨berga¨nge von Transmittersubstanzpaketen ermittelt. Es ergeben
sich fu¨r die Berechnung der Transmittersubstanz im Spalt und den anderen Speichern des
Systems folgende Gleichungen:
d q
dt
= N ([M − q(t)] , y) + x · w(t)−N (k(t), q(t)) (4.34)
d c
dt
= N (k(t), q(t))− l · c(t)− r · c(t) (4.35)
d w
dt
= r · c(t)−N (w(t), x) (4.36)
(4.37)
Wandert ein Quantum Transmittersubstanz in den Spalt so wird ein Aktionspotential
ausgelo¨st, fu¨r den Fall, daß sich die Nervenzelle nicht innerhalb der Refrakta¨rzeit befin-
det. Die Totzeiten fu¨r diesen Erholungsprozeß werden in den neueren Modellen zu 1 ms
gewa¨hlt und sind damit zu fru¨heren Modellen a¨quivalent. Die U¨bergangsraten zwischen
den einzelnen Speichern des Modells sind in Tabelle 4.4 zusammengefaßt. Da innerhalb
der Bilanzierung durch die Quantisierungsfunktion N eine Beschra¨nkung auf ganzzahli-
ge Transmittersubstanzu¨berga¨nge (Pakete) erfolgt, kann die maximale Anzahl der freien,
im Transmitterpool vorhanden Pakete nicht zu 1 gewa¨hlt werden. Es ergeben sich daher
Abweichungen zu den in Tabelle 4.1 angefu¨hrten Werten.
Maximaler Transmittervorrat m 11
Produktionsrate y 4,34 1/s
Verlustrate l 1900,0 1/s
Wiederaufbereitungsrate x 93,2 1/s
Ru¨ckgewinnungsrate r 9243,0 1/s
Tabelle 4.4: Modellparameter fu¨r synaptisches Modell nach [Lopez-Poveda et al. 98]
Abbildung 4.14 links zeigt die ermittelten statischen Feuerungsraten des Modells nach
[Lopez-Poveda et al. 98]. Obwohl quantitativ leichte Abweichungen der verschiedenen
Nervenzellenmodelltypen zu den Nervenzellentypen nach Abbildung 4.12 zu erkennen
sind, stimmen die Kurvenverla¨ufe qualitativ mit den dortigen u¨berein. Prinzipiell wer-
den somit, trotz leicht unterschiedlicher Modelltypen, Geho¨rmodelle mit vergleichbaren
Ergebnissen bezu¨glich Kompressions- und zeitlichem Adaptionsverhalten aufgebaut.
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Abb. 4.14: Ausgangswerte des Nervenzellenmodells nach [Lopez-Poveda et al. 98] (links) und
des zeitlichen Adaptionsmodells (s.u.) nach [Pu¨schel 88] (rechts) in Abha¨ngigkeit
von der Amplitude des Anregungssignals. Die Anregung erfolgte durch ein hart
geschaltetes Sinussignal (1 kHz). Links: Statische Feuerungsrate P fu¨r Nerven-
zellenmodell mit hoher, mittlerer und niedriger spontaner Emissionsrate; rechts:
Ausgangswert des zeitlichen Adaptionsmodell nach Pu¨schel bei statischer (—) und
dynamischer (- -) Anregung.
Da aufgrund fehlender Rechnerkapazita¨ten eine Parallelberechnung aller drei Modelltypen
fu¨r alle Kana¨le der Geho¨rfilterbank mitsamt der dahinter liegenden ho¨heren verarbeiten-
den Stufen nicht mo¨glich ist, ist der Modelltyp zu wa¨hlen, dessen nutzbarer Dynamikbe-
reich der Dynamik der zu erwartenden Eingangsignale entspricht. Da im weiteren Signale
wie z.B. gewo¨hnliche Sprachsignale oder Musiksignale mit einem Schalldruckpegel von
60-80 dB verwendet werden sollen, kommt im implementierten Geho¨rmodell der Modell-
typ mit einer mittleren spontanen Emissionsrate zum Einsatz. Ferner liefert die deutlich
aufwendigere Berechnung der neueren Modelle quantitativ wenig Vera¨nderungen zu den
a¨lteren Modellen, so daß in den komplexeren Geho¨rmodellen zur Lokalisation mit weiteren
nachverarbeitenden Stufen das mathematisch einfachere Modell nach [Meddis et al. 90]
zum Einsatz kommt.
Wie eingangs des Kapitels bereits erwa¨hnt, kommt in einer anderen Gruppe von Model-
len eine makroskopische Betrachtungsweise zum Einsatz [Pu¨schel 88], [Moore et al. 88],
[Zwicker & Fastl 90]. Diese nicht physiologisch motivierten Modelle wurden im Hinblick
auf eine exakte Reproduktion von Ho¨rversuchsergebnissen zur zeitlichen Verdeckung des
Ho¨rempfindens optimiert. Beispielsweise beinhaltet das Modell von Pu¨schel fu¨nf ru¨ck-
gekoppelte RC-Glieder, deren Zeitkonstanten an die Ho¨rversuchsergebnisse der Ho¨rver-
suchspersonen angepaßt werden ko¨nnen. Obwohl zu den Subsystemen kein physiologi-
sches Pendant existiert, sind die mit diesem Modell erzielten Vorhersagen zum zeitlichen
U¨bertragungsverhalten so exakt, daß neben dem zeitlichen U¨bertragungsverhalten von
Normalho¨renden auch die zeitlichen U¨bertragungseigenschaften von Schwerho¨rigkeit mit
Recruitment nachgebildet werden ko¨nnen.
Abbildung 4.15 zeigt den Aufbau des zeitlichen Adaptionsmodells nach Pu¨schel. Eingangs-
signal X fu¨r dieses Adaptionsmodell bilden die Ausgangssignale der einzelnen Kana¨le
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Abb. 4.15: Zeitliches Adaptionsmodell nach Pu¨schel mit Halbwellengleichrichter und Eingangs-
tiefpaß mit Zeitkonstante τE , n ru¨ckgekoppelten RC-Gliedern mit Zeitkonstanten
τ1 bis τn und Ausgangstiefpaß mit Zeitkonstanten τA
einer oben bereits besprochenen Geho¨rfilterbank, oder die Werte eines zeitdiskreten Ba-
silarmembranmodells [Schroeder 73], [Strube 85].
Die Eingangsstufe dieses Adaptionsmodells bildet ein Einweggleichrichter, dem sich ein
Tiefpaß mit einer Zeitkonstante τE (1 ms) anschließt. In Zuge der Gleichrichtung er-
folgt zudem eine Schwellwertbildung. Signalanteile unterhalb der Ho¨rschwelle werden auf
einen Mindestwert angehoben, welcher der Ho¨rschwelle in dem jeweiligen kritischen Band
entspricht. Die Gleichrichtung mit anschließender Tiefpaßfilterung liefert eine Hu¨llkur-
venberechnung des Signals bezu¨glich der durch den Tiefpaß vorgegebenen Grenzfrequenz
von 160 Hz. Die Signale der unteren Frequenzgruppen weisen somit noch die Phasenin-
formation des Eingangssignals auf, die bei Signalen der Frequenzgruppen oberhalb von
2 kHz infolge der Hu¨llkurvenberechnung weitestgehend verloren geht. Auf diesen Effekt
des Phaselocking und seine Bedeutung fu¨r weitere Verarbeitungsstufen des Gehirns wur-
de bereits bei der Erla¨uterung des physiologischen Nervenzellenmodells (Abbildung 4.11)
eingegangen.
Kernstu¨ck des zeitlichen Adaptionsmodells sind fu¨nf Tiefpaßfilter, welche mittels Divisi-
on in den Signalweg ru¨ckgekoppelt werden. Die Zeitkonstanten der Tiefpaßfilter sind in
a¨quidistanten Schritten zwischen 5 ms und 500 ms gestuft. Die Funktionsweise der ru¨ck-
gekoppelten Filterstufen kann leicht an einem einstufigen System veranschaulicht werden:
Der Eingangswert des Systems wird zu jedem Zeitpunkt durch den Ausgangswert eines
Tiefpasses dividiert. Wird das System durch einen konstanten Wert angeregt, so stellt sich
am Ausgang des Systems der radizierte Eingangswert ein. Eine sprunghafte A¨nderung des
Eingangssignals wird jedoch linear auf den Ausgang des Systems weitergegeben und klingt
erst in Abha¨ngigkeit der Zeitkonstanten τi auf den Wurzelwert des Eingangssignals ab.
Aufgrund der Tatsache, daß bei der Gleichrichtung zugleich eine Schwellwertbildung vor-
genommen wird, kann eine Division durch Null bei der Ru¨ckkopplung des Tiefpaßsignals
vermieden werden. Dies gelingt jedoch nur, wenn in der Ru¨ckkopplungsstufe Tiefpa¨sse
erster Ordnung verwendet werden, da die Sprungantwort solcher Systeme asymptotisch
verla¨uft und kein U¨berschwingen aufweist.
Werden n ru¨ckgekoppelte Stufen seriell verschaltet, so ergibt sich fu¨r die Anregung durch
einen Sprung (dynamische Anregung) keine A¨nderung gegenu¨ber dem einstufigen System,
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da der Sprung durch alle Stufen unvera¨ndert hindurch wandert. Das Abklingverhalten des
Systems a¨ndert sich jedoch in Abha¨ngigkeit der Zeitkonstanten der Ru¨ckkoppelstufen: Im
Fall konstanter oder statischer Anregung stellt sich am Ausgang Y des Systems die 2n-te
Wurzel der Amplitude des am Eingang anliegenden Signals ein.
An 5 ru¨ckgekoppelte Stufen schließt sich beim Adaptionsmodell nach Pu¨schel ein Tiefpaß
mit einer Zeitkonstante von 200 ms an, hinter dessen Ausgang Y ′ Signale abgegriffen
werden ko¨nnen, die der zeitlichen Wahrnehmung von Ho¨rversuchspersonen bei diotischer
Signaldarbietung entsprechen. Dieser Tiefpaß wurde den Ru¨ckkoppelstufen angefu¨gt, um
dem Signalmodell ein integratives Verhalten aufzupra¨gen, da ansonsten die Ergebnisse des
Modells keine Abha¨ngigkeit von der Einwirkungsdauer der Testto¨ne aufwiesen, was jedoch
im Gegensatz zu den Ergebnissen zahlreicher Ho¨rversuche stu¨nde [Zwicker & Fastl 90].
Anhand einfacher U¨berlegungen zu den Lokalisationseigenschaften des menschlichen Ge-
ho¨rs kann nachvollzogen werden, daß dieses integrative Verhalten den ho¨heren Verarbei-
tungsstufen des menschlichen Gehirns zuzurechnen ist, da ansonsten aufgrund der nied-
rigen Grenzfrequenz des 200-ms-Tiefpasses keinerlei Phaseninformation in den unteren
Frequenzgruppen zur Richtungsortung zur Verfu¨gung stu¨nde, was einen Widerspruch mit
Ho¨rversuchen zur Schallquellenlokalisation fu¨r Signale bis 1000 Hz aufwerfen wu¨rde. Auch
die Ergebnisse der objektiven Audiometrie zeigen, daß dieser Tiefpaß eine Eigenschaft der
ho¨heren Verarbeitungsstufen unseres Gehirns ist. Er wird daher auch oftmals als Gehirn-
tiefpaß bezeichnet.
Da in dem aufzubauenden binauralen Geho¨rmodell hinter dem Innenohrmodell noch wei-
tere Stufen zur binauralen Signalverarbeitung folgen mu¨ssen, ist eine Anwendung des
Tiefpasses an dieser Stelle aus den oben angefu¨hrten Gru¨nden zur Schallrichtungserken-
nung nicht sinnvoll. Er muß daher in der Signalverarbeitungskette nach hinten wandern.
Im folgenden werden daher die U¨bertragungseigenschaften des zeitlichen Adaptionsmo-
dells anhand des Ausgangsignals Y und nicht anhand des Ausgangsignals Y ′ hinter dem
Gehirntiefpaß diskutiert.
Abbildung 4.14 rechts zeigt die Ausgangswerte Y des Systems auf statische und dyna-
mische Anregung am Eingang X. Der untere Ast, der die Antwort des Systems auf die
statische Anregung abbildet, steigt nach einer kurzen U¨bergangsphase (der Schwellwert
des Systems wurde auf 0,00002 µPa festgesetzt) in der doppeltlogarithmischen Darstellung
gema¨ß der fu¨nf Ru¨ckkopplungsstufen des Modells mit einer Steigung von 1/32 an. A¨hn-
lich dem Nervenzellenmodell zeigt das zeitliche Adaptionsmodell einen deutlich sta¨rkeren
Anstieg der Systemantwort auf dynamische Anregung in Relation zum U¨bertragungsver-
halten bei statischer Anregung. Dieser findet seinen Ursprung im nahezu unvera¨nderten
Durchgang eines Signalsprungs durch das System.
Obwohl das U¨bertragungsverhalten des zeitlichen Adaptionsmodells qualitativ mit dem
des Nervenzellenmodells vergleichbar ist, bestehen quantitativ Unterschiede. Insbesondere
ist der deutlich geringere Anstieg des U¨bertragungsverhaltens des zeitlichen Adaptions-
modells auf die stationa¨re Anregung zu nennen. Bei Einsatz dieses Modells in einem
Geho¨rmodell zur Bestimmung der Lautheit muß dieses U¨bertragungsverhalten durch eine
nachgeschaltete expansive Nichlinearita¨t ausgeglichen werden. Diese wu¨rde jedoch die oh-
nehin schon extrem hohen U¨bertragungswerte auf die dynamische Anregung noch weiter
erho¨hen, so daß diese weit oberhalb jeder physiologischen Messung la¨gen. Dieses hat in den
nachfolgenden Stufen zur Bestimmung der ra¨umlichen Faktoren von Ho¨rereignissen jedoch
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eine U¨berbewertung des Pra¨zedenzeffektes zur Folge. Eine Anwendung des nachfolgenden
Gehirntiefpasses da¨mpft diesen Effekt zwar, wu¨rde jedoch zu den oben bereits erwa¨hnten
Problemen bei der Simulation des Phaselocking in den unteren Frequenzgruppen fu¨hren.
Dennoch liefert das zeitliche Adaptionsmodell gegenu¨ber dem Nervenzellenmodell den
Vorteil der Verwendbarkeit eines Modelltyps bei allen Pegeln. Die unterschiedlichen Ner-
venzellenmodelltypen gehen an der Grenze ihres Einsatzbereiches in eine Sa¨ttigung u¨ber,
die einen Einsatz bei Pegeln oberhalb dieser Grenze, im Hinblick auf eine Verwendung des
Modells zur Bestimmung der Lautheit, sinnlos macht. Eine Staffelung mehrerer Nerven-
zellenmodelltypen fu¨hrt zu dem Problem einer sinnvollen Verknu¨pfung der verschiedenen
Typen in Verbindung mit der Rechenzeiterho¨hung und Speicherbedarferho¨hung durch
die parallele Berechnung der Modelltypen. Ist der Pegelbereich jedoch bekannt, so kann
mit dem jeweiligen Nervenzellenmodell verfahren werden. Die Dynamikkompression des
Nervenzellenmodells und des zeitlichen Adaptionsmodells, sowie deren Eigenschaften zur
Lautheitsbestimmung, werden in Abbildung 4.26 (Seite 126) veranschaulicht und in Ka-
pitel 4.3 im Vergleich zu anderen Modellen und Berechnungsmethoden diskutiert.
Da das zu erstellende Geho¨rmodell auf Schallfelder einer mit Hall behafteten Umgebung
angewendet werden soll, findet an dieser Stelle noch das Flankenmodell nach Wolf Er-
wa¨hnung [Wolf 91], da durch Anwendung dieses Flankenmodells nachgewiesen wurde, daß
sich die Lokalisationseigenschaften eines Geho¨rmodells in nachhallbehafteter Umgebung
damit stark verbessern lassen. Zudem beinhaltet es pha¨nomenologische U¨berlegungen, die
es zur Verwendung fu¨r den Aufbau eines Geho¨rmodells zur Schallfeldbeurteilung in Sa¨len
durchaus sinnvoll erscheinen lassen.
Der Grundgedanke dieses Modells zur Lokalisation von Schallquellen ist, daß das mensch-
liche Geho¨r eine Schallquellenlokalisation hauptsa¨chlich anhand der ansteigenden Signal-
flanken vornimmt. Hierzu wird a¨hnlich dem Modell nach Pu¨schel hinter der Geho¨rfilter-
bank die Einhu¨llende der Bandpaßsignale berechnet. Dies geschieht jedoch nicht anhand
einer Gleichrichtung mit nachgeschaltetem Tiefpaß, sondern dadurch, daß mittels Hil-
berttransformation das komplexe analytische Signal berechnet wird [Dugundji 58], dessen
Betrag die Einhu¨llende des reellen Ausgangssignal darstellt [Lu¨ke 99]. Dies hat den Vor-
teil, daß die zeitliche Struktur der Einhu¨llenden nicht la¨nger von der Zeitkonstante des
verwendeten Tiefpasses abha¨ngt, sondern sich unmittelbar aus dem Signal ergibt.
Im Anschluß an diese Berechnung werden die lokalen Maxima der Einhu¨llenden bestimmt.
An diese werden linear abfallende Signalflanken mit einer Zeitkonstante von 10 ms an-
gesetzt, durch welche die Nachverdeckung nachgebildet wird. U¨bersteigt das Signal der
Einhu¨llenden das der abfallenden Flanke wieder, so wird ab dem Kreuzungspunkt wieder
das unvera¨nderte Signal der Einhu¨llenden bis zum na¨chsten lokalen Maximum verwendet.
Das so entstehende Signal entspricht nahezu einem Sa¨gezahnsignal, wobei die Zahnho¨he
und damit auch die Signalperiode nicht konstant ist. Das so gewonnene Signal wird dann
einem Impulsgenerator zugefu¨hrt, der unter der Beru¨cksichtigung folgender Kriterien ein
Pulssignal erzeugt:
1. Das Signal muß oberhalb der Ho¨rschwelle liegen.
2. Eine Flanke muß deutlich u¨ber Ihre Umgebung herausragen.
4.2 Signalverarbeitungswege im Gehirn 103
3. Es muß verhindert werden, daß zwei Pulse zeitlich zu schnell aufeinander folgen
(Refrakta¨rzeit).
4. Bei zeitlich eng aufeinander folgenden Flanken, bei denen die zweite Flanke die erste
deutlich u¨berragt, ist nicht Punkt 3 anzuwenden, sondern die 2. Flanke zu verwenden
(Vorverdeckung).
Die so berechneten Pulse ko¨nnen als Nervenimpulse betrachtet werden und dann direkt als
Eingangssignale fu¨r die nachverarbeitenden Stufen verwendet werden. Trotz der Einfach-
heit dieses Verfahrens und der guten Ergebnisse bei der Lokalisation von Schallquellen soll
dieses Verfahren hier nicht zur Anwendung kommen, da an das entworfene Geho¨rmodell
eine Universalita¨tsforderung (vgl. Seite 68 Punkt 2) gestellt wird, die ebenso eine Laut-
heitsberechnung aus den Signalen hinter den Nervenzellen gewa¨hrleisten soll. Dies ist mit
dem hier beschriebenen Modell unmo¨glich, da dieses mit Ausnahme des Ho¨rschwellenab-
gleichs pegelunabha¨ngig arbeitet. Da jedoch wesentliche Aspekte der zeitlichen neurona-
len Verarbeitung in diesem Modell integriert sind, soll es an dieser Stelle nicht unerwa¨hnt
bleiben.
4.2 Signalverarbeitungswege im Gehirn
In den vorangehenden Kapiteln wurde der Weg der analogen Schallwellen u¨ber Außen-,
Mittel- und Innenohr und deren Wandlung in neuronale Pulse im Innenohr beschrieben.
Die weitere Verarbeitung der neuronalen Impulse, sowie die Erkennung und Klassifizierung
ihres Ursprungs – der Schallquelle – erfolgt im menschlichen Gehirn. Dabei durchlaufen
die Signale die verschiedenen Evolutionsstufen des Gehirns vom Hirnstamm bis hin zum
auditorischen Cortex.
Die abstammungsgeschichtlich a¨lteren Teile des Gehirns sind objektive, elementare Er-
kenntniskreise prima¨rer Natur. Durch aufsteigende Ho¨rbahnen sind sie mit den neueren
Teilen subjektiver, sozialer, abstrakter Erkennungskreise sekunda¨rer physischer Natur ver-
knu¨pft. So wird durch die Evolution gewa¨hrleistet, daß a¨ltere angeborene Erkennungskrei-
se nicht verloren gehen und fu¨r neue Anforderungen das Leistungsvermo¨gen des Gehirns
durch neue Teile erga¨nzt werden kann. Neuronale Signale durchlaufen wa¨hrend des Erken-
nungsprozesses drei Stufen: angefangen beim Hirnstamm, der Verla¨ngerung des Ru¨cken-
marks und einem der a¨ltesten Teile des Gehirns, u¨ber das Mittelhirn hin zum auditorischen
Cortex, der erst bei ho¨heren Sa¨ugern zur vollen Entfaltung kommt.
Bei der Frage
”
Wie kommt es im Gehirn zum Erkennen einer Schallquelle?“ sind die Ho¨r-
bahnen von Interesse. Hierbei handelt es sich um Nervenleitungen, welche die Informatio-
nen in Form chemoelektrischer Impulse u¨bertragen. Folgt man den Ho¨rbahnen, so gelangt
man zu den fu¨r die Ortsbestimmung wichtigen Kreuzungsstellen, signalvergleichenden
Nervenkernkomplexen zwischen den rechten und den linken Ho¨rbahnen der Ohrsensoren
[Nauta & Feirtag 92]. Mit ihrer Hilfe kann beispielsweise anhand von Verzo¨gerungsleitun-
gen, auf die im folgenden noch na¨her eingegangen wird, die Zeitdifferenz der Signale des
linken und rechten Ohres nahezu fehlerfrei detektiert werden.
Anders als bei den Verarbeitungsstufen des Außen-, Mittel- und Innenohres kann bei den
Verarbeitungsstufen des Gehirns nicht mehr von der Physiologie auf die Funktion der
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jeweiligen Systeme geschlossen werden. Zwar la¨ßt sich mit den Methoden der objektiven
Audiometrie mitunter der Bereich der Signalauswertung innerhalb des Gehirns lokalisie-
ren, die Funktionsweise selbst bleibt jedoch unerforscht [Graffunder 96], [Do¨ring 84]. Es
erscheint daher sinnvoll, durch Darbietung gezielt modifizierter Testschalle auf die Detek-
tionsstrategien und Verarbeitungsmechanismen des zentralen Nervensystems zu schließen.
Grundlage hierfu¨r ist die Kenntnis aller bei der Schallquellenortung verwendeten physi-
kalischen Schallfeldparameter. Der folgende Abschnitt stellt eine kurze Abhandlung u¨ber
die grundlegenden Erkennungsstrategien und ihre physikalischen Ursachen bei der Schall-
quellenortung dar.
4.2.1 Richtungsho¨ren
Lokalisation oder Schallquellenortung bezeichnet Blauert als den
”
Operator zwischen den
Punkten des Schallereignisraumes und den zugeordneten Punkten des Ho¨rereignisraumes“
[Blauert 74]. Die Diskrepanz zwischen dem zumeist exakt determinierten Schallereignis-
raum und dem weniger differenzierten Ho¨rereignisraum fu¨hrt zur Lokalisationsunscha¨rfe.
Die Gru¨nde fu¨r diese Lokalisationsunscha¨rfe sind vielfa¨ltig. So resultiert diese beispiels-
weise aus der gewa¨hlten Signalform und dem Schallfeld, aber auch die Vorgeschichte oder
die Ho¨rversuchserfahrung beeinflussen die Lokalisationsunscha¨rfe. Insbesondere die Ho¨r-
versuchserfahrung kann die Lokalisationsfa¨higkeit in entscheidendem Maße beeinflussen,
da mitunter die Art eines Ho¨rversuches die Testpersonen veranlaßt, ihre Lokalisationsstra-
tegien zu vera¨ndern und eine Entscheidung anhand von Artefakten oder anderen Neben-
erscheinungen zu treffen. Dies ist insbesondere bei Ho¨rversuchen mit Kunstkopfaufnahmen
zu beru¨cksichtigen.
Ein weiterer Grund fu¨r eine vorhandene Lokalisationsunscha¨rfe kann das Fehlen oder die
geringe Auspra¨gung physikalischer Parameter sein, die die eigentliche Unterscheidung der
verschiedenen Schallsituationen ermo¨glichen. Durch Schallbeugung, Schallreflexion und
Schallabsorption am menschlichen Ko¨rper pra¨gen wir unbewußt einer Schallquelle Rich-
tungsinformationen auf, welche dann vom Gehirn ausgewertet werden. Eingangs des Kapi-
tels (Abschnitt 4.1.1) wurden die monauralen Eigenschaften dieser Richtungsinformation
bereits beschrieben. Vom Gehirn ko¨nnen daru¨ber hinaus Unterschiede zwischen beiden
Ohrsignalen zur Schallquellenortung herangezogen werden, da dort erstmals die Signa-
le beider Ohren gemeinsam vorliegen. Zur quantitativen Beschreibung dieser interauralen
Schallfeldmerkmale werden zuna¨chst folgende Gro¨ßen eingefu¨hrt: Als Quotient der monau-
ralen Außenohru¨bertragungsfunktionenHrechts(f) undHlinks(f) ergibt sich die interaurale
U¨bertragungsfunktion Hint(f) zu:
Hint(f) =
Hrechts(f)
Hlinks(f)
= |Hint(f)| · ej·γint(f) (4.38)
|Hint(f)| bezeichnet dabei den Betrag der interauralen U¨bertragungsfunktion und γ(f)
die zugeho¨rige Phase. Interaurale Pegeldifferenzen ko¨nnen direkt am Betrag der interau-
ralen U¨bertragungsfunktion abgelesen werden. Ist die Betragsfunktion in logarithmischer
Darstellung gro¨ßer Null, so u¨berwiegt bei obiger Definition der Schalldruck am rechten
Ohr; ist sie geringer, so ist der Schalldruck am linken Ohr ho¨her.
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Aus der Phase lassen sich die Zeitdifferenzen der beiden Ohrsignale ermitteln. Bei diesen
interauralen Zeitdifferenzen muß zwischen der interauralen Phasenlaufzeit τph(f) und der
interauralen Gruppenlaufzeit τgr(f) unterschieden werden [Blauert 74]. Angewendet auf
Bandpaßsignale – solche liegen im Falle der einzelnen Frequenzgruppenkana¨le des Geho¨rs
vor – quantifiziert erstere die zeitliche Verschiebung des Tra¨gersignals, wa¨hrend letztere
die zeitliche Verschiebung der Signalhu¨llkurven bemißt [Lu¨ke 99].
τph =
γint(f)
2pif
(4.39)
τgr =
1
2pi
· d γint(f)
df
(4.40)
Da diese interauralen Gro¨ßen Schallfeldmerkmale beschreiben, anhand derer vom Geho¨r
eine Unterscheidung der Schalleinfallsrichtung vorgenommen wird, mu¨ssen diese – neben
der Frequenz – auch von der Einfallsrichtung der Schallquelle in Relation zum Kopf ab-
ha¨ngig sein. Um im weiteren eine Zuordnung zwischen einem Punkt im Schallereignisraum
und einem Punkt im Ho¨rereignisraum vornehmen zu ko¨nnen, ist es zuna¨chst notwendig,
ein geeignetes Koordinatensystem zu wa¨hlen, welches den Ho¨rversuchsteilnehmern eine
einfache Beschreibung der Position eines Ho¨rereignisses ermo¨glicht. Das hierfu¨r am ha¨u-
figsten verwendete System ist ein Kugelkoordinatensystem. Der Ursprung des kopfbezoge-
nen Koordinatensystems liegt in der Mitte der Ohrachse, einer Verbindungslinie zwischen
den Oberkanten beider Geho¨reinga¨nge. Die Oberkanten der Geho¨reinga¨nge spannen mit
den Unterkanten der Augenho¨hlen die Horizontalebene auf, in der Neurowissenschaft als
Frankfurt-Ebene bekannt [Greenberg 01]. Die Symmetrieebene des Kopfes senkrecht zur
Horizontalebene bildet die Medianebene. Die dritte, senkrecht zu beiden Ebenen stehende
Ebene, in welcher die Ohrachse verla¨uft, bildet die Frontalebene (vergl. Abbildung 4.16).
Die Medianebene stellt ferner einen Spezialfall der zu ihr parallel verlaufenden Sagittal-
ebenen dar.
Fu¨r die Beschreibung der Position eines Punktes P mit den karthesischen Koordinaten
(x, y, z) in Form von Kugelkoordinaten ist eine Koordinatentransformation zu definieren.
La¨ßt sich die Wahl der Ebenen aufgrund der Anatomie des menschlichen Kopfes noch
eindeutig festlegen, so kann die Winkelangabe beliebig auf jeweils eine der Ebenen bezogen
werden.
Wird die X-Achse von rechts nach links entlang der Ohrachse, die Y-Achse von hinten
nach vorne und die Z-Achse entsprechend eines Rechtssystems von unten nach oben de-
finiert, so ergeben sich die kopfbezogenen Koordinaten des Punktes P bei der Wahl der
Horizontalebene als Bezugsebene gema¨ß Gleichungen 4.41-4.43 [Blauert 97]. Hierbei wird
zuna¨chst die seitliche Auslenkung (Azimuth) des Punktes P als Winkel ϕ zwischen der Y-
Achse und einer Linie durch Ursprung des Koordinatensystem und Projektion des Punktes
P auf die Horizontalebene abgegeben. Als zweiter Schritt wird dann die Elevation δ als
Erhebungswinkel entlang der um den Winkel ϕ gedrehten Medianebene bestimmt (siehe
Abbildung 4.16 links).
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Abb. 4.16: Vergleich verschiedener kopfbezogener Koordinatensysteme. Links: Kopfbezogenes
Kordinatensystem nach [Blauert 74]; rechts: Koordinatensystem mit Ebenen glei-
cher Laufzeit (Sagittalebenen).
x = r · sin(ϕ) · cos(δ) (4.41)
y = r · cos(ϕ) · cos(δ) (4.42)
z = r · sin(δ) (4.43)
Da fu¨r uns Menschen die Horizontalebene fu¨r den Erhalt unseres Gleichgewichts eine
besondere Bedeutung hat, ist die Bevorzugung dieser Ebene natu¨rlich. Ferner sind in
Meßra¨umen meist Dreheinrichtungen fu¨r die Horizontalebene vorhanden, so daß auch fu¨r
den Fall einer Messung eine derartige Ortsbeschreibung sinnvoll erscheint.
Dennoch ist aufgrund der Eigenschaften unseres Geho¨rs noch eine weitere Form der Win-
keldefinition sinnvoll. Abbildung 4.17 rechts zeigt die breitbandig gemittelte interaurale
Gruppenlaufzeit τgr der interauralen U¨bertragungsfunktionen eines Kunstkopfes bei Be-
schallung mit einer Punktschallquelle auf Kreisbahnen um die Ohrachse innerhalb ver-
schiedener Sagittalebenen fu¨r die obere Hemispha¨re. In der Abbildung 4.17 links sind
die Meßpunkte durch Kreuze angezeigt. Es zeigt sich, daß fu¨r die Meßpunkte auf einer
Kreisbahn die ermittelte interaurale Gruppenlaufzeit nahezu konstant ist. Betrachtet man
zusa¨tzlich noch die Entfernung der Schallquelle als einen Parameter der Darstellung, so
ergeben sich Kegel, deren Spitzen im Ursprung des Koordinatensystems liegen und deren
Basen in konzentrischen Bahnen um die Ohrachse verlaufen. Fu¨r die Symmetrieachse des
Kopfes ergibt sich dabei kein Kegel, sondern die Medianebene. Da interaurale Gruppen-
laufzeitunterschiede zur Ortung einer Schallquelle im Fernfeld auf diesen Kegeln nicht zur
Verfu¨gung stehen, werden diese auch als Kegel gleicher Laufzeitunterschiede8 bezeichnet.
Abbildung 4.16 rechts zeigt die Winkelangabe fu¨r ein Koordinatensystem mit Winkel-
bezeichnungen bezu¨glich der Sagittalebenen. Die Lokalisation eines Punktes P in diesen
8Gebra¨uchlicher als der deutsche Ausdruck ist aufgrund einer einpra¨gsamen Alliteration der englische
Ausdruck Cone of Confusion
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Abb. 4.17: Interaurale Laufzeitdifferenzen fu¨r obere Hemispha¨re; Links: Meßpositionen auf Sa-
gittalebenen; rechts: Breitbandig gemittelte Laufzeitdifferenzen.
Koordinaten geschieht wie folgt: Zuna¨chst wird die Blickrichtung um den Winkel ∆ auf
das Elevationsniveau des Punktes P in der Medianebene angehoben. Danach wird der
erhobene Kopf entlang der nun gekippten Horizontalebene um den Winkel Φ in Rich-
tung auf den Punkt P gedreht. Dieses Verfahren unterscheidet sich von dem ersten im
wesentlichen durch die Reihenfolge der Drehbewegungen, fu¨hrt jedoch mit Ausnahme der
Median- und Horizontalebene zu deutlich anderen Koordinaten, welche sich aus folgenden
Gleichungen bestimmen lassen [Schoppmeier 96]:
x = r · sin(Φ) (4.44)
y = r · cos(Φ) · cos(∆) (4.45)
z = r · cos(Φ) · sin(∆) (4.46)
Die zweite Methode der Winkelangabe ist ungewo¨hnlich, was ein Beispiel verdeutlicht: Ein
Punkt innerhalb des ersten Quadranten der Frontalebene, z.B. mit den Koordinaten x =
z = 1 und y = 0 wu¨rde normalerweise als rechts leicht angehoben (30◦) im Abstand von
1 m bezeichnet werden. Dies entspricht einer Angabe im ersten Koordinatensystem. Im
anderen System wa¨re dieser Punkt oben (90◦) 2/3 rechts (60◦), was deutlich ungewohnter
erscheint.
Obwohl eine Ortsangabe in den Koordinaten mit der Medianebene als Bezugsebene un-
u¨blich ist, ist sie fu¨r die Vorga¨nge beim Richtungsho¨ren die korrekte Bezugsebene. Um
die Funktionsweise eines Geho¨rmodells mit weiteren Verarbeitungsstufen des zentralen
Nervensystems darzustellen, ist es sinnvoll, mit der zweiten Koordinatenangabe fortzu-
fahren. Da diese jedoch fu¨r Ho¨rversuche nicht anwendbar ist, ko¨nnen die Werte zwischen
beiden Koordinatensystemen mittels Gleichungen 4.47-4.51 transformiert werden. Fu¨r die
Ho¨rversuche mit Schallquellen ausschließlich in Horizontal- und Medianebene ist eine Um-
rechnung nicht erforderlich. Es ergibt sich fu¨r die Winkel Φ und ∆ in Abha¨ngigkeit von
ϕ und δ bei gegebener Entfernung r [Schoppmeier 96]:
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Φ = arcsin (sin(ϕ) · cos(δ)) (4.47)
∆ = arctan360◦
(
sin(δ)
cos(ϕ) · cos(δ)
)
(4.48)
Fu¨r die Umkehrfunktionen gilt:
ϕ = arctan360◦
(
sin(Φ)
cos(Φ) · cos(∆)
)
(4.49)
δ = arcsin (cos(Φ) · sin(∆)) (4.50)
mit
arctan360◦(a/b) =
{
arctan(a/b) : b ≥ 0
arctan(a/b) + 180◦ : b < 0
(4.51)
Mit den Bahnen gleicher Laufzeit ko¨nnen zwei wesentliche Pha¨nomene beim Richtungs-
ho¨ren aufgezeigt werden: Zum einen, daß zur Bestimmung des Azimuths vom Geho¨r Lauf-
zeitunterschiede ausgewertet werden und zum anderen, daß diese Laufzeitunterschiede zur
Bestimmung der Elevation einer Schallquelle nicht zur Verfu¨gung stehen, im Geho¨r somit
eine andere Lokalisationsstrategie zur Anwendung kommen muß.
Daß den Laufzeitunterschieden eine wesentliche Bedeutung bei der Ortung einer Schall-
quelle in der Horizontalebene zukommt, kann leicht anhand der Kopfho¨rerwiedergabe von
Signalen mit variabler Laufzeitverstellung in einem Wiedergabekanal besta¨tigt werden
[Blauert 97]. Der sinusfo¨rmige Verlauf der interauralen Phasenlaufzeit in Abha¨ngigkeit
vom Azimuth der Schallquelle erlaubt eine eindeutige Zuordnung der interauralen La-
tenz zu einer Schalleinfallsrichtung innerhalb des vorderen oder hinteren Halbraums (vgl.
Abbildung 4.17 rechts).
Aufgrund der U¨bertragungseigenschaften der Nervenzellen stehen dem Geho¨r in den Fre-
quenzgruppen unterhalb von ca. 1,5 kHz interaurale Phasenlaufzeitunterschiede zur Ver-
fu¨gung. Oberhalb dieser Grenze erfolgt die Schallquellenortung anhand von interauralen
Gruppenlaufzeitunterschieden infolge der zeitlichen Verschiebung der Einhu¨llenden des
Signals (vgl. Abbildung 4.11).
Abbildung 4.18 rechts zeigt den Verlauf der interauralen Phasenlaufzeit in Abha¨ngigkeit
vom Azimuth der Schallquelle. Abbildung 4.18 verdeutlicht zudem, daß der Gradient der
interauralen Phasenlaufzeit durch den sinusfo¨rmigen Verlauf umso geringer wird, je la-
teralisierter (90◦, 270◦) die Schallquelle erscheint. Geht man also von einer konstanten
Diskriminationsschwelle der interauralen Laufzeit zur Bestimmung des minimal ho¨rbaren
Winkelunterschieds fu¨r alle Raumrichtungen aus, so resultiert aus dieser Annahme ei-
ne deutlich schlechtere Winkelauflo¨sung des Geho¨rs fu¨r die seitlichen Richtungen. Dieser
Sachverhalt deckt sich mit den Ergebnissen von Ho¨rversuchen, bei denen die Lokalisations-
unscha¨rfe fu¨r lateralisiert wahrgenommene Schallquellen deutlich gro¨ßer wird [Blauert 97].
Neben interauralen Laufzeitverschiebungen werden vom Geho¨r zur Bestimmung des Azi-
muths auch interaurale Pegeldifferenzen ausgewertet. Dieser Sachverhalt la¨ßt sich ebenfalls
leicht anhand von Ho¨rversuchen mittels Kopfho¨rerdarbietung und einem pegelvariablen
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Abb. 4.18: Interaurale U¨bertragungsfunktion Hint(f) fu¨r die Horizontalebene in 10◦-Schritten.
Links Betragsspektrum |Hint(f)|; rechts interaurale Phasenlaufzeit τph(f).
Kanal untersuchen [Blauert 97]. Abbildung 4.18 links zeigt die interauralen Pegeldiffe-
renzen in Abga¨ngigkeit von Azimuth der Schallquelle. Im Gegensatz zu den interauralen
Zeitdifferenzen findet sich fu¨r die Pegeldifferenzen keine so eindeutige Zuordnung zwi-
schen interauraler Pegeldifferenz und Azimuth fu¨r die frontale bzw. dorsale Hemispha¨re.
Lediglich fu¨r sehr niedrige und sehr hohe Frequenzen zeigt der interaurale Pegel einen si-
nusfo¨rmigen Verlauf (monotoner Verlauf von 90◦-270◦ und 270◦-90◦), der eine eindeutige
Zuordnung von Winkel und Pegeldifferenz fu¨r die jeweilige Hemispha¨re ermo¨glicht. Be-
trachtet man Frequenzen im Bereich von 1 kHz bis 10 kHz (9-22 Bark bzw. 16-34 ERB),
so ergibt sich bei einer azimuthalen Auslenkung gro¨ßer 40◦ kein monotoner Verlauf der
Pegeldifferenzen. Auch dieser Sachverhalt kann als ein weiterer Grund fu¨r die schlechteren
Lokalisationseigenschaften des Geho¨rs bei seitlichen Einfallsrichtungen gesehen werden.
Bei natu¨rlichen Schallfeldern sind interaurale Pegeldifferenz und Zeitdifferenz stets gleich-
sinnig und die Information ist somit redundant vorhanden. Mittels synthetischer Schallfel-
der ko¨nnen Pegel- und Zeitdifferenzen in widerspru¨chlicher Richtung eingestellt werden.
Innerhalb gewisser Grenzen ist die Kompensation einer durch eine interaurale Zeitdifferenz
hervorgerufenen Lateralisation eines Ho¨rereignisses durch gegensinnige interaurale Pegel-
differenz mo¨glich. Anhand der Ergebnisse dieser sogenannten Tradingversuche kann eine
quantitative Verknu¨pfung von interauraler Zeit- und Pegeldifferenz fu¨r die weitere Mo-
dellbildung erfolgen [Colburn & Durlach 78], [Lindemann 85], [Wolf 91]. Dies ist jedoch
nur in beschra¨nktem Maße erlaubt, da sich das Ho¨rereignis bei zu starker Entgegenrich-
tung von Zeit- und Pegeldifferenzen zunehmend auffa¨chert und im Extremfall in mehrere
Ho¨rereignisse zerfa¨llt [Blauert 74].
Wie in Abbildung 4.17 dargestellt, stehen zur Ortung einer Schallquelle in der Vertika-
len, bei gleichbleibendem Abstand der Quelle zum Kopf, keine auswertbaren interauralen
Latenzunterschiede zur Verfu¨gung (Bahnen gleicher Laufzeitunterschiede). Die Determi-
nation der Elevation muß daher ausschließlich anhand von monauralen und binauralen
Pegelmerkmalen erfolgen, wobei zwei Fa¨lle prinzipiell unterschieden werden mu¨ssen. Ab-
bildung 4.19 zeigt links die interauralen Pegelunterschiede fu¨r Schallquellen innerhalb der
Medianebene und rechts fu¨r Schallquellen innerhalb einer parallel verlaufenden Sagittal-
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ebene (60◦).
Abb. 4.19: Betragsspektrum der interauralen U¨bertragungsfunktion Hint(f). Links Me-
dianebene Φ=0◦; rechts Sagittalebene Φ=300◦.
Im ersten Fall fu¨hrt das Fehlen interauraler Signalmerkmale, also Pegel- und Zeitdiffe-
renzen, zur azimuthalen Ortung einer Schallquelle in der Medianebene. Dies ist insofern
nicht ungewo¨hnlich, da sich die Schallquelle innerhalb der Symmetrieebene des Kopfes
befindet und die Schalldruckverla¨ufe an beiden Ohren theoretisch identisch sind. Inter-
aurale Schallfeldmerkmale fallen daher zur Lokalisation der Schallquelle innerhalb der
Medianebene weg (siehe Abbildung 4.19). Lediglich kleine Unsymmetrien wie z.B. Vari-
anzen in der Ohrmuschelgeometrie oder eine leichte Verdrehung des Rumpfes fu¨hren zu
geringen interauralen Pegelschwankungen.
Entscheidend fu¨r die Bestimmung der Elevation einer Schallquelle in der Medianebe-
ne mu¨ssen somit monaurale Signalmerkmale sein. Analysiert man die Betragsspektren
der monauralen Außenohru¨bertragungsfunktionen der verschiedenen Elevationswinkel, so
stellt man fest, daß fu¨r verschiedene Einfallsrichtungen (vorne, oben, hinten) unterschied-
liche Frequenzbereiche deutlich angehoben sind. U¨berwiegt die Signalleistung eines wahr-
genommen Schalls in den angehobenen Bereichen einer Einfallsrichtung, so ist das Ho¨r-
ereignis mit großer Wahrscheinlichkeit in dieser Richtung plaziert. Beispielsweise fu¨hrt eine
Anhebung des Spektrums eines Testsignals im Frequenzbereich um 8 kHz zur Ortung der
Schallquelle im oberen Segment. Die Frequenzba¨nder, die vom Geho¨r zur Entscheidungs-
findung zusammengefaßt und ausgewertet werden, findet man in der Literatur unter dem
Schlagwort der richtungsbestimmenden Ba¨nder [Blauert 74].
Im zweiten Fall, den parallel verlaufenden Sagittalebenen, stehen dem Geho¨r fu¨r die Or-
tung neben den monauralen auch interaurale spektrale Merkmale zur Verfu¨gung, da sich
die Schallquelle nicht mehr in der Symmetrieebene des Kopfes befindet [Becker et al. 97],
[Morimoto 01]. Dieser Sachverhalt wird durch Abbildung 4.19 rechts verdeutlicht. Die hier
auszuwertenden Merkmale sind jedoch keineswegs so systematisch wie z.B. die interau-
ralen Pegelmerkmale entlang der Horizontalebene. In Bereich unter 3 kHz ist fu¨r gro¨ßere
Elevation der Schallquelle eine Verschiebung der Kammfilterstrukturen zu tieferen Fre-
quenzen zu beobachten. Diese Verschiebung hat ihre Ursache in z.B. la¨ngeren Laufzeiten
der Schulterreflektion gegenu¨ber dem Direktschall am zugewandten Ohr fu¨r ho¨her gele-
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gene Schallquellen. Ein Algorithmus zur mathematischen Auswertung dieser interauralen
Pegelverla¨ufe scheint daher schwer zu konstruieren. Eine Auswertung mittels Vergleich
dieser Pegelverla¨ufe mit tabellierten Werten ist daher eher wahrscheinlich.
Die hier angesprochenen Pha¨nomene beleuchten nur einen kleinen Teil der zahlreichen
Untersuchungen im Bereich des Richtungsho¨rens. Eine umfassende Darstellung der Er-
gebnisse zum Thema Richtungsho¨ren findet sich in der Literatur [Blauert 97]. Da die
Schallrichtungserkennung im – in seinen Funktionsprinzipien vergleichsweise noch wenig
erforschten – zentralen Nervensystem stattfindet und eben dort die Forschung durch neue
Untersuchungsmethoden und bildgebende Verfahren immer weiter voranschreitet, ist die
Untersuchung des Richtungsho¨rens weiterhin eines der aktuellen Forschungsthemen.
4.2.2 Modelle neuronaler Verknu¨pfungen im zentralen Nervensystem
Ziel des vorherigen Abschnitts war eine Beschreibung, der physikalischen Schallfeldmerk-
male, die vom Geho¨r zur Bestimmung der Schalleinfallsrichtung ausgewertet werden. Im
folgenden werden die Nervenverbindungen und Nervenkernkomplexe aufgelistet, die auf-
grund ihrer Physiologie eine Auswertung dieser Schallfeldmerkmale bewerkstelligen ko¨n-
nen. Abbildung 4.20 zeigt die schematische Darstellung des Gehirns mit den afferenten
Nervenbahnen der Ho¨rbahn nach [Waldeyer & Mayet 93]. Zusa¨tzlich dargestellt sind Teile
der Augenmuskelnervenbahn. Obwohl letztere zur Auswertung des Schallereignisses nicht
beitragen, sind sie dennoch von Interesse, da u¨ber sie Ko¨rperreaktionen gesteuert werden,
an denen wiederum abgelesen werden kann, in welchem Teil des Gehirns die Auswertung
der Schallereignisse erfolgt.
Beginnend bei den Haarzellen des Cortischen Organs erfolgt die Weiterleitung der aku-
stisch evozierten Potentiale u¨ber die bipolaren Neurone des ganglion spirale cochleae tono-
topisch geordnet in die ventralen und dorsalen Cochleariskerne. Die dort entspringenden
Nervenfasern der ventralen Ho¨rbahn enden in der oberen Olive (nucleus olivaris superior)
und dem Trapezko¨rper der gleichen und der gegenu¨berliegenden Seite. Daru¨ber hinaus
setzen sie sich im gegenu¨berliegenden lemniscus lateralis fort.
Die Nervenfasern der dorsalen Ho¨rbahn sind a¨hnlich stark vera¨stelt wie die der ventralen
Ho¨rbahn. Ein Teil der Nervenbahnen kreuzt zur Gegenseite und endet dort im Trapezko¨r-
per und der oberen Olive oder bildet zusammen mit Bahnen aus der ventralen Ho¨rbahn die
laterale Schleifenbahn. Ein anderer Teil endet in der gleichseitigen oberen Olive, von der
die ipsilaterale akustische Erregung u¨ber den gleichseitigen lemnicus lateralis zusammen
mit kontralateraler akustischer Information zum unteren Vierhu¨gel (colliculus inferior)
weitergeleitet wird.
Bei oberer Olive und Trapezko¨rper handelt es sich Nervenkernkomplexe und Fasergebilde
innerhalb des Hirnstamms.9 Sie bilden die erste Schaltstelle des aufsteigenden audito-
rischen Verarbeitungswegs im Gehirn, welcher binaurale Projektionen entha¨lt. Fu¨r die
9Vom oberen Olivenkern und Trapezkern reichen Verbindung zur Haubenregion (formatio recticula-
ris), durch die Grundvorga¨nge des Lebens geregelt werden. Auf dieser Verbindung beruht die Weck-
Wirkung akustischer Signale. Ferner liegen Verbindungen zum motorischen Fazialiskern und zum
nucleus abductis vor, u¨ber die der Stapediusreflex ausgelo¨st und Augen in die Richtung von Schallrei-
zen gelenkt werden.
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Abb. 4.20: Schema der Ho¨rbahn vom Hirnstamm u¨ber das Zwischenhirn zur Ho¨rrinde nach
[Waldeyer & Mayet 93]. Durchgezogen ventrale Ho¨rbahn; gestrichelt dorsale Ho¨r-
bahn; punktiert Kerne der Augenmuskelnerven, mediales La¨ngsbu¨ndel mit tr. tec-
tosoinalis.
binaurale Signalverarbeitung innerhalb der oberen Olive, die sich in die zwei Bereiche der
medialen oberen Olive und der lateralen oberen Olive, aufspalten la¨ßt, liegen schon seit
langem Modelle vor. In der medialen oberen Olive erfolgt die Auswertung der Richtungsin-
formation anhand binauraler Laufzeitunterscheide, wa¨hrend in der lateralen oberen Olive
eine Auswertung der binauralen Pegelunterschiede vorgenommen wird. Diese subkortika-
len Mechanismen stellen die grundlegenden Werkzeuge zur Lokalisation von Schallquellen
in der Horizontalebene dar, deren Funktionsweise im weiteren Verlauf dieses Abschnitts
noch na¨her beschrieben wird.
Folgt man den Ho¨rbahnen aufsteigend von der oberen Olive, so enden die Fasern des
lemnicus lateralis mit wenigen Ausnahmen im colliculus inferior und einer mehr late-
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ral gelegenen grauen Zone. Auf der Oberfla¨che des colliculus inferior sind Neuronen mit
ra¨umlich gerichteten rezeptiven Feldern zu finden, welche jeweils einen Punkt im Raum
repra¨sentieren.
”
Space mapping“ in Form ra¨umlich gerichteter Neuronen projiziert sich
auch in andere Verarbeitungsstufen des Gehirns. Obwohl sich auch im unteren Vierhu¨-
gel Bereiche tonotopischer Gliederung finden, existiert an dieser Stelle des Mittelhirns
eine neuronale Verarbeitungsstufe, deren Antwortverhalten auf eine Integration mehrerer
Frequenzkana¨le schließen la¨ßt. Der Colliculus inferior verfu¨gt mit diesen Neuronen u¨ber
Signalverarbeitungswege, welche die Ortung einer Schallquelle ermo¨glichen. Insbesonde-
re die Integration mehrerer Frequenzkana¨le ist zur Bestimmung der Elevation wichtig,
worauf im folgenden nach na¨her eingegangen wird.10
Vom unteren Vierhu¨gel und der mehr lateral gelegenen grauen Zone steigen die Ho¨rbahnen
zummittleren Knieho¨cker , dem corpus geniculatum mediale auf. Der fu¨r das Ho¨rvermo¨gen
relevante Teil des mittleren Knieho¨ckers untergliedert sich in drei Zonen, pars ventralis ,
pars dorsalis und pars magnocellularis . Die pars ventralis entha¨lt die Kernprojektionen
der Ho¨rbahn mit den Afferenzen aus dem Kern des unteren Vierhu¨gels, die in einer spi-
ralfo¨rmigen tonotopischen Anordnung in der pars vertralis enden und deren Efferenzen in
die prima¨re Ho¨rrinde der Heschlschen Querwindung projizieren. Die Afferenzen der pars
dorsalis stammen aus der mehr lateral gelegenen grauen Zone des colliculus inferior, die
Efferenzen enden im akustischen Assoziationskortex. Die dritte großzellige Zone, die pars
magnocellularis entha¨lt sensible Afferenzen. Ihre Efferenzen enden in der Umgebung des
auditorischen Kortex.11
Das prima¨re auditive Projektionsfeld befindet sich auf der Heschlschen Querwindung.
In der prima¨ren Ho¨rrinde konnte ein funktionelles Streifenmuster nachgewiesen werden.
Die Windung ist von lateral nach medial in tonotope Streifen untergliedert. Die unteren
Frequenzgruppen sind in der prima¨ren Ho¨rrinde lateral; die Nervenzellen, die empfind-
lich auf hohe To¨ne reagieren, sind medial plaziert. Entlang der Streifen gleicher Frequenz
sind abwechselnd Summations- und Suppressionssa¨ulen zu finden. Die Summationssa¨ulen
weisen eine sta¨rkere Aktivita¨t auf, wenn an beiden Ohren Signale anliegen, in den Sup-
pressionssa¨ulen wirkt das Signal der kontralateralen Seite sta¨rker als das der ipsilateralen
Seite.
Die Pyramidenzellen der Heschlschen Querwindungen projizieren vorwa¨rts in die sie um-
gebenden Bereiche der auditiven Assoziationsrinde. Genauso wie die prima¨re Ho¨rrinde ist
die auditive Assoziationsrinde in Form eines Streifenmusters untergliedert. Diese Streifen
sind jedoch nicht einzelnen Frequenzgruppen zugeordnet, vielmehr ermo¨glicht die auditi-
ve Assoziationsrinde die Erkennung von Tonkombinationen verschiedener Tonho¨hen sowie
die Klassifizierung verschiedener zeitlicher Tonstrukturen. Dieser Bereich stellt somit die
grundlegenden Werkzeuge zur Identifikation von Phonemen zur Verfu¨gung. U¨ber kurze
Assoziationsfasern ist dieser Bereich mit dem Wernickeschen Spracharea verbunden, so
10Fu¨r die Ausrichtung des Kopfes und der Augen zu einer Schallquelle erfolgt eine Projektion vom
colliculus inferior in den colliculus superior, in dem ebenfalls auditorische Raumkarten nachgewiesen
werden konnten [Aitkin & Martin 90], [Middlebrooks & Knudson 84].
11Von hier bestehen Projektionen zum Mandelkern corpus amygdaloideum, der ein Teil des limbischen
Systems darstellt, welches entwicklungsgeschichtlich zu den a¨ltesten Teilen des Großhirns za¨hlt. Es
dient der Verarbeitung der Geruchsempfindung und hat große Bedeutung fu¨r das emotionale Verhalten
[Waldeyer & Mayet 93]. Angstkonditionierungen infolge akustischer Reize sind auf diese Verbindung
zuru¨ckzufu¨hren.
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daß grundlegende Fa¨higkeiten zur Sprachmustererkennung und Sprachverarbeitung die-
sem Bereich zugeordnet werden ko¨nnen.
Efferenzen der Pyramidenzellen der Heschlschen Querwindungen gelangen nicht nur vor-
wa¨rts in die auditive Assoziationsrinde, sondern ebenso ipsilateral zuru¨ck zum mittleren
Knieho¨cker und von dort bilateral zum unteren Vierhu¨gel. Die absteigenden Fasern des
colliculus inferior enden ipsilateral in der oberen Olive und wirken von dort u¨ber den
nucleus cochlearis auf die a¨ußeren Haarzellen. Die afferente Informationsweiterleitung aus
dem Cortischen Organ unterliegt somit einer strengen efferenten Kontrolle, welche vom
Geho¨r zur auditiven Kontrastversta¨rkung und zur Sto¨rgera¨uschunterdru¨ckung (Cocktail-
partyeffekt) genutzt wird. Diese efferente Kontrolle mu¨ßte streng genommen ebenso bei
der Modellbildung der weiterverarbeitenden Stufen in Betracht gezogen werden. Da ih-
re Wirkung von einer Interpretation des Stimulus und der Fa¨higkeit, sich bei mehreren
Schallquellen auf ein Signal zu konzentrieren, abha¨ngt, ist sie nur sehr schwer zu modellie-
ren. Um dies zu umgehen und ihren Effekt vernachla¨ssigen zu ko¨nnen, wurden hier zumeist
symbolfreie Signale in Laborumgebung abgefragt, welche nicht mit anderen Schallquellen
konkurrieren.
Die Ergebnisse dieser teils anatomischen, teils medizinischen Untersuchungen erlauben die
Darstellung der beim Ho¨rprozeß beteiligten Funktionsstufen oder auch Nervenkernkom-
plexe des zentralen Nervensystems in Form eines nachrichtentechnischen Flußdiagramms.
Zur Beurteilung der Funktionsweise der einzelnen Funktionsgruppen ist eine Unterschei-
dung der Signalurspru¨nge (rechtes Ohr, linkes Ohr) sinnvoll. Abbildung 4.21 zeigt ein
solches Flußdagramm [Hellbru¨ck 93].
In Abschnitt 4.2.1 wurde gezeigt, daß vielfach binaurale physikalische Schallfeldmerkmale
vom Geho¨r zur Auswertung der Schallrichtungsinformation herangezogen werden. Daher
sind die Nervenkernkomplexe, in denen kontra- und ispilaterale Informationen zusam-
mengefu¨hrt werden, fu¨r die Signalverarbeitung bei der Schallrichtungserkennung von vor-
dringlichem Interesse. Betrachtet man Abbildung 4.21, so sind die ersten Stufen, in denen
beidohrige Informationen zusammentreffen, die mediale obere Olive und der Trapezkern
in Verbindung mit der lateralen oberen Olive.
Fu¨r die Funktionsweise der medialen oberen Olive lagen schon fru¨h Hypothesen vor
[Jeffress 48], [Licklider 51]. U¨ber neuronale Verbindungen verschiedener La¨nge werden die
Signale des linken und des rechten Ohres gegenla¨ufig zeitlich verzo¨gert und zwischen den
Verzo¨gerungsleitungen u¨ber Neurone exzitatorisch miteinander verknu¨pft. Exzitatorisch
heißt, daß es zur Aussendung eines Signals kommt, wenn ein Signal, oder wie in diesem Fall
mehrere Signale gleichzeitig, an den Einga¨ngen (Dendriten) der Zelle anliegen. Im Gegen-
satz zur exzitatorischen Verknu¨pfung von Neuronen steht die inhibitorische Verknu¨pfung
von Nervenzellen, bei der eine Signalweiterleitung gehemmt wird, wenn ein Signal an ei-
nem oder mehreren Einga¨ngen einer Zelle anliegt. Letztere Verknu¨pfung ist im Gehirn
ha¨ufig anzutreffen, da sie das neuronale System da¨mpft und somit eine Reizu¨berflutung
verhindert.
U¨ber das Netz von Verzo¨gerungsleitungen und Koinzidenzdetektoren werden die Signale
unterschiedlicher Laufzeitdifferenzen in die jeweiligen neuronalen Bahnen sortiert. Ab-
bildung 4.22 veranschaulicht das Funktionsprinzip der gleitenden Kreuzkorrelation mit
der Hilfe nachrichtentechnischer Schaltungssymbole nach [Lindemann 85]. Die Verzo¨ge-
rungsleitungen der Ohrsignale sind, anders als beim Modell von Jeffress, nicht u¨ber ei-
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Abb. 4.21: Schematisches Modell der signalverarbeitenden auditiven Funktionsgruppen im Ge-
hirn modifiziert nach [Hellbru¨ck 93] und [Moore 77]. Durchgezogen gezeichnet: Ner-
venbahnen mit Information des linken Ohres; gestrichelt des rechten Ohres.
ne Parallelschaltung von Leitungen mit unterschiedlichen Verzo¨gerungsgliedern, sondern
u¨ber eine Hintereinanderschaltung mehrerer Laufzeitglieder, deren Laufzeit der Differenz
benachbarter Verzo¨gerungsleitungen in der Parallelschaltung entspricht, realisiert. Ver-
nachla¨ssigt man die grau eingezeichneten Schaltungselemente, so besteht das Modell zur
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Bestimmung der gleitenden Kreuzkorrelationsfunktion aus zwei gegenla¨ufigen Leitungen
mit Verzo¨gerungsgliedern, zwischen denen die Signale abgegriffen und einem Multiplikator
zugeleitet werden. Um aus den multiplizierten Signalen das Ergebnis einer Kreuzkorre-
lation zu berechnen, bedarf es einer nachtra¨glichen Integration der Ergebnisse. Wird die
Zeitkonstante des nachgeschalteten Integrators zu T = ∞ gewa¨hlt, so ergibt sich fu¨r
Ψ(n) die zeitdiskrete Kreuzkorrelationsfunktion, wobei n der zeitlichen Verschiebung der
Signale entspricht [Lu¨ke 99]. Im Geho¨rmodell wird die Integrationskonstante T an die Er-
gebnisse von Ho¨rversuchen angepaßt. Daru¨ber hinaus kann die Form des Integrators, z.B.
Tiefpaß 1. Ordnung, an die Ergebnisse von Ho¨rversuchen angepaßt werden.
Abb. 4.22: Modell zur Berechung der inhibierten, gleitenden Kreuzkorrelationsfunktion nach
[Lindemann 85]. Schwarz eingezeichnet: Schaltungssymbole, die eine Berechnung
der gleitenden Kreuzkorrelation nach [Jeffress 48] ermo¨glichen; grau eingezeichnet:
Inhibitionsmechanismen und Wichtungsfaktoren nach [Lindemann 85] u.a. zur Be-
ru¨cksichtigung interauraler Pegeldifferenzen und monauraler Signalaspekte.
Grau eingezeichnet sind zusa¨tzliche Inhibitionsmechanismen und Ru¨ckkoppelwege, die im
urspru¨nglichen Modell von Jeffress nicht integriert waren. An deren Stelle befinden sich
einfache Leitungsvorsetzungen, bzw. die vertikalen Verbindungen zwischen der Verzo¨ge-
rungsleitung des linken und rechten Ohres existieren nicht. Ihre physiologische Entspre-
chung finden die Inhibitionsmechanismen in den neuronalen Verbindungen des Trapez-
kerns und der lateralen oberen Olive.
Im Trapezko¨rper kommt es zur inhibitorischen Weiterleitung kontralateraler Signale an die
laterale obere Olive, wo diese Signale mit ipsilateraler Information verknu¨pft werden. Die
Fa¨higkeit, eine Signalortung anhand interauraler Pegeldifferenzen vornehmen zu ko¨nnen,
wird dieser Verbindung zugeschrieben. Die Inhibitionsmechanismen bewirken zum einen
eine Konturversta¨rkung der Kreuzkorrelation, was eine Aufsteilung der Korrelationsma-
xima bewirkt. Ferner bewirken sie bei Pegelunterschieden zwischen linkem und rechtem
Ohrsignal eine Verschiebung des Schwerpunkts der interauralen Kreuzkorrelationsfunktion
in Richtung zur lauteren Seite [Stern & Colburn 78].
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Im Lindemann-Modell werden zwei Arten von Inhibitionsmechanismen unterschieden. Der
erste, die statische Inhibition, wirkt direkt vom einen Ohr auf das vom anderen Ohr ein-
laufende Signal. Je gro¨ßer der Pegel des Signals in der einen Verzo¨gerungsleitung, desto
sta¨rker ist seine inhibitorische Ru¨ckwirkung auf das Signal der anderen Verzo¨gerungslei-
tung. U¨ber eine Proportionalita¨tskonstante kann die Sta¨rke des statischen Inhibitionsme-
chanismus an die Ergebnisse von Ho¨rversuchen angepaßt werden. Daru¨ber hinaus existiert
ein zweiter, dynamischer Inhibitionsteil, der proportional dem Ergebnis der Kanalmulti-
plikation in Verbindung mit einem nachgeschalteten nichtlinearen Tiefpaß eine signal-
mindernde Ru¨ckwirkung auf beide Verzo¨gerungsleitungen vornimmt. Diese Ru¨ckwirkung
kann wiederum u¨ber die Proportionalita¨tskonstante und die geeignete Wahl des Ru¨ckkop-
peltiefpasses an die Ergebnisse von Ho¨rversuchen angepaßt werden.
Die Einfu¨hrung der Inhibitionsmechanismen birgt im weiteren das Problem der Eingangs-
signalnormierung in sich, da diese auf Werte zwischen Null (entsprechend keiner Inhibi-
tion) und Eins (entsprechend einer vollsta¨ndigen Signalunterdru¨ckung) begrenzt werden
mu¨ssen. Da die normierte Kreuzkorrelationsfunktion Werte zwischen Null und Eins liefert,
besteht dieses Problem insbesondere fu¨r den Fall der statischen Inhibition. Der Dynamik-
bereich muß daher an den Typ des vorgeschalteten Innenohrmodells angepaßt werden.
Zusa¨tzlich zum Jeffress-Modell sind im Lindemann-Modell Wichtungsfaktoren integriert,
mit denen eine monaurale Gewichtung der einzelnen Kreuzungsstellen der Kreuzkorrela-
tionsfunktion vorgenommen werden kann. Im urspru¨nglichen Jeffress-Modell sind diese
Wichtungsfaktoren nicht vorhanden bzw. zu Eins gesetzt. Prinzipiell sind die Wichtungs-
faktoren beim Ansatz nach Lindemann frei wa¨hlbar. Gute U¨bereinstimmung zu Ho¨rver-
suchen wird bei Wahl eines spiegelsymmetrischen, exponentiellen Verlaufs der Wichtungs-
faktoren erzielt. Dem symmetrischen Verlauf tra¨gt die Indizierung der Wichtungsfaktoren
im Ersatzschaltbild 4.22 Rechnung.
Das Modell zur Bestimmung der inhibierten, gleitenden Kreuzkorrelationsfunktion lie-
fert vergleichbare Ergebnisse zu vielen psychoakustischen Ho¨rversuchen. Insbesondere
Trading-Experimente, aber auch Untersuchungen zum Gesetz der Ersten Wellenfront
lassen sich mit diesem Modell deuten. Eine Zusammenfassung der Modellergebnisse so-
wie eine detailierte Beschreibung des Modells finden sich bei [Lindemann 85], [Gaik 90],
[Blauert 97]. Daru¨ber hinaus wurde die Eignung eines leicht modifizierten Modells zur
Schallquellendetektion in halliger Umgebung untersucht [Wolf 91].
Beim Modell nach Lindemann wurde die urspru¨nglich exzitatorische Verknu¨pfung der Ner-
venzellen, realisiert durch die Kreuzkorrelationsfunktion, um ein inhibitorisch arbeitendes
System erweitert. Mit medialer und lateraler oberer Olive stehen dem Organismus im
Hirnstamm zwei parallel arbeitende Verarbeitungssysteme zur Verfu¨gung. Insbesondere
letzteres beruht nach heutigen Erkenntnissen auf inhibitorisch arbeitenden Mechanismen,
so daß ein auf vorwiegend inhibitorisch arbeitenden Algorithmen basierendes Modell eben-
falls seine Berechtigung hat.
Ein auf inhibitorisch arbeitenden Nervenzellen beruhendes Modell la¨ßt sich dadurch reali-
sieren, daß das Signal der einen Seite hemmend auf das Signal der anderen Seite ru¨ckwirkt.
Die einfachste Art der Verknu¨pfung fu¨r ein solches Modell ist die Subtraktion. Eine mo¨g-
liche Parametrisierung der interauralen Pegeldifferenz durch eine Pegeldifferenzvariable α
liefert die folgende Gleichung:
118 Geho¨rbezogene Analyse von Schallfeldern
Ui(t, α) =
∣∣eαLi(t)− e−αRi(t)∣∣ (4.52)
Die interaurale Pegeldifferenz in den einzelnen Frequenzgruppenkana¨len i ergibt sich fu¨r
den Wert α, bei dem der Wert Ui minimal wird. Ein Vorteil dieser Parameterisierung
ist darin zu sehen, daß der Einfluß der interauralen Pegeldifferenz u¨ber den Parameter
α direkt mit dem Einfluß anderer Parameter verglichen werden kann. Ferner ist eine
Quantisierung entsprechend der gerade noch wahrnehmbaren A¨nderungen (JNDs12) bzgl.
der interauralen Pegeldifferenz mo¨glich. Zudem la¨ßt sich u¨ber eine Reihenschaltung von
Da¨mpfungsgliedern mit nachgeschalteten Differenzmodulen eine a¨hnlich parallelisierbare
Struktur erzeugen, wie sie durch die Verzo¨gerungsglieder und Multiplikatoren des Jeffres-
schen Korrelationsmodells realisiert ist.
Sollen interaurale Zeitdifferenzen Einfluß auf das Berechnungsergebnis eines solchen Mo-
dells haben, so ist dieses Modell durch geeignete Parameter zu erweitern. Beru¨cksichtigt
man zusa¨tzlich die interaurale Zeitverschiebung τ , so kann Gleichung 4.52 wie folgt mo-
difiziert werden [Breebaart et al. 98b].
Ui(t, τ, α) =
∣∣∣eαLi(t+ τ
2
)− e−αRi(t− τ
2
)
∣∣∣ (4.53)
Werden die interauralen Differenzen Ui in Form einer Matrix aller mo¨glichen α, τ berech-
net, so liefert die Kombination mit minimaler interauraler Differenz Ui die vom Modell de-
tektierten interauralen Pegel- und Zeitdifferenzen. Die Ausgangswerte Ui ko¨nnen gewichtet
u¨ber alle Frequenzgruppen summiert werden. Man erha¨lt die gewichtete interaurale Diffe-
renz U , anhand derer die Detektion binauraler Sinussignale in maskierendem Rauschen –
sogenannter N0Spi-Signale – pra¨diziert werden kann [Breebaart et al. 98a]. N0Spi bedeutet,
daß einem diotisch13 dargebotenen, maskierenden Rauschsignal dichotische14 Sinussigna-
le mit 180◦ Phasenversatz zugemischt werden. N0Spi-Signale sind verglichen mit N0S0-
Signalen – Testsignale, bei denen das Sinussignal keinen Phasenversatz aufweist – schon
bei deutlich geringeren Pegeln des Sinussignals von reinen Rauschsignalen zu unterschei-
den. Da die N0S0-Signale von den reinen Rauschsignalen nicht, die N0Spi-Signale hingegen
sehr wohl separiert werden ko¨nnen, beide aber die gleichen monauralen Eigenschaften auf-
weisen, kann davon ausgegangen werden, daß die Signale aufgrund eines binauralen Effekts
unterschieden werden. Die Erkennbarkeit der N0Spi-Signale wird auf Vera¨nderungen der
Verteilungsdichtefunktionen der interauralen Differenz der N0Spi-Signale in Relation zu
den reinen Rauschsignalen zuru¨ckgefu¨hrt [Breebaart et al. 99], [Bernstein et al. 99]. Die
U¨berpru¨fung auf Detektion dieser Signale erlaubt implizit – neben den Tradingversuchen
– eine quantitative U¨berpru¨fung der Resultate von binauralen Modellen, welche eine Ver-
knu¨pfung interauraler Pegel- und Zeitdifferenzen vornehmen.
Die bislang diskutierten Modelle erlauben aufgrund der tonotopen Gliederung eine Ton-
ho¨henunterscheidung sowie eine azimuthale Ortung von Schallquellen. Sie stellen Model-
le fu¨r die Abla¨ufe in der lateralen und medialen oberen Olive im Hirnstamm dar. Wie
12englisch: just notable differences
13diotisch: beiden Ohren wird das gleiche Signal dargeboten.
14dichotisch: beiden Ohren werden unterschiedliche Signale dargeboten.
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in Abschnitt 4.2.1 diskutiert, muß eine Ortung der Elevation anhand monauraler und
interauraler spektraler Verteilungen erfolgen (richtungsbestimmende Ba¨nder). Um diese
spektralen Merkmale zu extrahieren, ist eine frequenzgruppenu¨bergreifende Auswertung
erforderlich. Der untere Vierhu¨gel ist, wie oben bereits erwa¨hnt, die erste Stelle im zen-
tralen Nervensystem, die eine umfassende, frequenzgruppenu¨bergreifende Signalauswer-
tung ermo¨glicht. An dieser Stelle kommt es, neben der tonotopen Gliederung der Stimuli,
zu einer weiteren Differenzierung der Reize bezu¨glich ihrer Zeitstruktur. Eine mo¨gliche
Art der Modellbildung fu¨r diese Zeitstrukturanalyse kann u¨ber eine Modulationsfilter-
bank erfolgen [Dau 96]. Dennoch bleibt fraglich, in welchen Teilen des Hirnstamms oder
Zwischenhirns eine physiologische Entsprechung fu¨r einen derartigen Mechanismus der
Signalklassifizierung zu finden ist.
Analytische Modelle der Funktionsweise des unteren Vierhu¨gels liegen im Hinblick auf eine
Schallquellenortung nicht vor. Gru¨nde hierfu¨r sind zum einen in der Physiologie und der
damit verbundenen Art der Auswertung, die eine direkte Repra¨sentation des Raumes u¨ber
ra¨umlich gerichtete Neurone vornimmt, zu suchen. Zum anderen sind die richtungswei-
senden Schallfeldmerkmale außerhalb der Horizontalebene wenig systematisch und daher
nur schwer analytisch herzuleiten. Die vorhandenen Modelle entsprechen daher typischen
neuronalen Verarbeitungstufen, bei denen die zu analysierenden Werte mit einer Tabelle
oder einem Netz aus vorher
”
gelernten“ Werten verglichen werden. Ein Vergleich monau-
raler Signalmerkmale mit gespeicherten Werten erscheint dabei umso schwieriger, da diese
Signale zu den richtungsbestimmenden spektralen Signalmerkmalen auch die spektralen
Eigenschaften der Quelle tragen. Im Gegensatz zu den monauralen spektralen Eigen-
schaften sind bei den interauralen Signalmerkmalen die Eigenschaften der Quelle – in
den Frequenzbereichen, in denen die Quelle Signalleistung aufweist – durch den relativen
Bezug der beiden Ohrsignale aufeinander eliminiert. Die Auswertung dieser Signale kann
daher ohne a-priori-Information erfolgen. Da infolge der Mehrdeutigkeit der interaura-
len Signalmerkmale (Abbildung 4.19) die Ergebnisse der Vergleiche meist nicht eindeutig
sind, wird anhand von Wahrscheinlichkeitsverteilungen der wahrscheinlichste Wert fu¨r die
Schalleinfallsrichtung bestimmt [Schoppmeier 96].
U¨ber die Signalauswertungsmechanismen in den ho¨heren Stufen des zentralen Nerven-
systems liegt wenig Information vor. Zwar gibt es Information u¨ber den anatomischen
Aufbau der Verknu¨pfung der Nervenzellen und den Aufbau der Großhirnrinde, die Funk-
tionsweise und der Informationsgehalt der neuronalen Aktivita¨ten bleibt jedoch weitest-
gehend unerforscht. In diesem Fall mangelnder Information u¨ber die Physiologie eines
Systems mu¨ssen somit allgemeine empfindungsrelevante Prinzipien zur Anwendung ge-
langen. Zu diesen kann beispielsweise das Weber-Fechnersche Gesetz gerechnet werden,
welches besagt, daß bei vielen natu¨rlichen Empfindungen der kleinste als unterschied-
lich wahrzunehmende Reiz in einem konstanten Verha¨ltnis zum bereits vorherrschenden
Reiz steht. Die Tatsache, daß die Diskriminationsschwelle nicht einen konstanten Wert
annimmt, sondern vom jeweiligen Absolutwert des Stimulus abha¨ngt, fu¨hrt zu einer lo-
garithmischen Empfindungsskala, wie sie zum Beispiel fu¨r die Lautheit zu beobachteten
ist.
Die Menge an monauraler und binauraler Information, die an den auditorischen Kortex
weitergeleitet wird, faßt Blauert mit den Begriffen Schallmuster oder Aktivita¨tsmuster
zusammen. Fu¨r die vollsta¨ndige Verarbeitung dieser Muster steht derzeit kein umfas-
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sendes Verarbeitungsverfahren zur Verfu¨gung. Um aus der neuronalen Informationsflut
dennoch perzeptionsrelevante Daten zu gewinnen, bedarf es der Extraktion wesentlicher
Informationen sowie ihrer Kategorisierung [Blauert 01]. Einfache Strategien dieser Infor-
mationsextraktion sind die Berechnung von Summen bzw. gewichteter Summen der Fre-
quenzgruppen, wie es die Berechnung der Lautheit oder der Scha¨rfe erfordert, oder z.B.
die Detektion von Maxima in Kreuzkorrelationsfunktionen, wie sie bei der Ortung von
Schallquellen verwendet wird. Da die Information im Gehirn von internen Rauschprozes-
sen u¨berlagert ist, ist weniger der aktuelle Wert fu¨r die Empfindung repra¨sentativ, sondern
es empfiehlt sich, die extrahierten Werte u¨ber einen Zeitraum zu beobachten und deren
Schwankungen statistisch anhand von Verteilungs- oder Verteilungsdichtefunktionen aus-
zuwerten.
Die Beobachtungszeitra¨ume ko¨nnen beispielsweise mittels objektiver Audiometrie anhand
der Latenzen akustisch evozierter Potentiale bestimmt werden. Zeitliche Integrationskon-
stanten ko¨nnen auch in Ho¨rversuchen, z.B. zur Bestimmung der Lautheit, gewonnen wer-
den. Dabei wird die Lautheit eines Tones in Abha¨ngigkeit von seiner Darbietungsdauer
untersucht. In Ho¨rversuchen kann neben dem Urteil selbst auch die Zeit zur Urteilsfindung
mitprotokolliert werden. Diese Zeiten stellen eine Obergrenze der verwendbaren Beobach-
tungszeitra¨ume dar, da sich die Laufzeiten aller vorgeschalteten Systeme bis hin zum
entscheidungsfindenden System addieren.
4.2.3 Zeitkonstanten im zentralen Nervensystem
Die im vorangegangenen Abschnitt beschriebenen Modelle zur Verarbeitung der ra¨umli-
chen Information von Schallquellen weisen am Ende ihrer Signalverarbeitungskette Modu-
le zur zeitlichen Mittelung der Signale auf. Im Modell nach Lindemann wird die Zeitkon-
stante des Integrators mit exponentieller zeitlicher Wichtungsfunktion fu¨r Impulssignale
auf 5 ms eingestellt [Lindemann 85]. Fu¨r stationa¨re Signale wird die Zeitkonstante auf
Unendlich gesetzt, da so eine ungewichtete Integration u¨ber das gesamte dargebotenen
Zeitsignal erfolgt und die gleitende Kreuzkorrelation in die
”
echte“ Kreuzkorrelation u¨ber-
geht. Im Subtraktionsmodell wird die Zeitdauer fu¨r die Signalauswertung nicht na¨her
spezifiziert. Da es sich bei den gewa¨hlten Signalen um sta¨tiona¨re Signale handelt, ist
auch in diesem Fall davon auszugehen, daß der Beobachtungszeitraum der Signaldauer
entspricht.
Das zu entwickelnde Geho¨rmodell soll auf Signale in halliger Umgebung angewendet wer-
den. Die akustischen Eigenschaften dieser Schallfelder treten jedoch weniger bei statio-
na¨ren Signalen als bei zeitlich fluktuierenden Signalen hervor. Es ist daher no¨tig, geeignete
zeitliche Integrationskonstanten zu bestimmen. Einen Einblick u¨ber die im zentralen Ner-
vensystem auftretenden Laufzeiten liefert die objektive Audiometie oder auch elektrische
Reaktionsaudiometrie (ERA). Abbildung 4.23 zeigt die Zeitfunktion akustisch evozierter
Potentiale der elektrischen Reaktionsaudiometrie.
Dargestellt ist der zeitliche Verlauf des elektrischen Potentials, gemessen zwischen Ohr-
la¨ppchen und Schla¨fe der Versuchsperson. Die auftretenden Potentiale werden nach ihrem
Ursprungsort und ihrem zeitlichen Auftreten wie folgt differenziert:
1. Hirnstammpotentiale (2 ms - 20 ms)
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Abb. 4.23: Zeitfunktion akustisch evozierter Potentiale, stimuliert durch Klick-Schallreize
[Do¨ring 84]. Elektrodenanordnung: Scheitel (positiv), Ohrla¨ppchen (negativ).
2. Potentiale mittlerer Latenz (10 ms - 70 ms)
3. Spa¨tpotentiale (Rindenpotentiale, 50 ms - 300 ms)
4. Kognitive Potentiale (200 ms - 1000 ms)
Die Ho¨he der Potentiale ist abha¨ngig von der Anzahl synchron sendender Nervenzellen
sowie deren ra¨umlicher Verteilung in Relation zu den Elektroden und dem Schalldruck
des Reizes. Ihre zeitliche Lage ist abha¨ngig vom Teil des auditorischen Systems, welches
sie hervorruft, und in geringem Maße vom Schalldruck [Do¨ring 84].
Die fru¨hen Potentiale stammen von Nervenzellen in der cochlea bis hin zu Nervenzellen
innerhalb des Hirnstamms. Ihre Maxima werden nach [Jewett & Williston 71] fortlaufend
mit ro¨mischen Zahlen versehen. Die Potentialspitzen I und II werden in cochlea und Ho¨r-
nerv, die Wellen III, IV und V vom Hirnstamm und Mittelhirn hervorgerufen. Die Aus-
wertung in den neuronalen Stufen des Hirnstamms und Mittelhirns (obere Olive, unterer
Vierhu¨gel) bedingen somit Laufzeiten bis hin zu 15 ms.
Als Entstehungsort der Potentiale mittlerer Latenz ko¨nnen das Mittelhirn und der prima¨re
auditorische Kortex ausgemacht werden. Die Potentialspitzen werden mit den Buchsta-
ben P0, Pa, Pb fu¨r die positiven Halbwellen und entsprechend N0, Na, Nb fu¨r die negativen
Halbwellen gekennzeichnet. Ihre Auspra¨gung ist abha¨ngig von der Konzentration des je-
weiligen Probanden. Ihre klinische Bedeutung ist bislang noch gering.
Fu¨r die kognitive Verarbeitung des auditorischen Kortex sind Latenzen gro¨ßer 100 ms
festzustellen. Die Amplituden der spa¨ten Potentiale sind ho¨her als die vorangegangenen
und sind wie die Potentiale mittlerer Latenz abha¨ngig von der Konzentration des jeweiligen
Probanden auf den Stimulus. A¨hnlich zu den Potentialen mittlerer Latenz werden die
positiven und negativen Halbwellen mit arabischen Zahlen als Index zu den Buchstaben
P und N bezeichnet.
122 Geho¨rbezogene Analyse von Schallfeldern
Die Latenzen der Potentiale geben lediglich einen groben U¨berblick u¨ber die Zeitkon-
stanten des zentralen Nervensystems. Eine weitere Schwierigkeit bei der Modellierung der
Systeme des Nervensystems liegt darin, daß die Verarbeitungsstufen im Gehirn weder als
linear noch als zeitinvariant angenommen werden ko¨nnen. Die verwendeten Zeitkonstan-
ten stellen daher einen Kompromiß an die Anpassung verschiedener psychoakustischer
Untersuchungen dar.
Zu diesen Untersuchungen za¨hlen Versuche zur Bestimmung des Einflusses der Dauer eines
Stimulus auf die Lautheitsempfindung. Ergebnis dieser Untersuchungen war, daß bis zu
einer Dauer von 200 ms die zeitliche La¨nge des Stimulus eine Lautheitserho¨hung bewirkt.
Erst ab einer Dauer von 200 ms ist eine Unabha¨ngigkeit der Lautheitsempfindung von der
Tondauer zu beobachten [Fastl 76], [Fastl 79].
Neben der Anpassung an die Ergebnisse zeitabha¨ngiger Lautheitsuntersuchungen mu¨ssen
die Zeitkonstanten an die Ergebnisse von Nachverdeckungseigenschaften angepaßt werden.
Da die Nervenzellen und das periphere System einer Tra¨gheit unterworfen sind, kann un-
ser Geho¨r nicht jeder Lautheitsa¨nderung des Stimulus exakt folgen. Vielmehr ist es so, daß
unser Geho¨r fu¨r leisere Reize unmittelbar nach dem Abschalten eines Tones (Maskierer)
taub ist. Diese zeitlich begrenzte Auflo¨sung tritt im wesentlichen in kausaler Richtung auf,
das heißt nach einem Stimulus und in ganz geringem Maße auch vor einem Stimulus. Ana-
log zur Simultanen- oder Frequenzverdeckung infolge der begrenzten Frequenzauflo¨sung
wird fu¨r das begrenzte zeitliche Auflo¨sungsvermo¨gen von Vor- oder Nachverdeckung ge-
sprochen. Die Vorverdeckung resultiert aus Tra¨gheiten des peripheren Systems und nicht
der ho¨heren verarbeitenden Stufen. Aus diesem Grund und aufgrund der Geringfu¨gig-
keit des Effektes soll diese Art der Verdeckung hier nicht weiter untersucht werden. Der
Nachverdeckungseffekt ist zeitlich deutlich ausgedehnter und die dort auftretenden Zeit-
konstanten sind gro¨ßer. Es sind daher eine Reihe methodischer Untersuchungen in der
Literatur zu finden [Fastl 76], [Fastl 79], [Pu¨schel 88], [Moore et al. 88], [Mu¨nkner 93].
Die zeitlichen Verdeckungseigenschaften ko¨nnen a¨hnlich zu den Integrationseigenschaf-
ten im Frequenzbereich gut durch eine ROEX-Funktion im Zeitbereich abgebildet werden
[Moore et al. 88]. Eine einfache Anna¨herung an dieses ROEX-Fenster kann durch einen
Tiefpaß 3. Ordnung erreicht werden [Sottek 93]. Fu¨r das zeitliche Adaptionsmodell nach
Pu¨schel wird ein Tiefpaß 1. Ordnung mit einer Zeitkonstanten von τA = 200 ms vorge-
schlagen [Pu¨schel 88], mit dem eine gute Anpassung an die Ergebnisse von Ho¨rversuchen
zur Nachverdeckung erzielt werden kann. Abbildung 4.24 zeigt die von Geho¨rmodellen
ermittelte Lautheit in Abha¨ngigkeit von der Zeit im Vergleich zu den ermittelten Mitho¨r-
schwellen kurzer Tonpulse nach dem Leiserschalten eines maskierenden Rauschsignals.
Das Maskiersignal wurde nach 300 ms abrupt im Pegel von 80 dB auf 40 dB gemindert.
In den meisten Darstellungen werden Mitho¨rschwellen als Lautsta¨rkepegel der Testto¨ne
bezogen auf den Schalldruckpegel des Maskierers angegeben. Da das Berechungsergebnis
von Geho¨rmodellen aber eine empfindungsbezogene Gro¨ße – in diesem Fall nicht die Laut-
sta¨rke, sondern die Lautheit – sein sollte, ist es no¨tig, die Angaben zu transformieren. Dies
ist insbesondere fu¨r einen Vergleich mit den Geho¨rmodellen notwendig, welche die Nicht-
linearita¨t im U¨bertragungsverhalten bei der Umsetzung mechanischer Schwingungen der
Basilarmembran in neuronale Aktivita¨t nicht durch eine nachgeschaltete Adaptionskurve
realisieren, sondern durch ein ru¨ckgekoppeltes nichtlineares System wie z.B. beim Meddis-
Modell der Nervenzellen. Auf diesen Zusammenhang wird im folgenden Abschnitt na¨her
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eingegangen. Die Lautsta¨rkepegel der ermittelten Mitho¨rschwellen wurden daher anhand
von Gleichung 4.54 in Lautheiten transformiert. Diese Transformation liefert eine Ver-
gleichbarkeit der Ergebnisse des zeitlichen Verhaltens aller Modelle mit den Ergebnissen
von Ho¨rversuchen.
Abb. 4.24: Nachverdeckungskurven nach Ausschalten (500 ms) eines Rauschmaskierers
(80 dB). Kreuze: Ho¨rversuchsergebnisse nach [Pu¨schel 88] transformiert mit Glei-
chung 4.54; durchgezogen: Geho¨rmodell mit zeitlichem Adaptionsmodell nach Pu¨-
schel mit Ausgangstiefpaß (τA = 200 ms); gestrichelt: Geho¨rmodell nach Sottek mit
Tiefpaß 3. Ordnung mit Zeitkonstanten τ = 10 ms; gepunktet: Geho¨rmodell mit
Nervenzellenmodell nach Meddis und nachgeschaltetem Tiefpaß 3. Ordnung mit
Zeitkonstanten τ = 10 ms
Da es sich bei den Ho¨rversuchsergebnissen um Mitho¨rschwellen handelt, sollten diese
grundsa¨tzlich niedrigere Werte als die Lautheitsergebnisse der Modellrechungen anneh-
men, da die To¨ne auch schon bei Lautheiten unter der Maskiererlautheit wahrzuneh-
men sind. Abbildung 4.24 zeigt ein relativ schnelles Abfallen der Mitho¨rschwellen kurz
nach dem Ausschalten des Maskiersignals. Dieser schnelle Abfall wird lediglich durch das
Pu¨schelmodell reproduziert. Zu la¨ngeren Zeiten verflacht der Verlauf der Mitho¨rschwellen
und die Lautheitsergebnisse der Modelle liegen sogar unter den Mitho¨rschwellen. Auch hier
zeigt das Pu¨schelmodell die beste Anpassung an die Ho¨rversuchsdaten. Die verwendeten
Zeitkonstanten von τ = 10 ms bzw. τA = 200 ms innerhalb der Modelle stellen insbeson-
dere eine Anpassung an den schnellen Abfall nach Ausschalten des Maskierers dar. Der
U¨bergang in die Ruhephase wird nur angena¨hert nachgebildet.
Da das Geho¨rmodell in Schallfeldern halliger Umgebungen zum Einsatz kommen soll,
werden die Abweichung zu den Ho¨rversuchsdaten deutlich geringer ausfallen, unter der
Voraussetzung, daß die stationa¨re Lautheit durch die Modelle korrekt wiedergegeben wird.
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Die Begru¨ndung hierfu¨r liegt darin, daß aufgrund des vorherrschenden Nachhalls ein der-
artig abrupter Schallabbau gar nicht mo¨glich ist. Die Schallenergie wird vielmehr entspre-
chend der Nachhallzeiten exponentiell abgebaut. Da die Nachhallzeiten der untersuchten
Ra¨ume in allen Frequenzbereichen u¨ber eine halbe Sekunde betragen, wird dieser Effekt
den Effekt der Nachverdeckung deutlich u¨berdecken. Neben der korrekten Abbildung des
zeitlichen und frequenzabha¨ngigen Verhaltens ist zudem das Amplitudenverhalten der
Modelle zu u¨berpru¨fen, woru¨ber der folgende Abschnitt Auskunft gibt.
4.3 Geho¨rmodelle zur Bestimmung der Lautheit
Die Lautheit stellt eine grundlegende akustische Empfindung dar. Wie Abbildung 1.1
(Seite 4) zeigt, fließt sie indirekt in die Beurteilung ra¨umlicher Schallfeldkomponenten
ein. Daru¨ber hinaus la¨ßt die Forderung nach der Universalita¨t der Geho¨rmodelle (Seite
68) eine U¨berpru¨fung der Modelle im Hinblick auf eine ada¨quate Wiedergabe der Lautheit
sinnvoll erscheinen.
Abb. 4.25: Schematischer Aufbau des menschlichen Geho¨rs nach [Pickles 88]
Geho¨rmodelle zur Bestimmung der monauralen Lautheit sind schon lange etabliert
[Zwicker 58], [Zwicker & Feldtkeller 67] [Paulus & Zwicker 72]. Eine Standardisierung die-
ser Verfahren fu¨r monaurale stationa¨re Signale ist ebenso schon vor geraumer Zeit er-
folgt [DIN 45631] [ISO 226]. Derzeit wird an einer Erweiterung dieses Standards fu¨r
nichtstationa¨re Signale gearbeitet. Untersuchungen zu lautheitsbezogenen Diskrimina-
tionsschwellen des Geho¨rs sowie eine detaillierte Beschreibung der zugrunde liegen-
den physiologischen und psychoakustischen Messungen sind in der Literatur zu finden
[Fletcher & Munson 37], [Zwicker 82], [Aures 84], [Sottek 93]. Daru¨ber hinaus sind die
Modelle soweit entwickelt, daß auch die Lautheitsempfindung Schwerho¨riger modelliert
werden kann [Marzinzik et al. 96]. Da die grundlegenden Ho¨rversuche sowie die Theorie
zur Bestimmung der monauralen Lautheit als weitestgehend bekannt vorausgesetzt wer-
den kann, soll im weiteren das verwendete Verfahren und seine Resultate nur kurz im
U¨berblick pra¨sentiert werden.
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Abbildung 4.25 zeigt den prinzipiellen Aufbau eines Geho¨rmodells zur Bestimmung der
monauralen Lautheit mit einer Summationsstufe hinter den signalverarbeitenden Stufen
der peripheren Einheit. Die einzelnen Ka¨sten stehen dabei fu¨r die in den vorangegangenen
Abschnitten diskutierten U¨bertragungsmechanismen des Außen-, Mittel- und Innenohres.
Außen- und Mittelohr sind explizit aufgefu¨hrt. Die Signalverarbeitung des Innenohres
ist differenziert in die Gruppen der Frequenzanalyse (Bandpa¨sse), der Anpassung an die
zeitliche Auflo¨sung des Geho¨rs sowie eine Nichtlinearita¨t. Als Bandpa¨sse sind die u¨ber-
lappenden Frequenzgruppenbandpa¨sse aus Abschnitt 4.1.3 zu verstehen. Fu¨r die zeitliche
Adaption stehen die Modelle von Pu¨schel oder Meddis mit den nachgeschalteten Tief-
pa¨ssen oder fu¨r den einfachen Fall zeitlich schwach strukturierter Signale die Berechnung
der Einhu¨llenden mit anschließender Tiefpaßfilterung zur Verfu¨gung, deren Verdeckungs-
eigenschaften im vorangegangenen Kapitel diskutiert wurden.
Der zeitlichen Adaption ist eine Nichtlinearita¨t nachgeschaltet, mit der eine Anpassung der
Signalamplituden an die menschliche Empfindung vorgenommen werden kann. Physiolo-
gisch findet diese Anpassung ihre Entsprechung im nichtlinearen U¨bertragungsverhalten
bei der Umsetzung mechanischer Schwingungen in neuronale Aktivita¨t, die in Kapitel
4.1.3 beschrieben wurde. Abha¨ngig vom zuvor gewa¨hlten Modell zur zeitlichen Adapti-
on kommen Kompressionsfunktionen mit unterschiedlichen Exponenten zum Einsatz. Fu¨r
den Fall, daß in den vorgeschalteten Modulen der Bandpaßfilterung und der zeitlichen
Adaption in den ihnen zugeordneten Frequenzbereichen keine Vera¨nderung an der Am-
plitude des Signals vorgenommen wird, kann die Nichtlinearita¨t durch folgende Gleichung
abgebildet werden [Sottek 93]:
y =
{
x− a · x2 : 0 ≤ x < xS
b · xν − c : xS ≤ x , (4.54)
mit
a =
1
2
· 1− ν
2− ν ·
1
xS
(4.55)
b =
1
ν
· 1
2− ν ·
xS
xνS
(4.56)
c =
1
2
· 1− ν
ν
· xS . (4.57)
Die Eingangsgro¨ße x = peff/p0 entspricht dabei dem Effektivwert des Schalldrucks bezo-
gen auf p0 = 20 µPa. Die Gleichungen 4.55-4.57 folgen aus der Forderung nach zweimaliger
Differenzierbarkeit der Funktion an der U¨bergangsstelle xS. Die Schwelle der Nichtlineari-
ta¨t wird zu xS = 4·
√
2 gewa¨hlt, wa¨hrend fu¨r den Exponenten Werte zwischen ν = 0,2-0,25
vorgeschlagen werden.
In der Literatur finden sich teilweise deutlich voneinander abweichende Werte fu¨r den
Exponenten der Nichtlinearita¨t [Zwicker 82], [Sottek 93]. Abbildung 4.26 zeigt den Ver-
lauf der Amplitudenkompressionsfunktion y verschiedener zeitlicher Adaptionsmodelle so-
wie der von Sottek vorgeschlagenen Kompressionsfunktion mit einem Exponenten von
ν = 0,23. Zusa¨tzlich wurde die von Zwicker geforderte Kompressionsfunktion mit einem
Exponenten von ν = 0,6 mit in das Diagramm aufgenommen.15
15Der von Zwicker gewa¨hlte Exponent zur Beschreibung der Lautheitsempfindung von 1-kHz-Sinusto¨nen
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Abb. 4.26: Vergleich des nichtlinearen Amplitudenverhaltens verschiedener Kompressionsfunk-
tionen. Eingangsgro¨ße bildet der stationa¨re Schalldruckpegel des Signals. Zur Ver-
gleichbarkeit wurden die Ausgangswerte aller Systeme auf den Wert bei 40 dB
SPL bezogen. Durchgezogen: Nichtlinearita¨t nach Gleichung 4.54 mit Exponent
ν = 0,23; gestrichelt: U¨bertragungsverhalten des Nervenzellenmodells nach Meddis
mittlerer spontaner Aktivita¨t; punktiert: Amplitudenverhalten des zeitlichen Adap-
tionsmodells nach Pu¨schel; strichpunktiert: Kompressionsfunktion zur Bestimmung
der monauralen Lautheit von Sinusto¨nen nach [Zwicker 82].
Da das zeitliche Adaptionsmodell von Pu¨schel eine zu geringe Steigung des stationa¨ren
Ausgangssignals in Abha¨ngigkeit von der Amplitude des Eingangssignals liefert, schla¨gt
Pu¨schel eine lineare Transformation der Ausgangsgro¨ße Y auf den Wertebereich des Ein-
gangssignals zwischen den Grenzen von 0 dB - 100 dB vor. Die transformierten Signale
ko¨nnen dann mit einer nachgeschalteten Nichtlinearita¨t an die entsprechende Ho¨remp-
findung angepaßt werden. Beim Nervenzellenmodell nach Meddis wurde das nichtlineare
U¨bertragungsverhalten bereits anhand der Abbildungen 4.12 und 4.14 verdeutlicht. In
die Darstellung der Nichtlinearita¨t wurde daher zum Vergleich die Antwort des Nerven-
zellenmodells mittlerer spontaner Aktivita¨t auf stationa¨re Anregung miteinbezogen. Die
Ausgangswerte aller Systeme wurden zur Normierung auf ihren Wert bei 40 dB SPL
bezogen.
Am Ausgang der Nichtlinearita¨ten ergeben sich die spezifischen Lautheiten N ′ in den je-
weiligen Frequenzgruppen, deren Summe die Lautheit N darstellt. Abbildung 4.27 zeigt
das Ergebnis der Lautheitsberechung fu¨r verschiedene Geho¨rmodellkombinationen bei An-
regung durch Sinussignale von 1 kHz und gleichma¨ßig anregende Rauschsignale bei unter-
von ν = 0,3 bezieht sich auf Schallintensita¨ten. Der entsprechende Exponent fu¨r Schalldruckampli-
tuden muß demnach doppelt so groß sein. Fu¨r Rauschsignale wird von Zwicker ein Exponent von
umgerechnet ν = 0,46 angegeben.
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schiedlichen Schalldruckpegeln. Die Ergebnisse wurden so normiert, daß sich entsprechend
der Definition der Lautheit bei Darbietung eines 1 kHz Sinussignals bei einem Schalldruck-
pegel von 40 dB eine Lautheit von 1 sone einstellt.
Abb. 4.27: Lautheit fu¨r ein 1-kHz-Sinustonsignal links; rechts Lautheit fu¨r gleichma¨ßig anre-
gendes Rauschsignal. Durchgezogen Ho¨rversuchsergebnisse nach [Zwicker 82]; ge-
strichelt Lautheitsberechnung mit Nichtlinearita¨t nach Gleichung 4.54 (ν = 0,46);
punktiert Geho¨rmodell mit Nervenzellenmodell mittlerer spontaner Aktivita¨t nach
Meddis mit Quadrierer zur Intensita¨tsbildung vor der Summationsstufe (siehe
Text).
Die Berechnungsergebnisse mit einer Modellierung der Nichtlinearita¨t nach Gleichung 4.54
liefern sowohl fu¨r die Sinusto¨ne als auch fu¨r das gleichma¨ßig anregende Rauschen mit ei-
nem Exponenten ν = 0,46 sehr gute U¨bereinstimmung mit den Ho¨rversuchsergebnissen.
Bei der Modellierung der Nichtlinearita¨t innerhalb des Nervenzellenmodells nach Meddis
wurde eine Quadrierer zur Intensita¨tsbildung nachgeschaltet, was einer Verdoppelung des
Exponenten der Nichtlinearita¨t entspricht. Dadurch kann auch dieses System an die Er-
gebnisse der Ho¨rversuche Zwickers angepaßt werden. Die U¨bereinstimmung mit nur einem
Nervenzellenmodelltyp ist jedoch deutlich schlechter als mit der speziell zur Nachbildung
der Lautheitsempfindung entwickelten Kompressionsfunktion. Durch eine Staffelung ver-
schiedener Typen ließe sich hier eine bessere Abbildung bewerkstelligen, was jedoch den
Rechenaufwand – wie bereits angesprochen – unverha¨ltnisma¨ßig in die Ho¨he schnellen lie-
ße. Eine Abbildung der Lautheit von Sinusto¨nen gelingt im Bereich von Schalldruckpegeln
zwischen 40 dB und 90 dB dennoch gut. Unterhalb von 40 dB spricht das Nervenzellenmo-
dell nicht an und liefert einen Wert, der der spontanen Emissionsrate dieses Nervenzellen-
typs entspricht. Oberhalb von 90 dB gelangt das Modell in die Sa¨ttigung, was den Anstieg
abflacht. Bei der Lautheitsberechnung des gleichma¨ßig anregenden Rauschens zeigt sich
das typische Verhalten der Nervenzellen auf eine stationa¨re Anregung deutlicher als bei
der Lautheitsberechnung von Sinusto¨nen, da sich die Nervenzellen aller Frequenzgruppen
nahezu im gleichen Arbeitspunkt bezogen auf das stationa¨re U¨bertragungsverhalten der
Nervenzellen befinden. Bei der Stimulation durch Sinusto¨ne wird dieses Verhalten durch
die Anregung zusa¨tzlicher Nervenzellen u¨berdeckt. Die Anregung zusa¨tzlicher Nerven-
zellen erfolgt im Modell durch die Frequenzfilter endlicher Flankensteilheit zu ho¨heren
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Pegeln hin. Dieses Verhalten ist daher vergleichbar mit dem Verhalten eines Modells mit
gestaffelten Nervenzellentypen unterschiedlicher spontaner Emmissionsrate. Auch wenn
das Ergebnis der Lautheitsberechnung mit einem Nervenzellenmodell quantitativ nicht
exakt der durchschnittlichen menschlichen Empfindung entspricht, so repra¨sentiert die
Intensita¨t der neuronalen Aktivita¨t oberhalb von 40 dB SPL in ihrer Gro¨ßenordnung die
Lautheitsempfindung.
Neben der monauralen Lautheitsberechnung, die abha¨ngig von der Wahl der Nichtlinea-
rita¨t ein unterschiedlich genaues Abbild der Lautheitsempfindung liefert, kann das Laut-
heitsmodell um eine Stufe zur Bestimmung der binauralen Lautheit erweitert werden.
In der neueren Literatur sind Untersuchungen zu verschiedenen Verfahren der Verknu¨p-
fung der beiden Ohrsignale zu finden [Zwicker & Zwicker 91], [Chouard 97], [Schlitzer 98],
[Bunse 99].
Ho¨rversuche zur Bestimmung der Lautheit sind fu¨r die Probanden je nach Vorgehensweise
mit unterschiedlich großen Unsicherheiten behaftet, worin die deutlich voneinander abwei-
chende Angaben der Nichtlinearita¨ten begru¨ndet sind. Lautheitsvergleiche, bei denen die
Testpersonen entscheiden mu¨ssen, ob das eine Signal lauter oder leiser als ein anderes
ist, sind aufgrund der geringeren Streubreite solchen Lautheitsmessungen, bei denen die
Lautheitsdifferenz zweier Signale von den Ho¨rversuchsteilnehmern quantifiziert werden
muß, vorzuziehen. Ein mo¨gliches Verfahren, binaurale Lautheiten zu ermitteln, ist der
Vergleich diotischer oder dichotischer Signale mit monotischen Signalen, deren Lautheit
bekannt ist oder fu¨r die die Lautheit nach bekannten Verfahren berechnet werden kann.
Die Lautheit des binauralen Signals kann dann als a¨quivalente monaurale Lautheit Nquiv
angegeben werden [Zwicker 82]. Wird dieses Verfahren fu¨r die Beurteilung von diotisch
dargebotenen Sinsuto¨nen eingesetzt, so ergeben sich folgende, von den Versuchspersonen
eingestellte a¨quivalente monaurale Lautheiten [Schlitzer 98].
SPL / dB ∆L / dB Na¨quiv / sone NIntens / sone
60 5,1 6,9 6,7
70 5,3 13,2 13,2
80 5,7 24,3 24,9
90 5,3 43,1 44,9
100 5,7 75,1 78,9
Tabelle 4.5: A¨quivalente monaurale Lautheit aus Ho¨rversuch (Mittelungsergebnis 10 Pro-
banden) fu¨r 250-Hz-Sinusto¨ne. SPL ≡ Schalldruckpegel des diotischen Si-
gnals; ∆L ≡ mittlere eingestellte Schalldruckdifferenz des monauralen Signals;
Na¨quiv ≡ a¨quivalente monaurale Lautheit; Nintens ≡ aus Lautheitsmodell berech-
nete binaurale Lautheit (siehe Text).
Tabelle 4.5 zeigt, daß von den Probanden das monaurale Signal im Mittel um einen Pegel
von 5,3 dB angehoben werden mußte, um die gleiche Lautheitsempfindung hervorzurufen
wie durch den jeweiligen diotisch dargebotenen Stimulus. Diese Ergebnisse decken sich
weitgehend mit denen aus der Literatur, bei denen eine Anhebung um einen Faktor 1,4-2
beobachtet wird [Zwicker 82].
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Zur Berechnung der Lautheitsempfindung bei binauraler Signaldarbietung ist eine geeig-
nete Verknu¨pfung beider Ohrsignale zu finden. Wa¨re eine einfache Addition der beiden
Signale repra¨sentativ fu¨r die Ho¨rempfindung, so ha¨tte dies im Fall diotischer Signaldar-
bietung eine Erho¨hung der monauralen Lautheit um 6 dB zur Folge. Ein in der Praxis
u¨bliches Verfahren der Wahl des Maximums beider Ohrsignale ha¨tte in diesem Fall eine
unvera¨nderte Lautheitsempfindung zur Folge.
Fu¨r den Fall der diotischen Darbietung liefert die Addition der Signalintensita¨ten beider
Ohrsignale innerhalb Frequenzgruppen mit anschließender nichtlinearer Lautheitsberech-
nung gute U¨bereinstimmung mit Ho¨rversuchsergebnissen. Die dritte Spalte der Tabelle
4.5 zeigt die so berechneten Lautheiten. Als Nichtlinearita¨t wurde die Kompressionsfunk-
tion nach Gleichung 4.54 (ν = 0,46) verwendet. Die so errechneten Ergebnisse stimmen
bis auf geringe Abweichungen mit den a¨quivalenten monauralen Lautheiten u¨berein. Die
Intensita¨tsaddition mit anschließender Lautheitsberechnung ist fu¨r ein Geho¨rmodell mit
dem zeitlichen Adaptionsmodell oder fu¨r die einfache Berechnung der Einhu¨llenden mo¨g-
lich. Fu¨r ein Geho¨rmodell, in dem das Nervenzellenmodell nach Meddis zur Anwendung
gelangt, kann die Intensita¨t nicht vor der Anwendung der Nichtlinearita¨t berechnet wer-
den, da die Nichtlinearita¨t implizit bei der Berechnung der Nervenaktivita¨t auftritt. In
einem solchen Fall liefert eine Addition der spezifischen Lautheiten mit einem Faktor 0,73
anna¨hernd gute Ergebnisse [Schlitzer 98], [Bunse 99].
Fu¨r den Fall dichotischer Signaldarbietung kann mit dieser Berechnungsmethode ebenfalls
gute U¨bereinstimmung mit der Empfindungsgro¨ße Lautheit gefunden werden, da eine
Abha¨ngigkeit der Lautheitsempfindung vom Korrelationsfaktor beider Ohrsignale nicht
nachgewiesen werden konnte [Chouard 97].
Zusammenfassend kann mit den Geho¨rmodellen ein relativ genaues Abbild der stationa¨ren
Lautheitsempfindung geliefert werden. Sollen daru¨ber hinaus die zeitlichen Aspekte der
Signalverarbeitung beru¨cksichtigt werden, mu¨ssen die damit verbundenen Amplitudena¨n-
derungen nachtra¨glich korrigiert werden, oder es kann zu abweichenden Lautheitsberech-
nungen kommen. Auch wenn fu¨r einfache stationa¨re Signale die Berechnung binauraler
Lautheiten mo¨glich ist, bleibt die Berechnung der binauralen Lautheit und anderer bin-
auraler Empfindungsgro¨ßen ein Thema der aktuellen Forschung.
4.4 Geho¨rmodelle zur Bestimmung ra¨umlicher
Schallfeldkomponenten
Die binaurale Lautheit ist ein Beispiel fu¨r eine Empfindungsgro¨ße, die keine oder nur
geringe Abha¨ngigkeit vom Korrelationsgrad beider Ohrsignale aufweist. In den folgen-
den Abschnitten werden nun Empfindungsgro¨ßen betrachtet, die von diesem Parameter
maßgeblich beeinflußt werden. Insbesondere fu¨r die Beurteilung der Ra¨umlichkeitsemp-
findung von Schallfeldern in Sa¨len ist die Betrachtung dieser Abha¨ngigkeit unerla¨ßlich.
In Abschnitt 4.2.1 wurde gezeigt, wie vom Geho¨rsinn die richtungspra¨genden Schallfeld-
merkmale zur Lokalisation von Schallquellen genutzt werden. Konzepte zur Analyse dieser
richtungspra¨genden Schallfeldmerkmale wurden in Abschnitt 4.2.2 vorgestellt. Ausgehend
von Geho¨rmodellen zur Lokalisation von Schallquellen, in denen diese Konzepte zur An-
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wendung gelangen, werden im folgenden Mo¨glichkeiten aufgezeigt, wie diese Modelle zur
Analyse der Ra¨umlichkeitsempfindungen verwendet werden ko¨nnen.
Bei der Bestimmung der Schalleinfallsrichtung oder der Entstehung eines Ra¨umlich-
keitseindrucks eines Schallereignisses kann der Geho¨rsinn nur die Signale auswerten, die
ihm vom Antransportorgan zur Verfu¨gung gestellt werden. Daher ist offensichtlich, daß
sich ein Geho¨rmodell zur Bestimmung ra¨umlicher Schallfeldsensationen in den Stufen, die
das Außen-, Mittel- und Innenohr repra¨sentieren, nicht oder nur unwesentlich von einem
Geho¨rmodell zur Bestimmung der Lautheit unterscheiden darf. Daru¨ber hinaus sollte es
die in Abschnitt 4.2.2 vorgestellten Systeme zur Bestimmung richtungsabha¨ngiger Schall-
feldmerkmale enthalten.
Abb. 4.28: Binaurales Geho¨rmodell nach [Blauert 97], mit Außen-, Mittel und Innenohr sowie
weiteren neuronalen Verarbeitungsstufen. Aus Platzgru¨nden wurde die rechte Ha¨lfte
des Diagramms unvollsta¨ndig dargestellt.
Abbildung 4.28 zeigt schematisiert ein Geho¨rmodell zur Auswertung ra¨umlicher Schall-
feldmerkmale nach [Blauert 97]. Außen-, Mittel- und Innenohr weisen die gleichen Funk-
tionsgruppen auf wie das Geho¨rmodell zur Bestimmung der Lautheit (Abbildung 4.25,
Seite 124). Zeitliche Adaption und Nichtlinearita¨t wurden zu einer Funktionsgruppe zu-
sammengefaßt, da sie, wie im Fall des Nervenzellenmodells nach Meddis, algorithmisch
miteinander verknu¨pft sein ko¨nnen. An die zeitliche Adaption/Nichtlinearia¨t ist eine Stufe
zur Auswertung interauraler Latenzen gekoppelt. Fu¨r diese Stufe kann sowohl die inhi-
bierte gleitende interaurale Kreuzkorrelation nach [Lindemann 85](Abschnitt 4.2.2, Seite
116) als auch die interaurale Subtraktion nach [Breebaart et al. 98b] (Abschnitt 4.2.2,
Seite 118) Verwendung finden. Da in den nachfolgenden Verarbeitungsstufen je nach Si-
gnalart und Modellanforderungen eine Auswertung monauraler Signalmerkmale no¨tig sein
kann, ist fu¨r den Einsatz des Subtraktionsmodells eine parallele Weiterleitung der monau-
ralen Merkmale erforderlich, die das Modell der inhibierten gleitenden Kreuzkorrelation
beinhaltet. Die daru¨berliegende Stufe bestimmt dann aus der interauralen Differenz einer
Frequenzgruppe repra¨sentative Werte. Die letzte im Diagramm dargestellte Stufe fu¨hrt
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eine frequenzgruppenu¨bergreifende Auswertung der extrahierten interauralen Merkmale
oder auch der monauralen Merkmale durch. Diese letzten beiden Funktionsgruppen repra¨-
sentieren die Signalverarbeitung im Mittelhirn und im auditorischen Kortex. Fu¨r den Fall
der Lautheitsberechnung wurden diese beiden Stufen durch eine Summation zusammen-
gefaßt. Fu¨r eine Auswertung ra¨umlicher Information ist eine einfache Summation nicht
ausreichend. Es bedarf einer detaillierteren Signalanalyse, auf die im folgenden anhand
von Beispielsignalen na¨her eingegangen wird:
Abb. 4.29: Signaldarstellung in den verschiedenen Stufen des binauralen Geho¨rmodells. An-
regung durch weißes Rauschen (Dauer 2 s) in halliger Umgebung (breitbandige
Nachhallzeit ca. 1,6 s); Oben: Signalamplitude nach Bandpaßfilterung innerhalb
der Frequenzgruppe 15 (ERB-Skala ca. 900 Hz); mitte: Impulsrate nach Anwen-
dung des Nervenzellenmodells mittlerer spontaner Aktivita¨t nach [Meddis 86]; un-
ten: Position des Maximums der inhibierten gleitenden Kreuzkorrelationsfunktion
nach [Lindemann 85].
Abbildung 4.29 zeigt die Signalform nach den verschiedenen Verarbeitungsstufen einer
Frequenzgruppe des binauralen Geho¨rmodells. Als Stimulus wurde u¨ber einen Lautspre-
cher abgestrahles, gepulstes weißes Rauschen von 2 s Dauer verwendet. Die Aufnahme
wurde im Seminarraum des Institutes fu¨r elektrische Nachrichtentechnik der RWTH Aa-
chen mit dem Kunstkopf HMS II gemacht. Oben dargestellt ist die Signalamplitude nach
der Bandpaßfilterung mit einem Gammatonefilter bei 15 ERB. Das Signal setzt zu Beginn
sprunghaft ein und nimmt nach Ausschalten des Lautsprechers bis zum Hintergrundge-
ra¨usch hin exponentiell ab.
In der Mitte dargestellt ist die Impulsrate neuronaler Aktivita¨t nach Anwendung des
Nervenzellenmodells nach [Meddis 86]. Bemerkenswert ist die Amplitudenu¨berho¨hung bei
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Einsetzen des Stimulus aufgrund der dynamischen Anregung. Danach bleibt die Aktivita¨t
auf konstantem Niveau, sinkt nach Abschalten des Signals ab und nimmt schließlich den
Wert der spontanen Emissionsrate an.
In der unteren Darstellung ist die Position des Maximums der inhibierten gleitenden in-
terauralen Kreuzkorrelationsfunktion u¨ber der Zeit aufgetragen. Obwohl der Kunstkopf
auf die unbewegliche Schallquelle ausgerichtet war, kommt es aufgrund der U¨berlagerung
des Direktschalls durch Reflexionen in Verbindung mit der zeitlich limitierten Integrati-
onskonstante der gleitenden Kreuzkorrelationsfunktion zu Fluktuationen der Position des
Maximums. Im Mittel schwankt das Maximum der inhibierten gleitenden Kreuzkorrela-
tionsfunktion um die Nulllage. Abweichungen von der Nulllage sind bis hin zu 0,7 ms
erkennbar. Im Bereich des Einsetzens des Signals, wo die Nervenzellen sich im dynami-
schen Anregungszustand befinden, sind die Fluktuationen des Maximums gering, vergli-
chen mit den Fluktuationen im weiteren Signalverlauf. Nach Ausschalten des Signals tritt
im Bereich des Nachhalls keine wesentliche Vera¨nderung des Funktionsverlaufs auf. Be-
merkenswert ist lediglich, daß das Maximum der Kreuzkorrelationsfunktion fu¨r den Fall,
daß kein Signal anliegt, eine zufa¨llige Position annimmt.
Sowohl bei der Berechnung der inhibierten gleitenden Kreuzkorrelationsfunktion als auch
beim Subtraktionsmodell kommt es zur Verknu¨pfung von Pegel und Zeitdifferenzen. Die
Position des Extremwertes – Maximum der inhibierten gleitenden Kreuzkorrelationsfunk-
tion, Minimum der interauralen Subtraktion – wird daher in Form von Latenzen angege-
ben. Diese werden, wie in Abschnitt 4.2.2 eingefu¨hrt, im folgenden nicht na¨her spezifiziert
als interaurale Differenz bezeichnet.
Abb. 4.30: Verteilungsdichtefunktion der interauralen Differenzen fu¨r alle Frequenzgruppen in
ERB. Anregungssignal: weißes Rauschen in halliger Umgebung. Dunkle Stellen re-
pra¨sentieren hohe Werte.
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Zur Auswertung der interauralen Differenzen ist, wie oben bereits erwa¨hnt, eine statisti-
sche Betrachtung erforderlich. Anhand der Verteilungsdichtefunktion oder fu¨r den Fall der
numerischen Berechnung unendlich langer Signale anhand eines gleitenden Histogramms
kann eine statistische Auswertung der interauralen Differenzen vorgenommen werden. Die
Verteilungsdichten der interauralen Differenzen – berechnet mit Hilfe der inhibierten glei-
tendenden Kreuzkorrelationsfunktion – sind in Abbildung 4.30 in Form von Helligkeits-
verteilungen u¨ber den Frequenzgruppen aufgetragen. Um einen besseren Eindruck von
der Frequenzabha¨ngigkeit zu geben, wurde eine zweite Skala mit den Mittenfrequenzen
der 36 Frequenzgruppen am unteren Bildrand angelegt. Als Anregungssignal wurde das
Rauschsignal verwendet, das schon in Abbildung 4.29 zur Veranschaulichung der Signale
diente.
Es zeigt sich eine hohe Fluktuation der interauralen Differenzen fu¨r die untersten drei
Frequenzgruppen. Eine relativ scharfe Verteilung ergibt sich fu¨r die Signalanteile ab der
Frequenzgruppe 25. Innerhalb der Frequenzgruppen 6-12 sind die Fluktuationen geringer
als in den 10 daru¨ber liegenden Frequenzgruppen. Da der Raum in diesen Bereichen keine
besonderen Auffa¨lligkeiten bezu¨glich Nachhallzeit und Reflexionsverteilung aufweist, muß
der Ursprung dieser Vera¨nderung im nachfolgenden Geho¨rmodell liegen. Eine mo¨gliche
Ursache fu¨r diese Fluktuationszunahme ist im Verlust der Phaseninformation in diesen
Frequenzgruppen zu sehen. Da die Tra¨gheit des verwendeten Nervenzellenmodells die
Phaseninformation nur in den unteren Frequenzgruppen durchla¨ßt (phase locking), wird
in den ho¨heren Frequenzgruppen die Berechnung der interauralen Differenzen anhand der
Einhu¨llenden der Signale durchgefu¨hrt.
Ziel des Aufbaus eines Geho¨rmodells ist die Berechnung eines Einzahlparameters, der zu
einer Empfindungsgro¨ße in einem Propotionalita¨tsverha¨ltnis steht. Es ist also notwendig,
die Verteilungsdichtefunktionen durch geeignete Gro¨ßen zu parametrisieren. Die Momente
der Verteilungsdichtefunktion bieten hierfu¨r ein geeignetes Mittel. Da diese auch als Koef-
fizienten einer Potenzreihenentwicklung der Verteilungsdichtefunktion gewonnen werden
ko¨nnen, la¨ßt sich letztere aus einer hinreichenden Anzahl von Momenten rekonstruie-
ren [Lu¨ke 99]. Anhand der Momente kann also eine Bewertung zweier Verteilungsdich-
tefunktionen und damit der zugeho¨rigen Stimuli vorgenommen werden. Mit Likelihood-
Kriterium oder mit Hilfe eines optimalen Detektors kann ein Modell dann dahingehend
erweitert werden, daß Entscheidungen durch einen ku¨nstlichen Beobachter getroffen wer-
den.
Es bleibt nun die Frage, wieviele und welche Momente zur Beschreibung ra¨umlicher Emp-
findungen aus der Verteilungsdichtefunktion gewonnen werden mu¨ssen. Das erste Moment
der Verteilungsdichtefunktion repra¨sentiert den Mittelwert. Andererseits liefert das Ex-
tremum der interauralen Differenz die Laufzeit, die bei einer Schallquellenortung einem
Cone of Confusion zugeordnet werden kann (vergleiche Abschnitt 4.2.1, Seite 107). Nach
Ru¨cktransformation der Laufzeit in den entprechenden Winkel gibt der Mittelwert der
interauralen Verteilungsdichtefunktion somit die azimuthale Auslenkung der Schallquel-
le an. Soll ein Geho¨rmodell zur Ortung von Schallquellen aufgebaut werden, so muß im
folgenden noch die Elevation aus der interauralen Frequenzverteilung ermittelt werden
[Wolf 91], [Bodden 92], [Schoppmeier 96]. Mittels Vergleich der interauralen Pegeldiffe-
renzen mit zuvor abgelegten Werten kann so u¨ber eine Wahrscheinlichkeitsbetrachtung
der wahrscheinlichste Winkel fu¨r die Elevation ausgegeben werden.
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Abb. 4.31: Lokalisationsergebnis des binauralen Geho¨rmodells in reflexionsarmer Umgebung.
Als Stimulus wurden die Worte ”Guten Morgen“ eines ma¨nnlichen Sprechers verwen-
det. Die Abszisse entha¨lt die tatsa¨chliche Position der Schallquellen, die Ordinate
die vom Geho¨rmodell ermittelte Position; links: Azimuth, rechts: Elevation.
Die Detektionsleistung eines solchen Geho¨rmodells in reflexionsfreier Umgebung ist in
Abbildung 4.31 zusammengefaßt. Auf der Abszisse dargestellt ist die tatsa¨chliche Positi-
on der Schallquellen. Auf der Ordinate ist die vom Geho¨rmodell detektierte Position der
Schallquelle dargestellt. Als Stimulus wurden die Worte
”
Guten Morgen“ eines ma¨nnli-
chen Sprechers verwendet. Diese wurden mit einem Satz binauraler Impulsantworten des
Kunstkopfs HMS II gefaltet. Sie wurden unter verschiedenen Einfallswinkeln der oberen
Hemispha¨re gemessen, so daß 253 binaurale Testsignale entstanden. Links dargestellt ist
das Lokalisationsergebnis fu¨r die azimuthale Auslenkung. Es zeigt sich die fu¨r die Loka-
lisationsdiagramme typische Diagonalstruktur. Weiter ist die Lokalisationsleistung in der
Vorne-Richtung sehr gut. Sie nimmt mit Auslenkung des Schallereignisses hin ab. Dies
deckt sich mit dem Sachverhalt, daß auch die Lokalisationsunscha¨rfe fu¨r seitlich ausge-
lenkte Schallquellen gro¨ßer ist [Blauert 97]. Abbildung 4.31 rechts zeigt das Lokalisati-
onsergebnis fu¨r die Elevation. Auch hier ist die typische Diagonalstruktur erkennbar. Die
Lokalisationsleistung ist um die Horizontalebene besonders gut. U¨bereinstimmend mit der
menschlichen Lokalisationsleistung ist die Lokalisationsunscha¨rfe in den Oben-Richtungen
ho¨her. Zusa¨tzlich zur diagonalen Struktur ist eine Linie rechtwinklig zur Hauptdiagona-
le zu erkennen. Diese repra¨sentiert die Vorne-Hinten-Vertauschungen, wie sie auch bei
Lokalisationsho¨rversuchen auftreten. Die Anzahl der Lokalisationsergebnisse erscheint im
rechten Diagramm geringer als in der linken Darstellung. Der Grund hierfu¨r ist die Wahl
der Einfallswinkel. So kommt es durch Schallereignisse in parallel verlaufenden Sagit-
talebenen bei dieser Form der Darstellung zu zahlreichen u¨bereinander liegenden Schall-
Ho¨rereignis-Paaren. Der Punkt (0/0) stellt beispielsweise 35 Detektionsergebnisse dar. Der
Punkt (180/180) ist repra¨sentativ fu¨r 32 Detektionsergebnisse, wa¨hrend es zu 3 Hinten-
Vorne-Vertauschungen in der Horizontalebene kommt (Punkt 180/0).
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Abbildung 4.31 links zeigt deutlich, daß die azimuthale Schalleinfallsrichtung anhand des
ersten Momentes der Verteilungsdichtefunktion interauraler Differenzen bestimmt werden
kann. Wenn der Mittelwert die Position der Schallquelle in horizontaler Richtung repra¨-
sentiert, so ist anzunehmen, daß die Fluktuation der interauralen Differenz um diesen
Mittelwert mit der ra¨umlichen Ausdehnung einer Schallquelle in azimuthaler Richtung in
Verbindung steht. Mit dem zweiten Moment der Verteilungsdichtefunktion kann die Lei-
stung eines Signals berechnet werden. Die Differenz von Leistung und dem Quadrat des
Mittelwerts liefert ein Maß fu¨r die Wechselleistung des Signals und damit die Streuung der
Funktionswerte. Ihre Quadratwurzel ist die Standardabweichung. Sie repra¨sentiert somit
den Effektivwert des Wechselanteils eines Signals [Lu¨ke 99].
Daß die Fluktuationen binauraler Signale mit der ra¨umlichen Ausdehnung einer Schall-
quelle in Verbindung stehen, konnte mit einer Anordnung aus zwei Lautsprechern ge-
zeigt werden. Bei dieser Anordnung repra¨sentierte der eine Lautsprecher in Front eines
Kunstkopfs die Schallquelle, wa¨hrend u¨ber den zweiten Lautsprecher seitlich von der Ver-
suchsperson eine Wandreflexion eingespielt wurde [Griesinger 99]. Die Verrechnung von
interauralen Zeit- und Pegeldifferenzen als Ausgangsgro¨ße zu einem Raumeindrucksmaß
liefert gute Korrelationen zu Ho¨rversuchen mit einfachen Schallfeldern [Trautmann 86],
[Blau 02]. Inwieweit die aus einem vollsta¨ndigen Geho¨rmodell mit Frequenzgruppenfilter-
bank, zeitlicher Adaption und Nichtlinearita¨t gewonnenen Gro¨ßen die ra¨umliche Empfin-
dung widerspiegeln, ist an geeigneten Schallfeldern im folgenden zu untersuchen.
4.4.1 Ergebnisse
Ho¨rversuche zur qualitativen und quantitativen Beurteilung der Ra¨umlichkeitsempfin-
dung in Sa¨len waren und sind immer wieder Thema der aktuellen Forschung. Die Ho¨r-
versuche ko¨nnen differenziert werden in solche, die mit Hilfe von Vielkanalsystemen in
reflexionsarmen Ra¨umen an ku¨nstlichen Schallfeldern vorgenommen werden [Blauert 74],
[Reichardt & Lehmann 78], [Blau 02], und solche, die direkt in natu¨rlichen Schallfeldern
durchgefu¨hrt werden [Barron 88], [Beranek 96]. Letztere haben den Nachteil, daß die Ho¨r-
ereignisse, die miteinander verglichen werden, mitunter Wochen oder Monate auseinan-
der liegen oder die Gruppe der Probanden wechselt. Daru¨berhinaus sind die Schallfelder
nicht immer hinreichend genau bekannt. Erstere haben den Nachteil, daß die Schallfelder
zwar sehr genau determiniert und reproduziert werden ko¨nnen, der technische Aufwand
hierfu¨r auch heute noch nicht unerheblich ist. Weiter ko¨nnen diese Schallfelder unna-
tu¨rlich klingen und es ko¨nnten wesentliche Aspekte eines natu¨rlichen Raumschallfeldes
unberu¨cksichtigt bleiben. Einen Ausweg bieten beispielsweise die Untersuchungen von
[Siebrasse 73], [Bradley & Soulodre 95b] oder [Wilkens 75]. Diese Untersuchungen umge-
hen das Problem, indem sie binaurale Aufnahmen der Schallfelder nutzen, die dann einer
Probandengruppe im Labor dargeboten werden. In den ersten beiden Fa¨llen wurden dazu
Raumimpulsantworten gemessen, die nachtra¨glich mit einem
”
trockenen“16 Signal gefaltet
wurden. Im anderen Fall wurden Aufnahmen der Berliner Philharmoniker in verschiedenen
Konzertsa¨len gemacht.
16In reflexionsarmen Ra¨umen aufgezeichnete Musik- oder Sprachdarbietungen klingen aufgrund des feh-
lenden Halls im Vergleich zu allta¨glichen Aufzeichnungen stumpf und wenig fließend. Sie werden daher
auch als trockene Aufnahmen bezeichnet.
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Die Darbietung der Schallfelder in Laborumgebung hat den Vorteil, daß zahlreiche nicht-
akustische Einflu¨sse auf das Ho¨rversuchsergebnis ausgeschlossen werden ko¨nnen. Ein wei-
terer Aspekt ist der Ausschluß kognitiver Prozesse, die letztendlich bei der Klassifizierung
eines Ho¨rereignisses eine große Rolle spielen ko¨nnen und nur schwer abzuscha¨tzen sind.
Soll die Funktionsweise verschiedener Gruppen des Geho¨rsinns anhand von Ho¨rversuchen
untersucht werden, so ist es wichtig, bei der Konzeption von Ho¨rversuchen zu gewa¨hrlei-
sten, daß die unterschiedlichen Ho¨reindru¨cke gezielt durch die vera¨nderten Parameter in
den Stimuli hervorgerufen und nicht durch andere Effekte u¨berlagert werden. Wenn Ho¨r-
versuchspersonen durch bestimmte Stimuli an ein Ho¨rereignis erinnert werden, kann dies
dazu fu¨hren, daß das aus der Erinnerung stammende Ho¨rereignis und nicht das vorliegen-
de Schallereignis zur Beurteilung gelangt. Im Falle, daß die Erinnerung bei der Bewertung
des Schallereignis u¨berwiegt, kann nur noch schwer eine Aussage u¨ber eine relevante Emp-
findungsgro¨ße getroffen werden.
Synthetische Stimuli, wie zum Beispiel Rauschsignale oder Sinussignale, bieten den Vor-
teil, daß mit Ihnen kaum Assoziationen geweckt werden. Hier kann eine Beeinflussung
nahezu ausgeschlossen werden. Sollen dennoch Signale zur Aussendung gelangen, die In-
formationen tragen, so ko¨nnen Ho¨rversuche, bei denen ein Referenzschall im Wechsel mit
den Stimuli angeboten wird, eine solche Beurteilung aus dem Geda¨chtnis erschweren.
Die Ho¨rversuche wurden mit 10-15 Personen im Alter von 23-45 Jahren durchgefu¨hrt. Eini-
ge der Testpersonen hatten Erfahrung im Abho¨ren binauraler Aufnahmen. Beim Abho¨ren
binauraler Aufnahmen kommt es bei den meisten Personen zu Lerneffekten, welche die Lo-
kalisationsleistung der Personen bei Aufnahmen mit bestimmten Kunstko¨pfen verbessert.
Hierbei gewo¨hnen sich die Probanden an die Verzerrungen der einzelnen Kunstko¨pfe. Man
kann diese Gewo¨hnung mit der Mo¨glichkeit des Gehirns vergleichen, visuelle Eindru¨cke,
die mit einer Spezialbrille gespiegelt dargestellt werden, nach einer Gewo¨hnungsphase
wieder richtig darzustellen.
Vor jedem Ho¨rversuch wurden die Personen u¨ber die Bedeutung der ra¨umlichen Fakto-
ren ASW und LEV aufgekla¨rt. Hierbei wurden den Probanden zuna¨chst die entstehenden
Klangeindru¨cke beschrieben. Fu¨r den Klangeindruck der scheinbaren Schallquellenbreite
wurden die Probanden angewiesen, alle Schallanteile zusammenzufassen, die direkt der
Schallquelle zugeordnet werden ko¨nnen, und die daraus resultierende Breite der Schall-
quelle zu bemessen. Fu¨r den Klangeindruck des Eingehu¨lltseins wurden die Testpersonen
angewiesen, zu beurteilen, ob sie sich in einem mit Schall erfu¨llten Raum befa¨nden oder
ob sie das Schallereignis eher distanziert durch ein Fenster wahrna¨hmen. Bei allen Ho¨r-
versuchen wurden die Ho¨rversuchspersonen angewiesen, sich eine normale Abho¨rsituation
in einem Saal vorzustellen.
Fu¨r eine geho¨rgerechte Wiedergabe wurden zwei verschiedene Systeme ausgewa¨hlt. Zum
einen wurden die Signale in einem reflexionsarmen Raum unter Verwendung einer U¨ber-
sprechkompensation u¨ber Lautsprecher wiedergegeben, zum anderen wurde eine Kopf-
ho¨rerdarbietung mit entzerrten Kopfho¨rern vorgenommen. Um sto¨rende Spitzen bei der
Entzerrung zu vermeiden, wurden die gemessenen U¨bertragungsfunktionen mit einer glei-
tenden Terzmittlung gegla¨ttet17. Bei der verwendeten U¨bersprechkompensation handelt es
sich um ein iteratives System mit 5 Kompensationsschritten. Eine genauere Beschreibung
17Die Vorzu¨ge dieser Gla¨ttungsmethode wurden schon in Kapitel 3 dieser Arbeit diskutiert. Insbesondere
bei der Verwendung einer U¨bersprechkompensation sollten tiefe Einbru¨che in den U¨bertragungsfunk-
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der Funktionsweise und Algorithmen sowie eine Abscha¨tzung der Reproduktionsgenauig-
keit kann der Literatur entnommen werden [Urbach 91], [Urbach et al. 92], [Schmitz 94].
Die Entzerrung und U¨bersprechkompensation konnten auf einem DSP-System, welches in
Zusammenarbeit mit dem Institut fu¨r Technische Akustik der RWTH Aachen entwickelt
wurde, in Echtzeit vorgenommen werden [Sapp & Kleber 00].
In Vorbereitung auf die eigentlichen Ho¨rversuche wurden mit den Probanden Lokalisa-
tionsho¨rversuche durchgefu¨hrt, anhand derer die korrekte Funktion der U¨bersprechkom-
pensation und des Equalizers u¨berpru¨ft wurde. Die Lokalisationsho¨rversuche wurden mit
weißem Rauschen fu¨r alle verwendeten Kunstko¨pfe mit beiden Wiedergabesystemen in der
Horizontalebene vorgenommen. In Abbildung 4.32 sind die Ergebnisse der Lokalisations-
untersuchungen zusammengefaßt. Die verwendete Darstellung ist analog zur Darstellung
in Abbildung 3.11. Die linke Spalte beinhaltet die gleiche Information wie die in Abbil-
dung 3.11. Die Abweichungen ergeben sich lediglich durch Unterschiede in der Ho¨rleistung
der verschiedenen Probandengruppen.
Der Focus soll bei diesem Ho¨rversuch nicht auf die verschiedenen Kunstko¨pfe als Aufnah-
mesystem, sondern vielmehr auf den Vergleich der verschiedenen Wiedergabesysteme –
Kopfho¨rer oder U¨bersprechkompensation mit Lautsprechern – gelegt werden. Abbildung
4.32 zeigt im Mittel vergleichbare Lokalisationsergebnisse der Ho¨rversuchspersonen fu¨r
alle Kunstko¨pfe. Abha¨ngig von den verschiedenen Aufnahmesystemen ist auch bei diesem
Ho¨rversuch eine unterschiedliche Zahl von Vorne-Hinten-Vertauschungen zu verzeichnen
(vergl. Abschnitt 3.2.2). Beim Prototypen-Kunstkopf des Institutes fu¨r Technische Akustik
der RWTH Aachen ist eine geringfu¨gig bessere Lokalisierbarkeit fu¨r die Abho¨rsituation
mit U¨bersprechkompensation festzustellen. Andere Untersuchungen sehen diesen Vorteil
hingegen nicht [Minnaar et al. 01]. Vielmehr wird hier eine unnatu¨rlichere Klangfarbe von
Aufnahmen mit diesem Kunstkopf angegeben.
ASW-Ho¨rversuche
Im Ho¨rversuch zur Bestimmung der scheinbaren Schallquellenbreite (ASW) bestand die
Aufgabe der Probanden darin, die linke und die rechte Begrenzung der Schallquellen in
der Horizontalebene zu determinieren. Diese Gro¨ße wurde gema¨ß der Definition in der
Einleitung direkt der Schallquelle zugeordnet.
Abbildung 4.33 zeigt mo¨gliche Versuchsaufbauten zur Bestimmung der scheinbaren Schall-
quellenbreite mittels eines Zeigerkonzepts. Aufgabe der Versuchspersonen ist es, die Gren-
zen der zu beurteilenden Schallquelle wa¨hrend des Ho¨rversuches mit den verschiedenen
Zeigern zu markieren. Der Versuchsaufbau, der im linken Bild skizziert ist, zeigt das bei
[Keet 68] vorgestellte Meßkonzept. Bei diesem Meßkonzept wird ein optischer Zeiger zur
Eingrenzung der Schallquelle verwendet. Der Einfallswinkel der Schallquelle kann dann
auf einem akustisch durchla¨ssigen Schirm mit einer Winkeleinteilung, hinter welchen sich
die Lautsprecher fu¨r die Wiedergabe befinden, abgelesen werden. Keet verwendete fu¨r
tionen vermieden werden, da diese bei der anschließenden Berechnung der Entzerrfilter durch die
verwendete Division zu starken U¨berho¨hungen in den Frequenzga¨ngen der Filter fu¨hren. Diese ma-
chen sich dann durch ein Nachklingeln des Signales bemerkbar und vermitteln einen unnatu¨rlichen
Klangeindruck [Urbach 91].
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Abb. 4.32: Lokalisationsergebnis fu¨r CTC- und Kopfho¨rerwiedergabe in der Horizontalebene.
Links: CTC, rechts: Kopfho¨rer; Kreisdurchmesser entsprechen Prozentzahlen.
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seine Untersuchungen neben dem Lichtzeiger eine stereophone Wiedergabe, die die ra¨um-
liche Ausdehnung des Ho¨rereignisses nahezu auf die Basis zwischen den Lautprecherboxen
beschra¨nkt.
Abb. 4.33: Versuchskonzepte zur Bestimmung der scheinbaren Schallquellenbreite in reflexions-
armer Umgebung. Links: Vermessung der Schallquellen mittels Lichtzeiger; Mitte:
Vermessung der Schallquelle unter Zuhilfenahme eines beweglichen Zeigerlautspre-
chers; rechts: Aufbau mit virtuellem akustischen Zeiger, erzeugt durch ein Rich-
tungsmischpult.
Da die Wechselwirkung von visueller und auditiver Wahrnehmung nicht zu vernachla¨ssigen
ist [Lewald & Ehrenstein 98] und somit eine mo¨gliche Fehlerquelle in den Ho¨rversuchen
darstellt, wurde nach einem neuen Versuchskonzept gesucht, das es ermo¨glicht, die schein-
bare Schallquellenbreite ohne den Gebrauch eines zweiten Sinnes zu bestimmen. Das Kon-
zept mit einem beweglichen Lautsprecher (Abbildung 4.33 Mitte) hat den Nachteil, daß
der bewegliche Lautsprecher das zu beurteilende Schallfeld sto¨rt. Dies kann insbesondere
im Fall einer Darbietung mittels U¨bersprechkompensation zum vollsta¨ndigen Zusammen-
bruch der Ra¨umlichkeit der Wiedergabe oder zum Wandern der Testschallquelle fu¨hren.
Fu¨r die folgende Untersuchung wurde daher der Aufbau mit einem beweglichen Laut-
sprecher dahingehend modifiziert, daß der bewegliche Lautsprecher durch einen virtuellen
akustischen Zeiger ersetzt wurde. Zur Erzeugung eines virtuellen Zeigers wurden einem
Signal mit Hilfe eines Richtungsmischpults, durch Faltung mit den jeweiligen Außenohr-
u¨bertragungsfunktionen, eine akustische Richtung aufgepra¨gt [Sapp & Mu¨ller 96]. Diese
Faltung muß in Echtzeit erfolgen, und die Außenohru¨bertragungsfunktionen mu¨ssen dar-
u¨ber hinaus noch in Echtzeit gewechselt werden ko¨nnen. In Verbindung mit einem ra¨um-
lichen Wiedergabesystem kann dann von der Versuchsperson u¨ber eine Steuereinheit eine
virtuelle Schallquelle frei in der Horizontalebene bewegt werden.
Ein wesentlicher Vorteil dieser Ho¨rversuchsanordnung besteht darin, daß eine Fehlfunktion
des Wiedergabesystems fu¨r die ra¨umliche Schallfeldwiedergabe (CTC/Equalizer) zu Be-
eintra¨chtigungen sowohl des Schallereignisses der zu beurteilenden Schallquelle als auch
des virtuellen akustischen Zeigers kommt: Da eine Fehlfunktion im Falle der U¨bersprech-
kompensation durch unkontrollierte Kopfbewegung leicht zustande kommen kann, ist eine
Kontrolle des Systems durch die Versuchspersonen wichtig. Die Fehlfunktion der U¨ber-
sprechkompensation fu¨hrt nun zu einer falschen Richtungsabbildung des ansonsten sehr
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gut ortbaren virtuellen akustischen Zeigers und kann daher leicht von den Versuchsper-
sonen bemerkt werden. Sto¨rungen des Wiedergabesystems, die auf das zu beurteilende
Schallfeld wirken, wirken in gleicher Weise auf den akustischen Zeiger und ko¨nnen sich so
teilweise kompensieren.
Ein weiterer Vorteil dieser Methode liegt in der direkten Transferierbarkeit des gesamten
Systems von U¨bersprechkompensations- auf Kopfho¨rerdarbietung. Hierzu mu¨ssen ledig-
lich die U¨bersprechkompensationsfilter im Signalprozessorsystem durch die Kopfho¨rerent-
zerrfilter ersetzt bzw. einzelne (Kreuz-)Zweige im Signalfluß durch Nullsetzen der Filter
unterdru¨ckt werden. Durch diesen Filtertausch kann das komplette System mitsamt des
virtuellen akustischen Zeigers von U¨bersprechkompensation in reflexionsarmer Umgebung
auf Kopfho¨rerdarbietung in normalen leisen Versuchsra¨umen portiert werden.
Die Wahl eines Versuchskonzepts mit einem akustischen Zeiger fu¨hrt direkt zur Frage nach
der Gestaltung des akustischen Zeigers, der in gleicher Weise wirken soll wie ein optischer
Zeiger. Seit Einfu¨hrung der Uhren oder noch fru¨her existiert in den Menschen eine Vorstel-
lung von einem optischen Zeiger. Es ist ein pfeila¨hnlicher Stab mit einer hervorgehobenen
Spitze, mit dessen Hilfe wir in der Lage sind, Dinge exakt zu lokalisieren.
Doch wie soll das akustische Analogon eines optischen Zeigers aussehen?
Analog zur Spitze, mit der Dinge exakt angezeigt werden ko¨nnen, sollte die Lokalisations-
unscha¨rfe des akustischen Zeigers so klein wie mo¨glich sein. Fu¨r diesen Zweck eignet sich ei-
ne Folge von Klickgera¨uschen, Rauschsignalen oder sogar Sprache am besten [Blauert 97].
Ein Klicksignal birgt die Gefahr, daß es bei Anwesenheit einer weiteren Schallquelle leicht
u¨berho¨rt werden kann. Sprache wiederum hat das Problem, daß sie leicht ein eventuell zu
beurteilendes Sprachsignal beeinflussen kann und damit das Ergebnis verfa¨lscht. Im er-
sten Test wurde daher ein gepulstes Breitband-Rauschsignal mit einer La¨nge von 500 ms
gefolgt von 500 ms Pause gewa¨hlt. Die Flanken der Rauschpulse wurden leicht abgeflacht,
um ein allzu abruptes Einsetzen des Signals zu unterbinden. Das Signal eines Zeigers war
wa¨hrend des ganzen Versuches ho¨rbar. Es konnte von der Versuchsperson lediglich zwi-
schen zwei Zeigern hin und her gewechselt werden, mit denen dann die linke bzw. rechte
Kante des Signals markiert werden sollte. Da im Verlauf des Versuchs neben Sprach- und
Musiksignalen auch Rauschsignale beurteilt werden sollten, bestand die Gefahr der Ver-
wechselung von Stiumulus und Zeiger. Aus diesem Grund wurde bei weiteren Versuchen
auf ein Klicksignal als Zeigersignal gewechselt, mit dem der Zeiger tendenziell noch besser
ortbar war als mit dem Rauschsignal.
Um dem Zeigersignal Richtungsinformation aufzupra¨gen, wurden Außenohrstoßantwor-
ten des Kunstkopfprototyps des Instituts fu¨r Technische Akustik18 in der Horizontalebene
in 2 Grad Schritten vermessen, die dann in Echtzeit in das Zeigersignal gefaltet werden
konnten. Eine mo¨gliche Steuerung des Zeigers in vertikaler Richtung wurde nicht im-
plementiert, da die Ho¨rversuchspersonen in einer normalen Ho¨rsituation die Schallquelle
anschauen und die Schallquelle sich somit in der Horizontalebene befindet.
18Die Ortungsgenauigkeit des akustischen Zeigers ha¨tte sich noch durch Zuhilfenahme der Außenohru¨ber-
tragungsfunktionen der jeweiligen Ho¨rversuchspersonen steigern lassen ko¨nnen [Minnaar et al. 01].
Dies ha¨tte jedoch den Rahmen der Untersuchung gesprengt, zumal auch fu¨r die Messung der Raumim-
pulsantworten keine Ohrmikrophone verwendet wurden. Statt dessen wurden die HRTF’s des Kunst-
kopf gemessen, mit dem die besten Lokalisationsresultate erzielt wurden (vergleiche Abbildung 4.32).
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Abb. 4.34: Lokalisationsho¨rversuchsergebnis fu¨r bewegliche Schallquelle (virtueller akustischer
Zeiger) bei Kopfho¨rerwiedergabe. Als Signal wurde gepulstes (500 ms) weißes Rau-
schen verwendet.
Abbildung 4.34 zeigt das Lokalisationsergebnis fu¨r den beweglichen Zeiger. Da sich die
Laufzeitunterschiede zwischen den Signalen des rechten und linkes Ohres durch Bewegung
einer Schallquelle oder durch Peil-/Drehbewegung des Kopfes leicht variieren lassen, kann
aufgrund einer Auswertung dieser Varianzen eine Vorne-Hinten-Unterscheidung getroffen
werden. Das Lokalisationsergebnis wird dadurch nochmals entscheidend verbessert und es
treten quasi keine Vorne-Hinten-Vertauschungen mehr auf.
In einem Vorversuch, in dem ein Rauschzeigersignal mit zwei weiteren Zeigern vermessen
wurde, konnte die Lokalisationsunscha¨rfe des virtuellen akustischen Zeigers auf weniger
als 4◦ bestimmt werden. Diese Unscha¨rfe scheint im Vergleich zu einem optischen Zeiger,
dessen Lage mitunter auf weniger als 1◦ genau bestimmt werden kann, als groß, doch liegt
die Lokalisationsunscha¨rfe beim menschlichen Geho¨rsinn fu¨r breitbandige Rauschsignale
in der Vorne-Richtung mit 3,2◦ in der gleichen Gro¨ßenordnung [Blauert 74]. Zudem war die
Stellmo¨glichkeit der Zeiger aufgrund der gemessenen Außenohru¨bertragungsfunktionen in
2◦-Schritten quantisiert.
Als Stimulus kamen verschiedene Signale fu¨r den Ho¨rversuch zum Einsatz. Beim ersten,
der Overtu¨re zu
”
Ruslan und Lyudmila“ von Glynka, handelt es sich um eine nahezu
nachhallfreie Aufnahme von der Denon CD
”
Music for Archimedes; Anechoic orchestral
music recording“. Das zweite Testsignal ist eine nachhallfreie Aufnahme eines ma¨nnlichen
Sprechers von der Westra CD
”
Digital Audiometer No. 2“. Von den dort aufgenommenen
Marburger Satztests wurden 3 Sa¨tze ausgewa¨hlt. Weiter kamen unterschiedliche Rausch-
signale zum Einsatz. Zur Erzeugung eines binauralen Rauschsignals wurde weißes Rau-
schen mit einer binauralen Raumimpulsantwort gefaltet. Um den Einfluß von Ein- und
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Ausschalten zu unterdru¨cken, wurde das so erhaltene Signal zyklisch gefadet, so daß das
Rauschsignal ununterbrochen abgespielt werden konnte. Erste Vortests ergaben jedoch,
daß die Schallquelle eines so erzeugten Signals nicht ortbar war. Anstelle des durchga¨ngi-
gen Rauschsignals wurden daher Rauschpulse von 0,25 s, 0,5 s, 1 s und 2 s La¨nge gefolgt
von gleichlangen Pausen erzeugt und mit den Raumimpulsantworten gefaltet.
Weiter sollte die Frequenzabha¨ngigkeit der scheinbaren Schallquellenbreite vom Stimu-
lussignal gezielt untersucht werden. Dies geschah durch 2-Sekunden-Rauschpulse, die
mit Hochpa¨ssen mit Grenzfrequenzen von 30 Hz, 100 Hz, 250 Hz, 500 Hz, 1000 Hz und
5000 Hz gefiltert wurden.
Der 10%-Perzentilwert des Schalldruckpegels der breitbandigen Rauschsignale wurde wa¨h-
rend des Tests auf 70 dB gesetzt. Um den Einfluß des Pegels auf die ra¨umlichen Schall-
feldmerkmale zu untersuchen, wurden die 2-Sekunden-Rauschpulse zusa¨tzlich mit einem
10%-Perzentilwert von 60 dB und 80 dB dargeboten. Der Pegel der anderen Signale wurde
so korrigiert, daß sich subjektiv der gleiche Lautheitseindruck fu¨r alle Signale bezogen auf
das 70-dB-Rauschsignal einstellte.
Vorrangiges Ziel bei der Aufnahme der Schallfelder war es, eine mo¨glichst geho¨rgerechte
Schallfeldaufzeichnung im Bezug auf die ra¨umlichen Schallfeldkomponenten zu erreichen.
Dazu wurden binaurale Aufnahmen von Stoßantworten eines Raumes mit Kunstko¨pfen
erstellt, welche nachtra¨glich mit den oben angefu¨hrten Signalen gefaltet wurden. Die Auf-
nahmen der Impulsantworten entsprachen denen aus Abschnitt 3.2.1. Als Datenbasis fu¨r
die Ho¨rversuche wurden die Raumimpulsantworten mit allen drei Kunstko¨pfen aufge-
nommen, um den Einfluß verschiedener Kunstko¨pfe auf die ra¨umliche Abbildung mittels
Ho¨rversuch bewerten zu lassen. Die verwendeten Empfangspositionen unterschieden sich
nicht von denen in Abschnitt 3.2.1. Als Sender wurde ein Koaxial- Lautsprecher der Firma
Tannoy (System 800) verwendet, der im Vergleich zu einem menschlichen Sprecher eine
leicht gro¨ßere Richtwirkung aufweist. Der Sender wurde in einem Abstand von 3 m zur
Frontwand an der typischen Sprecherposition im Raum installiert. Die Ho¨he des Senders
u¨ber dem Boden betrug ca. 1,7 m. Die Nachhallzeit des Raumes betrug im unbesetzten
Zustand breitbandig gemessen ca. 1,6 s. In diesem Zustand wurden auch die Raumimpul-
santworten aufgezeichnet.
Abbildung 4.35 zeigt das Ergebnis der von den Ho¨rversuchspersonen bestimmten Schall-
quellengrenzen in Abha¨ngigkeit von der Meßposition und den verschiedenen Kunstko¨pfen
als Aufzeichnungssystem. Die Ergebnisse fu¨r die beiden Wiedergabesysteme wurden ge-
trennt ausgewertet. Auf der Ordinate wurden die Sitzpositionen im Raum als Funktion
der Sitzreihe korrespondierend zum Sender-Empfa¨nger-Abstand aufgetragen. Die Abszisse
zeigt die gemittelten Ergebnisse fu¨r alle Probanden. Eingetragen wurden die Mittelwerte
und die Standardabweichung in Form von Fehlerbalken.
Die Ergebnisse fu¨r die U¨bersprechkompensationswiedergabe weisen keine signifikanten
Abweichungen (Signifikanzniveau 95%) zu den Ergebnissen bei Kopfho¨rerdarbietung auf.
Dennoch bewerten die Versuchspersonen die einzelnen Sitzpositionen bezu¨glich der schein-
baren Schallquellenbreite bei der Darbietung mit U¨bersprechkompensation differenzierter
als bei der Darbietung u¨ber Kopfho¨rer. Im Falle der CTC-Wiedergabe wird eine signi-
fikante Verbreiterung der Schallquelle an der Sitzpositon in Sitzreihe 5 durch die Ver-
suchspersonen wahrgenommen. Bei der Kopfho¨rerdarbietung werden die verschiedenen
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Abb. 4.35: Scheinbare Schallquellenbreite fu¨r verschiedene Empfa¨ngerpositionen (Sitzreihen
2,5,8 ⇔ 2,6,10 m Sender-Empfa¨ngerabstand) des Seminarraumes des Institutes
fu¨r Elektrische Nachrichtentechnik. Testsignale: Gepulstes weißes Rauschen; Schall-
quelle: Koaxiallautsprecher. Links: Schalleinfallswinkel fu¨r Wiedergabe mit U¨ber-
sprechkompensation; rechts: Schalleinfallswinkel fu¨r Kopfho¨rerwiedergabe. Durch-
gezogen: Kunstkopf Ita-Prototyp; gestrichelt: Kunstkopf HMS II; strichpunktiert:
Kunstkopf HMS I.
Sitzpositionen durch die Ho¨rversuchspersonen anna¨hernd gleich beurteilt. Hier scheint
tendenziell eine Unterscheidung durch die verschiedenen Aufnahmesysteme mo¨glich.
Ein Vergleich der ermittelten Schallquellenbreiten fu¨r die verschiedenen Kunstko¨pfe weist
keine signifikanten Unterschiede auf. Lediglich an einer Meßposition weicht die Aufnahme
eines Kunstkopfes (HMS I) in einer Richtung von den Ergebnissen der anderen Kunstko¨pfe
signifikant ab. Die große Standardabweichung fu¨r diese Aufnahme – verglichen mit den
anderen Versuchsergebnissen – legt die Vermutung nahe, daß ein ungewohntes akustisches
Ereignis wie eine ungewohnt starke Reflexion die Probanden in ihrem Urteil beeinflußt
hat.
Abbildung 4.36 zeigt den Einfluß des Sendesignals auf die scheinbare Schallquellenbrei-
te. Im ersten Fall (links) wurde der Schalldruckpegel des Signals vera¨ndert. Im zweiten
Fall kamen verschiedene Signale zur Aussendung. Da die verschiedenen Kunstko¨pfe als
Aufnahmesysteme keinen signifikanten Einfluß auf die Schallquellenbreite haben, wurden
die Ergebnisse aller Kunstko¨pfe gemittelt. Schwarz dargestellt sind die Ergebnisse der
CTC-Wiedergabe, grau dargestellt die Ergebnisse fu¨r die Kopfho¨rerwiedergabe. Da auch
bei den Wiedergabesystemen keine signifikanten Unterschiede in den Versuchsergebnis-
sen festgestellt werden konnten, wurden die Ergebnisse der folgenden Untersuchungen
zusammengefaßt, was die statistische Sicherheit der Ergebnisse erho¨ht.
Fu¨r ein breitbandiges Rauschsignal konnte eine Abha¨ngigkeit der scheinbaren Schall-
quellenbreite vom Schalldruckpegel beobachtet werden. Die scheinbare Ausdehnung einer
Schallquelle wird mit zunehmendem Schalldruckpegel signifikant gro¨ßer. Fu¨r ein breitban-
diges Rauschsignal betra¨gt die A¨nderung der scheinbaren Schallquellenbreite in Abha¨ngig-
keit vom Schalldruckpegel 2◦/dB [Becker & Sapp 01]. A¨hnliche Werte (1,6◦/dB) konnten
mit einer stereophonen Anordnung unter Zuhilfenahme eines Lichtzeigers auch fu¨r andere
Signalarten gemessen werden [Keet 68], [Keet 69].
Bezu¨glich der Schallquellenbreite muß eine Unterscheidung zwischen dem Musiksignal ei-
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Abb. 4.36: Scheinbare Schallquellenbreite in Abha¨ngigkeit vom Schalldruckpegel und Signal-
form gemittelt fu¨r drei verschiedene Kunstkopfaufnahmesysteme an gleicher Meßpo-
sition. Links: Schalleinfallswinkel fu¨r verschiedene Schalldruckpegel; rechts: Schall-
einfallswinkel fu¨r verschiedene Testsignale. Schwarz: Ergebnis fu¨r Kopfho¨rerdarbie-
tung; grau: Ergebnis fu¨r Darbietung mittels U¨bersprechkompensation.
nerseits und dem Sprach- und Rauschsignal andererseits getroffen werden. Das verwendete
Musiksignal la¨ßt die Schallquelle breiter erscheinen. Daß die spektrale oder temporale Zu-
sammensetzung des Musiksignals die Ursache fu¨r die Schallquellenverbreiterung ist, liegt
im Bereich des Mo¨glichen, scheint aber unwahrscheinlich, da es – verglichen mit den beiden
anderen Signalen – sowohl von der spektralen als auch von der zeitlichen Verteilung eine
mittlere Verteilung aufweist. Ein Grund fu¨r die Beurteilung kann eventuell darin gesehen
werden, daß die Versuchspersonen nicht die relativ begrenzte Schallquelle eines Lautspre-
chers beurteilen, sondern die in ihrer Erinnerung gespeicherte ausgedehnte Schallquelle
eines spielenden Orchesters.
Da die bewerteten Schallquellen alle relativ a¨hnlich in ihrer Ausdehnung sind, was auf die
Tatsache zuru¨ckzufu¨hren ist, daß sie in ein und demselben Raum gemessen wurden, soll
im folgenden ein weiterer Versuch angefu¨hrt werden, bei dem auch Schallquellen mit stark
unterschiedlicher Ausdehnung beurteilt werden. Ein zur scheinbaren Schallquellenbreite
negativ korrelierender raumakustischer Parameter ist z.B. der IACC. Kann also der IACC
eines abgespielten Signals gezielt variiert werden, so mu¨ßte dies eine Vera¨nderung der
scheinbaren Schallquellenbreite zur Folge haben. Soll ein Signal eine mo¨glichst geringe
Ausdehnung haben, muß der IACC maximal werden. Dies ist fu¨r den Fall einer diotischen
Darbietung des Signals mo¨glich. Da in diesem Fall an beide Ohren das gleiche Signal
gelangt, muß entsprechend der Definition des IACC [ISO 3382], [Damaske & Ando 72],
[Morimoto & Iida 95] IACCdiotisch = 1, 0 gelten.
Eine Methode, die Signale an beiden Ohren zu dekorrelieren, besteht darin, ihr Betrags-
spektrum durch Filter unterschiedlich zu modifizieren. Dabei sollte das urspru¨ngliche
Klangspektrum jedoch nicht allzu stark bzw. bestenfalls nicht ho¨rbar vera¨ndert werden.
Eine Mo¨glichkeit, aus einem Monosignal ein Pseudostereosignal zu erzeugen, kann durch
Filterung des einen Signals mit einem logarithmischen Kammfilter geschehen, wa¨hrend
das andere Signal mit einem Kammfilter, bei dem die Nullstellen auf einer logarithmier-
ten, umskalierten Frequenzachse um pi/2 verschoben sind, gefiltert wird [Gerzon 92]. So
erha¨lt man die maximale Dekorrelation der beiden Signale. Wird anstelle der festen Null-
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stellenverschiebung eine variable Nullstellenverschiebung α eingefu¨hrt, so erha¨lt man fu¨r
die U¨bertragungsfunktionen der beiden Filter:
Hl(f) = cos (c · log(2pif))
Hr(f) = cos (c · log(2pif) + α).
Durch die so erzeugten Filter kann je nach Nullstellenverschiebung ein Korrelationsgrad
von 1 bis 0,10 (α = 0 bis α = pi, mit c = 100) eingestellt werden. Fu¨r das 2-Sekunden-
Rauschpulssignal konnte so ein Satz von Ho¨rversuchsdaten mit einer monauralen Raum-
impulsantwort aus dem Seminarraum des Institutes fu¨r Elektrische Nachrichtentechnik
erzeugt werden. Die folgende Abbildung zeigt links den Einfluß des Parameters α auf die
scheinbare Schallquellenbreite.
Abb. 4.37: Links: Schalleinfallswinkel der synthetisch verbreiterten Schallquelle (2-Sekunden-
Rauschsignale) in Abha¨ngigkeit von der Nullstellenverschiebung α; Mittelwerte und
Standardabweichung. Rechts: Schallquellenbreite aus Ho¨rversuchsdaten (summiert)
mit Berechnungsergebnissen aus Geho¨rmodellen. Strichpunktiert: Berechnung mit-
tels inhibierter gleitender KKF; gestrichelt: Berechnung der interauralen Differenzen
mit Subtraktionsmodell.
Erwartungsgema¨ß nimmt die Schallquellenbreite mit steigender Nullstellenverschiebung
zu. Fu¨r den Fall, daß keine Nullstellenverschiebung vorliegt – den Probanden also ein
Monosignal dargeboten wird – wird eine sehr schmale Schallquelle geortet. Die Breite
der Rauschschallquelle liegt mit 13◦ nur wenig oberhalb der Lokalisationsunscha¨rfe fu¨r
die Vorne-Richtung. Sie erreicht bei α · 180/pi = 75◦ eine maximale Breite von ca. 80◦
Schalleinfallswinkel und kann auch durch eine weitere Erho¨hung der Nullstellenverschie-
bung nicht verbreitert werden. Vielmehr berichteten die Probanden, daß das Ho¨rereignis
in zwei Schallquellen zu zerfallen droht.
Da dieser Datensatz eine große Variabilita¨t der erzeugten Schallquellenbreiten zeigt, kann
eine U¨berpru¨fung des Geho¨rmodells anhand der Versuchsdaten vorgenommen werden. Mit
dem Geho¨rmodell werden die Fluktuationen der interauralen Differenzen ausgewertet. Die
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Werte wurden mit Gammatone-Filtern in Abstand von einem ERB ermittelt. Die Berech-
nung der zeitlichen Adaption erfolgt mit dem Nervenzellenmodell mittlerer spontaner
Aktivita¨t. Die Standardabweichungen der Fluktuationen aller Frequenzgruppen wurden,
da keine Wichtungsfunktion fu¨r die Auswertung ra¨umlicher Schallfeldinformationen exi-
stiert, ungewichtet gemittelt. Abbildung 4.37 rechts zeigt daher die Summe der ermittelten
Einfallswinkel, also die Schallquellenbreite. Die Standardabweichung der Fluktuationen er-
mittelt mit der inhibierten gleitenden Kreuzkorrelation, wurde gestrichelt, die mit dem
Subtraktionsmodell berechneten Werte wurden strich-punktiert eingezeichnet. Die Nor-
mierung erfolgte so, daß die berechneten Werte optimal an die Ho¨rversuchsdaten ange-
paßt wurden. Repra¨sentiert die Standardabweichung der Fluktuationen die empfundene
Schallquellenbreite, so darf lediglich eine Anpassung der berechneten Ergebnisse um einen
konstanten Faktor erfolgen, was im Diagramm einer vertikalen Verschiebung der Berech-
nungsergebnisse entspricht. Da mit der Standardabweichung eine willku¨rliche Gro¨ße zur
Beschreibung der Fluktuationen gewa¨hlt wurde, diese aber keinen physiologischen Bezug
zu einer Raumrichtung oder der Schallquellenbreite hat, ist diese Form der Normierung
erlaubt.
Der Verlauf der berechneten Werte entspricht fu¨r beide Geho¨rmodelle dem der
Ho¨rversuchsergebnisse. Im Bereich mittlerer Nullstellenverschiebung werden die Schall-
quellenbreiten von beiden Geho¨rmodellen leicht u¨berscha¨tzt. Fu¨r die Monodarbietung
und im Bereich besonders breiter Schallquellen wird die Schallquellenbreite vom Modell
leicht unterscha¨tzt. Die berechneten Werte liegen meist innerhalb des Vertrauensberei-
ches der im Versuch bestimmten Werte. Weiter zeigt dieser Ho¨rversuch wie auch schon
die Ho¨rversuche zuvor, daß die Probanden mit den Versuchsanordnungen die scheinbare
Schallquellenbreite relativ zuverla¨ssig angeben ko¨nnen. Lediglich im Fall der starken Ver-
breiterung der Schallquellen, wo das Schallereignis in zwei getrennte Ereignisse zu zerfallen
droht, sind die Probanden unsicher.
Die so normierten Geho¨rmodelle wurden weiter zur Berechnung der Schallquellenbreiten
der unterschiedlichen Signalarten (unterschiedlich lauter Rauschpulse sowie der Rausch-
signale an verschiedenen Meßpositionen des Seminarraums des Institutes) verwendet. Die
Ergebnisse der Berechnung sind in Abbildung 4.38 zusammengefaßt.
Korrespondierend zur Abbildung 4.37 wurden die Summen der Schalleinfallswinkel mit
den Standardabweichungen aus den Ho¨rversuchsdaten in die Diagramme aufgenommen.
Links dargestellt ist die Abha¨ngigkeit der Schallquellenbreite von den verschiedenen Si-
gnalarten. Die Berechnungsergebnisse zeigen nur bedingt U¨bereinstimmung mit den Ho¨r-
versuchsdaten. Wa¨hrend die fu¨r das Rauschsignal und das Sprachsignal ermittelten Schall-
quellenbreiten noch mit den Daten des Ho¨rversuchs u¨bereinstimmen, zeigen die Berech-
nungsergebnisse eine zu schmale Beurteilung der Schallquelle fu¨r das Musiksignal an.
Die Ergebnisse der Geho¨rmodellberechnung sind plausibel, wenn man betrachtet, daß
das Musiksignal, wie oben bereits erwa¨hnt sowohl in der Zeitstruktur als auch in der
Frequenzzusammensetzung zwischen den anderen beiden Signalen liegt. Diese Tatsache,
unterstu¨tzt die These, daß beim Urteil der Probanden kognitive Effekte eine große Rolle
gespielt haben.
In der Mitte ist der Einfluß der Meßposition auf die Beurteilung der Schallquellenbreite
dargestellt. Die Geho¨rmodelle wie auch die Ho¨rversuchsteilnehmer bewerten die mittlere
Position als diejenige, bei der die Schallquelle mit der gro¨ßten Breite wahrgenommen wird.
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Abb. 4.38: Scheinbare Schallquellenbreiten ermittelt durch Ho¨rversuch und Geho¨rmodell.
Links: Abha¨ngigkeit von der Signalform; mitte: Abha¨ngigkeit von der Meßposi-
tion fu¨r gepulstes weißes Rauschen; rechts: Abha¨ngigkeit vom Schalldruckpegel fu¨r
gepulstes weißes Rauschen. Durchgezogen: Mittelwert und Standardabweichung aus
Ho¨rversuchen; strichpunktiert: Berechnung mittels inhibierter gleitender KKF; ge-
stichelt: Berechnung der interauralen Differenzen mit Subtraktionsmodell.
Die a¨ußeren Positionen werden von den Ho¨rversuchspersonen und den Geho¨rmodellen
unterschiedlich beurteilt. Ist die Abweichung zu den mittleren Ho¨rversuchsdaten bei der
vorderen Position mit 10◦ noch relativ gering, so wird die Schallquelle an der hinteren
Position (Sitzreihe 8) von beiden Geho¨rmodellen zu breit eingescha¨tzt. Eine mo¨gliche
Ursache hierfu¨r kann der mo¨gliche Lautheitsunterschied der Signale an den verschiedenen
Meßpositionen sein, der indirekt auf die Schallquellenbreite wirkt.
Der Einfluß der Lautheit auf die Schallquellenbreite wurde schon zuvor mit 2◦/dB beziffert
(vgl. Abbildung 4.36). Das Geho¨rmodell mit der Berechnung der interauralen Differenzen
durch Subtraktion liefert einen Anstieg der Schallquellenbreite, der auch diesem Wert ent-
spricht. Im Fall der Berechnung mittels inhibierter gleitender Kreuzkorrelationsfunktion
fa¨llt der Anstieg geringer aus (1◦/dB). Der Grund fu¨r die Pegelabha¨ngigkeit der Geho¨rmo-
delle ist in der nichtlinearen Signalverarbeitung durch das Nervenzellenmodell zu suchen.
Die dort implementierte Kompressionsfunktion bewirkt, daß laute Signalanteile in Rela-
tion zu den schwa¨cheren Signalanteilen sta¨rker geda¨mpft werden. Denkt man sich das
Raumschallfeld als Direktschallquelle, der zahlreiche Spiegelschallquellen u¨berlagert wer-
den, so lo¨sen alle Schallquellen entsprechend ihrer Sta¨rke unterschiedlich starke neuronale
Aktivita¨t aus. Da der Direktschall aufgrund der Meßanordnung und aufgrund des ge-
wa¨hlten Raumes die lauteste Schallquelle darstellt, werden die durch ihn hervorgerufenen
neuronalen Aktivita¨ten in Relation zu den durch die anderen Schallquellen hervorgerufe-
nen Aktivita¨ten umso sta¨rker geda¨mpft, je lauter alle Schallquellen werden. Dies fu¨hrt zu
einer Versta¨rkung des Einflusses der Reflexionen und damit zu sta¨rkeren Fluktuationen
der interauralen Differenz, was letztendlich eine Verbreiterung der Schallquelle bewirkt
[Becker 01].
Neben der Pegelabha¨ngigkeit wurde in einer weiteren Untersuchung die Abha¨ngigkeit der
Schallquellenbreite von der Frequenz und von der zeitlichen Struktur der Signals fu¨r zwei
Meßpositionen gezielt untersucht. Abbildung 4.39 oben zeigt den Einfluß der Grenzfre-
quenz des verwendeten Hochpasses auf die Empfindung der Schallquellenbreite. Zu be-
merken ist, daß aufgrund der Lautheitsabha¨ngigkeit der Schallquellenbreite die Signale
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Abb. 4.39: Scheinbare Schallquellenbreiten ermittelt durch Ho¨rversuch und Geho¨rmodell.
Oben: Abha¨ngigkeit von der Grenzfrequenz fu¨r zwei Meßpositionen; unten: Ab-
ha¨ngigkeit von der Rauschpulsla¨nge fu¨r gepulstes weißes Rauschen an zwei Meß-
positionen. Durchgezogen: Mittelwert und Standardabweichung aus Ho¨rversuchen;
strichpunktiert: Berechnung mittels inhibierter gleitender KKF; gestrichelt: Berech-
nung der interauralen Differenzen mit Subtraktionsmodell.
alle subjektiv gleichlaut eingepegelt wurden, was mit Ausnahme des 5000-Hz Hochpaß-
gefilterten Signals nach Aussagen der Ho¨rversuchsteilnehmer auch zufriedenstellend ge-
lang. Mit ansteigender Grenzfrequenz nimmt die scheinbare Schallquellenbreite fu¨r beide
Meßpositionen ab. Zudem werden auch die Unterschiede in der Beurteilung der Schallquel-
lenbreiten geringer. Die Abnahme der Schallquellenbreite wird durch die Geho¨rmodelle
qualitativ fu¨r beide Meßpositionen und quantitativ sehr gut fu¨r die zweite Meßpositi-
on reproduziert. Erkla¨rung findet dieses Verhalten in den unterschiedlichen Streuungen
der Verteilungsdichtefunktionen der verschiedenen Frequenzgruppen. Insbesondere ab der
Frequenzgruppe 25 (ca. 3000 Hz) sind die Streuungen der Fluktuationen deutlich geringer
als in den darunter liegenden Frequenzgruppen (vgl. Abbildung 4.30).
In einer letzten Ho¨rversuch zum Thema ASW wurde der Einfluß der Zeitstruktur auf die
scheinbare Schallquellenbreite untersucht. Dazu wurden von den Ho¨rsversuchspersonen die
Schallquellenbreiten fu¨r die unterschiedlichen Rauschpulsla¨ngen beurteilt. Auch in diesem
Fall zeigt sich wiederum eine deutliche Abha¨ngigkeit der beurteilten Schallquellenbrei-
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te vom verwendeten Stimulus. Die kurzen Rauschpulse fu¨hren zu einer Verschma¨lerung
der wahrgenommenen Schallquelle. Die Berechnungsdaten der beiden Geho¨rmodelle zei-
gen vergleichbare Ergebnisse zu den Ho¨rversuchsdaten. Erste Berechnungen mit beiden
Geho¨rmodellen konnten die Abha¨ngigkeit der scheinbaren Schallquellenbreite von der Zeit-
struktur des Signals jedoch nicht reproduzieren. Bessere Berechnungsergebnisse stellten
sich erst ein, als die Auswertung mit den Geho¨rmodelle nicht auf die Signalpausen ange-
wendet wurde. Der Sachverhalt, daß die Verteilungsdichtefunktion auch im Ruhezustand
nicht verschwindet, fu¨hrt dazu, daß trotz der Tatsache, daß kein Signal anliegt, Fluk-
tuationen ausgewertet werden. Dies deckt sich jedoch nicht mit unserem Ho¨reindruck,
der im Ruhezustand nicht eine Schallrichtung anzeigt, sondern keinen Eindruck liefert.
Eine Pegelwichtung der interauralen Differenzen, beispielsweise mit der zuvor berechne-
ten Lautheit, erscheint daher sinnvoll. Nachdem die Geho¨rmodelle auf die Signalphasen
fokussiert wurden, zeigen auch die Berechnungsergebnisse eine Verbreiterung der Schall-
quellen fu¨r zeitlich ausgedehntere Rauschpulse an. Eine Erkla¨rung kann in der zeitlichen
Verarbeitung des gewa¨hlten Nervenzellenmodells gesehen werden [Becker 02]. Durch die
dynamische Anregung des Nervenzellenmodells beim Einsetzen des Signals kommt es zu
einer geringeren Fluktuation interauraler Differenzen (vgl. Abbildung 4.29). Dieser Sach-
verhalt fu¨hrt, wie in Abschnitt 4.1.3 (Seite 92) diskutiert, zu einer Unterdru¨ckung der
spa¨ter eintreffenden Reflexionen (Pra¨zedenzeffekt).
LEV-Ho¨rversuche
Anders als bei Ho¨rversuchen zur scheinbaren Schallquellenbreite existiert bei Ho¨rversu-
chen zum Eingehu¨lltsein keine physikalisch meßbare korrespondierende Gro¨ße, so daß eine
Beurteilung in einem Ho¨rversuch nur durch Vergleich verschiedener Schallfelder durchge-
fu¨hrt werden kann. Dabei ko¨nnen die Schallfelder zum einen direkt miteinander verglichen,
zum anderen aber auch u¨ber ein Referenzschallfeld bewertet werden. Beide Methoden
liefern lediglich relative subjektive Bewertungen. Dennoch hat die Anwendung eines Re-
ferenzschallfeldes den Vorteil, daß dieses einen Anker darstellt, an dem die Schallfelder
hinsichtlich der akustischen Perzeption des Eingehu¨lltseins auch absolut bewertet werden
ko¨nnen, wenn eine absolute Skalierung des Referenzschallfeldes bekannt ist. Kann das Re-
ferenzschallfeld daru¨ber hinaus durch einen oder mehrere Parameter modifiziert werden
und bezu¨glich der abgefragten Ho¨rempfindung an das Testschallfeld angepaßt werden, so
kann das Testschallfeld anhand der Parameter bemessen werden. Synthetische Schallfelder
bieten die Mo¨glichkeit, die Schallfeldparameter wa¨hrend des Ho¨rversuchs zu vera¨ndern,
was eine Anpassung des Referenzschallfeldes an das Testschallfeld in Echtzeit ermo¨glicht.
Abb. 4.40: Filterstruktur zur Erzeugung von Eingehu¨lltsein (siehe Text).
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Bei komplexen Ho¨rempfindungen wie zum Beispiel dem Eingehu¨lltsein, erleichtert ein
wa¨hrend des Ho¨rversuchs modifizierbares Referenzschallfeld den Probanden zudem die
Abgabe eines Urteils. Um ein solches Schallfeld zu erzeugen, wurde die in Abbildung 4.40
dargestellte Anordnung aus Hallfilter, Laufzeitglied und verschiedenen Ru¨ckkopplungs-
faktoren gewa¨hlt. Dieses Filter wurde auf einem DSP-System implementiert. Ein solche
Filterstruktur wird jeweils fu¨r den rechten und linken Wiedergabekanal generiert.
Kern des Filters ist ein von Schroeder entwickelter Allpaß-Algorithmus zur Erzeugung
eines natu¨rlich klingenden Halls [Schroeder 61]. Die dafu¨r notwendige Filterstruktur ist
in Abbildung 4.40 grau hinterlegt. Dieses Allpaßfilter fu¨hrt zu einer Kammfilterstruktur
in der Gruppenlaufzeit des Filters. Wird in beiden Wiedergabekana¨len der gleiche Ko-
effizient g mit entgegengesetztem Vorzeichnen verwendet, so fallen die U¨berho¨hungen in
der Gruppenlaufzeit des einen Kanals genau auf die Einbru¨che in der Gruppenlaufzeit des
anderen Kanals. Dadurch ruft der Allpaß interaurale Differenzen und damit ein starkes
Maß an Eingehu¨lltsein bei der Ho¨rversuchsperson hervor.
Um diesem Eingehu¨lltsein einen natu¨rlichen Klangeindruck zu vermitteln, wird dem All-
paßfilter ein natu¨rlich aufgenommener oder synthetischer monauraler Hall vorgeschaltet,
der fu¨r beide Kana¨le gleich ist. Durch einen Skalierungfaktor h ist es nun mo¨glich, den
Schallanteil, der durch das Allpaßfilter geleitet wird, zu varieren. Um die damit verbunde-
ne Schallpegelabschwa¨chung auszugleichen, wird ein Umgehungszweig mit einem entgegen
laufenden Abschwa¨chungsglied eingefu¨hrt, so daß die Summe beider Zweige am Ausgang
im Schalldruckbereich wieder 1 ergibt.
Als Stimuli wurden das aus dem ASW-Ho¨rversuch bekannte Sprachsignal, der Ausschnitt
aus der Ouvertu¨re von Glynka und das 2-Sekunden-Rauschsignal verwendet. In einem er-
sten Versuch bestand die Aufgabe der Probanden darin, das Referenzschallfeld absolut zu
skalieren. Hierbei sollte von den Versuchspersonen anhand von Prozentzahlen der Grad
des Eingehu¨lltseins bemessen werden. Die Skala reichte dabei von 100%, was einer totalen
Integration des Zuho¨rers in das Schallfeld mit Schalleindru¨cken von allen Seiten entsprach,
bis 0% fu¨r einen Schalleindruck, der in etwa dem Abho¨ren einer Schallquelle in einem ande-
ren Raum entsprach. Der Hall, der der Filterstruktur vorangestellt war, entstammte einer
Messung gemessen im Baupru¨fstand des Instituts fu¨r Elektrische Nachrichtentechnik. Ab-
bildung 4.41 a) zeigt die mit dem Referenzschallfeld erzielte Ra¨umlichkeit in Abha¨ngigkeit
vom Allpaßfaktor h. Es gelingt mit dem variablen Schallfeld eine Skalierung von nahezu
0% bei Umgehung der Filter bis 75 % fu¨r den Fall, daß das Signal vollsta¨ndig u¨ber die
Filter geleitet wird. Fu¨r die Kopfho¨rerdarbietung wurde bei gleichem Allpaßfaktor h ein
leicht geringeres Maß des Eingehu¨lltseins wahrgenommen. Da die Unsicherheit der Pro-
banden fu¨r die Kopfho¨rerdarbietung relativ hoch ist, konnte kein signifikanter Unterschied
herausgearbeitet werden.
In einem weiteren Versuch wurde untersucht, inwieweit Wiedergabesystem, Aufnahmesy-
stem oder Stimulus auf die Empfindung des Eingehu¨lltseins ru¨ckwirken. Aufgabe der Ho¨r-
versuchspersonen war es, das Referenzschallfeld u¨ber den Allpaßfaktor h so zu skalieren,
daß sich die gleiche Empfindung bezu¨glich des Eingehu¨lltseins einstellt wie beim Test-
schall. Abbildungen 4.41 b) und c) zeigen das Ergebnis fu¨r die verschiedenen Wiedergabe-
Aufnahmesystem Kombinationen. Auch bei den LEV-Ho¨rversuchen konnte kein signifikan-
ter Einfluß von Wiedergabe- und Aufnahmesystem nachgewiesen werden. Die Ergebnisse
der Kunstko¨pfe wurden daher zusammengefaßt (Abbildung 4.41 d). Es zeigt sich, daß
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Abb. 4.41: Eingehu¨lltsein fu¨r verschiedene Empfa¨ngerpositionen, ermittelt durch Ho¨rversuch
(siehe Text). a) Eingehu¨lltsein in Abha¨ngigkeit vom Allpaßfaktor h fu¨r syntheti-
sches Schallfeld; b) LEV in Abha¨ngigkeit des Stimulus fu¨r Wiedergabe mit U¨ber-
sprechkompensation gemessen mit Allpaßfaktor h; c) LEV fu¨r Kopfho¨rerwiedergabe
in Abha¨ngigkeit des Stimulus gemessen mit Allpaßfaktor h. Durchgezogene Linie
Kunstkopf Ita-Prototyp; gestrichelt Kunstkopf HMS II; strichpunktiert Kunstkopf
HMS I. d) Gemittelte Ergebnisse aus b) und c), schwarz U¨bersprechkompensati-
onswiedergabe, grau Kopfho¨rerwiedergabe.
bei der Ko¨pfho¨rerwiedergabe ein leicht ho¨herer Allpaßfaktor eingestellt wurde als bei der
U¨bersprechkompensation. Dieser Unterschied ist jedoch nicht signifikant. Der Unterschied
kann daru¨ber hinaus auch systembedingt sein, da die Kopfho¨rerwiedergabe bei gleichem
Allpaßfaktor weniger einhu¨llend empfunden wurde, so daß dies von den Teilnehmern durch
einen leicht ho¨heren Allpaßfaktor h wieder ausgeglichen wurde.
Zwischen den verschiedenen Stimuli konnte von der Probandengruppe ebenfalls kein si-
gnifikanter Unterschied im Eingehu¨lltsein bemerkt werden, wie auch die Variation der
Meßpositionen keinen signifikanten Unterschied lieferte. Es ist daher die Frage zu stellen,
ob das verwendete Skalierungsverfahren nicht hinreichend genau ist, um die vorhandenen
Unterschiede herauszuarbeiten. Die relativ großen Standardabweichungen zeigen daru¨ber
hinaus an, daß die Probandengruppe mit 15 Personen fu¨r eine derartige Untersuchung
eher zu knapp bemessen wurde. Ferner kann die fehlende physikalisch meßbare Entspre-
chung des Beurteilungsfaktors LEV dazu fu¨hren, daß die Probanden – trotz eingehender
Einweisung – unterschiedliche Assoziationen mit dem Begriff des Eingehu¨lltseins verbin-
den. Dies ist angesichts der fu¨r den akustischen Laien komplexen Schalleindru¨cke nicht
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auszuschließen. Andererseits konnten Unterschiede des Allpaßfaktor h anhand des syn-
thetischen Schallfeldes von den Probanden gut und signifikant wahrgenommen werden.
Da die Wiederaufnahme der Versuche mit einer weiteren Probandengruppe den Rahmen
dieser Untersuchung gesprengt ha¨tte, muß diese Frage unbeantwortet bleiben. Eine wei-
tere U¨berlegung soll an dieser Stelle jedoch nicht unerwa¨hnt bleiben. Der Faktor der
scheinbaren Schallquellenbreite ist, wie in der Einleitung schon erwa¨hnt, der Schallquelle
direkt zugeordnet. Die Dimension LEV hingegen ist aufgrund ihrer Bedeutung mehr dem
Raumschallfeld zuzuordnen. Diese Tatsache ist ein mo¨glicher Grund dafu¨r, daß die Varia-
tion von Stimuli, Aufnahmesystem oder auch Meßposition fu¨r Messungen innerhalb eines
Raumes zu einer differenzierten Wahrnehmung der Gro¨ße ASW fu¨hrt, zu einer merklich
vera¨nderten Empfindung der Gro¨ße LEV hingegen nicht oder nur kaum. Fu¨r eine merk-
liche Variation dieser Empfindung sind die Aufnahmen von Schallfeldern in Ra¨umen mit
deutlich unterschiedlichen akustischen Eigenschaften, wie sie bei der Suche nach korrelie-
renden physikalischen Meßgro¨ßen zum Faktor des Eingehu¨lltseins zum Einsatz kommen,
besser geeignet.
4.5 Zusammenfassung
Kapitel 4 beschreibt ein Geho¨rmodell zur Erfassung ra¨umlicher Schallfeldkomponenten.
Beginnend bei der Beschreibung der U¨bertragungseigenschaften des Außenohres wurden
die zur Beurteilung der ra¨umlichen Eigenschaften eines Schallfeldes wichtigen Funkti-
onsgruppen des Geho¨rs mit nachrichtentechnischen Methoden analysiert. Es folgte ein
Vergleich der bekanntesten Modellansa¨tze fu¨r die Funktionsgruppen Außen-, Mittel- und
Innenohr. Deren Vor- bzw. Nachteile wurden im Hinblick auf eine geho¨rgerechte, ra¨umliche
Schallfeldbeurteilung und auf ihren physiologischen Bezug herausgearbeitet.
Fu¨r die Modellierung der Signalverarbeitung im zentralen Nervensystem wurden die wich-
tigsten anatomischen Daten mit Modellen fu¨r die Signalverarbeitung in den dort vorlie-
genden Ho¨rbahnen verglichen. Ein Exkurs faßt die wichtigen physikalischen Prinzipien
des Richtungsho¨rens und der ra¨umlichen Schallfeldbeurteilung zusammen und setzt sie in
Relation zu den anatomischen Daten. Anhand der gewonnenen Erkenntnisse wurde eine
Beurteilung der Modelle fu¨r die Signalverarbeitung im Gehirn unter Zuhilfenahme allge-
meiner empfindungsrelevanter Prinzipien vorgenommen. Zeit- und Integrationskonstanten
zur Auswertung der Signale wurden mit Hilfe moderner Methoden der Hirnforschung ge-
wonnen und mit den Ergebnissen psychoakustischer Experimente verglichen.
Als Resultat des Vergleichs der Funktionsgruppen der peripheren Einheit Ohr und der
neuronalen Verarbeitung im Gehirn entstand ein Geho¨rmodell, dessen Leistungsfa¨higkeit
zuna¨chst an der grundlegenden Empfindung der Lautheit u¨berpru¨ft wurde. Dazu wurden
die Berechnungsergebnisse mit bekannten monauralen Lautheitsabbildungen standardi-
sierter Verfahren verglichen. Die Anwendbarkeit des Geho¨rmodells zur Berechnung bi-
nauraler Empfindungsgro¨ßen wurde anhand des Begriffes der a¨quivalenten monauralen
Lautheit in Ho¨rversuchen gezeigt.
Die Leistungsfa¨higkeit des so verifizierten Geho¨rmodells zur Beurteilung ra¨umlicher
Schallfeldkomponenten wurde durch die automatische Bestimmung der Schalleinfallsrich-
tung fu¨r 253 Stimuli in reflexionsarmer Umgebung innerhalb der oberen Hemispha¨re ge-
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zeigt. Die Detektionsleistung des Geho¨rmodells ist sowohl fu¨r die horizontale als auch fu¨r
die vertikale Richtung in reflexionsarmer Umgebung mit der des Menschen vergleichbar.
In den folgenden Abschnitten wurden Konzepte zur Realisierung psychoakustischer Expe-
rimente vorgestellt, mit deren Hilfe die Faktoren ASW und LEV ermittelt werden ko¨nnen.
Unter Verwendung moderner DSP-Systeme konnten Schallfelder in Echtzeit modifiziert
und so an den zu beurteilenden Stimulus angepaßt werden. Die Untersuchung zum Faktor
des Eingehu¨lltseins mit Hilfe eines skalierbaren Referenzschallfeldes zeigt keine signifikante
Abha¨ngigkeit der Gro¨ße LEV von Stimulus und Meßposition.
Fu¨r die Bestimmung der scheinbaren Schallquellenbreite wurde das Konzept des aku-
stischen Zeigers eingefu¨hrt und erfolgreich umgesetzt. Die Ho¨rversuchsergebnisse zeigen
eine weitgehende Unabha¨ngigkeit von den getesteten Aufnahme- und Wiedergabesyste-
men, wohl aber eine starke Abha¨ngigkeit von Stimulus und Meßposition im Schallfeld.
Die Abha¨ngigkeit von Frequenzzusammensetzung, Zeitstruktur und Schalldruckpegel des
Testsignals ko¨nnen durch das Geho¨rmodell im Gegensatz zu etablierten raumakustischen
Maßen sowohl qualitativ als auch quantitativ reproduziert werden.
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Kapitel 5
Diskussion
In der vorliegenden Arbeit wurden neue Konzepte zur Vermessung und Klassifizierung
von Schallfeldern in Sa¨len vorgestellt. Besonderes Augenmerk wurde auf eine richtige
Erfassung der ra¨umlichen Schallfeldmerkmale gelegt, da diese einen wesentlichen Beitrag
zur Beurteilung der akustischen Eigenschaften eines Konzertsaales liefern.
Ein Mehrkanalmeßverfahren zur ra¨umlichen Analyse der bedeutenden Reflexionen in Sa¨len
erlaubt eine zielgerichtete Untersuchung der physikalischen Ursachen, die zur Ra¨umlich-
keitsempfindung fu¨hren. Mit dem System kann der Entstehungsort dominanter Reflexio-
nen erkannt, ihre zeitliche Lage innerhalb der Raumimpulsantwort identifiziert und eine
Bewertung im Hinblick auf Nutzen oder Schaden vorgenommen werden. Die Wichtigkeit
der Verknu¨pfung geometrischer Information mit akustischen Meßdaten wurde erkannt
und in Form einer Applikation umgesetzt. Diese kann sowohl vor Ort zur raschen Analyse
der vorhanden Schallfelder als auch im interaktiven Postprocessing bei eingehender Op-
timierung der Akustik von Sa¨len angewendet werden. Die Schnittstellen wurden hierfu¨r
so gewa¨hlt, daß sowohl Meßdaten als auch Daten raumakustischer Simulationsverfahren
in die Analyse miteinbezogen werden ko¨nnen und so ein iterativer Prozeß zum Erhalt der
optimalen Lo¨sung angestrebt werden kann. Grenzen und Nutzen des Verfahrens wurde
anhand von Anwendungsbeispielen aufgezeigt.
Zur Reduktion des Meßaufwandes, der bei raumakustischen Messungen in nicht uner-
heblichem Maße anfa¨llt, wurde ein Verfahren vorgestellt und implementiert, mit dessen
Hilfe binaurale Meßdaten simultan mit gewo¨hnlichen, ungerichtet gemessenen Meßdaten
ohne die Zuhilfenahme von Kunstko¨pfen erfaßt werden ko¨nnen. Diese binauralen Daten
ko¨nnen mit einem einfachen Mikrophonarray sowie einem nachgeschalteten DSP-System
in Echtzeit oder nach einer Vielkanalmessung mittels digitaler Filterung gewonnen wer-
den. Der vorgestellte Algorithmus optimiert Filter und Meßsondengeometrie iterativ und
paßt so die Richt- und Frequenzcharakteristik der Meßanordnung – abha¨ngig von der
gewa¨hlten Mikrophonanzahl – bis auf das gewu¨nschte Maß an die Charakteristiken belie-
biger Systeme an. So kann das Meßsystem beispielsweise an die sehr komplexen U¨bertra-
gungseigenschaften von Kunstko¨pfen angepaßt werden. Die mit den Meßarrays gewonne-
nen interauralen raumakustischen Parameter stimmen mit den Meßdaten verschiedener
Kunstko¨pfe im Rahmen der Reproduktionsgenauigkeit u¨berein. Lokalisationsho¨rversuche,
die mit Aufnahmen der Mikrophonarrays mit sechs Mikrophonen und mit Aufnahmen
von Kunstko¨pfen im Vergleich durchgefu¨hrt wurden, lieferten vergleichbare Ergebnisse.
Die Abweichungen der Ho¨rversuchsergebnisse mit verschiedenen Kunstkopfsystemen wa-
156 Diskussion
ren mitunter gro¨ßer als die Abweichung der Testergebnisse der Kunstko¨pfe zu ihren je-
weiligen Mikrophonarrays. Die Universalita¨t des Algorithmus erlaubt eine breitbandige
Anwendung des Algorithmus z.B im Bereich der Ho¨rgera¨teindustrie, wo eine individuelle
Anpassung von Ho¨rgera¨techarakteristiken an die natu¨rlichen Außenohru¨bertragungseigen-
schaften ihrer Tra¨ger vorgenommen werden kann. Im Bereich der akustischen Meßtechnik,
z.B. in der Fahrzeugindustrie, kann er zur Verringerung der Meßdatenabweichung zwischen
Kunstko¨pfen und Ersatzsystemen (Kopfbu¨gelmikrophonen) verwendet werden.
Im weiteren wurde vorgestellt, wie eine geho¨rada¨quate ra¨umliche Auswertung der mit
Kunstko¨pfen ermittelten Meßdaten erfolgen kann. Aus einem Vergleich bekannter und
neuerer Modelle der einzelnen Funktionsgruppen des Außen-, Mittel und Innenohres mit
psychoakustischen und physiologischen Meßdaten wurden wichtige Folgerungen fu¨r die
akustische Beurteilung von Schallfeldern in Sa¨len abgeleitet. Unter Zuhilfenahme neuro-
physiologischer sowie anatomischer Befunde erfolgt eine nachrichtentechnische Betrach-
tung der Verarbeitungsmechanismen des zentralen Nervensystems. Aus den so gewonne-
nen Erkenntnissen wurde ein Geho¨rmodell aufgebaut, das eine ra¨umliche Schallfeldauswer-
tung erlaubt. Zur Beurteilung der Leistungsfa¨higkeit des Modells wurden psychoakustische
Experimente zur Bestimmung der Gro¨ßen ASW und LEV kreiert und mit einer Proban-
dengruppe von 15 Personen durchgefu¨hrt. Die Ergebnisse dieser Tests zeigen signifikant
die Relevanz der zeitlichen, spektralen und pegelma¨ßigen Zusammensetzung des Stimulus
fu¨r die Beurteilung der scheinbaren Schallquellenbreite. Ein signifikanter Einfluß auf die
Gro¨ße des Eingehu¨lltseins konnte nicht nachgewiesen werden. Die Tatsache, daß der Sti-
mulus einen signifikanten Einfluß auf die Wahrnehmungsdimension ASW hat, begru¨ndet
den Einsatz von Geho¨rmodellen zur geho¨rada¨quaten Beurteilung ra¨umlicher Aspekte von
Schallfeldern in Sa¨len. Mit dem aufgebauten Geho¨rmodell konnte die Abha¨ngigkeit der
Empfindung der scheinbaren Schallquellenbreite qualitativ und quantitativ nachgebildet
werden. Daru¨ber hinaus konnten an ihm einige Pha¨nomene, die bei der ra¨umlichen Be-
urteilung von Schallfeldern in Sa¨len von Wichtigkeit sind, erkla¨rt werden. Solche Abha¨n-
gigkeiten, die durch Reaktion des Geho¨rs auf ein ra¨umliches Schallfeld auftreten, ko¨nnen
nur schwerlich durch alleinige Messung physikalischer raumakustischer Parameter erkla¨rt
werden. Da Geho¨rmodelle beispielsweise u¨ber Rauhigkeits- oder Lautheitsbetrachtungen
eine Bewertung weiterer, fu¨r die Schallfeldbeurteilung in Sa¨len wichtiger psychoakusti-
scher Faktoren erlauben, ist ihr Einsatz innerhalb raumakustischer Meßtechnik sinnvoll.
Dort, wie auch z.B. im Sounddesign oder in anderen Bereichen moderner Akustik ko¨nnen
Geho¨rmodelle neben physikalischen Meßgro¨ßen wichtige Anhaltspunkte fu¨r die Gestaltung
eines Klangs oder eines Schallfeldes geben.
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N0S0-Signale, 118
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Space mapping, 113
Speech Transmission Index, 1
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Trommelfell, 70
Trommelfellstrecker, 74
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virtuelle Schallquelle, 17
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