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Abstract
A hypergraph is a T0-hypergraph if for every two different vertices of the hyper-
graph there exists an edge containing one of the vertices and not containing the other.
A general method for the enumeration of certain classes of T0-hypergraphs is given.
T0-hypergraphs that are considered here are singled out both by the properties they
themselves satisfy and by the properties that dual hypergraphs associated with them
satisfy. Though in case of the so-called ordered hipergraphs the property ‘to be a T0-
hypergraph’ is reduced to the property ‘to having different columns’ of corresponding
matrices, combining this property with some properties, that we are considering here,
gives sometimes classes of hypergraphs that are not so easy to enumerate. The problem
of enumerating some of thus obtained classes remains unsolved. Special attention is
devoted to enumerating of different classes of covers and connected hypergraphs.
1 Introduction
A non-empty finite set together with a finite family of its subsets is called a hypergraph.
The elements of the set are called vertices, and the members of the family are called edges of
the given hypergraph. A hypergraph could be labelled or unlabelled, and all hypergraphs in
the paper are labelled. However, all the problems investigated here could also be considered
for the unlabelled case, though most of them are unsolved by now. Just like in general
topology we speak about T0-spaces, here we speak about T0-hypergraphs. A hypergraph is a
T0-hypergraph if for every two different vertices there exists an edge which contains exactly
one of these vertices.
A hypergraph is ordered, freely speaking, if a linear order is given on the family of its
edges, otherwise it is unordered. To every ordered labelled hypergraph H one can assign a bi-
nary matrix — its incidence matrixMH . It is easy to see that an ordered labelled hypergraph
H is a T0-hypergraph iff the matrix MH has no equal columns. The dual hypergraph H
T of
an ordered labelled hypergraph H is the hypergraph whose incidence matrix is the transpose
of MH . Let a hypergraph property p be given. We say that H has the dual property of p,
that is, H is a dual p-hypergraph, if HT has the property p. In the paper we suppose that,
in general, two sets P and P′ of properties are given, and we consider (both in an ordered
and in an unordered case) the class of all hypergraphs having all the properties from P and
having all the dual properties of the properties from P′. The properties we consider are: ‘to
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2be a cover’, ‘to be k-dimensional’, ‘to be k-uniform’, ‘to be without intersecting property’,
etc., and, clearly, all possible combinations of these properties. Our aim is to find how many
hypergraphs of the class defined in such a way have T0-property. We suggest a more general
method for enumerating such classes. Theorem 3.1, and its consequences Theorems 3.2, 3.3,
3.4 and 3.5, constitute the base of the method. For a larger part of the enumerations it
is enough to apply Theorem 3.4, but there are some ‘hard nuts’ for which we are forced
to use Theorem 3.2. In our opinion, Theorem 4.2 and Theorem 5.2 concerning covers and
connected hypergraph are also among the more significant theorems. Some of the problems
adduced here remain unsolved by now.
The results, obtained in this paper, concerning covers are related to corresponding results
for k-covers that are adduced and cited in [1]. The results, concerning connected hypergraphs,
are related to corresponding results that are cited in [2].
The paper is completely self-contained, and all necessary notions and notations are given
in Section 2. All the formulas given here are tested by computer, and the majority of
corresponding sequences, in an unordered case, are published in [3].
2 Basic notions and notations
Let X be a set. Denote by |X| the cardinality of X . If |X| = n, then we say that X is an
n-set.
Let m1, m2 ∈ Z, m1 ≤ m2, be some integers. Denote by m1, m2 the integer interval
{m1, m1 + 1, . . . , m2}. For every n ∈ N, instead of 1, n we write simply n. Also, let
N0 = N ∪ {0}.
Let V and Λ be finite sets, and V 6= ∅. By unordered hypergraph or simply hypergraph
we mean an ordered pair H = (V, E), where E = (eλ, λ ∈ Λ) is a family of the subsets eλ of
the set V (the subsets can be empty and can repeat themselves, and even the family E may
be empty). Let us call elements of the set V vertices, and members of the family E edges of
the hypergraph H . We write eλ ∈ E if eλ is a member of the family E . In what follows the
set of vertices of a hypergraph H will also be denoted by V H , and the family of its edges —
by EH . If |Λ| = m and |V | = n, then we call hypergraph H an (m,n)-hypergraph.
Denote by ||e|| the multiplicity of an e ⊆ V in E , i.e., ||e|| = |{λ ∈ Λ | eλ = e}|. We say
that a hypergraph H has no (or, is without) multiple edges if ||e|| ≤ 1 for every e ⊆ V .
Note that a graph may be regarded as a special case of a hypergraph. As above, in what
follows the set of vertices of a graph G is referred to as V G, and its set of edges as EG.
Let H = (V, E), E = (eλ, λ ∈ Λ), be a hypergraph. If a linear order ≤ is given on the set
of indices Λ, we say that H is an ordered hypergraph; in that case, for the family of edges,
instead of the notation E = (eλ, λ ∈ Λ) we often use the notation E = (eλ, λ ∈ (Λ,≤)). If
Λ = {λ1 < λ2 < · · · < λm}, denote by EH [i] = E [i], i ∈ m, the edge eλi of the hypergraph
H . If H is ordered, denote by H the corresponding unordered hypergraph.
Let H = (V, E), E = (eλ, λ ∈ Λ), be a hypergraph. A vertex v ∈ V is incident to an edge
eλ ∈ E (or eλ is incident to v) if v ∈ eλ. A vertex v is called an isolated vertex in H if there
is no edge in H which is incident to v. A vertex v is called a singular vertex if either v ∈ eλ
for every λ ∈ Λ or v is an isolated vertex in V . A set V ′ ⊆ V is a set of adjacent vertices in
H if there exists an edge eλ ∈ E such that V
′ ⊆ eλ.
3LetH = (V, E), E = (eλ, λ ∈ Λ), andH
′ = (V ′, E ′), E ′ = (e′λ, λ ∈ Λ
′), be two hypergraphs.
The hypergraph H ′ is a subhypergraph of H if V ′ ⊆ V , Λ′ ⊆ Λ, and e′λ = eλ ∩ V
′ for every
λ ∈ Λ′. If the hypergraph H is ordered with liner order ≤ on the set Λ, then we suppose that
the subhypergraph H ′ is also ordered, and that the linear order (Λ′×Λ′)∩ ≤ is given on the
set Λ′. For every V1 ⊆ V and Λ1 ⊆ Λ denote by H [V1,Λ1] the corresponding subhypergraph
of H . So we have H ′ = H [V ′,Λ′].
Let H = (V, E), E = (eλ, λ ∈ Λ), and let V
′ ⊆ V . Take Λ′ = {λ ∈ Λ | eλ ⊆ V
′}. The
subhypergraph H ′ = H [V ′,Λ′] is called an induced subhypergraph of H , and we say that V ′
induces H ′; denote by H [V ′] such hypergraph H ′.
Let H = (V, E), E = (eλ, λ ∈ Λ), be a hypergraph. An edge eλ ∈ E is a k-edge [k≤-edge],
k ∈ N0, if |eλ| = k [|eλ| ≤ k]. We also call a 0-edge an empty edge, and a |V |-edge — a full
edge. If ∅ ∈ E [∅ 6∈ E ], then we say that H is a hypergraph with [without ] empty edges . We
say that H is a k≤-dimensional hypergraph, and write dimH ≤ k, if every edge of H is a
k≤-edge. We say that H is a k-dimensional hypergraph, and write dimH = k, if dimH ≤ k,
and if there exists at least one k-edge in H . The hypergraph H is a k-uniform hypergraph if
every its edge is a k-edge. It is clear that a k-uniform hypergraph is always a k-dimensional
hypergraph.
Let H = (V, E), E = (eλ, λ ∈ Λ), be a hypergraph. If a linear order ≤ is given on V , then
we say that H is a hypergraph with labelling (determined by ≤); in that case we also say that
H is a hypergraph on (V,≤). If V = {v1 < · · · < vn}, denote by V H [i] = V [i], i ∈ n, the
vertex vi.
Let H1 = (V1, E1), E1 = (eλ, λ ∈ Λ1), and H2 = (V2, E2), E2 = (e
′
λ, λ ∈ Λ2), be two
hypergraphs [hypergraphs with labellings]. They are isomorphic, H1 ≃ H2 [H1 ≡ H2], if
there are bijections ι : V1 → V2 and ν : Λ1 → Λ2 such that ι(eλ) = e
′
ν(λ) for every λ ∈ Λ1
[ι(V H1[i]) = V H2[i] for every i ∈ |V1| and ι(eλ) = e
′
ν(λ) for every λ ∈ Λ1]; the pair (ι, ν) is
called an isomorphism between H1 and H2.
Let H1 = (V1, E1), E1 = (eλ, λ ∈ (Λ1,≤1)), and H2 = (V2, E2), E2 = (e
′
λ, λ ∈ (Λ2,≤2)), be
ordered hypergraphs [ordered hypergraphs with labellings]. They are isomorphic, H1 ≃ H2
[H1 ≡ H2], if there exists an isomorphism (ι, ν) between H1 and H2 such that λ ≤1 λ
′ iff
ν(λ) ≤2 ν(λ
′) for every λ, λ′ ∈ Λ1.
The relations ≃ and ≡ are relations of equivalence on the class of all corresponding
hypergraphs. By (unlabelled) hypergraph [ordered (unlabelled) hypergraph] we mean a class
of the equivalence ≃. By labelled hypergraph [ordered labelled hypergraph] we mean a class
of the equivalence ≡.
Let V be an n-set, ≤ be a linear order on V , and K be a labelled [an ordered labelled]
(m,n)-hypergraph. It is clear that only one [ordered] (m,n)-hypergraph with labelling from
the class K is a hypergraph on (V,≤). So, if we have some ‘hypergraph property’ p, and
want to know how many labelled [ordered labelled] (m,n)-hypergraphs have this property,
it is sufficient to find how many (m,n)-hypergraphs on (V,≤) satisfy the property p. This is
exactly what we are going to do in the paper: when we enumerate labelled [ordered labelled]
(m,n)-hypergraphs satisfying the property p, we shall fix a linearly ordered set (V,≤) (the
context will usually make it clear which (V,≤) is meant), and enumerate (m,n)-hypergraphs
on (V,≤) satisfying the property p. For the sake of simplicity we shall then say ‘an (m,n)-
hypergraph’ instead of ‘an (m,n)-hypergraph on (V,≤)’.
4Let H be an (unordered) hypergraph. It is a multiantichain if e1 ⊆ e2 implies e1 = e2
for every e1, e2 ∈ EH (here e1 and e2 taken as sets are equal). A multiantichain without
multiple edges is usually called an antichain. An (m,n)-multiantichain [an (m,n)-antichain]
is a multiantichain [an antichain] with m edges and n vertices.
Let H be an (unordered) hypergraph. It is a cover if there is no isolated vertex in H . It
is a proper cover if it is a cover and does not contain a full edge. An (m,n)-cover [a proper
(m,n)-cover ] is a cover [a proper cover] with m edges and n vertices.
Let us agree that in the definition that follows the symbol <β> means only one of the
following words: ‘hypergraph’ or ‘multiantichain’ or ‘antichain’ or ‘cover’ or one of these
words with the prefix ‘(m,n) -’. By analogy with the notions of T0-, T1- and T2-spaces from
general topology let us introduce similar notions for hypergraphs. A <β> H is a:
a) T0-<β> iff for every two different vertices u, v ∈ V H there exists e ∈ EH such that
(u ∈ e ∧ v 6∈ e) ∨ (u 6∈ e ∧ v ∈ e),
b) T1-<β> iff for every pair (u, v) ∈ (V H)
2, u 6= v, there exists e ∈ EH such that
(u ∈ e ∧ v 6∈ e),
c) T2-<β> iff for every pair (u, v) ∈ (V H)
2, u 6= v, there exist two edges e1, e2 ∈ EH such
that (u ∈ e1 ∧ v ∈ e2 ∧ e1 ∩ e2 = ∅).
In the case of a proper cover we speak about proper Ti-cover and proper Ti-(m,n)-cover,
i ∈ 0, 2. Note that every Ti-hypergraph, i ∈ 2, with at least two vertices, is a cover. It is
also clear that every T0-hypergraph can have at most one isolated vertex.
Let H be a hypergraph, and let u, v ∈ V H be its two vertices (the vertices can be equal
or different). A path in H connecting the vertices u and v is either an edge e ∈ EH such that
u, v ∈ e, or a finite sequence e1, e2, . . . , ek of k different edges of H , k ≥ 2, such that u ∈ e1,
v ∈ ek and ei∩ei+1 6= ∅ for every i ∈ 1, k − 1. The hypergraph H is connected if for every its
two vertices there exists a path connecting them. So every connected hypergraph is a cover.
Let V1 ⊆ V , and suppose that for every λ ∈ Λ, either eλ ∩ V1 = eλ or eλ ∩ V1 = ∅. If the
hypergraph H [V1] is connected, then V1 is called a component (component of connectedness)
of H ; if |V1| = k, we also say that V1 is a k-component .
A hypergraph H = (V, E), E = (eλ, λ ∈ Λ), has k-intersecting property, k ≥ 2, if
eλ1 ∩ · · · ∩ eλk 6= ∅ for every k edges eλ1 , . . . , eλk ∈ E (some of λi may be equal). If the
hypergraph H has k-intersecting property for every k ≥ 2, i.e., ∩λ∈Λeλ 6= ∅, we say that the
hypergraph has intersecting property , or, for short, that it has ∩-property ; if a hypergraph
has no intersecting property, sometimes we say that it has ¬∩-property . If H has ∩-property,
then it has at least one singular vertex.
Each of the introduced hypergraphs may be ordered or unordered, with a labelling or
without it. Each of the properties determining such hypergraphs is invariant with respect
to ≡ and ∼=, and consequently we can speak about corresponding labelled and unlabelled
hypergraphs. In the following we are dealing only with labelled hypergraphs, and, from now
on, we leave out the word ‘labelled’ and keep in mind that all hypergraphs are labelled. Note
that all problems investigated in the paper can also be formulated for unlabelled case but
we cannot solve most of them yet.
Let us agree that we denote by <α> the word combination ‘unordered [ordered]’.
5Let p be a property that an <α> hypergraph could have, or, as we often say, an <α>
hypergraph property . If an <α> hypergraph H has the property p, we say also that H
is an <α> p-hypergraph. Now let p1, . . . , pk be some <α> hypergraph properties. If an
<α> hypergraph has all these properties, we say that it has the property p1 ∧ · · · ∧ pk,
and, consequently, it is an <α> p1 ∧ · · · ∧ pk-hypergraph, or, as we sometimes say, an <α>
p1-. . . -pk-hypergraph.
Denote by H∀ [~H∀] the class of all <α> hypergraphs. Let p be an <α> hypergraph
property. Denote by Hp [~Hp] the class of all <α> p-hypergraphs, and by H
∗
p [
~H∗p] the class of
all <α> T0-p-hypergraphs. If p = p1 ∧ · · · ∧ pk, then
Hp = Hp1∧···∧pk = Hp1 ∩ · · · ∩ Hpk [
~Hp = ~Hp1∧···∧pk =
~Hp1 ∩ · · · ∩ ~Hpk ];
so, H∗p = HT0∧p [
~H∗p =
~HT0∧p]. If H is a class of <α> hypergraphs, then denote by H(m,n) the
class of all (m,n)-hypergraphs from H. Take αp(m,n) = |Hp(m,n)| [ ~αp(m,n) = |~Hp(m,n)| ]
and α∗p(m,n) = |H
∗
p(m,n)| [ ~α
∗
p(m,n) = |
~H∗p(m,n)| ].
The incidence matrix of a H ∈ ~H∀(m,n) is the binary matrix MH = [mij ]m×n, where
for every i ∈ m and j ∈ n, mij = 1 if V [j] ∈ E [i], and mij = 0 if V [j] 6∈ E [i]. Introducing
in such a way the incidence matrix for an ordered (m,n)-hypergraph we define a bijective
map between the class ~H∀(m,n) and the class of all binary matrices with m rows and n
columns. So, if we enumerate a class of ordered p-hypergraphs [T0-p-hypergraphs], we in
fact enumerate the corresponding class of binary matrices [binary matrices with different
columns].
The dual hypergraph HT of an ordered labelled hypergraph H ∈ ~H∀(m,n) is a hypergraph
from ~H∀(n,m) whose incidence matrix is M
T
H , where M
T
H is the transpose of MH . Let an
ordered hypergraph property p be given. We say that a hypergraph H ∈ ~H∀(m,n) has the
dual property of p, that is, H is a dual p-hypergraph, or, as we also say, H is dually p, if HT
has the property p.
3 On T0-hypergraphs
As we have agreed, from now on every hypergraph will be labelled, and instead of an ordered
[an unordered] labelled hypergraph we simply say an ordered [an unordered] hypergraph.
Let H = (V, E), E = (eλ, λ ∈ Λ), be an arbitrary hypergraph (ordered or unordered). Let
us define a relation ∼H on V such that for every u, v ∈ V ,
u ∼H v ⇔ (∀e ∈ E)(u ∈ e ∧ v ∈ e) ∨ (u 6∈ e ∧ v 6∈ e).
It is easy to see that the following proposition holds.
Proposition 3.1 For every ordered [unordered ] hypergraph H, the relation ∼H is a relation
of equivalence.
Let H = (V, E), E = (eλ, λ ∈ Λ), be an arbitrary hypergraph. For every v ∈ V , denote
by [v] the class of equivalence ∼H containing v. Also, denote by πH the partition of the set
6V corresponding to the equivalence ∼H , i.e. πH = V/∼H . It is easy to see that for every
e ∈ E and v ∈ V , if e ∩ [v] 6= ∅, then [v] ⊆ e. Let
e′λ = [eλ] = {[v] ∈ πH | [v] ⊆ eλ} for every λ ∈ Λ,
and let [E ] = (e′λ | λ ∈ Λ}. Denote by [H ] the hypergraph (V/ ∼H , [E ]).
Proposition 3.2 For every ordered [unordered ] hypergraph H = (V, E), the hypergraph [H ]
is a T0-hypergraph.
Proof. Let [u] and [v], [u] 6= [v], be two different elements of πH . As [u] 6= [v], then
¬(u ∼H v), and therefore there exists e ∈ E such that (u ∈ e ∧ v 6∈ e) ∨ (u 6∈ e ∧ v ∈ e).
Consequently, we get that ([u] ∈ [e] ∧ [v] 6∈ [e]) ∨ ([u] 6∈ [e] ∧ [v] ∈ [e]), and, therefore, the
hypergraph [H ] is a T0-hypergraph.
By a partition type we mean any n-tuple τ = (α1, . . . , αn) such that σ(τ) = α1 + 2α2 +
· · ·+ nαn = n, and αi ∈ N0 for every i ∈ n; denote by |τ | the number α1 + α2 + · · ·+ αn.
Let τ = (α1, . . . , αn) be a partition type. We say that a partition π of an n-set has the
type τ if it has αi partition classes of the cardinality i for every i ∈ n. The number of all
partition classes of π is denoted by |π|, and the partition type τ of the partition π is denoted
by typ(π). It is clear that |π| = |typ(π)|.
Let τ = (α1, . . . , αn) be a partition type. Denote by b(τ) the number of all partitions π
of a given n-set such that typ(π) = τ . It is well known that
b(τ) =
n!
α1!α2! . . . αn!(2!)α2 . . . (n!)αn
.
Fix a countable set W∞ = {wi |wi ∈ N0}, and for every n ∈ N, let Wn = {w1 < w2 <
. . . < wn}. Denote by Gn the set of all labelled graphs on Wn.
Denote by Π(n) the set of all partitions of the n-set Wn, and denote by Π(n, i) the set
of all partitions of Wn into i parts. Let τ = (α1, . . . , αn) be a partition type. Denote by
Π(τ) = Π(α1, . . . , αn) the set of all partitions of the type τ from Π(n).
Let p be an unordered hypergraph property. An (m,n)-p-hypergraph H satisfies the
property pij if V [i] ∼H V [j]; i, j ∈ n, i 6= j. Let P = {pi1j1, . . . , pikjk} be a subset of
P0 = {pij | i, j ∈ n, i 6= j}. Denote by αp(m,n;P) the number of all p-hypergraphs satisfying
at least all the properties from P. Note that αp(m,n; ∅) = αp(m,n). Consider the graph
G(P) = (Wn, E(P)), where E(P) = {{wis, wjs} | s ∈ k}. Find the components of G(P),
and denote by π(P) the corresponding partition of the set Wn. Let P and P
′ be subsets
of P0 such that π(P) = π(P
′). It is clear that every p-hypergraph H which satisfies all the
properties from P satisfies all the properties from P ′, and vice versa. Consequently, we get
the following lemma.
Lemma 3.1 For every P,P ′ ⊆ P0, if π(P) = π(P
′), then αp(m,n;P) = αp(m,n;P
′).
Denote by αp(m,n; π) the value αp(m,n;P), where P ⊆ P0 such that π(P) = π. From
the above lemma it follows that this notation is well founded. Now by using the above lemma
we can prove the following theorem.
7Theorem 3.1
α∗p(m,n) =
∑
(α1,...,αn)
∑
pi∈Π(α1,...,αn)
αp(m,n; π)
[
n∏
i=1
[(−1)i−1(i− 1)!]αi
]
.
Proof. Using the lemma and the formula of inclusion and exclusion we get
α∗p(m,n) =
∑
P⊆P0
(−1)|P|αp(m,n;P) =
∑
P⊆P0
(−1)|EG(P)|αp(m,n;P) =
=
∑
pi∈Π(n)
∑
P⊆P0, pi(P)=pi
(−1)|EG(P)|αp(m,n;P) =
=
∑
pi∈Π(n)
µ(π)αp(m,n; π) =
∑
(α1,...,αn)
∑
pi∈Π(α1,...,αn)
µ(π)αp(m,n; π),
where
µ(π) =
∑
P⊆P0, pi(P)=pi
(−1)|EG(P)|.
Let (α1, . . . , αn) be a partition type of an n-set, and let π = {V1, . . . , Vk} ∈ Π(α1, . . . , αn).
Take a P ⊆ P0 such that π(P) = π. Denote by G(π) the class of all graphs from Gn having
k components of connectedness defined by the sets V1, . . . , Vk. Also for every set V , denote
by G¯(V ) the set of all connected graphs on V (having V as the set of their vertices). Then
it is clear that
µ(π) =
∑
G∈G(pi)
(−1)|EG| =
∑
G1∈G¯(V1)
. . .
∑
Gk∈G¯(Vk)
(−1)|EG1| . . . (−1)|EGk|.
As for every n-set V ∑
G∈G¯(V )
(−1)|EG| = (−1)n−1(n− 1)!,
then
µ(π) =

 ∑
G1∈G¯(V1)
(−1)|EG1|

 . . .

 ∑
Gk∈G¯(Vk)
. . . (−1)|EGk|

 =
=
n∏
i=1
[(−1)i−1(i− 1)!]αi .
We say that p is a uniform property if the equality typ(π) = typ(π′) = τ always implies
the equality αp(m,n; π) = αp(m,n; π
′) = αp(m,n; τ).
Let τ be a partition type of an n-set. Let us put
c(τ) =
n!
α1!α2! . . . αn!2α2 . . . nαn
.
We have the following theorem.
8Theorem 3.2 If p is a uniform property, then
α∗p(m,n) =
∑
τ=(α1,...,αn), σ(τ)=n
(−1)n−α1−···−αnc(τ)αp(m,n; τ),
Proof. From Theorem 3.1 it follows that
α∗p(m,n) =
∑
(α1,...,αn)
∑
pi∈Π(α1,...,αn)
αp(m,n; π)
[
n∏
i=1
[(−1)i−1(i− 1)!]αi
]
=
=
∑
τ=(α1,...,αn), σ(τ)=n
αp(m,n; τ) b(τ)
[
n∏
i=1
[(−1)i−1(i− 1)!]αi
]
,
and we immediately get the formula.
We say that a uniform property p is a regular T0-property if the equality |τ | = |τ
′| = k
always implies the equality αp(m,n; τ) = αp(m,n; τ
′) = αp(m,n; k). Now we have the
following theorem.
Theorem 3.3 If p is a regular T0-property, then
α∗p(m,n) =
n∑
i=1
sn,i αp(m,n, i),
where sn,i are the Stirling numbers of the first kind.
Proof. From Theorem 3.2 it follows that
α∗p(m,n) =
∑
τ=(α1,...,αn), σ(τ)=n
(−1)n−α1−···−αnc(τ)αp(m,n; τ) =
=
n∑
k=1
αp(m,n; k)
∑
τ=(α1,...,αn), |τ |=k, σ(τ)=n
(−1)n−kc(τ).
Now from identity (see [4]) ∑
τ=(α1,...,αn), |τ |=k
(−1)n−kc(τ) = sn,k
follows the theorem.
Let V be an n-set, and let Vi, i ∈ k, be partition classes of a k-partition π of V . An ordered
[unordered] hypergraph H = (V, E), E = (eλ, λ ∈ Λ), is π-granular if either eλ ∩ Vi = ∅ or
eλ ∩ Vi = Vi for every i ∈ k and λ ∈ Λ. For example, every hypergraph H is πH-granular.
Let V be a linearly ordered n-set, let π = (V1, . . . , Vk) be an ordered k-partition, k ≤ n, of
V , and letH = (V, E), E = (eλ, λ ∈ Λ), be a π-granular (labelled) ordered [unordered] (m,n)-
hypergraph on V . An ordered [unordered] (m, k)-hypergraph H ′ = (V ′, E ′), E ′ = (e′λ, λ ∈ Λ),
is a π-condensation of H (or, H is a π-expansion of H ′) if V ′[i] ∈ e′λ iff Vi ⊆ eλ. We say that
9H ′ is a condensation of H (or, H is an expansion of H ′) if there exists a partition π of V H
such that H ′ is a π-condensation of H (or, H is a π-expansion of H ′).
We say that a regular T0-property p allows T0-filtration if αp(m,n; k) = αp(m, k) for
every k ∈ n. It is not difficult to see that a regular T0-property p allows T0-filtration if it is
invariant to the operations of condensation and expansion, i.e., if a hypergraph H has the
property p, then every expansion [condensation] of H has the property p. Now we are able
to generalize Lemma 1 from [5]. From Theorem 3.3 we get
Theorem 3.4 Let p be a property that allows T0-filtration. Then
α∗p(m,n) =
n∑
i=1
sn,i αp(m, i). (1)
Theorem 3.5 Let p be a property that allows T0-filtration. Then
αp(m,n) =
n∑
i=1
Sn,i α
∗
p(m, i), (2)
where Sn,i are the Stirling numbers of the second kind.
Proof. The formula can be obtained by applying the Stirling inversion (see [6]) on (1).
If p is a property that allows T0-filtration, and we have that the equality from Theorem 3.4
holds, we say that F0-transformation can be applied on p, and we write H
∗
p = F0[Hp]. F
−1
0 -
transformation is defined by formula (2), and we write Hp = F
−1
0 [H
∗
p]. F0-transformation
[F−10 -transformation] should be understood as a rule, by the application of which every (or
almost every) number α∗p(m,n) [αp(m,n)] is obtained from a set of numbers αp(i, j) [α
∗
p(i, j)],
and the rule is defined by the formula (1) [(2)].
Let p be a hypergraph property. Denote by Hˆp(n) [Hˆ
∗
p(n)] the class of all hypergraphs with
n vertices and without multiple edges from Hp [H
∗
p]. Let αˆp(n) = |Hˆp(n)| and αˆ
∗
p(n) = |Hˆ
∗
p(n)|.
As αp(m,n) = 0 and α
∗
p(m,n) = 0 for every m > 2
n, then
αˆp(n) =
2n∑
i=0
αp(i, n) and αˆ
∗
p(n) =
2n∑
i=0
α∗p(i, n).
It is obvious that α∗p(0, n) = 0 if n ≥ 2.
Theorem 3.6 Let p be a property that allows T0-filtration. Then
αˆ∗p(n) =
n∑
i=0
sn,i αˆp(i).
Proof. From Theorem 3.4 we immediately get
αˆ∗p(n) =
2n∑
i=0
α∗p(i, n) =
2n∑
i=0
n∑
j=1
sn,jαp(i, j) =
n∑
j=0
sn,j
2n∑
i=1
αp(i, j) =
n∑
j=0
sn,jαˆp(i).
Most of the classes of hypergraphs considered in the paper are obtained as an intersection
of some basic classes of hypergraphs. Because of that we shall often make use of the following
proposition which is not difficult to prove.
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Proposition 3.3 Let p1 and p2 be two properties which allow T0-filtration. Then property
p1 ∧ p2 also allows T0-filtration.
Let us give by the following theorem the first set of properties allowing T0-filtration. We
can see, and it will be clear later, that most of the properties are basic.
Theorem 3.7 Each of the following properties allows T0-filtration: ‘to be an unordered/or-
dered hypergraph’, ‘to be without/with empty edges’, ‘to be without/with isolated vertices’, ‘to
be without/with full edges’, ‘to have/not to have intersecting property’, ‘to be without/with
multiple edges’, and ‘to be without/with singular vertices’.
Note that the property ‘to be without isolated vertices’ is equivalent to the property ‘to
be a cover’; the dual property of the property ‘to be without [with] isolated vertices’ is ‘to
be without [with] empty edges’; the dual property of the property ‘to have [not to have]
intersecting property’ is ‘to be without [with] full edges’; ‘to be with singular vertices’ means
that the hypergraph has intersection property or has an isolated vertex. Also, ‘to be without
singular vertices’ means ‘to be a cover without intersecting property’.
Let H = (V, E), E = (eλ, λ ∈ Λ), and H
′ = (V, E ′), E ′ = (e′δ, δ ∈ ∆), be two unordered
hypergraphs. Suppose that there exist a partition π = {Λδ | δ ∈ ∆} of the set Λ such that
eλ = e
′
δ if λ ∈ Λδ. Then we say that H
′ is an edge π-contraction of H , and H is an edge
π-expansion of H ′. An unordered hypergraph property p is edge partition invariant if p is
invariant with respect to the operations of edge contractions and edge expansions.
Theorem 3.8 Let p be an edge partition invariant unordered hypergraph property. Denote
by H˜p(m,n) the class of all unordered hypergraphs without multiple edges from the class
Hp(m,n), and let α˜p(m,n) = |H˜p(m,n)|. Then
α(m,n) =
m∑
i=1
C i−1m−1 α˜(i, n).
Let H = (V, E), E = (eλ, λ ∈ (Λ,≤1)), and H
′ = (V, E ′), E ′ = (e′δ, δ ∈ (∆,≤2)), be two
ordered hypergraphs. Suppose that there exists an ordered partition π = (Λδ, δ ∈ (∆,≤2)) of
the set Λ such that eλ = e
′
δ if λ ∈ Λδ. Then we say that H
′ is an edge π-contraction of H , and
H is an edge π-expansion ofH ′. An ordered hypergraph property p is edge partition invariant
if p is invariant with respect to the operations of edge contractions and edge expansions.
Theorem 3.9 Let p be an edge partition invariant ordered hypergraph property. Denote by
H˜p(m,n) the class of all ordered hypergraphs without multiple edges from the class Hp(m,n),
and let α˜p(m,n) = |H˜p(m,n)|. Then
α(m,n) =
m∑
i=1
Sm,i α˜(i, n).
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If p is an edge partition invariant ordered [unordered] hypergraph property, and the
equality from the Theorem 3.9 [3.8] holds, then we say that the G1-transformation [G
′
3-
transformation] can be applied on p, and we write Hp = G1(H˜p) [Hp = G
′
3(H˜p)]. The formulas
from Theorems 3.8 and 3.9 are easily inverted, and they define the G−11 -transformation
[(G′3)
−1-transformation]. At the same time it is necessary to note that Theorems 3.5 and
3.9 are identical in principle. It is just that the former concerns vertices, and the latter —
edges of a hypergraph.
Generally speaking, our goal is to find, for a given ordered [unordered] hypergraph prop-
erty p, the number of all ordered [unordered] T0-(m,n)-p-hypergraphs. The denotations of
the numbers that we are trying to calculate in the context of the problem will always be
given by the table of the following type:
q0 q1 . . . . . . qk
ordered q-hypergraph
without multiple edges
α01(m,n)
α∗01(m,n)
α11(m,n)
α∗11(m,n)
. . . . . .
αk1(m,n)
α∗k1(m,n)
ordered q-hypergraph
α02(m,n)
α∗02(m,n)
α12(m,n)
α∗12(m,n)
. . . . . .
αk2(m,n)
α∗k2(m,n)
unordered q-hypergraph
without multiple edges
α03(m,n)
α∗03(m,n)
α13(m,n)
α∗13(m,n)
. . . . . .
αk3(m,n)
α∗k3(m,n)
unordered q-hypergraph
α04(m,n)
α∗04(m,n)
α14(m,n)
α∗14(m,n)
. . . . . .
αk4(m,n)
α∗k4(m,n)
In the table αij(m,n) [α
∗
ij(m,n)] is the number of all hypergraphs [T0-hypergraphs] that
satisfy the property defined in the j-th row of the first column and the property qi. Here we
suppose that properties q and qi, i ∈ 0, k, have sense for all hypergraphs, both in ordered
and in unordered case. In the paper the tables will most often have four columns, that is,
k = 3, and the properties qi, i ∈ 0, 3, will be, respectively, the properties ‘to be an arbitrary’,
‘to be without empty edges’, ‘to be without full edges’, and ‘to be without empty and full
edges’. The table of the above-given type serves only for introducing new notations, and as
the first column is completely determined if the property q is given, then the table can be
given in a more simplified form:
q0 q1 . . . . . . qk
to be q-hypergraph α01(m,n) α11(m,n) . . . . . . αk1(m,n)
These tables (both a complete table and its simplified form) are called q-tables. If αij(m,n)
is a number in the given q-table, then we denote the corresponding class of hypergraphs by
H(αij), and the property (the combination of the corresponding properties) which determines
the class H(αij) by p(αij).
Let us agree that in the case when q or some of qi is the property ‘to be arbitrary’, the
corresponding cell would be left empty. If the properties qi are the same for several tables,
then we shall “glue” these separate tables into a bigger one. If the appropriate formulas for
some of the numbers in the table are not adduced, and they are not direct consequences of
the given ones, the corresponding problems are not solved yet.
We usually get the number of unordered [ordered] p-hypergraphs without multiple edges
from the number of corresponding ordered [unordered] p-hypergraphs without multiple edges
by multiplying the latter number by 1/m! [m!]; in that case we say that theG2-transformation
[G−12 -transformation] can be applied on p.
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If the numbers αij(m,n), i ∈ 0, n, j ∈ 2, 4, can be obtained from αi1(k, l) with the help
of transformations G1, G2 and G3 = G
′
3 ◦ G2 (the transformation G3 should be understood
as consecutive application first of the transformation G2, and then of the transformation
G′3), then we say that q-table is regular . It is clear that if q-table is regular, then T0-
q-table is also regular. If the properties q and qi, i ∈ 0, k, allow T0-filtration, then we
say that the corresponding q-table is completely regular. If q-table is completely regular,
then the transformation F0 with each of the transformations Gi, i ∈ 3, commutates, i.e.,
F0 ◦ Gi = Gi ◦ F0 for every i ∈ 3, on every combination of properties which is determined
by the given q-table.
As we have already said, our task is to find numbers α∗ij(m,n). Let us suppose that the
properties q and qi allow T0-filtration. Now if we know αij(m,n), then in order to calculate
numbers α∗ij(m,n) it is sufficient just to use Theorem 3.4. So, in that case the problem
of finding α∗ij(m,n) is considered solved if we know αij(m,n). In case when a q-table is
completely regular, it follows from the given above considerations that it is sufficient to
know the numbers αi1(m,n), and if we calculate them, the problem is considered solved.
Let us note that α∗p(0, n) = 0 for every n ≥ 2, and α
∗
p(0, 1) = αp(0, 1). Hence, in the
following we often assume that m ≥ 1.
Let us illustrate all we have stated here with the help of a simple case. Introduce the
notations for the following classes of hypergraphs (here ‘wo.’ stands for ‘without’):
wo. empty edges wo. full edges
wo. empty edges
and full edges
α01(m,n) α11(m,n) α21(m,n) α31(m,n)
no ∩-property α¯01(m,n) α¯11(m,n) α¯21(m,n) α¯31(m,n)
Also, introduce the following notations:
λ1(i, j) = [i]j , λ2(i, j) = i
j , λ3(i, j) = C
j
i , λ4(i, j) = C
j
i+j−1 (3)
for every i, j ∈ N; here [i]j is the falling factorial (see [6]). By using Theorem 3.4, Theorem
4.1, and elementary combinatorics we immediately get the following proposition:
Proposition 3.4 For every j ∈ 0, 3 and k ∈ 4,
αjk(m,n) = λk(2
n − [ j+1
2
] , m) and α∗jk(m,n) =
n∑
i=1
sn,i λk(2
i − [ j+1
2
] , m),
where [x] is the floor function.
Now, for example, as, obviously, α∗02(m,n) = [2
m]n, then from Proposition 3.4 we get the
well known equality
∑n
i=1(2
i)msn,i = [2
m]n.
As ‘no ∩-property’-table is regular, it is sufficient to see that the following statement
holds.
Proposition 3.5 For the numbers α¯i1(m,n), i ∈ 0, 3, and for every n ≥ 1, we have that
α¯i1(m,n) = αi1(m,n) +
n−1∑
j=1
(−1)jCjnα2[i/2],1(m,n− j)
if m > 1, and α¯01(1, n) = α¯21(1, n) = 1 and α¯11(1, n) = α¯31(1, n) = 0.
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Note that the functions α¯11(m,n) and α¯21(m,n) are symmetric.
Denote by A1i(x, y), i ∈ 4, the exponential generating function for α1i(m,n). Then by
Theorem 3.8 and Theorem 3.9, using Lah and Stirling transforms [7], (see also [8]), it is not
difficult to show that
A11(x, y) =
∑
m≥0
∑
n≥0
α11(m,n)
ym
m!
xn
n!
=
∑
m≥0
∑
n≥0
[2n − 1]m
ym
m!
xn
n!
=
=
∑
n≥0
(1 + y)2
n−1x
n
n!
,
A12(x, y) =
∑
m≥0
∑
n≥0
α12(m,n)
ym
m!
xn
n!
= A11(x, e
y − 1) =
∑
n≥0
e(2
n−1)y x
n
n!
,
A13(x, y) =
∑
m≥0
∑
n≥0
α13(m,n) y
m x
n
n!
= A11(x, y) =
1
1 + y
·
∑
n≥0
e2
nx (ln(1 + y))
n
n!
,
A14(x, y) =
∑
m≥0
∑
n≥0
α14(m,n) y
m x
n
n!
= A11(x,
y
1− y
) =
∑
n≥0
(1− y)−2
n+1 x
n
n!
=
= (1− y) ·
∑
n≥0
e2
nx (− ln(1− y))
n
n!
.
4 Covers, k≤-dimensional and k-uniform hypergraphs
A cover H is a k≤-cover [k-cover ], k ∈ N, if for every vertex there are no more than k
[exactly k] edges containing it. Note again that the property ‘to be without singular point’
is equivalent to the property ‘to be cover with no ∩-property’. The dual property of the
property ‘to be an ordered k≤-cover [k-cover]’ is ‘to be a k≤-dimensional hypergraph without
empty edges [a k-uniform hypergraph]’. Introduce the following notation:
wo. empty edges wo. full edges
wo. empty edges
and full edges
cover β01(m,n) β11(m,n) β21(m,n) β31(m,n)
k-cover β¯01(m,n, k) β¯11(m,n, k) β¯21(m,n, k) β¯31(m,n, k)
k≤-cover β¯01(m,n, k) β¯11(m,n, k) β¯21(m,n, k) β¯31(m,n, k)
without singular
vertices
β41(m,n) β51(m,n) β61(m,n) β71(m,n)
A cover [k≤-cover] H = (V, E), E = (eλ, λ ∈ Λ), is a minimal cover [minimal k≤-cover ] if
for every λ ∈ Λ the subhypergraph H [V,Λ\{λ}] is not a cover. A minimal cover [minimal
k≤-cover] H never contains an empty edge and multiple edges, and if |EH| > 1, it never
contains a full edge either (if |EH| = 1, a cover contains only one full edge, and it is
minimal). Denote by µ01(m,n) [µ¯01(m,n, k)] the number of all minimal covers [minimal
k≤-covers], and by µ41(m,n) the number of all minimal covers without ∩-property.
It is also possible to speak about minimal 1-covers, but it is easy to see that the number
of such ordered (m,n)-hypergraphs is Sn,m, and the number of ordered minimal T0-1-covers
having m edges and n vertices is m! if m = n, and 0 if m 6= n.
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Theorem 4.1 Each of the following properties allows T0-filtration: ‘to be a cover’, ‘to be a
k-cover’, ‘to be a k≤-cover’, ‘to be a minimal cover’, ‘to be a minimal k≤-cover’.
By using Theorems 4.1, 3.4 and 3.5 we have that all properties introduced by the above
table and all the above introduced minimal properties allow T0-filtration. Let us recall that
a cover without full edges is a proper cover.
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Figure 1:
The relations between some of the introduced classes of ordered classes, when m ≥ 2, are
given by Fig. 1. The numbers introduced by the table are in some sense basic. For example,
if we know them, we are able to enumerate every constituent of the classes corresponding to
these numbers.
Note that β¯ij(m,n, 1) = β¯ij(m,n, 1) for every i ∈ 0, 3 and j ∈ 4, β¯01(m,n, 1) =
β¯02(m,n, 1), β¯03(m,n, 1) = β¯04(m,n, 1), β¯11(m,n, 1) = β¯31(m,n, 1) = Sn,m, and, also,
β01(m,n) = (2
m − 1)n. Also note that ‘wo. singular vertices’-table is completely standard,
and holds
Proposition 4.1 For the numbers βi1(m,n), i ∈ 4, 7, and for every n ≥ 1, we have that
βi1(m,n) = α¯i1(m,n) +
n−1∑
j=1
(−1)jCjnα¯ν(i),1(m,n− j)
if m > 1, and βi1(1, n) = 0; here ν(i) = 0 if i is an even integer, and ν(i) = 1 if i is an odd
one.
Note that the function β31 is symmetric. Also note that simpler formulas are possible,
for example,
β41(m,n) =
n∑
i=0
(−1)iC in2
i[n− i]m.
Let H = (V, E) be a hypergraph, and let V0(H) be the set of all isolated vertices of H .
Denote by (H)0 the induced subhypergraph H [V \V0(H)]. Let p be a hypergraph property.
We say that the property p is ∅-stable if for every hypergraph H it holds that H ∈ Hp iff
(H)0 ∈ Hp, i.e., iff p is invariant with respect to the operations of adding and cancelling
isolated vertices.
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Theorem 4.2 Let p be a ∅-stable property that allows T0-filtration, and let αp(m,n) be the
number of all (m,n)-hypergraphs having property p. Then the number of all T0-covers having
property p is
β∗p (m,n) =
n+1∑
i=1
sn+1,i αp(m, i− 1). (4)
Proof. Denote by p′ the following hypergraph property: a hypergraph H belongs to Hp′
if H ∈ Hp and V H [1] is an isolated vertex. The property p
′ allows T0-filtration. Denote by
γp(m,n) the number of all hypergraphs from the set Hp′(m,n). It is clear that γp(m,n) =
αp(m,n− 1). By using Theorem 3.4 we get
γ∗p (m,n) =
n∑
i=1
sn,i γp(m, i) =
n∑
i=1
sn,i αp(m, i− 1). (5)
As a T0-hypergraph has one isolated vertex at most, we have that
γ∗p (m,n) = β
∗
p (m,n− 1) for every n ≥ 2. (6)
Now formula (4) follows from (5) and (6).
It is easy to see that the properties ‘to be a hypergraph’ and ‘to be a hypergraph without
empty edges’ are ∅-stable, and the properties ‘to be a hypergraph without full edges’ and
‘to be a hypergraph without empty and full edges’ are not ∅-stable. Therefore, by using
Theorem 4.2 we get the first two formulas of the next proposition.
Proposition 4.2 For the numbers β∗j1(m,n), j ∈ 0, 3, we get the following formulas:
β∗01(m,n) =
n+1∑
i=1
[2i−1]m sn+1,i, β
∗
21(m,n) = β
∗
01(m,n)−mα
∗
21(m− 1, n),
β∗11(m,n) =
n+1∑
i=1
[2i−1 − 1]m sn+1,i, β
∗
31(m,n) = β
∗
11(m,n)−mα
∗
31(m− 1, n).
Note that the functions β∗11(m,n) and β
∗
21(m,n) are symmetric. Also note that
β∗02(m,n) =
n+1∑
i=1
2m(i−1)sn+1,i = [2
m − 1]n.
Let us give some further relations between the introduced classes. Note that ‘minimal
cover’-table and ‘minimal cover without intersecting property’-table are regular.
Proposition 4.3 For minimal covers we get
µ01(m,n) =
n∑
i=m
C in Si,mm! (2
m −m− 1)n−i
if n ≥ m, and µ01(m,n) = 0 if m > n.
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Using Theorem 3.4 we can obtain the formula for the number µ∗01(m,n), which can be
transformed into the form
µ∗01(m,n) = n!C
n−m
2m−m−1.
Without applying Theorem 3.4 the latter formula can be proved in the following way.
An ordered T0-(m,n)-hypergraph H is a minimal cover iff there exists V
′ ⊆ HV , |V ′| = m,
such that H [V ′] is a 1-cover, and in H [V H\V ′] every vertex is covered by at least two edges.
So if an n-set is fixed, and we want to construct an ordered minimal T0-(m,n)-cover H on
it, we have m!Cmn possibilities for H [V
′], and [2m −m − 1]n−m possibilities for H [V H\V
′].
Therefore we get
µ∗01(m,n) = m!C
m
n [2
m −m− 1]n−m = n!C
n−m
2m−m−1.
Proposition 4.4 It holds that
µ41(m,n) =
n−1∑
i=0
(−1)iC in µ01(m,n− i)
if n ≥ m and m > 1, and µ41(m,n) = 0 if either n < m or m = 1.
Note that for every k ≥ n, µ¯01(m,n, k) = µ01(m,n) and µ¯41(m,n, k) = µ41(m,n).
Now consider the problem of finding the numbers δij(m,n, k), where i ∈ 0, 3, j ∈ 1, 4, and
δ stands for β¯, β¯, β¯∗ or β¯∗. Let us give an example, considering the problem of enumeration
of all unordered T0-(m,n)-hypergraphs without multiple edges and without empty edges that
are 2-covers [2≤-covers], i.e., considering the problem of finding the number β¯
∗
13(m,n, 2) (see
[1]) [β¯∗13(m,n, 2)].
Example 4.1. Note that the dual property of the property ‘to be an ordered T0-2-cover
without multiple edges’ is the property ‘to be an ordered 2-uniform hypergraph without
multiple edges, without any 2-components, and without any isolated vertex’. Let us find
the number θ¯◦03(m,n) of all unordered 2-uniform (m,n)-hypergraphs without multiple edges,
and without 2-components, i.e., graphs with m edges and n vertices, and without any 2-
components.
The number of all graphs with n vertices and m edges is CmC2n . The maximum number
of 2-components is, obviously, min{[n/2], m}. The number of all graphs having the given
k 2-components is Cm−k
C2
n−2k
. Disjoint k 2-components can be chosen in [C2kn (2k)!]/[(2!)
kk!] =
[n]2k/[(2!)
kk!] ways. Thus, by using the formula of inclusion and exclusion we get the formula
θ¯◦03(m,n) =
min{[n/2],m}∑
k=0
(−1)k
[n]2k
(2!)kk!
Cm−k
C2
n−2k
.
Similarly, for the number θ¯◦03(m,n) of all unordered 2≤-dimensional (m,n)-hypergraphs
without multiple edges, and without 2-components, i.e., graphs which have m edges (among
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them there can be even loops) and n vertices, and which do not have any 2-components, we
have the following formula:
θ¯◦03(m,n) =
min{[n/2],m}∑
k=0
(−1)k
[n]2k
(2!)kk!
Cm−k
C1
n−2k
+C2
n−2k
.
The generative function for θ¯◦03(m,n) and θ¯
◦
03(m,n) can be found in [3].
Denote by θ¯◦13(m,n) [θ¯
◦
13(m,n)] the number of all unordered 2-uniform [2≤-dimensional]
(m,n)-covers without multiple edges [without multiple edges, without empty edges], without
2-components, and without isolated vertices. Then we have
θ¯◦13(m,n) =
n∑
i=0
(−1)iC inθ¯
◦
03(m,n− i), θ¯
◦
13(m,n) =
n∑
i=0
(−1)iC inθ¯
◦
03(m,n− i),
and we get
β¯∗13(m,n, 2) =
n!
m!
θ¯◦13(n,m), β¯
∗
13(m,n, 2) =
n!
m!
θ¯◦13(n,m).
Let δ replace here one of the letters β¯, β¯, β¯∗ and β¯∗. It is not difficult to see that for every
j ∈ 4 we can calculate all the numbers δij(m,n, k), i ∈ 3, if we know the number δ0j(m,n, k).
We immediately obtain the number δ03(m,n, k) from the number δ01(m,n, k), and the num-
bers δ01(m,n, k) and δ02(m,n, k) can be obtained by considering the corresponding dual
properties. Because of that we introduce the following notation:
cover minimal cover
k-uniform θ01(m,n, k) θ11(m,n, k) θ21(m,n, k)
k≤-dim. wo. empty edges θ¯01(m,n, k) θ¯11(m,n, k) θ¯21(m,n, k)
k-uniform and ¬∩-property θ31(m,n, k) θ41(m,n, k) θ51(m,n, k)
k≤-dim. wo. empty edges
and ¬∩-property
θ¯31(m,n, k) θ¯51(m,n, k) θ¯51(m,n, k)
Note that the property ‘to be a k≤-dimensional hypergraph’ does not satisfy the condi-
tions from Theorem 3.4 and Theorem 3.5. Really, the formula from Theorem 3.4 does not
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give the number of all T0-k≤-hypergraphs. This also holds for the class of all k-dimensional
hypergraphs and the class of all k-uniform hypergraphs. But it is not difficult to see that
θ01(m,n, k) = [C
k
n]m, θ11(m,n, k) =
n−k∑
i=0
(−1)iC in[C
k
n−i]m,
and for every j ∈ 0, 2,
θ3+j,1(m,n, k) =
k−1∑
i=0
(−1)iC inθj1(m,n− i, k − i)
if m > 1, and θ3+j,1(1, n, k) = 0. Also,
θ¯01(m,n, k) = [C¯
k
n]m, θ¯11(m,n, k) =
n−1∑
i=0
(−1)iC in[C¯
k
n−i]m;
here C¯st =
s∑
i=1
C it . Introduce the numbers
θ′01(m,n, k) = [C
k
n + 1]m, θ
′
11(m,n, k) =
n−k∑
i=0
(−1)iC in[C
k
n−i + 1]m,
Then we get for every j ∈ 0, 1,
θ¯3+j,1(m,n, k) = θ¯j1(m,n, k) +
k−1∑
i=1
(−1)iC inθ¯
′
j1(m,n− i, k − i)
if m > 1, and θ3+j,1(1, n, k) = 0. Also we get
θ¯51(m,n, k) =
k−1∑
i=0
(−1)iC inθ¯21(m,n− i, k − i).
The problem of finding the number θ21(m,n, k) (and θ51(m,n, k)) is unsolved yet. But we
have the following formulas:
δ∗ij(m,n + 1, k) = δ
∗
i−1,j(m,n+ 1, k)− (n + 1) δ
∗
1i(m,n, k), i = 1, 4; j ∈ 4,
where δ stands here for θ or θ¯, with help of which we pass from the numbers of the second
column to the numbers of the first column of the given table. From the numbers of the third
column to the numbers of the second column of the given table we pass with help of the
following formulas:
θ∗i1(m,n, k) = [n]mθ
∗
i−1,2(m,n−m, k − 1), i = 2, 5,
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and
θ¯∗i1(m,n, k) = [n]m
m∑
j=1
Cjm θ¯
∗
i−1,2(j, n−m, k − 1), i = 2, 5
(it is clear that m ≤ n). Finally, we have the formulas
δ∗3i(m,n+ 1, k) = δ
∗
0i(m,n+ 1, k)− (n + 1) δ
∗
3i(m,n, k), i ∈ 4;
here δ stands for θ or θ¯. Therefore, the problem of finding the numbers θ∗ij(m,n, k) and
θ¯∗ij(m,n, k), that are defined by the above given table, can be reduced to the same problem
for the numbers θ∗0s(m,n, k), s ∈ 4, and θ¯
∗
0s(m,n, k), s ∈ 4, and in order to find the latter
numbers we have to make use of the formula from Theorem 3.2.
Let α = (α1, . . . , αn) and β = (β1, . . . , βn) be arbitrary n-tuples. We write β ≤ α, if
βi ≤ αi for every i ∈ n.
Take a partition π = {V1, . . . , Vi} ∈ Π(n) of the n-set Wn, and fix a k, k < n. Denote
by ν(π, k) the number of all k-sets V ⊆ Wn which can be represented in the form V =
Vt1 ∪ · · · ∪ Vtj for some 1 ≤ t1 < · · · < tj ≤ i. Let α = (α1, . . . , αn) be a partition type, and
let π ∈ Π(α1, . . . , αn). Then it is easy to get
ν(π, k) = ν(α, k) =
∑
β=(β1,...,βn), σ(β)=k, β≤α
Cβ1α1 · · · · · C
βn
αn .
Now by using Theorem 3.2 we obtain the following theorem.
Theorem 4.3 For every i ∈ 4,
θ∗0i(m,n, k) =
∑
α=(α1,...,αn), σ(α)=n
(−1)n−α1−···−αnc(α) λi(ν(α, k), m).
Also, if we introduce the number
ν≤(α, k) =
∑
β=(β1,...,βn), 0<σ(β)≤k, β≤α
Cβ1α1 · · · · · C
βn
αn ,
we get
Theorem 4.4 For every i ∈ 4,
θ¯∗0i(m,n, k) =
∑
α=(α1,...,αn), σ(α)=n
(−1)n−α1−···−αnc(α) λi(ν≤(α, k), m).
Note that any of the transformations Gi, i ∈ 3, can be applied on p(θ
∗
01) and p(θ¯
∗
01),
and by using them the corresponding formulas for the numbers θ∗0i and θ¯
∗
0i, i ∈ 2, 4 can be
obtained from the above formulas for the numbers θ∗01 and θ¯
∗
01. So obtained formulas would
be equivalent to the formulas given by the above two theorems.
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5 Connected hypergraphs
Let us begin with the following theorem:
Theorem 5.1 The property ‘to be connected’ allows T0-filtration.
It is easy to see that the property ‘to be a connected k-uniform [k≤-uniform] hypergraph’
does not allow T0-filtration. Also note that any connected hypergraph is a cover. Obviously,
the opposite does not hold. However, any cover with intersecting property is connected.
Introduce the notations:
wo. empty edges wo. full edges
wo. full edges and
wo. empty edges
connected ω01(m,n) ω11(m,n) ω21(m,n) ω31(m,n)
connected k-uniform ω¯01(m,n, k)
connected k≤-dim. ω¯01(m,n, k) ω¯11(m,n, k)
connected without
∩ - property
ω41(m,n) ω51(m,n) ω61(m,n) ω71(m,n)
connected k-uniform
without ∩ - property ω¯41(m,n, k)
connected k≤-dim.
without ∩ - property ω¯41(m,n, k) ω¯51(m,n, k)
The numbers ω1j(m,n), j ∈ 4, are calculated in Proposition 5.7. The next four proposi-
tions show how from them we can obtain the numbers ωij(m,n), i ∈ 0, 7, i 6= 1, j ∈ 4.
Proposition 5.1 For the numbers ω0k(m,n), k ∈ 4, we get
ω01(m,n) = mω11(m− 1, n) + ω11(m,n),
ω02(m,n) =
∑m−1
i=0 C
i
m ω12(m− i, n),
ω03(m,n) = ω13(m− 1, n) + ω13(m,n),
ω04(m,n) =
∑m−1
i=0 ω14(m− i, n);
suppose that for every n > 1, ω0k(0, n) = 0 and ω0k(1, n) = 1, and, also, ω0k(0, 1) = 1 and
ω0k(1, 1) = 2.
Proposition 5.2 For the numbers ωjk(m,n), j ∈ 2, 3, k ∈ 4, we get
ωj1(m,n) = ωj−2,1(m,n)−mαj1(m− 1, n),
ωj2(m,n) = ωj−2,2(m,n)−
∑m
i=1C
i
mαj2(m− i, n)
ωj3(m,n) = ωj−2,3(m,n)− αj3(m− 1, n),
ωj4(m,n) = ωj−2,4(m,n)−
∑m
i=1 αj4(m− i, n);
here αj2(0, n) = αj4(0, n) = 1.
Proposition 5.3 For the numbers ωjk(m,n), j ∈ 4, 5, k ∈ 4, we get
ωjk(m,n) = ωj−4,k(m,n)−
n∑
i=1
(−1)iC inβ0k(m,n− i);
here β01(m, 0) = β03(m, 0) = 0 and β02(m, 0) = β04(m, 0) = 1.
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Proposition 5.4 For the numbers ωjk(m,n), j ∈ 6, 7, k ∈ 4, we get
ωjk(m,n) = ωj−4,k(m,n)−
n∑
i=1
(−1)iC inβ2k(m,n− i);
here β21(m, 0) = β23(m, 0) = 0 and β22(m, 0) = β24(m, 0) = 1.
And, of course, Theorem 5.1 and Proposition 3.3 imply
Proposition 5.5 For the numbers ω∗jk(m,n), j ∈ 7, k ∈ 4, we get
ω∗jk(m,n) =
n∑
i=1
sn,iωjk(m, i).
LetH = (V, E), E = (eλ, λ ∈ Λ), be a (m,n)-hypergraph. The bipartite graphKm,n(H) =
(V ∪ Λ, E), E = {(v, λ) ∈ V × Λ | v ∈ eλ}, with the partition classes V and Λ, is called
the graph of incidence of H . It is easy to see that an unordered [ordered] hypergraph H is
connected iff the whole n-block of Km,n(H) belongs to the same component of connectedness
of this bipartite graph. Now the next proposition follows immediately.
Proposition 5.6 A hypergraph H is an ordered [unordered ] connected (m,n)-hypergraph
without empty edges iff Km,n(H) is a connected graph.
Corollary 5.1 For all m,n ∈ N, ω12(m,n) = ω12(n,m), i.e. the function ω12(m,n) is
symmetric.
Let p be a property of ordered [unordered] hypergraphs without empty edges. Let H =
(V, E), E = (eλ, λ ∈ Λ), be an arbitrary ordered [unordered] hypergraph without empty
edges. Suppose that there exist subsets V1 and V2 of V such that V1 ∪ V2 = V , V1 ∩ V2 = ∅,
and eλ ⊆ V1 or eλ ⊆ V1 for every λ ∈ Λ, and let H1 = H [V1] and H2 = H [V2]. We say that
the pair (H1, H2) is a γ-decomposition of H , and we write H = H1∨H2, if H1 is a connected
hypergraph. We say that the property p is invariant with respect to γ-decompositions if for
every H1 and H2 such that H = H1 ∨H2, it hold that H ∈ Hp iff H1 ∈ Hp and H2 ∈ Hp.
Theorem 5.2 Let p be a property that is invariant with respect to γ-decompositions, and
let αp(m,n) = |Hp(m,n)|, where n ≥ 2. Denote by ωp(m,n) the number of all connected
hypergraphs from Hp(m,n), and by α
′
p(m,n) the number of all hypergraphs H from Hp(m,n)
for which the vertex V H [1] is an isolated vertex. Then
ωp(m,n) = αp(m,n)− α
′
p(m,n)−
m∑
i=1
n−1∑
j=1
νˆp(m, i)C
j−1
n−1 αp(m− i, n− j)ωp(i, j);
here νˆp(m, i) = C
i
m if p is a property of ordered hypergraphs, and νˆp(m, i) = 1 if p is a
property of unordered hypergraphs.
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Proof. Denote by ωˆp(m,n) the number of all disconnected hypergraphs from the class
Hp(m,n). Obviously,
ωp(m,n) = αp(m,n)− ωˆp(m,n). (7)
Let H = (V, E), E = (eλ, λ ∈ Λ), be a disconnected (m,n)-hypergraph from the class
Hp(m,n). If V H [1] is an isolated vertex, the hypergraph H is a disconnected hypergraph,
and the number of such hypergraphs is given by the number α′p(m,n). So, we can suppose
that V H [1] is not an isolated vertex. Denote by V0 ⊆ V the set of vertices that belong to the
component of connectedness containing the vertex v1, and by E0 the subfamily of E which
contains all edges eλ such that eλ ∩ V0 6= ∅. It is obvious that V0 ∩ e = e for every e ∈ E0,
and that H [V0,Λ(E0)] is a connected (i, j)-hypergraph from the class Hp(i, j), where i = |E0|
and j = |V0|. Also it is obvious that V0 ∩ e = ∅ for every e ∈ E\E0. Therefore we have that
ωˆp(m,n) = α
′
p(m,n) +
m∑
i=1
n−1∑
j=1
νˆp(m, i)C
j−1
n−1 αp(m− i, n− j)ωp(i, j). (8)
Now the formula follows from (7) and (8).
If a property p is invariant with respect to γ-decompositions, and, consequently, we
can apply Theorem 5.2, we say that the F1-transformation can be applied on p. Denote
by F1(Hp) the class of all connected hypergraphs from Hp. Note that the property ‘to
be a T0-hypergraph’ is invariant with respect to γ-decompositions. Now if both the F0-
transformation and F1-transformation can be applied on p, we have that they commutate
on p, i.e., F0 ◦ F1(Hp) = F1 ◦ F0(Hp). So we have that F0[F1(H(ω1j)))] = F1[F0(H(ω1j))] for
every j ∈ 4.
Let us agree that below the symbol νk(i, j) means C
j
i if k = 1, 2, and νk(i, j) = 1 if
k = 3, 4. Then from Theorem 5.2 we obtain that
Proposition 5.7 For every k ∈ 4, m ≥ 1, and n ≥ 2,
ω1k(m,n) = λk(2
n − 1, m)−
m∑
i=0
n−1∑
j=1
νk(m, i)C
j−1
n−1 λk(2
n−j − 1, m− i)ω1k(i, j);
here, ω1k(0, 1) = 1, and ω1k(0, i) = 0 for all i > 1.
Note that the numbers ω12(m,n) are considered, in a somewhat different context, in
[2]. Also let us note that on the basis of a well-known (now proverbial) connection between
exponential generative functions for graphs [hypergraphs] and connected [hypergraphs] [9],
by using functions A1i(x, y) we get
Ω1i(x, y) = 1 + ln(A1i(x, y))
for every i ∈ 4. So, for example, for i = 2 we get
Ω12(x, y) = 1 + ln
(∑
n≥0
e(2
n−1)y x
n
n!
)
= 1 + eyx+ (e3y − e2y)
x2
2!
+
+ (e7y − 3e4y + 2e3y)
x3
3!
+ (e15y − 4e8y − 3e6y + 12e5y − 6e4y)
x4
4!
+ . . .
23
or
ω12(1, n) = 1, ω12(2, n) = 3
n − 2n, ω12(3, n) = 7
n − 3 · 4n + 2 · 3n,
ω12(4, n) = 15
n − 4 · 8n − 3 · 6n + 12 · 5n − 6 · 4n, . . . .
Let p1 and p2 be two properties that are invariant with respect to γ-decompositions.
Then the property p1 ∧ p2 is also invariant with respect to γ-decompositions. It is obvious
that the property ‘to be a T0-hypergraph’ is a property that is invariant with respect to
γ-decompositions. Now we can find the number of all connected k-uniform T0-hypergraphs
and all connected k≤-dimensional T0-hypergraphs.
Proposition 5.8 For every m ≥ 1, n ≥ 2, and s ∈ 4,
ω¯∗0s(m,n, k) = θ
∗
0s(m,n, k)− θ
∗
1s(m,n− 1, k)−
−
m∑
i=1
n−1∑
j=1
νk(m, i)C
j−1
n−1 θ
∗
0s(m− i, n− j, k) ω¯
∗
0s(i, j, k);
where ω¯∗0s(m, 1, k) = 1 if k = 1∧((m = 1∧s = 1, 3)∨(m ≥ 1∧s = 2, 4)), and ω¯
∗
0s(m, 1, k) = 0,
otherwise; θ∗0s(0, 1, k) = 1 and θ
∗
0s(0, a, k) = 1 if a > 1.
Proposition 5.9 For every m ≥ 1, n ≥ 2, and s ∈ 4,
ω¯∗1s(m,n, k) = θ¯
∗
0s(m,n, k)− θ¯
∗
1s(m,n− 1, k)−
−
m∑
i=1
n−1∑
j=1
νk(m, i)C
j−1
n−1 θ¯
∗
1s(m− i, n− j, k) ω¯
∗
0s(i, j, k);
where ω¯∗1s(m, 1, k) = 1 if (m = 1 ∧ s = 1, 3) ∨ (m ≥ 1 ∧ s = 2, 4), and ω¯
∗
1s(m, 1, k) = 0,
otherwise; θ¯∗0s(0, 1, k) = 1 and θ¯
∗
0s(0, a, k) = 1 if a > 1.
In the end, let us remark that in addition to the properties discussed in the paper there
are other interesting properties which allow T0-filtration. For example, each of the following
properties allows T0-filtration: ‘to be an antichain’ (i.e., ‘to be a dually T1-hypergraph’), ‘to
be a dually T2-hypergraph’, ‘to be a hypergraph having k-intersecting property’, etc. The
case of k-intersecting hypergraphs is considered in [5]. The case of antichains is considered
in [10], and the case of multiantichains is considered in [11].
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