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DEFORMATION OF EXCEPTIONAL COLLECTIONS
Xiaowen Hu
Abstract
We show that in a smooth family of complete varieties, the existence of full ex-
ceptional collection on a fiber preserves for the fibers in a neighborhood. Then we
show that the noncommutative deformations of a strong exceptional collection of vector
bundles induce the same map on the second Hochschild cohomology as the canonical
isomorphism induced by the derived equivalence to the corresponding endomorphism
algebra.
1 Introduction
For a smooth complex projective variety X, Dubrovin’s conjecture ([Dub98], [Bay04]) says
that Db(X) has a full exceptional collection if and only if the Frobenius manifold MX
corresponding to the quantum cohomology of X is generically semisimple, and moreover,
the Gram matrix of a certain full exceptional collection of Db(X) is equal to the so-called
Stokes data of MX . The quantum cohomology is deformation invariant. Thus the above
conjecture suggests that the existence of full exceptional collections is preserved in a smooth
family. In this paper we show the existence in an open neighborhood.
Theorem 1.1. (= corollary 3.7) Let S be a locally noetherian scheme, X a smooth proper
scheme over S with geometrically connected fibers, s0 a point (not necessarily closed) of S.
If Db(Xs0) has a full exceptional collection (resp., a strongly full exceptional collection),
then there exists an open subset V containing s0 such that for any geometric point s of V ,
Db(Xs) has a full exceptional collection (resp., a strongly full exceptional collection).
The deformability of an exceptional collection should have been well-known to the ex-
perts. To show the fullness, we use the notion of helix of [Bon89]. To make the arguments
work we need to generalize the definition of exceptional collections, their mutations, and
helices, to a relative version.
Another motivation of theorem 1.1 is to understand the non-fullness of certain excep-
tional collections on surfaces of general type. It can be applied to simplify the argument of
[BGKS15], see the remark after proposition 3.9.
Assume furthermore that the full exceptional collection (Ei)1≤i≤n is strong, and denote
A = EndOX (
⊕n
i=1Ei). In section 4, we study the deformations of finite dimensional algebras
associated to acyclic quivers. Thus the deformations of Xs0 induce a map
Ts0S → HH
2(A), (1)
where the second Hochschild cohomology HH2(A) parametrizes the deformations of A. On
the other hand, when the characteristic of k is 0, there is a natural decomposition (see
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[Swan96], [Yeku02], [Ca˘l05])
HH i(X) =
i⊕
p=0
Hp(X,∧i−pTX), (2)
and there is a natural isomorphism (see e.g. [BH13])
HH i(X) ∼= HH i(A). (3)
Therefore it is natural to expect the map H1(X,TX) → HH
2(A) induced by (1) coincides
with the map induced by (2) and (3). It is natural to extend this statement to the noncom-
mutative deformation of Toda [Toda05], such that the image is the whole HH2(A). Our
second main theorem confirms this under the restriction that the strong full exceptional
collection (Ei)1≤i≤n consists of vector bundles. Let us state it more precisely. First note
that the existence of full exceptional collection implies that H2(X,OX ) = 0. Then for
β ∈ H1(X,TX) and γ ∈ H
0(X,∧2TX), denote u(0, β, γ) ∈ HH
2(A) the deformation of
A arising from the deformation of X. Denote Φi :
⊕i
p=0H
p(X,∧i−pTX) → HH
i(A) the
composition of the isomorphisms (2) and (3).
Theorem 1.2. ( = theorem 6.8) Let k be a field of the characteristic zero, and X a smooth
proper scheme over k, with a strong full exceptional collection of vector bundles (Ei)1≤i≤n.
Let A = End(
⊕n
i=1Ei). Then in the notations explained above we have
Φ2(0, β, γ) = u(0, β, γ). (4)
The keeping of the redundant zero component in the above notations is made to be
consistent with the notations in the maintext. In section 5 and 6, we work over character-
istic zero, but one can easily check that the theorem 1.2 and the intermediate statements
concerning only Hochschild cohomology of degree ≤ 2 remain valid in characteristic > 3.
I cannot find a direct conceptual proof of this theorem. Our proof is a bit involved;
part of the reason is that in the definition of noncommutative deformations the Hodge-type
decomposition (2) is used. In fact the reader will see that dealing with the λ-decomposition
is the most technical part of the proof. Our basic strategy is to find explicit Hochschild
cochains of A that represent both sides of (4). In the process we also need to study the
deformation of exceptional collections on the first order deformations of A and the first order
noncommutative deformations of X. Notice that in this paper by an explicit construction,
we mean explicit in the sense modulo the not-really-explicit construction of inverse images
of Cˇech coboundaries.
I do not the pursue to remove the assumptions in theorem 1.2 that the full exceptional
collection is strong and consists of vector bundles in this paper. The construction in the
proof of [Toda05, prop. 6.1] may be helpful for the general case. Finally I remark that
many existence results of infinitesimal deformations in this paper can also be deduced from
the main theorems of [Low05].
We organize the paper as follows. In section 2 we introduce the notion of relative
exceptional collections and helices. In section 3 we first show the existence of deforma-
tions of exceptional collections, then prove theorem 1.1. In section 4 we show the ex-
istence of full strong exceptional collection on a first order deformation of the finite di-
mensional algebra associated to an acyclic quiver modulo an admissible ideal of paths,
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and more relevant to the proof of theorem 1.2, we obtain the formula (13). In section
5 we recall Toda’s definition of noncommutative deformations associated to (α, β, γ) ∈
H2(X,OX )⊕H
1(X,TX )⊕H
0(X,∧2TX), and constructed in an explicit way the deforma-
tion of a exceptional collection of vector bundles on such a noncommutative deformation,
and by comparing with (13), we obtain an explicit expression of u(α, β, γ). In section 6,
we recall three crucial properties of Hochschild cohomology: the HKR isomorphisms, the
Morita equivalence and the λ-decomposition (also called Hodge-type decomposition). Then
we construct a bar-type resolution of the diagonal ∆X induced by a strong full exceptional
collection, and finally obtain an explicit representation of Φ2(0, β, γ); theorem 1.2 follows
by a direct comparison of constructions 5.11 and 6.30. In section 7 we propose some open
problems.
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Notations In this paper, unless otherwise stated, δ will denotes the differentials of a Cˇech
complex Cˇ(·), Zi(·), Bi(·) the corresponding i-th group of cocycles and coboundaries, b the
differentials of a Hochschild cochain complex, and b′ the differentials of a bar complex. The
symbol x will always denotes the contraction of sections of tangent sheaves and cotangent
sheaves, or the contraction of sections of their wedge products. The symbols R and L
indicate the derived functors. The symbol ǫ will always denotes a square zero element, e.g.,
k[ǫ] = k[ǫ]/(ǫ2). A geometric point means the spectrum of a separably closed field.
2 Relative exceptional collections and helices
In this section we collect some definitions and standard facts on admissible subcategories
and semiorthogonal decompositions of a triangulated category. In passing we define the
relative exceptional collection and helices. All triangulated subcategories are assumed full.
2.1 Relative exceptional collections
Definition 2.1. Let A be a triangulated category. A triangulated subcategory B is called
right admissible (resp., left admissible) if the inclusion B →֒ A has a right adjoint (resp., has
a left adjoint). If B is both right and left admissible, it is called an admissible subcategory.
We will need the following lemma on admissible subcategories.
Lemma 2.2. [Bon89, 3.1] Let A be a triangulated category, B a triangulated subcategory,
B⊥ (resp., ⊥B) the right orthogonal (resp., the left orthogonal) to B. Then the following
are equivalent:
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1. B is right admissible (resp., left admissible).
2. For every X ∈ A there is a distinguished triangle Y → X → Z with Y ∈ B and
Z ∈ B⊥ (resp., Y ∈ ⊥B and Z ∈ B).
3. B and B⊥ (resp., ⊥B and B) generate A .
4. The inclusion B⊥ →֒ A has a left adjoint (resp., the inclusion ⊥B →֒ A has a right
adjoint).
For a scheme S, denote by Dp(S) the triangulated category of perfect complexes on
S. For a scheme X over S, denote by Dp(X/S) the category of S-perfect complexes on X
[Lieb06]. If X is smooth over S, Dp(X/S) is equivalent to Dp(X).
Definition 2.3. ([Kuz11]) An S-linear subcategory of Dp(X/S) is a triangulated subcate-
gory which is closed under the operations of the form Lπ∗M⊗L where M ∈ Dp(S), where
π : X → S is the structure morphism.
Recall that we say that a locally noetherian scheme X satisfies the resolution property
if for every quasi-coherent sheaf F there is an epimorphism E → F where E is a direct sum
of locally free coherent sheaves. We refer the reader to [Gro17, example 5.9] for examples
of schemes satisfying the resolution property.
The following is a variant of [Kuz11, 2.7], and we reproduce his argument.
Lemma 2.4. Let S be a locally noetherian scheme satisfying the resolution property, X a
locally noetherian scheme, and π : X → S a quasi-compact and quasi-separated morphism
of schemes. Then a pair of S-linear subcategories A,B of Dp(X/S) is semiorthogonal if and
only if Rπ∗RH om(B,A) = 0 for any A ∈ A, B ∈ B.
Proof. Let A ∈ A, B ∈ B. Since X is locally noetherian, RH om(B,A) lies in Dqc(X), the
derived category of complexes of OX -modules with quasi-coherent cohomologies ([Har66,
II.3.3]). Then since π is quasi-compact and quasi-separated, Rπ∗RH om(B,A) ∈ Dqc(S)
(see e.g. [Lip09, 3.9.2]). If Rπ∗RH om(B,A) ∈ Dqc(S) is nonzero, since S satisfies
the resolution property, there is a nonzero homomorphism P → Rπ∗RH om(B,A) ∈
Dqc(S). By [Spa88, theorem A] or [Lip09, 2.6.1, 3.2.1], RHom(P,Rπ∗RH om(B,A)) ∼=
RHom(Lf∗P,RH om(B,A)) ∼= RHom(B⊗LLf∗P,A), contradicting that B is left orthog-
onal to A. The converse is obvious.
For a scheme X and a perfect complex M ∈ Dp(X), denote by M∨ the derived dual of
M , i.e., M∨ = RH om(M,OY ). In the following of this section we assume π : X → S to
be smooth and proper.
Corollary 2.5. Let A be an S-linear triangulated subcategory of Dp(X/S). Then A⊥ and
⊥A are also S-linear triangulated subcategories.
Proof. For M ∈ Dp(S) and A,B ∈ Dp(X/S), we have
Rπ∗RH om(Lπ
∗M ⊗L B,A) = RH om(M,Rπ∗RH om(B,A))
and
Rπ∗RH om(B,Lπ
∗M ⊗L A) = RH om(M∨,Rπ∗RH om(B,A)).
Thus the conclusion follows from lemma 2.4.
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Definition 2.6. An ordered set of objects (E1, · · · , En) of D
p(X/S) is called an exceptional
collection of X/S of length n if for i > j,
Rπ∗RH om(Ei, Ej) = 0, (5)
and the canonical map
OS → Rπ∗RH om(Ei, Ei) (6)
is an isomorphism for 1 ≤ i ≤ n. It is called a strongly exceptional collection if moreover
the cohomology sheaves H k
(
Rπ∗RH om(Ei, Ej)
)
vanish for k 6= 0 and all pairs i, j. An
exceptional collection of length 2 is called an exceptional pair.
The following fiberwise criterion for exceptionality is immediate from the definition.
Lemma 2.7. Let X be a smooth proper scheme over S, E = (E1, · · · , En) a sequence of
objects of Dp(X/S). Then E is an exceptional collection of Dp(X/S) if and only if Ls∗E
is an exceptional collection of Db(Xξ) for every geometric point s : ξ → S.
Definition 2.8. Let (E,F ) be an exceptional pair. The left mutation LEF and the right
mutation RFE are defined by the distinguished triangles
LEF → Lπ
∗Rπ∗RH om(E,F ) ⊗
L E → F → (LEF )[1],
E →
(
Lπ∗Rπ∗RH om(E,F )
)∨
⊗L F → RFE → E[1],
where both second arrows are induced by adjointness.
For an exceptional collection σ = (E1, · · · , En) we define the i-th right and left mutations
Riσ = (E1, · · · , Ei−1, Ei+1, REi+1Ei, Ei+2, · · · , En),
Liσ = (E1, · · · , Ei−1, LEiEi+1, Ei, Ei+2, · · · , En).
Definition 2.9. For a set of object G1, · · · , Gn of D
p(X/S), denote by 〈G1, · · · , Gn〉 the
smallest S-linear triangulated subcategory satisfying: (i) it containing G1, · · · , Gn, (ii) it is
isomorphism closed, i.e., if F ∈ 〈G1, · · · , Gn〉 and F
′ ∼= F then F ′ ∈ 〈G1, · · · , Gn〉.
Lemma 2.10. Let π : X → S be a smooth and proper morphism, and (E1, ..., En) an excep-
tional collection of Dp(X/S). Then 〈E1, ..., En〉 is an admissible subcategory of D
p(X/S).
Proof. For an object A ∈ Dp(X/S), define LiA inductively by
Li+1A→ Lπ∗Rπ∗RH om(En−i, L
iA)⊗L En−i → L
iA→ Li+1A[1],
and similarly we define RiA. Then it is straightforward to see that Ln+1[n + 1] and
Rn+1[−n − 1] are left and right adjoints of the inclusion 〈E1, ..., En〉
⊥ →֒ Dp(X/S) and
we apply lemma 2.2.
Lemma 2.11. 1. 〈σ〉 = 〈Liσ〉 = 〈Riσ〉.
2. There are relations
RiLi ∼= LiRi ∼= 1, RiRi+1Ri ∼= Ri+1RiRi+1, LiLi+1Li ∼= Li+1LiLi+1,
RiRj = RjRi, LiLj = LjLi, |i− j| ≥ 2.
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Proof. The proof goes verbatim as the absolute case.
Lemma 2.12. Let (E1, · · · , En) be an exceptional collection of D
p(X/S). For an object F
of Dp(X/S), we define inductively LiF and RiF by L0F = R0F = F , and the distinguished
triangles
Lk+1F → Lπ∗Rπ∗RH om(En−k, L
kF )⊗L En−k → L
kF → (Lk+1F )[1],
RkF →
(
Lπ∗Rπ∗RH om(R
kF,Ek+1)
)∨
⊗L Ek+1 → R
k+1F → RkF [1].
Then LkF ∈ 〈En−k+1, · · · , En〉
⊥ and RkF ∈ ⊥〈E1, · · · , Ek〉 for 1 ≤ k ≤ n. Moreover,
〈E1, · · · , En〉 is an admissible subcategory of D
p(X/S).
Proof. We prove the first assertion by induction on k. The claim for k = 0 is empty.
Suppose LkF ∈ 〈En−k+1, · · · , En〉
⊥, then for j > 0, we have
Hom(En−k+j, L
kF ) = 0.
and for j ≥ 0
Rπ∗RH om(En−k+j,Lπ
∗Rπ∗RH om(En−k, L
kF )⊗L En−k)
= Rπ∗
(
Lπ∗Rπ∗RH om(En−k, L
kF )⊗L En−k ⊗
L E∨n−k+j
)
= Rπ∗RH om(En−k, L
kF )⊗L Rπ∗(En−k ⊗
L E∨n−k+j)
= Rπ∗RH om(En−k, L
kF )⊗L Rπ∗RH om(En−k+j, En−k)
which vanishes if j > 0 by the definition of exceptional collections, and is isomorphic to
Rπ∗RH om(En−k, L
kF ) if j = 0, and in this case the canonical map toRπ∗RH om(En−k, L
kF )
induced by the map
Lπ∗Rπ∗RH om(En−k, L
kF )⊗L En−k → L
kF
is the identity. ThusRπ∗RH om(En−k, L
k+1F ) = 0 and therefore Lk+1F ∈ 〈En−k, · · · , En〉
⊥.
The proof of the conclusion for RkF is similar. The second assertion follows from the first
one by the octahedral axiom.
2.2 Helices
For an exceptional collection σ = (E1, · · · , En) of D
p(X/S), define inductively
En+i = R
n−1Ei, En−i = L
n−1Ei. (7)
Definition 2.13. Let S be a locally noetherian scheme. Suppose X/S is smooth and
proper of pure relative dimension d. We call the sequence {Ei}−∞≤i≤∞ a helix of period n
if Ei ∼= En+i⊗
LωX/S [d−n+1] for all i. We call an exceptional collection σ = (E1, · · · , En)
a thread of a helix if the infinite sequence (7) generated by σ is a helix of period n.
Lemma 2.14. Let (E1, · · · , En) be an exceptional collection of D
p(X/S). Then there is a
canonical isomorphism
Rπ∗RH om(En, F )
∨ ∼−→ Rπ∗RH om(F,L
n−1En[n− 1])
for F ∈ 〈E1, · · · , En〉.
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Proof. By the proof of [Bon89, 4.2] there is a natural homomorphism
Rπ∗RH om(En, F )
∨ → Rπ∗RH om(F,L
n−1En[n− 1])
and lemma 2.7 reduces the conclusion to the absolute case, then use the conclusion of
[Bon89, 4.2].
Lemma 2.15. Let E1, · · · , En be an exceptional sequence of length n. It is a thread of a
helix of period n if and only if Ei ∼= R
n−1Ei ⊗ ωX/S [d− n+ 1] for i = 1, · · · , n.
Proof. We compute
(E−n, · · · , E−1) = (L1L2 · · ·Ln)
n(E1, · · · , En)
= (L1L2 · · ·Ln)
n
(
(E1, · · · , En)⊗ ω
−1
X/S [−(d− n+ 1)]
)
⊗ ωX/S [d− n+ 1]
=
(
(L1L2 · · ·Ln)
n(Rn · · ·R1)
n(E1, · · · , En)
)
⊗ ωX/S [d− n+ 1]
= (E1, · · · , En)⊗ ωX/S [d− n+ 1].
2.3 Observations on ranks
Since π : X → S is smooth, an S-perfect complex E ∈ Dp(X/S) is in fact OX-perfect.
Taking a local representative of E as a bounded complex of locally free sheaves of finite
ranks
· · · → Ei−1 → Ei → Ei+1 → · · ·
and define the rank of E to be
rank(E) =
∞∑
i=−∞
(−1)irank(Ei).
Then rank(E) is a well-defined locally constant function on X.
Lemma 2.16. The following composition of natural maps
OX → E
∨ ⊗L E → OX
is the multiplication by rank(E).
Proof. Write E = E• as a bounded complex of locally free coherent sheaves. Let f be
a local section of OX and denote by mf the multiplication by f . The first map sends f
to (fi = mf )i∈Z where fi : E
i → Ei. The second map sends (fi)i∈Z which represents an
element of H 0(E∨ ⊗L E), to
∑
i(−1)
itr(fi). Composing the two maps we obtain (8).
Lemma 2.17. Let S be a field, (E1, · · · , En) be a full exceptional collection of D
p(X/S) =
Db(X). Then gcd(rank(E1), · · · , rank(En)) = 1.
Proof. Since (E1, · · · , En) is a full exceptional collection, the classes [Ei] form a basis of
K0(X), thus the conclusion follows.
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3 Deformation of full exceptional collections
3.1 Existence of deformations
We need to recall Lieblich’s theorem of the representability of the moduli of objects in
Dp(X/S) [Lieb06].
Let π : X → S be a flat morphism between schemes. An S-perfect complex E is called
gluable if Rπ∗RH om(E,E) ∈ D
≥0(S), and universally gluable if this remains true for
arbitrary base change T → S. Let Dbpug(X/S) be the following groupoid fibered over the
category of S-schemes,
T 7→ {universally gluable T -perfect complexes on XT }.
Theorem 3.1. [Lieb06, 4.2.1] Let π : X → S be a proper flat morphism of finite presenta-
tion. Then Dbpug(X/S) is an Artin stack locally of finite presentation, locally quasi-separated
with separated diagonal, over S.
We also need the following theorem on the deformation and obstruction theory of the
perfect complexes, see [Lieb06, 3.1.1], [Low05] and [HT10].
Theorem 3.2. Let I → A→ A0 → 0 be a square zero extension of rings, and X a scheme
flat quasi-separated and of finite presentation and over A, E0 ∈ D
b(XA0).
(1) There is an element ω(E0) in Ext
2
XA0
(E0, E0 ⊗
L
A0
I) which vanishes if and only if
there exits E ∈ Db(XA) such that Lι
∗E ∼= E0, where ι : Spec(A0) →֒ Spec(A) is the
embedding.
(2) If the deformation E exists, the set of deformations of E0 is a torsor under
Ext1XA0
(E0, E0 ⊗
L
A0 I).
From these theorems we can deduce the existence of deformations of exceptional collec-
tions in some open neighborhood.
Theorem 3.3. Let S be a scheme, X a smooth proper scheme over S, s0 a point of S.
Suppose Db(Xs0) has an exceptional collection (resp., a strongly exceptional collection) σ =
(E1, ..., En), then there exists an e´tale neighborhood U of s0 in S, such that there exists
a unique exceptional collection (resp., a strong exceptional collection) τ = (E1, ..., En) of
Dp(XU/U) whose derived restriction to D
b(Xs0) is σ.
Proof. Let A = OS,s0 , m the maximal ideal of A, and Ak = A/m
k+1. In particular
A0 is the residue field. Let E0 be an exceptional object of D
b(Xs0). We will show in-
ductively that there exists uniquely an exceptional object Ek of D
p(XAk/Ak) such that
Lι∗kEk = E0, where ιk : Spec(A0) →֒ Spec(Ak) is the closed embedding. Since E0 is excep-
tional, Ext1XA0
(E0, E0) = Ext
2
XA0
(E0, E0) = 0, so there exists a unique deformation E1 in
8
Dp(XA1/A1). Suppose we have obtained Ek. Then for any i,
ExtiXAk
(Ek, Ek ⊗
L
Ak
m
k+1/mk+2)
= ExtiXAk
(Ek, Ek ⊗
L
Ak
A0 ⊗
L
A0 m
k+1/mk+2)
∼= ExtiXAk
(Ek, Ek ⊗
L
Ak
A0)
⊕ dimA0 m
k+1/mk+2
∼= ExtiXAk
(Ek, ι∗Lι
∗Ek)
⊕ dimA0 m
k+1/mk+2
∼= ExtiXA0
(Lι∗Ek, Lι
∗Ek)
⊕ dimA0 m
k+1/mk+2
∼= ExtiXA0
(E0, E0)
⊕ dimA0 m
k+1/mk+2 .
So there exists a unique deformation Ek+1 of Ek in D
p(XAk+1/Ak+1), and by [Lieb06, 3.2.4]
Ek+1 remains perfect over Ak+1.
By the definition of exceptional objects, Ek is exceptional if and only if the cone of the
map
OAk → Rπ∗RH om(Ek, Ek)
is acyclic. It is perfect over Spec(Ak) and its restriction to Spec(A0) is acyclic, therefore
by the semicontinuity theorem (for perfect complexes, [EGAIII, 7.7.5]), it is acyclic over
Spec(Ak). The same argument deduces the existence and uniqueness of the deformation
of the exceptional collection onto XAk . The existence of a formal deformation (i.e. a
deformation of E overXÂ, where Â is the completion ofA), and the algebraization (existence
of a deformation over an open subset U containing s0), both follow from theorem 3.1 on
the representability of Dbpug(X/S) as an Artin stack.
Finally, applying the semicontinuity theorem again, one sees that the resulting sequence
of exceptional objects (E1|U , ..., En|U ) is an exceptional sequence, with U shrunk if necessary.
3.2 Fullness
The following theorem is an enhancement of [Bon89, theorem 4.1]; notice that the word
foliation in the statement of the English version of loc. cit. means bundle, according to the
russian version.
Theorem 3.4. Let S be a connected locally noetherian scheme satisfying the resolution
property, π : X → S a smooth proper morphism with connected fibers. Let (E1, · · · , En) be
an exceptional collection of Dp(X/S). Consider the following two properties:
1) The exceptional collection (E1, · · · , En) is full;
2) The collection (E1, · · · , En) is a thread of a helix of period n.
Proof. By the connectedness of fibers, π is equidimensional, and we assume the relative
dimension is d.
1) ⇒ 2): By the Grothendieck duality,
Rπ∗RH om(Ei, F )
∨ ∼= Rπ∗RH om(RH om(Ei, F ), ωX/S [d])
∼= Rπ∗RH om(F,Ei ⊗
L ωX/S [d]),
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which by lemma 2.14 induces a map
Ln−1Ei[n− 1]→ Ei ⊗
L ωX/S [d], (8)
which is an isomorphism if (E1, · · · , En) is a full exceptional collection of D
p(X/S).
2) ⇒ 1): By lemma 2.10, we need only to show 〈E1, · · · , En〉
⊥ = 0. We give two proofs for
this. The first one is an improvement of that of [Bon89, theorem 4.1], and has to assume
the ampleness of ω−1
X/S
and gcd(rank(E1), · · · , rank(En)) = 1. The second one is provided
by Ying Xie.
Proof 1 : We assume gcd(rank(E1), · · · , rank(En)) = 1 (Ei has a constant rank for S
is connected) and ω−1X/S relatively ample; the case ωX/S relatively ample is similar. Then
there exists r > 0 such that ω−r
X/S
is relatively very ample, which induces an embedding
ι : X →֒ PNS . Suppose F ∈ 〈E1, · · · , En〉
⊥. Since E1, ..., En generates a helix, by lemma 2.4
one has
Rπ∗RH om(Ei ⊗ ω
k
X/S , F ) = 0, (9)
for 1 ≤ i ≤ n and any integer k. On the other hand, writing Ei = E
•
i , F = F
• as complexes
of locally free coherent sheaves on X.
Rπ∗RH om(E
•
i ⊗ ω
rk
X/S , F
•) = Rπ∗ι∗(E
•∨
i ⊗ F
• ⊗ ω−rkX/S),
and for k ≫ 0,
Rπ∗RH om(E
p
i ⊗ ω
rk
X/S , F
q) = π∗ι∗(E
p∨
i ⊗ F
q ⊗ ω−rkX/S).
Taking into account (9), by Serre’s theorem [EGAII, 3.4.3], ι∗(E
•∨
i ⊗F
•) = 0 in Dp(PNS /S),
and thus E•∨i ⊗ F
• = 0 in Dp(X/S). Thus the composition
F → Ei ⊗
L E∨i ⊗
L F → F
is zero. However, by lemma 2.16, this composition is the multiplication by rank(Ei). By
assumption gcd(rank(E1), · · · , rank(En)) = 1, thus F = 0.
Proof 2 (after Ying Xie): Let F ∈ 〈E1, · · · , En〉
⊥. By Grothendieck duality,
Rπ∗RH om(F,Ei ⊗ ωX/S [d]) ∼=
(
Rπ∗RH om(Ei, F )
)∨
.
Then by (9) and the definition of helix, F ∈ ⊥〈E1, · · · , En〉. Therefore 〈E1, · · · , En〉 and
〈E1, · · · , En〉
⊥ form a decomposition of Dp(X/S), which is equivalent to the category of
perfect complexes on X, because π is smooth. But by [COS13, corollary 4.6], Dp(X/S) is
indecomposable. So 〈E1, · · · , En〉
⊥ = 0, and we are done.
Theorem 3.5. Let S be a locally noetherian scheme, π : X → S a smooth proper morphism
with geometrically connected fibers, s0 a point (not necessarily closed) of S. If D
b(Xs0) has
a full exceptional collection (resp., a strong full exceptional collection), then there exists an
e´tale neighborhood W of s0 such that D
p(XW /W ) has a full exceptional collection (resp., a
strong full exceptional collection).
Proof. Shrinking S if necessary, we can assume that S is affine noetherian and connected,
thus satisfies the resolution property, and X is of pure relative dimension d over S. Let
σ0 be a full exceptional collection (resp., a strong full exceptional collection) of D
p(Xs0).
By theorem 3.3, there exists an e´tale neighborhood U of s0 and an exceptional collection
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(resp., a strong exceptional collection) σ = (E1, · · · , En) of D
p(XU/U) extending σ0. By
lemma 2.14, there is a natural map
Ln−1Ei[n− 1]→ Ei ⊗
L ωX/U [d], (10)
as in the proof of theorem 3.4. Since σ0 is full, (10) is a quasi-isomorphism after restricting
to Xs0 . By the semicontinuity theorem, there exists an open subset W of U containing s0
such that the restriction of (10) to XW is also a quasi-isomorphism, for 1 ≤ i ≤ n. By
lemma 2.15, this means that σ is a thread of a helix over XW . Then by theorem 3.4, σ|W
is a full exceptional collection of Dp(XW /W ).
Remark 3.6. In the first version of this paper, we assume the relative ampleness of ωX/S
in theorem 3.4, and the relative ampleness of ωX/S or ω
−1
X/S over S − {s0} in theorem 3.5.
The condition gcd(rank((E1)s0), · · · , rank((En)s0)) = 1 is satisfied automatically because
((E1)s0 , · · · , (En)s0) is full.
Corollary 3.7. Let S be a locally noetherian scheme, π : X → S a smooth proper morphism
with geometrically connected fibers, s0 a point (not necessarily closed) of S. If D
b(Xs0) has
a full exceptional collection (resp., a strong full exceptional collection), then there exists an
open subset V containing s0 such that for any geometric point s of V , D
b(Xs) has a full
exceptional collection (resp., a strong full exceptional collection).
Proof. Use theorem 3.4 and 3.5, and that the helicity of a relative exceptional collection
can be checked fiberwise.
Remark 3.8. Passing to an e´tale neighborhood or the geometric point is necessary. In fact,
consider a family of Brauer-Severi varieties, then each geometric fiber has a full exceptional
collection. But the generic fiber may not have a full exceptional collection, unless after a
base change to a separable extension of the base function field such that the generic fiber
becomes split, by [Rae16, theorem 3.1].
During the proof of theorem 3.5 we have in fact shown the following.
Proposition 3.9. Let S be a locally noetherian scheme, π : X → S a smooth proper
morphism with connected fibers, s0 a point of S. Suppose that σ = (E1, ..., En) is an
exceptional collection of Dp(X/S). If σ is full at s0, then there exists an open subset U
containing s0 such that σ|U is full.
In [BGKS15] a family of exceptional collection σ = (L1, ...,L11) is constructed on certain
determinantal Barlow surfaces, and they are shown not full on general fibers St, by prov-
ing that their endomorphism algebras are not deformed. For the specific Barlow surface
S0 (constructed by Barlow), the non-fullness is shown by using Kuznetsov’s method via
(pseudo)heights of exceptional collections [Kuz15]. Now as an application of proposition
3.9, the non-fullness of σ restricted to S0 follows directly from the non-fullness of σ for
general determinantal Barlow surfaces.
4 First order deformations of full exceptional collections of modules of
finite dimensional algebras associated to acyclic quivers with relations
Fix a base field k. We follow the terminology on finite dimensional algebras and quivers of
[ASS]. For example, the algebra associated to the following quiver
• •// •//
p1 p2 p3a b
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is the k-algebra generated by W = {p1, p2, p3, a, b} with the relations p
2
i = pi for 1 ≤ i ≤ 3,
p1a = a = ap2, p2b = b = bp3, and all the other products of two elements of W , except ab,
are zero. In this section we need to quote several results of [ARS], the reader should notice
that our convention of the products is different from that of loc. cit, because this is more
convenient for considering right modules. Recall that a quiver is called acyclic if it has no
oriented nontrivial cycles of arrows; in [Bon89] an acyclic quiver was called ordered.
Throughout this section, we assume that A is a finite dimensional algebra of the form
k∆/I, where ∆ is an acyclic quiver and I is an admissible ideal, i.e., Rm∆ ⊂ I ⊂ R
2
∆ for some
integer m ≥ 2, where R∆ is the ideal of nontrivial arrows of ∆. Let {p1, ..., pn} be the set of
vertices of ∆. Then piA, 1 ≤ i ≤ n form a complete set of indecomposable projective right
A-modules. Denote by Db(A) the derived category of finite dimensional right A-modules.
We arrange the order of p1, .., pn such that for 1 ≤ i < j ≤ n, there is no path in ∆ that
starts from pi and ends at pj. Thus pixpj = 0 for i < j and all x ∈ A. Then by [Bon89,
section 5], (p1A, ..., pnA) is a strong full exceptional collection of D
b(A), and
A ∼=
⊕
1≤i,j≤n
HomA(piA, pjA),
where HomA is taken in the category of right A-modules.
Denote k[ǫ] = k[ǫ]/(ǫ2), and S = Spec(k[ǫ]). A deformation of A over S is a flat
k[ǫ]-algebra A† with an isomorphism A† ⊗k[ǫ] k ∼= A. Denote by HH
n(A) = HHn(A,A)
the Hochschild cohomology of the k-algebra A. Then the deformation of A over S is
parametrized by HH2(A) due to [Ger64]. For later use let us recall this fact. Explicitly, a
Hochschild n-cochain is a k-linear map f : A⊗kn → A, and the coboundary is given by
b(f)(a1, · · · , an+1) = a1f(a2, · · · , an+1)
+
∑
1≤i≤n
(−1)if(a1, · · · , aiai+1, · · · , an+1) + (−1)
n+1f(a1, · · · , an)an+1. (11)
Given a 2-cocycle u, the corresponding deformation of Au over S is given by the multipli-
cation
(a0 + ǫa1) ·u (b0 + ǫb1) = a0b0 + ǫ(a1b0 + a0b1 + u(a0, b0)). (12)
for ai, bi ∈ A, i = 0, 1. If u and u
′ differ by a coboundary b(v), then there is an induced
isomorphism Au ∼= Au′ over S. It is straightforward to see that all deformations of A over
S arise in this way.
For a flat finite dimensional algebra A† over S, denote by Dp(A†/S) the full S-linear
triangulated subcategory of Db(A) generated by the bounded complexes of projective right
A†-modules. The following is the main theorem of this section.
Theorem 4.1. Let u ∈ HH2(A).
(i) For 1 ≤ i ≤ n, there exists a unique projective right Au-module Pi that deforms piA.
(iii) There exists λi ∈ k and ai, bi, ci ∈ A such that Pi = (pi+ǫ(−λipi+aipi+pibi+ci))Au.
(iii) The sequence (P1, ..., Pn) is a strong full exceptional collection of the S-linear trian-
gulated category Dp(Au/S), i.e.,
k[ǫ]
∼
−→ HomAu(Pi, Pi) for 1 ≤ i ≤ n,
HomAu(Pi, Pj) = 0 for i > j,
Extk(Pi, Pj) = 0 for k > 0 and 1 ≤ i, j ≤ n.
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(iv) We have
Au ∼=
⊕
1≤i≤j≤n
HomAu(Pi, Pj). (13)
One can find more descriptions on ai, bi, ci in the following lemmas, which we do not
spell out in the above theorem. We remark that the choices of ai and bi are not unique.
We refer the reader to [HS88] for a result close to ours. The rest of this section is devoted
to an elementary proof of theorem 4.1.
In the following of this section we fix a Hochschild 2-cocycle u : A ⊗k A → A. For
∀a, b, c ∈ A,
au(b, c) − u(ab, c) + u(a, bc)− u(a, b)c = 0. (14)
Lemma 4.2. (i) For 1 ≤ k ≤ n, there exist a unique λk ∈ k, and a unique ck ∈ A which
modulo I is a linear combination of paths whose beginnings and ends are not pk, such
that
u(pk, pk) = λkpk + ck. (15)
(ii) For 1 ≤ i, j ≤ n and i 6= j, there is a unique dij ∈ A which modulo I is a linear
combination of paths connecting pi towards pj , such that
u(pi, pj) = dij − picj − cipj, (16)
where ci, cj ∈ A are as in (i). In particular, if i < j, then dij = 0.
(iii) For any x ∈ A, we have xu(1, 1) = u(x, 1) and u(1, 1)x = u(1, x).
(iv) Let λk, ck, 1 ≤ k ≤ n, and dij , 1 ≤ i 6= j ≤ n be determined as in (i) and (ii). Let 1u
be the identity element of Au, then
1u = 1− ǫ
( ∑
1≤k≤n
(λkpk − ck) +
∑
1≤i,j≤n
i 6=j
dij
)
. (17)
(v) Au is a k[ǫ]/(ǫ
2)-algebra via the map
k[ǫ]/(ǫ2)→ Au, µ+ ǫν 7→ µ · 1u + ǫν = µ+ ǫ(−µu(1, 1) + ν). (18)
Proof. (i) Taking a = b = c = pk in (14), we obtain pku(pk, pk) = u(pk, pk)pk. Thus (15)
holds for some λk ∈ k, and ck satisfies pkck = ckpk = 0, i.e. ck is a linear combination of
paths whose beginning and ends are not pk.
(ii) Taking a = b = pi and c = pj in (14), we obtain
piu(pi, pj)− u(pi, pj)− u(pi, pi)pj = 0.
Taking a = pi and b = c = pj in (14), we obtain
piu(pj, pj) + u(pi, pj)− u(pi, pj)pj = 0.
Thus
u(pi, pj) = piu(pi, pj)− u(pi, pi)pj = pi(u(pi, pj)pj − piu(pj, pj))− u(pi, pi)pj
= piu(pi, pj)pj − piu(pj, pj)− u(pi, pi)pj
= dij − picj − cipj ,
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where pidijpj = dij , i.e. dij is a linear combination of paths connecting pi towards pj .
(iii) For the first identity, take a = x and b = c = 1 in (14). For the second one, take
a = b = 1 and c = x in (14).
(iv) By (i) and (ii),
u(1, 1) =
∑
i,j
u(pi, pj) =
∑
i
(λipi + ci) +
∑
i 6=j
(dij − cipj − picj) =
∑
i
(λipi − ci) +
∑
i 6=j
dij .
Thus (17) follows from (12). (v) is obvious.
From now on in this section we omit the term “modulo I”.
Lemma 4.3. Let λk, ck, dij be the elements uniquely determined by lemma 4.2.
(i) For 1 ≤ k ≤ n, the equation
(pk + ǫx) ·u (pk + ǫx) = pk + ǫx (19)
has solutions, which of the form x = −λkpk + akpk + pkbk + ck such that
pkak = bkpk = 0, (20)
i.e., ak is a linear combination of paths that do not start at pk, and bk is a linear
combination of paths that do not end at pk.
(ii) The system of idempotents {pk + ǫxk}1≤k≤n, are orthogonal if and only if
piajpj + pibipj + dij = 0 (21)
for 1 ≤ i 6= j ≤ n. Such a system of idempotents exist, and they satisfy∑
i
(
pi + ǫ(−λipi + aipi + pibi + ci)
)
= 1u. (22)
Proof. The equation (19) is equivalent to
x = pkx+ xpk + u(pk, pk),
i.e.,
x = pkx+ xpk + λkpk + ck.
From this one easily deduces (i). For i 6= j,(
pi + ǫ(−λipi + aipi + pibi + ci)
)(
pj − ǫ(−λjpj + ajpj + pjbj + cj)
)
= ǫ
(
piajpj + picj + pibipj + cipj + u(pi, pj)
)
= ǫ(piajpj + pibipj + dij),
where we have used (16). The existence of the solutions for the system of equations (21)
follows by induction on i, using the acyclicity of the graph ∆. Assuming (21), one has, by
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(17), ∑
i
(pi + ǫ(−λipi + aipi + pibi + ci))
= 1 +
∑
i
ǫ(−λipi + 1 · aipi + pibi · 1 + ci)
= 1 +
∑
i
ǫ
(
− λipi + (
∑
j
pj) · aipi + pibi · (
∑
j
pj) + ci
)
= 1 + ǫ
(
−
∑
i
λipi −
∑
i 6=j
dij +
∑
i
ci
)
= 1u,
where for the third equality we use (20) and (21), and for the final equality we use (17).
Lemma 4.4. Let pk + ǫ(−λkpk + akpk + pkbk + ck) and pk + ǫ(−λkpk + a
′
kpk + pkb
′
k + ck)
be two solutions of (19). Then as right Au-modules, (pk + ǫ(−λkpk + akpk + pkbk + ck))Au
is isomorphic to (pk + ǫ(−λkpk + a
′
kpk + pkb
′
k + ck))Au.
Proof. For y, z ∈ A we compute(
1 + yǫ
)(
pk + ǫ(−λkpk + akpk + pkbk + ck)
)(
1 + zǫ
)
=
(
pk + ǫ(−λkpk + akpk + pkbk + ck + ypk + u(1, pk))
)(
1 + zǫ
)
= pk + ǫ
(
− λkpk + akpk + pkbk + ck + ypk + u(1, pk) + pkz + u(pk, 1)
)
= pk + ǫ
(
− λkpk + akpk + pkbk + ck + (y + u(1, 1))pk + pk(z + u(1, 1))
)
.
Thus we can choose y, z ∈ A such that(
1 + yǫ
)(
pk + ǫ(−λkpk + akpk + pkbk + ck)
)(
1 + zǫ
)
= pk + ǫ
(
− λkpk + a
′
kpk + pkb
′
k + ck
)
,
then map for ∀w, v ∈ A,(
pk + ǫ(−λkpk + a
′
kpk + pkb
′
k + ck)
)(
w + vǫ
)
7→
(
pk + ǫ(−λkpk + akpk + pkbk + ck)
)(
1 + zǫ
)(
w + vǫ
)
gives an isomorphism(
pk + ǫ(−λkpk + akpk + pkbk + ck)
)
Au
∼
−→
(
pk + ǫ
(
− λkpk + a
′
kpk + pkb
′
k + ck)
)
Au.
Lemma 4.5. We have the following identities.
(i) For 1 ≤ k ≤ n,
pku(pk, x)− u(pk, x) + u(pk, pkx)− u(pk, pk)x = 0, (23)
xu(pk, pk)− u(xpk, pk) + u(x, pk)− u(x, pk)pk = 0, (24)
pku(pkx, pk)− u(pkx, pk) + u(pk, pkxpk)− u(pk, pkx)pk = 0, (25)
pku(xpk, pk)− u(pkxpk, pk) + u(pk, xpk)− u(pk, xpk)pk = 0, (26)
pku(x, pk)− u(pkx, pk) + u(pk, xpk)− u(pk, x)pk = 0, (27)
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(ii) For 1 ≤ i < j ≤ n,
piu(xpj , pj) + u(pi, xpj)− u(pi, xpj)pj = 0, (28)
piu(x, pj)− u(pix, pj) + u(pi, xpj)− u(pi, x)pj = 0, (29)
piu(pix, pj)− u(pix, pj)− u(pi, pix)pj = 0. (30)
(iii) For 1 ≤ k ≤ n,
pku(xpk, pk)− pku(x, pk) + pku(pkx, pk)
= u(pk, pkx)pk + u(pk, xpk)pk − u(pk, x)pk. (31)
(iv) For 1 ≤ i < j ≤ n,
u(pi, pix)pj + u(pi, xpj)pj − u(pi, x)pj
= piu(pix, pj)− piu(x, pj) + piu(xpj, pj) = 0. (32)
Proof. (i) and (ii) follows easily from (14) and that there is no path starts from pi and ends
at pj. For (iii) we compute
u(pi, pix)pj + u(pi, xpj)pj − u(pi, x)pj
= piu(pix, pj)− u(pix, pj) + u(pi, xpj)pj − u(pi, x)pj
= piu(pix, pj)− piu(x, pj)− u(pi, xpj) + u(pi, xpj)pj
= piu(pix, pj)− piu(x, pj) + piu(xpj, pj),
where for the first equality we use (30), for the second we use (29) and for the third we use
(28).
For (iv) we compute
pku(xpk, pk)− pku(x, pk) + pku(pkx, pk)
= u(pkxpk, pk)− u(pk, xpk) + u(pk, xpk)pk − pku(x, pk) + pku(pkx, pk)
= u(pkxpk, pk) + u(pk, xpk)pk + pku(pkx, pk)− u(pkx, pk)− u(pk, x)pk
= u(pk, pkx)pk + u(pk, xpk)pk − u(pk, x)pk,
where for the first equality we use (26), for the second we use (27), for the third we use (25)
and u(pkxp,, pk) = u(pk, pkxpk) because pkxpk = µpk for some µ ∈ k.
Lemma 4.6. For 1 ≤ i ≤ n, let p†i = pi+ ǫ(−λipi+aipi+pibi+ ci) be a system of solutions
to (19) and (21), and let Pi = p
†
iAu, then
(i) For 1 ≤ i < j ≤ n, HomAu(Pj , Pi) = 0.
(ii) For 1 ≤ i ≤ n, the composition of homomorphisms
k[ǫ]→ Au → HomAu(Pi, Pi)
is an isomorphism.
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(iii)
Au ∼=
⊕
1≤i≤j≤n
HomAu(Pi, Pj). (33)
Proof. By definition p†i are idempotents of Au. By [ARS, prop. I.4.9], for 1 ≤ i, j ≤ n,
HomAu(Pi, Pj) = p
†
jAup
†
i .
Thus we can show (i) and (ii) by direct computations. For i < j and x, y ∈ A, we compute(
pi + ǫ(−λipi + ci + aipi + pibi)
)(
x+ ǫy
)(
pj + ǫ(−λjpj + cj + ajpj + pjbj)
)
=
(
pix+ ǫ(−λipix+ cix+ aipix+ pibix+ piy + u(pi, x))
)(
pj + ǫ(−λjpj + cj + ajpj + pjbj)
)
= ǫ
(
cixpj + u(pi, x)pj + pixcj + u(pix, pj)
)
= ǫ
(
u(pi, pix)pj + pixcj + u(pix, pj)
)
= ǫ
(
u(pi, pix)pj + piu(xpj, pj)− piu(x, pj) + u(pix, pj)
)
= ǫ
(
u(pi, pix)pj + u(pi, xpj)pj − u(pi, xpj)− piu(x, pj) + u(pix, pj)
)
= ǫ
(
u(pi, pix)pj + u(pi, xpj)pj − u(pi, x)pj
)
,
where for the first and second equalities we use the property about directions of pi, pj and
ci, cj described in lemma 4.2 (i), for the third equality we use (23), for the fourth we use
(24), for the fifth we use (28), and for the sixth we use (29). Thus by (32) we obtain (i).
For 1 ≤ k ≤ n, and x, y ∈ A we compute(
pk + ǫ(−λkpk + ck + akpk + pkbk)
)(
x+ ǫy
)(
pk + ǫ(−λkpk + ck + akpk + pkbk)
)
=
(
pkx+ ǫ(−λkpkx+ ckx+ akpkx+ pkbkx+ pky + u(pk, x))
)(
pk + ǫ(−λkpk + ck + akpk + pkbk)
)
= pkxpk + ǫ
(
− λkpkxpk + ckxpk + akpkxpk + pkbkxpk + pkypk + u(pk, x)pk
−λkpkxpk + pkxck + pkxakpk + pkxpkbk + u(pkx, pk)
)
= pkxpk + ǫ
(
− 2λkpkxpk + ckxpk + akpkxpk + pkypk + u(pk, x)pk
+pkxck + pkxpkbk + u(pkx, pk)
)
, (34)
where for the first and second equalities we use the property about directions of pi, pj and
ci, cj described in lemma 4.2 (i), and for the third equality we use
pkbkxpk = pkxakpk = 0,
which follows from pkak = bkpk = 0 by lemma 4.3. Then we compute
ckxpk + u(pk, x)pk + pkxck + u(pkx, pk)
= −2λkpkxpk + u(pk, pk)xpk + u(pk, x)pk + pkxu(pk, pk) + u(pkx, pk)
= −2λkpkxpk + pku(pk, x)pk + u(pk, pkx)pk + pkxu(pk, pk) + u(pkx, pk)
= −2λkpkxpk + pku(pk, x)pk + u(pk, pkx)pk
+pku(xpk, pk)− pku(x, pk) + pku(x, pk)pk + u(pkx, pk)
= −2λkpkxpk + pku(pk, x)pk + pku(xpk, pk)− pku(x, pk) + pku(x, pk)pk
+pku(pkx, pk) + u(pk, pkxpk), (35)
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where for the first equality we use (15), for the second we use (23), for the third we use (24)
and for the fourth we use (25). Now by (31) we have
pku(xpk, pk)− pku(x, pk) + pku(pkx, pk) =
(
pku(xpk, pk)− pku(x, pk) + pku(pkx, pk)
)
pk,
thus substitute (35) into the equality of (34), we obtain(
pk + ǫ(−λkpk + ck + akpk + pkbk)
)(
x+ ǫy
)(
pk + ǫ(−λkpk + ck + akpk + pkbk)
)
= pkxpk + ǫ
(
pkT (x, k)pk + akpkxpk + pkypk + pkxpkbk + u(pk, pkxpk)
)
, (36)
where T (x, k) ∈ A depends only x and k, and we can ignore its complicated form. There
exists µ(x, k), ν(yk), τ(x, k) ∈ k which depends on k and x or y as the notations indicate,
such that
pkxpk = µ(x, k)pk, pkypk = ν(y, k)pk, pkT (x, k)pk = τ(x, k)pk. (37)
But for an element µ+ ǫν ∈ k[ǫ], the scalar multiplication on Pk is given by (18), i.e.,(
µ · 1u + ǫν
)(
pk + ǫ(−λkpk + ck + akpk + pkbk)
)
=
(
µ+ ǫ(−µu(1, 1) + ν)
)(
pk + ǫ(−λkpk + ck + akpk + pkbk)
)
= µpk + ǫ(−µλkpk + µck + µakpk + µpkbk − µu(1, 1)pk + νpk + u(µ, pk))
= µpk + ǫ(−µλkpk + µck + µakpk + µpkbk + νpk), (38)
where for the third equality we use µu(1, 1)pk = u(µ, pk) by lemma 4.2 (iii). Comparing
(36) and (38) using (37), we obtain(
pk + ǫ(−λkpk + ck + akpk + pkbk)
)
Au
(
pk + ǫ(−λkpk + ck + akpk + pkbk)
)
= k[ǫ].
(
pk + ǫ(−λkpk + ck + akpk + pkbk)
)
.
This completes the proof of (ii). Finally, by (22), {Pi}1≤i≤n is a complete list of projective
Au-modules. Regard Au as a k-algebra, we obtain (33) by [Bon89, section 5].
Proof of theorem 4.1. Since pjA is an indecomposable projective right A-module, by [ARS,
I.4.4] a projective right Au-module Pi deforming pjA is still indecomoposable. Then by
[ARS, I.4.5 and I.4.8], one easily sees that Pj is of the form p
†
jAu where p
†
j is an idempotent
of Au such that p
†
j mod (ǫ) = pj. Thus (i) follows from lemma 4.3 (i) and lemma 4.4 and
the remaining statements follow from lemma 4.3 (ii) and lemma 4.6.
5 First order noncommutative deformations of exceptional collections
Let X be a smooth proper scheme over k, TX the tangent sheaf of X. Given β ∈ H
1(X,TX),
there is a canonically associated smooth projective scheme Xβ over k[ǫ] which deforms X.
Generalizing this classical fact, Toda in [Toda05] introduced the notion of noncommuta-
tive deformation Xα,β,γ associated to an element (α, β, γ) ∈ H
2(X,OX ) ⊕ H
1(X,TX ) ⊕
H0(X,∧2TX). Let us recall Toda’s definition.
Definition 5.1. [Toda05, §3, §4] Choose an affine open covering U = {Ui}i∈I of X, and
choose Cˇech representatives {αijk}i,j,k∈I ∈ Cˇ
2(U ,OX), {βij}i,j∈I ∈ Cˇ
1(U , TX) of α and β
respectively. We regard γ ∈ Γ(X,T 2X) as an antisymmetric bi-derivation, i.e, a k-linear
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homomorphism OX ⊗k OX → OX , which are derivations in both arguments, and is anti-
symmetric. E´tale locally, γ can be written as
∑dimX
i,j=1 fij∂xi ∧ ∂xj where x1, ..., xdimX are
e´tale local coordinates of X, and fij are regular functions on the corresponding chart.
The noncommutative deformation Xα,β,γ consists of the following data.
1. The underlying space is identified to X.
2. There is a sheaf of k[ǫ]-algebras OXβ,γ defined as follows. As a sheaf of k[ǫ]-modules,
OXβ,γ is the kernel of
OX ⊕ Cˇ
0(U ,OX) ∋ (a+ ǫ{bi}i∈I) 7→ {−βij(a) + δ{bi}}i,j∈I ∈ Cˇ
1(U ,OX ),
and the multiplication is given by
(a+ ǫ{bi}) · (c+ ǫ{di}) = ac+ ǫ{bic+ adi + γ(a, c)}.
3. An OXβ,γ -module twisted by α, is a collection {Fi}i∈I , where Fi is an OXβ,γ |Ui-
module, and a collection {φij}i,j∈I , where φij : Fi|Ui∩Uj → Fj |Ui∩Uj is an isomorphism
OXβ,γ |Uij -modules, such that
φki ◦ φjk ◦ φij = id− αijkǫ.
The above definition is independent of the choice of U . For brevity we call an OXβ,γ -
module twisted by α, an OXα,β,γ -module. Similarly for the OXα,β,γ -linear homomorphisms.
We say that an Oα,β,γ-module F is quasi-coherent (resp. coherent, resp. locally free), if
F |Ui is a quasi-coherent (resp. coherent, resp. locally free) OXβ,γ |Ui-module. A locally free
coherent Oα,β,γ-module is also called a vector bundle on Xα,β,γ . The derived category of
Oα,β,γ-modules (resp. quasi coherent Oα,β,γ-module, resp. coherent Oα,β,γ-modules) are
denoted by D∗(OXα,β,γ ) (resp. D
∗
qcoh(OXα,β,γ ), resp. D
∗
coh(OXα,β,γ )), where ∗ = −,+ or b.
The full subcategory of Dbcoh(OXα,β,γ ) consisting of perfect complexes over Xα,β,γ is denoted
by Dp(Xα,β,γ).
There is a natural morphism of ringed space π : Xα,β,γ → Spec(k[ǫ]), whose correspond-
ing homomorphism of sheaf of rings π−1k[ǫ] → OXβ,γ is flat. In particular, on X0,β,γ , the
notion of quasi-coherent sheaves (resp. coherent sheaves, resp. locally free sheaves) reduce
to the usual ones on a ringed space.
By [Toda05, lemma 4.3], the category of OXα,β,γ -modules have enough injectives, thus
the derived functor RH om is defined.
The following corollary 5.5 will be used only in the proof of the strongness statement of
theorem 5.14, which is not needed for the proof of theorem 6.8. We outline a proof parallel
to the usual one for schemes.
Lemma 5.2. Given X0,β,γ, there exists N such that for q > N and any OX0,β,γ -quasi-
coherent sheaf F , Rqπ∗F = 0.
Proof. Let F be an OX0,β,γ -quasi-coherent sheaf. For any affine open subset U of X, F |U is
an OX -quasi-coherent sheaf, thus H
i(U,F ) = 0 for i > 0. By Leray’s theorem [Gode58, II,
5.9.2], it follows that for any finite affine open covering U of X, Hˇ i(U , F ) ∼= H i(X0,β,γ , F ).
Thus the conclusion follows from the existence of a finite affine open covering of X because
of the properness of X → Spec(k).
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Now the arguments of [Ill71, 3.7 and 3.7.1] carry over verbatim to deduce the following
two lemmas. See also [Ill05, 8.3.8].
Lemma 5.3. For any G ∈ Dbqcoh(k[ǫ]) and F ∈ D
b
qcoh(X0,β,γ), there is a canonical isomor-
phism Rπ∗(π
∗G⊗L F ) ∼= G⊗Lk[ǫ]Rπ∗F .
Lemma 5.4. Let F be a perfect complex of OX0,β,γ -modules. Then Rπ∗F is perfect over
Spec(k[ǫ]).
Corollary 5.5. Let E,F be perfect complexes of OXα,β,γ -modules. Then
Rπ∗RH omOXα,β,γ (E,F )
is perfect over Spec(k[ǫ]).
Proof. For open immersions j : U → X, the extension by zero j! is exact and left adjoint
to j∗ [Toda05, §4], thus j∗I is injective on U for an injective OXα,β,γ -module. So local
properties of Rπ∗RH omOXα,β,γ (E,F ) can be computed locally. Then one easily sees that
RH omOXα,β,γ (E,F ) is a perfect complex of OX0,β,γ -modules. The conclusion follows from
lemma 5.4.
We define exceptional collections (resp. strong ..., resp. full ...) of Dp(Xα,β,γ) relative
to k[ǫ] as the definition 2.6.
From now on in this section we study the deformations of strong exceptional collections
consisting of vector bundles, over a noncommutative deformation Xα,β,γ .
Let E be a vector bundle over X, U = {Ui}i∈I an open covering of X, and denote
Uij = Ui ∩Uj , Uijk = Ui ∩Uj ∩Uk, for i, j, k ∈ I. Regarding E|Ui ⊕E|Ui as a vector bundle
over Ui ×k k[ǫ], we want to glue them to obtain a vector bundle over Xα,β,γ . Then we need
to specify the isomorphisms
(E|Ui ⊕ E|Ui)|Uij
ψij
−−→ (E|Uj ⊕E|Uj )|Uij
where ψij ∈ Homk[ǫ](E|Ui ⊕ E|Ui , E|Uj ⊕ E|Uj ), such that
ψki ◦ ψjk ◦ ψij = id− αijkǫ. (39)
Shrinking U if necessary, we choose connections ∇i : E|Ui → E|Ui ⊗OUi Ω
1
Ui
for i ∈ I.
Lemma 5.6. The isomorphisms {ψij}i,j∈I glue {E|Ui ⊕E|Ui}i∈I to be a vector bundle over
Xα,β,γ if and only if ψij are of the form
ψij =
(
1 0
gij 1
)
where gij ∈ Homk(E|Ui , E|Uj ), and (gij)i,j∈I satisfy{
gijr − rgij = −βij(r) + γ(r, ·) ◦ ∇j − γ(r, ·) ◦ ∇i, ∀r ∈ Γ(Uij ,OX),
gij |Uijk + gjk|Uijk + gki|Uijk = −αijk.
(40)
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Proof. Write
ψij =
(
1 fij
gij hij
)
,
where fij, gij , hij are, a priori, k-linear endomorphisms of E|Uij . The OXβ,γ -linearity of ψij
means
ψij
(
r 0
si + γ(r, ·) ◦ ∇i r
)
=
(
r 0
sj + γ(r, ·) ◦ ∇j r
)
ψij ,
for any r, si, sj ∈ Γ(Uij ,OX) satisfying
si − sj = βij(r). (41)
Thus (
r + fijsi + fij ◦ γ(r, ·) ◦ ∇i fijr
gijr + hijsi + hij ◦ γ(r, ·) ◦ ∇i hijr
)
=
(
r rfij
sj + γ(r, ·) ◦ ∇j + rgij sjfij + γ(r, ·) ◦ ∇j ◦ fij + rhij
)
.
So fij = 0, and hijr = rhij, i.e. hij is OX -linear, and
gijr + hijsi + hij ◦ γ(r, ·) ◦ ∇i = sj + γ(r, ·) ◦ ∇j + rgij. (42)
Since sj = si − βij(r), (42) holds for all r, si, sj ∈ Γ(Uij ,OX) satisfying (41) if and only if
hij = id
and
gijr − rgij = −βij(r) + γ(r, ·) ◦ ∇j − γ(r, ·) ◦ ∇i.
The condition (39) reduces to the second equation of (40).
Lemma 5.7. If E is exceptional, there exists an open covering U such that the solution
to (40) exists, and the corresponding vector bundle on Xα,β,γ is unique up to canonical
isomorphisms.
Proof. Shrinking U if necessary, we can assume that U is an affine covering, and that there
exists a solution (g˜ij) of the first equation of (40). Then for r ∈ Γ(Uijk,OX),
(g˜ij + g˜jk + g˜ki)r − r(g˜ij + g˜jk + g˜ki) = −(βij + βjk + βki)(r).
Since β ∈ H1(X,TX ), the assignment (i, j, k) 7→ g˜ij+ g˜jk+ g˜ki lies in Zˇ
2(U ,H omOX (E,E));
denote it by δg˜, and notice that it does not lie in Bˇ2(U ,H omOX (E,E)) because g˜ij is not
OX -linear. It suffices to find x = (xij) ∈ Cˇ
1(U ,H omOX (E,E)), such that
δx = −α− δg˜,
and thus g = x + g˜ is a solution to (40). Since Hˇ2(U ,H omOX (E,E)) = Ext
2(E,E) = 0,
such x exists.
If g′ is another solution, h = g−g′ isOX -linear and therefore lies in Zˇ
1(U ,H omOX (E,E)).
Since Hˇ1(U ,H omOX (E,E)) = Ext
1(E,E) = 0, h = δx for some x ∈ Cˇ0(U ,H omOX (E,E)),
and therefore it is easy to construct an isomorphism between the vector bundle correspond-
ing to g and g′.
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Definition 5.8. For an exceptional vector bundle E on X, and (α, β, γ) ∈ H2(X,OX ) ⊕
H1(X,TX ) ⊕ H
0(X,∧2TX), denote the unique vector bundle on Xα,β,γ deforming E by
Eα,β,γ .
Let E and F be a strong exceptional pair of vector bundles on X. We want to compute
HomOXα,β,γ (Eα,β,γ , Fα,β,γ). (43)
Still take an open cover U = (Ui) and follow the above notations. First of all, an element
of (43) modulo ǫ is an element of HomOX (E,F ). So we fix a ∈ HomOX (E,F ), and denote
the restriction a|Ui still by a.
Lemma 5.9. Assume bi ∈ Homk(F |Ui , E|Ui), ci ∈ Homk(E|Ui , F |Ui), di ∈ Homk(F |Ui , F |Ui)
for i ∈ I. Then (
a bi
ci di
)
: E|Ui ⊕ E|Ui → F |Ui ⊕ F |Ui
glue to be an OXα,β,γ -linear homomorphism from Eα,β,γ to Fα,β,γ if and only if bi = 0,
di = 0 and {
cir − rci = γ(r, ·) ◦ ∇i ◦ a− a ◦ γ(r, ·) ◦ ∇i, ∀r ∈ Γ(Ui,OX)
ci − cj = ag
E
ij − g
F
ija.
(44)
Proof. Suppose (
a bi
ci di
)
: E|Ui ⊕ E|Ui → F |Ui ⊕ F |Ui
is an OXα,β,γ -linear homomorphism. Then(
r
si + γ(r, ·) ◦ ∇i r
)(
a bi
ci di
)
=
(
a bi
ci di
)(
r
si + γ(r, ·) ◦ ∇i r
)
for any r, si ∈ Γ(Ui,OX). This is equivalent to
bi = 0, rdi = dir,
and
sia+ γ(r, ·) ◦ ∇i ◦ a+ rci = cir + disi + di ◦ γ(r, ·) ◦ ∇i. (45)
These holds for all r, si if and only if di = a and
cir − rci = γ(r, ·) ◦ ∇i ◦ a− a ◦ γ(r, ·) ◦ ∇i. (46)
Moreover, a system of homomorphisms{(
a 0
ci a
)}
i∈I
glue to be an element of HomOXα,β,γ (Eα,β,γ , Fα,β,γ) if and only if(
1
gFij 1
)(
a 0
ci a
)
=
(
a 0
cj a
)(
1
gEij 1
)
which is equivalent to
gFijai + ci = ajg
E
ij + cj .
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Lemma 5.10. Let E,F be an strong exceptional pair of vector bundles on X. Then there
exists an open covering U such that there exists a solution {ci}i∈I to the system of equations
(44). And two different solutions differ by {c′i}i∈I , where c
′
i = c
′|Ui, i ∈ I, for some
c′ ∈ HomOX (E,F ).
Proof. Shrinking U if necessary, we can assume that U is an affine covering, and that there
exists a solution {c˜i}i∈I of the first equation. Thus
(c˜i − c˜j)r − r(c˜i − c˜j) = γ(r, ·) ◦ (∇i −∇j) ◦ a− a ◦ γ(r, ·) ◦ (∇i −∇j),
while, by the first equation of (40),
(agEij − g
F
ija)r − r(ag
E
ij − g
F
ija) = γ(r, ·) ◦ (∇i −∇j) ◦ a− a ◦ γ(r, ·) ◦ (∇i −∇j).
So the assignment (i, j) 7→ −(c˜i− c˜j)+(ag
E
ij−g
F
ija) lies in Cˇ
1(U ,H omOX (E,F )). Moreover,
by (40),
(agEij − g
F
ija) + (ag
E
jk − g
F
jka) + (ag
E
ki − g
F
kia) = 0,
thus the assignment (i, j) 7→ −(c˜i − c˜j) + (ag
E
ij − g
F
ija) lies in Zˇ
1(U ,H omOX (E,F )). Since
Hˇ1(U ,H om(E,F )) = Ext1(E,F ) = 0, there exists x ∈ Cˇ0(U ,Hom(E,F )) such that δx =
{−(c˜i − c˜j) + (ag
E
ij − g
F
ija)}i,j∈I , thus x + {c˜i}i∈I gives a solution to (44). The second
statement is obvious.
Now let (Ej)1≤j≤n be a strong exceptional collection of vector bundles. Let E = F =⊕n
j=1Ei, and A = HomOX (E,E).
Construction 5.11. Choosing a k-basis of A, by lemma 5.7 and lemma 5.10 there exists
an affine open covering U = {Ui}i∈I of X such that for any a in the chosen basis, the system
of equations for gij ∈ Homk(E|Uij , E|Uij ) for i, j ∈ I and i 6= j, and ci ∈ Homk(E|Ui , E|Ui)
for i ∈ I 
gijr − rgij = −βij(r) + γ(r, ·) ◦ ∇j − γ(r, ·) ◦ ∇i, ∀r ∈ Γ(Uij ,OX),
gij + gjk + gki = −αijk,
cir − rci = γ(r, ·) ◦ ∇i ◦ a− a ◦ γ(r, ·) ◦ ∇i, ∀r ∈ Γ(Ui,OX)
ci − cj = agij − gija
(47)
has a solution. Thus we can assign a solution c(a)i for each a ∈ A, such that c(λa)i = λc(a)i
for λ ∈ k. On each Ui we define
uα,β,γ(a
′, a)i = −c(a
′)ia− a
′c(a)i + c(a
′a)i, (48)
which glue to be an OX -endomorphism of E by the following lemma 5.12, thus we obtain
an element uα,β,γ(a
′, a) ∈ A.
Lemma 5.12. The elements −c(a′)ia− a
′c(a)i+ c(a
′a)i constructed above are independent
of i, and are OX-linear.
Proof. First we check the independence of i.(
− c(a′)ia− a
′c(a)i + c(a
′a)i
)
−
(
− c(a′)ja− a
′c(a)j + c(a
′a)j
)
=
(
− c(a′)ia+ c(a
′)ja
)
+
(
− a′c(a)i + a
′c(a)j
)
+
(
c(a′a)i − c(a
′a)j
)
= (−a′gija+ gija
′a) + (−a′agij + a
′gija) + (a
′agij − gija
′a) = 0,
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where for the second equality we use the fourth equation of (47). Then we check the
OX -linearity.(
− c(a′)ia− a
′c(a)i + c(a
′a)i
)
r − r
(
− c(a′)ia− a
′c(a)i + c(a
′a)i
)
= −
(
c(a′)ir − rc(a
′)i
)
a− a′
(
c(a)ir − rc(a)i
)
+
(
c(a′a)ir − rc(a
′a)i
)
= −
(
γ(r, ·) ◦ ∇i ◦ a
′ − a′ ◦ γ(r, ·) ◦ ∇i
)
a− a′
(
γ(r, ·) ◦ ∇i ◦ a− a ◦ γ(r, ·) ◦ ∇i
)
+
(
γ(r, ·) ◦ ∇i ◦ aa
′ − aa′ ◦ γ(r, ·) ◦ ∇i
)
= 0,
where for the second equality we use the third equation of (47).
Lemma 5.13. The assignment (a′, a) 7→ uα,β,γ(a
′, a) gives an element uα,β,γ ∈ Z
2(A,A),
and the choices of c(a) and the open covering U do not affect the class of uα,β,γ in HH
2(A).
Moreover, uα,β,γ depends k-linearly on α, β and γ.
Proof. By construction, uα,β,γ(a
′, a) is k-linear in a and a′, and it is straightforward to verify
that uα,β,γ(·, ·) is a cocycle. Given a solution {gij}i,j∈I to the first and second equations of
(47), by the last statement of lemma 5.10, different choices of c(a) do not change the class of
uα,β,γ in HH
2(A). If {g′ij}i,j∈I is another solution to the first and second equations of (47),
then {g′ij}i,j∈I − {gij}i,j∈I = {xij}i,j∈I , where {xij}i,j∈I ∈ Zˇ
1(U ,H omOX (E,E)). Since
Hˇ1(U ,H omOX (E,E)) = Ext
1(E,E) = 0, there exists {yi}i∈I ∈ Cˇ
0(U ,H omOX (E,E))
such that δ({yi}i∈I) = {xij}i,j∈I . Then we can solve the third and the fourth equation by
c˜(a)i = c(a) + ayi − yia,
for i ∈ I and a ∈ A. Then the corresponding u˜α,β,γ is given by
u˜α,β,γ(a
′, a)i = −c˜(a
′)ia− a
′c˜(a)i + c˜(a
′a)i
= uα,β,γ(a
′, a)i − (a
′yi − yia
′)a− a′(ayi − yia) + (a
′ayi − yia
′a)
= uα,β,γ(a
′, a)i.
The remaining statements are also obvious from the construction.
Now we are ready to come to the main theorem of this section.
Theorem 5.14. Let {Ej}1≤j≤n be a strong exceptional collection of vector bundles on
X, and denote E =
⊕n
j=1Ej and A = HomOX (E,E). For (α, β, γ) ∈ H
2(X,OX ) ⊕
H1(X,TX ) ⊕ H
0(X,∧2TX), there exists a unique strong exceptional collection of vector
bundles {(Ej)α,β,γ}1≤j≤n on Xα,β,γ such that (Ej)α,β,γ is the unique deformation of Ej ,
and
HomOXα,β,γ (
⊕
i
(Ei)α,β,γ ,
⊕
i
(Ei)α,β,γ) ∼= Auα,β,γ . (49)
Proof. By corollary 5.5, the complexes Rπ∗RH om((Ei)α,β,γ , (Ej)α,β,γ) are perfect k[ǫ]-
complexes. Thus the strong exceptionality follows from the semicontinuity and base change
theorem on Spec(k[ǫ]). To show (49), it suffices to notice that, by (12) and (48), the product
of a+ ǫc(a)i and a
′ + ǫc(a′)i in Auα,β,γ is aa
′ + ǫc(aa′)i, as wanted.
Remark 5.15. I do not address the problem of fullness of the exceptional collections {(Ej)α,β,γ}
in this paper. I expect that a theory of noncommutative Grothendieck duality will show
the fullness along the line of the proof of theorem 3.5.
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6 A comparison theorem
In this section we assume that k is a field of characteristic zero, and X a smooth proper
scheme over k, (E1, · · · , Em) an strong full exceptional collection of vector bundles on X,
and denote
E =
m⊕
i=1
Ei.
Thus E is a tilting object of Db(X). Denote
A = HomOX (E,E).
Our goal is to show that the assignment
(α, β, γ) ∈ H2(X,OX)⊕H
1(X,TX )⊕H
0(,∧2TX) 7→ uα,β,γ ∈ HH
2(A)
coincides with the composition
H2(X,OX )⊕H
1(X,TX)⊕H
0(,∧2TX) ∼= HH
2(X) ∼= HH2(A).
First recall that we have α = 0, by the following well-known fact.
Lemma 6.1. For a smooth proper scheme X over a field of characteristic zero, if Db(X)
has a full exceptional collection, then H2(X,OX) = 0.
Proof. Since the characteristic is zero, one has the HKR isomorphism ([Swan96], [Yeku02]
or [Ca˘l05])
HHi(X) ∼=
⊕
q−p=i
Hp(X,Ωq).
It sufficies to show that under the assumption of existence of a full exceptional collection,
one has HHi(X) = 0 for i > 0. This is well-known. One way (in the spirit of this paper)
to see this, at least in the case that a strong full exceptional collection exist, is via the
isomorphism HHi(X) = HHi(A), and use the theorem of [Cib86] which says that the
higher Hochschild homology of, an algebra associated to an acyclic quiver with relations, is
zero. For the general case (there exists a full exceptional collection which is not necessarily
strong), one notices that Cibils’ theorem can be easily generalized to the case of acyclic
dg-quivers with relations, so we can apply the main theorem of [Bod15] to conclude.
To state our comparison theorem, we need to recall the definition of the canonical
isomorphisms
n⊕
i=0
H i(X,∧n−iTX) ∼= HH
n(X) ∼= HHn(A).
6.1 HKR isomorphisms
By [Swan96, section 1] there is a spectral sequence
Ep,q2 = H
p(X,E xtqOX×X (O∆,O∆)) = H
p(X ×X,E xtqOX×X (O∆,O∆))
⇒ Extp+qOX×X (O∆,O∆). (50)
By using a theorem of [GS87], Swan showed that [Swan96, cor. 2.6] this spectral sequence
degenerates, and there is moreover a Hodge-type decomposition. See also [Yeku02] and
[Ca˘l05]. Some details of the isomorphism Υn will be reviewed in section 6.5.
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Theorem 6.2. The spectral sequence (50) degenerates at E2, and there is a canonical
decomposition
Υn :
n⊕
i=0
H i(X,E xtn−iOX×X (O∆,O∆))
∼
−→ ExtnOX×X (O∆,O∆). (51)
We need also the HKR isomorphism for smooth affine algebras, due to [HKR62]. Our
presentation follows [Loday, section 3.4]. Let R be a commutative algebra over k, and
T 1R/k = HomR(Ω
1
R/k, R) = Derk(R,R),
and let
T nR/k := ∧
nT 1R/k
be the n-th exterior product of T 1R/k. If R is smooth over k, T
n
R/k
∼= HomR(Ω
n
R/k, R). For
f1, ..., fn ∈ Derk(R,R), define the antisymmtrization map
ǫn : Derk(R,R)
⊗n → Homk(R
⊗n, R)
to be
ǫn(f1 ⊗ ...⊗ fn)(a1, ..., an) =
∑
σ∈Sn
sgn(σ)(f1(aσ(1)), ..., fn(aσ(n))). (52)
Then ǫn induces a map, still denoted by ǫn,
ǫn : T
n
R/k → Homk(R
⊗n, R) = HomRe(C
bar
n (R), R).
Lemma 6.3. The image of ǫn lies in the kernel of b. Thus there is an induced map
ǫn : T
n
R/k → HH
n(R). (53)
Theorem 6.4. If R is a smooth k-algebra, the map (53) is an isomorphism.
Corollary 6.5. There are canonical isomorphisms
ǫi : ∧
iTX
∼
−→ E xtiOX×X (O∆,O∆)
and
Hp(X,∧qTX)
∼
−→ Hp(X,E xtqOX×X (O∆,O∆)). (54)
Denote the isomorphism (54) by Ep,q, and
E
n =
n⊕
p=0
E
p,n−p :
n⊕
p=0
Hp(X,∧n−pTX)
∼
−→
n⊕
p=0
Hp(X,E xtn−pOX×X (O∆,O∆)).
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6.2 Statement of the theorem
The part 1 of the following theorem is [Bon89, 6.2], and the part 2 is [BH13, 3.4, 3.5]. Recall
that F ⊠G := q∗1F ⊗ q
∗
2G, where q1 and q2 are the two projections from X ×X to X.
Theorem 6.6. Let Y be a smooth proper scheme over k, and E a tilting object of Db(Y ),
and A = HomOX (E,E), A
e = Aop ⊗k A.
1. The functor
Ψ = RHomOX (E, ·) : D
b(X)→ Db(A) (55)
is an equivalence. Moreover, Ψ(E) = A.
2. The functor
Ψe = RHomOX×X (E
∨
⊠
L E, ·) : Db(X ×X)→ Db(Ae) (56)
is an equivalence. Moreover, Ψe(E∨ ⊠L E) = Ae, Ψe(O∆) = A.
Thus Ψe induces an isomorphism
ΞnE : Ext
n
OX×X (O∆,O∆)
∼
−→ ExtnAe(A,A) = HH
n(A). (57)
Definition 6.7. We denote the composition of the isomorphisms (54), (51) and (57) by
Φn = ΞnE ◦Υ
n ◦ En :
n⊕
p=0
Hp(X,∧n−pTX)
∼
−→ HHn(A). (58)
Now we are ready to state our theorem.
Theorem 6.8. For β ∈ H1(X,TX ), γ ∈ H
0(X,∧2TX),
Φ2(β, γ) = u0,β,γ , (59)
where uα,β,γ is given by the construction 5.11.
The proof of this theorem occupies the rest of this section. The following corollary is a
direct consequence of theorem 6.8.
Corollary 6.9. A first order noncommutative deformation of X is trivial, if it induces a
trivial deformation of A.
Remark 6.10. This corollary is also a very special case (i.e., smooth proper varieties with a
strong full exceptional collection of vector bundles) of a consequence of [AT08, prop. 5.1].
6.3 Morita equivalence and λ-decomposition
In this subsection we review the Morita equivalence and the λ-decomposition of Hochschild
cohomology, and make some observations that we will need later. Our references are [Loday],
[GS87]. Let B be a k-algebra, Mr(B) the k-algebra of matrices of rank r with coefficients
in B. The (i, j)-entry of a matrix G is denoted by Gij .
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Definition 6.11. For f ∈ C0(B,B) = B, define cotr(f) = f ·id ∈Mr(B) = C
0(Mr(B),Mr(B)).
For n ≥ 1 and f ∈ Cn(B,B), define cotr(f) to be the element of Cn(Mr(B),Mr(B)) such
that for α1, ..., αn ∈Mr(B),
cotr(f)(α1, ..., αn)ij =
∑
i2,...,in
f(α1ii2 , α
2
i2i3 , ..., α
n
inj) (60)
where the sum is over all possible indices 1 ≤ i2, ..., in ≤ r.
For a given positive integer r, let Ei,j(a) be the r × r matrix whose entry at (i, j) is a,
and all the other entry is zero. The inclusion map
inc∗ : Cn(Mr(B),Mr(B))→ C
n(B,B)
is defined by
inc∗(F )(a1, ..., an) = F
(
E11(a1), ..., E11(an)
)
11
(61)
for a k-linear map F : Mr(B)
⊗n → Mr(B). It is easily seen that cotr and inc
∗ are chain
maps. The following theorem is given in [Loday, 1.5.6] without a proof. For the readers’
convenience I write a proof by mimicking the proof of the homological version [Loday, 1.2.4].
Theorem 6.12. For positive integers n, cotr and inc∗ induce isomorphisms of Hochschild
cohomology
cotr : HHn(B)
∼
−→ HHn(Mr(B)), inc
∗ : HHn(Mr(B))
∼
−→ HHn(B),
and which are inverse to each other.
Proof. It is obvious that inc∗ ◦ cotr = id. It suffices to show that cotr ◦ inc∗ is homotopic to
id. By definition,
(cotr ◦ inc∗)(F )(α1, ..., αn)ij =
∑
i2,...,in
F
(
E11(α
1
ii2), ..., E11(α
n
inj)
)
11
, (62)
i.e.,
(cotr ◦ inc∗)(F )(α1, ..., αn) =
∑
i,i2,...,in,j
Ei,1F
(
E11(α
1
ii2), ..., E11(α
n
inj)
)
E1,j. (63)
For i = 1, ..., n − 1, define
hi : Homk(Mr(B)
⊗n,Mr(B))→ Homk(Mr(B)
⊗n−1,Mr(B))
by
hi(F )(α
1, ..., αn−1) =
∑
k,m,...,p,q
Ek1(1)F
(
E11(α
1
km)⊗
...⊗ E11(α
i
pq)⊗ E1q(1)⊗ α
i+1 ⊗ ...⊗ αn−1
)
. (64)
Set
h0(F )(α
1, ..., αn−1) =
∑
k
Ek1(1)F
(
E1k(1)⊗ α
1 ⊗ ...⊗ αn−1
)
. (65)
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Set temporarily (in this proof),
b0(F )(α
1, ..., αn+1) := α1F (α2, ..., αn+1),
bi(F )(α
1, ..., αn+1) := F (α1, ..., αiαi+1, ...αn+1)), for 1 ≤ i ≤ n,
bn(F )(α
1, ..., αn+1) := F (α1, ..., αn)αn+1
such that
b(F ) =
n+1∑
i=0
(−1)ibi(F ).
Thus
h0b0 = id, hnbn+1 = cotr ◦ inc
∗.
One can verify by some tedious computations the pre-cosimplicial homotopy relations
hibj = bjhi−1, 0 ≤ j < i ≤ n,
hibi = hi−1bi, 0 < i ≤ n,
hibj = bj−1hi, 1 ≤ i+ 1 < j ≤ n+ 1,
(66)
which imply
( n∑
i=0
(−1)ihi
)
◦
( n+1∑
j=0
(−1)jbj
)
+
( n∑
j=0
(−1)jbj
)
◦
( n−1∑
i=0
(−1)ihi
)
= h0b0 − hnbn+1,
and therefore give the homotopy from id to cotr ◦ inc∗.
Now let L be free B module of rank r, and M = EndB(L). Choosing a B-basis of L, we
obtain an isomorphism M ∼=Mr(B), and thus the isomorphisms of Hochschild cohomology.
Lemma 6.13. The induced isomorphisms
cotr : HHn(B)
∼
−→ HHn(M), inc∗ : HHn(M)
∼
−→ HHn(B) (67)
are independent of the choice of B-basis of L.
Proof. The conclusion is a direct consequence of a more general Morita equivalence, see
e.g. [Loday, 1.2.5]. Recall that two k-algebras R and S are Morita equivalent if there are
R-S-bimodule P and S-R-bimodule Q and an isomorphism of R-bimodules u : P ⊗SQ ∼= R,
and an isomorphism of S-bimodules v : Q ⊗R P ∼= S. Moreover, such u and v induce a
natural isomorphism
HH∗(R,R) ∼= HH∗(S,Q⊗R P ). (68)
Consider R = B, S =M = EndB(L), and take P = L, Q = L
∨ = HomB(L,B). Then there
are an obvious isomorphism of B-bimodules u : L ⊗M L
∨ ∼= B given by the pairing, and
an obvious isomorphism of M -bimodules L∨ ⊗B L ∼= M , and notice that u and v do not
depend on the choice of basis of L.
A proof of Hochschild homology version of (68) is given in [Loday, 1.2.7], and one
easily checks the construction of the isomorphism coincides with the isomorphism of inc∗ :
H∗(B,B) ∼= H∗(Mr(B),Mr(B)) after choosing a basis ofM , which implies the independence
of basis for Hochschild homology. The case for Hochschild cohomology is similar, as the
proof of theorem 6.12, and we omit it.
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Next we recall the Hodge-type decomposition [GS87], which is called λ-decomposition
in [Loday, §4.5]. Denote by Sn the symmetric group of n elements. For the definition of the
elements e
(i)
n of Q(Sn), and the proof of the following proposition, see e.g. [Loday, 4.5.2,
4.5.3, 4.5.7].
Proposition 6.14. The elements e
(1)
n , ..., e
(n)
n satisfy
(i) id = e
(1)
n + ...+ e
(n)
n .
(ii) e
(i)
n e
(j)
n = 0 for 1 ≤ i 6= j ≤ n, and e
(i)
n e
(i)
n = e
(i)
n for 1 ≤ i ≤ n.
(iii) In particular,
e
(1)
2 =
1
2
(
id + (12)
)
,
and
e(n)n =
1
n!
∑
σ∈Sn
sgn(σ)σ =
1
n!
ǫn.
Definition 6.15. Let k be a field of characteristic zero, B a k-algebra. For σ ∈ Sn, and
f ∈ Cn(A,A), define
σ(f)(a1, ..., an) = f(aσ(1), ..., aσ(n)),
and extend the action linearly to Q(Sn).
Theorem 6.16. [Loday, 4.5.10, 4.5.12] Let k be a field of characteristic zero, and B a
commutative k-algebra.
(i)
b ◦ e(i)n = e
(i)
n+1 ◦ b. (69)
(ii) The idempotents e
(i)
n split the Hochschild cochain complex C∗(B,B) into a direct sum
C∗(B,B) =
⊕
i≥0
C∗(i)(B,B), (70)
where Cn(i)(B,B) = 0 for i > n. This induces a direct decomposition of Hochschild
cohomology
HHn(B) =
n∑
i=1
HHn(i)(B). (71)
(iii) If B is smooth, then HHn(i)(B) = 0 for i < n and the isomorphism (54) reduces to
ǫn : T
n
B/k
∼= HHn(n)(B).
Now let B be a commutative k-algebra, and L a free B-module of rank r,M = EndB(L).
Then the Morita equivalence and the λ-decomposition induce a decomposition
HHn(M) ∼=
n⊕
i=1
HHn(i)(M) (72)
such that HHn(i)(M) = HH
n
(i)(B) via the isomorphism (67). However, to my knowledge, we
do not have an λ-decomposition on the cochain level C∗(M,M). Fortunately, the following
naive characterization is enough for our use.
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Lemma 6.17. Let F ∈ Zn(M,M), i.e., F a Hochschild n-cocycle of M . Then the class of
F lies in HHn(i)(M) if, after choosing a basis of L and identify M to Mr(B),
e(i)n (F )
(
E11(b1), ..., E11(bn)
)
11
= F
(
E11(b1), ..., E11(bn)
)
11
(73)
for all b1, ..., bn ∈ B.
Proof. By the definition (61) of inc∗, (73) implies e
(i)
n inc
∗(F ) = inc∗(F ).
6.4 A bar resolution
For i = 1, 2, the homomorphisms of OX-modules (regarding A as a constant sheaf)
E∨ ⊗k A = E
∨ ⊗k HomOX (E,E)→ E
∨
and
E ⊗k A = HomOX (E,E) ⊗k E → E
induce homomorphisms of OX×X -modules, respectively,
σ : q∗iE
∨ ⊗k A→ q
∗
iE
∨
and
τ : A⊗k q
∗
iE → q
∗
iE.
Set
Cbari = E
∨
⊠ E ⊗k A
⊗ki,
and define b′i : C
bar
i → C
bar
i−1 by
b
′
i(x, y, a1, ..., ai) = (σ(x⊗ a1), y, a2, ..., ai)
+
i−1∑
j=1
(−1)j(x, y, a1, ..., aj−1, ajaj+1, aj+2, ..., ai) + (−1)
i(x, τ(ai ⊗ y), a1, ..., ai−1). (74)
We define an augmentation map µ : E∨⊠E → O∆ by adjointness, via q
∗
2E → q
∗
1E ⊗O∆
∼=
q∗2E|∆, or equivalently, via q
∗
1E
∨ → q∗2E
∨ ⊗O∆ ∼= q
∗
1E
∨|∆.
Lemma 6.18. There is an quasi-isomorphisms of complex of coherent sheaves
Cbar• (E)→ O∆ (75)
on X ×X, which is transformed by Ψe to the bar resolution Cbar• (A) of A.
Proof. It is easy to check that b′i ◦ b
′
i+1 = 0 and µ ◦ b
′
1 = 0. By the definition of the bar
resolution of a k-algebra [Loday, 1.1.11], one easily sees that Ψe(Cbar• (E)) = C
bar
• (A). By
[Loday, 1.1.12] and theorem 6.6, Cbar• (E) is a resolution of O∆.
For an open subset Ui of X, regarded as an open subset of the diagonal ∆X ⊂ X ×X,
by theorem 6.4 and lemma 6.18 we have
q∧
TUi
∼
−→ E xtqOUi×Ui
(O∆Ui ,O∆Ui )
∼
−→ H q(H om•OUi×Ui
(Cbar• (E)|Ui×Ui ,O∆Ui )). (76)
It will turn out to be more convenient to work with a Hochschild cochain complex rather
than the bar resolution. Let us introduce first the Hochschild cochain complex for a module
over a sheaf of algebras.
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Definition 6.19. For a sheaf A of k-algebras over a topological space Y , let A⊗i be the
sheaf associated to the presheaf U 7→ Γ(U,A)⊗ki, which is still a sheaf of k-algebras. For a
sheaf M of A-bimodules, we define the Hochschild cochain complex C•(A,M) of sheaves
of k-vector spaces on X by
Ck(A,M) = H omk(A
⊗k,M)
with the differentials given by
b(f)(a1, · · · , ak+1) = a1f(a2, · · · , ak+1)
+
∑
1≤i≤k
(−1)if(a1, · · · , aiai+1, · · · , ak+1) + (−1)
k+1f(a1, · · · , ak)ak+1. (77)
When Y is a point, C•(A,M) is the ordinary Hochschild cochain complex which com-
putes the Hochschild cohomology HH•(A,M) [Loday, 1.5.1].
Return to the setup at the beginning of this section. We denote the constant sheaf of
k-algebras associated to A = HomOX (E,E) still by A. Then E
∨⊗OXE
∼= H omOX (E,E) is
a sheaf of A-bimodules in an obvious way. The corresponding Hochschild cochain complex
is denoted by C•(A,E∨ ⊗E). There is an obvious homomorphism between two Hochschild
cochain complex
C•(E∨ ⊗ E,E∨ ⊗ E)→ C•(A,E∨ ⊗ E) (78)
induced by the homomorphism of sheaves of algebras A→ E∨ ⊗ E given by restrictions of
global endomorphisms of E.
Let us recall the Cˇech complex associated to a complex of sheaves. Let U = {Ui}i∈I
be an affine open covering of X. For a complex of sheaves (L•, ∂L), the associated Cˇech
double complex is Cˇp(U , Lq) with δ : Cˇp(U , Lq)→ Cˇp+1(U , Lq) the Cˇech coboundary map,
∂L : Cˇ
p(U , Lq) → Cˇp(U , Lq+1) the map induced by ∂L. The differential of the associated
simple complex is
d = δ + (−1)p∂L. (79)
Lemma 6.20. The cohomology of (the simple complex associated to) the double complex
Cˇ•
(
U , C•(A,E∨ ⊗ E)
)
computes the Hochschild cohomology HH•(X).
Proof. For every integer m ≥ 0, there is an identity of sheaves on Ui
H omOUi×Ui (C
bar
m (E)|Ui×Ui ,O∆Ui ) = H omk(A
⊗m, (E∨ ⊗ E)|Ui). (80)
One easily checks, by comparing (74) and (77), that (80) induces an isomorphism
H om•OUi×Ui
(Cbar• (E)|Ui×Ui ,O∆Ui )
∼= C•(A,E∨ ⊗E)|Ui . (81)
By the isomorphisms (76) and (81), HH•(X) is isomorphic to the hypercohomology of
C•(A,E∨ ⊗ E). Since H omk(A
⊗k, E∨ ⊗ E) is coherent, the conclusion follows from e.g.
[ET, theorem 2.8.1].
We denote the resulting isomorphism by
Q
n : Hn
(
Cˇ•(U , C•(A,E∨ ⊗E))
) ∼
−→ ExtnOX×X (∆X ,∆X).
By (76) and (81), there are also isomorphisms
B
p,q : Hˇp
(
U ,E xtqOX×X (∆X ,∆X)
) ∼
−→ Hˇp
(
U ,H q(C(A,E∨ ⊗ E))
)
,
and we denote Bn =
⊕
p+q=nB
p,q.
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6.5 Some canonical isomorphisms
In this subsection we prove some canonical isomorphism together commutativity, for prepar-
ing the explicit construction of Φn.
According to definition 6.19, let C•(OX ,OX ) be the Hochschild cochain complex asso-
ciated to the sheaf of k-algebras OX .
Lemma 6.21. The cohomology sheaf H q(C•(OX ,OX)) is canonically isomorphic to T
q
X =
∧qTX .
Proof. This follows from theorem 6.4, see also [Swan96, lemma 2.4 (3)].
Corollary 6.22. Let U be an affine open covering of X, then
Hp(X,H q(C•(OX ,OX))) ∼= Hˇ
p(U ,H q(C•(OX ,OX))). (82)
Proof. By lemma 6.21, H q(C•(OX ,OX)) is a coherent sheaf, thus the conclusion follows.
Lemma 6.23. There are quasi-isomorphisms
C•(OX ,OX)→ C
•(E∨ ⊗ E,E∨ ⊗ E)→ C•(A,E∨ ⊗ E). (83)
Proof. The first map is induced by the natural maps E∨ ⊗ E → OX and OX → E
∨ ⊗ E.
By theorem 6.12 and lemma 6.13, the first map is a quasi-isomorphism. The second map is
(78). Then by (76), (81) and lemma 6.21, the second map is also a quasi-isomorphism.
Lemma 6.24. There is a canonical isomorphism⊕
p+q=n
Hp
(
X,H q(C•(OX ,OX))
)
∼= Hn
(
X, C•(OX ,OX )
)
. (84)
Proof. There is a spectral sequence
Ep,q2 = H
p
(
X,H q(C•(OX ,OX))
)
⇒ Hp+q
(
X, C•(OX ,OX )
)
.
The λ-decomposition Cq(OX ,OX) =
⊕q
i=0 C
q
(i)(OX ,OX) induces the degeneration of the
spectral sequence, and moreover the decomposition (84), see the argument of [Swan96, cor.
2.6].
Notations 6.25. For a given affine open covering U of X, denote by η the canonical
isomophism
η :
⊕
p+q=n
Hˇp
(
U ,H q(C•(OX ,OX))
) ∼
−→ Hn
(
X, C•(OX ,OX)
)
induced by (82) and (84), and denote ξ and ζ the isomorphisms
ξ :
⊕
p+q=n
Hˇp
(
U ,H q(C•(OX ,OX))
) ∼
−→
⊕
p+q=n
Hˇp
(
U ,H q(C•(A,E∨ ⊗ E))
)
and
ζ : Hp+q
(
X, C•(OX ,OX)
) ∼
−→ Hn
(
Cˇ•(U , C•(A,E∨ ⊗ E))
)
the isomorphisms induced by (83).
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Lemma 6.26. There are natural isomorphisms ρ and σ such that the following diagrams⊕
p+q=n Hˇ
p
(
U ,E xtqOX×X (∆X ,∆X)
)
Υn≀

⊕
p+q=n Hˇ
p
(
U ,H q(C•(OX ,OX ))
)
≀ η

∼
ρ
oo
ExtnOX×X (∆X ,∆X) H
n
(
X, C•(OX ,OX)
)
∼
σoo
(85)
and
Hp+q
(
X, C•(OX ,OX)
)
∼
σ
tt❥❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
∼
ζ
**❱❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱
ExtnOX×X (∆X ,∆X) H
n
(
Cˇ•(U , C•(A,E∨ ⊗E))
)
∼
Qnoo
(86)
commute.
Proof. The quasi-isomorphisms (75), (83) and the isomorphism (81) induce canonical iso-
morphisms ρ and σ, and the commutativity of (86). In addition, they induce an isomorphism
of E2-spectral sequences
Ep,q2 = Hˇ
p
(
U ,E xtqOX×X (∆X ,∆X)
)
⇒ ExtnOX×X (∆X ,∆X) (87)
and
E
′p,q
2 = Hˇ
p
(
U ,H q(C•(OX ,OX))
)
⇒ Hp+q
(
X, C•(OX ,OX)
)
. (88)
Thus the decomposition (84) induces a decomposition Υ
′n and a commutative diagram⊕
p+q=n Hˇ
p
(
U ,E xtqOX×X (∆X ,∆X)
)
Υ˜n≀

⊕
p+q=n Hˇ
p
(
U ,H q(C•(OX ,OX ))
)
≀ η

∼
ρ
oo
ExtnOX×X (∆X ,∆X) H
n
(
X, C•(OX ,OX )
)
.∼
σoo
(89)
It remains to show Υ˜n = Υn. Following [Swan96, §2], let Ci be the sheaf associated to
the presheaf U 7→ Ci(Γ(U,OX)) = Γ(U,OX)
⊗ki+1, and together with the usual Hochschild
boundary map b, we obtain a complex of sheaves of OX -modules, denoted by C•. Then by
[Swan96, theorem 2.1 and 2.5], there is the following commutative diagram of isomorphisms⊕
p+q=n Hˇ
p
(
U ,E xtqOX×X (∆X ,∆X)
)
Υn≀

⊕
p+q=n Hˇ
p
(
U ,H q(C•(OX ,OX ))
)
≀ η′

∼
ρ
oo
ExtnOX×X (∆X ,∆X) Ext
n
OX
(
C•(OX ),OX
)
.∼
σ′oo
(90)
In fact, [Swan96, theorem 2.5] says that there is an E2-spectral sequence
E
′′p,q
2 = Hˇ
p
(
U ,H q(C•(OX ,OX))
)
⇒ Extp+qOX
(
C•(OX),OX
)
(91)
which is isomorphic to the spectral sequence (87), and then the decomposition Υn follows
from the right one η′, which is also deduced from the λ-decomposition of C•(OX ,OX).
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Therefore the spectral sequences (88) and (91) are isomorphic, thus induce an isomor-
phism χ : Hn
(
X, C•(OX ,OX)
) ∼
−→ ExtnOX
(
C•(OX),OX
)
. Then Υ˜n = Υn is equivalent to
the commutativity of the decompositions η and η′:⊕
p+q=n Hˇ
p
(
U ,H q(C•(OX ,OX))
)
∼
η
ss❤❤❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤
∼
η′
++❱❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
Hn
(
X, C•(OX ,OX)
)
∼
χ
// ExtnOX
(
C•(OX),OX
)
.
(92)
But both decomposition η and η′ follows from the same decomposition of
E
′p,q
2 = E
′′p,q
2 = Hˇ
p
(
U ,H q(C•(OX ,OX ))
)
which in turn is induced by the λ-decomposition of C•(OX ,OX), the commutativity of (92)
follows.
Corollary 6.27. Given an affine open covering U of X, there is a canonical isomorphism
L
n :
⊕
p+q=n
Hˇp
(
U ,H q(C(A,E∨ ⊗ E))
) ∼
−→ Hn
(
Cˇ•(U , C•(A,E∨ ⊗E))
)
(93)
such that the following diagram⊕
p+q=n Hˇ
p
(
U ,E xtqOX×X (∆X ,∆X)
)
Υn≀

∼
Bn //
⊕
p+q=n Hˇ
p
(
U ,H q(C•(A,E∨ ⊗ E))
)
≀ Ln

⊕
p+q=n Hˇ
p
(
U ,H q(C•(OX ,OX ))
)
≀ η

∼
ξ
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
∼
ρ
jj❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯
Hn
(
X, C•(OX ,OX)
)
∼
σ
tt✐✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
✐
∼
ζ
**❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯
ExtnOX×X (∆X ,∆X) H
n
(
Cˇ•(U , C•(A,E∨ ⊗ E))
)
∼
Qnoo
(94)
commutes.
Proof. The commutativity of the upper triangle follows from naturality. The commutativity
of the left trapezoid and the lower triangle is lemma 6.26. The isomorphism Ln is induced
by demanding the commutativity of the right trapezoid.
6.6 An explicit description of Φ2
In this subsection we give an explicit description of Φ2, and compare it to u(·, ·, ·) of section
5, and thus complete the proof of theorem 6.8.
Lemma 6.28. Let l ≥ 0 be an integer, and v ∈ Homk(A
⊗kl, A) such that b(v) = 0. Let
vi ∈ Homk(A
⊗kl, E∨⊗E) be the restriction of v to Ui. Thus {vi}i∈I ∈ Cˇ
0(U , Cl(A,E∨⊗E))
induces a class in Hn
(
Cˇ•(U , C•(A,E∨ ⊗ E))
)
, denoted by v˜. Then
ΞnE ◦Q
n(v˜) = v. (95)
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Proof. This follows directly from the second statement of lemma 6.18, and the identification
(81).
Now we are ready to give an explicit description of Ψ2. Consider the following com-
mutative diagram, keeping in mind the diagram (94) which microscopes the following right
square:
⊕
p+q=n Hˇ
p(U ,∧qTX)
En
∼
//
⊕
p+q=n Hˇ
p
(
U ,E xtqOX×X (∆X ,∆X)
)
Υn≀

∼
Bn //
⊕
p+q=n Hˇ
p
(
U ,H q(C•(A,E))
)
≀ Ln

ExtnOX×X (∆X ,∆X)
≀ ΞnE

Hn
(
Cˇ•(U , C•(A,E∨ ⊗ E))
)
∼
Qnoo
HHn(A) .
(96)
Definition 6.29. Define
Zi(A,H omOX (E,E)) = ker
(
Ci(A,H omOX (E,E))→ C
i+1(A,H omOX (E,E))
)
,
and define Zi(p)(A,H omOX (E,E)) to be the subsheaf of Z
i(A,H omOX (E,E)) consists of
the local sections cohomological to local sections of Ci(p)(OX ,OX) via the quasi-isomorphism
(83).
Given a local section of Zi(A,H omOX (E,E)), one can choose a local basis of E to
show that it lies in Zi(p)(A,H omOX (E,E)), by checking the criterion in lemma 6.17.
Our general strategy to find an explicit description of Φn(τ) for τ ∈ Hˇm(U ,∧lTX)
consists of the following steps:
1. Find an explicit expression for Bn ◦ En(τ).
2. Find an explicit expression for Ln ◦Bn ◦ En(τ).
3. By a zigzag in a double complex, find an element v in Cˇ0(U , Cm+l(A,E∨ ⊗ E)) that
differs by a coboundary from Ln ◦Bn ◦En(τ), and observe that v in fact is of the form
in the lemma 6.28.
The second step will make use of the λ-decomposition. The following construction illustrates
an attempt to carry out this strategy, but it is not completely fulfilled. The problem arises
in the second step: I don’t know how to find t˜m,l that satisfies (99). In the final proof of
theorem 6.8, I will show that for Φ2, the construction 5.11 indeed provides a construction
of t˜1,1 and t˜0,2.
Construction 6.30. Let U = {Ui}i∈I be an affine open covering of X, such that E|Ui is free
for any i ∈ I. For any ordered set of indices I = (i0, ..., ik) ⊂ I, denote UI = Ui0 ∩ ... ∩Uik .
For each UI , choose a connection ∇I : E → E ⊗OX Ω
1
X . For a ∈ H omOUI (E,E), define
∇I(a) = ∇I ◦ a− a ◦ ∇I ∈ H omOUI (E,E ⊗OUI Ω
1).
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Let θ ∈ Γ(UI ,∧
lTX). For a1 ⊗ ...⊗ al ∈ H omOUI (E,E)
⊗k l, define
cotr(θ)(a1 ⊗ ...⊗ al) = θx
(
∇I(a1) ◦ ... ◦ ∇I(al)
)
∈ H omOUI (E,E). (97)
For example, if θ = θ1 ∧ ... ∧ θl, where θj ∈ Γ(UI , TX) for 1 ≤ j ≤ l, and set (∇I)θj (s) =
θjx∇I(s) to be the covariant derivative, then
cotr(θ)(a1 ⊗ ...⊗ al) =
∑
σ∈Sl
sgn(σ)(∇I)θ1(a1σ) ◦ ... ◦ (∇I)θl(alσ). (98)
Let τ be an element of Hm(X,∧lTX) for certain integers m, l ≥ 0. Let {θI}|I|=m+1 be
a Cˇech representative of τ , where θI ∈ Γ(UI ,∧
lTX). Thus
{cotr(θI)}|I|=m+1 ∈ Cˇ
m
(
U , Cl
(
A,H omOX (E,E)
))
.
Denote tm,l = {cotr(θI)}|I|=m+1. Look at the following commutative diagram, where
Cl = Cl(A,H omOX (E,E)).
Cˇm−1(U , Cl)
δ

b // Cˇm−1(U , Cl+1)
δ

Cˇm(U , Cl−1)
δ

b // Cˇm(U , Cl)
δ

b // Cˇm(U , Cl+1)
Cˇm+1(U , Cl−1)
b // Cˇm+1(U , Cl).
Since {θI}|I|=m+1 ∈ Z
m(U ,∧lTX), b(t
m,l) = 0. Moreover, by the definition (97), and lemma
6.17, and trivializing E by the connections chosen, one easily sees tm,l ∈ Cˇm(U ,Z l(l)). But
δtm,l is not necessarily zero. Suppose we can find t˜m,l such that
t˜m,l ∈ Cˇm(U ,Z l(l)),
t˜m,l − tm,l ∈ b
(
Cˇm(U , Cl−1)
)
,
δt˜m,l = bt˜m,l = 0.
(99)
Then since
Hˇm(U , Cl) = Homk
(
A⊗l, Hˇm
(
U ,H omOX (E,E)
))
and Hˇm
(
U ,H omOX (E,E)
)
= Extm(E,E) = 0 form ≥ 1, there exists tm−1,l ∈ Cˇm−1(U , Cl)
such that δtm−1,l = tm,l. Put tm−1,l+1 = btm−1,l. Then tm−1,l+1 ∈ Cˇm−1(U , Cl+1) and
δtm−1,l+1 = 0, btm,l = 0. So we can continue this process, until we obtain t0,m+l ∈
Cˇ0(U , Cm+l). Moreover, because bt0,m+l = 0 and δt0,m+l = 0, t0,m+l lies in Homk(A
⊗m+l, A)
and produces a Hochschild cocycle, and we denote the resulting class in HHm+l(A) by v(τ).
Theorem 6.31. Given t˜m,l satisfying (99), then
Φn(τ) = (−1)mv(τ). (100)
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Proof. By the definition (60) of cotrace map, the definition of affine HKR isomorphism
(52)-(53), and the construction of the quasi-isomorphism (83), tm,l represents Bn ◦En(τ) ∈
Hˇm
(
U ,H l(C•(A,E))
)
. So does t˜m,l. Moreover, t˜m,l represents a class in Hn
(
Cˇ•(U , C•)
)
,
and by the first condition of (99),
[˜tm,l] = ζ ◦ η ◦ ρ−1 ◦ En(τ) = Ln([tm,l]).
By the construction 6.30, and the sign convention (79), (−1)mt0,m+l and t˜m,l represents the
same class in Hn
(
Cˇ•(U , C•)
)
. Thus (100) follows from lemma 6.28.
Proof of theorem 6.8: Since Φ2(0, β, γ) = Φ2(0, β, 0)+Φ2(0, 0, γ), and u0,β,γ = u0,β,0+u0,0,γ
by lemma 5.13, we can prove theorem 6.8 in the case β = 0 and the case γ = 0 separately.
The case γ = 0: This corresponds to the case m = l = 1 in the construction 6.30. Let
t˜1,1 = −{gij}i,j∈I , where gij is defined in construction 5.11. Then by the construction 5.11,
t˜1,1 satisfies (99) by lemma 6.17 and proposition 6.14 (iii); in fact, this is automatic for
l = 1. Thus again by the construction 5.11, we can take t0,1 = {ci}i∈I . Then t
0,2 = −u0,β,0.
So by theorem 6.31, Φ2(0, β, 0) = u0,β,0.
The case β = 0: It suffices to show that t˜0,2 := {u0,0,γ(·, ·)i}i∈I satisfies (6.31). The
third condition of (6.31) follows by the construction of u0,0,γ , see lemma 5.12 and 5.13. The
second condition of (6.31) is a local property, so we can check this locally on each sufficiently
small Ui. Thus suppose γ = ∂1 ∧ ∂2, where ∂k = ∂xk , for i = 1, 2, and {xk}1≤k≤dimX are
(e´tale) local coordinates of X. In addition we trivialize E by choose a local basis, on Ui,
and obtain a corresponding connection ∇. Take
ci(a) = ∇1 ⊗∇2(a)−∇1(a)⊗∇2,
where ∇k = ∂kx∇, k = 1, 2. For a, a
′ ∈ A, write a and a′ as (ars) and (a
′
rs) in the chosen
local basis of E. Then ci(a
′) = (C ′rs), ci(a) = (C
′
rs), and ci(a
′a) = (C ′′rs) where
C ′rs = ∂1 ⊗ ∂2(a
′
rs)− ∂1(a
′
rs)⊗ ∂2,
Crs = ∂1 ⊗ ∂2(ars)− ∂1(ars)⊗ ∂2,
C ′′rs = ∂1 ⊗ ∂2(
∑
p
a′rpaps)− ∂1(
∑
p
a′rpaps)⊗ ∂2.
Then
−
∑
s
C ′rsast −
∑
s
a′rsCst + C
′′
rt
= −
∑
s
(
∂1(ast)∂2(a
′
rs) + ast∂2(a
′
rs)∂1 − ∂1(a
′
rs)∂2(ast)− ast∂1(a
′
rs)∂2
)
−
∑
s
(
a′rs∂2(ast)∂1 − a
′
rs∂1(ast)∂2
)
+
∑
s
(
a′rs∂2(ast)∂1 + ast∂2(a
′
rs)∂1 − a
′
rs∂1(ast)∂2 − ast∂1(a
′
rs)∂2
)
=
∑
s
(
∂1(a
′
rs)∂2(ast)− ∂1(ast)∂2(a
′
rs)
)
. (101)
Comparing to (98) one sees
u0,0,γ(a
′, a) = cotr(γ)(a′, a).
Thus the second condition of (99) is shown.
The first condition of (99) is also local. By the expression (101), u0,0,γ is anti-symmetric
in ∂1 and ∂2. By lemma 6.17 and proposition 6.14 (iii), u0,0,γ ∈ Cˇ
0(U ,Z2(2)).
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7 Open problems
I propose several problems partly inspired by theorem 1.1.
1. Bernardara and Bolognesi proposed a notion of categorical representability dimension.
By [BB12, definition 2.4], one says that a smooth projective variety X over k is cate-
gorically representable in dimension n if Db(X) has a semiorthogonal decomposition
Db(X) = 〈B1, ...,Bl〉
such that each Bj is an admissible subcategory of D
b(Yj) where Yj is a smooth pro-
jective variety over k of dimension ≤ n. By [AB15, lemma 1.19], if k is separably
closed, X is categorically representable in dimension zero if and only if X has a full
exceptional collection. So according to theorem 1.1, the following question seems
natural.
Question 7.1. For a family of smooth projective varieties, is the categorical rep-
resentability dimension of the geometric fibers upper semicontinuous over the base
scheme?
2. In [KT17] Kontsevich and Tschinkel showed:
Theorem 7.2. Let B be a curve over a field of characteristic zero, π : X → B a
smooth proper morphism. Then for any closed point b of B, the birational type of Xb
depends only on the birational type of Xη. In particular, if Xη is rational then every
fiber of π is rational.
From theorem 7.2, one can deduce the following.
Proposition 7.3. Let k be a field of characteristic zero. Assume for every alge-
braically closed field K containing k, every smooth proper variety X over K having
a full exceptional collection is rational. Let S be an irreducible scheme separated and
of finite type over k, and π : X → S a smooth projective morphism. If there exists a
geometric fiber of π that has a full exceptional collection, then every geometric fiber
of π is rational.
Proof. By theorem 3.5, the geometric fiber over the generic point η of S has a full
exceptional collection, and by the assumption, it is rational. Then there exists a
finite extension L of κ(η) such that XL is rational. By theorem 7.2 and a noetherian
induction one sees that every geometric fiber of π is rational.
It seems a folklore problem whether smooth projective varieties having full excep-
tional collections are rational. In dimension 2 this is a conjecture attributed to Orlov.
Proposition 7.3 provides a way to find a non-rational smooth projective variety with
a full exceptional collection. For example, by [Kawa06], a smooth projective toric
variety has a full exceptional collection, so we ask following question.
Question 7.4. Does every deformation (with an irreducible base scheme) of a smooth
toric variety remain rational?
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If the answer is negative, then by proposition 7.3 there exist non-rational smooth
projective varieties that have full exceptional collections. Of course we can also ask
similar questions for all the varieties having full exceptional collections, but among
them, toric varieties seem the most probable ones that have non-rational deformations.
3. Fix a base field k. Consider the following conditions on a set of isomorphism classes
of smooth proper schemes over k.
(0) Spec(k) ∈ S;
(i) If X,Y ∈ S then X × Y ∈ S;
(i’) If X × Y ∈ S then X,Y ∈ S;
(ii) If X ∈ S and E is a vector bundle on X, then the projective bundle P(E) ∈ S;
(ii’) If E is a vector bundle on X and the projective bundle P(E) ∈ S, then X ∈ S;
(iii) If X,Y ∈ S and Y is a smooth closed subscheme of X, then the blow-up BlYX ∈
S;
(iii’) If Y and BlYX ∈ S where Y is a smooth closed subscheme of X, then X ∈ S.
We know that the elements of the smallest set S satisfying (0), (i), (ii) and (iii)
have full exceptional collections ([Orl92, theorem 2.6 and 4.3]). Denote the smallest
set S satisfying (0), (i), (ii), (iii), and (i’), (ii’), (iii’) by PBBk (PBB stands for
products, bundles, and blow-ups), and we call an element of PBBk a PBB-variety over
k. Then does every PBB-variety has a full exceptional collection? Are the previously
known examples of varieties having full exceptional collections all PBB-varieties? For
example, quadrics (by blowing up lower dimensional quadrics on projective spaces)
and smooth toric varieties ([AMR99], [W lo97]) are PBB-varieties. We expect that
small deformations of smooth toric varieties provide examples of non-PBB-varieites
varieties having full exceptional collections.
4. By theorem 1.1, if there is a smooth projective surface S over C having a full excep-
tional collection, there exists a smooth projective surface S0 over a number field with
this property such that (S0)C is a deformation of S. Is it possible to attack Orlov’s
conjecture by studying certain Diophantine properties of such surfaces of general type
over number fields?
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