Abstract. Periodic linear differential processes are defined and their properties are analyzed. Equivalent representations are discussed, and the solutions of related optimal estimation problems are given. An extension is presented of Kailath and Geesey's [1] results concerning the innovations representation of stochastic processes with a given covariance function.
1. Introduction. A periodic linear differential stochastic process X, 0 __< __< T, is defined as the solution of the stochastic differential equation (1.1) dX AX, dt + dW, 0 < <_ T, with the periodicity condition (1.2) Xo XT. Here X is an n-dimensional real vector stochastic process, T a given real number, A a constant real n n matrix, and W, 0 __< =< T, n-dimensional real Brownian motion with E(dW dW't)= V dt, where the prime denotes the transpose and V is a given real symmetric nonnegative definite constant matrix. Processes of this kind can be used to model a variety of periodic random phenomena such as occur in communications and physics (t is not necessarily time but may also denote a space variable). In this paper the properties of the solution to (1.1)-(1.2) are studied, equivalent representations of the process Xt, 0 =< __< T, are given, and filtering, smoothing and prediction problems related to such processes are solved. guaranteed if A has no characteristic values that are an integral multiple of 2rci/T, which henceforth will be assumed. It is easily verified that (2.1) constitutes the unique solution (in a mean square sense) to (1.1) and (1.2) .
The expression (2.1) clearly defines a Gaussian process, which, therefore, is completely defined by its mean value function E(X,), 0 <= <= T, and its matrix covariance function coy (Xt, X). Obviously, (3.9) 0 A'P + PA P VP. Equation (3.9) is a special form of the algebraic matrix Riccati equation, about which a great deal is known (see e.g., [3] ). 4 . laovatios represetatio aa estimatio of stochastic proeess with a give eovariaee fetiom In this section an extension is given of Kailath and Geesey's results [1] concerning the representation and estimation of stochastic processes with given covariance functions. The results given here differ from those of Kailath and Geesey in that vector-valued processes are considered, nonzero means are accounted for, the existence of the solution of an essential matrix differential equation is proved, and expressions are given for the variance matrices of the reconstruction errors. The results of this section will be applied to periodic differential processes in 5. 
(t) [F*'(t)-M*'(t)V*-l(t)N*'(t)]'S*(t) + S*(t)[F*'(t) M*'(t)V*-'(t)N*'(t)] (4.12) + S*(t)M*'(t)V* l(t)M*(t)S*(t) + N*(t)V* l(t)N*'(t), to<=t<t, S*(t ) O.
This matrix differential equation, and hence (4.7)-(4.8), has a unique solution if and only if the following optimal control problem has a unique solution [4] . [x'(t)N*(t)V*-l(t)N*'(t)x(t) u'(t)V*(t)u(t)] dt with respect to u(t) and x(t), o <= <= t subject to (4.14) (t) [V*'(t)-M*'(t)V*-l(t)N*'(t)]x(t) + M*'(t)u(t), X(to) Xo, to<=t<=t, with Xo a given vector. By substituting u(t) V*-l(t)N*'(t)x(t) u*(t), o <= <-it follows that this problem is equivalent to the problem of minimizing (4. 
J v'(t) V(t)v(t) dt + 2 v'(t)N'(t)'(t t) Xo dt + 2 v'(t)N'(t) dt '(s, t)M'(s)v(s) ds 0 v'(t)V(t)v(t) dt + 2 v'(t)g'(t)tP'(tl, t)Xo dt (4.18) v'(t)N'(t)'(s, t)M'(s)v(s) ds f ;t + dt + ds v'(s)M(s)tP(s, t)N(t)v(t) dt tt v'(t)V(t)v(t) dt + 2 v'(t)N'(t)P'(tl, t)Xo dt + v'(t)Lz(t, s)v(s) dt ds.
In functional analytic form this may be rewritten as
where Q is the operator defined by (4.6), f is the function f(t) N'(t)tP'(tl, t)Xo, to 
The smoothing error varihnce matrix is given by var (Rtl 
R,) var (R,)-Mr(t)S(t)M'(t) [N;(t) Mr(t)S(t)]
E'(0, s)M'(O)V; I(O)M(O)E(O, s) dO [n,(t) S(t)M',(t)]
