This article addresses the different methods of estimation of the probability mass function 
Introduction
A random variable X is said to have the Logarithmic series distribution, if its probability mass function (PMF) is given by P (X = x; p) = f (x) = −1 ln(1 − p) p x x , x = 1, 2, . . . ; 0 < p < 1 (1.1) and its cumulative distribution function (CDF) is given by The above distribution has many application in biology and ecology. It is also used for modelling data linked to the number of species in occupancy-abundance studies. It is a limiting case of the zero truncated negative binomial distribution. The univariate Logarithmic series distribution was brought to light by Fisher [16] . He was then dealing with the biological data on species and individual collected by Corbet and Williams [16] . The Logarithmic series distribution found its way further in meteorology [Williams (17) , Ramabhadran (19) ], in human ecology [Clark, Eckstron and Linden (20) ] and in operation research [Williamson and Bretherton (18) 2 Maximum likelihood estimators of the PMF and the CDF Let X 1 , X 2 , ..., X n be a random sample of size n with PMF (1.1). The MLE of the above distribution is being deducted.
Here we can not find out any simple expression for MLE of p. Therefore, by using numerical approach we have to find out the root of the equation.
UMVU estimators of the PMF and the CDF
In this section, we obtain the UMVU estimators of the PMF and the CDF of the Logarithmic Series distribution. Also, we obtain the MSEs of these estimators.
Here T = n i=1 X i is a complete sufficient statistic for p. Being a sum of n independent random variables with logarithmic Series distribution with the parameter p has Stirling distribution of the first kind SDF K(n, p) [Johnson et al.(15) ], T has the following mass function
Let X 1 , X 2 , ..., X n be a random sample of size n from Logarithmic Series distribution given by equation (1.1). Then, T is a complete sufficient statistic for p and its PMF is given by (3.4).
According to Rao-Blackwell theorem and Lehmann-Scheffe theorem, we get the UMVUE of the PMF and the CDF.
Consider,
where
Here E [Y |t] is the UMVUE of the PMF of the aforesaid distribution.
Theorem 3.1 Let T = t be given. Then
is the UMVUE for f (x) and
is the UMVUE for F (x).
Proof:
The proof of f (x) is the UMVUE follows from equation (3.5) . Similarly the proof that F (x)
is the UMVUE of F (x).
Theorem 3.2 The variance of f (x) is given by
Using the Theorem 3.1. We can get the value of V ar( f (x)). The expression for the variance
Therefore,
Where, g T (t) = n!|s(t,n)|p t t!(− ln(1−p)) n . The proof for the expression of variance for F (x) is similar. 
Least squares and weighted least squares estimators
The least square estimators and weighted least square estimators were proposed by Swain et al. [12] to estimate the parameters of Beta distributions. In this paper, we apply the same technique for the Logarithmic Series distribution. Suppose X 1 , ..., X n is a random sample of size n from a CDF F (.) and let X i:n , i = 1, ..., n denote the ordered sample in ascending order. The proposed method uses the CDF of F (x i:n ). For a sample of size n, we have E[F (X j:
for j < k, (see Johnson et al. [1] ). Using the expectations and the variances, two variants of the least squares method follow.
Method 1: Least squares estimators
This method is based on minimizing
with respect to the unknown parameters.
In case of Logarithmic Series Distribution the least squares estimators of p is p LSE . p LSE can be obtained by minimizing So, to obtain the LS estimators of the PMF and the CDF, we use the same method as for the MLE. Therefore,
and
It is difficult to find the expectations and the MSE of these estimators analytically, so we calculate them by means of simulation study.
Method 2: Weighted Least squares estimators
with respect to the unknown parameters, where
In case of the Logarithmic Series distribution, the weighted least squares estimators of p say p W LSE is the value minimizing
So, the WLS estimators of the PMF and CDF are
It is difficult to find the expectations and the MSE of these estimators analytically. So, we can calculate them by means of a simulation study.
Estimators based on percentiles
Estimations based on percentiles was originally suggested by Kao [2, 4] . Percentiles estimators are based on inverting the CDF. Since the Logarithmic Series distribution has a closed form CDF, its parameters can be estimated using percentiles. This method is based on minimizing
Let X i:n , i = 1, ..., n denote the ordered random sample from the Logarithmic Series distribution. Also let p i = i n+1 . The percentile estimator of p say p P CE is the value minimizing
So, the percentile estimators of the PMF and CDF are
The expectations and the MSE of these estimators can be calculated by simulation.
Simulation study
Here, we conduct Monte Carlo simulation to evaluate the performance of the estimators for the PMF and the CDF discussed in the previous sections. All computations were performed using the R-software. We evaluate the performance of the estimators based on MSEs. The MSEs were computed by generating 1000 replications, taking p = 0.6, x = 12, from Logarithmic series Distribution. It is observed that MSEs decreases with increasing sample size. It verifies the consistency properties of all the estimators. We observe from true MSE point of view, UMVUE is better than MLE for both PMF and CDF. We have generated observations using the algorithm given by Kemp [11] . 
