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EXACT BOHR-SOMMERFELD CONDITIONS FOR THE
QUANTUM PERIODIC BENJAMIN-ONO EQUATION
ALEXANDER MOLL
ABSTRACT. In this paper we describe the spectrum of the quantum periodic Benjamin-Ono equation
in terms of the multi-phase solutions of the underlying classical system (the periodic multi-solitons).
To do so, we show that the semi-classical quantization of this system given by Abanov-Wiegmann
is exact and equivalent to the geometric quantization by Nazarov-Sklyanin. First, for the Liouville
integrable subsystems defined from the multi-phase solutions, we use a result of Ge´rard-Kappeler
to prove that if one neglects the infinitely-many transverse directions in phase space, the regular
Bohr-Sommerfeld conditions on the actions are equivalent to the condition that the singularities of the
Dobrokhotov-Krichever multi-phase spectral curves define an anisotropic partition (Young diagram).
Next, we show that the renormalization of the classical dispersion coefficient in Abanov-Wiegmann
is implicit in the definition of the quantum Lax operator in Nazarov-Sklyanin. Finally, we verify that
the regular Bohr-Sommerfeld conditions for the multi-phase solutions in the renormalized theory give
the exact quantum spectrum determined by Nazarov-Sklyanin without any Maslov index correction.
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2 A. MOLL
1. INTRODUCTION AND STATEMENT OF RESULT
In the semi-classical analysis of quantized Hamiltonian systems, a major goal is to approximate
the spectrum in terms of the periodic orbits of the underlying classical system. In special cases,
a semi-classical approximation of the spectrum may turn out to be exact. For quantizations of
Liouville integrable systems, the regular Bohr-Sommerfeld conditions give an approximation to the
spectrum which is exact e.g. for free particles on tori. Similarly, the WKB matching conditions
(which are the regular Bohr-Sommerfeld conditions with Maslov index correction) provide an
approximate spectrum which is exact e.g. for harmonic oscillators. Even for chaotic systems,
many results in representation theory are that a semi-classical approximation is exact, e.g. trace
formulas for quantized homogeneous spaces. For background, see Kirillov [30] and Takhtajan [54].
In this paper we give an exact semi-classical description of the spectrum of the quantum periodic
Benjamin-Ono equation in terms of distinguished quasi-periodic orbits of the underlying classical
system known as multi-phase solutions, the periodic analogs of multi-soliton solutions. We state
this result in Theorem [1.3.1] below. For recent mathematical surveys of the classical and quantum
periodic Benjamin-Ono equations, see §5.2 in Saut [51] and §1.1.6 in Okounkov [46], respectively.
1.1. Multi-Phase Solutions of Classical Benjamin-Ono. Let J be the spatial Hilbert transform
(Jϕ)(x) = P.V. 1
pi
∫ +∞
−∞
ϕ(y)dy
y−x with Je
ikx = −isgn(k)eikx. The Benjamin-Ono equation [4, 13, 47]
(1.1) ∂tv + v∂xv − εJ [∂2xv] = 0
for real v(x, t), x, t ∈ R, of spatial period 2pi is Hamiltonian for the Gardner-Faddeev-Zakharov
bracket as we review in §3. In (1.1), ε > 0 is a coefficient of dispersion whose notation we explain
in §[2.3]. For T = R/2piZ, Molinet [36] proved (1.1) is globally well-posed in L2(T). We write
v(x, t; ε) for solutions of (1.1) and δ for Kronecker delta. (1.1) supports many quasi-periodic orbits:
Definition 1.1.1. For n = 0, 1, 2 . . . with 2n+ 1 real parameters ~s ∈ R2n+1 ordered as
(1.2) s↑n < s
↓
n < · · · < s↑1 < s↓1 < s↑0
and n phases χn, . . . , χ1 ∈ R denoted ~χ ∈ Rn, the multi-phase (n-phase) solutions of (1.1) are
(1.3) v~s,~χ(x, t; ε) = s↑n −
n∑
i=1
(s↑i−1 − s↓i )− 2Im ∂x log detM~s,~χ(x, t; ε)
where M~s,~χ(x, t; ε) is the n× n matrix with entries M~s,~χij (x, t; ε) for 1 ≤ i, j ≤ n defined by
(1.4) M~s,~χij (x, t; ε) =
1
s↑i−1−s↓j
(
− 1 + δ(i− j)Zi(~s)ei(
s↑i−1−s↓i
ε
)(x−χi−12 (s
↓
i+s
↑
i−1)t)
)
(1.5) Zi(~s) =
√
s↑i−1−s↑n
s↓i−s↑n
∏
j 6=i
√
(s↓i−s↓j )(s↑i−1−s↑j−1)
(s↑i−1−s↓j )(s↓i−s↑j−1)
.
These n-phase solutions were first found in another form by Satsuma-Ishimori [50]. Formula (1.3)
is by Dobrokhotov-Krichever [16], where (1.2) are singularities of their rational spectral curves.
For n = 1, (1.3) is the 1-phase periodic traveling wave of Benjamin [4] and Ono [47]. As s↓1 → s↑0,
the 1-phase solution is the 1-soliton solitary traveling wave of (1.1), while as s↑1 ← s↓1 it is a
low-amplitude dispersive wave. As all s↓i → s↑i−1, (1.3) are Matsuno’s n-soliton solutions [33].
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1.2. Bands and Spatial Periodicity Conditions. The form of exponential terms in (1.4) implies:
Proposition 1.2.1. The n-phase solution v~s,~χ(x, t; ε) in (1.3) is 2pi-periodic in x if and only if
(1.6) |s↓i − s↑i−1| = εNi
the length of the ith band [s↓i , s
↑
i−1] is a positive integer Ni ∈ Z+ multiple of ε for all i = 1, . . . , n,
i.e. the ith 1-phase periodic traveling wave in the n-phase wave has Ni bumps on T of period 2pi.
We now show that additional conditions on lengths |s↑i − s↓i | of gaps [s↑i , s↓i ] arise in quantization.
1.3. Statement of Result: Gaps and Exact Bohr-Sommerfeld Conditions. Our main result is
a semi-classical interpretation of the results of Nazarov-Sklyanin [40] which also shows that the
semi-classical soliton quantization of (1.1) by Abanov-Wiegmann [1] is exact. In §[10], we prove:
Theorem 1.3.1. Let ε > 0 and ~ > 0 be independent coefficients of dispersion and quantization.
• [Part I: Bohr-Sommerfeld Conditions] Let γ~si,n(ε) be the cycle in the phase space of (1.1)
defined by varying only the ith phase χi in the multi-phase initial data v~s,~χ(x, 0; ε) (1.3).
The action of the Gardner-Faddeev-Zakharov Liouville 1-form αGFZ along γ~si,n(ε) is
(1.7)
∮
γ~si,n(ε)
αGFZ = 2piε|s↑i − s↓i |
a scaled length of the gap [s↑i , s
↓
i ]. Neglecting the infinitely-many transverse directions in
phase space to the n-phase tori, the regular Bohr-Sommerfeld conditions on (1.7) are thus
(1.8) |s↑i − s↓i | =
~
ε
N ′i
that the length of the ith gap [s↑i , s
↓
i ] is a positive integer N
′
i ∈ Z+ multiple of ~/ε > 0 for
all i = 1, . . . , n with N ′i independent of Ni in the description of the band lengths in (1.6).
• [Part II: Exact Bohr-Sommerfeld Conditions] The spectrum of the geometric quantization of
(1.1) on T for fixed a =
∮
T v(x)
dx
2pi
found by Nazarov-Sklyanin [40] is the subset of classical
energy levels
∑n
i=0(s
↑
i )
3−∑ni=1(s↓i )3 of the n-phase solutions (1.3) for n = 0, 1, 2, . . . given
by ~s ∈ R2n+1 satisfying inequalities (1.2), a = ∑ni=0 s↑i −∑ni=1 s↓i , the spatial periodicity
conditions (1.6), and the Bohr-Sommerfeld conditions (1.8) with ε in each replaced by
(1.9) ε1(ε, ~) =
ε+
√
ε2 + 4~
2
the renormalized coefficient of classical dispersion determined by Abanov-Wiegmann [1].
FIG. 1. Renormalization.
The renormalization (1.9) in Part II of Theorem [1.3.1] reflects the
fluctuations of the quantum system in the infinitely-many transverse
directions to the Liouville tori neglected in Part I. It is characterized
by the properties of rectanglesR(−~/ε, ε),R(ε2, ε1) in Figure 1: for
(1.10) ε2(ε, ~) =
ε−√ε2 + 4~
2
,
(i) R(ε2, ε1) encloses the same area 2~ as R(−~/ε, ε) and (ii) the
intersection of R(ε2, ε1) and the exterior of R(−~/ε, ε) is a square.
4 A. MOLL
1.4. Interpretation of Result: Anisotropic Partitions. We now interpret our Theorem [1.3.1] in
terms of partitions (Young diagrams) built from the rectangles in Figure 1 following Kerov [29].
Definition 1.4.1. For r2 < 0 < r1 and a ∈ R, a piecewise-linear real function f(c) of c ∈ R is an
anisotropic partition profile of anisotropy (r2, r1) centered at a if the region
(1.11) {(c, y) ∈ R2 : |c− a| < y < f(c)}
is a disjoint union of finitely-many translates of a rectangle R(r2, r1) of side lengths −r2
√
2, r1
√
2.
Definition 1.4.2. For ~s in (1.2), the multi-phase profile f(c|~s) is the piecewise-linear function of
slopes±1, interlacing extrema (1.2), and f(c|~s) ∼ |c−a| as c→ ±∞ for a = ∑ni=0 s↑i −∑ni=1 s↓i .
Proposition 1.4.3. Theorem [1.3.1] can be equivalently stated for multi-phase profiles f(c|~s):
• [Part I] The original (approximate) regular Bohr-Sommerfeld conditions on the multi-phase
v~s,~χ(x, t; ε) are that f(c|~s) is an anisotropic partition profile of anisotropy (−~/ε, ε).
• [Part II] The renormalized (exact) regular Bohr-Sommerfeld conditions on the multi-phase
v~s,~χ(x, t; ε) are that f(c|~s) is an anisotropic partition profile of anisotropy (ε2, ε1).
Proof: f(c|~s) is an anisotropic partition profile of anisotropy (r2, r1) if and only if the band lengths
|s↓i−s↑i−1| = r1Ni and the gap lengths |s↑i−s↓i | = −r2N ′i for someNi, N ′i ∈ Z+ for all i = 1, . . . , n.
This observation implies the desired reformulation of Parts I and II of Theorem [1.3.1]. 
FIG. 2. Anisotropic partition profile f(c|~s) associated to quantum Benjamin-Ono
2-phase solution with band and gap lengths given by (N ′2, N2, N
′
1, N1) = (4, 3, 3, 1).
1.5. Motivation. Theorem [1.3.1] establishes the presence of quantum multi-phase solutions in the
work of Nazarov-Sklyanin [40] which gives a new characterization of Jack symmetric functions.
Conversely, our Theorem [1.3.1] relates the constructions in [40] to the semi-classical studies of
the quantum Benjamin-Ono equation in Abanov-Wiegmann [1], Bettelheim-Abanov-Wiegmann
[5], and Wiegmann [57]. As will appear in [37], Theorem [1.3.1] implies that the semi-classical
and small dispersion asymptotics in the author’s thesis [38] on Jack measures, a generalization
of Okounkov’s Schur measures [45], reflect the structure of quantum dispersive shock waves and
quantum soliton trains emitted by coherent states from [5]. Note that a classical version of these
small dispersion asymptotics, relating dispersive action profiles of the classical hierarchy in [40] to
the formation of classical dispersive shock waves, has already been given by the author in [39].
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1.6. Outline. In §[2] we discuss our Theorem [1.3.1] and its relation to previous results. In §[3] we
review the Hamiltonian and Lax operator of (1.1). In §[4] we recall the classical Nazarov-Sklyanin
hierarchy [40] and its presentation in terms of dispersive action profiles from [39]. In §[5] we
identify the classical global action variables of Ge´rard-Kappeler [21] with the gaps in the dispersive
action profiles from [39]. In §[6] we present the Hamiltonian and Lax operator of a preliminary
geometric quantization of (1.1). In §[7] we show how a modification of our preliminary quantization
by the renormalization (1.9) of Abanov-Wiegmann [1] is implicit in the solution of the quantization
problem for (1.1) by Nazarov-Sklyanin [40]. In §[8] we present the exact spectrum of the quantum
periodic Benjamin-Ono hierarchy from [40]. In §[9] we recall finite gap conditions for multi-phase
solutions from [39]. In §[10] we derive formula (1.7) for the classical actions from results of
Ge´rard-Kappeler [21], establish the Bohr-Sommerfeld conditions (1.8), and prove Theorem [1.3.1].
2. COMMENTS AND COMPARISON WITH PREVIOUS RESULTS
2.1. Comparison with Results for Quantum Sine-Gordon Equation. In our Theorem [1.3.1],
the regular Bohr-Sommerfeld conditions undergo a renormalization of the classical coupling but
no Maslov index correction. This phenomena also occurs in the quantum sine-Gordon equation
as emphasized in surveys by Coleman [9], Faddeev [19], and Sklyanin-Smirnov-Takhtajan in [55].
The renormalization (1.9) for Benjamin-Ono in Abanov-Wiegmann [1] is an analog of that in the
semi-classical quantization of the sine-Gordon equation by Dashen-Hasslacher-Neveu [10, 11, 12],
Goldstone-Jackiw [22], and Faddeev-Korepin [31]. Our Theorem [1.3.1] is an analog of the result
in Faddeev-Sklyanin-Takhatajan [20] and Coleman [8] that this semi-classical quantization is exact.
2.2. Comments and Comparison with Results for Quantum Calogero-Sutherland Equation.
At the end of [1], Abanov-Wiegmann give two derivations of the renormalization (1.9): a direct
derivation in field theory and an indirect derivation in hydrodynamics. The first derivation in field
theory is at 1-loop by an effective action and choice of counterterms in a semi-classical quantization
of (1.1) following Jevicki [25]. Part I of our Theorem [1.3.1] is a Hamiltonian counterpart to the
0-loop step in this first derivation, neglecting the infinitely-many transverse directions in the phase
space of classical fields. The second derivation of (1.9) in hydrodynamics in [1] uses the realization
of (1.1) in Calogero-Sutherland hydrodynamics and builds upon the work of Andric´-Bardek [2],
Polychronakos [48], and Awata-Matsuo-Odake-Shiraishi [3]. For the quantum Calogero-Sutherland
many-body problem, the analog of Part II of our Theorem [1.3.1] – namely, that after a shift the
semi-classical quantization is exact – is well-known: see reviews by Calogero [7], Etingof [18],
Ruijenaars [49], and Sutherland [53]. The work of Nazarov-Sklyanin [40, 41] and related work of
Sergeev-Veselov [52] are exact extensions of the second hydrodynamic derivation of (1.9) in [1].
2.3. Comments on Hilbert Schemes of Points on Surfaces. Our notation ε in (1.1), ε1 in (1.9), ε2
in (1.10), and a in (3.2) reflect the appearance of the quantum periodic Benjamin-Ono equation in
equivariant cohomology of Hilbert schemes of points in C2 reviewed in §1.1.6 of Okounkov [46].
To interpret our Theorem [1.3.1] in this context, note that our coefficient of classical dispersion
ε = ε1+ε2 is the deformation parameter of the Maulik-Okounkov Yangian [34] while our coefficient
of quantization ~ = −ε2ε1 is the handle-gluing element in [34]. These ε, ~ appear in §1.1.2 of [46]
in trading C2 for a surface S . For other exact Bohr-Sommerfeld conditions in the related theory of
Nekrasov [42], see Mironov-Morozov [35]. Note that we have related dispersive action profiles of
(1.1) to profiles in Nekrasov-Shatashvili [44] and Nekrasov-Pestun-Shatashvili [43] in §2.5 of [39].
6 A. MOLL
3. CLASSICAL PERIODIC BENJAMIN-ONO: HAMILTONIAN AND LAX OPERATOR
In this section we recall the formulation of the classical periodic Benjamin-Ono equation (1.1)
as a classical Hamiltonian system with respect to the Gardner-Faddeev-Zakharov symplectic form
ωGFZ and discuss aspects of the geometry of classical phase space. We also introduce the classical
Lax operator L•(v; ε) of (1.1) and express the classical Hamiltonian in terms of L•(v; ε).
3.1. Classical Phase Space as Sobolev Space from Gardner-Faddeev-Zakharov Construction.
Define Fourier coefficients of v : T→ R with the sign convention Vk =
∮
T e
ikxv(x) dx
2pi
so that
(3.1) v(x) =
∑
k∈Z
Vke
−ikx.
For real-valued v, V−k = Vk for all k ∈ Z. For a ∈ R, we choose as the classical phase space of
(1.1) the affine subspace M(a) of the s = −1/2 real L2-Sobolev space of T:
(3.2) M(a) = {v(x) : ||v||2−1/2 = 2
∞∑
k=1
k−1|Vk|2 <∞ and V0 = a}.
Definition 3.1.1. The Gardner-Faddeev-Zakharov Poisson bracket on C∞(T,R) given by
(3.3) {V−k, Vk′}GFZ = ikδ(k − k′)
is symplectic on the leaf M(a) in (3.2) and defines a symplectic formωGFZ on M(a).
In geometric quantization of (1.1), we will use a compatible complex structure J on (M(a),ωGFZ).
Proposition 3.1.2. The symplectic formωGFZ on M(a) determined by (3.3) is compatible with the
complex structure on M(a) defined by the spatial Hilbert transform J which also appears in the
classical periodic Benjamin-Ono equation (1.1). The compatibility of ωGFZ and J determines the
real Sobolev inner product g−1/2 on M(a) of regularity s = −1/2 associated to the norm in (3.2).
Proposition [3.1.2] follows from the corresponding statements for Vk ∈ C, as does the following:
Proposition 3.1.3. The symplectic structureωGFZ on M(a) is exact
(3.4) ωGFZ = dαGFZ
with canonical Liouville 1-form αGFZ given in the global coordinates of Fourier modes Vk by
(3.5) αGFZ = 2
∞∑
k=1
k−1Re[Vk]dIm[Vk].
3.2. Classical Hamiltonian at Criticality. The Benjamin-Ono equation (1.1) is Hamiltonian:
Definition 3.2.1. For ε > 0, the classical periodic Benjamin-Ono Hamiltonian O3(ε) is
(3.6) O3(ε)|v = 3
∞∑
h1,h2=0
Vh1Vh2−h1V−h2 + 3
∞∑
h=0
(
εh− a)VhV−h + a3,
a partially-defined functional v 7→ O3(ε)|v on (M(a),ωGFZ) with a =
∮
T v(x)
dx
2pi
which generates
the equations (1.1) for v(x, t; ε) as the Hamilton equations with respect to the Poisson bracket (3.3).
The a priori redundant constant term a3 in (3.6) emerges naturally in Proposition [4.4.6] below.
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The classical Hamilton equations for (3.6) in Definition [3.2.1] are formal: M(a) is larger than the
space L2(T) in which (1.1) is known to be well-posed [21, 36]. From the perspective of dispersive
equations, it is a coincidence that the symplectic space M(a) of (1.1) corresponds to its critical
regularity sc = −1/2 as in Proposition [3.1.2]. For discussion of criticality in (1.1), see Saut [51].
3.3. Classical Lax Operator as Generalized Toeplitz Operator. We now review the definition
of the classical Lax operator for Benjamin-Ono and its restriction to L2 periodic Hardy space H•.
Throughout the paper, the subscript “•” denotes a construction defined by the Szego˝ projection pi•.
Definition 3.3.1. The periodic L2-Hardy space H• is the closure of C[eix] in L2(T). Equivalently,
if we set w = eix and use the Szego˝ projection
(3.7) (pi•Φ)(w+) =
∮
T
Φ(w−)
w− − w+
dw−
2piiw−
,
then the periodic L2-Hardy space H• is the image of pi• applied to H = L2(T).
Definition 3.3.2. For ε > 0 and bounded v, the classical Lax operator of (1.1) is the unbounded
self-adjoint operator L•(v; ε) in Hardy space H• defined to be the unique self-adjoint extension of
the essentially self-adjoint operator
(3.8) L•(v; ε)
∣∣
C[eix] =

(−0ε+ V0) V−1 V−2 V−3 · · ·
V1 (−1ε+ V0) V−1 V−2 . . .
V2 V1 (−2ε+ V0) V−1 . . .
V3 V2 V1 (−3ε+ V0) . . .
... . . . . . . . . . . . .

presented in the basis |h〉 = eihx for h = 0, 1, 2, . . . of C[eix]. Equivalently, the Lax operator
(3.9) L•(v; ε) = −εD• + L•(v)
is the generalized Toeplitz operator of order 1, where L(v) is the operator of multiplication by v,
L•(v) = pi•L(v)pi• is the Toeplitz operator of symbol v, and D• acts by D•|h〉 = h|h〉.
For background on Toeplitz operators, see Deift-Its-Krasovsky [15]. The classical Lax operator
L•(v; ε) is essentially self-adjoint on C[eix] since it is a bounded perturbation of D• = pi•(1i
d
dx
)pi•
by the Toeplitz operator L•(v) of bounded symbol v. Note since ε > 0 in (3.9),−L•(v; ε) is elliptic.
3.4. Classical Hamiltonian from Classical Lax Operator. By direct computation, one has:
Proposition 3.4.1. The Hamiltonian (3.6) on (M(a),ωGFZ) can be recovered as
(3.10) O3(ε) = 3T
↑
3 (ε)− 3aT ↑2 (ε) + a3
where a =
∮
T v(x)
dx
2pi
and
T ↑2 (ε)|v = 〈0|L•(v; ε)2|0〉(3.11)
T ↑3 (ε)|v = 〈0|L•(v; ε)3|0〉(3.12)
are matrix elements of powers of the classical Lax operator (3.8) where |0〉 = ei0x = 1 ∈ H•.
We use the same notation “↑” as in the multi-phase parameters s↑i in anticipation of results in §[9].
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4. CLASSICAL NAZAROV-SKLYANIN HIERARCHY: DISPERSIVE ACTION PROFILES
In this section we recall the classical integrable hierarchy for (1.1) from Nazarov-Sklyanin [40], a
collection of Poisson commuting Hamiltonians built from the Lax operator (3.8). We also present
the dispersive action profiles from [39] which encode this hierarchy through spectral shift functions.
4.1. Classical Nazarov-Sklyanin Hierarchy. The following generalizes (3.11) and (3.12).
Definition 4.1.1. The classical Nazarov-Sklyanin hierarchy is the family of Hamiltonians
(4.1) T ↑` (ε)|v = 〈0|L•(v; ε)`|0〉
defined as matrix elements of the `th power of the Lax operator (3.8) for |0〉 = ei0x ∈ H•.
Theorem 4.1.2. [Nazarov-Sklyanin [40]] Restricting to the dense subspace in M(a) of v(x) with
finite Fourier series in which all Hamiltonians (4.1) are well-defined, for any `1, `2 = 0, 1, 2, 3, . . .,
(4.2) {T ↑`1(ε), T ↑`2(ε)}GFZ = 0
the classical hierarchy (4.1) pairwise commute for the Gardner-Faddeev-Zakharov bracket (3.3).
Theorem [4.1.2] follows from a stronger result in [40] we recall in Theorem [7.2.1] below. Building
upon their work [41], in [40] Nazarov-Sklyanin define a classical Baker-Akhiezer function
(4.3) ΦBA(x, u|v; ε) = 1
u− L•(v; ε) |0〉
for u ∈ C \ R which they use to prove Poisson-commutativity of the generating functions
(4.4) T ↑(u|ε)|v = 〈0| 1
u− L•(v; ε) |0〉
where |0〉 = ei0x = 1. T ↑` (ε)|v in (4.1) is the coefficient of u−`−1 in the expansion of (4.4) at ∞.
In a recent paper, Ge´rard-Kappeler [21] independently discovered the generating function (4.4) and
the classical Baker-Akhiezer function (4.3) from [40] and gave a new proof of Theorem [4.1.2] by
constructing a new Lax pair for the Hamiltonian flow generated by (4.4) with respect to (3.3).
4.2. Embedded Principal Minor of Classical Lax Operator. In this subsection and the next, we
review ingredients necessary to define the dispersive action profiles associated to (4.4) from [39].
Definition 4.2.1. The embedded principal minor L+(v; ε) of the Lax operator L•(v; ε) is the unique
self-adjoint extension to periodic Hardy space H• of the essentially self-adjoint operator in C[eix]
(4.5) L+(v; ε)
∣∣
C[eix] =

0 0 0 0 · · ·
0 (−1ε+ V0) V−1 V−2 . . .
0 V1 (−2ε+ V0) V−1 . . .
0 V2 V1 (−3ε+ V0) . . .
... . . . . . . . . . . . .

.
The operator (4.5) is block diagonal L+(v; ε) = 0 ⊕ L⊥+(v; ε) with respect to the orthogonal
decomposition H• = H0 ⊕H+ of Hardy space where H0 is the span of |0〉 = ei0x and L⊥+(v; ε) is
the principal minor of L•(v; ε). Note that the matrix (4.5) appears in [40] to define the generating
function T ↓(u|ε)|v = 〈0|L•(v; ε) 1u−L+(v;ε)L•(v; ε)|0〉 related to (4.4) by T ↑(u|ε) = (u−T ↓(u|ε))−1.
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4.3. Essential Self-Adjointness and Perturbation Determinants. The essential self-adjointness
of L•(v; ε) in C[eix] allowed us to give in [39] a new expression for the generating function (4.4):
Proposition 4.3.1. [[39]] Since L•(v; ε) is essentially self-adjoint in C[eix] for bounded v,
(4.6) 〈0| 1
u− L•(v; ε) |0〉 = T
↑(u|ε)|v = 1
u
· detH•(u− L+(v; ε))
detH•(u− L•(v; ε))
the classical generating function (4.4) is a multiple of the perturbation determinant
(4.7)
detH•(u− L+)
detH•(u− L•)
:= detH•
(
1− (L• − L+)(u− L•)−1
)
defined by the Fredholm determinant since our L•(v; ε)− L+(v; ε) is rank 2 hence trace class.
Proposition [4.3.1] comes from a generalization of Cauchy’s interlacing theorem from finite-rank
to essentially self-adjoint operators in §3 of [39] which extends the bounded case due to Kerov [28].
4.4. Interlacing Property and Dispersive Action Profiles. We now express the relation (4.6) in
spectral theory and introduce dispersive action profiles from [39] for the classical hierarchy (4.1).
Theorem 4.4.1. [Boutet de Monvel-Guillemin [14]] L•(v; ε) has discrete spectrum in H•
(4.8) · · · ≤ C↑2(v; ε) ≤ C↑1(v; ε) ≤ C↑0(v; ε)
with eigenvalues {C↑h(v; ε)}∞i=0 bounded above with −∞ as the only point of accumulation.
Corollary 4.4.2. [[39]] By Proposition [4.3.1] and Theorem [4.4.1], the embedded principal minor
L+(v; ε) has discrete spectrum with eigenvalues {0} ∪ {C↓h(v; ε)}∞h=1 interlacing those of L•(v; ε):
(4.9) · · · ≤ C↑2(v; ε) ≤ C↓2(v; ε) ≤ C↑1(v; ε) ≤ C↓1(v; ε) ≤ C↑0(v; ε).
Corollary 4.4.3. [[39]] Proposition [4.3.1] implies the relationship
(4.10)
∫ +∞
−∞
dτ ↑(c|v; ε)
u− c = T
↑(u|ε)|v = 1
u
· exp
(
−
∫ +∞
−∞
ξ(c|v; ε)dc
u− c
)
between dτ ↑(c|v; ε), the spectral measure of L•(v; ε) at |0〉 = ei0x, and ξ(c|v; ε), the spectral shift
function of L•(v; ε) with respect to L+(v; ε) defined by the perturbation determinant in (4.6).
In [39], the interlacing property (4.9) is due to the fact that L•(v; ε) − L+(v; ε) has one positive
and one negative eigenvalue which implies |ξ(c|v; ε)| ≤ 1 e.g. by §2 of Birman-Pushnitski [6]. In
Kerov [28], the interlacing property (4.9) is equivalent to the fact that a profile is 1-Lipshitz.
Definition 4.4.4. [[39]] The dispersive action profile f(c|v; ε) is defined by the spectral shift function
(4.11) ξ(c|v; ε) = 1
2
(1 + f ′(c|v; ε))− 1[0,∞)(c)
and the condition that f(c|v; ε) ∼ |c− a| as c→ ±∞ where a = ∮T v(x) dx2pi .
Definition 4.4.5. [[39]] The bands and gaps of the dispersive action profile f(c|v; ε) are the connected
intervals of c ∈ R in which f(c|v; ε) has slopes −1 and +1, respectively.
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We now show the a3 in the definition of the Hamiltonian matches formula (3.3.7) in Kerov [28].
Proposition 4.4.6. For v ∈M(a), the energy (3.2.1) is determined by the dispersive action profile
(4.12) O3(ε)|v =
∫ +∞
−∞
c3 1
2
f ′′(c|v; ε)dc.
Proof: Replacing the spectral shift function ξ(c|v; ε) in (4.10) with f(c|v; ε) using (4.11) gives
(4.13)
∞∑
`=0
T ↑` (ε)|vu−`−1 = exp
(∫ +∞
−∞
log
[
1
u− c
]
1
2
f ′′(c|v; ε)dc
)
.
By (3.10), the coefficient of u−4 in the logarithmic derivative of (4.13) in u is the desired result. 
5. CLASSICAL INTEGRABILITY: GE´RARD-KAPPELER GLOBAL ACTION VARIABLES
In this section we identify the global action variables of Ge´rard-Kappeler [21] in L2(T)∩M(a) with
the gaps [C↑h(v; ε), C
↓
h(v; ε)] of dispersive action profiles f(c|v; ε) from [39] for bounded v. We also
state the characterization in Ge´rard-Kappeler [21] of their global action variables as integrals of the
Liouville 1-form αGFZ along a basis of cycles Γbh(ε) of generically infinite-dimensional tori Λ
b(ε)
in Theorem [5.4.2] below, a result which plays a key role in our proof of Theorem [1.3.1] in §[10].
5.1. Principal Minor and Shift Relation. Inspection of (4.5) immediately gives the shift relation:
Lemma 5.1.1. Under the shift operator which identifies H+ ∼= H• the subspace H+ of periodic L2
Hardy space H• spanned by {eihx}∞h=1 with the Hardy space itself, the action of the principal minor
(5.1) L⊥+(v; ε)
∣∣
eixC[eix]
∼=

−ε 0 0 . . .
0 −ε 0 . . .
0 0 −ε . . .
...
. . . . . . . . .
+

(0ε+ V0) V−1 V−2
. . .
V1 (−1ε+ V0) V−1 . . .
V2 V1 (−2ε+ V0) . . .
...
. . . . . . . . .

in the dense subspace of H+ is identical to that of a shifted classical Lax operator
(5.2) L⊥+(v; ε) ∼= −εIdH• + L•(v; ε).
As a consequence, the eigenvaluesC↓h(v; ε) of the embedded principal minorL+(v; ε) of the classical
Lax operator L•(v; ε) can be calculated from those of L•(v; ε) by the shift relation
(5.3) C↓h(v; ε) = −ε+ C↑h−1(v; ε).
5.2. Interlacing Property and Simplicity of Spectrum. As a first application of the shift relation
in Lemma [5.1.1], we give a new proof of Proposition 2.1 in Ge´rard-Kappeler [21] for bounded v.
Proposition 5.2.1. [[21]] C↑h(v; ε) ≤ −ε+ C↑h−1(v; ε) hence L•(v; ε) has simple spectrum in H•.
Proof: Use formula (5.3) to write the interlacing property (4.9) of Corollary [4.4.2] as
(5.4) · · · ≤ C↑h(v; ε) ≤ −ε+ C↑h−1(v; ε) ≤ C↑h−1(v; ε) ≤ · · ·
which implies the bound and that C↑h(v; ε) < C
↑
h−1(v; ε) all inequalities in (4.8) are strict. 
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5.3. Bands and Spatial Periodicity Conditions II. We give a counterpart to Proposition [1.2.1].
Proposition 5.3.1. If v(x) is 2pi-periodic in x, then the dispersive action profile f(c|v; ε) has band
lengths that are all positive integer multiples of ε > 0.
Proof: By Definitions [4.4.4] and [4.4.5], the bands of the dispersive action profile are unions over
consecutive h of intervals [C↓h(v; ε), C
↑
h−1(v; ε)] which each have length ε > 0 by formula (5.3). 
5.4. Gaps of Dispersive Action Profiles as Ge´rard-Kappeler Global Action Variables. In a
comprehensive analysis, Ge´rard-Kappeler [21] proved that normalized residues of the classical
Baker-Akhiezer function (4.3) define global action-angle variables for (1.1) posed in the space of
real L2 functions on T. The generating function (4.4) informs their choice of normalization and
their identification of the global actions with gaps in the spectral theory of the Lax operator. After
accounting for scaling conventions in (1.1) and using formula (5.3), the definition of bands and
gaps in [21] are [C↓h(v; ε), C
↑
h−1(v; ε)] and [C
↑
h(v; ε), C
↓
h(v; ε)], respectively, which are the bands
and gaps of dispersive action profiles from [39] by Definition [4.4.5] and Proposition [5.3.1].
In the following theorem, we present the tori and cycles in description of the global action variables
as gaps from Ge´rard-Kappeler [21]. The following is a strict subset of Theorem 1 from [21] and is
stated here using relations between the constructions in [21, 39, 40] established above.
Definition 5.4.1. For any fixed v ∈ M(a) ∩ L2(T), ε > 0, and h = 1, 2, 3, . . ., let Φ↑h(·|v; ε) ∈ H•
denote the L2-normalized eigenfunctions of the classical Lax operator L•(v; ε) in L2 Hardy space
H• associated to the eigenvalues C
↑
h(v; ε) in (4.8) which we saw are simple in Proposition [5.2.1].
Theorem 5.4.2. [Ge´rard-Kappeler [21]] For any fixed v ∈M(a) ∩ L2(T) and ε > 0,
• [Tori] The phase space M(a) ∩ L2(T) is foliated by Liouville tori
(5.5) Λb(ε) = {v : f(c|v; ε) = b(c)}
consisting of all v whose dispersive action profiles are equal to a fixed profile b(c).
• [Cycles] Λb(ε) have a smooth global basis of cycles Γbh(ε) indexed by h = 1, 2, . . .
(5.6) Γbh(ε) = {Kθh [vb] : 0 ≤ θh < 2pi}
presented explicitly through a choice vb in M(a) ∩ L2(T) with dispersive action profile
f(c|vb; ε) = b(c) and Kθh [vb](x; ε) in M(a) ∩ L2(T) uniquely characterized by
(5.7)
∮
T
Φ↑h′(x|Kθh [vb]; ε)dx = eiθhδ(h−h
′)
∮
T
Φ↑h(x|vb; ε)dx
the circle averages 〈Φ↑|0〉 = ∮T Φ↑(x) dx2pi of the classical Lax eigenfunctions for vb and
Kθh [v
b] are identical except at the index h at which these averages differ by the phase eiθh .
• [Actions] For αGFZ the Liouville 1-form from Proposition [3.1.3], the classical actions
(5.8)
∮
Γbh(ε)
αGFZ = 2piε|C↑h(v; ε)− C↓h(v; ε)|
around the cycles Γbh(ε) are 2piε > 0 multiples of the length of the gap [C
↑
h(v; ε), C
↓
h(v; ε)].
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6. QUANTUM PERIODIC BENJAMIN-ONO: HAMILTONIAN AND LAX OPERATOR
In this section we give preliminary definitions of the quantum Hamiltonian and Lax operator for
(1.1) using the geometry of phase space from §[3.1] and the classical definitions from §[3.2]-[3.3].
In the next section §[7], we take another factor into consideration – the classical integrability of
(1.1) from §[4]-[5] – which gives us reason to modify the preliminary definitions below using (1.9).
6.1. Quantum State Space as Fock-Sobolev Space from Segal-Bargmann Construction. Recall
from Proposition [3.1.2] that the spatial Hilbert transform J in (1.1) defines a complex structure on
the classical phase space M(a) compatible with the symplectic structure ωGFZ and the metric
structure g−1/2 associated to the Sobolev norm of regularity s = −1/2. With J in hand, we now
construct the quantum state space for the quantum periodic Benjamin-Ono equation as a space
of J-holomorphic functionals on M(a) by the Segal-Bargmann construction of Fock space. To
emphasize the dependence on regularity s = −1/2, we refer to this space as Fock-Sobolev space.
Definition 6.1.1. For a ∈ R and ~ > 0, the Fock-Sobolev space is the complex Hilbert space
(6.1) F (a) = L2J-hol(M(a), ρ−1/2,~)
of J-holomorphic functionals on M(a) square-integrable against the Segal-Bargmann Gaussian
weight ρ−1/2,~ given by the standard Gaussian on (M(a),ωGFZ , J, g−1/2) of variance ~ > 0.
The Segal-Bargmann construction is standard in quantization. For background, see Remark 4.4 in
Janson [24] and §9 of Woodhouse [58]. As an alternative to Definition [6.1.1], we also recall that
one can define the Fock-Sobolev space indirectly as a Hilbert space completion:
Proposition 6.1.2. The Fock-Sobolev space F (a) is the completion of the polynomial ring
(6.2) F (a) = C[V1, V2, . . .]
in the infinitely-many Fourier modes Vk from (3.1) with inner product 〈·, ·〉~ defined by requiring
Vµ := V
d1
1 V
d2
2 · · · with dk ∈ {0, 1, 2, . . .} to be orthogonal with norm ||Vµ||2~ =
∏∞
k=1(~k)dkdk!.
The Fourier modes V±k are functionals on M(a) which satisfy V±k = V ∓k and are also canonical
coordinates on (M(a),ωGFZ) as we saw in (3.3). The quantum analogs of V±k are also well-known:
Definition 6.1.3. The creation and annihilation operators are the mutually-adjoint operators of
multiplication V̂k = Vk and differentiation V̂−k = ~k ∂∂Vk , respectively, in (F (a), 〈·, ·〉~) satisfying
(6.3) [V̂−k, V̂k] = ~kδ(k − k′)
the quantum canonical commutation relations of the same form as the classical relations (3.3).
6.2. Preliminary Quantum Hamiltonian at Criticality. We now give a preliminary quantization
of the classical Hamiltonian system (1.1) by replacing V±k in (3.6) by V̂±k from Definition [6.1.3].
Definition 6.2.1. For ~ independent of ε and a, the preliminary quantum periodic Benjamin-Ono
equation is the quantum Hamiltonian system in Fock-Sobolev space (F (a), 〈·, ·〉~) specified by the
preliminary quantum Hamiltonian Ô3(ε, ~) defined without normal ordering by V̂±k in (6.3) as
(6.4) Ô3(ε, ~) = 3
∞∑
h1,h2=0
V̂h1V̂h2−h1V̂−h2 + 3
∞∑
h=0
(
εh− a)V̂hV̂−h + a3IdF (a).
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The procedure of directly replacing classical canonically conjugate modes by their quantum analogs
usually results in an ill-defined operator in Hilbert space that must be regularized by normal ordering.
A remarkable feature of the formula (3.6) is that (6.4) is well-defined without normal ordering.
6.3. Preliminary Quantum Lax Operator as Generalized Fock-Block Toeplitz Operator. We
now give a preliminary definition of the quantum Lax operator for (1.1) using material from §[3.3].
Definition 6.3.1. For ε > 0 and ~ > 0, the preliminary quantum Benjamin-Ono Lax operator is
the self-adjoint operator L•(v̂(·, ~); ε) in F (a)⊗H• realized as the unique extension of
(6.5) L•(v̂(·, ~); ε)
∣∣
F (a)⊗C[eix] =

(−0ε+ V̂0) V̂−1 V̂−2 V̂−3 · · ·
V̂1 (−1ε+ V̂0) V̂−1 V̂−2 . . .
V̂2 V̂1 (−2ε+ V̂0) V̂−1 . . .
V̂3 V̂2 V̂1 (−3ε+ V̂0) . . .
... . . . . . . . . . . . .

where V̂±k are from Definition [6.1.3] and V̂0 acts by the scalar a. Equivalently,
(6.6) L•(v̂(·, ~); ε) = 1F (a) ⊗ (−εD•) + L•(v̂(·, ~))
is the generalized Fock-block Toeplitz operator of order 1 whose symbol is the affine ĝl1 current
(6.7) v̂(x; ~) =
∑
k∈Z
V̂ke
−ikx
defined by replacing V±k 7→ V̂±k in the Fourier series (3.1) for the classical field v.
The Fock-block matrix (6.5) is essentially self-adjoint in F (a)⊗C[eix] due to the Szego˝ projections.
Indeed, since F (a) = C[V1, V2, . . .], the matrix (6.5) preserves the dense subspace in question
(6.8) L•(v̂(·, ~); ε) : F (a)⊗ C[eix]→ F (a)⊗ C[eix]
and commutes with the operator
∑∞
k=1 V̂kV̂−k⊗1+1⊗D• with finite-dimensional eigenspaces so
essential self-adjointness follows by Nussbaum’s criteria. As a corollary, for any Φout,Φin ∈ C[eix],
(6.9) 〈Φout|L•(v̂(·, ~); ε)`|Φin〉 : F (a)→ F (a)
the matrix element of any power ` of the preliminary quantum Lax matrix preserves F (a). By
contrast, without projections pi•, powers of multiplication L(v̂(·, ~)) by the current (6.7) with zero
mode a and level ~ are ill-defined on Fock space F (a) as is well-known and discussed in Kac [26].
6.4. Preliminary Quantum Hamiltonian from Quantum Lax Operator. As in §[3.4],
Proposition 6.4.1. The preliminary quantum Hamiltonian can be recovered as
(6.10) Ô3(ε, ~) = 3T̂ ↑3 (ε, ~)− 3aT̂ ↑2 (ε, ~) + a3IdF (a)
in the Fock-Sobolev space (F (a), 〈·, ·〉~) where
T̂ ↑2 (ε, ~) = 〈0|L•(v̂(·, ~); ε)2|0〉(6.11)
T̂ ↑3 (ε, ~) = 〈0|L•(v̂(·, ~); ε)3|0〉(6.12)
are matrix element of powers of the preliminary quantum Lax operator (6.5) for |0〉 = ei0x ∈ H•.
14 A. MOLL
7. QUANTUM INTEGRABILITY: DEPENDENCE ON ABANOV-WIEGMANN RENORMALIZATION
In this section we establish the role of the renormalization (1.9) of Abanov-Wiegmann [1] in
the solution of the quantization problem for the classical periodic Benjamin-Ono equation (1.1)
by Nazarov-Sklyanin [40]. In §[7.1] we review the quantization problem for classical Liouville
integrable Hamiltonian systems. In §[7.2] we show that the quantum Hamiltonian and Lax operator
in the solution of the quantization problem for (1.1) from [40] are modifications of the preliminary
definitions of these objects we gave in §[6] by replacing ε > 0 in (1.1) by ε1(ε, ~) > 0 from (1.9).
7.1. The Quantization Problem for Classical Integrable Systems. Given a smooth symplectic
manifold (M,ω), we recall four types of quantizations of Poisson subalgebras A ⊂ C∞(M,R) and
state the quantization problem for integrable systems following Definition 1.1 of Dubrovin [17].
Definition 7.1.1. For formal ~, a deformation quantization ?~ of A is a phase space star product
(7.1) O1 ?~ O2 =
∞∑
p=0
~pBp(O1, O2)
defined for O1, O2 ∈ A by bilinear operators Bp : A× A→ A⊗ C of order (p, p) for which
• (i) if A has a unit 1, 1 ?~ O = O ?~ 1 = O is a two-sided identity
• (ii) to leading-order, B0(O1, O2) = O1O2, so ?~ deforms the commutative product ?0
• (iii) the anti-symmetric part B1(O1, O2)− = {O1, O2} is the Poisson bracket in (M,ω) for
(7.2) B1(O1, O2)± = 12
(
B1(O1, O2)±B1(O2, O1)
)
.
Definition 7.1.2. For real ~ > 0, an operator quantization Q~ of A is a choice of a complex Hilbert
space of quantum states (H, 〈·, ·〉~) and a well-defined map
(7.3) Q~ : A→ iu(H, 〈·, ·〉~)
to the space iu(H, 〈·, ·〉~) of self-adjoint operators in (H, 〈·, ·〉~) so the pullback ?Q~ of multiplication
(7.4) Q~(O1 ?
Q
~ O2) := Q~(O1) ·Q~(O2)
of self-adjoint operators is a deformation quantization. Below we write Q~(O) = ÔQ(~).
Definition 7.1.3. Given an almost complex structure J on M compatible with ω and associated
Riemannian metric g, a geometric quantization of A is an operator quantization Q~ so that
(7.5) BQ1 (O1, O2)
+ = g(∇gO1,∇gO2)
the symmetric part of the first bidifferential defined by (7.2) is the inverse metric g−1.
Definition 7.1.4. Given a given Poisson-commutative subalgebra T ⊂ A, i.e. for all T`1 , T`2 ∈ T
(7.6) {T`1 , T`2} = 0,
a T-commutative quantization of A is an operator quantization Q so that for all T`1 , T`2 ∈ T,
(7.7) [T̂Q`1 , T̂
Q
`2
] = 0
the quantization of T is a commutative subalgebra in iu(H, 〈·, ·〉~) for fixed ~ > 0.
The quantization problem for integrable systems is to construct an T-commutative quantization of
A ⊂ C∞(M,R) for T a classical integrable hierarchy in (M,ω) [Definition 1.1 of Dubrovin [17]].
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7.2. Nazarov-Sklyanin Solution and Abanov-Wiegmann Renormalization. The preliminary
definitions of the quantum periodic Benjamin-Ono Hamiltonian and Lax operator given in §[6]
are made by replacing V±k → V̂±k(~) in the classical formulas. In the same way, we now consider
(7.8) T̂ ↑` (ε, ~) = 〈0|L•(v̂(·, ~), ε)`|0〉
a preliminary choice of quantization of the classical Nazarov-Sklyanin hierarchy T ↑` (ε)|v from (4.1).
In §[6.3] we saw that matrix elements of `th powers of the preliminary quantum Lax operator such as
(7.8) are well-defined operators in Fock-Sobolev space. However, (7.8) are not appropriate quantum
analogs of the classical hierarchy (4.1) since for most `1 6= `2 these operators do not commute
(7.9) [T̂ ↑`1(ε, ~), T̂
↑
`2
(ε, ~)] 6= 0.
Nazarov-Sklyanin [40] discovered a modification of the operators (7.8) that do commute by building
upon on their earlier work [41]. We now state their result in a manner that makes explicit the
dependence on the renormalization (1.9) from Abanov-Wiegmann [1] and justify this in §[7.3].
Theorem 7.2.1. [Theorem 2 in Nazarov-Sklyanin [40]] After the renormalization ε → ε1(ε, ~) of
the classical coefficient of dispersion in Abanov-Wiegmann [1], the operators (7.8) become
(7.10) T̂ ↑` (ε1, ~) = 〈0|L•(v̂(·, ~), ε1)`|0〉
and, unlike (7.8) and (7.9), the renormalized operators (7.10) commute for any `1, `2 = 0, 1, 2, 3, . . .
(7.11) [T̂ ↑`1(ε1, ~), T̂
↑
`2
(ε1, ~)] = 0.
Theorem [7.2.1] implies Theorem [4.1.2] by taking the ~-expansion. The operators (7.10) define a
T-commutative quantization of the classical periodic Benjamin-Ono hierarchy (4.1) in the sense of
Definition [7.1.4], thus solving the quantization problem and motivating the following definition.
Definition 7.2.2. The quantum periodic Benjamin-Ono Hamiltonian Ô3(ε1, ~) and Lax operator
L•(v̂(·, ~), ε1) are the renormalizations of Definition [6.2.1], [6.3.1] with ε replaced by ε1 in (1.9).
Note V±k reflect the complex structure J inM(a), so (7.10) also defines a geometric quantization in
the sense of Definition [7.1.3]. The hierarchy (7.10) was also discovered by Sergeev-Veselov [52].
7.3. Conventions for Power Sum and Jack Symmetric Functions. We now give an argument
for the implicit role of (1.9) in [40]. In addition to the quantum commutativity in Theorem [7.2.1],
Nazarov-Sklyanin [40] also prove that the quantum integrable hierarchy (7.10) is simultaneously
diagonalized on Jack symmetric functions. The authors in [40] use the conventions for power sum
symmetric functions pk and Jack parameter α from Macdonald [32]. We now match our Vk and ε, ~
to the pk and α in [40]. In terms of our ε in (1.1), ε1 = ε1(ε, ~) in (1.9), and ε2 = ε2(ε, ~) in (1.10),
the power sum symmetric functions pk are related to our Fourier modes Vk by a scaling
(7.12) Vk = (−ε2)pk
so for fixed Vk the pk diverges in the semi-classical limit ~→ 0, while the Jack parameter is
(7.13) α =
ε1
−ε2 .
In our conventions, the reduction of Jack to Schur symmetric functions at α = 1 occurs at ε = 0
when the classical periodic Benjamin-Ono equation (1.1) has no dispersion term, in accordance
with quantizations of ∂tv + v∂xv = 0 on T by Dubrovin [17] and Karabali-Polychronakos [27].
16 A. MOLL
8. QUANTUM NAZAROV-SKLYANIN HIERARCHY: ANISOTROPIC PARTITION PROFILES
In this section we present the exact formula for the quantum periodic Benjamin-Ono spectrum
derived by Nazarov-Sklyanin [40] in terms of anisotropic partition profiles of anisotropy (ε2, ε1).
8.1. Partitions and Anisotropic Partition Profiles. Recall the standard definition of partitions.
Definition 8.1.1. A partition λ is a weakly-decreasing sequence 0 ≤ · · · ≤ λ2 ≤ λ1 of non-negative
integers λh ∈ N = {0, 1, 2, . . .} labeled by h = 1, 2, 3, . . . so that
∑∞
h=1 λh <∞.
Lemma 8.1.2. For any r2 < 0 < r1 and a ∈ R fixed, there is a bijection between partitions
(8.1) λ←→ fλ(c− a|r2, r1)
and anisotropic partition profiles of anisotropy (r2, r1) centered at a ∈ R from Definition [1.4.1].
Proof: The rectangles which tile the region (1.11) below an anisotropic partition profile are grouped
in rows of positive slope indexed by h = 1, 2, 3, . . . starting from the right. The count λh of the
number of rectangles R(r2, r1) in the hth row defines the necessary bijection (8.1). 
To illustrate (8.1), the partition λ associated to the profile in Figure 2 is · · · ≤ 0 ≤ 4 ≤ 4 ≤ 4 ≤ 7.
8.2. Spectrum of the Quantum Periodic Benjamin-Ono Equation. Without relying on known
multi-phase solutions nor on semi-classical approximation, not only did Nazarov-Sklyanin [40]
solve the quantization problem by constructing the quantum integrable hierarchy (7.10), they also
solved the resulting quantum system exactly: the quantum pure stationary states (Hamiltonian
eigenfunctions) are Jack symmetric functions and the quantum spectrum (Hamiltonian eigenvalues)
are explicit functions of parts λh of the partitions λ indexing the Jacks and the Jack parameter α.
One striking feature of the spectrum in [40] is that it can be presented in terms of the anisotropic
partition profile fλ(c− a|ε2, ε1) from Lemma [8.1.2] using the conventions from §[7.3]:
Theorem 8.2.1. [Nazarov-Sklyanin [40]] For any partition λ, a ∈ R, and ε, ~ > 0, the eigenvalue
(8.2) T̂ ↑(u; ε1, ~)Pλ;a(V |ε, ~) = T ↑λ;a(u|ε1, ~)Pλ;a(V |ε, ~)
of the generating function of the quantum periodic Benjamin-Ono hierarchy (7.10) defined by
(8.3) T̂ ↑(u; ε1, ~) =
∞∑
`=0
T̂ ↑` (ε1, ~)u
−`−1
at a Jack symmetric function Pλ;a(V |ε, ~) ∈ F (a) in the Fock-Sobolev space associated to the
classical phase space (M(a),ωGFZ) with zero mode a =
∮
T v(x)
dx
2pi
is given for u ∈ C \ R by
(8.4) T ↑λ;a(u|ε1, ~) = exp
(∫ +∞
−∞
log
[
1
u− c
]
1
2
f ′′λ (c− a|ε2, ε1)dc
)
where fλ(c− a|ε2, ε1) is the anisotropic partition profile of anisotropy (ε2, ε1) centered at a ∈ R.
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9. MULTI-PHASE SOLUTIONS: FINITE-GAP CONDITIONS
In this section we recall the result from [39] that the multi-phase solutions are finite-gap and discuss
why this result follows from the characterization of finite-gap solutions in Ge´rard-Kappeler [21].
9.1. Multi-Phase Solutions are Finite-Gap. The multi-phase solutions have not appeared at all
in §[3], §[4], §[5], §[6], §[7], §[8] above. The following result from [39] establishes the relevance
of the constructions and results from these previous sections to the study of multi-phase solutions.
Theorem 9.1.1. [Theorem 1.2.1 in [39]] For any ~s ∈ R2n+1 from (1.2) and ~χ = (χn, . . . , χ1),
(9.1) f(c|v~s,~χ(·; ε); ε) = f(c|~s)
the dispersive action profiles f(c|v; ε) from Definition [4.4.4] when specialized to the multi-phase
solutions v = v~s,~χ(x, t; ε) (1.3) are equal to the multi-phase profiles f(c|~s) from Definition [1.4.2].
In particular, for multi-phase v = v~s,~χ, only finitely-many gaps are non-zero.
In the following proposition, we refine the spectral description of f(c|~s) in Theorem [9.1.1].
Proposition 9.1.2. For Ni ∈ Z+ from (1.6) and hi = Ni + · · ·+N1, the non-zero gaps in (9.1) are
(9.2) [s↑i , s
↓
i ] = [C
↑
hi
(v~s,~χ; ε), C↓hi(v
~s,~χ; ε)]
hence the bands [s↓i , s
↑
i−1] are unions of Ni intervals [C
↓
h(v; ε), C
↑
h−1(v; ε)] each of size ε > 0.
Proof: Use Theorem [9.1.1] to identify the two conclusions in Propositions [1.2.1] and [5.3.1]. 
9.2. Derivation from Ge´rard-Kappeler Classification. In light of our discussion above in §[5.4],
Theorem [9.1.1] can be seen to follow from the classification of finite gap solutions given in
Theorem 3 in Ge´rard-Kappeler [21] since the n zeroes of the n × n matrix (1.4) in w = eix lie
outside of the unit disk by Lemma 1.1 in Dobrokhotov-Krichever [16].
10. MULTI-PHASE SOLUTIONS: BOHR-SOMMERFELD CONDITIONS
In this section we prove Theorem [1.3.1] in steps. In Steps 1-5 we derive formula (1.7) from Part I.
In Step 6 we derive formula (1.8), completing the proof of Part I. In Steps 7-9 we prove Part II.
10.1. Step 1: 1-phase case of (1.7). For the 1-phase periodic traveling wave with s↑1 < s
↓
1 < s
↑
0,
the n = 1, i = 1 case of (1.7) can be directly computed from the Dobrokhotov-Krichever formula
(1.3) and the series formula (3.5) for the Liouville 1-form to give∮
γ~s1,1(ε)
αGFZ = 2piε|s↑1 − s↓1|.(10.1)
We omit the calculation of (10.1) since it is also the n = 1 case of formula (10.7) in Step 3 below.
Note that Step 3 below is logically independent of Step 2 below, so we can use (10.1) in Step 2.
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10.2. Step 2: Asymptotic Validity of (1.7). As in (1.2), (1.6), for ~N = (Nn, . . . , N1) ∈ Zn+ define
Bregn = {~s ∈ R2n+1 : s↑n < s↓n < · · · s↑1 < s↓1 < s↑0}(10.2)
Breg~N ;n(a; ε) = {~s ∈ B
reg
n : a =
n∑
i=0
s↑i −
n∑
i=1
s↓i and for all i, |s↓i − s↑i−1| = εNi}.(10.3)
Each Breg~N ;n(a; ε) is diffeomorphic to R
n
>0 = [0,∞)n with coordinates the n gap lengths |s↑i − s↓i |. If
all gap lengths |s↑j − s↓j | → ∞ diverge, i.e. in any limit to infinity in Breg~N ;n(a; ε) ∼= Rn>0, we claim
(10.4)
∮
γ~si,n(ε)
αGFZ ∼ 2piε|s↑i − s↓i |
that (1.7) holds asymptotically. The proof of (10.4) is as follows: as all gap lengths diverge, the
off-diagonal entries of the matrix (1.4) vanish, hence the logarithmic derivative of the determinant
in (1.3) splits into a sum indexed by j = 1, . . . , n, and so the cycle γ~si,n(ε) varies only χi which is
only in the term with j = i, thus reducing to the n = 1 case from Step 1. Note that (10.4) appears
in the proof of Lemma 1.1 in Dobrokhotov-Krichever [16] and in §1 of [39].
10.3. Step 3: Cycle Decomposition of (1.7) and Ge´rard-Kappeler Actions. For i = 1, . . . , n,
consider the cycle γ~si,n(ε) in (1.7) defined from the formula (1.3) of Dobrokhotov-Krichever [16].
Since the multi-phase profile f(c|~s) of Definition [1.4.2] is independent of χi in (1.3), the cycle
γ~si,n(ε) lies in a torus from (5.5) in Theorem [5.4.2] of Ge´rard-Kappeler [21]
(10.5) γ~si,n(ε) ⊂ Λf(·|~s)(ε)
which is Λb(ε) for b(c) = f(c|~s). We now decompose γ~si,n(ε) relative to the basis of cycles Γf(·|~s)h (ε)
in the torus Λf(·|~s)(ε) from formula (5.6). By Theorem [9.1.1], f(c|~s) is the dispersive action profile
f(c|v~s,~χ(·; ε); ε) of the multi-phase solution. By Proposition [9.1.2], the torus Λf(·|~s) in (10.5) is n
dimensional and has as a basis the cycles Γf(·|~s)hj (ε) of formula (5.6) indexed by hj = Nj + · · ·+N1
for j = 1, . . . , n. By (10.5), for classes [ · ] in first homology H1(Λf(·|~s),Z) of a fixed fiber, we have
(10.6) [γ~si,n(ε)] =
n∑
j=1
C~sj,i(ε)[Γ
f(·|~s)
hj
(ε)]
where C~sj,i(ε) ∈ Z depend a priori on ~s ∈ Breg~N ;n(a; ε). Pairing (10.6) with the 1-form αGFZ , using
the actions (5.8) of Ge´rard-Kappeler [21] from Theorem [5.4.2], and Proposition [9.1.2], we get
(10.7)
∮
γ~si,n(ε)
αGFZ = 2piε
n∑
j=1
C~sj,i(ε)|s↑j − s↓j |.
10.4. Step 4: Cycle Decomposition of (1.7) is Constant. We claim that the coefficients in (10.6)
(10.8) C~sj,i(ε) = Cj,i(ε)
do not depend on ~s. This is a short but crucial step in the proof. (10.8) follows since (i) the fibration
in Theorem [5.4.2] is smooth and (ii) Breg~N ;n(a; ε) in (10.3) is simply-connected (since R
n
>0 is), so
the completely integrable system associated to the n-phase solutions is monodromy-free.
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10.5. Step 5: Evaluation of (1.7). By (10.7) and (10.8), to prove (1.7) it suffices to prove
(10.9)
n∑
j=1
Cj,i(ε)|s↑j − s↓j | = |s↑i − s↓i |
which is equivalent to the n relations Cj,i(ε) = δ(i − j). Restating the asymptotic relation (10.4)
from Step 2 using the decomposition (10.9), in any limit in which all |s↑j − s↓j | → ∞, we know
(10.10)
n∑
j=1
Cj,i(ε)|s↑j − s↓j | ∼ |s↑i − s↓i |.
Taking n different limits Lj in which all gaps diverge but the jth gap grows faster than the others
gives the desired n relations Cj,i(ε) = δ(i − j). Indeed, (10.9) is linear in |s↑i − s↓i | with constant
coefficients so the coefficients are determined by (10.4). Set C~sj,i(ε) = δ(i−j) in (10.7) to get (1.7).
10.6. Step 6: Regular Bohr-Sommerfeld Conditions. We now prove Part I of Theorem [1.3.1].
For completeness, we first define the regular Bohr-Sommerfeld conditions on the actions of a
Liouville integrable system (without the Maslov index correction) and comment on the geometric
assumptions taken in our definition.
Definition 10.6.1. For a classical Liouville integrable system in (M,ω) of dimRM = 2n with
• ω = dα an exact symplectic form with Liouville 1-form α
• T : M → B the associated moment map to a simply-connected base B of dimRB = n
• Λb = T−1(~b) Lagrangian fibers given by the Liouville tori
• γbi a basis of cycles of the tori Λb indexed by i = 1, . . . , n
• b ∈ Breg ⊂ B a regular value of T ,
the regular Bohr-Sommerfeld conditions on b are the n conditions for i = 1, . . . , n given by
(10.11)
∮
γbi
α = 2pi~N ′i
where N ′i ∈ Z+ is a positive integer and ~ > 0 is a dimensionless real parameter of quantization.
Bohr-Sommerfeld conditions – and associated semi-classical approximations of quantum spectra
– have been long studied in mathematical physics. For background, see §6.3 of Takhtajan [54],
§5 in Vu˜-Ngoc [56], and §8.4 of Woodhouse [58]. Definition [10.6.1] is a special case of the
definition of Bohr-Sommerfeld leaves of general real polarizations of M (whose Lagrangian leaves
Λ are not necessarily tori). Moreover, the assumption [ω] = 0 that the symplectic form is exact
is often weakened to [ω] ∈ H2(M ;Z), thus trading ω = dα for the realization ω = F∇ of the
symplectic form as the curvature 2-form of a connection∇ on a line bundle L→M . In this setting,
one reformulates the Bohr-Sommerfeld conditions as the requirement that the holonomy group of
the flat connection ∇|Λ is trivial. For simply-connected B, a result of Guillemin-Sternberg [23]
guarantees that this definition agrees with our Definition [10.6.1] above.
Next, we argue that the assumptions in Definition [10.6.1] apply to our problem. At first glance,
this seems impossible: the multi-phase profiles b(c) = f(c|~s) are certainly not regular values of
the moment map which takes v to its dispersive action profile b(c) = f(c|v; ε) (or, equivalently,
the gap lengths). As we saw in Step 3, the tori Λf(·|~s) explored by multi-phase solutions has
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real-dimension n, but generic tori Λb(ε) in (5.5) are infinite-dimensional (generic v are infinite-gap).
However, in Part I we are to neglect the infinitely-many transverse directions in phase space to
Λf(·|~s), an assumption that will allow us to use the regular Bohr-Sommerfeld conditions. For
~N = (Nn, . . . , N1) ∈ Zn+, consider the n spectral indices hn < . . . < h1 for hj = Nj + · · · + N1
from Proposition [9.1.2] and define
(10.12) M ~N ;n(a; ε) = {v ∈M(a) ∩ L2(T) : h 6∈ {hn, . . . , h1} ⇒ |C↑h(v; ε)− C↓h(v; ε)| = 0}.
M ~N ;n(a; ε) is the space of v whose gap lengths |C↑h(v; ε)− C↓h(v; ε)| ≥ 0 for h ∈ {hn, . . . , h1} are
either positive or zero. By Theorems [5.4.2] and [9.1.1], M ~N ;n(a; ε) in (10.12) is the phase space
of an integrable subsystem of (1.1) associated to multi-phase solutions with moment map
(10.13) M ~N ;n(a; ε)→ B ~N ;n(a; ε)
given by taking the multi-phase profile (or, equivalently, the gap lengths). Notice that the base
B ~N ;n(a; ε)
∼= Rn≥0 is simply-connected, and that Breg~N ;n(a; ε) ⊂ B ~N ;n(a; ε) from (10.3) is the open
set of regular values of (10.13) associated to all positive gap lengths which is also simply-connected.
In particular, the case n = 0 is indeed counted in Part I of Theorem [1.3.1], as it corresponds to
(10.14) b(c) = |c− a|
the dispersive action profile f(c|a; ε) of the constant 0-phase solution v(x, t; ε) = a with s↑0 = a.
Replacing (1.7) derived in Steps 1-5 into the regular Bohr-Sommerfeld conditions (10.11) gives
(10.15) 2piε|s↑i − s↓i | = 2pi~N ′i
for ε > 0, ~ > 0, and N ′i ∈ Z+ which is exactly formula (1.8), the central claim of Part I.
10.7. Step 7: Classical Energy Levels of Multi-Phase Solutions. In this step we confirm that the
formula
∑n
i=0(s
↑
i )
3 −∑ni=1(s↓i )3 in the statement of Part II defines the classical energy levels of
multi-phase solutions. From the Definition [1.4.2] of the multi-phase profile f(c|~s) one calculates
(10.16)
n∑
i=0
(s↑i )
3 −
n∑
i=1
(s↓i )
3 =
∫ +∞
−∞
c3 1
2
f ′′(c|~s)ds.
By Theorem [9.1.1] and Proposition [4.4.6], (10.16) is the Hamiltonian O3(ε)|v at v = v~s,~χ(·; ε).
10.8. Step 8: Quantum Energy Levels of Jack Symmetric Functions. In this step we derive a
formula for the quantum energy levels of the quantum stationary states (Jack symmetric functions).
By Definition [7.2.2] and Proposition [6.4.1], the quantum periodic Benjamin-Ono Hamiltonian is
(10.17) Ô3(ε1, ~) = 3T̂ ↑3 (ε1, ~)− 3aT̂ ↑2 (ε1, ~) + a3IdF (a)
the preliminary Hamiltonian rewritten after the renormalization (1.9) of Abanov-Wiegmann [1]. In
(10.17), Ô3(ε1, ~) is expressed through the members T̂ ↑` (ε1, ~) of the quantum Nazarov-Sklyanin
hierarchy (7.10). By Theorem [8.2.1] the eigenvalue of the quantum Hamiltonian Ô3(ε1, ~) at the
Jack symmetric function Pλ,a(V |ε, ~) indexed by a partition λ is
(10.18) Ô3(ε1, ~)
∣∣∣
Pλ,a(·|ε,~)
=
∫ +∞
−∞
c3 1
2
f ′′λ (c− a|ε2, ε1)
where fλ(c − a|ε2, ε1) is the anisotropic partition profile of anisotropy (ε2, ε1) centered at a in
Lemma [8.1.2]. Formula (10.18) is the coefficient of u−4 in the logarithmic derivative of (8.4).
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10.9. Step 9: Exact Bohr-Sommerfeld Conditions. We now prove Part II of Theorem [1.3.1].
By formula (10.18), the spectrum of the quantum periodic Benjamin-Ono equation in F (a) consists
of all quantum energy levels
∫ +∞
−∞ c
3 1
2
f ′′λ (c− a|ε2, ε1) indexed by partitions λ. By formula (10.16),
this quantum spectrum coincides with the classical energy levels of the multi-phase solutions whose
multi-phase profiles f(c|~s) have a = ∑ni=0 s↑i −∑ni=1 s↓i and band and gap lengths
|s↓i − s↑i−1| = ε1Ni(10.19)
|s↑i − s↓i | = −ε2N ′i .(10.20)
for Ni, N ′i ∈ Z+. These are the spatial periodicity conditions (1.6) and regular Bohr-Sommerfeld
conditions (1.8) after the renormalization (1.9), so the proof of Theorem [1.3.1] is complete. 
REFERENCES
[1] A.G. Abanov and P.B. Wiegmann. Quantum hydrodynamics, the quantum Benjamin-Ono equation, and the
Calogero model. Phys. Rev. Lett., 95(7):076402, 2005.
[2] I. Andric´ and V. Bardek. 1/N corrections in Calogero-type models using the collective-field method. J. Phys. A,
21(13):2847, 1988.
[3] H. Awata, Y. Matsuo, S. Odake, and J. Shiraishi. Collective field theory, Calogero-Sutherland model and
generalized matrix models. Phys. Lett. B, 347(1):49–55, 1995.
[4] T.B. Benjamin. Internal waves of permanent form in fluids of great depth. J. Fluid Mech., 29(03):559–592, 1967.
[5] E. Bettelheim, A.G. Abanov, and P.B. Wiegmann. Nonlinear quantum shock waves in fractional quantum Hall
edge states. Phys. Rev. Lett., 97(24):246401, 2006.
[6] M.S. Birman and A.B. Pushnitski. Spectral shift function, amazing and multifaceted. Integral Equations and
Operator Theory, 30(2):191–199, 1998.
[7] F. Calogero. Isochronous systems. Oxford University Press, 2008.
[8] S. Coleman. Quantum sine-Gordon equation as the massive Thirring model. Phys. Rev. D, 11(8):2088, 1975.
[9] S. Coleman. Classical lumps and their quantum descendants. In New phenomena in subnuclear physics, pages
297–421. Springer, 1977.
[10] R.F. Dashen, B. Hasslacher, and A. Neveu. Nonperturbative methods and extended-hadron models in field theory.
I. Semiclassical functional methods. Phys. Rev. D, 10(12):4114, 1974.
[11] R.F. Dashen, B. Hasslacher, and A. Neveu. Nonperturbative methods and extended-hadron models in field theory.
II. Two-dimensional models and extended hadrons. Phys. Rev. D, 10(12):4130, 1974.
[12] R.F. Dashen, B. Hasslacher, and A. Neveu. Particle spectrum in model field theories from semiclassical functional
integral techniques. Phys. Rev. D, 11(12):3424, 1975.
[13] R.E. Davis and A. Acrivos. The stability of oscillatory internal waves. J. of Fluid Mech., 30(4):723–736, 1967.
[14] L.B. De Monvel and V. Guillemin. The Spectral Theory of Toeplitz Operators, volume 99. Prin. Univ. Press, 1981.
[15] P. Deift, A. Its, and I. Krasovsky. Toeplitz matrices and Toeplitz determinants under the impetus of the Ising
model: Some history and recent results. Comm. Pure Appl. Math, 66(9):1360–1438, 2013.
[16] S.Y. Dobrokhotov and I. M. Krichever. Multi-phase solutions of the Benjamin-Ono equation and their averaging.
Mathematical notes of the Academy of Sciences of the USSR, 49(6):583–594, 1991.
[17] B.A. Dubrovin. Symplectic field theory of a disk, quantum integrable systems, and Schur polynomials. In Ann.
Henri Poincare´, pages 1–19. Springer.
[18] P. Etingof. Calogero-Moser systems and representation theory. Eur. Math. Soc., 2007.
[19] L.D. Faddeev. 40 years in mathematical physics, volume 2. World Scientific, 1995.
[20] L.D. Faddeev, E.K. Sklyanin, and L.A. Takhtajan. The quantum inverse problem method. 1. Theor. Math. Phys.,
40(LOMI-P-1-79):688–706, 1979.
[21] P. Ge´rard and T. Kappeler. On the integrability of the Benjamin-Ono equation on the torus. arXiv preprint
arXiv:1905.01849, 2019.
[22] J. Goldstone and R. Jackiw. Quantization of nonlinear waves. Phys. Rev. D, 11(6):1486, 1975.
[23] V. Guillemin and S. Sternberg. The Gelfand-Cetlin system and quantization of the complex flag manifolds. J.
Funct. Anal., 52(1):106–128, 1983.
22 A. MOLL
[24] S. Janson. Gaussian Hilbert spaces, volume 129. Cambridge University Press, 1997.
[25] A. Jevicki. Non-perturbative collective field theory. Nuclear Phys. B, 376(1):75–98, 1992.
[26] V. Kac. Vertex algebras for beginners. University Lecture Series, vol. 10. Amer. Math. Soc., 2nd edition, 1998.
[27] D. Karabali and A.P. Polychronakos. Exact operator Hamiltonians and interactions in the droplet bosonization
method. Phys. Rev. D, 90(2):025002, 2014.
[28] S.V. Kerov. Interlacing measures. Amer. Math. Soc. Trans., pages 35–84, 1998.
[29] S.V. Kerov. Anisotropic Young diagrams and Jack symmetric functions. Funct. Anal. Appl., 9(1), 2000.
[30] A.A. Kirillov. Geometric quantization. In Dynamical systems IV, pages 137–172. Springer, 1990.
[31] V.E. Korepin and L.D. Faddeev. Quantization of solitons. Theoret. Math. Phys., 25(2):1039–1049, 1975.
[32] I.G. Macdonald. Symmetric functions and Hall polynomials, 2nd ed. Oxford U. Press, 1995.
[33] Y. Matsuno. Exact multi-soliton solution of the Benjamin-Ono equation. J. Phys. A, 12(4):619, 1979.
[34] D. Maulik and A. Okounkov. Quantum groups and quantum cohomology. arXiv:1211.1287, 2012.
[35] A. Mironov and A. Morozov. Nekrasov functions and exact Bohr-Sommerfeld integrals. J. High Energy Phys.,
2010(4):40, 2010.
[36] L. Molinet. Global well-posedness in L2 for the periodic Benjamin-Ono equation. Amer. J. Math., 2008.
[37] A. Moll. Soliton quantization and random partitions. in preparation.
[38] A. Moll. Random partitions and the quantum Benjamin-Ono hierarchy. arXiv:1508.03063, 2017.
[39] A. Moll. Finite gap conditions and small dispersion asymptotics for the classical periodic Benjamin-Ono equation.
arXiv:1901.04089, 2019.
[40] M.L. Nazarov and E.K. Sklyanin. Integrable hierarchy of the quantum Benjamin-Ono equation. SIGMA, 9, 2013.
[41] M.L. Nazarov and E.K. Sklyanin. Sekiguchi-Debiard operators at infinity. Comm. Math. Phys., 324:831–849,
2013.
[42] N.A. Nekrasov. Seiberg-Witten pre-potential from instanton counting. Adv. Theor. Math. Phys., 7(5):831–864,
2003.
[43] N.A. Nekrasov, V. Pestun, and S. Shatashvilli. Quantum geometry and quiver gauge theories. Comm. Math. Phys.,
357(2):519–567, 2018.
[44] N.A. Nekrasov and S.L. Shatashvili. Quantization of integrable systems and four dimensional gauge theories. In
XVIth International Congress on Mathematical Physics, pages 265–289, 2010.
[45] A. Okounkov. Infinite wedge and random partitions. Selecta Mathematica, 7(1):57–81, 2001.
[46] A. Okounkov. On the crossroads of enumerative geometry and geometric representation theory. arXiv:1801.09818,
2018.
[47] H. Ono. Algebraic solitary waves in stratified fluids. J. Phys. Soc. Jpn., 39(4):1082–1091, 1975.
[48] A.P. Polychronakos. Waves and solitons in the continuum limit of the Calogero-Sutherland model. Phys. Rev.
Lett., 74(26):5153, 1995.
[49] S.N.M. Ruijsenaars. Systems of Calogero-Moser type. In Particles and fields, pages 251–352. Springer, 1999.
[50] J. Satsuma and Y. Ishimori. Periodic wave and rational soliton solutions of the Benjamin-Ono equation. J. Phys.
Soc. Japan, 46:681–7, 1979.
[51] J.-C. Saut. Benjamin-Ono and Intermediate Long Wave equations: modeling, IST, and PDE. arXiv:1811.08652,
2018.
[52] A.N. Sergeev and A.P. Veselov. Jack–Laurent symmetric functions. Proc. Lond. Math. Soc., 111(1):63–92, 2015.
[53] B. Sutherland. Beautiful Models: 70 years of exactly solved quantum many-body problems. World Scientific Pub
Co Inc, 2004.
[54] L.A. Takhtajan. Quantum mechanics for mathematicians, volume 95. American Mathematical Soc., 2008.
[55] L.A. Takhtajan, A.Y. Alekseev, I.Y. Aref’eva, M.A. Semenov-Tian-Shansky, E.K. Sklyanin, F.A. Smirnov, and
S.L. Shatashvili. Scientific heritage of L.D. Faddeev. Survey of papers. Russian Math. Surveys, 72(6):977, 2017.
[56] S. Vu˜ Ngoc. Quantum monodromy and Bohr–Sommerfeld rules. Lett. Math. Phys., 55(3):205–217, 2001.
[57] P. Wiegmann. Nonlinear hydrodynamics and fractionally quantized solitons at the fractional quantum Hall edge.
Phys. Rev. Lett., 108(20):206810, 2012.
[58] N. M. J. Woodhouse. Geometric Quantization. Oxford University Press, 1997.
DEPARTMENT OF MATHEMATICS, NORTHEASTERN UNIVERSITY, 550 NIGHTINGALE, BOSTON, MA USA
E-mail address: a.moll@northeastern.edu
