Abstract. We prove some conjectures of R. Evans and N. Katz presented in a paper by Evans regarding twisted Kloosterman sheaf sums Tn. These conjectures give explicit evaluations of the sums Tn where the character is cubic and n = 4. There are also conjectured relationships between evaluations of Tn and the coefficients of certain modular forms. For three of these modular forms, each of weight 3, it is conjectured that the coefficients are related to the squares of the coefficients of weight 2 modular forms. We prove these relationships using the theory of complex multiplication.
Introduction and Statement of Results
In a recent paper [2] , Evans proves results relating hypergeometric functions over finite fields to twisted sums T n related to Kloosterman sheaves [5] . Evans was motivated by empirical observations of Katz on explicit evaluations of T n in terms of coefficients of modular forms.
To make this precise, let p be prime, q be a power of p, and k and be integers. For a multiplicative character C : F × q → C × and for a ∈ F × q , define a twisted Kloosterman sum to be
, where x denotes the multiplicative inverse of x in F × q and ζ u p := exp 2πiTrace(u) p . Further, define the corresponding twisted Kloosterman sheaf sum to be (1.2) T n (C, k, ) := where C := C −1 . Here π 1 := π 1 (a, k) and π 2 := π 2 (a, k) are defined to be the complex numbers (unique up to order) for which (1.3) K(C k , a) = −π 1 − π 2 and q · C k (−a) = π 1 π 2 .
This paper deals with the case p = q as we study some conjectures of Evans/Katz [2, 3] .
Conjecture (Evans/Katz). Let p ≡ 1 (mod 3) and let C be any cubic character on F p .
(1) We have T 4 (C, 2, 1) = −2p 2 .
(2) Let r 3 := r 3 (p) denote the unique integer that satisfies r 3 ≡ 1 (mod 3) and, for some integer t 3 , satisfies 4p = r . If J(C, C) is the Jacobi sum for C, and G(C) the Gauss sum for C, then we have T 4 (C, 2, 0) = −r 3 J(C, C)G(C) 2 .
We prove the following theorem Theorem 1. Evans's/Katz's conjecture is true.
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In the same paper [2] , there are further conjectured identities between coefficients of pairs of modular forms of weights 2 and 3. Let q := e 2πiz , where Im(z) > 0. Denote the complex vector space of cusp forms of weight k, level N , and nebentypus χ with respect to Γ 0 (N ) by S k (Γ 0 (N ), χ). See, for example, [4] or [6] for introductory material to modular forms.
Conjecture (Evans/Katz). The following are true:
(1) For a quartic character χ 1 with conductor 35, let
be the newforms whose Fourier expansions begin with
Then if p is a prime for which
Furthermore, if p ≡ 1 (mod 3) is prime, then we have a 1 (p) = r 3 − T 7 (C, 2, 1)/p 3 , where C is a cubic character.
(2) For a quartic character χ 2 with conductor 1155, let
and
Then if
where C is any cubic character. (3) For a quartic character χ 3 with conductor 3003, let
be the newforms whose Fourier expansion begin with
where C is a cubic character on F p .
Remark. We provide a description of these modular forms in terms of Hecke characters: the above q-expansions were calculated using this description. They are in the same space of modular forms, but not always equal, to the forms in the original conjecture. For example, our f 3 is a 13−quadratic twist of the form in the original conjecture.
We prove the following theorem. It implies (1.4) -(1.6) since in the course of the proof it will become clear that c i (p) 2 χ i (p) is positive.
Theorem 2. Assuming the notation above, the following are true:
(1) If p is a prime for which
and if
In Section 2, we give preliminaries about Gauss, Jacobi, and Kloosterman sums and then use these to prove Theorem 1. Section 3 introduces modular forms with complex multiplication and uses the fact that the forms in the conjecture have complex multiplication to prove Theorem 2.
Preliminaries on Gauss, Jacobi, and Kloosterman Sums
Note that if C is any character on F × q , we extend C to F q by defining C(0) = 0. Further, if C is a cubic character on F q , then C and C 2 = C are the only cubic characters on F q . Throughout the rest of the paper, unless other conditions are noted, sums will run over F × p . We first recall some general facts about Gauss and Jacobi sums.
2.1. Gauss and Jacobi Sums. We will be making use of elementary properties of Gauss and Jacobi sums. Given a character χ on F q , define the Gauss sum by
Now, let A and B be characters on F q and define the Jacobi sum by
Let ε denote the trivial character and φ denote the unique quadratic character on F q . Some classical properties of Gauss and Jacobi sums, stated in [1] as Theorem 1.1.4a and Theorem 2.1.3a, are 
Preliminaries on Moments of Kloosterman Sums.
We now prove several lemmas vital to the proof of Theorem 1.
Proof. Consider the substitution y → xy, a → x 2 a, so
runs through the p th roots of unity except for 1. Thus the above expression equals
C(ay 2 ).
When 1 + y + a(1 + y) = 0, if y = −1, then a can take on any nonzero value, so
Otherwise, a = − 1 + y 1 + y , which gives
Lemma 5. For C as in Lemma 4, we have
Using the change of variables a → w 2 a, x → wx, y → wy, z → wz, this becomes a,x,y,z w
For ease of notation, define R(a, x, y, z) := 1 + x + y + z + a(1 + x + y + z). Then the sum splits into
implies a = − 1+x+y+z 1+x+y+z unless 1 + x + y + z = 0, in which case 1 + x + y + z = 0 and a may be an arbitrary nonzero element. Since C 2 (−1) = 1 and C 2 (0) = 0, the sum becomes
It suffices to show that 1+x+y+z =0
Making the change of variable y → yz, the sum under consideration becomes
Before evaluating this sum, first examine the inner sum. Notice that
y+1+z(x+1) is a fractional linear transformation, so it is invertible if the determinant of the corresponding matrix is nonzero. The determinant is zero precisely when (y + 1)(y + 1) − (x + 1)(x + 1) = 0.
That is, when y = x or y = x. When this expression is invertible, the quotient takes on all values of F p except for the values corresponding to z = 0 and z = ∞, namely x+1 y+1 and y+1 x+1 . Thus, for a fixed x and y, the inner sum becomes
First we handle the exceptional cases. In the case x = y = −1, we have
If x = y = −1, it follows that
Combining these two special cases, we have
where x = 1 in the second summation to avoid double counting the case x = y = y. Define T by
When x = y and x = 0, −1, the summand in (2.8) simplifies as follows:
When x = y and x = 0, −1, the summand is
Thus we have
Finally, we can evaluate −2
(2.9)
In the last step we employ equations (2.3) and (2.4). Then, using equation (2.7) and the two special cases S and T , we have (x,y) =(−1,−1)
x =y and x =y (x,y) =(−1,−1)
The last step uses (2.9). This establishes the lemma.
Lemma 6. If p ≡ 1 (mod 3) is prime and C is a cubic character on F × p , then
Proof. By definition (1.1), we have
Making the change of variables y → xy, when y = −1, ζ x(1+y) p takes on all values except for 1 as x varies. Hence by (2.4) we have
Lemma 7. If p ≡ 1 (mod 3) is prime and C is a cubic character on F × p , then
Proof. We write
Notice that when x + y + z + w = 0, the inner sum is −1, and when x + y + z + w = 0 the inner sum is p − 1. So we can rewrite our sum as
Using the definitions and properties of Gauss and Jacobi sums in equations (2.3) and (2.4), we have that the second sum satisfies x,y,z,w
Making the change of variables y → xy, z → xz, and w → xw in equation (2.12), we find
The second term is zero, so we consider the first term. Solving 1 + y + z + w = 0 for w and substituting, this becomes
Making the change of variables y + z → a, zy → b, this becomes
The third sum is
Using equation (2.6) we find that the third sum is the following Jacobi sum a+b=0 C(a)C(a) 1 + φ(a 2 + 4a) = J(C, C). (2.14)
The first sum in equation (2.13), after making the substitution b → −b(a + 1), gives
To evaluate the second sum in equation (2.13), we will first show that given a fixed b ∈ F × p a∈Fp
Making the change of variable 1 + a + a 2 b → x, if 1 − 4b = 0 the sum evaluates as
Note that if 1 − 4b = 0, then both sides of equation (2.16) are zero. Next, making the substitution b → a 2 b in the second sum of equation (2.13) and using equation (2.16) gives
Combining this with equations (2.14) and (2.15), it follows from (2.13) that
2.3. Proof of Theorem 1. We now use the lemmas from Section 2 to prove Theorem 1.
Proof. Recall that for fixed k and a, π 1 · π 2 = p C k (−a) and π 1 + π 2 = −K(C k , a). When k = 2 and C is a cubic character, an elementary manipulation shows
Then by Lemmas 4 and 5 we have
This proves the first statement of Theorem 1. For the second half of the theorem, we employ Lemmas 6 and 7 to obtain
where the last step uses equation (2.4). Using Lemma 3, equations (2.3) and (2.4) yield
Proof of Theorem 2

Modular Forms with Complex Multiplication.
Here we recall some basic facts about modular forms with complex multiplication (see [6] for more on modular forms). Let K = Q √ −D be an imaginary quadratic field with discriminant −D. Let O K be its ring of integers, m a nontrivial ideal and I m be the group of fractional ideals relatively prime to m. A Hecke character for K is a group homomorphism φ :
for some k ∈ Z with k ≥ 2. Define a Dirichlet character χ φ for n relatively prime to m by
which has modulus N m. Given a Hecke character, φ, we obtain a modular form with complex multiplication. More precisely, if we let
where N (a) denotes the norm of the ideal a and the first sum is over integral ideals a ⊂ O K that are prime to m, then Φ(z) is a cusp form in To extend φ to non-principal ideals, and thus obtain a Hecke character, it suffices to define it on π 1 , . . . , π m and extend multiplicatively. By the above assumptions, π i is non-principal and π n i i = (α) for some α ∈ K × . Thus φ(π i ) must be one of the n th i roots of φ((α)) = α k−1 χ(α). Fixing φ(π i ) for each i gives the Hecke character. Having fixed the φ(π i ) subject to the above constraint, extending multiplicatively yields
where π π s 1 1 . . . π sm m = (α) and 0 ≤ s i < n i . 3.2. Proof of the Conjecture. We now prove Theorem 2 by showing that the specified modular forms have complex multiplication. The relationship between coefficients follows from this description.
Proof. We prove the theorem in three parts.
Part ( Similarly, c 1 (p) comes from a Hecke character φ 2 with k = 2 and m = π 5 , where π 2 5 = (5). Let χ be a quartic character defined on O K /π 5 , and extend it to a character on O K . This induces a Hecke character φ 2 once we extend to non-principal ideals. It gives a Dirichlet character χ which is a quartic character of conductor 5. Thus φ 2 gives a weight 2 modular form using equation (3.1) . Since N m = 5, it is a cusp form with weight 2, level 175, and nebentypus χ 1 := −35 · χ (a quartic character with conductor 35). If (p) is inert, then c 1 (p) = 0, whereas if (p) = ππ, the coefficient of q p is c 1 (p) = φ 2 (π)+φ 2 (π). Picking χ so that χ(2) = i gives the coefficients listed in the conjecture.
It remains to check that a 1 (p) = c 1 (p) 2 χ(p) − 2p when (p) = ππ. We will first show that if p = αα with α ∈ O K then
The second is a direct calculation. To see the first, note that
where the last steps use the fact that χ(α 2 ) = ±1 since χ is quartic and the fact that χ(α) = χ(α) since every equivalence class modulo π 5 has a rational integer representative and m = π 5 = π 5 . Now let ππ = (p) and π = (α)π . The Hecke character φ 2 is defined with m = π 5 and χ a quartic character on the residue field with χ(2) = i. As in the first part, we get modular forms of weights 3 and 2 with coefficients a 2 (p) = φ 1 (π) + φ 1 (π) and c 2 (p) = φ 2 (π) + φ 2 (π) when (p) = ππ.
