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ABSTRACT 
Cantonese is one of the most commonly used Chinese dialects in the Southern China 
region, and it is the mother tongue of over forty millions people around the world. Being 
a tonal language, the pronunciation of each Chinese character is characterized by its 
constituent phonemes and also by its distinctive tone. Therefore, the recognition of the 
tone as wel l as the phonemes of a spoken Cantonese word are equally important in an 
effective Cantonese speech recognition system. In this thesis, a from scratch study on 
the classification of different tones for isolated Cantonese utterances w i l l be elaborated. 
The first part of the study has been devoted to the exploration of the similarities 
and dissimilarities of the acoustic features for different tones. The feature parameters that 
have been considered include absolute pitch value, temporal variation of pitch, duration 
and energy profiles of the speech tokens. Based on this investigation, speaker dependent 
as well as speaker independent feature parameters that are essential to Cantonese tone 
classification are identified. The speaker dependency of the speaker dependent parameters 
can be greatly removed by normalizing them with the intrinsic pitch of that particular 
speaker. A novel intrinsic pitch estimation procedure has been designed in this regard. 
In the second part of this study, the design and implementation of a simple but 
effective isolated word tone identification system using artificial neural network has been 
proposed. The performance of the system under different configurations has been evaluated 
extensively by computer simulation. The classification accuracy of the system for the 
case of single speaker, multi-speaker and speaker independent are found to be 87%, 11% 
and 73% respectively. 
iii 
CONTENTS 
Chapter 1、Introduction 1 
Chapter 2 Preliminary Considerations 8 
2.1 Tone System of Cantonese 8 
2.2 Tone Classification Systems 14 
2.3 Design of a Speech Corpus 17 
Chapter 3 Feature Parameters for Tone Classification 22 
3.1 Methodology 22 
3.2 Endpoint Detection and Time Alignment 23 
3.3 Pitch 27 
3.3.1 Pitch Profile Extraction 28 
3.3.2 Evaluation of Pitch Profile 33 
3.3.3 Feature Parameters Derived from Pitch Profile 40 
3.4 Duration 46 
3.5 Energy 49 
3.5.1 Energy Profile Extraction 49 
3.5.2 Evaluation of Energy Profile 50 
3.6 Summary 54 
iv 
Chapter 4 Implementation of the Tone Classification System 56 
4.1 Intrinsic Pitch Estimation 59 
4.2 The Classifier 63 
4.2.1 Neural Network 64 
4.2.2 Post-Processing Unit 74 
Chapter 5 Performance Evaluation on the Tone Classification System 76 
5.1 Single Speaker Tone Classification 77 
5.2 Multi-Speaker and Speaker Independent Tone Classification 82 
5.2.1 Classification with no Phonetic Information 83 
5.2.2 Classification with Known Final Consonants 88 
5.3 Confidence Improvement of the Recognition Results 95 
5.4 Summary 101 
• 
Chapter 6 Conclusions and Discussions 102 
References 106 
Appendix A Vocabulary of the Speech Corpus A1-A4 
Appendix B Statistics of the Pitch Profiles B1-B15 




Natural speech is the most important means for day-to-day communication between 
people. However, for man machine communication, natural speech is only in limited use. 
Man machine communication through speech can be broadly divided into two main areas. 
The first domain is the production of speech by machine, and the second domain is the 
recognition of natural speech by machine. Speech synthesis is generally used to respond 
to a request for information by using spoken messages. While the basic task for speech 
recognition is either to recognize the entire spoken utterance exactly, or else to "understand" 
the spoken utterance. The concept of understanding rather than recognizing the utterance 
is of utmost importance for systems which deal with fairly large vocabulary continuous 
speech input, whereas the concept of exact recognition is of most importance for limited 
vocabulary, small speaker population and isolated word systems. With the advances and 
widespread use of computers, speech communication systems between man and machines 
are becoming an increasingly important field and this trend is expected to continue in the 
years ahead. 
Machine speech production can be categorized into two classes. The first class of 
speech production is achieved by pre-recording sub-sentences and words spoken by a 
human being. Complete sentences can then be reproduced by playing back a concatenation 
of these speech segments. One of the classical machines that utilizes this strategy is the 
"Speak 8c Spell" which is an educational toy produced by Texas Instruments about ten 
years ago. This method is still widely being used in many commercial products, such 
as talking clock, weather reporting machines, and even talking advertisements in magazines. 
Although this method is very simple, it is only applicable to machines with a small 
vocabulary. This is because the storage requirement of the system is directly proportional 
to the vocabulary size. The second class of speech production methodology is usually 
referred to as synthesis by rule. The basic unit of synthesis is usually phonemes, and 
1 
through the application of a set of language specific segmental and suprasegmental rules, 
synthetic sentences of good quality could be generated. Since there are only a limited 
number of phonemes for each spoken languages, for example, there are only 41 phonemes 
in English, so the memory requirement is very little. However, the complexity of the 
algorithms is higher in order to accommodate the rules. One of the most important studies 
in this area is the MITalk system [1]. The proposed approach has enabled products with 
large vocabulary to be produced at a reasonable cost. One typical example of these 
products is the pocket size dictionary with speech output. Thus far, we can conclude 
that the speech production domain has been quite well established since a ful l range of 
algorithms and hardware are available for commercial products to satisfy different 
requirements and specifications. 
Solutions to the speech recognition domain are much less mature than speech 
production. Commercial products with speech recognition capability can usually handle 
a few isolated spoken words only, for example voice-respond multi-meters and automatic 
retailing machines. The reason to this phenomenon is two fold. The first one is that 
compact algorithms for high performance speech recognition, in general, is not readily 
available, and second is that the computing power and hardware required to implement 
large vocabulary recognition is not affordable for most, i f not all, commercial products. 
However, with the ever decreasing cost of computing power through advances in 
fabrication technology, circuit design, new devices and new architectures, the required 
computing power wi l l one day be within the reach of the end consumers. While for 
speech recognition algorithms, further researches still need to be done to improve the 
performance in terms of recognition accuracy. 
For a fixed vocabulary size, the level of complexity involved in speech recognition 
is of course dependent on the system capability. Continuous speech speaker independent 
recognition is perhaps the most difficult, and isolated-word, speaker dependent the easiest. 
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The reasons being that continuous speech recognition requires first segmenting the speech 
into distinct words before recognition, whilst speaker independent recognition can only 
be achieved through the use of many references for each word obtained from many 
different speakers during training. • “ 
Generally speaking, a speech recognition system can be divided into two basic 
functional units as shown in Figure 1.1. The first block is for feature parameter extraction 
and the second block is for classifying the input speech into one of the possible outcomes 
based on the extracted parameters and other auxiliary information. Various feature 
parameters have been used in different recognition systems, some of them are the LPC 
coefficients, PARCOR coefficients, cepstral coefficients, differential cepstral coefficients 
and short time bandpass energy [2，3]. Although these parameters can give a good 
representation of the speech signal under controlled conditions, they are not very immune 
to noise. Current researches on robust feature parameters have been resorted to the 
modelling of the mammalian auditory periphery, examples of these initiatives are on the 
modelling of phase-locking, suppression, adaptation and binaural hearing [4，5]. 
The implementation of the second functional block of the speech recognition system 
differ from case to case. For small vocabulary' recognition, individual word of the input 
speech w i l l usually be used as the basic recognition unit. Some of the approaches in 
word recognition are template matching with time warping [6], and hidden Markov 
modelling (HMM) [7]. Template matching is accomplished by matching the relevant 
characteristics of a spoken word against those from a set of references. Decision is 
usually made upon a well defined distance measure, H M M , on the other hand, calculates 
the probability of generating a set of observations (derived from the spoken word) for 
each reference model. The word whose stored H M M model gives the highest probability 
is taken as the spoken word. For larger vocabulary systems, word is usually not used 
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Figure 1.1 Schematic Diagram of a Speech Recognition System 
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single word, the system wi l l be too large to be manageable. Therefore, phoneme is being 
used as the basic recognition unit instead. Phoneme recognition system using H M M had 
been reported by Noll and Ney [8]. With the sequence of phoneme in the input speech 
being recognized, words or sentences can be obtained by prasing the phonemes with 
language specific lexical rules. 
Recently, the study of artificial neural network has attracted numerous attention. 
Neural networks have found widespread applications in many different areas such as 
pattern recognition, filter design, control systems and speech processing. A neural net is 
basically a class of trainable classifiers. The capability of performing arbitrary mappings 
from the input to the output of a specific kind of net, namely the multi-layer feedforward 
neural net, had long been known and proven by Minsky and Papert [9]. Furthermore, 
another principal characteristic of this kind of network is that it wi l l map similar input 
patterns to similar output patterns. This wi l l allow the network to perform reasonably 
well for unknown input patterns based on the generalizations on the mappings in the 
training set. However, no algorithm for supervised training was known for finding the 
internal parameters of these kind of net until 1986 when Rumelhart et al. discovered the 
generalized delta rule for error backpropagation [10]. Since then, the proliferation of 
using this kind of net in various fields had begun. Without exception, neural net has 
also been widely used in speech recognition, some of these applications are phoneme 
recognition using time delay neural net (TDNN) [11], vowel recognition [12] and pitch 
estimation [13]. 
So much for man machine communication in general. We shall next discuss the 
feasibility of implementing a man machine speech communication system for a specific 
Chinese dialect, namely Cantonese, and the missing pieces i f any. The motivation of 
selecting Cantonese in our study is that it is one of the most commonly used dialects in 
the Southern China region, and it is the mother tongue of over forty millions people all 
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around the world (besides, I am one of these forty millions). The main difference between 
Cantonese and most of the European languages is that Cantonese is a monosyllabic tonal 
language. Therefore, the pronunciation of each Cantonese word is characterised by its 
constituent phonemes as well as its distinctive tone. 
For speech synthesis, direct reproduction of recorded speech creates no specific 
problem for Cantonese. However, for synthesis by rule, the segmental rules and 
suprasegmental rules of Cantonese must be identified before synthesis can be done. 
Moreover, each Cantonese word is associated with a tone, hence, the most important 
suprasegmental rule should describe how the pitch and other related parameters vary form 
word to word for a given tone in the time domain. 
Although conventional algorithms for word or phoneme recognition are not originally 
designed for Cantonese, these algorithms are in principle also applicable to most languages 
including Cantonese. However, none of these algorithms had considered any 
suprasegmental features including tone which is an important entity of each individual 
spoken word in tonal languages. Hence, for efficient recognition of tonal languages, a 
tone classification unit should be added side-by-side with the word or phoneme recognizer. 
The function of the tone classification unit is to identify the specific tone of each input 
utterance based on the variation of pitch and other pertinent acoustic parameters. 
It is reckoned that tone classification as well as phoneme or word recognition are 
both integral for an effective Cantonese speech recognition system. Nonetheless, not much 
literature is available even on tone identification as a whole, let alone Cantonese. The 
few published materials [14-17] on this topic were all on Mandarin which is the official 
Chinese spoken language. The application of these tone classification procedures to 
Cantonese, however, is not too appropriate because the tone system of Mandarin and 
Cantonese are quite different in nature. Mandarin utilizes only the variation of pitch to 
characterize different tones while Cantonese uses both the variation and relative values 
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of pitch to differentiate among tones. Besides, Mandarin has only four tones but Cantonese 
has nine which made the task of tone identification even more difficult. Hence, tone 
distinction in Cantonese by machine is an untouched area wide open for exploration. 
In this thesis, the basic considerations on the design of a tone classification system 
wi l l first be discussed in Chapter 2. Based on an in depth analysis on the tone system 
of Cantonese, feature parameters have been identified for isolated word tone classification 
and this wi l l be described in Chapter 3. In Chapter 4，the architecture of various isolated 
word tone classification systems using artificial neural network wi l l be introduced. The 
performance of these systems have been evaluated by extensive simulations and wi l l be 
discussed in Chapter 5. 
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2 PRELIMINARY CONSIDERATIONS 
In this chapter we shall first give an overview on the tone system of the Cantonese 
dialect based on the studies of the phoneticians. The various possible situations where 
tone classification can be applicable are stated in section 2.2. The last section wi l l 
concentrate on the design of the data base that has been used in the analysis of the tone 
system of Cantonese and the evaluation of the tone classification systems throughout this 
thesis. 
2.1 TONE SYSTEM OF CANTONESE 
Cantonese is a monosyllabic tonal language. The two key adjectives, namely 
monosyllabic and tonal, which describe the pronunciation characteristics of this language 
wi l l be discussed in detail in this section. 
Monosyllabic means that each Chinese character Is pronounced as a single syllable. 
In the case of Cantonese, each syllable may at most consist of three phonemes. These 
three constituents include, 
1. Initial Consonant (IC), 
2. Middle Vowel (V), 
3. Final Consonant (FC). 
According to Wong in ( 專 音 韻 艮 ) [18]，a l l valid phonemes in the initial, 
middle and final positions in a syllable are shown in Table 2.1. The middle vowel must 
exist in every spoken character, while the initial consonant and the final consonant need 
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Table 2.1. Phonemes in the Cantonese dialect 
USAGE PHONEMES DESCRIPTION 
Initial p, t, k, aspirated plosives 
Consonant b, d, g, non-aspirated plosives 
(IC) 1，w, approximants 
n，m, T], nasals 
s, f， fricatives 
kw，gw, rounded plosives 
ts, dz. affricatives 
Middle a, b, e, £，i，o，3，oe, u，y. principal vowels 
Vowel -
(V) 
Final i, u, y form diphthongs with middle vowel 
Consonant n, m, g nasals 
(FC) p, t, k. stops 
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not be present (with the exception that either of the two nasal consonants m or q may 
be used in isolation as a valid syllable). To this end, a simple phonetic concatenation 
rule can be formulated for every Cantonese character as depicted in Figure 2.1. 
The-final of a Cantonese syllable is defined as the concatenation of the middle 
vowel and the final consonant. Table 2.2. gives a summary of all the finals, in the 121 
possible combinations only 53 of them are actually adopted. Out of the 1060 ((19 initials 
+ 1 null) X 53 finals) possible concatenations of the initial consonants and finals, only 
around 700 of them are used in this dialect. 




Figure 2.1. Phonetic Concatenation Rule of Cantonese Word, 
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Table 2.2. Finals of the Cantonese Dialect. 
Principal Vowels 
a B e e i o o c e u y null 
null a e i o oe u y 
i ai m ei oi ui 
u au 它 u i l l ou 
y cey ‘ 
m am Bm im m 
n an -en in on oen un yn 
D ai) Bg eo m q} oeQ UD D 
p ap ^p ip 
t at 饥 it ot oet ut yt 
k ak Bk ek ik ok cek uk 
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By far we have come up with around 700 phonetic transcriptions of the syllables. 
However, in Cantonese there are roughly 1800 different syllables to sound the mammoth 
Chinese vocabulary of around 50000 characters (of which only 5000 are common in 
day-to-day use). In order to make up for this difference, each of these transcriptions may 
be pronounced with different tones. In general, tone can be defined as the variation of 
fundamental frequency (pitch) as a distinctive and inherent part of a word [19]. It is 
generally accepted that there are nine tones in Cantonese [18，20], and the approximate 
number of syllabic sounds under each tone ranges from 80 to 350 as shown in Table 
23 . 
These nine tones can be divided into two main groups, namely, the entering tones 
and non-entering tones. A l l entering tones syllables must end with stop consonants (p, 
t or k), while the non-entering tones syllables must end with the six other final consonants 
(i，u, y, n, m，g) or middle vowels. Tones can also be divided according to their relative 
pitch value, and the higher tone usually has a higher pitch than its lower counterpart. 
For example, the higher rising tone has a higher pitch than the lower rising tone. In the 
entering tone group there is one middle tone which has intermediate pitch value between 
the higher entering and lower entering tones. 
Within the non-entering tone group, there are three classes which are differentiated 
from each other by the variation in pitch. The level class has pretty even or decreasing 
pitch, the rising tone class has rising pitch, and the going tone has level pitch. A figurative 
description of the relative pitch values of different tones spoken by the same speaker is 
quoted from Wong [18] and is depicted in Figure 2.2 as a reference. The heavy lines 
in the figure illustrate the pitch variation of different tones, while the heavy dashed lines 
indicate other possible variation of the particular tone. No absolute value of the pitch 
has been shown in this figure because the actual pitch value of the same tone wi l l differ 
quite drastically with different speakers. 
“12 
Table 2.3. Tones in the Cantonese Dialect 
Tone No. Tone No. of Syllabic Sounds 
1 Higher Level 350 
2 Lower Level 230 
Non-Entering 3 Higher Rising 280 
Tone Group 4 Lower Rising 150 
5 Higher Going 280 • 
6 Lower Going 230 
- - _ 
7 Higher Entering 80 
Entering Tone 8 Middle Entering 110 
Group 9 Lower Entering 110 
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Level Rising Going Entering 
Higher - X - y / Higher 
Nr / y Middle 
Lower “ 
/ X Lower ，、、、、〜 
Figure 2.2. Pitch variation of Different Tones 
2.2 TONE CLASSIFICATION SYSTEMS 
Tone classification system for Cantonese can be categorized according to the a priori 
knowledge that the system possesses in the course of performing tone identification. These 
knowledge include, 
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1. identity of speaker, 
2. availability of training, 
3. phonetic transcription of input token, and 
4. isolated utterance or continuous speech. 
In general, recognition systems can be classified into speaker dependent and speaker 
independent systems. Speaker dependent recognition can further be divided into single 
speaker and multi-speaker applications. These three kinds of systems when arranged in 
ascending order for their complexity in implementation are: single speaker system, 
multi-speaker system and speaker independent system. This is because in building a 
single speaker system, only a consistent feature parameter set, a robust parameter extraction 
procedure and a classifier are required. While for multiple speaker system, although the 
characteristics of each speaker is known, the chance of occurrence of contradicting feature 
parameter sets of different speaker is amplified. This contradiction can be illustrated by 
a simple example. 
Suppose we have a feature vector from speaker A, which belongs to class 
1 and a feature vector from speaker B, p^, which belongs to class 2. However, - - _ 
i f 〒A and p^ are equal, then there exists no practical classifier that can identify 
this vector into class 1 when it is from speaker A and class 2 when it is from 
speaker B without the knowledge of actually who the speaker is. 
Hence, in designing a multi-speaker system, we should avoid the above situation i f possible. 
Finally, for speaker independent application, the situation is even worse since the 
characteristics of the speaker who is going to use the system is unknown. The usual 
approach in solving this problem is to design a multi-speaker system that caters for a 
large selection of speakers, and hopefully (It is quite pessimistic!) this selection is large 
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enough to represent the whole unknown population. The only way to show that a speaker 
independent system is working well is through extensive testing by using many unknown 
speakers. 
The "second point that we are going to discuss is the availability of training before 
the commencement of the actual recognition. This training is important for multi-speaker 
and speaker independent cases when some of the acoustic feature parameters in the feature 
set is dependent on individual talker. With proper training, information about the speaker 
can be extracted and speaker dependencies may be removed through appropriate 
normalization of the acoustic features. 
In circumstances that the knowledge of phonetic information of the input tokens is 
available, classification of the nine Cantonese tones can be simplified into two smaller 
tasks. They are the classification of the six non-entering tones and the classification of 
the three entering tones. Since, i f a particular utterance ends with a stop consonant, then 
it must be of entering tone, otherwise it is a non-entering tone token. Furthermore, each 
phonetic transcription can only be pronounced with a subset of all the possible 
pronounceable tones. By eliminating the invalid tones as possible outcomes, the possibility 
of misclassification can be reduced. Phonetic transcription of the input token might be 
available in situations where a prefect phoneme classifier is available or in some Chinese 
character entry system which uses Pinyin ( 拼 音 . ) . P i n y i n is basically a method in 
which the pronunciation of a Cantonese word is approximated by an English syllable and 
it is commonly used in Hong Kong. The spelling of the English syllable is known as 
the Pinyin of the corresponding Cantonese word. Since English is an intonation language, 
so the Pinyin of a word wi l l only carry the phonetic information of the word but not its 
tone. 
Last but not least, we shall observe whether the syllable input to the recognition 
system is uttered in isolation or is being embedded in continuous speech. In the first 
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case, the syllable has a fixed phonetic environment, that is, it is preceded and followed 
by silence in all instances. Whereas in the second case, the syllable may be surrounded 
by different phonetic contexts, so the effect of coarticulation need to be considered. Hence, 
different occurrences of the same syllable in the first instance wi l l have higher resemblance -. 
than the latter. 
In the Chapters 4 and 5，we shall discuss the implementation of different tone 
classification systems when different a priori knowledge of input utterance is available. 
2.3 DESIGN OF A SPEECH CORPUS 
In order to evaluate the performance of a speech recognition system or a tone 
identification system, we must have a speech corpus that contains a large collection of 
spoken words for both training and testing purposes. The factors that affect the design 
of such a data base in our studies are: 
- - _ 
L whether each token is spoken in isolation or in a carry sentence, 
2. the vocabulary, 
3. speaker variety, and 
4. recording conditions. 
These factors w i l l be elaborated thoroughly in this section and a manageable data base 
has been designed for the evaluation of tone classification systems. 
The purpose of extracting a given token from a carry sentence is to incorporate the 
coarticulation effect of different surrounding acousto-phonetic contexts into the analysis 
of the properties of that particular word. In order to estimate the approximate number 
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of possible contexts, we can multiply the number of possible phonemes in various tones 
preceding and following the token. The token can be preceded by 13 phonemes each in 
6 different tones plus 3 stop consonants each in 3 different tones and silence, and followed 
by 17 initial consonants plus 7 vowel in 9 different tones and silence. This gives a total 
of ((13 X 6) + (3 X 3) + 1) X ((17 + 7) x 9 + 1) = 19096 different contexts. Since the 
number of syllables is around 1800, the number of possibilities is over 30 millions. This 
w i l l create a storage requirement which is beyond our reach, therefore, the use of carry 
sentences in constructing the data base for our study is being ruled out. In our experiments, 
only tokens spoken in isolation are used. With this limitation, we shall concentrate our 
effort on designing and evaluating an efficient and effective tone classification scheme 
for discrete Cantonese syllables. 
The most representative vocabulary is obviously the whole Cantonese syllabary which 
consists of roughly 1800 syllables. Although this vocabulary is not that large by itself, 
the number of tokens in the data pool wi l l come up to a few hundred thousands or even 
more when many speakers are contributing to the data base. Hence, we have to select 
a subset of the syllabary to serve as the vocabulary. I t is noted that the primary information 
on the distinction of tone is carried by pitch and it has been found that the intrinsic pitch - -
of a syllable depends mainly on the vowel and nasalization [21]. Therefore, the final of 
a Cantonese syllable, which must consist of a vowel, w i l l carry most of the information 
of the tone. Since there are altogether 36 non-entering tone finals and 17 entering tone 
finals，and each non-entering tone final can be pronounced with 6 different tones while 
each entering tone final can be pronounced with 3 different tones, these sum up to a total 
of 267 different syllables (36 x 6 + 17 x 3). The vocabulary used throughout our tests 
is constructed by concatenating initial consonants to these 267 syllables. After 
concatenation, some of the finals when pronounced with some specific tones might not 
produce a valid Cantonese syllable no matter what init ial consonant is added. I t is found 
that out of these 267 syllables only 234 of them are valid. The whole vocabulary, labelled 
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with their phonetic transcription and tone, is included in Appendix A for completeness. 
In addition, the design of the speech corpus should ensures that the frequency of occurrence 
of the tones in the vocabulary is consistent with that as in spoken sentences. These 
statistics in conversation and radio broadcast had been reported by Fok [22]. The frequency 
of occurrence of each tone is listed alongside with the results from Fok in Table 2.4. 
By comparing these results, it is found that the frequency of occurrence of each individual 
tone in our data base is fairly close to that in actual speech. 
In the ideal case, the speakers contributing to a speech data base should be from 
different age groups, different social background, different sex and at different mental 
states. However, owing to the limited resources available, we have restricted our number 
to 20 native Cantonese speakers aged around 20, half of the speakers were male and half 
were female. Both male and female speakers were incorporated because it is generally 
known that male speakers usually have lower pitch while female speakers have higher 
pitch. With the larger variation in pitch value within the data set, the tone classification 
f 
system that is designed by using this data set wi l l be more robust to speaker variation. 
The recording was carried out in a room with faint mechanical noise from air 
conditioner, ‘ otherwise it was quite quiet. The speaker was asked to pronounce the whole 
vocabulary three times to a microphone which was connected to a cassette recorder. The 
speaker was allowed to interrupt the recording process at any time, so as to take necessary 
rests. Furthermore, an operator was monitoring the recording process and he would mark 
out those words that might not be pronounced correctly. This procedure is necessary to 
ensure that no mispronounced word would exist in the data base. After the recording 
session, the speech signals were bandpass filtered with a passband from lOOHz to 4.3kHz 
and was digitized by a 12-bit linear A/D converter at lOkHz sampling rate. The signal 
sequence corresponding to each word in the resulting digitized samples was located by a 
custom software. Each word was assigned with an unique filename and was then stored 
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-k. 
Table 2.4 Frequency of occurrence of each tone 
Tone Data Base in this study Statistics by Fok 
Number 15 minutes 45 minutes 
Radio Broadcast Conversation 
1 14.5% 31.9% 28.6% 
2 14.9% 
3 14.5% 28.8% 31.2% 
4 14.1% 
5 13.7% 30.0% 31.0% 
6 14.5% 
7 2.7% ‘ ‘ 4% 4.7% 
8 4,7% 3,9% 1.4% 
9 6.4% 1.2% 3.1% 
“20 
as a separate file in a large capacity magneto-optical disk. The files corresponding to 
those mispronounced words marked out during the recording session were removed 
manually from the data base. 
In summary, a data base for isolated-word Cantonese tone classification has been 
designed. The data base consists of a vocabulary of 234 different syllables, each of them 
was read by 20 speakers for three times. Therefore, there are altogether approximately 
14000 isolated utterances in this speech corpus. The amount of digitized speech samples 
in this data base is about 250M bytes. 
- - _ 
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3 FEATURE PARAMETERS FOR TONE CLASSIFICATION 
In the preceding chapter, we have described the general properties and characteristics 
of the nine different tones of Cantonese. The most important parameter in discriminating 
these nine tones is the dynamic variation of pitch in the course of pronouncing the syllable. 
It has been reported by Fok [22] that the recognition of a particular tone of a discrete 
Cantonese syllable with non-entering tones by native Cantonese subjects can be achieved 
by having the information on the pitch of the syllable alone. 
Subjects ( Listeners ) on the whole found tones uttered in isolation 
recognizable both when natural speech and when natural Lx ( pitch extracted 
by Laryngograph ) was presented. In fact, they found them easier to recognize 
with Lx tones.... 
Although Fok had only used one word for each tone in her experiment (all the 
transcriptions of her vocabulary were jyn), her results had shown that pitch variation is 
an indispensable acoustic cue in the classification of non-entering tones. 
In this chapter, we shall first describe our methodology in the analysis of the various - - _ -
preceptual variables and their relevance and significance in tone distinction. The feasibility 
of using these features for tone classification wi l l then be evaluated. 
3.1 METHODOLOGY 
The major objective of this investigation is to identify the feature parameters that 
can be used to facilitate efficient and effective tone classification for Cantonese. It is 
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understood that the tone information of an utterance is mainly carried by the voiced 
portion of the syllable. The first task of the study is, therefore, to locate the endpoints 
of the voiced portion of an utterance accurately. Second, in order to compare the feature 
parameters of tokens with different duration, a linear time alignment technique is used to 
map the length of each uttered token to a common reference frame with fixed length. 
Lastly, the statistics of each individual feature parameter of the same tone from each 
speaker are examined and the merits of these parameters are evaluated for their applicability 
to tone classification. These feature parameters include absolute pitch value, temporal 
variation of pitch, duration and variation of energy with time. 
3.2 ENDPOINT DETECTION AND TIME ALIGNMENT 
* 
The endpoint detection algorithm used is a revised version of that proposed by Lai 
[23]，which uses segmental energy and zero crossing rate for locating the endpoints of a 
Cantonese word on a segment-by-segment basis. The-following is a detailed description 
of the modified endpoint detection algorithm and the time alignment method. 
In the data base, the speech samples of each isolated utterance with preceding and 
trailing silence are contained in a separate file. Denote the speech sequence in a particular 
file by {^(w)}. The endpoints of the word in this sequence can be located by first 
dividing it into 10ms segments. As the sampling rate used is lOkHz, so each segment 
wi l l consist of 100 samples. The segmental energy E(j) and zero crossing rate Z { j ) of 
the 广 segment are defined as follow, 
99 n 
E { j ) = S 15(1000-)+ 01 y =0,1,2... 、 . ” 
i = 0 
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99 I (O 2) 
ZU) = S - I Sgn[S{mj + /)] -Sgn[S(mj + i - 1)] I I " 
i = 0 Z 
where 
c rcv.M J l 
处 " [ 卯 ) ] = | _ i 卯 ） < 0 
The segmental energy is defined as the sum of the magnitude of the all the samples 
in each 10ms segment, while the zero crossing rate is defined as the number of times 
the signal crosses 0 with the 10ms interval. 
The main function of the endpoint detection algorithm is to locate the voiced portion 
of any given Cantonese word in a speech sequence correctly such that all significant 
acoustic events related to different tones within the word are included. Since each word 
consists of only one syllable and the E{j) within the span of the syllable is higher than 
those in the surroundings, hence, the location of the maximum E(JJ, denoted by E^, 
should be within the duration of the syllable. Furthermore, every syllable is ended with 
a voiced or stop phoneme, therefore, any segment with sufficiently high energy after the 
segment wi l l correspond to a voiced speech segment. The end of the syllable is located 
by searching from E^ forward (increasing j ) until £ ( /幼 +1)〈五饥 /10， the j饥 segment is 
then marked as the end of the syllable. 
The identification of the beginning of the voiced portion requires special consideration 
because a syllable might in certain cases begin with an unvoiced consonant which could 
have high energy. However, it is noted that all unvoiced consonants with sufficiently 
high energy wi l l have relatively high Z(J\ Therefore, the beginning of the voiced section 
of a word can simply be located by searching from E^ backward until < EJ10 
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or Z(/衫一 1 )225 at segment ( / " - I ) . The segment is then marked as the beginning of 
the voiced portion of the syllable. The number of samples in the voiced portion, N…and 
the sample, S^n), in the voiced portion of the speech signal, are given by, 
= + (3.3) 
and 
J 彻 + 100yj 0 < n < N ^ (3.4) 
& ⑷ 二 1 八 
10 otherwise 
The voiced section of the speech signal is then divided into 16 frames, { F r ( l ) , . . 
Fr(/)， . . Fr(16)} , with equal duration and each has 50% overlapping with the succeeding 
and preceding frames. This sequence of frames is referred, in this case, as the linear 
time aligned speech segments. The contents of the 严 frame and the frame length, Nf, 
are defined as follow, 
—、\ Nf Nr (3.5) 
F r ( 0 = I 似 • 一 1))，•” 又 ⑷ ， “ A ( 力 f + 1 ) ) | 
K (3.6) 
i V 尸 矿 2 
The relationship between consecutive frames is illustrated in Figure 3.1. This linear 
time warping procedure effectively aligns speech sequences with different duration to a 
common reference frame and it should performs satisfactorily for small variations in the 
length of speech segments [24]。Hence, feature parameters can be extracted from each 
frame of the utterance and then compare to that in the corresponding frame in other 
tokens. The advantage of using linear time warping instead of dynamic time warping is 
that the amount of computation involved is greatly reduced [25]. Furthermore, in order 
to perform dynamic time warping we should have a reference feature vector for the 
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incoming vectors to align with. However, we are using the alignment procedure as a 
tool in analysing the characteristics of the feature vectors, therefore, we do not have any 
norm feature vector to be used as a reference in the dynamic time alignment procedure. 
Hence, dynamic time alignment, let alone its relatively higher computation cost, is basically 
not applicable to this situation. 
N” samples 
Fr{\) Fr(3) Fr(5) Fr(7) Fr{9) F r ( l l ) Fr(13) Fr{\5) 
F r i l ) Fr(4) Fr{6) Fr(8) Fr ( lO) Fr(12) Fr(14) Fr{l6) • 
Nf samples 
Figure 3.1 Relationship between consecutive frames for linear time alignment. 
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3.3 PITCH 
The pitch can be defined as the fundamental frequency of voiced speech sound 
which is originated from the quasi-periodic vibration of the vocal folds in the larynx. 
The frequency of this vibration is determined by the mass of, the tension of and the 
pressure difference across the vocal folds. The mass of the folds depends to an extent 
upon the age and sex of the speaker. For children and adult female, the mass of the 
vocal folds are smaller, so their natural frequency of vibration can be higher. Whilst for 
adult men, they have larger vocal foil, hence, their pitch are in general lower. The tension 
of and pressure difference across the vocal folds can be varied under voluntary muscular 
control of the speaker. With a higher tension and pressure difference during the production 
of speech, the pitch of the sound wil l be higher. On the contrary, with lower tension 
and pressure difference, the pitch wi l l be lower. It is generally accepted that the pitch 
of grown-up male and grown-up female or children are 100 Hz to 160 Hz and 170 Hz 
to 300 Hz respectively [19]. With the allowance made for the variation of pitch due to 
voluntary control, the dynamic range of pitch in natural speech is from 50 Hz to 500 
Hz. 
• - _ -
In this part of the study, the significance of both the variation of pitch with time 
and the absolute pitch value wi l l be investigated. First of all, computation of the linear 
time aligned pitch profile wi l l be described. Then the profiles wi l l be examined carefully 
to see whether possible speaker dependent and speaker independent feature parameters 
can be derived, 
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3.3.1 Pitch Profile Extraction 
Without loss of generality, the linear time aligned pitch profile can be represented 
by the vector {P( l ) , . . P(0, ..P(16)}, where P{i) is the pitch calculated by using the 
samples starting from the beginning of the linear time aligned frame Fr{i). The pitch 
extraction algorithm adopted is a modified version of the 3-level center clipped pitch 
extraction algorithm as proposed by Sondhi [26:. 
3.3.1.1 Pitch Detection Algorithm 
The first step in finding the pitch period of a particular segment of the speech signal 
{iSOO} is to apply the 3-level clipping function to the sequence. The clipping function 
is given by, ‘ 
'1 _ 〉 C m a A . ) (3.7) 
民 ⑷ = 0 
- 厂 1 S{n)<-C^JJ) 
where S^{n) is the clipped speech sample, and C ^ J j ) and C磁(J) are the clipping levels 
of the , segment when the speech signal is greater than and less than zero respectively. 
These clipping levels are made adaptive for each 10ms time slot and are computed from 
the following equations, 
CmaxC/) = 0.6Xmax(5(n) | j x 100 < n <0 ' + l ) x 100) (3.8) 
C ^ J j ) = 0.6 X minOS(权）|; x 100 < < 0 ' + 1) x 100) (3.9) 
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c』)二 medim(c籠U 一 1)，〔薩(/)，(：謹(/ + D) (3.10) 
C^JJ)=median{C'^(j - + D) (^.⑴ 
The intention of using median filtering in finding the clipping levels is to smooth 
out the abrupt temporal variations in amplitude of the speech signal. These sudden changes 
wi l l cause one or more fragments of the speech signal within the pitch analysis frame to 
fall below the clipping levels and the result in pitch estimation wi l l in turn be greatly 
affected. 
The pitch value, Pitch{S{Ns)), of a particular speech segment (5(^2)} starting from, 
say n =Ns, is found by searching peaks in the correlation sequence calculated from the 
corresponding clipped speech segment starting from n =Ns. The correlation 
sequence, is obtained in the usual way by computing 
(3.12) 
R{x)= s 0 < T < 2 0 0 , 
n 
where Nr is the number of samples in the analysis frame. 
As mentioned before, the minimum and maximum pitch can be assumed to be 
roughly 50Hz (period 二 20ms) and 500Hz (period = 2ms) respectively. Therefore, to 
include at least one period in the aruolysis frame when the worse case is taken into 
consideration, a frame size of Nr = 300 (30ms) is needed. Since equation (3.12) defines 
a cross-correlation sequence, the actual number of speech samples that is used in the 
analysis is N^ + 200 = 500. 
In order to enable the application of a uniform pitch searching algorithm on the 
correlation sequence, the sequence has to be normalized by R{0), The normalized 
correlation sequence can be expressed as, 
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f i^rx) (3.13) 
… 、 T T ^ 20<1：<200 ⑴中(0) 
、 0 otherwise 
Here, the correlation function for x < 20 and t > 200 are intentionally set to zero 
because x in these specific ranges wi l l not correspond to any valid pitch period. The 
pitch period can then be estimated by employing a novel peak searching algorithm. It 
had been reported in most literature that the interval between R^iO) and the location of 
the largest in the correlation sequence should correspond to the pitch period of the 
speech segment. This is true in cases where the speech signal is more or less stationary 
throughout the analysis frame. However, we have observed that the location of the largest 
Rj^iz) might actually occur at a multiple of the actual pitch period for some real speech 
data. 
The essence of the pitch searching algorithm formulated is to search for the location 
of correlation peak with the smallest x at sub-multiples of the locations of the first and 
second largest I f the correlation value of the peak exceeds a pre-determined 
threshold, then its location wi l l be selected as the pitch period of the speech segment. 
This threshold is empirically set to 0.3 to give the best results. The details of this 
algorithm w i l l be described in the following paragraphs. 
The sequence is first passed through a filter as specified in equation (3.14) 
which retains all the largest peaks that are at least Np samples apart, that is 
⑴ 乂 ⑴ h - i V , < f < T + i V 》 （3.14) 
10 otherwise 
Since the minimum pitch period is 2ms that means all multiples of the pitch period 
must be at least 20 samples apart. Therefore, Np is chosen to be 20. A new sequence 
Rpisiix) is produced after the filtering process, the peaks located at multiples of the pitch 
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period are retained whereas the secondary peaks near the major correlation peaks are 
suppressed. This procedure enhances the ease of finding the multiple period structure in 
the correlation sequence. Subsequently, the peaks with the first and second largest ⑴ 
are located in the range 20 < x <200. There are three situations needed to be considered. 
1. both peaks are spurious peaks (unvoiced speech segment), 
2. largest peak is the pitch period and second peak is a spurious peak, and 
3. one of the peak is located at the pitch period and the other at multiple of the pitch 
period, or both peaks are located at multiples of the pitch period. 
I t is found that in the correlation sequence of an unvoiced speech segment, all the 
peaks in the search range has Rf^i'i) less than 0.3. Hence, i f the Rfi^iz) of both peaks 
are less than 0.3 the speech segment wi l l be classified as unvoiced. 
The most probable situation for case 2 to occur is when the pitch period is greater 
than 100 samples, so that there is only one strong peak in {i^/r/XT)} which is caused by 
the pitch period itself (remember that the search range ends at the 200th sample). It is 
noted that the spurious peak wi l l have less than 0.3. Thus, when the largest peak 
has greater than 0.3 and the second largest peak has a Rpt^iz) less than 0.3，then, 
the location of the largest peak, Tmax，will be taken as the pitch period of the speech 
segment Since the sampling rate is lOkHz, the pitch of the speech sequence in this case 
is given by, 
D. , / cvA ,、、10他 （3.15) 
Pitch (S (Ns))= 
^ax 
The last case can be analysed by supposing the locations of the two strongest peaks 
be and X2, where 20 < Tj < X2 < 200. In addition, both Rpf^iXi) and RpNi'h) are greater 
than 0.3 and their locations coincide with the multiples of pitch period. Considering Xj 
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as a sub-multiple of itself, the location of the actual pitch period must be at sub-multiples 
of both Tj and The possible candidates of pitch period which are the sub-multiples 
of Ti and T2 are found by searching the sequence in the intervals, 
1 f " I fx, T2) (3.16) 
去 」 X O . 8 5 < T < 去 」 + 」 x l . l 5 V i > l , j > 2 , j > i 
]J 21^1 j J 
I T l - T 2 1 
on condition that < 0.1 and Rpf^ii) > 0.3 and x > 2 0 
The search range has been defined as ±15% of the mean of the sub-multiples of t ! and 
T2, this allowance is made to cater for the slight variation of the actual pitch location 
with respect to its multiples caused by rounding in the discrete time domain. The first 
condition is to ensure that the two sub-multiples of x^  and are not deviated by a large 
amount, and their average wi l l correspond to a possible location of the pitch period. The 
second condition is used to check whether the peak detected is of sufficiently large 
amplitude so that its location can be considered as a valid pitch period. While the last 
condition is used to confine the search within the dynamic range of the pitch period. The 
possible pitch candidate with the smallest t，denoted by is then selected as the pitch 
period of the speech segment in the analysis frame. The pitch can subsequently be 
computed by using the following equation, 




3.3.1.2 Linear Time Aligned Pitch Profile 
The linear time aligned pitch profile is represented by the vector {P( l ) , .. P(i),.. 
P(16)}, where each P(i) is defined as, • 
f Nr (3.18) 
户 ， ⑴ 又 1 < / < 1 6 
. 0 /=•，/ = 17 
P(i) = median(P\i - 1)，尸,(l)’P，(i + 1)) (3.19) 
From equation 3.18，P'(/) is calculated from a segment of 500 speech samples starting 
from the sample at the beginning of the linear time aligned frame Fr(i), Median filtering 
shown in equation (3.19) is used to remove most of the erroneous pitch detected in the 
sequence P\i). 
¥ 
3.3.2 Evaluation of Pitch Profile 
In order to analyse the trends of the pitch profiles of the discrete utterances of the 
same tone spoken by the same speaker and to study the similarities and differences of 
these trends among different speakers, the mean of the pitch profiles of different tones 
are plotted for each of the ten male and ten female speakers in Figures B . l to B.20 which 
are included in Appendix B for reference purpose. The number of tokens used in the 
calculation of these mean values for each speaker are given in Table 3.1. These trends 
wi l l be compared with those claimed by phoneticians as described in Chapter 2. 
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Table 3.1. Approximate Number of Tokens Used in the Calculation of the 
Mean Pitch Profile for Each Individual Speaker 












From the diagrams, we find that the trends of the mean pitch profiles of the same 
tone are all very similar for different speakers. The following is a description of these 
observations which applies to every individual speaker unless otherwise specified. 
Consider the level tones alone, first of all，we observe that the pitch profiles of tone 
1 (Higher Level) and tone 2 (Lower Level) tokens have the highest and lowest pitch 
value among the others of the same speaker. The profiles of tone 1 are all fairly level 
in the time axis except that of speakers OJ and OK (Figure B.8(a)，B.9(a)) which are 
decreasing with respect to time. Whilst, the pitch profiles of tone 2 are generally 
decreasing along the time axis for all speakers. 
Secondly, all the pitch profiles of the going tones are monotonically decreasing and 
the rate of decreasing for tone 5 (higher going) and tone 6 (lower going) are roughly the 
same. The only quality that differentiate between the two is that tone 5 has a higher 
pitch value than tone 6. 
Thirdly, the rising tones have a small dip in pitch value at the beginning but an 
increase in pitch value in the second half portion of the pitch profiles. Both tone 3 
(Higher rising) and tone 4 (Lower rising) have the similar pitch value in the first half of - -
the pitch profile which are also quite similar to those of tone 2 and 6. In the second 
half of the profile, the pitch of tone 3 increases much faster than that of tone 4. At the 
end of the profile, tone 3 attains a pitch value similar to that at the beginning of tone 1 
and tone 4，on the other hand, attains a pitch value approximately equal to that at the 
end of tone 5. 
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Lastly, the pitch profile of tone 7 (higher entering) is more or less uniform with 
time and its pitch value is roughly the same as that of tone 1. The pitch profiles of 
tone 8 (middle entering) and tone 9 (lower entering) are decreasing in all cases. They 
bear close resemblance to that of tone 5 (higher going) and tone 6 (lower going) 
respectively. 
The above findings agree in general to the pitch variation of different tones as 
reported by Wong [18] (cf. Figure 2.2). However, our observations have some slight 
discrepancies which are summarized as follow, 
- the initial pitch values of tone 2，3, 4，6 and 9 are all very similar in our findings, 
- the going tones, the middle entering tone and the lower entering tone have decreasing 
pitch profiles rather than level, and 
- the lower level tone has a decreasing pitch profile only. 
These qualitative observations are illustrated in Figure 3.2(a) and the pitch variation 
claimed by Wong is reproduced in Figure 3.2(b) for ease of comparison. Based on these 
results, we can conclude that by using the pitch profile alone, tokens with different tones 
produced by any specific speaker in the non-entering tone group and the entering tone 
group, when each group is considered alone, are basically distinguishable from one another 
provided that the statistical variation of the pitch profile is not too large. In the following 
discussion we wi l l evaluate whether the statistical variation of pitch of a given tone from 
a specific speaker is small enough for the above statement to be true. 
The mean and 土 1 standard deviation points of the pitch profile of each tone from 
two male and two female speakers are shown in Figure B.21 to Figure B.24 which are 
included in Appendix B. By assuming that each element of the pitch profile, when treated 
as a random variable, has a normal distribution, then, over 68% of its variation wi l l be 
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Level Rising Going Entering 
H i g h e r � \ - - / Higher 
- - - M i d d l e 
- — • — — — — — — — — ^ ^ ― —— — 一 — —— « 一 一 一 一 . — _ - ~ — — — — — 一 
— Lower 
Figure 3.2(a), Pitch Variations Found in This Study 
Level Rising Going Entering 
Higher�\-\— —--- Higher 
1 y —- Middle 
Lower — _ ‘ ___ 
f Z Lower 
、、、、、 
Figure 3.2(b). Pitch Variations reported by Wong [18] 
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within 1 standard deviation around the mean. Hence, these plots can give a good 
assessment on whether pitch profiles of different tones are easily confused with each 
other. 
It is observed that the pitch profiles of the two going tones and the lower level 
tone (tone 5, 6 and 2) overlap with one another with the most severity, similar overlapping 
is also noticed in the case for tone 8 and 9. Furthermore，the two rising tones can easily 
be mixed up because their profiles are overlapped with each other except for the last few 
frames of the profiles. Although the trends of the profiles of tone 5 and tone 4 are quite 
different, their dynamic range are rather close, therefore, possible confusion may also 
occur. Table 3.2 summarises the major confusion among different tones when pitch is 
the only parameter to be used to identify each of them. The symbols 'MC' and，CC， 
in the table correspond to moderately confused and completely confused respectively. 
It is also observed that the variation of the absolute pitch value at the beginning 
and end of some of the pitch profiles are much larger than that at the middle portion! 
Typical examples of this abnormality are noted at the beginning of tone 8 of speaker OJ 
(Figure B.21(d)) and at the end of tone 9 of speaker 14 (Figure B.23(d)). After detail 
examination, i t is found that the pitch values estimated at these locations are incorrect. 
The cause of this incorrect estimation is the incorporation of unvoiced speech signal or 
silence into the pitch analysis frame near the boundary of the voiced syllable. This 
problem occurs in less than 0,5% of the total number of tokens in the corpus. 
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Table 3.2 Major confusions between different tones when only pitch is considered 
Tone 2 
Tone 3 
Tone 4 MC 
Tone 5 MC 
Tone 6 MC MC 
Tone 7 CC 
Tone 8 CC MC 
- - _ 
Tone 9 MC MC CC MC 
T1 T2 T3 T4 T5 T6 T7 T8 
KEYS - MC Moderately Confused 
- C C Completely Confused 
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3.3.3 Feature Parameters Derived from Pitch Profiles 
From the above discussion, it is confirmed that the pitch profile of a syllable can 
give a good indication on which particular tone the syllable is belonging to. However, 
there is much redundancy in the pitch profile when being used as a feature vector. Since 
the contrasts among the tones are the differences in their trends and the relative pitch 
values of their respective profiles, therefore, a few parameters are derived from the pitch 
profile for recognition in our studies. By doing this, the computational complexity of the 
classification system can be reduced considerably which makes real-time implementation 
more feasible and affordable. 
The trend of the pitch profile is characterised by a rising index (S) which is defined 
as, 
MaxCP(O) - Min(P ⑴) (3.20) 
“ M a x ( P ( 0 ) + Min(P(/)) ， - -
where 
I 1- arg Max(P(f)) > arg M i n ( P < 0 ) “ 
二 1 - 1 arg Max(P (/)) < arg Min(P (0) 
The pitch values of the first two frames as well as the last frame, i.e. P( l ) , P(2) and 
P(16), are not used in the calculation of this index because the statistical variation of 
them among all the tokens with the same tone from the same speaker are larger than 
other P(i) in some of the speech data. The parameter k is used to reflect whether the 
maximum is preceded by the minimum in the pitch profile (where k is assigned with -1) 
or vice versa (where k is equal to 1)。 
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The function of this index is to reflect or to indicate the degree of the rising and 
falling tendency of the pitch profile. When the profile is even across the time span, i.e. 
there is only little variation in pitch values along the utterance, the index w i l l be close 
to zero. With an increasing or decreasing pitch profile, the index wi l l be positive or 
negative respectively. The larger the magnitude of the index is, the greater the degree 
of variation of pitch wi l l be. Furthermore, this feature parameter has a self-normalizing 
property, so it is quite insensitive to the variation of the absolute pitch value among 
speakers. The distributions of S of all the non-entering tones from all speakers are 
depicted in Figure 3.3. The rising index of the higher rising tone is the largest which 
is then followed by the lower rising tone. Whilst, the lower level tone has the smallest 
S, The three entering tones, which are not shown in the figure, together with the other 
three non-entering tones reside in the region between these two clusters. 
500 
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Figure 3.3 Distributions of rising index of the vocabulary consisting non-entering tones 
only (spoken by 10 male and 10 female speakers) 
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Two more parameters, the average initial pitch value {Pu) and the average final 
pitch value (/V)，are defined to indicate the absolute value of the pitch profile. They 
are, 
Pu = mean(P(0 | 3 < z < 6) (3.21) 
Pp = mean(尸(/) | 12 S / < 15) (3.22) 
The distribution of Pu and Pp of some of the utterances spoken by two male and two 
female speakers are shown in Figure B.25 to Figure B.32 separately for reference. The 
distribution of each tone is found to be utiimodal in these cases. 
When the distribution of Pu for different tones using 10 male and 10 female speakers 
are drawn in the same figure (Figure 3.4), it can be seen that all the curves are multimodal 
and they overlap with each other to a large extent. Similar overlapping is also noted in 
the case of Pp as shown in Figure 3.5. The multimodal distribution is mainly caused by 
the difference in the absolute pitch value among various speakers. Owing to this 
phenomenon, the distribution of these two parameters are not appropriate to be used in 
speaker independent tone recognition. In order to reduce speaker dependency, these 
parameters are normalized by the intrinsic pitch P! of the speaker. The two normalized 
parameters are given by, 
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Figure 3,4 Distributions of average initial pitch of the vocabulary consisting 
non-entering tones only (spoken by 10 male and 10 female speakers) 
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Figure 3.5 Distributions of average final pitch of the vocabulary consisting 
non-entering tones only (spoken by 10 male and 10 female speakers) 
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p (3.23) 
尸 IN 二 J； 
and 
p 一 k (3.24) 
where Pin and PpN are the normalized average initial pitch and the normalized average 
final pitch respectively. The intrinsic pitch of a particular speaker is calculated by 
averaging the Py of all the tokens with tone 2, 3，4，and 6 from the speaker. The 
distribution of Pj^ for different tones from the same group of speakers are shown in 
Figure 3.6. The distributions are very similar to those found in the case o f w h e n only 
one speaker is employed (cf. Figure B.25 - B.28). Furthermore, the distributions are all 
approximately unimodal. The distribution of tone 1 and tone 2 are clearly distinguishable 
from each other and is quite different from the overlapping distribution of P^ of these 
two tones as depicted in Figure 3.4, The distribution curves oiPpN shown in Figure 3.7 
are also unimodal. 
- ‘ 
This simple but effective pitch normalization procedure has demonstrated its ability 
in removing most of the variability of pitch with different speakers from these pitch 
derived parameters. Although this normalization technique can eliminate most of the 
speaker dependency, the procedure requires the explicit knowledge of the tone of the 
tokens for calculating P； which seems to render it useless. Nonetheless, the problem can 
be solved by including a training session, either with known words or unknown words 
with given characteristics, before the commencement of the actual recognition. 
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3.4 DURATION 
We noticed that it is quite impossible to obtain a pitch related parameter that can 
accurately distinguish the entering tones from the non-entering tones. In this section, we 
shall investigate whether the duration of the input tokens can be used to perform this 
task. 
The duration (D) of an utterance is considered to be the interval of the voiced 
portion of the syllable located by the endpoint detection algorithm described in section 
3.2, i.e. 
A^ v (3.25) 
~ lOkHz 
where N^ is the number of samples within the voiced speech segment as given by equation 
(3.3). ‘ 
Distribution of D for various tones of the 20 speakers are drawn in Figure 3.8。It 
can be observed that all non-entering tones have approximately the same distribution, with 
the exception of tone 2 in which it has a slightly smaller mean of duration. The entering 
tone tokens usually have a shorter duration than the majority of the non-entering tone 
tokens. Hence, the parameter D can be employed for identifying the entering tones from 
the non-entering tones. Figure 3.9 shows the distribution of D of all the entering tone 
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3.5 ENERGY 
The dynamic properties of short-time energy of utterances with different tones have 
also been investigated. The computation of the linear time aligned energy profile wi l l 
be explained in the following section. The energy profiles for different tones wi l l be 
examined to see whether useful feature parameters can be derived to assist in tone 
classification. 
3.5.1 Energy Profile Extraction 
The linear time aligned energy profile can be represented by the vector {£>2(1)，“ 
En{i\ .. En{\6)}, where each element of the profile, En(i), is computed from, 
yxO' + l) 
En\i)= SMf l<i<16 (326) 
- - _ -
五〜ax = max(En'{i)丨 1《/ S 16) (3.27) 
En(i) = En,(mn舰 (3.28) 
Using this simple method, En(i) is calculated by summing the square of all the speech 
samples in the linear time aligned frame Fr{i) and then normalized by the maximum in 
the En\i) sequence. The normalization with the maximum energy frame is required to 
unify the dynamic range of the energy profiles of different tokens in such a way that a 
fair comparison can be made between these profiles. 
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3.5.2 Evaluation of Energy Profiles 
The mean of the energy profiles of utterances with the same tone spoken by each 
individual speaker is plotted in Figures C.l to C.20 which are included in appendix C 
for references. The number of tokens that has been used to calculate the energy profile 
is the same as that in computing the mean pitch profile as listed in Table 3.1. It is 
noted that the similarity between the mean energy profiles of the same tone from different 
speakers are much less than that of the pitch profiles. It is also observed that in some 
cases, the energy profiles of different tones from the same speaker are even 
indistinguishable from each other. For example, tone 1，5 and 6 of speaker 03 as depicted 
in Figure C.2. Another example is tone 2，5 and 6 of speaker OF as shown in Figure 
C.6. Furthermore, the statistical variation of each element in the energy profile of a given 
tone (shown in Figures C.21 to C.24) is also much larger than that found in the pitch 
profile. From these preliminary observations, the energy profile alone does not seem to 
contain enough information for classifying most of the different tones. In the following 
paragraphs, we shall concentrate on the identification of possible parameters that can be 
used to supplement the pitch related parameters and duration in performing tone 
classification. 
There are only two phenomena that are generally true for most speakers. The first 
one is that the two rising tones have mean energy profiles that attain their maximum near 
the end of the syllable, however, this is not quite true for some speakers, say, speaker 
OF as shown in Figure C.6 and speaker OK as shown in Figure C.9. The second is that 
the energy profile of the lower level tone (tone 2) attains its maximum at the beginning 
of the syllable and decreases at a rate faster than the other tones. Again there are 
exceptions, for speakers OC (Figure C.4), OD (Figure C.5), OF (Figure C.6), OH (Figure 
C.l), OJ (Figure C.8), OK (Figure C.9) and 18 (Figure CI6) , there are other energy 
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profiles from other tones, namely tone 1，5 and 6，which are very similar to that of tone 
2. Besides, i f the statistical variation of the whole energy profile is taken into 
consideration, the degree of this kind of exception wi l l even be more severe. 
The distribution of the location of the maximum Omax) in the energy profile of the 
rising tones and the other tones of all the tokens in the speech corpus is plotted in Figure 
3.10. From these curves, we can classify the token as having a rising tone when the 
parameter j ^ x is greater than a threshold and reject the token i f of the token is 
less than the threshold. The accuracy, misclassification rate and rejection rate as a function 
of j仇 are shown in Figure 3.11. A reasonable threshold can be chosen by acquiring a 
good proportion of the rising tone tokens correctly classified while the mistaken rate 
should be relatively low. With a threshold of 7^=11, the percentage of tokens being 
identified as rising tones is 9.2%. Out of this 9.2%, 8.0% are correctly classified as 
rising tone tokens and 1,2% are contributed by the misclassification of other tokens as 
rising tones. Since the percentage of rising tone tokens in the corpus is around 28.6% 
(cf. Table 2.4)，28.0% of all rising tone tokens can be correctly classified using this simple 
parameter. While only 1.7% of all non-rising tone tokens are misclassified as having 
rising tone in this case. * -
The second parameter derived from the energy profile that has been used to measure 
the rate of falling of the profile is the skewness factor SK” This skewness factor is 
defined as, 
脆十1 (3.29) 
where j腿 is the index of the element with maximum energy in the energy profile, and 
jt is the index of the first element with energy exceeding i% of the maximum energy in 
the profile when searching from the end of the profile. It is noted that tone 2 tokens 
are most easily confused with tone 6 tokens by using the pitch based parameters. 
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Therefore, the usefulness of SK, in reducing this kind of confusion is evaluated. Various 
values of t has been evaluated and t=30 is found to be quite optimum. The distribution 
of SK^o of tone 2 and 6 are plotted in Figure 3,12. Since most tone 2 utterances have 
a smaller SK孙 the token can be classified as tone 2 when the token is smaller than or 
equal to a threshold. The accuracy, error rate and rejection rate of all tone 2 and tone 
6 tokens in the speech corpus are drawn in Figure 3.13 as a function of this variable 
threshold. When a threshold of 7 is chosen, the accuracy is found to be 38%, error rate 
18% and rejection rate 44%. From these results, we can see that although this parameter 
can give some indication on whether the token belongs to tone 2，the confidence on this 
indication is not too high. 
3.6 SUMMARY 
Several feature parameters of the isolated Cantonese utterances based on the analysis 
of the acoustic properties of tokens in the speech corpus have been derived for tone 
identification. These parameters include the rising index of the pitch profile, average 
initial pitch and average final pitch, normalized average initial pitch and normalized average 
final pitch, duration, the energy skewness factor and the location of the maximum in the 
energy profile. The characteristics of these parameters are tabulated in Table 3.3 as a 
brief excerpt 
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Table 3.3 Summary of Acoustic Feature Parameters for Tone Classification 
Parameter Characteristics 
Rising Index (S) Speaker Independent 
Average Initial Pitch {Pg) Speaker Dependent 
Average Final Pitch (Pp) 
Normalized Average Speaker Independent, but require the explicit 
Initial Pitch (P；^ ) normalization of the Intrinsic Pitch {Pj) of the 
Normalized Average speaker. 
Final Pitch {Pj^) 
Duration (D) Speaker Independent, useful in distinguishing ‘ 
between entering tones and non-entering tones. 
Location of maximum in Useful in distinguishing between rising tones from 
energy profile Omax) the other tones. 
Skewness factor iSK^^^ Useful in distinguishing tone 2 from tone 6. 
(but the confidence is low) 
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4 IMPLEMENTATION OF THE TONE CLASSIFICATION SYSTEM 
Various situations in which a tone classification system may be applied has been 
discussed in Chapter 2. In this chapter, a model of a simple tone classification system 
for isolated Cantonese words, together with the details of its implementation wi l l be 
described. The system basically composes of six units which include the syllabary 
database, endpoint detector, feature extraction unit, parameter normalization unit, intrinsic 
pitch estimator and classifier. The functional block diagram of the tone classification 
system is shown in Figure 4,1. 
The first functional block is the endpoint detection unit. The main function of it is 
to locate the endpoints of the discrete utterance in the input speech signal. 
After the beginning and end of an utterance have been correctly located, feature 
parameters pertinent to tone classification are extracted from the speech samples. The 
features extracted can be divided into two classes. The first class is the speaker 
independent parameters which can be passed directly to the classifier for further processing. 
The second class consists of speaker dependent parameters that require explicit 
normalization before they can be utilized- by the classifier of those systems dedicated for 
multi-user. 
The intrinsic pitch estimator is used to find the speaker normalization parameter, 
namely the intrinsic pitch, Pj. Since P； differs from speaker to speaker, a training session 
is necessary such that it can be estimated by the system. After Pj is found, the speaker 
dependent parameters can be adjusted by the parameter normalization unit and then passed 
to the classifier. However, for single speaker system, both the intrinsic pitch estimation 
unit and the normalization unit need not be present and the speaker dependent parameters 
can be fed to the classifier directly. 
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The syllabary data base is basically a lookup table in which the validity and the 
pronounceable tones of a given phonetic transcription of a syllable can be checked. 
Therefore, any possible tones of an input token can be determined through a simple table 
lookup procedure when the phonetic information on the token is available. This phonetic 
information might be from the output of a phoneme classifier or the Pinyin ( 拼 音 ) 
typed in by the speaker when using a Pinyin Chinese character entering system. As 
described in Chapter 2, each valid phonetic transcription of a Cantonese syllable might 
be uttered by using a restricted number of tones. With the knowledge on the phonetic 
transcription of the token, the possible tones for this token can be identified in the syllabary 
data base. This information is then passed to the classifier to assist it in selecting the 
valid outcomes. Although a detail analysis on the utilization of phonetic information is 
not included here, one specific example in utilizing the information on the final consonants 
of the input tokens in the classification system wi l l be described. 
The major task of the classifier in a tone classification system is to make a decision 
on which tone the token is belonging to based on the feature parameters and other auxiliary 
acoustic or phonetic information that have been extracted. 
The algorithms used for endpoint detection, feature extraction, and parameter 
normalization have already been described in Chapter 3. In the following sections, we 
shall concentrate on the design and implementation of the speaker normalization unit and 
the classifier. 
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4.1 INTRINSIC PITCH ESTIMATION 
The actual intrinsic pitch (P^) of a speaker can be regarded as the mean of Py of 
utterances with tone 2，3, 4，and 6. In this section, two approaches in estimating the 
intrinsic pitch of individual speaker wi l l be described. 
The first approach to find the intrinsic pitch of a speaker is achieved by means of 
using a training session with a pre-selected vocabulary. The speaker is required to utter 
the vocabulary, which consisted of tokens pronounced with tone 2，3，4，and 6’ to the 
classification system prior to the actual use of the system. Pu of each token is first 
calculated and the intrinsic pitch,尸,，can then be estimated by averaging out Py of all 
these spoken words. Although this approach is rather trivial, it works well on condition 
that the speaker does not change the overall pitch of his or her voice very much after 
the training session. 
# 
The second approach to estimate the intrinsic pitch is done by making use of the 
speaker independent parameters and the statistics of Py of the input tokens. In this 
method, the intrinsic pitch is updated continuously throughout the course of classification. 
Let PuQ^) be the average initial pitch of the N他 token, P}(N) be the adapted intrinsic 
pitch of the system and Pe(N) be the estimated intrinsic pitch after the presentation of 
the N也 token. The value of the adapted intrinsic pitch is updated according to the 
following equation, 
Pj{N)=Pj{N 一 1)(1 -a (AO) + P五(AOa(AO (4.1) 
where 
；a ( l ) = 1 (4.2) 
\a(N) = {a{N 一 1) - 0.2) x 0.6 + 0.2 
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This update equation essentially smooths out the effect of the undesirable variation of 
Pe(N、on Pi(N). The coefficient a is initially set to 1 and decay to 0.2 so that the 
weighting of each Pe(N) in Pj(N) is approximately equal when N is small. When N is 
large, the newest estimation wil l have the highest weighting while the older the 户£(") 
-“ 
the smaller its weighting is. 
Two techniques have been applied to estimate the intrinsic pitch iteratively. The 
first technique is motivated by noting that some of the tone 3 and 4 tokens can be 
distinguished from the others with high confidence by using a simple thresholding rule 
on the speaker independent parameters, namely the rising index and duration. This 
thresholding rule is given in Procedure 4.1 as shown below, 
i f {S > 1.35) and (D > 0.30) then 
PEi(m=Pu(N) else P,^(N) = P j ( N - l ) 
Procedure 4.1. Estimation of intrinsic.pitch from speaker independent parameters 
where Pei(N) is the estimated intrinsic pitch found by procedure 4.1. The threshold for 
S is chosen such that the rate of misclassifying non-rising tone tokens as rising tone is 
less than 0.1%. The second condition is added to ensure that the token is less probable 
to be of entering tone. 
The second technique utilizes the dynamic range of averaged initial pitch of the last 
20 tokens presented to the system in the estimation process. The estimated intrinsic pitch 
户£2(") can be found by Procedure 4.2 which is listed as follow, 
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PmJN) = max(P^(/) | (A^ -19<z <iV) and (i > 0)) 
= min(p^(/) | (A^ -19<z <A^) and (/ > 0)) 
Range (N)= 
PUN) 
if (Range (N)> 135) then 
PE2(N) = mtan(P^(i) < x 1.1) and 
(N-19 <i<N) and (i > 0)) 
else 户五 =户 / ( " - 1 ) 
Procedure 4.2. Estimation of intrinsic pitch using statistics of averaged initial pitch 
The essence of this procedure is to ensure that there exist at least one token which is 
either of tone 1 or 7 and at least one token which is either of tone 2，3，4，6，or 9 in 
the previous 20 input tokens by thresholding on the parameter Range, I f Range is large 
enough, the tokens with small Pu should be from tone 2，3，4，6，or 9 while the tokens 
with high Pu should come from either tone 1 or 7. Therefore, the mean of P^ of those 
tokens with small Pu should give a good estimate of the intrinsic pitch of the speaker. 
By using both procedures, the estimated intrinsic pitch upon the presentation of the 
input token can be found by the following equation, 
尸 身 户 ( 4 . 3 ) 
This estimation procedure enables the system to compute the intrinsic pitch value of an 
unknown speaker and then keep track of this value continuously. Figure 4.2 shows the 
value of the adapted intrinsic pitch (P/(/V)) along with the actual intrinsic pitch as 
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a function of N for a particular speaker. The sequence of the tokens applied to the 
system is in random order. At N=0, the system does not know a priori the intrinsic pitch 
value of the speaker. When more tokens are applied, the intrinsic pitch of the unknown 
speaker could be found i f the variable, Range, became sufficiently large or when a 
recognizable rising tone token was located. The adapted intrinsic pitch value wi l l fluctuate 
around Pj^ and this fluctuation is usually within ±5% of Pj^ in all the trials performed 
by using tokens from different speakers. Since the actual tone of the input tokens are 
unknown to the system, the number of utterances that the speaker has to speak before 
the intrinsic pitch can be estimated is also unknown. Nonetheless, i t has been found in 
our simulations that an initial estimate of the intrinsic pitch can be obtained with roughly 
10 input tokens. 
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4.2 THE CLASSIFIER 
The basic architecture of the classifier in the proposed tone classification system is 
shown in Figure 4.3. The core of the system consists of a neural network which gives 
the likelihood on a specific tone in which an input token is most probably belonging to 
by making use of the feature parameters. The secondary unit of the classifier is a 
post-processor which utilizes the outputs from the neural net and other additional 
information derived from the input utterances to identify the tone of that particular token. 
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Figure 4.3. Functional Block Diagram of the Classifier 
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4.2.1 Neural Network 
Artificial neural net is basically a trainable classifier [27]. The classification 
capability of a specific class of net, namely the multi-layer feedforward neural net, has 
long been recognized. However, no supervised training algorithm was known to find the 
parameters of this kind of net until 1986 when Rumelhart et al. discovered the generalized 
delta rule for backpropagation of error [10]. Since then, this class of classifier has widely 
been used for the classification of static patterns. Owing to the fact that the number of 
feature parameters for each input utterance is fixed, therefore hyper-planes in the feature 
parameter space can be found to separate the tokens into the desired classes with minimal 
error. These hyper-planes can be represented by the weight in the hidden layer in the 
multi-layered feedforward neural network and the desired weight can be found by the 
well known back propagation algorithm. Therefore, the feedforward neural net is 
appropiate for classifying the input token based on the parameters extracted. 
The topology of the neural network adopted in our tone classification system is the 
feedforward network. The network consists of one input layer, one hidden layer and one 
output layer. Each node in the input layer (input node) is connected to every node in 
the hidden layer, and each node in the hidden "layer (hidden node) is, in turn, connected 
to every node in the output layer (output node). The schematic diagram of this network 
is depicted in Figure 4.4, In this figure, nodes are represented by circles and connections 
are represented by arrows. The number of input nodes, hidden nodes and output nodes 
are denoted by Nj, N r and N。respectively. Each input node corresponds to one input 
parameter, so Nj w i l l equal to the total number of feature parameters to be used in the 
classification process. Since each output node corresponds to one of the output classes, 
hence, Nq w i l l equal to the number of classes to be distinguished. The output value of 








Figure 4.4 Schematic Diagram of a Feedforward Neural Network ‘ 
node in the hidden and output layers are computed from the total net input to the node, _ - -
denoted by netpj, on presentation of pattern p to the network. The total net input to node 




0 p j = f _ p 》 (4.5) 
where Opj is the output of the f node, 
Opi is the output of the 严 node in the preceding layer, 
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Wji is the connection weight between the input of node j and output of node i, 
0) is the bias term of node j , and 
/ ( ) is the activation function which can be expressed as 
“ ； 1 ( 4 . 6 ) 
The weights of different connections in the network are trained by backpropagation, which 
is, in fact, a supervised learning algorithm based on gradient descent method. Furthermore, 
by treating the bias term of each node as the weight of the connection between the 
f node and the output of a node with constant output value (1 was used in our experiment), 
the bias can be deduced by the same method as the one being used to f ind the weights. 
The details of a modified version of the backpropagation algorithm with improved 
convergence rate, which can in effect, reduce the computation required in training a 
network w i l l next be described. 
4.2.1.1 The Modified Backpropagation Algorithm 
The most commonly used algorithm in training a feedforward neural net is the 
backpropagation algorithm (BP) after Rumelhart et al [10]. In this section a modified 
version of this algorithm alongside with the original one wi l l be described. The modified 
version has been shown experimentally to be able to converge much faster which, in mm, 
can reduce the computing time required in training a network. 
The first step in training a feedforward neural net is to initialize the weights and 
biases of every node in the network with small random values. On applying a training 
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input pattern, the outputs of the nodes in the hidden layer and the output layer of the 
network are evaluated in succession by a forward pass according to equation (4.5). The 
output values of the output layer wi l l then be compared with the corresponding training 
output pattern and the errors wi l l be propagated back to the preceding layers by a backward 
pass. With these backpropagated information, the weights and bias of each node are 
updated according to the delta rule which wi l l be explained later on. The same forward 
and backward passes wi l l be applied to other training patterns until the error of the network 
with respect to all the training patterns is minimized. 
The error of the network when being fed with a training pattern p can be defined 
as, 
Ep 如-tj (4.7) 
which is the sum of the square difference between the output value of each node in the 
output layer,〜，and the corresponding teaching output value, r刃 T h e mean square error 
of the net with respect to all the teaching patterns is given by, 
—ILEp ‘ (4.8) 
M S E = ^ 
p 
which is simply the mean of the error contributed by all patterns. 
The heart of the backpropagation algorithm is the delta rule. I t was derived by 
minimizing the mean square error measure defined in equation (4.8). Each weight in the 
net is updated upon the arrival of the p'^ pattern by, 
w力-(n) = Wjiin - 1) + A^Wj, (4.9) 
A , 尸 riSp/V (4.10) 
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where A^w力.is the change in the weight Wji when the p'^ pattern is presented, 
ri is the learning rate, 
is the delta of the , node, and 
冗 is the output value of the 产 node. 
For the hidden layer, 
(4.11) 
k 
where is the delta of the k!^ node in the output layer and the function f is the first 
derivative of the activation function f defined in (4.6). Whereas for the output layer, 
〜 ) = ( 。 - 〜 • ) / , ( " 〜 ） ( 4 . 1 2 ) 
Since a logistic function in equation (4.6) is used to compress netpj to the output of node 
j，so 
f(netpj):=OpAl-Opj) (4.13) 
hence, the delta for the output nodes is 
I f binary teaching output values are assumed, i.e. 
_ j l {true) (4.15) 
& =lo {false) 
then, the delta for the two cases are, respectively, 
S i = ( l - o . ) V (4.16) 
PJ tpj = 1 、上 Up�) Up] 
and 
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5 1 (4.17) 
In Figure 4.5，the curve labelled with "old delta (t=1.0)" shows the variation of 5 
as a function of the output value, Op), of the node in the output layer with teaching output 
value equal to 1.0. The value of 5 increases monotonically when Opj changes from 0 to 
1/3 (region A) and decreases when Opj is greater than 1/3 (region B). However, when 
Opj is in region A, the error is larger than that in region B. Therefore, the value of 5 
which reflects this error should be consistently larger in region A than that in region B. 
But 5 in standard BP is not always that "consistent". 
A new delta, ？ i s defined in our study for the output layer which follows the 
above statement more faithfully than the original 5力.To this end, 
叩 W o f l 2 - l ] g 二 0 
where m is a scaling constant that ensures the maximum of the new delta is identical to 
that of the original delta. The new delta function is plotted alongside with the original 
delta in Figure 4.5 for ease of comparison. This delta is zero when the output value is 
the same as the teaching input value and its magnitude increases monotonically when the 
error between the output and teaching input is increased. In addition, the sign of the 
new delta function also follows exactly as the original delta. 
In general, for binary teaching values, any value greater than 0.5 may be used to 
represent true and any value below 0.5 may be used to represent false. Furthermore, it 
is an usual practice to use 0.9 as true and 0.1 as false to increase the learning rate of 
the network during the training phase. This wi l l make the value of the new delta as 
given by equation (4.18) to be non-zero when there is actually no error. In order to 
generalize the new delta for different teaching values, i t is redefined as, 
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f 「 「 〜 ( 4 . 1 9 ) 
m I - - f - 0.5 and t^ ^ > o^. 
L V tpj y J 
\fo . - l Y -
” J m —1 g < 0.5 and f^. < 
、 ^ V p J - ^ J 」 
、 0 otherwise 
Figure 4.6 shows the original and new delta function when the teaching values are 
being set to 0.1 and 0.9. The new delta is explicitly assigned to null in the following 
regions, 
region 1 : g > 0.5 and t^j < o^j 
region 2 : g < 0.5 and r刃. > 
because the output value of the node in region 1 (2) is more "true (false)" than the 
teaching value, so there is no need to pull the value of the output towards the less "true 
(false)" teaching value. On the other hand, the original delta tends to pull the already 
correct output value towards the less correct teaching value. The new delta has effectively 
introduced a range, rather than a point in-the original delta, where the error between the 
teaching value and the output of the net is zero. With the new delta, only those output 
nodes with output values which are less correct than the teaching values have the right 
to alter their weights and propagate the error to the preceding layer. 
Besides the delta, the square error E^ which is used to evaluate the convergence of 
the network needs to be modified as well. Since the output in regions 1 and 2 are all 
correct, so they shall not contribute to any error. The error measure for the net using 
the new delta with respect to pattern p， i n this case, is 
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Figure 4.6 Original and Modified Delta with (0.9, 0.1) as Teaching Values 
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Ep = \ 块 p j - tpjf (V; I Opj not in regions 1 and 2) ( 《 二 ⑴ 
丄j 
In order to compare the old and the new delta rigourously, the maxima of the two functions 
are made equal by setting the constant m in the new delta to 0.12623 and the error 
measure used in both cases is given by equation (4.20). Two different networks (iV/=4, 
Nii=20 and No=9、have been trained by using the original and new delta with the same 
initial random weights and training data set with (0.9，0.1) as teaching values for true 
and false. The training data consisted of the feature vector and the desired output of 
around 7000 isolated words from 10 different speakers. The feature vector consisted of 
4 parameters, they were, 户 例 ， S and D described in Chapter 3. The learning curves 
for the original delta and the new delta for different T] are depicted in Figures 4.7 and 
4.8 respectively. For r|=0,l , the number of training iterations with all training patterns 
required by the net to reach a MSE of 0.2 is only 27 when the new delta is used whereas 
34 iterations is required when the original delta is employed. These results demonstrate 
that the convergence rate for the new delta is consistently faster than that of the original 
one for all values of r| that have been tested. The learing rate r| was chosen to be 0.1 
to produce an acceptable MSE and reasonable convergence rate in all training of the 
networks for evaluation of the tone classification systems. Since overlapping of the 
different classes in the feature space had been ovserved, the classification problem is 
intrinsically linearly inseparable. Attempt to use classical linearly separable problems, for 
example the parity problem, to test the modified algorithm had also been made. However, 
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4.2.2 Post-processing Unit 
The different building blocks in the post-processing unit is shown in Figure 4.9. 
The major activity of this post-processing unit is to incorporate the output of the neural 
net with other additional information that may help to give the final decision on classifying 
the specific tone of the input token. 
It is known that some of the tones of a particular syllable may not exist at all in 
the Cantonese dialect. Therefore, the output values of the neural net, which assumes all 
the tones are possible outcomes, need to be consolidated i f the phonetic transcription of 
the syllable is known a priori. The first block utilizes the information of the possible 
valid tones of the input token from the syllabary database to set those output values of 
the neural network which does not correspond to any of the valid tones to 0. This 
effectively mask out those invalid tones as possible outcomes. I f no information from 
the database is available, no masking wi l l be performed. 
The second block employs the masked version of the neural network outputs to 
determine the final output that has the maximum activation. Furthermore, rejection 
thresholds can also be implemented to reject those tokens which are less probable to be 
correct The required thresholds can be derived based on the desired confidence on the 
classified results and the overall classification accuracy. A detail evaluation on these 
thresholding rules wi l l be presented in section 5.3. 
The last sub-unit uses the information from the intrinsic pitch estimator to validate 
the results of the second block. The input utterance wi l l be treated as unclassified i f the 
intrinsic pitch has not been estimated, otherwise, the results from the second block wi l l 
be passed to the output of the post-processing unit unaltered. Since no intrinsic pitch 
estimator is present in a single speaker system, so this block wi l l be omitted and the 
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Figure 4.9 Block Diagram of the Post-processing Unit. 
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5 PERFORMANCE EVALUATION ON THE TONE 
CLASSIFICATION SYSTEM 
In this chapter, the performance of the proposed tone classification system for single 
speaker, multi-speaker and speaker independent applications wi l l be evaluated. For each 
particular application, only a subset of the feature parameters derived in Chapter 3 wi l l 
be used. These subsets are carefully selected to maintain high recognition accuracy while 
minimizing the computation complexity. 
To evaluate the system performance, extensive computer simulations have been 
carried out. Firstly, a number of training data sets and test data sets are extracted from 
the speech corpus for training and evaluating the system respectively. Secondly, the 
performance of the system has been studied with the number of hidden nodes in the 
neural network being varied. Finally, the overall accuracy of the system and the extent 
of each tone being misclassified as another tone wi l l be analysed. The figure of merit 
used in assessing the performance of the system is the classification accuracy by using 
a set of test data which is completely different from the training data, i.e. under an open 
test. This is because once the system is being trained and put into actual use, only 
unknown tokens that have never been taken part in the training process wi l l be tested. 
Hence, only the test results of the tokens not included in the training set can reflect the 
actual classification accuracy of the system. 
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5.1 SINGLE SPEAKER TONE CLASSIFICATION 
Figure 5.1 shows the schematic block diagram of the single speaker tone classification 
system. The design and operation of each functional blocks has already been explained 
in the previous chapters. The feature parameters used in this system are the rising index 
OS), duration (D), averaged initial pitch (尸“）and averaged final pitch (/V). With these 
4 input parameters and the 9 tones to be classified, the neural net in the classifier block 
is, therefore, constrained to have 4 input nodes, 9 output nodes and varying number of 
hidden nodes (iV"). 
In any single speaker tone classification system, both the training tokens and test 
tokens have to come from the same speaker. Ten sets of utterances from 5 different 
male and 5 different female speakers have been used for evaluation purpose. For each 
speaker, there are three complete utterances of the whole vocabulary in the speech database. 
The tokens of the first two trials obtained in the recording process of each speaker are 
used as the training data while the tokens of the third trial are employed as the test data 
accordingly. 
Ten neural nets have been trained individually with the training data from each of 
the ten speakers for a given iV". The average accuracy of the system for a close test is 
referred to as the mean of the classification accuracy of the training data. While the 
average accuracy for an open test is considered as the mean of the classification accuracy 
of all the test data. The average classification accuracy for both open and close tests 
with varying N^ are drawn in Figure 5.2. 
From the results, we observe that there is a significant improvement of around 5% 
in accuracy in both open and close tests with each extra hidden node being added until 
However, when the number of hidden nodes has been increased to 15, the 
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open test is only 2%. When iV" is further increased, no significant improvement in 
performance can be found. Therefore, in a system where computation is at its premium, 
iV"=5 should be chosen, in which an average recognition accuracy of 85% can be achieved. 
While for a system with an optimal accuracy of around 87%, Nh=15 should be used. 
We shall next analyse the major causes for confusion of tones in the identification 
process. With the number of hidden nodes being chosen as 15, the confusion matrices 
of all tokens in the close and open tests are shown in Table 5.1 and 5.2 respectively. 
The confusion matrix shown in Table 5.1 is formed by adding up the corresponding entries 
of all the confusion matrices when each of the training data is being classified by the 
corresponding net. Table 5.2 is formed in a similar way with the test data. The highlighted 
numbers in the tables are used to indicate those entries whose percentage of 
misclassification is higher than 2%. 
From the confusion matrices, major confusions are found between tone 3 and 4， 
tone 4 and 5, tone 5 and 6, tone 2 arid 6, and tone 8 and 9. These results are consistent 
with the observations found in the analysis of the pitch profiles as described in Chapter 
3 (cf. Table 3.2). However, most of the completely confused entries between the entering 
tone and non-entering tone shown in Table 3.2, namely between tone 1 and 7, tone 2 
and 9，and tone 5 and 8，have not appeared here, This is because the incorporation of 
the parameter duration (D) has effectively distinguished the entering tones form the 
non-entering tones for single speaker tone classification. 
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Table 5.1 Confusion Matrix of a Single Speaker Tone Classification System with 15 
Hidden Nodes (Al l Training Data Sets) 
Recognized As Tone 
1 2 3 4 5 6 7 8 9 Total Accuracy 
Tone 1 671 2 0 1 1 0 1 0 1 677 99.11% 
Tone 2 0 655 3 3 0 10 1 0 1 673 97.32% 
Tone 3 2 3 643 24 3 0 1 0 0 676 95.11% 
Tone 4 1 2 15 592 10 9 1 0 2 632 93.67% 
Tone 5 5 4 4 20 552 4 3 3 2 1 634 87.06% ‘ 
Tone 6 0 10 1 6 15 642 0 2 2 678 94.69% 
Tone 7 0 1 0 0 0 0 1 1 7 1 0 119 98.31% -. - -
Tone 8 3 1 1 1 11 1 1 177 2 2 218 81.19% 
Tone 9 0 7 0 0 1 8 0 31 271 318 85.22% 
80 
Table 5.2 Confusion Matrix of a Single Speaker Tone Classification System with 15 
Hidden Nodes (All Test Data Sets) 
Recognized As Tone 
1 2 3 4 5 6 7 8 9 Total Accuracy 
Tone 1 325 4 0 2 1 0 2 1 1 336 96.72% 
Tone 2 1 301 4 5 0 15 1 1 6 334 90.11% 
Tone 3 2 4 302 19 1 0 5 1 2 336 89.88% 
Tone 4 1 4 19 269 8 8 2 1 2 314 85.66% 
Tone 5 2 2 1 15 251 3 9 1 1 2 314 79.93% ‘ 
Tone 6 0 14 1 7 21 289 0 0 5 337 85.75% 
Tone 7 2 1 0 0 0 0 48 5 0 56 85.71% 
Tone 8 5 1 2 1 4 0 2 81 1 3 109 74.31% 
Tone 9 2 3 1 1 0 8 0 16 124 155 80.00% 
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5.2 MULTI-SPEAKER AND SPEAKER INDEPENDENT TONE 
CLASSIFICATION 
In this section, two multi-speaker tone classification systems wi l l be described and 
their applicability to speaker independent tone identification wi l l be evaluated. In the 
first system, no phonetic information on the token is assumed, whilst in the second system, 
the information on the final consonant of the input tokens are assumed to be known a 
priori. 
In general, three different data sets are required to evaluate the performance of 
multi-speaker systems. The first set is used to train the system and the tokens are collected 
from a specific group of speakers. The second one is a test data set which consists of 
other utterances from the same group of speakers that have participated in providing the 
training data. These data are used for evaluating the multi-speaker recognition accuracy 
of the system. The last one is an independent test data set which consists of tokens 
collected from another group of speakers. This data set is used to evaluate the applicab^ty 
of the system to speaker independent recognition. 
The training data employed in this'study contains all the utterances in the first and 
second trials of the recording from 5 selected male and 5 selected female speakers. The 
corresponding test set is formed by using all the tokens of the third trial from the same 
speakers. Since 20 different speakers had contributed to the speech corpus, the tokens 
recorded in all the three trials from the remaining 5 male and 5 female speakers could 
be used as the independent test data. In order to provide a thorough evaluation, we have 
reshuffled the grouping of the speakers such that 10 different sets of training, test，and 
independent test data were formed. The feature parameters used are the rising index (5), 
duration (D), normalized average initial pitch ( /V ) and normalized average final pitch 
(P fn) , in which Pj^ and PpN requires normalization by the intrinsic pitch of the respective 
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speaker. The intrinsic pitch adopted for normalization is obtained by taking the mean 
of all the average initial pitch of the tokens with tone 2, 3，4’ and 6 for each individual 
recording trial. 
5.2.1 Classification with no Phonetic Information 
With no phonetic information available to the system, the neural net in the classifier 
has 4 input nodes corresponding to the four feature parameters and 9 output nodes 
corresponding to the 9 different tones. The average training set accuracy, average test 
set accuracy and average independent test accuracy are plotted in Figure 5.3 as a function 
of the number of hidden nodes to be used in the neural net. 
From these results, we observe that both the average test set accuracy and the average 
independent test accuracy somewhat level off after N^ has reached 20. Therefore, the 
performance of the system is being studied thoroughly with A^"=20. The average accuracy 
for multi-speaker tone classification is around 77% from the test data, whilst the average 
accuracy for speaker independent tone classification case is approximately 73%. 
The confusion matrices for all the three tests with Nr-TJ^ are shown in Table 5.3, 
5.4 and 5,5 respectively. Again, the entries with misclassification rate greater than 2% 
are highlighted. I t is observed that the entries with high misclassification rate agree with 
those occur in the single speaker system，but the percentage of misclassification is much 
larger. Furthermore, the misclassification of entering tone tokens as non-entering tone 
tokens is very severe (64.9% and 65.7% of the error in classifying entering tone tokens 
are contributed by the misclassification of these tokens as non-entering tone in the test 
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data and independent test data respectively). However, the misclassification of non-entering 
tone tokens as entering tone is less serious. This is probably because the number of 
training tokens of non-entering tone are more than that of entering tone and their ratio 
is approximately 6 to 1. Although this wil l make the accuracy of identifying entering 
-v. 
tone to be less than that of the non-entering tone, the overall accuracy of the system can 
be improved because the frequency of occurrence of entering tone tokens is usually much 
less than that of non-entering tone tokens in ordinary conversation. 
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Table 5.3 "Confusion Matrix of a Multi-Speaker Tone Classification System with 20 Hidden 
Nodes (All Training Data Sets) 
Recognized As Tone 
1 2 3 4 5 6 7 8 9 Total Accuracy 
Tone 1 6066 14 79 22 139 16 40 43 41 6460 93.90% 
Tone 2 37 4967 1 5 8 130 17 503 25 41 507 6385 77.79% 
Tone 3 25 52 5573 643 12 71 13 13 23 6425 86.73% 
Tone 4 19 72 607 4768 121 312 16 29 76 6020 79,20% 
Tone 5 94 99 85 258 4864 453 23 111 68 6055 80,33% ‘ 
Tone 6 24 488 103 237 549 4650 7 62 360 6480 71.75% 
Tone 7 72 1 8 4 16 5 873 84 7 1070 81.58% 
Tone 8 72 19 37 13 357 32 64 1071 400 2065 51.86% 
Tone 9 33 158 28 36 90 268 15 279 2068 2975 69.51% 
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Table 5.4 Confusion Matrix of a Multi-Speaker Tone Classification System with 20 Hidden 
Nodes (Al l Test Data Sets) 
Recognized As Tone 
1 2 3 4 5 6 7 8 9 Total Accuracy 
1 3143 8 14 13 127 2 35 22 9 3373 93.18 
2 36 2527 78 68 14 277 12 7 2 5 2 3271 77.25 
3 22 30 2812 370 11 29 34 7 22 3337 84.26 
4 13 63 3 8 3 2347 89 139 17 11 50 3112 75.41 
5 39 21 52 131 2478 3 1 0 13 49 56 3149 78.69 • 
6 8 3 7 7 46 128 281 2334 0 12 164 3350 69.67 
7 5 8 5 5 5 4 1 437 23 9 547 79.89 
8 4 6 26 9 13 188 28 41 545 183 1079 50.50 
9 8 120 7 15 75 128 3 1 4 2 1056 1554 67.95 
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Table 5.5 Confusion Matrix of a Multi-Speaker Tone Classification System with 20 Hidden 
Nodes (Al l Independent Test Data Sets) 
Recognized As Tone 
1 2 3 4 5 6 7 8 9 Total Accuracy 
1 8264 64 141 73 487 45 3 6 2 139 255 9830 84.06 
2 92 6793 254 227 56 1136 45 37 1010 9650 70.39 
3 41 219 8193 1068 30 78 52 14 65 9760 83.94 
4 78 2 3 3 1221 6535 258 554 33 31 182 9125 71.61 
5 3 4 6 228 97 446 6853 735 37 3 1 5 143 9200 74.48 ‘ 
6 40 1191 115 507 875 6398 4 77 618 9825 65.11 
7 1 4 3 15 27 31 34 7 1280 64 14 1615 79.25 
8 1 5 4 48 61 58 603 69 111 1479 5 6 2 3145 47.02 
9 72 295 56 79 186 418 35 4 4 2 2947 4530 65.05 
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5.2.2 Classification with Known Final Consonants 
When the information of whether the input token ends with a stop consonant is 
available, we can make use of this knowledge by including a post-processing unit such 
that it w i l l mask out the outputs of the neural net which correspond to the invalid tones. 
The construction of the neural net is the same as described in the case for which no 
phonetic information is present. The other approach in utilizing this information is to 
divide the task of tone classification into two branches. They are the classification of 
entering tones and the classification of non-entering tones. The splitting can be achieved 
by constructing two different nets, one for each type of classification. This wi l l decouple 
the effect of the training tokens with non-entering tones on the hidden representation of 
the entering tones in the net and vice versa. Hereafter, the first approach is designated 
as implementation 1 while the latter wil l be labelled as implementation 2. These two 
different implementation methods wi l l be considered and evaluated separately. 
事 
- - _ 
5.2.2.1 Implementation 1 
In this approach, the information on the final consonant is solely used by the 
post-processing unit. The training together with the operation of the neural net is the 
same as before. That means the neural nets that have been trained in section 5.2.1 are 
used in this investigation. When the final consonant of the input tokens is known to be 
a stop consonant, the activation of the outputs of the net corresponding to the non-entering 
tones are set to zero. On the contrary, when the token ends with a non-stop consonant, 
the activation of the outputs of the net corresponding to entering tones wi l l be set to 
zero. The average training set, test set and independent test accuracy are shown in Figure 
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5.4 with respect to different number of hidden nodes. 
From the graph, the optimal number of hidden nodes required for multi-speaker or 
speaker independent tone classification is about 20. For multi-speaker application, an 
average accuracy of around 80.5% can be achieved. Whereas for speaker independent 
tests, the average accuracy is roughly 77.5%. When compared with the situation where 
no phonetic information is available, the improvement is between 3.5% to 4,5%. From 
the confusion matrices in Table 5.6 to 5.8, the improvement in overall accuracy is mainly 
attributed to an increment of over 10% in accuracy in the classification of all the entering 
tones. 
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Table 5.8 Confusion Matrix of a Multi-Speaker Tone Classification System when the 
Information on Final Consonant is Utilized by the Post-Processing Unit and 
with 20 Hidden Nodes (All Independent Test Data Sets) 
Recognized As Tone 
1 2 3 4 5 6 7 8 9 Total Accuracy 
1 6142 22 86 37 148 25 0 0 0 6460 95.07 
2 89 5286 197 164 23 626 0 0 0 6385 82.78 
3 33 62 5587 655 13 75 0 0 0 6425 86.95 
4 26 98 631 4798 133 334 0 0 0 6020 79.70 
5 119 1 2 9 111 2 7 9 4947 4 7 0 0 0 0 6055 81.70 
6 36 600 126 258 573 4887 0 0 0 6480 75.41 
7 0 0 0 0 0 0 945 103 22 1070 88.31 
8 0 0 0 0 0 0 1 2 1 1398 5 4 6 2065 67.69 
9 0 0 0 0 0 0 8 5 4 1 7 2473 2975 83.12 
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Table 5.8 Confusion Matrix of a Multi-Speaker Tone Classification System when the 
Information on Final Consonant is Utilized by the Post-Processing Unit and 
with 20 Hidden Nodes (All Independent Test Data Sets) 
Recognized As Tone 
1 2 3 4 5 6 7 8 9 Total Accuracy 
1 3161 7 26 20 149 7 0 0 0 3370 93.79 
2 60 2586 121 8 3 19 3 9 6 0 0 0 3265 79.20 
3 27 39 2845 361 18 45 0 0 0 3335 85.30 
4 17 8 5 4 0 8 2331 9 2 1 7 2 0 0 0 3105 75.07 
5 67 32 7 2 150 2477 3 4 7 0 0 0 3145 78.75 
6 13 4 1 7 68 137 3 0 4 2406 0 0 0 3345 71.92 
7 0 0 0 0 0 0 484 3 7 2 4 545 88.80 
8 0 0 0 0 0 0 91 722 2 6 7 1080 66.85 
9 0 0 0 0 0 0 48 233 1274 1555 81.92 
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Table 5.8 Confusion Matrix of a Multi-Speaker Tone Classification System when the 
Information on Final Consonant is Utilized by the Post-Processing Unit and 
with 20 Hidden Nodes (All Independent Test Data Sets) 
Recognized As Tone 
1 2 3 4 5 6 7 8 9 Total Accuracy 
1 8568 246 194 180 573 69 0 0 0 9830 87.16 
2 124 7451 354 282 81 1358 0 0 0 9650 77.21 
3 51 2 4 4 8247 1098 36 84 0 0 0 9760 84.49 
4 89 284 1 2 9 8 6597 275 582 0 0 0 9125 1129 
5 4 5 5 2 9 3 181 5 1 9 6975 7 7 7 0 0 0 9200 75.81 
6 62 1 4 5 4 151 5 5 6 8 9 5 6707 0 0 0 9825 68.26 
7 0 0 0 0 0 ' O" 1458 106 51 1615 90.27 
8 0 0 0 0 0 0 298 2000 847 3145 63.59 
9 0 0 0 0 0 0 2 1 6 7 0 2 3612 4530 79.73 
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5.2.2.2 Implementation 2 
In the second approach, the informal ion of the final consonant is utilized by the 
neural net module in the classifier. Two separate nets are trained for each available 
training data set. The first net is for classifying non-entering tones which has 4 input 
nodes and 6 output nodes denoting the 6 non-entering tones. The training is done by 
using the non-entering tone tokens in the training set only. The second neural net is 
dedicated for distinguishing the entering tone tokens which has 4 input nodes for the 
features and 3 output nodes denoting the 3 entering tones. This net is trained by the 
remaining entering tone tokens. The average recognition accuracy for the two nets with 
different number of hidden nodes are depicted in Figure 5,5 and 5.6. Owing to the 
relatively small number of tokens used in obtaining the results for entering tones (Figure 
5.6)，there is a larger degree of fluctuation. Therefore, the number of hidden nodes 
required for classifying the entering tones can only be roughly determined. 
When examining these graphs carefully, we find that the multi-speaker recognition 
accuracy for non-entering tones and entering tones are 81,5% with 20 hidden nodes and 
84% with 8 hidden nodes respectively. The speaker independent recognition accuracy for 
non-entering tones and entering tones are 78.5% with 20 hidden nodes and 81.5% with 
5 hidden nodes. The overall classification accuracy for multi-speaker and speaker 
independent cases are roughly 81.8% and 78.9% respectively. When compared with the 
cases when information on the final consonants are employed by the post-processing unit, 
an improvement of over 1% in both cases is achieved. 
When comparing the computation required by the two methods of implementation, 
we notice that the number of connections in the neural net for implementation 2 is (4x20 
+ 20x6 = ) 200 and (4x8 + 8x3 = ) 56 for non-entering tone and entering tone tokens. 
Since the probability of occurrence of entering tone and non-entering tone tokens are 10% 
and 90% respectively, the effective number of connections required to be evaluated for 
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each token is therefore (200x90% + 56x10% = )185.6. While in implementation 1, the 
number of connections required to be evaluated is (4x20 + 20x9 = ) 260. Therefore, 
implementation 1 requires 40% more computation but is 1% less accurate than 
implementation 2. Hence, implementation 2 should be used when the information of the 
final consonant of the input utterances is available. 
5.3 CONFIDENCE IMPROVEMENT OF THE RECOGNITION 
RESULTS 
In the simulations described in the previous sections, the corresponding tone of the 
output with the highest activation in the neural net is being taken as the recognized tone 
of the unknown input token. That means the confidence that a token is correctly classified 
equals to the recognition accuracy of the system. In situations where a higher confidence 
on the recognition result is required, rejection thresholds can be applied to reject those 
tokens in which they are most probably' incorrectly identified. With thresholding, the 
certainty of the tokens that has been accurately recognized is increased. However, the 
overall accuracy of the system wi l l be lessened because some of the correctly classified 
tokens might be rejected alongside with those incorrectly classified tokens by the 
thresholding. 
In this study, two criteria for rejecting a token are examined。The first one is that 
when the maximum output node activation of the neural net of a token is too low，then 
the token wi l l be rejected. This is because the neural net itself is not confident enough 
on whether this output is correct. The second criterion is that when one or more output 
nodes have comparable activations with the maximum, then the token wi l l also be rejected. 
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In this case, the network is suggesting that the tones corresponding to these nodes are 
all possible outcomes with little difference, and the maximum among them wi l l have a 
higher chance of being an incorrect choice. 
Denote the magnitude of the maximum activation among the output nodes by M l 
and that of the second maximum activation by M2. The token w i l l be rejected i f one 
of the following conditions is being satisfied 
condition 1: Ml (4.21) 
. r , Ml ^ (4.22) 
condition 2 :——〉K, , 
Ml ^ 
where K〜and K^ are the thresholds to be determined experimentally. 
The first condition on M l is equivalent to the first criterion as mentioned above. 
The second condition utilizes the ratio of M2 and M l to measure the proximity between 
the first two maxima. I f the two maxima are close to one another, then this ratio wi l l 
be close to 1. The choice of K^ and K : depends on the required confidence level and 
the acceptable level of degradation on the overall recognition accuracy. In the following 
analysis，we shall use the independent test result in section 5.2.1. to illustrate the effect 
of different thresholds on the confidence level and performance degradation of the system. 
The confidence level of the system is measured by the fraction of tokens that are 
correctly classified among all the input utterances that are not rejected. The larger this 
fraction is, the higher the confidence level of the recognition result w i l l be. The overall 
accuracy of the system is calculated by the fraction of the tokens that are correctly 
classified among all the input tokens (i.e. both the classified and rejected tokens are 
counted). The average confidence level and overall accuracy of the tests using the ten 
sets of independent test data with varying rejection thresholds are listed in Table 5.9 and 
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5.10 respectively. The confidence of the results with no thresholding is 72.7% which 
can be read from the lower left hand corner of Table 5.9. I f a higher confidence level 
is required, the thresholds for rejection can be found by first locating those entries which 
are above the required level in Table 5.9 and the entry with the highest overall recognition 
accuracy among these entries can then be found in Table 5.10. For example, i f a 
confidence of over 80% is required, the best overall accuracy that can be achieved is 
61.7% and the thresholds are and A'产0.6. The entries corresponding to this case 
are highlighted in both Table 5.9 and 5.10. In this specific example, we have sacrificed 
around 11% accuracy to improve the confidence by 7.5%. This trade-off is not acceptable 
in most practical situations. The best overall accuracy that can be attained at different 
level of confidence are found by this procedure and are depicted in Figure 5.7. The 
corresponding percentage of error rejected as a function of the confidence level are also 
plotted in Figure 5.8 for reference. 
From Figure 5.7，it is noted that the cost (i.e. the decrease in overall accuracy;) 
increased with increasing confidence level. However, when the confidence level is close 
to the accuracy with no thresholding, the differential cost is much smaller than that at 
higher confidence level. By setting the confidence level within this region, the certainty 
of the tokens to be correctly recognized can be increased with only a small reduction in 
the overall accuracy. Based on this observation, the confidence level is set at 75.3% 
which w i l l induce a decrease of 2.2% in overall accuracy, but, in return a 2.6% increase 
in confidence is obtained. Furthermore, from Figure 5.8，the percentage of error rejected 
is 4.2% with reference to all tokens. Since the percentage of mistaken tokens before 
thresholding is 27%, the percentage reduction in error is over 15% while there is only a 
marginal decrease of 2.2% in the overall accuracy. Although the confidence on the 
recognized token is not as high as that in the above example (over 80%), the trade-off 
in this case seems to be more reasonable. Of cause, the thresholds might be adjusted to 
other values according to the specified requirements. 
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Table 5.9 Confidence Level of a Speaker Independent Tone Classification System at 
Different Rejection Thresholds. 
^ 
K^ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
0.1 78.0% 78.4% 78.8% 79.4% 79.8% 80.8% 81.2% 81.7% 82.3% 82.0% 
0.2 85.2% 85.3% 85.3% 85.3% 85.4% 85,5% 85.8% 86.0% 86.8% 86,5% 
0.3 82.3% 82.4% 82.4% 82.4% 82.5% 82.7% 83.3% 84.2% 86.1% 86.1% 
0.4 80.4% 80.4% 80.5% 80,5% 80.6% 81.1% 82.0% 83.2% 85.5% 85.7%, 
0.5 78,5% 78.6% 78.6% 78.7% 78.9% 79.6% 80.9% 82.6% 85.1% 85.2% 
0.6 77.2% 112% 113% 77.4% 77,8% 78.7% 80.3% 82.3% 84.9% 85.0% 
0.7 75.9% 75.9% 76.0% 76.2% 76.7% 78.0% 79.7% 81.9% 84.6% 84.8% 
0.8 74.8% 74.8% 74.9% 75,2% 76.0% 77.4% 79.4% 81.7% 84.5% 84.6% 
0.9 73.8% 73.8% 73.9% 74.3% 75.3% 76.9% 79.1% 81.5% 84.3% 84.4% 
1.0 72.7% 72.7% 72.9% 73.4% 74.5% 76.3% 78.7% 81.1% 83.8% 83,6% 
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Table 5.10 Overall Recognition Accuracy of a Speaker Independent Tone Classification 
System at Different Rejection Thresholds. 
K^ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
0.1 1.2% 1.2% 1.2% 1.2% 1.2% 1.2% 1.2% 1.2% 1.2% 1.0% 
0.2 32.0% 32.0% 32.0% 32.0% 32.0% 31.9% 31.8% 31.4% 29.4% 11.2% 
0.3 50.2% 50.2% 50.2% 50.2% 50.2% 50.0% 49.2% 46.8% 41.8% 15.3% 
0.4 59.9% 59.9% 59.9% 59.9% 59.8% 59.1% 57.0% 52.0% 43.9% 16.3% 
0.5 64.5% 64.5% 64.5% 64.5% 64.3% 63.1% 60.2% 53.5% 44.5% 16.6% 
0.6 67,2% 67.2% 67.2% 67.1% 66.8% 65.1% 61.7% 54.3% 44.9% 16.7% 
0.7 68.9% 68.9% 68.9% 68.8% 68.4% 66.4% 62.5% 54.6% 45.1% 16.8% 
0.8 70.5% 70.5% 70.5% 703% 69.6% 67.3% 63.0% 55.0% 45.3% 16.9% 
0.9 71.7% 71.6% 71.6% 71.4% 70,5% 68,0% 63.3% 55.1% 45.4% 17.0% 
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5.4 SUMMARY 
The various tone classification systems described in this chapters have been evaluated 
thoroughly. The performance of each of these systems are outlined in Table 5.11 for 
ease of reference. Furthermore, a procedure for determining the thresholds for rejecting 
tokens that are probably erroneous has been illustrated with an example. 
Table 5.11 Summary of the performance of the tone recognition systems. 
Phonetic Information Speaker No. of Overall Individual Net 
Hidden Averaged Average Accuracy 
Nodes Accuracy 
Single Speaker 15 87% 
No Multi-speaker 20 77% 
Speaker Independent 20 . 73% Not Applicable 
Final Consonant Multi-speaker 20 80.5% 
Known (Implem. 1) Speaker Independent 20 77.5% 
Final Consonant Multi-speaker 20(8)* 81.8% 81.5% (84%)* 
Known (Implem. 2) Speaker Independent 20(5)* 78.9% 78.5% (81.5%)* 
* the figure not in blanket was for non-entering tone and that in the blanket was for 
entering tone. 
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6 CONCLUSIONS AND DISCUSSIONS 
When investigating the different feature parameters that can be used for isolated 
word tone classification for the Cantonese dialect, we find that the temporal variation of 
pitch and the duration of different tones are the two most pertinent parameters as reported 
by most phoneticians. Feature parameters based on pitch and duration have shown to 
give a reasonable performance on various tone classification tasks. The energy time 
profiles of different tones have also been investigated. However, the feature parameters 
based on these profiles when being used in conjunction with the parameters based on 
pitch and duration do not seem to provide any observable or significant improvement on 
the recognition results. Furthermore, by including energy related parameters, the amount 
of computation required is increased. Therefore, these energy profile based parameters 
are not recommended in any of our tone classification systems. 
A general framework of an isolated word tone classification system has been proposed 
and variations of this system have also been evaluated. In single speaker tone 
classification, an average accuracy of 87% is achieved. However, for multi-speaker and 
speaker independent cases, the average accuracy drops to 77% and 73% respectively, 
which is over 10% inferior to that in the single speaker case. Moreover, in situations 
where the final consonant of the input tokens are known, the accuracy for multi-speaker 
and speaker independent applications can be improved to 81.8% and 78.9%. From these 
results, the phonetic information on a token can definitely assist the distinction of the 
tone of a particular token. 
In actual speaker independent or multi-speaker tone identification, the intrinsic pitch 
of the speaker has to be estimated before the commencement of the recognition. Two 
approaches have been described in section 4.1. The first approach in achieving this end 
is to request each unknown speaker to utter a set of words with pre-defined tones to the 
system in a training session. The intrinsic pitch is then estimated from these tokens and 
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used in the normalization of the forthcoming utterances. The results shown in section 
5.2 can be used to reflect the accuracy of the system under this situation. The second 
approach in finding the intrinsic pitch is described in Procedures 4.1 and 4.2， which 
utilizes the statistics of the speaker dependent parameters and thresholding on the speaker 
independent parameters in adapting the intrinsic pitch. The intrinsic pitch estimated by 
using adaptation has been found to be within ±5% of the intrinsic pitch computed by 
using the first approach in most cases. This fluctuation on the intrinsic pitch has caused 
a degradation of around 2% in the overall accuracy of the speaker independent and 
multi-speaker systems. 
It has been assumed that the intrinsic pitch of the speaker does not vary very much 
during the course of the recognition and it is true for the data sets of the speech corpus 
that have been recorded under controlled conditions. In practical situations, however, the 
pitch of the speaker may vary from time to time due to fatigue or changes in the speaker's 
state of mind. Therefore, the adaptation approach in finding the intrinsic pitch which 
keeps track of this variable continuously wil l be able to remove most of this variability 
and should be more superior than the first method. 
In implementing a real-time tone classification system, the first thing on the list of 
consideration is the amount of computation required by the recognition algorithm of the 
system. With the amount of computation being known, the processing element with the 
required computing power can then be selected for constructing such a system. The 
computation load of the tone classification system can be divided into two classes. The 
first class of computation is from the pre-processing of the input speech data. These 
computation include calculating the segmental energy and zero crossing rate, clipping the 
speech signal for pitch detection, endpoint detection and buffer management From the 
implementation [28] of the isolated word recognition algorithm proposed by Lai [23], it 
is found that all these computation can be achieved in real-time by using only 10% of 
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the computing power of a TMS32()C25 digital signal processor and they can be 
implemented in the interrupt process which is responsible for acquiring data from the A/D 
converter. 
The second source of computation is from the extraction of feature parameters, the 
classification of the token and the intrinsic pitch estimation procedure. The intrinsic pitch 
estimation procedure consumes the least processing power and it requires roughly 1000 
instructions cycles for each input token. The computation required in the classification 
is mainly attributed to the neural net. Suppose the net has 4 input nodes, 20 hidden 
nodes and 9 output nodes. There are ail together 260 connections and 29 activation 
functions to be evaluated. Each connection can be evaluated by a multiply and accumulate 
operation, and most signal processor, including the TMS320C25, can compute this type 
of operation in a single cycle. With the activation functions implemented by table lookup, 
the total number of cycles required would be well within 1000. The feature extraction 
procedure requires a lot more computation than the aforesaid functions. . The main burden 
is from the calculation of the correlation sequences in pitch extraction which requires 
approximately 600000 multiply and accumulate operations. With the other overheads in 
feature extraction such as normalization of the correlation sequences and peak searching 
the total number of instruction cycles required is in the order of one mill ion. By using 
a single TMS320C25 running at 10 MIPS, the time that is needed to classify a particular 
input is only 100ms. This recognition delay is acceptable in most applications. 
The amount of input speech needs to be kept in a buffer is about 1.5 seconds. This 
is because the length of each word is at most 0.9 second (cf. Figure 3.9) and 100ms is 
required in processing the utterance, therefore, a total of 1 second is required. Wi th 50% 
allowance made for some exceptional cases, the amount of buffer required is roughly 1.5 
seconds. When the input speech is being digitized by a 16-bit A/D converter sampling 
at lOkHz, about 15k words of memory are needed. I f another I k words of memory is 
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allocated for storing other data structures, the total amount of data memory is 16k words 
only. On the other hand, the algorithm of the tone classification system is not particularly 
complex, therefore, the size of the program shall be well below 16k words. Hence, a 
real-time implementation of the proposed tone classification system can be realised by 
using a commercially available fix-point digital signal processor TMS320C25, 32k words 
of memory, an A/D converter and other glue logic. 
In summary, the study described in this thesis has two major contributions to the 
classification of tones in Cantonese. The first contribution is that it gives an experimental 
confirmation on the importance of the variation of pitch and duration for tone identification 
that has long been accepted by phoneticians with the use of simple statistics on large 
number of Cantonese words uttered by different speakers. The second one is that the 
performance, in terms of accuracy and computation, of the proposed tone classification 
system has been evaluated under various configurations. Since the proposed system is 
the first of its kind, so its performance can be treated as the baseline for other systems 
that are being developed in a later stage. 
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APPENDIX A - VOCABULARY OF THE SPEECH CORPUS 
# 
, ‘ -• •• ‘ •• • ‘. . .. • ‘ 
‘ • •“ . . , 」 • - . 一 . 
牙 鳥 观 亞 霞 瓦 夏 
1 a 3 a 5 a 2 ha 4 | ga 一 6 | ha — 
猜 徒 太 鞋 蟹 械 
1 tsai 3 sai 5 tai 2 hai 4 | hai 一 6 hai— 
敲 巧 考 茅 咬 效 
1 I hau 3 hau 5 hau ‘ 2 mau 4 gau 6 hau 
贪 惨 探 譯 覽 艫 
1 tarn 3 tsam 5 tarn 2 tarn 4 lam 6 lam 
怪 產 傘 閑 晚 限 
1 han 3 tsan 5 san 2 han 4 man 6 han 
坑 省 克 海 猛 孟 
1 hag 3 sag 7 h它k 2 pag 4 mag 6 mag 
妻 缕 II 題 米 系 
1 tsBi 3 ij^i 5 I p i 2 tei 4 | m它i 一 6 | hm ~ 
歐 唯 厚 猴 舅 后 
1 I 卯 3 m 5 hBu 2 hm 4 k^ u 6 hm 
镇 藉 暗 舍 凛 憾 
1 它 m 它m 5 它m 2 hem 4 h m 6 h^m 
KEY 
The Chinese Character - 鸦 
Tone - 1 a - Phonetic Transcription 
A - 1 
Z - V 
I Qf^ I 9 I Gppu I II OF!： I z： II gR L S II I £ I QF!^ I I 
^^ -znr fg. 键条贫 
uif 9 upm inf z uif g uif £ uif x 
逾 ¥ 喜 键 彰 蘇 
raif0~mif~~Z""“ unf7unfc""“|| uiif""“c~mifT 
撥维 I It 辦阁 
nif 9 niui "tz mf ^ nif g nif £ nif i 
窗 # m 营游敏 - - - -
^~ 9~if~""“p""“~tf ~Z”~if I~CII~if I”£II if ~T ~ 
• • 乂 • • r •參 S/ • » w • » C/ •參 
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Figure B . l . Mean Linear Time Aligned Pitch Profiles of Speaker 01 (Male) 
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Figure B.2, Mean Linear Time Aligned Pitch Profiles of Speaker 03 (Male) 
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Figure B.18. Mean Linear Time Aligned Pitch Profiles of Speaker lA (Female) 
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Figure B.4. Mean Linear Time Aligned Pitch Profiles of Speaker OC (Male) 
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Figure B.5. Mean Linear Time Aligned Pitch Profiles of Speaker OD (Male) 
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Figure B.18. Mean Linear Time Aligned Pitch Profiles of Speaker lA (Female) 
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Figure B.7. Mean Linear Time Aligned Pitch Profiles of Speaker OH (Male) 
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Figure B.8. Mean Linear Time Aligned Pitch Profiles of Speaker OK (Male) 
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Figure B.18. Mean Linear Time Aligned Pitch Profiles of Speaker lA (Female) 
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Figure B.IO. Mean Linear Time Aligned Pitch Profiles of Speaker OL (Male) 
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Figure B . l l . Mean Linear Time Aligned Pitch Profiles of Speaker 11 (Female) 
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Figure B.18. Mean Linear Time Aligned Pitch Profiles of Speaker lA (Female) 
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Figure B.13. Mean Linear Time Aligned Pitch Profiles of Speaker 13 (Female) 
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Figure B.14. Mean Linear Time Aligned Pitch Profiles of Speaker I C (Female) 
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Figure B.18. Mean Linear Time Aligned Pitch Profiles of Speaker lA (Female) 
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Figure B.16. Mean Linear Time Aligned Pitch Profiles of Speaker 17 (Female) 
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Figure B.17. Mean Linear Time Aligned Pitch Profiles of Speaker 18 (Female) 
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Figure B.18. Mean Linear Time Aligned Pitch Profiles of Speaker l A (Female) 
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Figure B.19. Mean Linear Time Aligned Pitch Profiles of Speaker IB (Female) 
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Figure B.20. Mean Linear Time Aligned Pitch Profiles of Speaker I D (Female) 
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Figure B.21. Mean Linear Time Aligned Pitch Profiles of Speaker OJ (Male) 
With 士 1 Standard Deviation 
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Figure B,22. Mean Linear Time Aligned Pitch Profiles of Speaker OL (Male) 
With 士 1 Standard Deviation 
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Figure B.23. Mean Linear Time Aligned Pitch Profiles of Speaker 14 (Female) 
With 土 1 Standard Deviation 
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Figure B.24. Mean Linear Time Aligned Pitch Profiles of Speaker IC (Female) 
With 土 1 Standard Deviation 
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Figure B.25 Distribution of P^ for speaker OJ (Male) 
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Figure B.26 Distribution of P^ for speaker OL (Male) 
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Figure B.27 Distribution of Pu for speaker 14 (Female) 
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Figure B.28 Distribution of P^ for speaker IC (Female) 
B - 13 
50 I 20, 
：. h » \ / \ A 40 A. / ； 
0 • * > 1 ® / : 
^ ！ \ ^ g IS 卜.气 
g ‘ i / / ： 
2 . • y i/\ . o / 1 , 
^ I 1 A O 10 - R I"；'"*!"* 
^ 20 — ^ ； T — • " « ? O* •• V \ 
1 . ； i f 1 v . I ； \ h \ h 
iV" 4A J / i f 1 � W 2 5 r � � � � � � � � � 4 厂… — � � � … … … . 
“""•~" Y7T_•..T\：…..…\ “ i / \ \ \ 
。 , / 观 V v ： • . / / . I - y \ . 
“ 80 100 ⑵ 140 160 180 (Hi) M M ^ uT ^ 1M (Hz) 
PF PP Tooel Tone 2 Tooe3 Too«4 Tone 5 Tone 6 rr^7 t…a t—o • . I »ooo! Tone o Tone9 
(a) Non-entering Tones (b) Entering Tones 
Figure B.29 Distribution of Pp for speaker OJ (Male) 
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Figure B.30 Distribution of Pp for speaker OL (Male) 
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Figure B.31 Distribution of Pp for speaker 14 (Female) 
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Figure B.32 Distribution of Pp for speaker IC (Female) 
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Figure C. l . Average Linear Time Aligned Energy Profile of Speaker 01 (Male) 
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Figure C.2. Average Linear Time Aligned Energy Profile of Speaker 03 (Male) 
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Figure C.l8. Average Linear Time Aligned Energy Profile of Speaker IB (Female) 
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Figure C.5. Average Linear Time Aligned Energy Profile of Speaker OD (Male) 
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Figure C.6. Average Linear Time Aligned Energy Profile of Speaker OF (Male) 
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Figure C.7. Average Linear Time Aligned Energy Profile of Speaker OH (Male) 
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Figure C.8. Average Linear Time Aligned Energy Profile of Speaker OJ (Male) 
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Figure C.9. Average Linear Time Aligned Energy Profile of Speaker OK (Male) 
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Figure CIO. Average Linear Time Aligned Energy Profile of Speaker OL (Male) 
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Figure C l l . Average Linear Time Aligned Energy Profile of Speaker 11 (Female) 
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Figure C.13. Average Linear Time Aligned Energy Profile of Speaker 13 (Female) 
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Figure C.14. Average Linear Time Aligned Energy Profile of Speaker 14 (Female) 
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Figure C . l8 . Average Linear Time Aligned Energy Profile of Speaker IB (Female) 
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Figure C.16. Average Linear Time Aligned Energy Profile of Speaker 18 (Female) 
1 1 — 
0.8 •*—— - — 0 8 _ — 
, 内 I . . 一 . . 
0.6 Y"V* 0 6 ••••F— ••工 一 
1 F 、 i V / \ 
I 0.4 - - 略 … " I 0 . 4丄 . Z … …二^ ^ ^ ^ . 
i • \ I / 
0.2 •^....^...-....^^^...j. i. > Q 2 . ...... _ ^S-ySy 
0 I ‘ » ‘ “ ‘ 1 1 T 0 I ‘ 1 I I I I 1 J 
2 6 8 10 12 14 16 2 4 6 a 10 12 14 16 
Linear Aligned Time Linear Aligned Time 
丁 T c n o 2 Tone 3 Tone 4 Tono 5 Too® 6 Tono 7 Tono 8 Tono 9 
B -O"— - — — — • • Q 
Sp«k«MA SpHkanA 
(a) Non-entering Tones — ( b ) Entering Tones 
Figure C.17. Average Linear Time Aligned Energy Profile of Speaker l A (Female) 
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Figure C.19. Average Linear Time Aligned Energy Profile of Speaker IC (Female) 
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Figure C.20. Average Linear Time Aligned Energy Profile of Speaker ID (Female) 
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Figure C.21. Average Linear Time Aligned Energy Profile of Speaker OJ (Male) 
With 士 1 Standard Deviation 
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Figure C.22, Average Linear Time Aligned Pitch Profile of Speaker OL (Male) 
With 土 1 Standard Deviation 
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Figure C.23. Average Linear Time Aligned Pitch Profile of Speaker 14 (Female) 
With 士 1 Standard Deviation 
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Figure C.24. Average Linear Time Aligned Pitch Profile of Speaker IC (Female) 
With 土 1 Standard Deviation 
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