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• Very Simple Words: 
 
      Phenomena (Y) =  f(X1 , X2 , X3 ,..., Xn ) 
Review and Summary 
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Number of Crashes 










 Regression: Y =  f(X1 , X2 , X3 ,..., Xn ) 
  














P(TAXI) = ? 
Review and Summary 
5 
f(BUS) = (𝑎1 × Fare) + (𝑎2 × TT) + (𝑎3 × ComInd)  
F(CAR) = (𝑏1 × Gas Price) + (𝑏2 × TT) 
• Review and Summary 
• Challenges 
– Panel Setting 
– Heterogeneity 
– Model Identification 
– Preponderances of Zeros 
– Endogeneity 
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It is All About  
Variation and Correlation 
3 
Friday Afternoon Quote: 
10 
Y(obs) X1 X2 X3 … Xn 
20 0.03 1000 0 … … 
15 0.05 2500 0 … … 
24 0.01 1000 1 … … 
10 0 0 1 … … 
10 0 1200 1 … … 
0 1 1500 1 … … 
4 1.5 1500 0 … … 
7 0.5 200 1 … … 
14 0.2 500 0 … … 
20 0 550 0 … … 
Pavement  






Number of Crashes ~ (𝑎1 × Pavement Thickness) + (𝑎2 × Rainfall) + (𝑎3 × Sex)  




Y(obs) X1 X2 X3 … Xn 
20 0.03 1000 0 … … 
15 0.05 2500 0 … … 
24 0.01 1000 1 … … 
10 0 0 1 … … 
10 0 1200 1 … … 
0 1 1500 1 … … 
4 1.5 1500 0 … … 
7 0.5 200 1 … … 
14 0.2 500 0 … … 
20 0 550 0 … … 
Y ~  (𝑎1 × X1) + (𝑎2 × X2) + (𝑎3 × X3)  
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Panel Setting: 
Y(obs) X1 X2 X3 … Xn 
20 0.03 1000 0 … … 
15 0.05 2500 0 … … 
24 0.01 1000 1 … … 
10 0 0 1 … … 
10 0 1200 1 … … 
0 1 1500 1 … … 
4 1.5 1500 0 … … 
7 0.5 200 0 … … 
14 0.2 500 1 … … 












Y(obs) X1 X2 X3 … Xn 
20 0.03 1000 0 75 … 
15 0.05 2500 0 75 … 
24 0.01 1000 0 75 … 
10 0 0 0 75 … 
10 0 1200 0 75 … 
0 1 1500 0 75 … 
4 1.5 1500 0 75 … 
7 0.5 200 0 75 … 
14 0.2 500 1 90 … 













Y ~  (𝑎1 × X1) + (𝑎2 × X2) + (𝑎3 × X3) + ɛ𝑠+ ɛ𝑖 + ɛ𝑚  
i 
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      Y(Mean or Predicted Mean) =  β1 X1 + β2 X2 + β3 X3 +...+ βn Xn 
 
 
























β1 = 0.4  
BNE 
β1 = 0.2  
ADL 
β1 = 0.7  
MLB 




Random Parameter VS Fix Parameter Models: 
 
Y(Mean or Predicted Mean) =  β1 X1 + β2 X2 + β3 X3 +...+ βn Xn 
 












      Y(Mean or Predicted Mean) =  β1 X1 + β2 X2 + β3 X3 +...+ βn Xn 
 
 
























β1 = 0.4  
??? 
β1 = 0.2  
??? 
β1 = 0.7  
??? 




Latent Class Models: (stem from clustering concepts) 
 














Latent Class Models: (stem from clustering concepts) 
 












The probability of y being in class 1 or 2 
Y ~  (𝑎1 × X1) + (𝑎2 × X2) + (𝑎3 × X3) + ɛ𝑠+ ɛ𝑖 + ɛ𝑚  
Y ~  (𝑎′1 × X1) + (𝑎′2 × X2) + (𝑎′3 × X3) + ɛ′𝑠+ ɛ′𝑖 + ɛ′𝑚  
  
It is All About  
Variation and Correlation 
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Friday Afternoon Quote : 
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      Y(Mean or Predicted Mean) =  β1 X1 + β2 X2 + β3 X3 +...+ βn Xn 
 
 
























β1 = 0.4  
??? 
β1 = 0.2  
??? 
β1 = 0.7  
??? 




Latent Class Models: (stem from clustering concepts) 
 












collectively exhaustive and mutually exclusive: 
 
1- At least one of them must occur  
2- Both cannot occur at the same time 
Algebra: 
Number of Unknowns = Number of Knowns 
 
Statistics: 
Unknown Information = Known Information 
Enough Variation for the Unknown Parameters 
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Model Identification: 
Thank You For Your Attention 
Questions ? 
