Functional magnetic resonance imaging (fMRI) makes it possible to non-invasively measure brain activity with high spatial resolution. There are however a number of issues that have to be addressed. One is the large amount of spatio-temporal data that needs to be processed. In addition to the statistical analysis itself, several preprocessing steps, such as slice timing correction and motion compensation, are normally applied. The high computational power of modern graphic cards has already successfully been used for MRI and fMRI. Going beyond the first published demonstration of GPU-based analysis of fMRI data, all the preprocessing steps and two statistical approaches, the general linear model (GLM) and canonical correlation analysis (CCA), have been implemented on a GPU. For an fMRI dataset of typical size (80 volumes with 64 x 64 x 22 voxels), all the preprocessing takes about 0.5 s on the GPU, compared to 5 s with an optimized CPU implementation and 120 s with the commonly used statistical parametric mapping (SPM) software. A random permutation test with 10 000 permutations, with smoothing in each permutation, takes about 50 s if three GPUs are used, compared to 0.5 -2.5 h with an optimized CPU implementation. The presented work will save time for researchers and clinicians in their daily work and enables the use of more advanced analysis, such as non-parametric statistics, both for conventional fMRI and for real-time fMRI.
Introduction & Motivation
Functional magnetic resonance imaging (fMRI), introduced by Ogawa et al. [1] , besides conventional MRI and diffusion MRI [2] is a modality that is becoming more and more common as a tool for planning brain surgery and understanding of the brain. One problem with fMRI is the large amount of spatiotemporal data that needs to be processed. A normal experiment results in voxels that are of the size 2-4 mm in each dimension and the collected volumes are for example of the resolution 64 x 64 x 32 voxels. For a typical acquisition speed of one volume every other second, a 5 minute long fMRI experiment will result in 150 volumes that need to be processed. Before the data can be analyzed statistically, it has to be preprocessed in order to, for example, compensate for head movement and to account for the fact that the slices in a volume are collected at slightly different time points.
Graphic processing units (GPUs) have already been applied to a variety of fields [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14 ] to achieve significant speedups (2 -100 times), compared to optimized CPU implementations. Applications of GPUs in the field of MRI have been image reconstruction [13] , fiber mapping from diffusion tensor MRI data [12] , image registration [9, 11] and visualization of brain activity [15, 16, 17] . The main advantage of GPUs compared to CPUs is the much higher degree of parallelism. As the time series are normally regarded as independent in fMRI analysis, it is perfectly suited for parallel implementations. The first work about fMRI analysis on the GPU is the work by Gembris et al. [14] that used the GPU to speedup the calculation of correlations between voxel time series, a technique that commonly is used in resting state fMRI [18] for identifying functional brain networks. Liu et al. [19] have also used the GPU to speedup correlation analysis. We recently used the GPU to create an interactive interface, with 3D visualization, for exploratory functional connectivity analysis [6] . Another example is the work by da Silva [10] that used the GPU to speedup the simulation of a Bayesian multilevel model. A corresponding fMRI CUDA package, cudaBayesreg [20] was created for the statistical program R. A final example is the Matlab -GPU interface Jacket [21] that has been used to speedup some parts of the commonly used statistical parametric mapping (SPM) software [22] .
In this work the first complete fMRI GPU processing pipeline is presented, where both the preprocessing and the statistical analysis is performed on the GPU. The following sections fur-ther justify the use of GPUs for fMRI analysis.
Towards Higher Temporal and Spatial Resolution
An alternative to fMRI is electroencephalography (EEG), which provides direct information about the electrical activity of neural ensambles compared to fMRI, which at present depicts activation related blood flow changes. The sampling rate can therefore be lower, which accomodates the lower speed possible with fMRI. An aim of ongoing efforts is to achieve an acquisition speed for volume data previously only possible for single slice data. Approaches investigated currently are compressed sensing [23] , parallel imaging [24] and EEG-like MR imaging [25] .
The advantage of fMRI compared to EEG is a much higher spatial resolution, which can be increased even further by using stronger magnetic fields. Heidemann et al. [26] have proposed how to obtain an isotropic voxel size of 0.65 mm with a 7T MR scanner. With a repetition time of 3.5 seconds they obtain volumes of the resolution 169 x 240 x 30 voxels, which are much more demanding to process than volumes of the more common resolution 64 x 64 x 32 voxels.
Increasing temporal and spatial resolution will put even more stress on standard computers and is one reason to use GPUs for future fMRI analysis.
More Advanced Real-Time Analysis
Another reason to use GPUs is to enable more advanced realtime analysis. There are several applications of real-time fMRI, an overview is given by deCharms [27] . One of the possible applications is interactive brain mapping where the fMRI analysis runs in real-time. The physician then sees the result of the analysis directly and can interactively ask the subject to perform different tasks, rather than performing a number of experiments and then look at static activity maps.
There are only three approaches to perform the statistical analysis faster, focusing the analysis on a region of interest instead of the whole brain, calculating the same thing in a smarter way or increasing the processing power. Cox et al. [28] in 1995 proposed a recursive algorithm to be able to run the fMRI analysis in real-time and a sliding window approach was proposed by Gembris et al. [29] in 2000. Parallel processing of fMRI data is not a new concept, already in 1997 Goddard et al. [30] described parallel platforms for online analysis. Bagarinao et al. [31] proposed in 2003 the use of PC clusters in order to get a higher computational performance to do the analysis in realtime, 8 PCs where used in their study.
An emerging field of real-time fMRI is the development of brain computer interfaces (BCIs) where the subject and the computer can work together to solve a given task. We have demonstrated that it is possible to control a dynamical system [32] and communicate [33] by classifying the brain activity every second; similar work has been done by LaConte et al. [34] . deCharms et al. [35] helped subjects to suppress their pain by letting them see their own brain activity in real-time.
High Quality Visualization
Visualization of brain activity is perhaps the most obvious application of GPUs for fMRI data, as demonstrated by Rößler et al. [15] and Jainek et al. [16] . In our recent work [17] the low resolution fMRI activity volume is fused with the high resolution anatomical volume by treating the fMRI signal as a light source, such that the brain activity glows from the inside of the brain. The brain activity is in real-time estimated by performing canonical correlation analysis (CCA) on a sliding window of data.
More Advanced Conventional Analysis
A higher computational power is not only needed for realtime analysis, in 2008 Cusack et al. [36] used a PC cluster with 98 processors to analyze 1400 fMRI datasets from 330 subjects. Woolrich et al. [37] proposed a fully Bayesian spatio-temporal modeling of fMRI data based on Markov chain Monte Carlo methods. The downside of their approach is the required computation time. In 2004 the calculations for a single slice needed 6 h, i.e. a total of 5 days for a typical fMRI dataset with 20 slices. Nichols and Holmes [38] describe how to apply permutation tests for multi-subject fMRI data, instead of parametric tests such as the general linear model. In 2001 it took 2 hours to perform 2000 permutations for between subject analysis.
There is thus a need of more computational power, both for conventional fMRI and for real-time fMRI. This need is not unique to the field of fMRI, it basically exists for any kind of medical image analysis, since the amount of data that is collected for each subject has increased tremendously during the last decades.
Using a GPU instead of a PC Cluster
Previous and many current approaches to high performance computing (HPC) have to a large extent been based on PC clusters, which generally cause less acquisition costs than dedicated parallel computers, but still more than single-PC solutions and also require more efforts for administration. An application of PC clusters for fMRI data processing has been described by Stef-Praun et al. [39] . The parallel computational power of a modern graphics card provides a more efficient and less expensive alternative.
A research group that works with computational methods for tomography, at the university of Antwerp, has put together a GPU supercomputer that they call Fastra II [40] . They have made a comparison, given in Table 1 , between their supercomputer (GPU SC), that consists of 13 GPUs each with 240 processor cores, and a PC cluster (PC C) called CalcUA, that consists of 512 processors. This comparison should not be considered to be completely fair since, for example, the PC cluster is a few years older than the supercomputer. The purpose of the comparison is rather to give an indication of the differences in cost, computational performance and power consumption.
As can be seen in the table, the ratio between computational performance and cost for the GPU supercomputer outreaches that of the PC cluster by three orders of magnitude. In spite of 
Programming the GPU
In the past a special programming language, such as Open Graphics Library (OpenGL), DirectX, high level shading language (HLSL), OpenGL shading language (GLSL), C for graphics (Cg) etc., was the only possibility to take advantage of the computational power of GPUs. These languages are well suited for the implementation of calculations that are somehow related to computer graphics, but less for others. Today it is possible to program GPUs from Nvidia with a programming language called CUDA (Compute Unified Device Architecture). CUDA is very similar to standard C programming and allows the user to do arbitrary calculations on the GPU. The syntax of CUDA is easy to learn and it is easy to write a program for a certain task. In order to achieve optimal performance, deep knowledge about the GPU architecture is required. The CUDA programming language only works for GPUs from Nvidia. For general computations on GPUs from ATI something called "stream computing" exists. The Khronos group have created a new programming language, called Open Computing Language (OpenCL) [41] , in order to be able to use the same code on any type of hardware, not only different kinds of GPUs. However, recent work by Kong et al. [42] shows that the same code implemented using CUDA or OpenCL can give very different performance currently.
Our implementations are based on the Matlab software (Mathworks, Natick, Massachusetts), which is used by many scientists for signal and image processing, and in particular for fMRI data analysis in SPM, as this widely employed software is programmed in Matlab. Matlab is very slow for certain calculations, such as for-loops, and to remedy this defiency it is possible to rewrite parts of the code into mex-files, which allow the embedding of C code in Matlab programs. It is now also possible to include CUDA code, which is executed by the GPU, in the mex-files functions.
Structure of the Paper
The rest of this paper is divided into six parts. The first part describes the main architecture of the Nvidia GPU, the different memory types and the principles of parallel calculations in general.
The second part describes the different kinds of preprocessing that is normally applied to the fMRI data, i.e. slice timing correction, motion compensation, detrending, etc. and how they were implemented on the GPU.
In the third part the GPU implementation of two statistical approaches, the general linear model (GLM) and canonical correlation analysis (CCA), for analysis of fMRI data is described.
Performance comparisons are presented for our implementations in SPM, Matlab, Matlab OpenMP and Matlab CUDA. The fourth part describes the general concepts of these implementations.
In the fifth part the processing times for the different implementations are given.
The paper ends with a discussion about the different implementations and the possibilities and challenges of GPU-based fMRI analysis.
Parallel Calculations and the Nvidia GPU Architecture
This section gives an introduction to parallel calculations in general and describes the hardware of the Nvidia GPU and that of the graphics card Nvidia GTX 480, which has been used for the implementations and testing. The interested reader is referred to the Nvidia programming guide [43] and the book about parallel calculations with CUDA by Kirk and Hwu [44] for more details about CUDA programming.
A general concept that is valid for any kind of processing on the GPU is that the data transfers between the GPU and the CPU should be minimized. Certain calculations, like the computation of the correlation between each voxel time series and the stimulus paradigm, might not result in a significant speedup, since it takes time to transfer the fMRI volumes to the GPU and the activity map back from the GPU. The fMRI data should therefore both be preprocessed and statistically analyzed on the GPU. As it is easy to visualize something that is already on the GPU, it is possible to visualize the activity map without copying it back to the CPU.
Parallel Calculations
While the central processing unit (CPU) of any computer is good at serial calculations and branching, the GPU is very good at parallel calculations. The reason for this is the evolution of more and more complex computer games with more advanced computer graphics, simulated physics and better artificial intelligence. A modern CPU has 4-6 processor cores and can run 8 -12 threads at the same time. The current state of the art GPU from Nvidia has 480 processor cores and can run 23 040 threads at the same time.
To be able to do the calculations in parallel, the processing of each element has to be independent of the processing of other elements. The suitability of a certain application for a GPU implementation thus greatly depends on the possible degree of parallelization. For fMRI analysis this means that the estimation of activity in a voxel should not depend on the activity result from other voxels, fortunately this is seldom the case.
When a task is performed on the GPU, a large number of threads is used. Each thread performs a small part of the calculations, e.g. only those for a single pixel or voxel. The threads are divided into a number of blocks, the grid, with a certain number of threads per block. Each block and each thread has an index that is used in order for each thread to know what data to operate on. Functions that run on the GPU are called kernels.
The Hardware Model of the Nvidia GPU
The Nvidia GTX 480 has 480 processor cores that run at 1.4 GHz. The processor cores are divided into 15 multiprocessors (MP) with 32 processor cores each. Each multiprocessor has its own cache for texture memory and constant memory, L1 cache, shared memory and a set of registers. The architecture of a multiprocessor on the GTX 480 is shown in Fig. 1 . In order to achieve high performance, each multiprocessor should manage a large number of threads, 1536 is the maximum for the GTX 480. It is also important that the threads have a balanced workload, otherwise some threads will be inactive when they wait for active threads to finish. One main difference between the CPU and the GPU is that the GPU has a lot of different memory types with different characteristics, while the CPU only has a big global memory and a cache memory. In order to achieve optimal performance, it is necessary to know when and how to use the different memory types. Another difference is that the memory bandwidth is much higher for the GPU, due to the fact that a lot of concurrent threads have to read from and write to the memory at the same time. In Table 2 a comparison between three different consumer graphic cards from Nvidia and ATI, from three different generations, is given.
• Global memory
The global memory on the GPU is currently of the size 256 MB to 4 GB and the GTX 480 has a memory bandwidth of 177.4 GB/s. Despite this high bandwidth the global memory is the slowest memory type and should only be used to store variables between the execution of different kernels. To make sure that memory read and write accesses to global memory are minimized, it is important to make sure that they are coalesced, i.e. that as many transactions as possible are done in the same clock cycle, by taking advantage of the wide data bus.
• Constant memory For constants that are read by all or many of the threads, like a filter kernel in image or volume convolution, the constant memory should be used since it is cached and thereby much faster than the global memory.
• Texture memory
The texture memory is a special way of using the global memory, such that read accesses that are local are cached, providing a good alternative when coalesced reads are hard to achieve.
The texture memory is predestined for image registration applications, as it has hardware support for linear interpolation. This means that it does not take more time to get the trilinearly interpolated value at the floating point position (1.1, 2.5, 3.3) than the original value at the integer position (1, 2, 3) . Operations such as rotation and translation of images and volumes are therefore extremely fast on the GPU.
• Shared memory
The shared memory can be read from and written to by all the threads in the same block. Applications can be made faster by copying data from the global memory to the shared memory first. An application well suited for this type of memory is convolution: a block of pixels is first read into the shared memory and then the filter responses are calculated in parallel by letting many threads read from the shared memory at the same time. As for example a 9 x 9 filter uses 81 pixels to calculate the filter response for each pixel, and the fact that the filter response at a neighbouring position is calculated by using mainly the same pixels, the shared memory is a very efficient way to let the threads share the data.
Due to the small size of the shared memory it is sufficient for 2D convolution, but for 3D and 4D convolution it is not as efficient. The reason for this is that the proportion of valid filter responses that fit into the shared memory decreases rapidly with every increase in the number of dimensions. One possible remedy to this is to use an optimized kernel for 2D convolution, and then incrementally calculate the filter response by calling the kernel once for each sample of the remaining dimensions.
• Registers
The registers are specific for each thread and are used to store thread specific variables. If the number of registers per multiprocessor is divided by the number of active threads per multiprocessor, an approximate number of possible registers per thread is obtained. Full occupancy on the GTX 480 means that 1536 threads run on each multiprocessor. At full occupancy each thread can use 21 registers at most, since the GTX 480 has 32768 registers per multiprocessor.
• L1 and L2 cache Each multiprocessor on the GTX 480 has a L1 cache that is used to speedup transactions to and from the global memory. The GTX 480 also has one L2 cache that helps different multiprocessors to share data in an efficient way.
Data
To test our implementations, a typical fMRI dataset that consists of 80 volumes of the resolution 64 x 64 x 22 voxels was used. Each voxel has the physical size of 3.75 x 3.75 x 3.75 mm. The data was collected with a Philips Achieva 1.5 T MR scanner. The data contains four time periods, where the subject alternatively performed an activity and stayed passive, in periods of 20 seconds each. The repetition time (TR) was 2 s, the echo time (TE) was 40 ms and the flip angle was 90 degrees. The sequence used for the data collection was EPI (echo planar imaging).
In single precision floating point format the fMRI dataset requires 29 MB storage size, and it is thereby no problem to fit it into the global memory on the GPU. The limited size of the global memory is otherwise one disadvantage of using GPUs.
Preprocessing of fMRI Data on the GPU
Before the fMRI data is statistically analyzed, several preprocessing steps are normally applied. A comprehensive review of the different preprocessing steps is given by Strother [45] . A description of the most common preprocessing steps and their implementation on the GPU are given in this section.
Slice Timing Correction
The fMRI volumes are normally acquired by sampling one slice at a time. This means that the slices in a volume are taken at slightly different timepoints. If a volume consists of 20 slices and it takes 2 seconds to acquire the volume, there is a 0.1 s difference between each slice. In order to compensate for this, slice timing correction is applied such that all the slices in a volume correspond to the same timepoint. Slice timing correction is critical for event related fMRI experiments used when higher time resolutions in the order of 100 ms are needed, which was shown e.g. by Henson et al. [46] , but not for block design experiments like the one from which our data stems with an activityrest period of 40 seconds.
The standard way to correct for the time difference between the slices is to use sinc interpolation, which can be applied by alternating the phase in the frequency domain. For each voxel time series, a forward 1D fast Fourier transform (FFT), a pointwise multiplication and an inverse 1D FFT is required to do perform sinc interpolation of the fMRI data. This is well suited for the GPU since many small FFTs can run in parallel. In our implementation a batch of forward 1D FFTs are first executed, then a kernel performs all the multiplications in the frequency domain and finally a batch of inverse 1D FFTs is applied. The CUFFT library by Nvidia includes support for launching a batch of FFTs.
Motion Compensation
Participants of fMRI studies are usually instructed not to move their head during the measurement, but residual motion can occur during the individual experiments, which are several minutes long. Therefore it is necessary to perform motion compensation of the acquired fMRI volumes, such that they are aligned to one reference volume. There exists a number of implementations for registration of fMRI volumes. One example is the work by Cox et al. [47] who in 1999 were able to perform motion compensation in real-time. Cox et al. are also the developers of the the widely used AFNI software for fMRI processing [48] . Motion compensation of fMRI volumes is also implemented in the SPM software. A good comparison of fMRI motion compensation algorithms has been presented by Oakes et al. [49] .
Image registration on the GPU has been done by several groups, a recent overview is given by Shams et al. [9] , and all have achieved significant speedups compared to optimized CPU implementations. The main approach that has been used for these implementations is to find the rotation and translation that maximize the mutual information between the volumes, by searching for the best parameters with an optimization algorithm. The mutual information approach to image registration is very common and was first proposed by Viola et al. [50] .
An algorithm has been implemented by us that is based on optical flow of the local phase from quadrature filters [51] , rather than using the image intensity as in previous GPU implementations. Phase based registration was demonstrated earlier by, for example, Hemmendorff et al. [52] and Mellor and Brady [53] . The advantage of the local phase is that it is invariant to the image intensity. Another difference to our implementation is that no optimization algorithm is needed to find the best solution. Instead an equation system is solved in each iteration and the registration parameters are incrementally updated. The equation system is given by globally minimizing the L 2 norm of the phase based optical flow equation, with respect to the parameter vector. To handle stronger movements one can use several scales, i.e. start on a low resolution scale to find the larger differences and continue on finer scales to improve the registration. For fMRI volumes, it is sufficient to use one scale and 3 iterations per volume, while mutual information based algorithms normally require 10-50 iterations per volume.
In each iteration of the algorithm, three quadrature filters that are oriented along x, y and z are applied. The quadrature filters have a spatial size of 7 x 7 x 7 voxels; their elements are complex valued in the spatial domain and are not Cartesian separable. From the filter responses, phase differences, phase gradients and certainties are calculated for each voxel and each filter. An equation system is created by summing over all the voxels and filters and is then solved to get the optimal parameter vec- tor. From the parameter vector a motion vector is calculated in each voxel and trilinear interpolation is then applied, using a 3D texture, to rotate and translate the volume. The interested reader is referred to our recent work [11] for details about the algorithm and the CUDA implementation. Image registration is also needed in order to overlay the resulting activity map onto a high resolution anatomical T 1 weighted volume. This is not a preprocessing step, but since it is done for each fMRI experiment, and is related to motion compensation, it is mentioned here. Our registration algorithm can be used for this step as well. Prior to the registration, the activity map needs to be interpolated to have the same resolution as the T 1 volume. This is a perfect task for the GPU due to the hardware support for linear interpolation.
Smoothing
Some prefer to smooth each fMRI volume with a Gaussian lowpass filter before the statistical analysis. Convolution is an operation that is well supported by the GPU, as it is performed the same way in each voxel, except at the borders of the data. Gaussian lowpass filters have the property that they are Cartesian separable, such that the convolution in 2D or 3D can be divided into the corresponding number of 1D convolutions. For a GPU implementation it is important that the filter is separable, since this results in a significant reduction of memory reads and multiplications. For each of the 1D convolutions the fMRI data is first loaded into the shared memory and then the filter kernel, which is stored in constant memory, is applied. Our implementation supports filters up to the size of 9 x 9 x 9 voxels, which is sufficient for smoothing of fMRI volumes.
Detrending
Due to scanner imperfections and physiological noise, there are drifts and trends in the fMRI data that have to be removed prior to the statistical analysis. This is called detrending, for which different approaches exist, see for example the work by Friman et al. [54] . The detrending is normally done for each voxel time series separately, and is thereby well suited for the GPU. In our case polynomial detrending has been implemented, such that the best linear fit between the time series and a polynomial of a certain degree is removed. Basically any kind of detrending that works independently for each voxel time series is suitable for the GPU.
As the best linear fit between a time series and a number of temporal basis functions can be found by using linear regression, almost the same code is used for the GLM analysis and for the detrending. Our GPU implementation of the GLM is described in the next section.
Statistical Analysis of fMRI Data on the GPU
In this section the GPU implementation of two statistical approaches for fMRI data analysis will be described. The most common approach for fMRI analysis, the general linear model (GLM), and the approach preferred by us, canonical correlation analysis (CCA), have been implemented.
One possible explanation to why there is so little work about fMRI analysis on the GPU is that most of the statistical approaches use different kind of matrix operations, such as matrix inverses and eigenvalue decompositions, and there has not until recently been any official support for these kind of operations on the GPU. The Basic Linear Algebra Subprograms (BLAS) library has been implemented by Nvidia and is known as CUBLAS in CUDA. The Linear Algebra Package (LA-PACK) that provides higher order matrix operations, that are e.g. used by Matlab, is not yet implemented by Nvidia, however. A package called CULA [55] supports some parts of LA-PACK, one version is freely available. MAGMA [56] is another freely available package with similar functions.
Parametric Tests

The General Linear Model
The most common approach for statistical analysis of fMRI data is to apply the general linear model independently to each voxel time series [57] . The main idea is to find the weights of a set of temporal basis functions, that gives the best agreement with the measured signal, and then see if there is a statistical significant difference between the voxel values at rest and activity. The GLM can in matrix form be written as
where Y are the observations, i.e. all the samples in the voxel time series, β are the parameters to optimize, X is the design matrix that is given by the stimulus paradigm and are the errors that not can be explained by the model. By minimizing the squared error || || 2 , it is easy to show that the best parameters are given byβ
A useful property of this expression is that the term C = (X T X) −1 X T does not depend on the voxel time series and can thus be precalculated and stored in constant memory. The only thing that needs to be calculated for each voxel in order to get β is thus a product between the constant term C and the current voxel time series Y. If the contrast c is defined as a column vector (e.g. [1 0] T ), the t-test value is given by
The shared memory is used for fast calculation of the matrix product, the error and its variance. Due to the small size of the shared memory it is not possible to store intermediate results in it but only data from the voxel time series. The voxel time series Y are first loaded into the shared memory to calculate the best parameters from the matrix product between C and Y.
The parameters are stored in registers in each thread. The voxel time series are then loaded into shared memory a second time, to calculate the mean of the error term from the expression
where N is the number of time points and X(t) are the values in the design matrix that correspond to time point t. Once the mean has been calculated the voxel time series is loaded into shared memory a third time to calculate the variance of and then it is easy to calculate the t-test value. The term c T (X T X) −1 c is a scalar that is precalculated and sent to the kernel. It might not sound optimal to load the same voxel time series into shared memory three times, but there is no space to, for example, store the error term in the shared memory. If the error term is stored in the global memory, it is necessary to write to and read from global memory, while a read is sufficient if the voxel time series is loaded into shared memory again. The shared memory is actually not necessary for the GLM, there is no data sharing between the threads, but it is used for better coding practice and it makes it easier to get coalesced reads from the global memory.
The GLM generally needs pre-whitening, to make the errors temporally uncorrelated. The whitening is normally done by first estimating an auto regressive (AR) model for each voxel time series and then removing this model from the time series. As the estimation of AR parameters is done independently for each time series, it suits perfectly for a parallel implementation. Whitening is also applied prior to a random permutation test, which is described in the section about non-parametric tests.
Canonical Correlation Analysis
The main problem with the GLM is that it tests each voxel time series separately and does thereby not take advantage of the spatial information. To increase the signal-to-noise ratio, and to use the spatial information to some extent, it is therefore common to apply an isotropic Gaussian lowpass filter to each fMRI volume prior to the analysis. The problem is, however, that the activity map will be blurred, which can prevent the detection of small activity areas. A better approach is to adaptively combine neighbouring pixels, by using the technique for fMRI analysis of our choice, canonical correlation analysis (CCA). Friman et al. [58] were the first to use CCA for fMRI analysis and the idea has also been used by Nandy and Cordes [59] . Canonical correlation analysis [60] maximizes the correlation between the projection of two multidimensional variables x and y, GLM is a special case of CCA as it only handles one multidimensional variable. The canonical correlation ρ is defined as
where C xy is the covariance matrix between x and y, C xx is the covariance matrix for x and C yy is the covariance matrix for y, β and γ are the weight vectors with unit length that determine the linear combinations of x and y. To calculate the canonical correlation, the covariance matrices first need to be estimated. This can be done using the following expressions
where x denotes the temporal basis functions (and x(t) denotes the function values at time point t), y denotes the spatial basis functions (i.e. the filter responses (time courses) for the current voxel) and N is the number of time points. This means that the covariance matrices have to be estimated in each voxel, by summing over all the time points. Since the summation can be performed independently in each voxel, this operation is well suited for parallelization. Note that C xx is constant and only has to be calculated once. To find the temporal and spatial weight vectors, β and γ, that give the highest correlation it is possible to show that the solution is given by two eigenvalue problems, such that the weight vectors are the eigenvectors, and the correlation is the square root of the corresponding eigenvalue. The eigenvalue problems can be written as
To get the weight vectors from a and b it is necessary to make a change of base, according to
It is sufficient to solve one of the problems, as there are direct relationships between the weight vectors. The relationships can be written as
From the first relationship it is clear that the GLM is a special case of CCA.
GPU Implementation Considerations
It is thus necessary to calculate one matrix inverse, a number of matrix products and an eigenvalue decomposition for each voxel, i.e. in each GPU thread. The LAPACK routines that have been implemented in CULA [55] and MAGMA [56] , however, do not support a matrix inversion or an eigenvalue decomposition in each thread. The standard approach to matrix inversion is to use Gauss-Jordan elimination. One though problem is that it is necessary to store several copies of the current matrix, which uses a lot of registers. Another problem is that it is an iterative method, meaning that different threads may need different execution times for the matrix inversion, which is far from optimal in CUDA programming. Fortunately there are direct solutions (i.e. not algorithms such as GaussJordan elimination) that can be used to invert small matrices. Direct solutions for eigenvalue decomposition of matrices with dimensions up to 3 x 3 exists. For larger matrices it would be possible to, for example, use the Power iteration method which is very easy to implement. In our implementation the number of dimensions is kept as low as possible, allowing us to apply a direct solution for the eigenvalue decomposition. Two temporal basis functions are used, one sine wave and one cosine wave that are of the same frequency as the stimulus paradigm. A sine and a cosine wave can be linearly combined to any phase, in order to compensate for the unknown BOLD (blood oxygenation level dependent) delay.
Guaranteeing Plausible Combinations of Spatial Basis Functions
To use neighbouring pixels as spatial basis functions works reasonably well as there are not that many possible spatial basis functions in 2D if a 3 x 3 neighbourhood is used. If neighbouring voxels from the surrounding 3 x 3 x 3 volume are used directly, there will be too many spatial basis functions such that high correlations will be found everywhere in the brain. Friman et al. [61] therefore extended their work to adaptive filtering, such that CCA instead combines the filter response from a number of anisotropic lowpass filters. The filter responses can linearly be combined to a lowpass filter with arbitrary orientation, in order to prevent unnecessary smoothing. All the possible linear combinations of the filter responses are, however, not allowed. For example, filters are excluded that are positive in one direction and negative in another direction. Such a case would imply that the voxels along the first direction are positively correlated with the stimulus paradigm, while the voxels in the other direction are negatively correlated. This form of brain activity is not very likely to occur in the brain.
To guarantee that the resulting filters are plausible, restricted CCA [62] (RCCA) was used, since it then can be guaranteed that all the filter weights are positive. There are however several problems with this approach. The first problem is that RCCA is much more computationally demanding than CCA, as the algorithm iterates the weights until they are all positive. As the number of necessary iterations can differ between the voxels, it is not well suited for a GPU implementation. Another problem is that the analysis will not be rotation invariant, as the original filters (instead of combinations of them) will be favourized by RCCA. This problem was solved by Rydell et al. [63] who also used RCCA, but added a structure tensor to estimate the best orientation of the lowpass filter.
A new solution to guarantee plausible filters and rotation invariant analysis is therefore proposed. This solution does not need RCCA and it is thereby much better suited for a GPU implementation. The filters, that are applied to the fMRI slices, are first redesigned, such that they only contain positive coefficients. To create the Cartesian non-separable anisotropic lowpass filters, ALP, a small, ILP S , and a large, ILP L , isotropic Gaussian lowpass filter is first created, shown in Fig. 2 . The ALP, shown in Fig. 3 , are then calculated as
where φ 0 was set to 0 o , 60 o and 120 o . Four 2D filters are applied to each fMRI slice in each volume, the small lowpass filter and the three anisotropic filters. Note that this makes it possible for CCA to also create filters with different size, and not only filters with different orientation. A small lowpass filter is achieved if the weights for all the anisotropic filters are set to zero and the weight for the small lowpass filter is set to one. If the weights for the anisotropic filters and the small lowpass filter are the same, the result is instead a large lowpass filter. If the brain activity is located in a single voxel, the small lowpass filter is selected by CCA and small activity areas are thus not lost. The small and the large lowpass filter. For visualization purposes, these filters have a higher resolution than the filters that are actually used to smooth the fMRI slices.
8 Figure 3 : The three anisotropic filters that can be linearly combined to a filter with arbitrary orientation. Note that these filters are Cartesian non-separable. For visualization purposes, these filters have a higher resolution than the filters that actually are used to smooth the fMRI slices.
Figure 4:
The figure shows how an implausible filter (left) is adjusted to a plausible filter in two steps. First, the anisotropic filter weights are adjusted such that they all are positive (middle), and then the small lowpass filter is added (right). If a resulting filter has two directions, the direction corresponding to the largest absolute filter coefficients is preserved.
Non-separable 2D Convolution on the GPU
As three of the four CCA filters are Cartesian non-separable, non-separable convolution has to be used, in contrast to the GLM for which separable convolution can be used. Our GPU implementation of non-separable 2D convolution uses the shared memory, such that a 64 x 64 block of pixels is first loaded into it (requiring 16 KB of shared memory), the four filter kernels are stored in the constant memory. The four filter kernels are then applied, at the same time, to the data in the shared memory and the results are then written to the global memory. In this case, as well as for the separable 3D convolution described earlier, the shared memory is very useful, since there is a lot of data sharing between the threads. Each thread block uses 512 threads and for each block 48 x 48 valid filter responses are calculated. Each thread uses 19 registers and thereby 3 blocks can run on each multiprocessor, resulting in full occupancy. For optimal performance, the convolution loops were completely unrolled manually, by generating the code with a Matlab script.
The Complete CCA GPU Algorithm
Ordinary CCA (i.e. not RCCA) is first applied to get the temporal weight vector from the 2 x 2 eigenvalue problem given by Eq. 9 (the total matrix product is a 2 x 2 matrix as two temporal basis functions are used). Instead of solving the second eigenvalue problem to get the filter weights, Eq. 14 is used to calculate the filter weights from the temporal weights. Note that by only solving Eq. 9, the calculation of a matrix square root (i.e. not element wise square root) is avoided. This could otherwise be problematic to do in each GPU thread. The anisotropic filter weights are then adjusted such that the resulting filter is plausible. This is done by adding the absolute value of the most negative anisotropic weight to all the anisotropic filter weights. If the number of negative coefficients in the original resulting filter (without the isotropic lowpass filter) is larger than the number of positive coefficients, the sign of all the anisotropic filter weights are first flipped and then adjusted. If all the filter coefficients are negative the weights are only flipped. If all the anisotropic filter weights are positive from the beginning, no adjustment is done.
The weight of the small lowpass filter is always set to 1.2 times the largest anisotropic filter weight, to guarantee that the center pixel has the highest weight. This is important, since there otherwise can be a so-called bleeding effect in the activity map, i.e. that the activity at voxels that are close to an active area is overestimated. This is for example discussed by Cordes et al. [64] , instead of using RCCA they add linear constraints to prevent CCA from creating certain voxel combinations. The total filter weight vector is then normalized such that it has unit length. An example of a filter adjustment is shown in Fig. 4 . If the filter weights are adjusted, the canonical correlation has to be calculated again, using Eq. 5. For each voxel time series, i.e. in each GPU thread, it is necessary to
• Estimate the covariance matrices C yy and C xy , C yx is the transpose of C xy .
• Calculate the inverse of C yy , by applying a direct solution.
• Calculate the matrix product C −1/2 xx
yy C yx C −1/2 xx in Eq. 9, which results in a 2 x 2 matrix if two temporal basis functions are used, C −1/2 xx is precalculated since it is the same for all voxel time series.
• Calculate the eigenvector, a, corresponding to the largest eigenvalue of the 2 x 2 matrix and then make a change of base, Eq. 11, to get the temporal weight vector β. Normalize the temporal weight vector to have unit length.
• Calculate the filter weights γ from the temporal weights β, by using Eq. 14. Normalize the filter weight vector to have unit length.
• If necessary, adjust the filter weights to guarantee a plausible filter.
• Calculate the canonical correlation once again, using Eq. 5, with the new filter weights.
GPU Implementation Details
The estimation of the covariance matrices requires an outer product for each time point and summing over all the time points. Similarly to the GLM implementation, the shared memory is used for these calculations. However, it is now necessary to to read 4 voxel time series into shared memory for each voxel, since there are 4 filter responses, but it is sufficient to read them from global memory once. It is necessary to store C yy , C −1 yy , C xy , the total matrix product, the temporal weightvector β and the filter weight vector γ in each thread. C yx does not need to be stored since it is the transpose of C xy . Due to the symmetry of C yy and its inverse C −1 yy , it is sufficient to store 10 values instead of all the 16. In total this requires a lot of registers and for this reason the CCA kernel does not achieve full occupancy. The temporal basis functions x, its covariance matrix C xx and the matrix square root of its inverse C − 1 2 xx are the same for all voxel time series and are therefore precalculated and stored in the constant memory.
Non-Parametric Tests
One problem with the GLM is that it is necessary to assume that the fMRI data is normally distributed and independent. Another problem in fMRI analysis is the choice of the significance threshold, that determines which voxels are regarded as activated or not activated. Even small deviations from normality can have a large impact on the maximum null distribution of the test statistics [65] , that is required to calculate p-values that are corrected for the massive multiple testing in fMRI. Non-parametric tests, such as random permutation tests, do not have these problems, as they do not require an apriori distribution function, instead empirically estimated distributions are obtained. The major drawback of non-parametric tests is that they are very computationally expensive. One subset of nonparametric tests is that of permutation tests, where the statistical analysis is done for all the possible permutations of the data, this is, however, not feasible if the number of possible permutations is very large. For a voxel time series with 80 samples, there exist 7.16 · 10 118 possible permutations. It is therefore common to instead do random permutation tests, also called Monte Carlo permutation tests, where the statistical analysis is made for a sufficiently large number of random permutations, for example 10 000, of the data.
Brammer et al. [66] was one of the first to apply nonparametric tests to fMRI data. If the subject in the MR scanner follows a repeated paradigm, the voxel time series will contain auto correlations, which first should be removed as first described in [67] . This is further discussed by Friman et al. [68] who also state that non-parametric methods will likely play an increasingly important role for fMRI analysis when more computational power is available. Belmonte et al. [69] describe an optimized algorithm for permutation testing of fMRI data. Nichols and Holmes [38] also applied permutation tests to fMRI data but only for multi subject testing, since they claim that permutations of the fMRI time series should not be done if they contain auto correlation.
Random permutation tests for CCA are especially needed, as the asymptotic distribution of the canonical correlation coefficients is rather complicated. Restricted CCA has, to our knowledge, no parametric distribution. Permutation testing for CCA has, for example, been done by Yamada et al. [70] but no processing times are stated.
Permutation testing on GPU has recently been done by Shterev et al. [5] , who in one case, were able to decrease the processing time from 21 minutes on the CPU to 16 seconds on the GPU. Another example is the work by Hemert and Dickerson [8] . We recently extended our work to random permutation tests of single subject fMRI data on the GPU [7] , in order to be able to compare activity maps from GLM and CCA at the same significance level. Before the time series are permuted, an auto regressive (AR) model is estimated for each voxel time series and each time series is then whitened. In each permutation a new time series is then created by applying an inverse whitening transform, with the permuted whitened time series as innovations. The smoothing of the fMRI volumes has to be applied in each permutation. If the data is smoothed prior to the whitening transform, the estimated AR parameters will change with the amount of smoothing applied, since the temporal correlations are altered by the smoothing. For our implementation of 2D CCA, 4 different smoothing filters are applied. If the smoothing is done prior to the permutations, 4 time series have to be permuted for each voxel and these time series will have different AR parameters. The smoothing will also change the null distribution of each voxel. This is incorrect since the surrogate null data that is created always should have the same properties, regardless of the amount of smoothing that is used for the analysis. If the data is smoothed after the whitening transform, but before the permutation and the inverse whitening transform, the time series that are given by simulating the AR model are incorrect since the properties of the noise are altered. The only solution to this is to apply the smoothing after the permutation and the inverse whitening transform, i.e. in each permutation. This is also more natural in the sense that the surrogate data is first created and then analysed. In order to get significance thresholds and p-values that are corrected for the multiple testing, only the maximum of all the statistical test values in the brain is saved in each permutation. This is done in order to estimate the null distribution of the maximum test statistics.
The Different Implementations
In this section the general concepts of the different implementations will be described.
SPM
The SPM software [22] , which is not very optimized in terms of speed, was included in our comparison, as it is widely used for fMRI analysis. Parts of SPM are implemented as mex-files, but the computational performance is limited due to the time spent on reading from and writing to files. It might seem unfair to include this time in the comparison, but this is the time experienced by the user. As mentioned previously, the motion compensation is in our case performed in another way than SPM does. The resulting execution times for this step can therefore not be compared directly. The other preprocessing steps, and the GLM analysis, are done as in SPM. For all the preprocessing and the statistical analysis the default settings were used. For the motion compensation, the interpolation was changed to trilinear interpolation, the same interpolation used by the other implementations. All the volumes were registered to the first volume.
As SPM supports GLM, but not CCA, it is not possible to give any execution time for CCA. The detrending is done together with the model estimation, it is therefore not possible to state its execution time separately.
Matlab
Matlab eases the development of an algorithm, as it provides easy programming and there are a lot of functions that can be used directly. One issue, though, is that Matlab is slow at certain operations, such as for-loops, while it is very fast as long as the calculations are vectorized. To speedup some functions that require for-loops, mex-files were therefore used for some of the calculations, as described below.
• The motion compensation; the spatial 3D convolution, the setup of the equation system and the 3D interpolation.
• The 3D smoothing; the 2D smoothing is based on the builtin function conv2.
• The detrending and the GLM, which can be written as matrix operations, such that no for-loops are used. If one however only wants to perform the calculations for the voxels that are inside the brain, one has to use if-statements and then it gets more complicated. Therefore mex-files were used for the detrending as well as for the GLM.
• The CCA algorithm, as it requires an adjustment of the filter weights which are hard to do without for-loops.
To summarize, this implementation is very optimized for being a Matlab implementation and it can be seen as an optimized version of SPM.
Matlab OpenMP
To get an optimized CPU implementation to compare our CUDA implementation with, the Open Multi Processing (OpenMP) [71] library was used, as it lets the user take advantage of all the processor cores of the CPU. OpenMP is very easy to use, as can be seen in this example which runs a for-loop in parallel with 4 threads. omp_set_num_threads(4); #pragma omp parallel for shared(shared variables) private(private variables) Shared variables are the variables that are shared by all the threads, like the pointers to the input and output data, while the private variables are the variables that differ between the threads, like those for the convolution result.
The FFT part of the slice timing correction was done in Matlab, since the implementation is multi threaded, while a mexfile was used to do the complex valued multiplications to perform the phase shift.
It should be noted that OpenMP is quite easy to use with Matlab mex-files under a Linux operating system, in contrast to Windows. The interested reader is referred to the book by Chapman et al. [72] for details about programming with OpenMP.
Matlab CUDA
The Matlab CUDA implementations uses ordinary CUDA programming, together with the mex interface such that the functions can still be called from Matlab. One difference between Matlab and CUDA is that Matlab uses column major order (i.e. y first) to store matrices, while CUDA assumes that the data is stored in row major order (i.e. x first). In this paper it is assumed that the data is stored in single precision in time major order before it is sent to the mex-file (since slice timing correction is the first preprocessing step), such that no conversion is necessary. This conversion will otherwise take additional time, but since it is not part of the computational time it is not included in this paper.
Before the GPU can do anything with the data, it is necessary to allocate memory and copy the data from CPU (host) memory to GPU (device) memory, this is done as follows, After the calculations the data is copied back from the GPU to the CPU and the memory is deallocated by using the cudaFree function.
cudaMemcpy(h_Result, d_Result, DATA_W * DATA_H * sizeof(float), ... cudaMemcpyDeviceToHost); cudaFree(d_Image); cudaFree(d_Result);
The CUDA programming language can easily generate 2D indices for each thread, for example by using the following code which results in 512 threads per block. The indices are required for each thread to know which part of the data to operate on. To generate 3D indices is harder, as each thread block can be three dimensional but the grid can only be two dimensional. One approach to generate 3D indices is given below, DATA_D is the number of slices in the data.
// Code that is executed before the kernel is launched int threadsInX = 32; int threadsInY = 16; int threadsInZ = 1; int blocksInX = (DATA_W+threadsInX-1)/threadsInX; int blocksInY = (DATA_H+threadsInY-1)/threadsInY; int blocksInZ = (DATA_D+threadsInZ-1)/threadsInZ; dim3 dimGrid = dim3(blocksInX, blocksInY*blocksInZ); dim3 dimBlock = dim3(threadsInX, threadsInY, threadsInZ); // Code that is executed inside the kernel int blockIdxz = __float2uint_rd(blockIdx.y * invBlocksInY); int blockIdxy = blockIdx.y -blockIdxz * blocksInY; int x = blockIdx.x * blockDim.x + threadIdx.x; int y = blockIdxy * blockDim.y + threadIdx.y; int z = blockIdxz * blockDim.z + threadIdx.z;
As fMRI data is 4D it is normally necessary to generate 4D indices and this is even more difficult. To solve this, a 3D index (x,y,z) is first created and then each thread loops over the time dimension inside the kernel. Another possibility is to call the kernel once for each sample of the remaining dimension.
To do an element wise multiplication between two volumes, A = B · C, with floating point values, the following code can be used. Each GPU thread performs the calculation for one voxel. The (x,y,z) indices are created as previously described. 
Results
Rotation Invariant Analysis
First, it is proven that our new approach to guarantee plausible filters results in a rotation invariant analysis. The dominant orientation of the resulting filter in each voxel was calculated for our test dataset, in which each direction is equally likely. A tensor T is first calculated according to 
wheren k is the orientation vector for anisotropic filter k and γ k is the filter weight. The eigenvector that corresponds to the largest eigenvalue of the tensor is then calculated; the dominant orientation of the filter is the angle of this eigenvector. The resulting distribution of the orientation is given in Fig. 5 . The orientations are approximately uniformly distributed, meaning that the analysis is rotation invariant.
Hardware
All of our implementations use single precision format, i.e. 32 bit floating point numbers, as they provide sufficient accuracy. Our computer system, running under Linux Fedora 12, was equipped with three Nvidia GTX 480 GPUs, each equipped with 480 processor cores and 1.5 GB of memory. The CPU of our system was an Intel Xeon 2.4 GHz with 12 MB of L3 cache and 4 processor cores, 12 GB of memory was used. The CPU supports hyper threading, such that 8 threads can run in parallel. Running 8 threads, instead of 4, did, however, not improve the performance, it rather degraded it.
Processing Times
The resulting activity maps from all the implementations were inspected in order to guarantee agreement of the results. For each processing step, and for each implementation, 1000 runs were performed and the average processing time was calculated. The processing times for the all processing steps are given in Table 3 , only one GPU was used for the CUDA implementation. To save additional time, the detrending and the statistical analysis is only performed for the voxels that are inside the brain. A simple thresholding technique was used for the segmentation, about 20 000 of the 90 000 voxels were classified as brain voxels.
For the motion compensation step, the three quadrature filters have to be applied in each iteration. This can either be done as spatial convolution or as a multiplication in the frequency domain (FFT based convolution). The processing times for both spatial and FFT based convolution were therefore included. The FFT routine in Matlab is multi-threaded and very fast, even for dimensions that not are a power of two. The FFT in the CUFFT library seems well optimized for dimensions that are a power of 2, but not necessarily for other dimensions.
The processing times for different number of permutations are given in Table 4 for the GLM and in Table 5 for CCA. As our computer contains three GPUs, a multi-GPU implementation was also made, such that each GPU performs one third of the permutations.
The conversion of data from double precision column major format to single precision time major format takes about 0.4 s (this is not necessary if the data is stored in the right way from the beginning). To copy the fMRI data to the GPU takes about 20 ms and then it takes about 0.2 ms to copy the activity map back to the CPU. After the slice timing correction, the data is flipped from time major format to row major format, this takes about 2 ms.
GLM vs CCA
With the random permutation test it is possible to calculate corrected p-values for fMRI analysis by CCA, and thereby activity maps from GLM and CCA can finally be compared at the same significance level. To do this, a random permutation test with 10 000 permutations was used and then the activity maps were thresholded at the same significance level, corrected p = 0.05. With 8 mm of 2D smoothing applied to our test dataset, GLM detects 302 significantly active voxels while CCA detects 344 significantly active voxels. The aim of this small comparison is not to prove that CCA has a superior detection performance, but to show that objective evaluation of different methods for single subject fMRI analysis becomes practically possible by using fast random permutation tests.
Discussion
Processing Times
As can be seen in Table 3 , the CUDA implementation provides significant speedups compared to SPM, Matlab and OpenMP, both for the preprocessing steps and for the statistical analysis.
In general, the motion compensation with FFT based convolution runs faster than the motion compensation based on spatial convolution, as shown in Table 3 . The computation times for the CUDA implementation are much shorter compared to the other implementations, but the speed advance of the FFT approach turns into the opposite. However, if all the dimensions of the volumes are a power of 2, motion compensation with FFT based convolution is about 40% faster than with spatial convolution. The performance of the 3D FFT in the CUFFT library has been investigated and enhanced by Nukada et al. [3] . The reason for the slower speed of the spatial convolution approach for the Matlab implementation is that the 3D convolution is called 6 times, since it only can handle one real valued filter at a time, while in the OpenMP implementation all three complex valued filter responses are calculated simultaneously.
The largest speedup is achieved for the non-separable 2D smoothing; this is due to the fact that this kernel is not bounded by the global memory bandwidth as much as the other kernels. Once the data has been loaded into the shared memory, all the processor cores can access the data extremely fast and thereby achieve close to optimal processing performance. The difference compared to the other kernels that also use shared memory, is that the convolution requires a much larger number of calculations. There is also a larger speedup for CCA, than for the GLM, as CCA requires more calculations and does not need to read the data from global memory several times. Table 4 and Table 5 clearly show that the GPU makes it practically possible to apply random permutation tests to single subject fMRI data. This enables the use of more advanced detection statistics, like RCCA, which do not have any parametric null distribution.
While it is obvious that GPUs should be used for permutation tests, it might not be as obvious that the GPU should be used for the preprocessing as well. For the GLM the preprocessing takes 15.5 s with Matlab, 5 s with OpenMP and 0.4 s with the CUDA implementation. If we look into the future a couple of years, we believe that it will be rather common with fMRI datasets that have 1 mm isotropic resolution. As mentioned earlier, fMRI data with 0.65 mm isotropic resolution has already been presented by Heidemann et al. [26] . Using a field of view of 256 mm would result in volumes of the resolution 256 x 256 x 128 voxels to cover the brain. If compressed sensing or parallel imaging is used at the same time, the temporal resolution might be increased to 2 Hz, compared to the more common 0.5 Hz. An fMRI experiment that consists of four periods of rest and activity, where each period is 40 seconds, would then result in 320 volumes of the resolution 256 x 256 x 128 voxels to process. For fMRI datasets of this size, it becomes much more important with an efficient implementation in order to process the data. If the processing time scales linearly with the size of the data, the Matlab implementation would require 96 minutes to preprocess the data, OpenMP 31 minutes and the CUDA implementation 1.7 minutes (FFT based convolution used in all three cases).
Implementing GLM & CCA
As the GLM does not require any higher order matrix functions, like CCA does, the implementation efforts were low, requiring only the programming of a matrix multiplication and a variance calculation.
To be able to do CCA the filters first had to be redesigned, such that RCCA is not needed. The implementation of CCA is more demanding as it requires a matrix inverse and an eigenvalue decomposition for each voxel time series -fortunately there are direct solutions for small matrices. Our current implementation only works for adaptive 2D filtering. For adaptive 3D filtering the same approach to guarantee plausible filters can be used, but a total of seven 3D filters must be used and thereby a 7 x 7 matrix must be inverted in each thread, which requires a lot more registers. fMRI analysis by CCA is a good example for the situation that an existing algorithm might have to be altered in order to fit the architecture of the GPU. An alternative approach to guarantee plausible filters could be to include linear constraints, as proposed by Cordes et al. [64] . In our future work we want to investigate how other statistical approaches suit for a GPU implementation.
Training of Classifiers
A growing field in fMRI is the development of BCIs where the brain activity is classified in real-time, allowing control of various systems. In order to classify the brain activity, a classifier first has to be trained. Catanzaro et al. [4] have implemented support vector machine (SVM) training and classification on the GPU and achieved a speedup of 9-35 for training and 81-138 for classification. Classifiers are not only used to classify brain activity in real-time, but also to improve conventional fMRI analysis by incorporating spatial information in adaptive ways. Åberg et al. [73] have proven that fMRI analysis by finding important voxels for SVM performs better than the GLM. To find the most important voxels for the classifier, an evolutionary algorithm is used in which different voxel clusters are used to train and evaluate the classifier. According to the paper this takes about 20 minutes, but it is also stated that evolutionary algorithms are fairly trivial to run in parallel, and thereby they would be well suited for the GPU.
Conclusions
To summarize, doing the fMRI analysis on the GPU opens up a lot of possibilities. All the preprocessing steps and both the statistical approaches that we used suit the GPU well and significant speedups were obtained. The obvious advantage is that this saves time for researchers and clinicians, but it also makes it easier to play around with the different parameters, to for example see the effects of different amounts of smoothing. One of the most important results is that the GPU makes it practically possible to apply non-parametric statistics. We believe that the GPU will result in a more common usage of permutation tests for fMRI data. One of the challenges is to make GPU programming easy, such that as many as possible can take advantage of the computational power of GPUs. The main challenge, as we see it, is to make fMRI analysis on the GPU available to the large community that does fMRI analysis, i.e. both researchers and clinicians.
Software
The authors are currently working on a software package that will be freely available, the name of the package is WABAACUDA (Wanderines Accelerated Brain Activity Analyzer using CUDA). The software package will be available under the GNU general public license (GPL) at http://www.wanderineconsulting.com/wabaacuda 
