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THE MEAN VALUE FOR INFINITE VOLUME MEASURES,
INFINITE PRODUCTS AND HEURISTIC INFINITE
DIMENSIONAL LEBESGUE MEASURES
JEAN-PIERRE MAGNOT
Abstract. one of the goals of this article is to define a an unified setting
adapted to the description of means (normalized integrals or invariant means)
on an infinite product of measured spaces with infinite measure. We first
remark that some known examples coming from the theory of metric measured
spaces and also from oscillatory integrals are obtained as limits of means with
respect to finite measures. Then, we explore in a systematic way the limit of
means of the type
lim
1
µ(Un)
∫
Un
fdµ
where µ is a a σ−finite Radon measure µ. In some cases, we get a linear ex-
tension of the limit at infinity. Then, the mean value on an infinite product is
defined, first for cylindrical functions and secondly taking the uniform limit.
Finally, the mean value for the heuristic Lebesgue measure on a separable infi-
nite dimensional topological vector space (but principally on a Hilbert space)
is defined. This last object is shown to be invariant by translation, scaling and
restriction.
MSC(2010): 46G99, 46S99, 60A05
Keywords: mean value, measure asymptotics, infinite products, infinite dimen-
sional Lebesgue measure.
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Introduction
The very early starting point of this work is the well-known lack of adequate
definition of an infinite dimensional Lebesgue measure on a Hilbert space. Such a
measure, which is assumed invariant by translation and by action of the orthogonal
or unitary group, is often said non existing in the infinite dimensional setting,
because it has not enough sets with finite measure, see e.g. [7, 8] for an overview.
Anyway, there exists many measures on infinite dimensional objects, but none can
be used to replace the Lebesgue measure in mathematical constructions. From
another point of view, normalized infinite dimensional integrals are well defined
objects, and in some sense appear as limits of finite measures, see e.g. [2]. Yet in
another setting, there is a property of concentration of measure in metric measured
spaces in which can coincide with the definition of a mean for uniform functions in
e.g. S∞, see e.g. [13, 14, 21]. These two last approaches appear as relevant of the
same procedure: defining means from limits of measures. This is why, including a
previous work [17], we suggest a general setting in section 1 for means spanned by
finite measures, where a measure is just a tool to define the mean value of the
function, namely
1
µ(X)
∫
fdµ
for a set X of µ−finite measure.
The theory developed in section 1 is then specialized to a restricted class of
means, first to the means obtained with a σ−finite Radon measure, using a creasing
sequence (Un)n∈N of Borel subsets with finite measure satisfying
⋃
n∈N Un = X
among other technical conditions, by:
f¯ = lim
n→+∞
1
µ(Un)
∫
Un
fdµ,
in the spirit of convergence of finite dimensional oscillatory integrals. In section 2,
we develop the basics of this theory on a measured space. Since this mean value
depends (in general) on the sequence U and on the measure µ, we do not adopt the
notation f¯ but preferWMV Uµ (f) orMVµ(f), abbreviations for “Weak Mean Value”
and for “ Mean Value”. Formulas for changing of measure leads us to an extension
of the asymptotic comparison of functions (f ∼∞ g, f = O(g) and f = o(g) )
to measures. As a particular case, the mean value with respect to the Lebesgue
measure on R appears as a linear extension of the limit at ∞ of functions. We
know very few about the behaviour of the mean value of limit of functions: the
mean value is not continuous for vague convergence, but continuous for uniform
convergence. There is certainly an intermediate kind of convergence more adapted
to mean values, to be determined. We also give an application of this notion: the
homology map as a mean value of a function on the space of harmonic forms, using
Hodge theory.
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Secondly, we get to infinite products of measured spaces in section 3. Recall that
there is an induced measure on an infinite product of measured spaces only if we
have spaces with finite measures. Our approach here is mostly inspired by Daniell’s
integral, which is a preliminary approach to Wiener measure. We consider cylindri-
cal functions, and define very easily their mean values as mean values of functions
defined on a finite product of measured space. Then, we extend it to functions that
are uniform limits of sequences of cylindrical functions. As an application, we give
a definition of the mean value on infinite configuration spaces for Poisson measure.
Finally, we get to vector subspaces of Hilbert spaces in section 3. This is where we
decide to focus on the announced heuristic infinite dimensional Lebesgue measure.
The mean value is developed and we study its invariance properties. It appears
invariant by translation and by scaling, and also by action of the unitary group.
But the last one remains dependent on the choice of the orthonormal basis used
for the definition, which is analogous to the multiplicative anomaly of renormalized
determinants (see e.g.[16] for the canonical determinant of Kontsevich and Vishik)
since it can be read as a non invariance while changing the basis. As a concluding
remark, we show that this approach has a technical difference with the approach by
measures on infinite dimensional spaces. We show that the mean value of a bounded
continuous function f remains the same while restricting to a dense vector subspace.
This exhibits a striking difference from e.g. the Wiener measure on continuous
paths, for which the space of H1 paths is of measure 0. With all these elements, we
can now explain where is the originality of our approach. Here, the total volume
is not considered as a constant of the total space, but as a scale-like element to
compare with the integral of a function. This is exactly the spirit of the formula of
the mean value in finite volume.
1. The space of means spanned by sequences of finite measures
Let (X,µ) be a measured space. Following [20], [21], let us fix a vector subspace
F ⊂ L∞(X,µ) such that 1X ∈ F . A mean on F is a linear map φ : F → C such
that φ(1X) = 1. Alternately, if (X, d) is a metric space, given F ⊂ C
0
b (X) (space
of bounded maps), a mean on F is a linear map φ : F → C such that φ(1X) = 1.
These two terminologies come from the basic example where µ is a Borel probability
measure on a metric space (X, d), for which the mean of a continuous integrable
map f is its expectation value ∫
X
fdµ,
and can be approximated by sequences of barycenters of Dirac measures via Monte
Carlo methods. We intent to decribe means spanned by approximations via finite
measures on a metric space in this section.
1.1. Means spanned by probability measures. Let X be a complete metric
space and let C0b (X) be the space of bounded complex valued continuous maps on
X. We note by P(X) the space of Borel probability measures on X.
Definition 1.1. A complex (resp. real) probability mean is a linear map τ :
Dτ ⊂ C0b (X) → C which is defined as the limit of barycenters with complex (resp.
real) weights of a sequence of Borel probability measures on X, i.e. for K = R or
C,
∃(µn, αn)n∈N ∈ (P(X)×K)N, ∀m ∈ N∗,
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m∑
n=0
αn 6= 0
}
∧
{
∀f ∈ C0b (X), τ(f) = lim
m→+∞
1∑m
n=0 αn
(
m∑
n=0
αnµn(f)
)}
.
We note by P˜MK(X) the space of K−probability means, by PMK(X) the set
of probability means τ such that Dτ = C
0
b (X), by P˜M
+
R (X) the means τ obtained
by a sequence (αn)n∈N ∈ R∗+ and by PM
+
R
(X) the space P˜MR(X)∩P˜M
+
R (X) We
have a spacial class spanned by the Dirac measures:
Definition 1.2. [17] A complex (resp. real) Dirac mean is a linear map τ : Dτ ⊂
C0b (X) → C which is defined as the limit of barycenters with complex (resp. real)
weights of a sequence of Dirac measures on X, i.e. for K = R or C,
∃(xn, αn)n∈N ∈ (X ×K)N, ∀m ∈ N∗,{
m∑
n=0
αn 6= 0
}
∧
{
∀f ∈ C0b (X), τ(f) = lim
m→+∞
1∑m
n=0 αn
(
m∑
n=0
αnδxn(f)
)}
.
We note by D˜MK(X), DMK(X), D˜M
+
R (X), DM
+
R
(X) the sets of Dirac means
corresponding respectively to P˜MK(X), PMK(X), P˜M
+
R (X), PM
+
R
(X)
Proposition 1.3. P˜MK(X), PMK(X) D˜MK(X) and DMK(X) are K−affine
spaces.
The proof is obvious adapting elementary proofs on (classical, finite) barycenters.
We give also the following, in order to make quickly the link with the Monte-Carlo
method.
Proposition 1.4. If X is moreover a locally compact manifold, one has the fol-
lowing inclusions:
• P(X) ⊂ DM+
R
(X).
• If X is compact, P(X) = DM+
R
(X) = PM+
R
(X).
Proof.
• Let µ ∈ P(X) and let (xn)n∈N be a uniformly distributed sequence with
respect to µ. Then, ∀f ∈ C0b (X), limm→+∞
1
n+1
∑m
n=0 f(xn) = Eµ(f) =∫
X
fdµ. Thus
µ(f) = lim
m→+∞
1
n+ 1
m∑
n=0
δxn(f).
• If X is compact, the space of (signed) finite measures on X coincide with
the
(
C0b (X)
)′
. Since PMR(X) ⊂
(
C0b (X)
)′
, we easily get the result.

1.2. Limit means.
Definition 1.5. Let X = (Xn, τn)n∈N be a sequence of probability spaces such that
- ∀n ∈ N, Xn is a metric space.
- ∀n ∈ N, Xn ⊂ Xn+1, and the topology of Xn+1 restricted to Xn coïncides with
the topology of Xn.
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- ∀n ∈ N, τn ∈ P˜MC(Xn). Then, we define, for the maps f defined on
⋃
n∈NXn
with values in a complete topological vector space, if ∀n ∈ N, f|Xn ∈ Dτ and if the
limit converges,
LMX(f) = lim
n→+∞
τn(f)
called limit mean of f with respect to X.
1.3. Probability means in the mm-space setting. We use two handbooks for
preliminaries on these notions: [13] and [21].
Definition 1.6. [14] A space with metric and measure, or a metric mea-
sured space (mm-space for short) is a triple (X, d, µ) where (X, d) is a metric
space and µ is a probability measure on the Borel tribu on X.
Let A ⊂ X, let ε > 0. We note by
Aε = {x ∈ X |d(A, x) < ε}.
Definition 1.7. [14] A Lévy family is a sequence X = (Xn, dn, µn)n∈N of mm-
spaces if, for each sequence (An)n∈N such that
∀n ∈ N, An is a Borel subset of Xn
ans satisfying
lim infn→+∞µn(An) > 0,
then
∀ε > 0, lim
n→+∞
µn ((An)ε) = 1.
In the sequel, we shall assume that
∀n ∈ N, Xn ⊂ Xn+1
with continuous injection. Notice that we do not assume that dn is the restriction of
dn+1 hich allows us some freedom on metric requirements. The technical necessary
condition is the following: let n ∈ N and let Bn+1 be a Borel subset of Xn+1.
Then Bn+1 ∩ Xn is a Borel subset of Xn. We have here a priori a class of limit
means following the terminology of Definition 1.5. Let us quote first the classical
(and historical) example of a Levy familysee e.g. [13], section 3 12 .19, which gives
an example of mean value:
Example 1.8. The Levy family of spheres and the concentration phe-
nomenon
Let us consider the seuquence of inclusions
S1 ⊂ S2 ⊂ ... ⊂ Sn ⊂ Sn+1... ⊂ S∞ =
∞⋃
n=1
Sn
equipped with the classical Euclide (or Hilbert) distance and (except for S∞) the
normalized spherical measure µ (we drop the index for the measure in sake of clear
notations). Then, for any R−valued 1-Lipschitz function on S∞, there exists a ∈ R
such that:
∀ǫ > 0, µ {x ∈ Sn|||f(x)− a|| > ǫ} < 2e−
(n−1)ǫ2
2 .
In a more intuitive formuation, one can say that any 1-Lipschitz function concen-
trates around a real vaule a with respect to µ.We leave the reader with the reference
[13] for more on the metric geometry of this example. We can reformulate:
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Proposition 1.9. Let X = (Sn; ||.||;µ)n∈N∗ . Then for any 1-Lipschitz function f
defined on S∞, and with the notations used before,
LMX (f) = a.
Example 1.10. Lévy families induced by Lebesgue measures Let m,n ∈ (N∗)2.
Take Km ⊂ ‘R⋉. For each m‘ ∈ N∗, we equip Km with the usual distance d induced
by Rn and with the probability measure
µn =
1Kn
λ(Kn)
λ.
Setting K = (Km, d, µm)m∈N∗ , we get that K is a Lévy family, but there is no
concentration property. This example will be studied in the next sections of this
article.
Definition 1.11. Let f : X → C be a map such that for each n ∈ N, the restriction
of f to Xn is µn−integrable. Then, the mean value of f with respect to the family
X is
WMV X (f) = lim
n→+∞
∫
Xn
fdµn
if the limit exists.
1.4. Means defined by oscillatory integrals. Let Φ ∈ C∞(Rn,R) be a fixed
function. Following [12] (see e.g. [2], [4], [11], [22]), we define:
Definition 1.12. Let f be a measurable function on Rn. Let ϕ ∈ S(Rn) be a weight
function such that ϕ(0) = 1. if the limit
lim
ǫ→0
∫
Rn
eiΦ(x)f(x)ϕ(ǫx)dx
exists and is independent of the fixed function ϕ, then this limit is called oscillatory
integral of f with respect to Φ, noted∫ o
Rn
eiΦ(x)f(x)dx.
The choice Φ(x) = i2h |x|
2 is of particular interest, and is known under the name
of Fresnel integral. This choice gives us a mean, up to normalization by a factor
(2iπh)−
d
2 , and can be generalized to a Hilbert space H the following way:
Definition 1.13. A Borel measurable function f : H → C is called h− integrable
in the sense of Fresnel is for each creasing sequence of projectors (Pn)n∈N such
that limn→+∞ Pn = IdH, the finite dimensional approximations of the oscillatory
integrals of f{∫ o
ImPn
e
i
2h |Pn(x)|2f(Pn(x))d(Pn(x))
}{∫ o
ImPn
e
i
2h |Pn(x)|2d(Pn(x))
}−1
are well-defined and the limit as n→ +∞ does not depend on the sequence (Pn)n∈N.
In this case, it is called infinite dimensional Fresnel integral of f and noted∫ o
H
e
i
2h |x|2f(x)d(x).
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The invariance under the choices of the map ϕ and the projections Pn is assumed
mostly to enable stronger analysis on these objects, which intend to be useful
to describe physical quantities and hence can be manipulated by physicists who
sometimes work “with no fear on the mathematical rigour” of their calculations.
But we can also remark that:
• the map
f 7→
∫ o
Rn
eiΦ(x)f(x)dx ∈ P˜MC(X),
• the
f 7→
∫ o
Rn
eiΦ(x)f(x)dx
is a limit mean through the sequence R ⊂ ... ⊂ Rn ⊂ Rn+1 ⊂ ... ⊂ H.
The limit mean obtained is got through the classical trick of cylindrical functions,
which we shall also use in the sequel.
2. Mean value on a measured space
2.1. Definitions. Let (X,µ)be a topological space equipped with a measure µ. Let
T (X) be the tribu on X . We note by Renµ(X) the set of sequences U = (Un)n∈N ∈
T (X)Nsuch that
(1)
⋃
n∈N Un = X
(2) ∀n ∈ N,0 < µ(Un) < +∞ and Un ⊂ Un+1.
Remark:We have in particular limn→+∞µ(Un) = µ(X).
In what follows we assume the natural condition Renµ 6= ∅.
Definition 2.1. Let U ∈ Renµ. Let V be a separable complete locally convex topo-
logical vector space (sclctvs). Let f : X → V be a measurable map. We define, if
the limit exists, the weak mean value of f with respect to U as:
WMV Uµ (f) = lim
n→+∞
1
µ(Un)
∫
Un
fdµ
Moreover, if WMV Uµ (f)does not depend on U , we call it mean value of f , noted
MVµ(f).
Remark 2.2. There is a well-known integration theory for measurable Banach-
valued maps. A separable complete locally convex topological vector space can be
seen topologically as the projective limit of a sequence of Banach spaces. So that,
integrating a function with image in a sclctvs is just considering integration on
Banach spaces, and after taking the projective limit.
Notice that
• if V = R, setting f+ =
1
2 (f + |f |) and f− =
1
2 (f − |f |), WMV
U
µ (f) =
WMV Uµ (f+) + WMV
U
µ (f−) for each U ∈ Renµ, if f, f+ and f− have a
finite mean value.
• The same way if V = C,WMV Uµ (f) = WMV
U
µ (ℜf) + iWMV
U
µ (ℑf) for
each U ∈ Renµ.
• We note by FUµ the set of functions f such that WMV
U
µ (f) exists in V,
and by Fµthe set of functions f such that MVµ(f) is well-defined.
Examples.
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(1) Let (X,µ) be an arbitrary measured space. Let f = 1X . Let U ∈ Renµ.
∀n ∈ N, 1
µ(Un)
∫
Un
fdµ = µ(Un)
µ(Un)
= 1. So that
MVµ(1X) = 1.
(2) Let (X, δx) be a space X equipped with the Dirac measure at x ∈ X . Let f
be an arbitrary map to an arbirary clcvs. U ∈ Renδx ⇔ ∀n ∈ N, δx(Un) >
0⇔ ∀n ∈ N, x ∈ Un.Thus, if U ∈ Renδx ∀n ∈ N,
1
δx(Un)
∫
Un
fdδx = f(x).
So that
MVδx(f) = f(x).
(3) Let (X,µ) be a measured space with µ(X) < +∞. Let f be an arbitrary
bounded measurable map. Then one can show very easily that we recover
the classical mean value of f :
MVµ(f) =
1
µ(X)
∫
X
fdµ.
(4) Let X = R equipped with the classical Lebesgue measure λ. Let g ∈
L1(R,R+) (integrable R+-valued function). Let U ∈ Renλ. We have that
limn→+∞
∫
Un
gdλ ≤
∫
R
gdλ < +∞ so that
MVλ(g) = 0.
(5) Let X = R equipped with the Lebesgue measure λ. Let f(x) = sin(x) and
let Un = [−(n + 1); (n + 1)]. The map sin is odd so that WMV
U
λ (sin) =
0. Now, let U ′n = [−2πn; 2πn] ∪
⋃n
j=0[2(n + j)π; (2(n + j) + 1)π]. Then
WMV U
′
λ (sin) =
1
5π . This shows that sin has no (strong) mean value for the
Lebesgue measure.
(6) Let X = N equipped with γ the counting measure. Let n ∈ N and set
Un = [0;n] ∩N. Let (un) ∈ RN and U = (Un)n∈N. Then,
WMV Uγ (un) = lim
n→+∞
1
n+ 1
n∑
k=0
uk
is the Cesarò limit.
2.2. Basic properties. In what follows and till the end of this paper we assume
the natural condition Renµ 6= ∅.
Proposition 2.3. Let (X,µ)be a measured space. Let U ∈ Renµ.Then
(1) FUµ is a vector space and WMV
U
µ is linear
(2) Fµ is a vector space and MVµ is linear.
The proof is obvious.
We now clarify the preliminaries that are necessary to study the perturbations
of the mean value of a fixed function with respect to perturbations of the measure.
Proposition 2.4. Let µ and ν be Radon measures. Let U = (Un)n∈N ∈ Renµ ∩
Renν. Assume that Θ(µ, ν) = limn→+∞
µ(Un)
(µ+ν)(Un)
∈ [0; 1] exists. Then f ∈ FUµ+ν
and
WMV Uµ+ν(f) = Θ(µ, ν)WMV
U
µ (f) + Θ(ν, µ)WMF
U
ν (f).
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Proof.
1
(µ+ ν)(Un)
∫
Un
fd(µ+ ν) =
µ(Un)
(µ+ ν)(Un)
{
1
µ(Un)
∫
Un
fdµ
}
+
ν(Un)
(µ+ ν)(Un)
{
1
ν(Un)
∫
Un
fdν
}
.
Thus, we get the result taking the limit.
Proposition 2.5. Let µ be a Radon measure and let k ∈ R∗+. Then Renkµ = Renµ,
Fkµ = Fµ; moreover ∀U ∈ Renµ, FUkµ = F
U
µ and WMV
U
kµ =WMF
U
µ .
The proof is obvious.
Theorem 2.6. Let µ be a measure on X, let U ∈ Renµ and f ∈ FUµ . Let
M(µ, U, f) =
{
ν|U ∈ Renν and WMV
U
ν (f) =WMV
U
µ (f)
}
M(µ, U, F ) is a convex cone.
Proof. Let k > 0 and let ν ∈ M(µ, U, F ). Setting ν′ = kν, we get WMV Uν′ (f) =
WMV Uν (f) by Proposition 2.5, thus M(µ, U, F ) is a cone.
Now, let (ν, ν′) ∈M(µ, U, F )2. Let t ∈ [0; 1] and let ν′′ = tν + (1 − t)ν′.
• Let us show that U ∈ Renν′′ .
Let n ∈ N. We have ν′′(Un) = tν(Un) + (1 − t)ν′(Un), so that ν′′(Un) ∈ R∗+.
• Let us show that WMV Uν′′(f) = WMV
U
µ (f). We already know thatWMV
U
ν′ (f) =
WMV Uν (f) =WMV
U
µ (f). Let n ∈ N.
1
ν′′(Un)
∫
Un
fd(ν′′) =
tν(Un)
(tν + (1 − t)ν′)(Un)
{
1
tν(Un)
∫
Un
fd(tν)
}
+
(1− t)ν′(Un)
(tν + (1− t)ν′)(Un)
{
1
(1− t)ν′(Un)
∫
Un
fd((1 − t)ν′)
}
=
{
tν(Un)
(tν + (1− t)ν′)(Un)
+
(1− t)ν′(Un)
(tν + (1− t)ν′)(Un)
}
WMV Uµ (f)
+
tν(Un)
(tν + (1− t)ν′)(Un)
{
1
ν(Un)
∫
Un
fd(ν)−WMV Uµ (f)
}
+
(1− t)ν′(Un)
(tν + (1− t)ν′)(Un)
{
1
ν′(Un)
∫
Un
fdν′ −WMV Uµ (f)
}
Now, we remark that{
tν(Un)
(tν + (1− t)ν′)(Un)
+
(1− t)ν′(Un)
(tν + (1− t)ν′)(Un)
}
= 1,
and that
lim
n→+∞
tν(Un)
(tν + (1− t)ν′)(Un)
{
1
ν(Un)
∫
Un
fd(ν) −WMV Uµ (f)
}
= 0
since tν(Un)(tν+(1−t)ν′)(Un) ∈ [0; 1] and limn→+∞
1
ν(Un)
∫
Un
fd(ν) =WMV Uν (f) = WMV
U
µ (f),
and finally that limn→+∞
tν(Un)
(tν+(1−t)ν′)(Un)
{
1
ν(Un)
∫
Un
fd(ν)−WMV Uµ (f)
}
= 0 the
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same way. Thus,
WMV Uν′′(f) = lim
n→+∞
1
ν′′(Un)
∫
Un
fd(ν′′) = WMV Uµ (f).
ν′′ ∈ M(µ, U, F ), thus M(µ, U, F ) is a convex cone.
2.3. Asymptotic comparison of Radon measures. We now turn to the number
Θ that appeared in Proposition 2.4. In this section, µ and ν are fixed Radon
measures and U is a fixed sequence in Renµ ∩Renν.
Proposition 2.7. (1) Θ(µ, ν) ∈ [0; 1].
(2) Θ(µ, ν) = 1−Θ(ν, µ).
The proof is obvious.
Definition 2.8. (1) ν = oU (µ) if Θ(µ, ν) = 1.
(2) ν = OU (µ) if Θ(µ, ν) > 0.
(3) ν ∼U µ if Θ(µ, ν) = 1/2.
Let us now compare three measures µ, ν and ρ. The sequence U is not precised
now since it is a fixed arbitrary sequence.
Lemma 2.9. Let µ and ν be two measures and let U ∈ Renµ ∩Renν .
Θ(µ, ν) =
1
1 + θ(µ, ν)
where θ(µ, ν) = limn→+∞
ν(Un)
µ(Un)
∈ R¯ = [0;+∞].
The proof is obvious.
Proposition 2.10. Let U ∈ Renµ ∩Renν ∩Renρ.
(1) θ(µ, ρ) = θ(µ, ν)θ(ν, ρ) if (θ(µ, ν), θ(ν, ρ)) /∈ {(0;+∞), (+∞; 0)}
(2) Θ(µ, ρ) = Θ(µ,ν)Θ(ν,ρ)2Θ(µ,ν)Θ(ν,ρ)−Θ(µ,ν)−Θ(ν,ρ)+1 if (Θ(µ, ν),Θ(ν, ρ)) /∈ {(1; 0), (0; 1)}
Proof. Let n ∈ N. We have µ(Un)(µ+ν)(Un) =
1
1+ ν(Un)
µ(Un)
, ν(Un)(ν+ρ)(Un) =
1
1+ ρ(Un)
ν(Un)
and
µ(Un)
(µ+ρ)(Un)
= 1
1+ ρ(Un)
µ(Un)
. For the first part of the statement,
ρ(Un)
µ(Un)
=
ρ(Un)
ν(Un)
ν(Un)
µ(Un)
.
(since these numbers are positive, the equality makes sense) Thus, if the limits are
compatible, we get 1. taking the limits of both parts. Then, we express each part
as :
ρ(Un)
µ(Un)
=
(µ+ ρ)(Un)
µ(Un)
− 1,
ρ(Un)
ν(Un)
= (ν + ρ)(Un)ν(Un)− 1,
ν(Un)
µ(Un)
= (µ+ ν)(Un)µ(Un)− 1,
and we get:
µ(Un)
(µ+ ρ)(Un)
=
µ(Un)
(µ+ν)(Un)
ν(Un)
(ν+ρ)(Un)
2 µ(Un)(µ+ν)(Un)
ν(Un)
(ν+ρ)(Un)
− µ(Un)(µ+ν)(Un) −
ν(Un)
(ν+ρ)(Un)
+ 1
.
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Taking the limit, we get 2.
We recover by these results a straightforward extension of the comparison of the
asymptotic behavour of functions. The notation chosen in 2.8 are chosen to show
this correspondence. Through easy calculations of θ or Θ, one can easily see that,
if µ, ν and ν′ are comparable measures,
(1) (µ ∼ ν) ∧ (ν ∼ ν′)⇒ (µ ∼ ν′)
(2) (µ ∼ ν)⇔ (ν ∼ µ)
(3) (µ = o(ν))⇒ (µ = O(ν))
(4) (µ = O(ν)) ∧ (ν = O(ν′))⇒ (µ = O(ν′))
(5) (µ = o(ν)) ∧ (ν = o(ν′))⇒ (µ = o(ν′))
(6) (µ = O(ν′)) ∧ (ν = O(ν′))⇒ (µ+ ν = O(ν′))
and other easy relations can be deduced in the same spirit.
2.4. Limits and mean value. If X is e.g. a connected locally compact, para-
compact and not compact manifold, equipped with a Radon measure µ such that
µ(X) = +∞, any exhaustive sequence K = (Kn)n∈N of compact subsets of X is
such that K ∈ Renµ. In this setting, it is natural to consider X¯ = X ∪ ∞ the
Alexandroff compactification of X.
Theorem 2.11. Let f : X → R be a bounded measurable map which extends to
f¯ : X¯ → R, a continuous map at ∞. Then WMV Kµ (f) = f¯(∞) for each exhaustive
sequence K of compact subsets of X.
Proof.
We can assume that f¯(∞) = 0, in other words
lim
x→∞
f(x) = 0.
The sequence (Kcn)n∈N gives a basis of neighborhood of ∞, thus
∀ǫ′ > 0, ∃N ′ ∈ N, ∀n ≥ N ′, supx∈Kcn|f(x)| < ǫ.
Moreover, since limn→+∞ µ(Kn) = +∞,
∀n0 ∈ N, ∀ǫ
′′ > 0, ∃N ′′ ∈ N, ∀n ≥ N ′′, µ(Kn0) < ǫ
′′µ(Kn).
Let ǫ > 0. Let ǫ′ = ǫ2 . We set n0 = N
′and ǫ′′ = ǫ2supX |f | . Then, ∀n ≥ N =
max(n0, N
′′),
|
∫
Kn
fdµ| ≤
∫
Kn
|f |dµ =
∫
Kn0
|f |dµ+
∫
Kn−Kn0
|f |dµ
≤ (supX |f |)µ(Kn0) + ǫ
′µ(Kn −Kn0).
The second term is bounded by ǫ′µ(Kn) =
ǫµ(Kn)
2 and we majorate the first term
by ǫ′′(supX |f |)µ(Kn) =
ǫµ(Kn)
2 . Thus
∀ǫ > 0, ∃N > 0, ∀n ≥ N, |
1
µ(Kn)
∫
Kn
fdµ| ≤ ǫ,
and hence WMV Kµ (f) = 0.
As mentioned in introduction, we found no straightforward Beppo-Levy type
theorem for mean values. The first counter-example we find is, for X = R and
µ = λ the Lebesgue measure, an increasing sequence of L1(λ) which converges to
12 JEAN-PIERRE MAGNOT
1R (uniformly on each compact subset of R), e.g. the sequence (e
− x2
n )n∈N∗ . Let
Kn = [−n− 1;n+1] and K = (Kn)n∈N. We have K ∈ Renλ, WMV Kλ (1R) = 1 and
WMV Kλ (e
− x2
n ) = 0 by Theorem 2.11. We can only state the following theorem on
uniform convergence:
Lemma 2.12. Let µ be a measure on X and let U ∈ Renµ. Let f1 and f2 be two
functions in FUµ (X,V ) where V in a sclctvs.
Let p be a norm on V. If there exists ǫ ∈ R∗+ such that supx∈X{p(f1(x)−f2(x))} <
ǫ, then
p(WMV Uµ (f1))− ǫ ≤ p(WMV
U
µ (f2)) ≤ p(WMV
U
µ (f1)) + ǫ.
Proof. Let n ∈ N.
p
(
1
µ(Un)
∫
Un
f2dµ
)
≤
1
µ(Un)
∫
Un
p(f1 − f2)dµ+ p
(
1
µ(Un)
∫
Un
f1dµ
)
≤ ǫ+ p
(
1
µ(Un)
∫
Un
f1dµ
)
We get the same way
p
(
1
µ(Un)
∫
Un
f1dµ
)
− ǫ ≤ p
(
1
µ(Un)
∫
Un
f2dµ
)
The result is obtained by taking the limit.
Theorem 2.13. Let (fn)n∈N ∈
(
FUµ
)N
be a sequence which converges for uniform
convergence on X to a µ−measurable map f. Then
(1) f ∈ FUµ .
(2) WMV Uµ (f) = limn→+∞WMV
U
µ (fn).
Proof. Let un = WMV
U
µ (fn).
• Let us prove that (un) has a limit u ∈ V.
Let p be a norm on V. Let ǫ ∈ R∗+. There exists N ∈ N such that, for each
(n,m) ∈ N2,
supx∈Xp(fn − fm) < ǫ.
Thus, by Lemma 2.12 with f1 = 0 and f2 = fn − fm,
p(un − um) = p(WMV
U
µ (fn − fm)) ≤ ǫ.
Thus, the sequence (un) is a Cauchy sequence. Since V is complete, the sequence
(un) has a limit u ∈ V.
• Moreover, we remember that ∀ǫ > 0, ∀(n,m) ∈ N2,
(supx∈Xp(fn − f) < ǫ) ∧ (supx∈Xp(fm − f) < ǫ) ⇒ supx∈Xp(fn − fm) < 2ǫ
⇒ p(WMV Uµ (fn − fm)) < 2ǫ
⇒ p(un − u) < 2ǫ
• Let us prove that u = limn→+∞ 1µ(Un)
∫
Un
fdµ. Let (n, k) ∈ N2.
p
(
1
µ(Un)
∫
Un
fdµ− u
)
≤ p
(
1
µ(Un)
∫
Un
fdµ−
1
µ(Un)
∫
Un
fkdµ
)
+p
(
1
µ(Un)
∫
Un
fkdµ− uk
)
+ p(uk − u)
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Let ǫ ∈ R∗+. Let K such that ∀k > K, supx∈Xp(f − fk) <
ǫ
8 . Then
p
(
1
µ(Un)
∫
Un
fdµ−
1
µ(Un)
∫
Un
fkdµ
)
<
ǫ
8
and
p(uk − u) <
ǫ
4
.
Let N such that for each n > N,
p
(
1
µ(Un)
∫
Un
fK+1dµ− uK+1
)
<
ǫ
8
.
Then, by the same arguments, for each k > K,
p
(
1
µ(Un)
∫
Un
fkdµ− uk
)
<
3ǫ
8
.
Gathering these inequalities, we get
p
(
1
µ(Un)
∫
Un
fdµ− u
)
<
ǫ
8
+
3ǫ
8
+
ǫ
4
= ǫ.
This ends the proof of the theorem.
2.5. Invariance of the mean value with respect to the Lebesgue measure.
In this section, X = Rm with n ∈ N∗, λ is the Lebesgue measure, K = (Kn)n∈N is
the renormalization procedure defined by
Kn = [−n− 1;n+ 1]
n
and L = (Ln)n∈N is the renormalization procedure defined by
Ln = {x ∈ R
n; ||x|| ≤ n+ 1}
where ||.|| is the Euclidian norm. We note by ||.||∞ the sup norm, and d∞ its
associated distance. Let v ∈ Rn.We use the obvious notations K+v = (Kn+v)n∈N
and L + v = (Ln + v)n∈N for the translated sequences. Let (A,B) ∈ P(X)2. We
note by A∆B = (A−B) ∪ (B −A) the symmetric difference of subsets.
Proposition 2.14. Let v ∈ Rm. Let f ∈ FKλ (resp. f ∈ F
L
λ ) be a bounded function.
Let U ∈ Renλ and v ∈ Rn. If
lim
n→+∞
λ(Un∆Un + v)
λ(Un)
= 0,
(1) Then f ∈ FU+vλ (resp. f ∈ F
U+v
λ ) and WMV
U
λ (f) = WMV
U+v
λ (f).
(2) Let fv : x 7→ f(x− v). Then f ∈ FUλ and WMV
U
λ (f) =WMV
U
λ (fv).
Proof. We first notice that the second item is a reformulation of the first item: by
change of variables x 7→ x− v, WMV K+vλ (f) = WMV
K
λ (fv).
14 JEAN-PIERRE MAGNOT
Let us now prove the first item. Let n ∈ N.
1
λ(Un)
∫
Un
fdλ−
1
λ(Un + v)
∫
Un+v
fdλ
=
1
λ(Un)
∫
Un
fdλ−
1
λ(Un)
∫
Un+v
fdλ
=
1
λ(Un)
(∫
Un−(Un+v)
fdλ−
∫
(Un+v)−Un
fdλ
)
=
1
λ(Kn)
(∫
Un∆(Un+v)
(1Un−(Un+v) − 1(Un+v)−Un)fdλ
)
Let M = supRm(|f |). Then
|
1
λ(Un)
∫
Un
fdλ−
1
λ(Un + v)
∫
Un+v
fdλ| ≤M
λ(Un∆Un + v)
λ(Un)
.
Thus, we get the result.
Lemma 2.15.
lim
n→+∞
λ(Kn∆Kn + v)
λ(Kn)
= 0
and
lim
n→+∞
λ(Ln∆Ln + v)
λ(Ln)
= 0
Proof. We prove it for the sequence K, and the proof is the same for the sequence
L. We have Kn = (n+ 1)K0 thus λ(Kn) = (n+ 1)
mλ(K0) and
λ(Kn∆Kn + v) = (n+ 1)
mλ(K0∆K0 +
1
n+ 1
v).
Let
An = {x ∈ R
m|d∞(x, ∂K0) <
2||v||∞
n+ 1
.
We have K0∆K0 +
1
n+1v ⊂ An and limn→+∞ λ(An) = 0. Thus,
lim
n→+∞
λ(Kn∆Kn + v)
λ(Kn)
= 0.
Proposition 2.16. Let v ∈ Rm. Let f ∈ FKλ (resp. f ∈ F
L
λ ) be a bounded function.
(1) Then f ∈ FK+vλ (resp. f ∈ F
L+v
λ ) and WMV
K
λ (f) = WMV
K+v
λ (f) (resp.
WMV Lλ (f) =WMV
L+v
λ (f)).
(2) Let fv : x 7→ f(x − v). Then f ∈ FKλ (resp. f ∈ F
L
λ ) and WMV
K
λ (f) =
WMV Kλ (fv) (resp. WMV
L
λ (f) = WMV
L
λ (fv)).
Proof. The proof for K and L is a straightforward application of Proposition 2.14
whch is valid thanks to the previous Lemma.
Concerning mean values on m−dimensional vector spaces, we must remark that
the difference between two finite weak mean values of a same function f can be
huge. For m = 2, classical result of topology gives:
Ln ⊂ Kn ⊂ LE(
√
2n+
√
2).
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Let f ∈ FKλ ∩ F
L
λ be a positive function. For n ∈ N,
1
λ(Kn)
∫
Kn
fdλ−
1
λ(Ln)
∫
Ln
fdλ =
1
λ(Kn)
{∫
Kn
fdλ−
(n+ 1)2
π(n+ 1)2
∫
Kn
1Lnfdλ
}
=
1
λ(Kn)
{∫
Kn
(1−
1
π
1Ln)fdλ
}
This shows that there can be a difference between WMV Kλ and WMV
L
λ .
2.6. Example: the mean value induced by a smooth Morse function. In
this example, X is a smooth, locally compact, paracompact, connected, oriented
and non compact manifold of dimension n ≥ 1 equipped with a measure µ induced
by a volume form ω and a Morse function F : X → R such that
∀a ∈ R, µ(F ≤ a) < +∞.
For the theory of Morse functions we refer to [18]. Notice that there exists some
value A such that µ(F < A) > 0. Notice that we can have µ(X) ∈]O; +∞].
Definition 2.17. Let f : X → V be a smooth function into a sclctvs V. Let
t ∈ [A; +∞[. We define
Ifµ (f, t) =
1
µ(F ≤ t)
∫
{F≤t}
f(x)dµ(x)
and, if the limit exists,
WMV Fµ (f) = lim
t→+∞
IFµ (f, t).
Of course this definition is the “continuum” version of the “sequential” definition
2.1. If V is metrizable, for any increasing sequence (αn)n∈N ∈ [A; +∞[N such that
limn→+∞ µ{F ≤ αn} ≥ µ(X), setting Un = {F ≤ αn},
WMV Uµ (f) = WMV
F
µ (f)
and conversely WMFFµ (f) exists if WMF
U
µ (f) exists and does not depend on the
choice of the sequence (αn)n∈N.
Moreover, since F is a Morse function, it has isolated critical points and changing
X into X − C, where C is the set of critical points of F, for each t ∈ [A; +∞[,
{F = t} = F−1(t)
is a (n − 1)−dimensional manifold (disconnected or not). The first examples that
we can give are definite positive quadratic forms on a vector space in which X is
embedded.
2.7. Application: homology as a mean value. Let M be a finite dimensional
manifold quipped with a Riemannian metric g and the corresponding Laplace-
Beltrami operator ∆, and with finite dimensional de Rham cohomology space
H∗(M,R). One of the standard results of Hodge theory is the onto and one-to-
one map between H∗(M,R) and the space of L2−harmonic forms H made by
integration over simplexes:
I : H → H∗(M,R)
α 7→ I(α)
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where
I(α) : s simplex 7→ I(α)(s) =
∫
s
α.
We have assumed here that the order of the simplex was the same as the order of
the harmonic form. This is mathematically coherent stating
∫
s
α = 0 if s and α
do not gave the same order. Let λ be the Lebesgue measure on H with respect
to the scalar product induced by the L2−scalar product. Let U = (Un)n∈N be the
sequence of Euclidian balls centered at 0 such that, for each n ∈ N, the ball Un is
of radius n.
Proposition 2.18. Assume that H∗(M,R) is finite dimensional Let s be a simplex.
Let
ϕs =
|I(.)(s)|
1 + |I(.)(s)|
.
The cohomology class of s is null if and only if
WMV Uλ (ϕs) = 0.
Proof.
• If the cohomology class of s is null, ∀α ∈ H,
∫
s
α = 0 thus ϕs(α) = 0. Finally,
WMV Uλ (ϕs) = 0.
• If the cohomology class of s is not null, let αs be the corresponding element
in H. We have
∫
s
αs = 1. Let πs be the projection onto the 1-dimensional vector
space spanned by αs. Let n ∈ N∗. Let
Vn =
{
α ∈ Un such that |
∫
s
α| >
1
2
.
}
.
Then,
Vn = Un ∩ π
−1
s ([−1; 1].αs) .
Moreover,
inf
α∈Vn
ϕs(α) =
1
2
and
λ(Vn) > λ(Un−1).
Then ∫
Un
ϕsdλ ≥
∫
Vn
ϕsdλ
≥
λ(Vn)
2
Thus
WMV Uλ (ϕs) = lim
n→+∞
1
λ(Un)
∫
Un
ϕsdλ
≥ lim
n→+∞
λ(Vn)
2λ(Un)
≥ lim
n→+∞
λ(Un−1)
2λ(Un)
=
1
2
6= 0
THE MEAN VALUE FOR INFINITE VOLUME MEASURES, INFINITE PRODUCTS AND HEURISTIC INFINITE DIMENSIONAL LEBESGUE MEASURES17
3. The mean value on infinite products
3.1. Mean value on an infinite product of measured spaces. Let Λ be an
infinite (countable, continuous or other) set of indexes. Let (Xλ, µλ)λ∈Λ or for short
(Xλ)Λ be a family of measured spaces as before. We assume that, on each space
Xλ, we have fixed a sequence Uλ ∈ Renµλ . Let Xc =
∏
λ∈ΛXλ be the cartesian
product of the sequence (Xλ)Λ.
Definition 3.1. Let f ∈ C0(X) for the product topology. f is called cylindrical
if and only if there exists Λ˜ a finite subset of Λ and a map f˜ ∈ C0(
∏
λ∈Λ˜Xλ) such
that
∀(xλ)Λ ∈ X, f((xλ)Λ) = f˜((xλ)Λ˜).
Then, we set, if f˜ ∈ F
∏
λ∈Λ˜ Uλ⊗
λ∈Λ˜ µλ
,
WMV (f) = WMV
∏
λ∈Λ˜ Uλ⊗
λ∈Λ˜ µλ
(f˜).
We set the notation : f ∈ F . (here, subsidiary notations are omitted since the
sequence of measures and the sequences of renormalization are fixed in this section)
We set the notation : f ∈ F .
Notice that if we have Λ˜ ⊂ Λ˜0 with the notations used in the definition, since f
is constant with respect to the variables xλ indexed by λ ∈ Λ˜0 − Λ˜, the definition
of WMV (f) does not depend on the choice of Λ˜, which makes it coherent.
Theorem 3.2. Let f be a cylindrical function associated to the finite set of indexes
Λ˜ = {λ1, ..., λn} and to the function f˜ ∈ C0(
∏
λ∈Λ˜Xλ).
(1) Let λ ∈ Λ˜. Let us fix Uλ ∈ Renµλ . Then
∏
λ∈Λ˜ Uλ =
(∏
λ∈Λ˜(Uλ)n
)
n∈N ∈
Ren⊗
λ∈Λ˜ µλ
.
(2) If both sides are defined, for each scalar-valued map f = fλ1 ⊗ ... ⊗ fλn ∈
F
Uλ1
µλ1
⊗ ...⊗F
Uλn
µλ1
,
WMV
∏
λ∈Λ˜ Uλ⊗
λ∈Λ˜ µλ
(f˜) =
∏
λ∈Λ˜
WMV Uλµλ (fλ).
For convenience of notations, we shall writeWMV (f˜) instead ofWMV
∏
λ∈Λ˜ Uλ⊗
λ∈Λ˜ µλ
(f˜).
Let us now consider an arbitrary map f : X → V which is not cylindrical (V is
a sclctvs). Theorem 2.13 gives us a way to extend the notion of mean value by
uniform convergence of sequences of cylindrical maps. But we shall not only do
this for X, but for classes of functions defined on a class of subset of X. These
classes are the following ones
Definition 3.3. Let D ⊂ X. The domain D is called admissible if and only if
∀x ∈ D, ∀Λ˜ finite subset of Λ, ∀n ∈ N,
⊗
λ∈Λ˜
µλ
∏
λ∈Λ˜
Uλ,n
−DΛ˜,n,x
 = 0,
where
DΛ˜,n,x =
u ∈ ∏
λ∈Λ˜
Uλ,n|∃x
′ ∈ D, (∀λ ∈ Λ˜, x′λ = uλ) ∧ (∀λ ∈ Λ− Λ˜, x
′
λ = xλ)
 .
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Definition 3.4. Let D be an admissible domain. A function f : D → V is cylin-
drical if its value depends only on a finite number of coordinates indexed by a fixed
finite subset of Λ.
The mean value of a cylindrical function f comes immediately, since its trace
defined on
∏
λ∈Λ˜ Uλ,n up to a subset of measure 0.
Theorem 3.5. Let V be a sclctvs. Let f : D → V be the uniform limit of a
sequence (fn)n∈N of cylindrical functions on D with a mean value on D. Then,
(1) the sequence (WMV (fn))n∈N has a limit.
(2) This limit does not depend on the sequence (fn)n∈N but only on f.
Proof.
Let un = WMV
U
µ (fn).
• Let us prove that (un) has a limit u ∈ V.
Let p be a norm on V. Let ǫ ∈ R∗+. There exists N ∈ N such that, for each
(n,m) ∈ N2,
supx∈Xp(fn − fm) < ǫ.
Thus, by Lemma 2.12 with f1 = 0 and f2 = fn − fm,
p(un − um) = p(WMV
U
µ (fn − fm)) ≤ ǫ.
Thus, the sequence (un) is a Cauchy sequence. Since V is complete, the sequence
(un) has a limit u ∈ V.
• Now, let us consider another sequence (f ′n) of cylindrical functions which con-
verge uniformly to f. In order to finish the proof of the theorem,
let us prove that u = limn→+∞WMV Uµ (f
′
n).
Let n ∈ N. We define
f ′′n =
{
f ′n
2
if n is even
fn−1
2
if n is odd
.
This sequence again converges uniformly to f , and is hence a Cauchy sequence. By
the way, the sequence (WMV Uµ (f
′′
n )n∈N has a limit u
′ ∈ V. Extracting the sequences
(fn)n∈N = (f ′′2n+1)n∈N and (f
′
n)n∈N = (f
′′
2n+1)n∈N we get
u′ = lim
n→+∞WMV
U
µ (f
′′
n ) = lim
n→+∞WMV
U
µ (fn) = u
and
lim
n→+∞
WMV Uµ (f
′
n) = lim
n→+∞
WMV Uµ (f
′′
n ) = u.
By the way, the following definition is justified:
Definition 3.6. Let V be a sclctvs. Let f : D → V be the uniform limit of a
sequence (fn)n∈N of cylindrical functions on D with a mean value on D. Then,
WMV Uµ (f) = lim
n→+∞WMV
U
µ (fn).
Trivially, the map WMV Uµ is linear as well as in the context of Proposition 2.3.
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3.2. Application: the mean value on marked infinite configurations. Let
X be a locally compact and paracompact manifold, orientable, and let µ be a
measure on X induced by a volume form. In the following, we have either
- if X is compact, setting x0 ∈ X,
Γ = {(un)n∈N ∈ XN| lim un = x0 and ∀(n,m) ∈ N2, n 6= m⇒ un 6= um}
- if X is not compact, setting (Kn)n∈N an exhaustive sequence of compact sub-
spaces of X,
OΓ = {(un)n∈N ∈ XN|∀p ∈ N, |{un;n ∈ N} ∩Kp| < +∞ and
∀(n,m) ∈ N2, n 6= m⇒ un 6= um}
The first setting was first defined by Ismaginov, Vershik, Gel’fand and Graev, see
e.g. [15] for a recent reference, and the second one has been extensively studied by
Albeverio, Daletskii, Kondratiev, Lytvynov, see e.g. [3]. Alternatively, Γ can be
seen as a set of countable sums of Dirac measures equipped with the topology of
vague convergence.
For the following, we also need the set of ordered finite k−configurations:
OΓk = {(u1, ..., uk) ∈ X
k|∀(n,m) ∈ N2, (1 ≤ n < m ≤ k)⇒ (un 6= um)}
Assume now that X is equipped with a Radon measure µ. One can notice that
given x ∈ Γ and a cylindrical function f,
Let us fix U ∈ Renµ. Notice first that for each (n, k) ∈ N∗ × N,
µ⊗n(Unk ) = µ
⊗n ({(x1, ..., xn) ∈ Unk |∀(i, j), (0 ≤ i < j ≤ n)⇒ (xi 6= xj)}) .
In other words, the set of n−uples for which there exists two coordinates that are
equal is of measure 0. This shows that OΓ is an admissible domain in XN, and
enables us to write, for a bounded cylindrical function f,
WMV Uµ (f) = WMV
UOrd(f)
µ⊗Ord(f) (f˜)
since f˜ is defined up to a subset of measure 0 on each U
Ord(f)
k , for k ∈ N. By
the way, Theorem 3.5 applies in this setting Notice also that we the normalization
sequence U on OΓ is induced from the normalization sequence on XN. This implies
heuristically that cylindrical functions with a weak mean value with respect to U
are somewhat small perturbations of functions on XN. This is why we can modify
the sequence U on OΓ the following way: let ϕ : R+ → R∗+ be a function such that
limx→+∞ ϕ = 0. Then, if f is a cylindrical function on OΓ, we set
Unϕ = U
n − {(xi)1≤i≤n|∃(i, j) such that i < j ∧ d(xi, xj) < ϕ(n)}.
4. Mean value for heuristic Lebesgue measures
Any Fréchet space is the projective limit of a sequence of Banach spaces. Thus,
any Fréchet space can be embedded in a Banach space B, with continuous inclusion
and density. We choose here to replace the Banach space B by a Hilbert space H
in order to get (orthogonal) canonical complementary subspaces.
Definition 4.1. A normalized Fréchet space is a pair (F,H), where
(1) F is a Fréchet space,
(2) H is a Hilbert space,
(3) F ⊂ H and
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(4) F is dense in H.
Another way to understand this definition is the following: we choose a pre-
Hilbert norm on the Fréchet space F. Then, H is the completion of F.
Definition 4.2. Let V be a sclctvs. A function f : F → V is cylindrical if there
exists Ff , a finite dimensional affine subspace of F, for which, if π is the orthogonal
projection, π : F → Ff such that
∀x ∈ F, f(x) = f ◦ π(x).
Proposition 4.3. Let (fn)n∈N be a sequence of cylindrical functions. There exists
an unique sequence (Ffn)n∈N creasing for ⊂, for which ∀m ∈ N,, Ffm is the minimal
affine space for which
∀n ≤ m, fn ◦ πm = fn.
Proof. We build it by induction:
• Ff0 is the minimal affine subspace of F for which Definition 4.2 applies to f0.
• Let n ∈ N. Assume that we have constructed Ffn . Let F˜ be the minimal affine
subspace of F for which Definition 4.2 applies to fn+1. We set
Ffn+1 = Ffn + F˜ .
(recall that it is the minimal affine subspace of F which contains both Ffn and F˜ .)
If π˜ and πn+1 are the orthogonal projections into F˜ and Ffn+1 , that
fn+1 = fn+1 ◦ π˜ = fn+1 ◦ πn+1.
This ends the proof. 
We now develop renormalization procedures on F inspired from section 3.1, using
orthogonal projections to 1-dimensional vector subspaces. In these approaches, a
finite dimensional Euclidian space is equipped with its Lebesgue measure noted by
λ in any dimension. The Euclidian norms are induced by the pre-Hilbert norm on
F for any finite dimensional vector subspace of F.
4.1. Mean value by infinite product. Let f be a bounded function which is the
uniform limit of a sequence of cylindrical functions (fn)n∈N. Here, an orthonormal
basis (ek)k∈N is obtained by induction, completing at each step an orthonormal
basis of Ffn by an orthonormal basis of Ffn+1 . Thus we can identify F with a
subset D of RN which is invariant under change of a finite number of coordinates.
This qualifies it as admissible since, with the notations used in Definition 3.3,∏
λ∈Λ˜
Uλ,n
−DΛ˜,n,x = ∅,
for any set of renormalization procedures in RN as defined in section 3.1. So that,
Theorem 3.5 applies. We note by
WMVλ(f)
this value. We remark that we already know by Theorem 3.5 that this mean value
does not depend on the sequence (fn)n∈N only once the sequence (Ffn)n∈N is
fixed. In other words, two sequences (fn)n∈N and (f ′n)n∈N which converge uni-
formly to f a priori lead to the same mean value if Ffn = Ff ′n (maybe up to
re-indexation). From heuristic calculations, it seems to come from the choice of the
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renormalization procedure, which is dependent on the basis chosen, more than from
the sequence (Ffn)n∈N. The problem would be solved if we did not get technical
difficulties to replace the cubes [−n−1;n+1]k, for (n, k) ∈ N×N∗, by an Euclidian
ball. Further investigations are in progress.
4.2. Invariance. We notice three types of invariance: scale invariance, translation
invariance and invariance under the orthogonal (or unitary) group.
Proposition 4.4. Let α ∈ N∗. Let f be a function on F with mean value. Let
fα : x ∈ F 7→ f(αx). Then fα has a mean value and
WMVλ(fα) = WMVλ(f).
Proof.
Let (fn)n∈N be a sequence which converges uniformly to f. Then, with the nota-
tions above, the sequence ((fn)α)n∈N converges uniformly to fα. Letm = dim(Ffn).
WMVλ((fn)α) = WMVα−mλ(fn) = WMVλ(fn).
by proposition 2.5 and remarking that for the fixed renormalization sequence above,
this change of variables consists in extracting a subsequence of renormalization.
Thus, taking the limit, we get
WMVλ(fα) = WMVλ(f).
Proposition 4.5. Let v ∈ F. Let f be a function on F with mean value. Let
fv : x ∈ F 7→ f(x+ v). Then fv has a mean value and
WMVλ(fv) = WMVλ(f).
Proof. Let (fn)n∈N be a sequence which converges uniformly to f. Let vn =
πn(v) ∈ Ffn . We have (fn)v = (fn)vn . Then,
WMVλ(fv) = lim
n→+∞WMVλ((fn)vn)
= lim
n→+∞
WMVλ(fn) by Proposition 2.16
= WMVλ(f)
Proposition 4.6. Let UF be the group of unitary operators of H which restricts
to a bounded map F → F and which inverse restricts also. Let u ∈ UF . Let f be a
map with mean value. Then f ◦ u has a mean value and
WMVλ(f ◦ u) = WMVλ(f).
This last proposition becomes obvious after remarking that we transform the
sequence (Ffn)n∈N into the orthogonal sequence(
u−1(Ffn)
)
n∈N = (Ffn◦u)n∈N.
This remark shows that we get the same mean value for f ◦ u as for f by changing
the orthogonal sequence.
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4.3. Final remark: Invariance by restriction. Let G be a vector subspace of
F such that ⊕
n∈N
Ffn ⊂ G.
As a consequence, if g is the restriction of f to F1, the sequence (fn)n∈N of cylin-
drical functions on F restricts to a sequence (gn)n∈N of cylindrical functions on G.
Then, for uniform convergence,
lim
n→+∞
gn = g
and for fixed n ∈ N we get through restriction to Ffn ,
WMVλ(gn) =WMVλ(fn).
Taking the limit, we get
WMVλ(g) =WMVλ(f).
This shows the restriction property announced in the introduction.
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