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Patterns could be discovered from historical data and 
can be used to recommend decisions suitable for a 
typical situation in the past. In this study, the sliding 
window technique was used to discover flood patterns 
that relate hydrological data consisting of river water 
levels and rainfall measurements. Unique flood 
occurrence patterns were obtained at each location. 
Based on the discovered flood occurrence patterns, 
mathematical flood prediction models were formulated 
by employing the regression technique.  Experimental 
results showed that the mathematical flood prediction 
models were able to produce good prediction on the 
flood occurrences. Results from this study proved that 
sliding window technique was able to detect patterns 
from temporal data. It is also considered a sound 
approach to adopt in predicting the flood occurrence 
patterns as it requires no prior knowledge as 





Flood is a type of natural disaster that occurs 
naturally and repeatedly which can directly or 
indirectly cause severe damage and threats to the 
public. According to [9], flood is the presence of water 
in areas that are usually dry, while flood disaster is a 
flood that significantly disrupts or interferes with 
human and social activities. Floods have been 
occurring throughout Earth history, and are expected 
to continuously occur as the water cycle continues to 
run.  Early flood notification can help to prevent and 
reduce damages to the flood affected victims. This can 
be achieved by having a structured and systematic 
approach to predict flood and notify potential victims 
in the affected area of possible danger. 
Disaster experiences in many parts of the world 
have shown that flood hazard mitigation needs to shift 
its approach from a disaster-response driven system to 
a system based on pre-disaster or ongoing risk 
analysis, to become proactive rather than reactive to 
flood hazard events [2]. The pre-disaster activities 
involve flood monitoring, flood predicting and 
notifying public and related agencies. However, for 
decades most researchers have not coped well with 
flood related activities [6]. Two measures were 
recommended to overcome disaster [5]. One is to ward 
off the disaster and two, to design an emergency 
system besides disaster preparedness and operation 
plans.  
Common flood management strategies were based 
on historical flood events and trying to prevent those 
from happening again. This is done by raising 
embankment levels after each flood without a real 
understanding of the hydraulics of the river system 
[11]. All these measures are in fact focusing on 
reduction of the flood hazard and the frequency of 
flooding. One of the weaknesses of this resistance 
strategy is that it is unknown which areas will be 
flooded first, as all areas are protected to the same 
level and therefore large areas need to be evacuated 
during flood events. There is in fact a need for 
attention given to the consequences of possible 
flooding.  
Data on flood are in the form of temporal 
sequences where time is one of the critical information 
related to each data whether in the form of month, day 
or hours.  Information on the changes in the patterns of 
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the data can be used for or influence certain decision-
making. Decision rules which are captured from the 
patterns can provide invaluable information which can 
assist in making future decisions.    
Data mining can help reveal potential locations of 
some (as yet undetected) natural resources or assist in 
building early warning systems for floods. Laxman & 
Sastry [12] conducted a survey on temporal data 
mining techniques and pointed out that it is useful in 
five different areas namely  prediction, classification, 
clustering, search and retrieval, and pattern discovery. 
They added that much of data mining literature is 
concerned with formulating useful pattern structures 
and developing efficient algorithms for discovering all 
patterns which occur frequently in the data. 
Techniques for finding frequent patterns are 
considered important because they can be used for 
discovering useful rules. These rules can in turn be 
used to infer some interesting regularities in the data, 
which would be useful for generating computational 
model in prediction. Mining temporal data was also 
proposed in a study on temporal database and decision 
making in flood control problems [7].  The sliding 
window technique [8, 10] has been used to extract 
temporal patterns in the data mining activity.  
Neural networks have also been widely applied to 
various hydrological forecasting problems such as 
precipitation forecasting [4], stream flow forecasting 
[3], tornado prediction [13] and water quality 
prediction [1] among others. However, one of the 
criticisms found through literature about applying 
neural network for forecasting is its absence of 
formalism and reliability of long-lead forecasting data.  
In this study, two locations were used as test cases 
in detecting flood pattern occurrences. The two 
locations are the Kuala Nerang and Senara rivers 
which are situated in the northern part of Malaysia. 
Each river has a telemetric station which collects 
valuable hydrological data. Mathematical models 
based on the discovered patterns were then developed 
and later used for predicting future flood incidents.  
This remaining of the paper is organized as 
follows.  Description on flood pattern generation using 
the sliding window technique is presented in Section 2.  
Section 3 discusses on the experiment and result in 
implementing the sliding window technique for pattern 
discovery and flood predicting model. Finally, the 
conclusion is presented in Section 4. 
 
2. Temporal pattern generation using 
sliding window technique 
  
The first step in mining flood data is to extract 
patterns that represent sequences of events regarding 
situations of interest. This will determine the 
predictive patterns. Next is to classify the patterns into 
unique classes where each class represents a unique 
decision. The class description in the classifier’s model 
can then be used to classify future data. The patterns 
can be translated into rule based representation which 
is in human readable form. 
Temporal data usually represent sequences of 
events which is usually the impact of certain causes. 
For example, after long hours of heavy rainfall, a 
potential flood event will occur due to an increase in 
water level. The rainfall is the cause and the event is 
flooding where there is significant delay between those 
two. Figure 1a and 1b show the phenomena explaining 
the delaying effect of the rainfall towards river water 
level at Senara river station in 2007. It can be seen that 
the river water level depends on the amount of rainfall 











Figure 1b. Water level at Senara station 
 
In this study, the sliding window technique [10] is 
used to capture the time delay between the cause of the 
event and the actual event. Figure 2 shows the 













Figure 2. Sliding window of size 3 
 
Each time a change-point is detected at time ti, a 
window of size w will be formed.  Change point 
detection is when an unusual, non-routine event 
occurs. The window will consist of attribute values 
from time ti-w+1 to ti. All window slices will be 
collected.   Once all data has been read, windows 
collected will be classified according to unique 
characteristics.  
 
3. Experiment and findings 
 
Real flood data which consist of river water levels 
and rainfall measurement at Kuala Nerang river station 
(2001 to 2007) and at Senara river station (2003 to 
2007) have been used. There are 7 incidents of 
flooding at Kuala Nerang station and 6 flooding 
incidents at Senara river station. It is discovered that 
most of the flood occurrences in this northern part of 
Malaysia occurred at these river stations. Rainfall 
levels in millimeters are recorded every hour while 
river water levels in meters are recorded once a day. 
Both readings used in this study are recorded in the 
morning which means that the rainfall figures indicate 
a 24 hours precipitation.  The recordings are made 
possible with the presence of sensors placed at the 
river stations and data are automatically transmitted to 
a main server. 
The real values of the river water level and rainfall 
were transformed into symbolic representation 
determined by the domain expert. Tables 1a and 1b 
below show the category used for Kuala Nerang and 
Senara river water levels. There are four categories of 
flood stage: Normal, Alert, Warning and Danger. 
Danger signifies flood has occurred in the area. The 
letter ‘wl’ indicates the present water level at the 
particular stations. The stations have different water 
levels as they are located at different latitude. 
 
Table 1a. Kuala Nerang river level classification 
 
Water Level (m) Flood Stage
wl<16.15 Normal  
16.15≤wl<16.61 Alert 
16.61≤wl<17.07 Warning 
wl≥17.07 Danger  
 
Table 1b. Senara river level classification 
 
Water Level (m) Flood Stage
wl<3.0 Normal  
3.0≤wl<3.5 Alert 
3.5≤wl<4.0 Warning 
wl≥4.0 Danger  
 
Table 2 displays the rainfall classification that is 
used in this study. This classification is also practice 
by the practitioners. There are five categories of 
rainfall measurement: None, Light, Moderate, Heavy 
and Very Heavy. In the table, ‘r’ represents the amount 















Table 2. Rainfall classification 
 
Range (mm) Class Code 
r=0 No Rain N 
0<r≤10 Light L 
10<r≤30 Moderate M 
30<r≤60 Heavy H 
r>60 Very Heavy V 
 
Table 3a depicts part of the data on the water level and 
rainfall reading classification at Kuala Nerang station 
for 2006 and 2007. The displayed data are for three 
days before flooding. Normal water level is 
represented by ‘N’, alert level by ‘A’, warning level by 
‘W’ and danger level which means flooding, by ‘D’. 
Using discrete form makes the data easier to work with 
and much more descriptive and natural to the expert or 
the public common usage of terms. Floods occurred on 
day 295 and 352 of the respective years.  
 
Experiments were conducted on the data and as a 
result, window slice of size 3 was found to be able to 
detect flood occurrence pattern for both locations. An 
example of flood patterns that have been captured in 
the form of window slices of size 3 is displayed in 
Table 3b.  
 
 
Table 3a. Event detection and windowing of flood 
data in symbolic form 
 





2006 292 N L No 
2006 293 N L No 
2006 294 W H No 
2006 295 D H Yes 
2006 296 D M Yes 
- - - - - 
- - - - - 
2007 349 N M No 
2007 350 N L No 
2007 351 W V No 
2007 352 D H Yes 






Table 3b. Window slices of size 3 
 
Slice 1: day 293, 294, 
295, 296 
 Slice 2: day 349, 350, 
351, 352 
N L No  N M No 
N L No  N L No 
W H No  W V No 
D H Yes  D H Yes 
 
From the experiment conducted, the phenomena 
can be described by the function below where river 
water level, wt, at time t is a function of preceding time 
index of previous water level and rainfall r.  
 wt = wt-1 + wt-2 + rt + rt-1+ rt-2  
A regression model between river water level and 
rainfall measurement has been constructed for Kuala 
Nerang with a correlation value of 0.9. The regression 
model is   
 wt = 7.107 + 0.634 wt-1 – 0.169wt-2 + 0.036rt  
+ 0.017rt-1 + 0.013rt-2 
The predicted present water level for Kuala Nerang 
depends on the previous 2 days water level as well as 3 
days rainfall. Figure 3 shows the predicted water levels 
as compared to the real water levels during 7 flooding 
incidents. In this figure, it can be seen that the 
predicted water level’s pattern is similar to the pattern 
of the actual water level. Table 4 listed the errors 
between the two water levels where 6 out of 7 flood 
incidents have errors less than 10%. The highest error 
was recorded for the first flooding incident in 2005 as 
a result of large amount of water being released from 
the dam into the river for irrigation purposes in the 












Table 4. Prediction error of the mathematical 
model for Kuala Nerang 
 
Flood Incident Error % 
2001 1.23 
2003 6.31 
2005 (1) 11.74 
2005 (2) 2.21 
2006 1.36 
2007 (1) 3.28 
2007 (2) 2.27 
 
A regression model between river water level and 
rainfall measurement has also been constructed for 
Senara river with a correlation value of 0.868. The 
regression model is   
wt = 1.813 + 0.388 wt-1 + 0.148wt-2  
+ 0.004rt + 0.005rt-1 
The predicted present water level for Senara depends 
on the previous 2 days water level as well as 2 days 
rainfall. Figure 4 shows the predicted water levels as 
compared to the real water levels during 6 flooding 
incidents while Table 5 listed the errors between the 
two water levels. The predicted model was able to 
produce similar water level pattern as that of the actual 
water level’s pattern.  Based on the results in Table 5, 
the flood prediction model can be considered good 




Figure 4. Six incidents of flooding 
 
Table 5. Prediction error of the mathematical 
model for Senara 
Flood Incident Error % 
2003 (1) 0.64 






The results for both locations are in agreement with 
[14] that suggests rainfall measurement as the 
triggering mechanism for flood warning. The predicted 
models are considered reliable and can be used by 
practitioners because the predicted water levels are 
higher than real water levels in most of the incidents. 
This is a positive finding because models that have 
predicted water levels lower than actual water levels 
pose greater damage to the public as it will caused 
false positive warnings. The models are also unique to 
each location as each location has different amount of 




The sliding window technique is considered a 
sound approach to adopt for predicting the flood 
occurrence patterns as it requires no prior knowledge 
as compared to other approaches when dealing with 
temporal data. The patterns extracted can be translated 
into predictive mathematical model where future 
events can be simulated.  Results have shown that the 
technique is able to predict with good accuracy. The 
result is however dependent on the attributes used. The 
prediction model to predict the occurrences of flooding 
can be enhanced by incorporating fuzzy technique 
which could capture the uncertainty of the weather 
phenomena. The model could also be used in 
developing any flood warning or notification system or 
it could be integrated in a flood management system as 
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