Graphical Models: An Extension to Random Graphs, Trees, and Other
  Objects by Hallonquist, Neil
Graphical Models: An Extension to Random
Graphs, Trees, and Other Objects
Neil Hallonquist
Johns Hopkins University
neil.hallonquist@yahoo.com
ar
X
iv
:1
70
4.
04
47
8v
2 
 [s
tat
.M
L]
  5
 M
ay
 20
17
Contents
1 Introduction 2
1.1 Random Graphs . . . . . . . . . . . . . . . . . . . . . . 4
1.1.1 Literature . . . . . . . . . . . . . . . . . . . . . . 4
1.1.2 Other Literature . . . . . . . . . . . . . . . . . . . 5
1.1.3 Issues . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.4 Structure . . . . . . . . . . . . . . . . . . . . . . 8
1.2 Random Trees . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.1 Literature . . . . . . . . . . . . . . . . . . . . . . 9
1.3 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Random Graphs 12
2.1 Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Marginal Random Graphs . . . . . . . . . . . . . . . . . 14
2.3 Independence . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 Bayesian Networks . . . . . . . . . . . . . . . . . . . . 17
2.4.1 Structure Graphs . . . . . . . . . . . . . . . . . . 17
2.4.2 Atomic Variables . . . . . . . . . . . . . . . . . . 19
2.5 Gibbs Distribution . . . . . . . . . . . . . . . . . . . . . 19
2.6 Markov Random Fields . . . . . . . . . . . . . . . . . . 22
2.6.1 Cliques . . . . . . . . . . . . . . . . . . . . . . . 23
2.6.2 Markovity . . . . . . . . . . . . . . . . . . . . . . 25
ii
iii
2.7 Partially Directed Models . . . . . . . . . . . . . . . . . 26
2.8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.8.1 Redundant Representations . . . . . . . . . . . 28
2.8.2 Graph Variations . . . . . . . . . . . . . . . . . . 31
2.8.3 Projections . . . . . . . . . . . . . . . . . . . . . 32
3 Random Trees 33
3.1 Branching Models . . . . . . . . . . . . . . . . . . . . . 34
3.1.1 Trees . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1.2 Basic Models . . . . . . . . . . . . . . . . . . . . 35
3.1.3 Substructures . . . . . . . . . . . . . . . . . . . . 37
3.1.4 Attributed Trees . . . . . . . . . . . . . . . . . . . 40
3.2 Merging Models . . . . . . . . . . . . . . . . . . . . . . 43
3.3 General Models . . . . . . . . . . . . . . . . . . . . . . . 45
4 General Random Objects 48
4.1 Projection Families . . . . . . . . . . . . . . . . . . . . . 49
4.2 Substructures . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 Compositional Systems . . . . . . . . . . . . . . . . . . 55
5 Examples 57
5.1 Compact Distributions . . . . . . . . . . . . . . . . . . . 58
5.2 Additional Structure . . . . . . . . . . . . . . . . . . . . 58
5.3 Graph Isomorphisms . . . . . . . . . . . . . . . . . . . . 59
5.4 Attributed Graph Isomorphisms . . . . . . . . . . . . . . 60
5.5 Master Interaction Function . . . . . . . . . . . . . . . . 61
5.6 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.6.1 Example 1: Grid Graphs . . . . . . . . . . . . . . 62
5.6.2 Example 2: ‘Molecule’ Graphs . . . . . . . . . . 65
5.6.3 Example 3: Mouse Visual Cortex . . . . . . . . . 68
5.6.4 Example 4: Chemistry Data . . . . . . . . . . . . 73
5.6.5 Example 5: Vertices with Color and Location . . 77
5.7 Inference and Learning . . . . . . . . . . . . . . . . . . 79
5.7.1 Sampling . . . . . . . . . . . . . . . . . . . . . . 79
5.7.2 Computation . . . . . . . . . . . . . . . . . . . . 81
5.7.3 Learning . . . . . . . . . . . . . . . . . . . . . . 82
iv
6 Summary and Discussion 84
6.1 Extended Discussion . . . . . . . . . . . . . . . . . . . . 85
6.1.1 Framework Merit . . . . . . . . . . . . . . . . . . 86
6.1.2 Random Vertices . . . . . . . . . . . . . . . . . . 87
6.1.3 Consistent Distributions . . . . . . . . . . . . . . 89
6.1.4 Degeneracy . . . . . . . . . . . . . . . . . . . . . 91
Acknowledgements 95
Appendices 96
A Statistical Invariances 97
A.1 Invariant Transformations . . . . . . . . . . . . . . . . . 98
A.2 Invariant Functions . . . . . . . . . . . . . . . . . . . . . 98
A.2.1 Invariant Probability Mass Functions . . . . . . . 99
A.3 Conditional Invariance . . . . . . . . . . . . . . . . . . . 100
A.3.1 General Invariance . . . . . . . . . . . . . . . . . 100
A.4 An Alternative Formulation . . . . . . . . . . . . . . . . 101
A.5 Moment Invariance . . . . . . . . . . . . . . . . . . . . . 102
A.6 Conditional Moment Invariance . . . . . . . . . . . . . . 105
References 107
Abstract
In this work, we consider an extension of graphical models to random graphs,
trees, and other objects. To do this, many fundamental concepts for multivari-
ate random variables (e.g., marginal variables, Gibbs distribution, Markov
properties) must be extended to other mathematical objects; it turns out that
this extension is possible, as we will discuss, if we have a consistent, complete
system of projections on a given object. Each projection defines a marginal
random variable, allowing one to specify independence assumptions between
them. Furthermore, these independencies can be specified in terms of a small
subset of these marginal variables (which we call the atomic variables), al-
lowing the compact representation of independencies by a directed graph.
Projections also define factors, functions on the projected object space, and
hence a projection family defines a set of possible factorizations for a distri-
bution; these can be compactly represented by an undirected graph.
The invariances used in graphical models are essential for learning distri-
butions, not just on multivariate random variables, but also on other objects.
When they are applied to random graphs and random trees, the result is a gen-
eral class of models that is applicable to a broad range of problems, including
those in which the graphs and trees have complicated edge structures. These
models need not be conditioned on a fixed number of vertices, as is often
the case in the literature for random graphs, and can be used for problems
in which attributes are associated with vertices and edges. For graphs, appli-
cations include the modeling of molecules, neural networks, and relational
real-world scenes; for trees, applications include the modeling of infectious
diseases and their spread, cell fusion, the structure of language, and the struc-
ture of objects in visual scenes. Many classic models can be seen to be par-
ticular instances of this framework.
1
Introduction
In problems involving the statistical modeling of a collection of random vari-
ables (i.e., a multivariate random variable), the use of invariance assumptions
is often critical for practical learning and inference. A graphical model is a
framework for such problems based on conditional independence, a funda-
mental invariance for these variables; this framework has found wide-spread
use because independence occurs naturally in many problems, and is often
specifiable by practitioners. Furthermore, independence assumptions can be
made at varying degrees (for many invariances, this is not the case), thus
creating a range of model complexities, and allowing practitioners to adjust
models to a given problem.
In this work, we consider an extension of graphical models from multi-
variate random variables to other random objects such as random graphs and
trees. To do this, core concepts from graphical models must be abstracted,
forming a more general formulation; in this formulation, graphical models
can be applied to any object that has, loosely speaking, a structure allow-
ing a hierarchical family of projections on it. Each projection in this family
defines a marginal random variable, allowing one to specify independence
assumptions between them, and further, allowing a graph to represent these
independencies (where vertices correspond to atomic variables). This projec-
2
3tion family also defines, for distributions, a family of factors, allowing one to
specify general factorizations, and further, also represent them compactly by
a graph. A projection family must satisfy certain basic properties in order for
the corresponding variables to be consistent with each other.
In the first part of this work, we examine models for random graphs, the
problem that originally motivated this investigation. Applying graphical mod-
els to them results in a general framework, applicable to problems in which
graphs have complicated edge structures. These models need not be condi-
tioned on a fixed number of vertices, as is often the case in the literature,
and can be used for problems in which graphs have attributes associated with
their vertices and edges. The focus of this work is on problems in which the
number of vertices can vary. Some examples of graphs that these models are
applicable to are shown in Figures 1.1 and 1.2. This work makes no contri-
bution to the traditional setting of random graphs in which the vertex set is
fixed; the formulation presented here is unnecessary in that setting.
After investigating graphical models for graphs, we consider their appli-
cation to trees, a special type of graph used in many real-world problems.
As with graphs, this results in models applicable to a broad range of prob-
lems, including those in which trees have complex structures and attributes. In
the approach taken in most of the literature, probabilities are placed on trees
based on how a tree is incrementally constructed (e.g., from a branching pro-
cess or grammar). Using graphical models, this approach may be extended,
allowing distributions to be defined based on how trees are deconstructed
into parts. The benefit of this graphical model approach is that one can make
well-defined distributions that have complex dependencies; in contrast, it is
often intractable to define distributions over, for example, context-sensitive
grammars.
In the last part of this work, we define some consistency and completeness
conditions for projection families. These conditions on projections ensure the
consistency of their corresponding random variables (i.e., they form a family
of marginal variables), which in turn, allows graphical models to be directly
defined in terms of projection families. In this formulation, graphical models
may be loosely thought of as a modeling framework based on independence
assumptions between the parts of an object, given the object is compositional.
An object is compositional if: (a) it is composed of parts, which in turn, are
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themselves composed of parts, etc.; and (b) a part can be a member of multi-
ple larger parts. Objects such as vectors, graphs, and trees, are compositional;
in more applied settings, objects such as words and sentences, people, and
real-world scenes, are compositional as well. Graphical models are naturally
suited to the modeling of these objects.
1.1 Random Graphs
A graph is a mathematical object that is able to encode relational information,
and can be used to represent many entities in the world such as molecules,
neural networks, and real-world scenes. An (undirected) graph is composed
of a finite set of objects called vertices, and for each pair of vertices, speci-
fies a binary value. If this binary value is positive, there is said to be an edge
between that pair of vertices. In most applications, graphs have attributes as-
sociated with their vertices and edges; we will refer to attributed graphs sim-
ply as graphs in this work. (We make more formal definitions in Section 2.)
A random graph is a random variable that maps into a set of graphs. In this
section, we give a brief overview of random graph models in the literature,
and discuss some of their shortcomings, motivating our work.
1.1.1 Literature
The most commonly studied random graph model is the Erdo˝s-Rényi model
([Erdo˝s and Rényi, 1959], [Gilbert, 1959]). This is a model for conditional
distributions in which, for a given set of vertices, a distribution is placed
over the possible edges. It makes the invariance assumption that, for any
two vertices, the probability of an edge between them is independent of
the other edges in the graph, and further, this probability is the same for all
edges. This classic model, due to its simplicity, is conducive to mathematical
analysis; its asymptotic behavior (i.e, its behavior as the number of vertices
becomes large) has been researched extensively ([Bollobás, 1998], [Janson
et al., 2011]).
There are many ways in which the Erdo˝s-Rényi model can be extended.
One such extension is the stochastic blockmodel [Holland et al., 1983]. This
model is for conditional distributions over the edges, given vertices, where
each vertex has a label (e.g., a color) associated with it. Similar to the Erdo˝s-
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Rényi model, for any two vertices, the probability of an edge between them
is independent of the other edges in the graph; unlike the the Erdo˝s-Rényi
model, this probability depends on the labels of those two vertices.
An extension of the stochastic blockmodel is the mixed membership
stochastic blockmodel [Airoldi et al., 2009]. In this model, instead of asso-
ciating each vertex with a fixed label, each vertex is associated with a proba-
bility vector over the possible labels. Given a set of vertices (and their label
probability vectors), a set of edges can be sampled as follows: for each pair
of vertices, first sample their respective labels, then sample from a Bernoulli
distribution that depends on these labels. Another extension of the stochastic
blockmodel is the latent space model [Hoff et al., 2002], where instead of
associating vertices with labels from a finite set, they are instead associated
with positions in a Euclidean space; given the position of two vertices, the
probability of an edge between them only depends on their distance.
A general class of random graph models, of which the above models fall
within, is the exponential family ([Holland and Leinhardt, 1981], [Robins,
2011], [Snijders et al., 2006]). A well-known example is the Frank and
Strauss model [Frank and Strauss, 1986], also a model for conditional dis-
tributions, specifying the probability of having some set of edges, given ver-
tices. Since the randomness is only over the edges, a graphical model can be
applied in which there is a random variable for each pair of vertices, speci-
fying the presence or absence of an edge. These random variables are condi-
tionally independent, in this model, if they do not share a common vertex.
1.1.2 Other Literature
In this section, we review models from outside the mainstream random graph
community that were designed for graphs that vary in size and have compli-
cated attributes. One of the first such models was developed by Ulf Grenander
under the name pattern theory ([Grenander and Miller, 2007], [Grenander,
1997], [Grenander, 2012]). This work was motivated by the desire to formal-
ize the concept of a pattern within a mathematical framework. A large collec-
tion of natural and man-made patterns is shown in [Grenander, 1996]. Exam-
ples range from textures to leaf shapes to human language. In each of these
examples, every particular instance of the given pattern can be represented
by a graph. These instances have natural variations, and so the mathematical
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framework for describing these patterns is probabilistic, i.e. a random graph
model. The model developed was based on applying Markov random fields
to graphs. Learning and inference are often difficult in this model, limiting its
practical use.
Later, random graph models were developed within the field of rela-
tional statistical learning. In particular, techniques such as Probabilistic Re-
lational Models [Getoor et al., 2001], Relational Markov Networks [Taskar
et al., 2002], and Probabilistic Entity-Relationship Models [Heckerman et al.,
2007], were specifically designed for modeling entities that are representable
as graphs. These models specify conditional distributions, applying graphical
models in which: (1) for each vertex, there is a random variable representing
its attributes; and (2) for each pair of vertices, there is a random variable rep-
resenting their edge attributes. (This is an approach similar to the one taken
in the Frank and Strauss model).
1.1.3 Issues
Suppose we want to learn a distribution over some graph space. This distri-
bution cannot be directly modeled with graphical models because these were
designed for multivariate random variables (with a fixed number of compo-
nents). To avoid this issue, most random graph models in the literature trans-
form the problem into one in which graphical models can be applied. This
is done by only modeling a selected set of conditional distributions, for ex-
ample, the set of distributions in which each is conditioned on some number
of vertices. Aside from the fact that many applications simply require full
distributions, problems with this approach include: (1) there are complicated
consistency issues; a distribution may not exist that could produce a given
set of conditional distributions; and (2) this partial modeling, loosely speak-
ing, cannot capture important structures in distributions (e.g., there may be
invariances within a full distribution that are difficult to encode within con-
ditional distributions). To correct these issues, graphical models (for multi-
variate random variables) cannot be used for this problem; we need statistical
models specifically designed for general graph spaces. Suppose we have a
graph space G in which graphs may differ in their order (i.e., graphs in this
space may vary in their number of vertices); in this work, we want to develop
distributions over this type of space.
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Figure 1.1: Examples of molecule graphs in the MUTAG dataset [Sher-
vashidze et al., 2011].
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Figure 1.2: A mouse visual cortex [Bock et al., 2011].
In addition, we want models that are applicable to problems in which: (a)
graphs have complex edge structures; and (b) graphs have attributes associ-
ated to their vertices and edges. To handle these problems, expressive models
are necessary (i.e., models containing a large set of distributions). To make
learning feasible in these models, it becomes imperative to specify structure
in them as well.
1.1.4 Structure
To specify structure in random graph distributions, we look to the standard
methods used in multivariate random variables for insight. Suppose we have
a random variableX taking values inX = {0, 1}n. In general, its distribution
has 2n− 1 parameters that need to be specified. If the value of n is not small,
learning this number of parameters, in most real-world problems, is infeasi-
ble; hence, the need to control complexity. This has led to the wide-spread
use of graphical models ([Lauritzen, 1996], [Jordan, 2004], [Wainwright and
Jordan, 2008]), a framework that uses factorization to simplify distributions.
In this framework, joint distributions are specified by simpler functions, and
more specifically, the probability of any X ∈ X is uniquely determined by a
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product of functions over subsets of its components.
Now, suppose we have a random graph G taking values in some finite
graph space G. In general, its distribution has |G| − 1 parameters that need to
be specified, and again, clearly there is a need to control complexity. Similar
to the above graphical models, we can simplify distributions through the use
of factorization: the probability of any graph G ∈ G can be uniquely deter-
mined by a product of simpler functions over its subgraphs. Thus, we can
create a general framework for random graphs analogous to that of graphical
models. Indeed, just as graphs can be used to represent the factorization in
graphical models, graphs can also be used to represent the factorizations in
random graphs. These ideas are explored in Section 2.
1.2 Random Trees
A tree is a special type of graph used in many real-world problems. Like
graphs, random tree models range from simplistic ones, amenable to asymp-
totic analysis, to complex ones, more suited to problem domains with smaller,
finite trees. We now briefly review models in the literature.
1.2.1 Literature
A classic random tree model is the Galton-Watson model ([Watson and Gal-
ton, 1875], [Le Gall et al., 2005], [Drmota, 2009], [Haas et al., 2012]), where
trees are incrementally constructed: beginning with the root vertex, the num-
ber of its children is sampled according to some distribution; for each of these
vertices, the number of its children is sampled according to the same distri-
bution, and so on. The literature on these models is vast, most focusing on
the probability of extinction and the behavior in the limit. These models are
often used, for example, in the study of extinction [Haccou et al., 2005], and
the spread of infectious diseases [Britton, 2010].
An extension of the Galton-Watson model is the multi-type Galton Wat-
son model ([Seneta, 1970], [Mode, 1971]), in which each vertex now has a
label from some finite set. As before, trees are incrementally constructed; for
a given vertex, the number of its children and their labels is now sampled
according to some conditional distribution (conditioned on the label of the
parent).
10 Introduction
In problems in which vertices have relatively complex labels, often a
grammar is used to specify which trees are valid (i.e., used to define the tree
space). These grammars produce trees by production rules, which may be
thought of as functions that take a tree and specify a larger one; beginning
with the empty tree, trees are incrementally built by the iterative application
of these rules. In a context-free grammar [Chomsky, 2002], the production
rules are functions that depend only on one (leaf) vertex in a given tree, and
specify its children and their attributes. Distributions can be defined over trees
in this grammar by associating a probability with each production rule.
A context-sensitive grammar is an extension of a context-free grammar
in which production rules are functions that depend both on a given leaf ver-
tex and certain vertices neighboring this leaf as well. It is well-known that
the approach of associating probabilities to production rules does not extend
to context-sensitive grammars (i.e., does not produce well-defined distribu-
tions in this case); to make distributions for these grammars, very high-order
models are required.
There are many applications of random trees with attributes: in linguis-
tics, they are used to describe the structure of sentences and words in natural
language [Chomsky, 2002]; in computer vision, they are used to describe
the structure of objects in scenes ([Jin and Geman, 2006], [Zhu and Mum-
ford, 2007]); and in genetics, they are used in the study of structure in RNA
molecules ([Cai et al., 2003], [Dyrka and Nebel, 2009], [Dyrka et al., 2013]).
In this work, we consider a graphical model approach for random trees;
by decomposing a random tree into its marginal random (tree) variables, it
becomes tractable to make well-defined tree distributions that are, loosely
speaking, context-sensitive. Since trees are graphs, one could model them by
applying the same framework that we develop for general graphs. However,
it is beneficial to instead use models that are tuned to the defining properties
of trees.
1.3 Outline
In Section 2, we examine the common compositional structure within mul-
tivariate random variables and random graphs, allowing graphical models to
be applied to each. The main ideas for extending graphical models to other
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objects are outlined in this section. In Section 3, we explore the modeling of
random trees with graphical models. In Section 4, we provide a formulation
for general random objects, and in Section 5, we illustrate the application of
these models with some examples, focusing on random graphs. Finally, we
conclude with a discussion in Section 6.
2
Random Graphs
In this section, we present a general class of models for random graphs which
can be used for creating complex distributions (e.g., distributions that place
significant mass on graphs with complicated edge structures). We begin by
defining a canonical projection family based on projections that take graphs
to their subgraphs. These projections define a consistent family of marginal
random (graph) variables, allowing us to specify conditional independence
assumptions between them, and in turn, apply Bayesian networks (over the
marginal variables that are atomic). Next, we define, using these same graph
projections, a Gibbs form for graph distributions, allowing us to specify gen-
eral factorizations, and in turn, apply Markov random fields. Finally, we con-
sider partially directed models (also known as chain graph models), a gener-
alization of Markov random fields and Bayesian networks; these models are
important for random graphs because, as we will discuss, they avoid certain
drawbacks that these former models have for this problem, while maintaining
their advantages.
12
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2.1 Graphs
Suppose we have a vertex space ΛV and a edge space ΛE , and for simplicity,
assume the vertex space is finite. We define a graph to be a couple of the form
G = (V,E), where V is a set of vertices and E is a function assigning an
edge value to every pair of vertices:
V ⊆ ΛV
E : V × V → ΛE .
Hence, every vertex is unique, i.e. no two vertices can share the same value
in ΛV . We assume the edge space ΛE contains a distinguished element that
represents the ‘absence’ of an edge (e.g. the value 0). If a graph has no ver-
tices, i.e., |V | = 0, we will denote it by ∅ and refer to it as the empty graph.
For simplicity, we assume there are no self loops. That is, there are no edges
between a vertex and itself (i.e., E(v, v) = 0 for all v ∈ V ).
Example 2.1. Suppose we have a vertex space in which each vertex has a
color and a location; let ΛV = C × L, where:
C = {‘red’, ‘blue’}
L = {1, . . . , p} × {1, . . . , p}.
Here, L represents a location space, a two dimensional grid of size p. Let the
edge space be ΛE = {0, 1, 2}, where the value 0 represents the absence of an
edge. See Figure 2.1 for an example graph.
Figure 2.1: An example graph that uses the vertex and edge space described
in Example 2.1. The edge values 1 and 2 are represented by lines and dotted
lines, respectively.
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In most real-world applications, graphs have attributes associated with
their vertices and edges; in this case, attributes can be incorporated into the
vertex space ΛV and edge space ΛE , or alternatively, graphs can be defined
to be attributed. For the presentation of the random graph models, we will
proceed in the simpler setting though, deferring attributed graphs and other
variations to Section 2.8.2. We consider more examples in Section 5.
2.2 Marginal Random Graphs
Suppose we have a graph space G that we want to define a distribution over.
To do this, some basic probabilistic concepts need to be developed; in this
section, we define, for a random graph, a family of marginal random (graph)
variables. These marginal variables are defined using projections on the graph
space, and hence, we require that random graphs take values in graph spaces
that are projectable.
Let’s begin by defining an induced subgraph. For a graph G = (V,E),
let the subgraph induced by a subset V ′ ⊆ V of its vertices be the graph
G′ = (V ′, E′), where E′ = E|V ′×V ′ is the restriction of E; we let G′ =
G(V ′) denote the subgraph of G induced by V ′ ⊆ V . For a given graph, its
subgraphs may be thought of as its components or parts, and are fundamental
to its statistical modeling.
A graph space G is projectable if, for every graph existing in this space,
its subgraphs also exist in it. For a graph G, let S(G) denote the set of all its
subgraphs:
S(G) = {G(V ′) | V ′ ⊆ V (G)},
where V (G) is the set of vertices of graph G. This set contains, for example,
subgraphs corresponding to individual vertices inG (i.e. the subgraphsG(V ′)
where V ′ ⊆ V (G) and |V ′| = 1), and the subgraphs corresponding to pairs
of vertices in G (i.e. the subgraphs G(V ′) where V ′ ⊆ V (G) and |V ′| = 2).
Now, we may define a projectable graph space:
Definition 2.1 (Projectable Space). A graph space G is projectable if:
G ∈ G =⇒ G′ ∈ G for all G′ ∈ S(G).
Henceforth, we assume that every graph space G is projectable. Now, we
may define graph projections:
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Definition 2.2 (Canonical Graph Projection). Let V ⊆ ΛV be a set
of vertices. Define the projection piV : G → GV , where GV = {G ∈
G | V (G) ⊆ V }, as follows:
piV (G) = G(V ∩ V ′),
where V ′ = V (G) is the set of vertices of the graph G ∈ G.
The projection piV maps graphs to their induced subgraphs based on the
intersection of their vertices with the vertices V . That is, for a graph G, if
there are no vertices in this intersection (i.e., V ∩ V ′ = ∅, where V ′ =
V (G)), then G gets projected to the empty graph; if there is an intersection
(i.e. V ∩ V ′ 6= ∅, where V ′ = V (G)), then G gets projected to its subgraph
induced by the vertices in this intersection.
This projection has the property that the image of a projectable graph
space is also a projectable space. That is, if the domain G is projectable,
then for each projection piV , the codomain GV ⊆ G is also projectable. This
property is useful because it allows us to define a consistent set of marginal
random variables. Suppose we have a distribution P over a countable graph
space G; then the distribution for a marginal random variable GV taking val-
ues in GV is defined as:
P
marg
V (G) =
∑
G′∈G
piV (G′)=G
P (G′), G ∈ GV .
It can be verified that this defines a valid probability distribution, i.e., that∑
G∈GV
P
marg
V (G) = 1,
and further, that this set of distributions (i.e., the set {PmargV , V ⊆ ΛV }) is
consistent, i.e., for all V0, V1 ⊆ ΛV such that V0 ⊆ V1, we have that PmargV0
and PmargV1 are consistent:
P
marg
V0
(G) = PmargV1 ({G′ ∈ GV1 | G′(V0) = G}),
for all G ∈ GV0 .
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2.3 Independence
The marginal random variables for random graphs defined in the previous
section allow us to use the standard definitions of independence and condi-
tional independence for random variables. For convenience, we repeat the
definition of independence here, using the notation for random graphs. Sup-
pose we have a vertex space ΛV and an edge space ΛE , and let G be a graph
space with respect to them. Define independence as follows:
Definition 2.3 (Independence). Let V1, V2 ⊂ ΛV . For a distribution P
over G, we say that the marginal random variablesGV1 andGV2 are indepen-
dent if
P (GV1 , GV2) = P (piV1(G) = GV1 , piV2(G) = GV2)
= P (piV1(G) = GV1) · P (piV2(G) = GV2)
= PmargV1 (GV1 = GV1) · P
marg
V2
(GV2 = GV2)
= PmargV1 (GV1) · P
marg
V2
(GV2),
for all GV1 ∈ GV1 and GV2 ∈ GV2 .
Similarly, conditional independence for random graphs can defined using
the standard definitions as well, which we do not repeat here. These defini-
tions suggest methods for specifying structure in distributions:
Example 2.2 (‘Naive’ Random Graphs). To define a distribution P over
a graph space G, a naive approach might be to assume, loosely speaking, that
all marginal random variables are independent. Unlike for multivariate ran-
dom variables though, due to the constraints imposed by the dependence of
edges on vertices, conditional independence assumptions are also necessary.
Let V = V(1) ∪ V(2), where each V(i) = {V ⊆ ΛV : |V | = i}, be the set
of all singleton vertices as well as all pairs of vertices. We will make invari-
ance assumptions with respect to the marginal random variables GV , V ∈ V:
assume independence between these variables if they do not have vertices
in common, and further, assume conditionally independence between edge
variables, given the vertex variables. More precisely, suppose:
1. For every V1, V2 ∈ V such that V1 ∩ V2 = ∅, the random variable GV1
is independent of the random variable GV2 .
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2. For every V1, V2 ∈ V such that V1 ∩ V2 6= ∅, the random variable
GV1 is conditionally independent of the random variable GV2 , given
the variable GV1∩V2 .
Loosely speaking, this latter assumption makes edges incident on a common
vertex conditionally independent, given that vertex. With these assumptions,
the model has the form:
P (G) = P (GV , V ∈ V)
= P (GV , V ∈ V(1)) · P (GV , V ∈ V(2) | GV , V ∈ V(1))
=
∏
V ∈V(1)
P
marg
V (GV )
∏
V ∈V(2)
P
marg
V (GV | G{v}, v ∈ V )
=
∏
v∈ΛV
P
marg
{v} (G{v})
∏
v,v′∈ΛV
v 6=v′
P
marg
{v,v′}(G{v,v′} | G{v}, G{v′}). (2.1)
Finally, we mention that this model may be further simplified by assuming
the distribution is invariant to isomorphisms (see Section 5.3).
2.4 Bayesian Networks
In graphical models, graphs are used to represent the structure within distri-
butions; we will refer to these as structure graphs to avoid confusion. For a
graph with a binary edge function, two vertices v, u are said to have a di-
rected edge from v to u (denoted by v → u) if E(v, u) = 1 and E(u, v) = 0,
and are said to have an undirected edge between them (denoted v − u) if
E(v, u) = E(u, v) = 1. The vertex v is a parent of vertex u if v → u,
and vertices v and u are neighbors if v − u. The set of parents of v is de-
noted by pa(v) and the set of neighbors by ne(v). In this section, we consider
Bayesian networks, a modeling framework based on conditional indepen-
dence assumptions, specified in structure graphs with directed edges [Pearl
and Shafer, 1995].
2.4.1 Structure Graphs
Let’s begin by considering Bayesian networks for multivariate random vari-
ables; suppose we have a random variable X taking values in X = {0, 1}n,
and a structure graph with vertices {1, . . . , n} and a binary edge function of
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the form N : {1, . . . , n}2 → {0, 1}. Further, assume this structure graph
has directed edges and is acyclic; a distribution P over X is said to factor
according to this structure graph if it can be written in the form:
P (X) =
n∏
i=1
P (Xi | Xpa(i)),
where XA ≡ piA(X) is the projection of X onto its components in the set
A ⊆ {1, . . . , n}.
Now consider Bayesian networks for random graphs; suppose we have
a random graph G taking values in a graph space G, and a structure graph
with vertices V = V(1) ∪ V(2), where each V(i) = {V ⊆ ΛV : |V | = i},
and a binary edge function of the form N : V2 → {0, 1}. Further, assume
the structure graph is directed and acyclic; a distribution P over G factorizes
according to this structure graph if it can be written in the form:
P (G) = P (GV , V ∈ V)
=
∏
V ∈V
P (GV | Gpa(V )),
where, for A ⊆ V , we have GA ≡ {GV , V ∈ A}, and where, recall GV ≡
piV (G) is the projection of G onto the vertices V .
Example 2.3 (‘Naive’ Random Graphs (cont.)). We revisit example 2.2,
now specifying the structure in terms of a structure graph. Define the neigh-
borhood function N : V2 → {0, 1} as follows:
N (V, V ′) =
{
1, if V ⊂ V ′
0, otherwise .
In other words, this neighborhood function specifies a directed edge from
each vertex variable G{v} to every edge variable of the form G{v,v′}. Dis-
tributions that cohere with this structure graph can be written in the form of
equation (2.1). This model has the minimal complexity in the sense that the
neighborhood function cannot have fewer non-zero values while still defin-
ing a valid structure graph (i.e., the structure graph specifies independence
assumptions that are consistent in the sense that there exists a well-defined
distribution that satisfies them). Hence, the reason for referring to this as the
naive model.
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2.4.2 Atomic Variables
In the previous section, the main difference between the graphical model for
multivariate random variables and for random graphs was in the marginal
variables used in the structure graph in each case (i.e., the variables in which
vertices in the structure graph correspond). In this section, we consider in
more detail the subset of variables used, for a given random object, by graph-
ical models in their structure graphs.
Suppose we have a random graph G taking values in a projectable graph
space G. The canonical set of projections on this graph space defines a set
of marginal random variables, and a projection in this set such that, loosely
speaking, no other projection further projects downward, defines an atomic
variable. Informally, a projection pi is atomic (with respect to a finite projec-
tion family) if: (a) there does not exist a projection in this family that projects
to a subset of its image; or (b) if there are projections in this family that project
to a subset of its image, then this set loses information (i.e., pi is not a func-
tion of these projections). We defer more formal definitions to Section 4.1.
The second condition ensures that any object projected by the set of atomic
projections can be reconstructed. We will call a marginal variable atomic if it
corresponds to an atomic projection.
For random graphs, the atomic projections have the form pi{v} or pi{v,v′}
(i.e., loosely speaking, the projections to some vertex or edge), and the non-
atomic projections have the form piV where |V | > 2 (i.e., the projections to
larger vertex sets). Hence, for a random graph G, the atomic variables are
{piV (G), V ∈ V}, where V = V(1) ∪ V(2); these variables can be used as
a representation of the random graph, and graphical models specify structure
in terms of them (i.e., the vertices in structure graphs correspond to these
variables).
2.5 Gibbs Distribution
In this section, we define a Gibbs form for random graphs based on a canon-
ical factorization; this factorization is determined by the canonical projec-
tions, the projection family taking graphs to their subgraphs. For a graph G,
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let Sk(G) denote the set of all subgraphs of G of order k:
Sk(G) = {G′ ∈ S(G) : |V (G′)| = k},
where, recall S(G) is the set of all of induced subgraphs of G, and where
V (G) denotes the vertices of graph G. Hence, the set S1(G) contains graphs
having a single vertex, the set S2(G) contains graphs having two vertices,
and so on.
For this section, let the vertex space ΛV be countable, and for any graph,
assume its vertex set V ⊂ ΛV is finite. We can define a Gibbs distribution
for a countable graph space G as follows:
Definition 2.4 (Gibbs Distribution). A probability mass function (pmf) P
over a countable graph space G is a Gibbs distribution if it can be written in
the form
P (G) = exp
ψ0 + ∑
G′∈S1(G)
ψ1(G′) +
∑
G′∈S2(G)
ψ2(G′) + . . .
 (2.2)
where ψk : G(k) → R ∪ {−∞} is called the potential of order k, and G(k)
denotes the space of graphs of order k, i.e.:
G(k) = {(V,E) ∈ G : |V | = k}.
A graph space need not be countable (depending on ΛE), but for ease
of exposition, we assumed so here. We give some examples in which classic
models are expressed in this form.
Example 2.4 (The Erdo˝s-Rényi model). [Erdo˝s and Rényi, 1959]
[Gilbert, 1959]: Let G be a standard graph space (i.e. the vertex space ΛV = N
is the set of natural numbers and the edge space ΛE = {0, 1}.) The Erdo˝s-
Rényi model is a conditional distribution specifying the probability of edges
E given a finite set of vertices V . It makes the invariance assumption that, for
any two vertices, the probability of an edge between them is independent of
the other edges in the graph:
P (E|V ) = exp
 ∑
G′∈S2((V,E))
ψ2(G′)

2.5. Gibbs Distribution 21
where
ψ2(G′) =
log(p), if G′ has an edgelog(1− p), otherwise
and p ∈ [0, 1].
Example 2.5 (The stochastic blockmodel). [Holland et al., 1983]: Let
G be a graph space where the vertex space is ΛV = {1, . . . , l} × N,
where the first component corresponds to some label, and the edge space
is ΛE = {0, 1}. The stochastic blockmodel is also a conditional distribu-
tion specifying the probability of edges E given a finite set of vertices V . It
makes the invariance assumption that, for any two vertices, the probability of
an edge between them depends on only the label of those two vertices:
P (E|V ) = exp
 ∑
G′∈S2((V,E))
ψ2(G′)

where
ψ2(G′) =
log p(a1, a2), if G′ has an edgelog(1− p(a1, a2)), otherwise
where a1, a2 are the labels of the two vertices in G′ ∈ G(2) and p :
{1, . . . , l}2 → [0, 1] is a symmetric function.
We now define a positivity condition for distributions; this will allow us
to make a statement about the universality of the Gibbs representation.
Definition 2.5 (Positivity Condition). Let P be a real function over a pro-
jectable graph space G. The function P is said to satisfy the positivity condi-
tion if, for all G ∈ G, we have:
P (G) > 0 =⇒ P (G′) > 0 for all G′ ∈ S(G).
Theorem 2.1. If P is a positive distribution over a projectable graph space
G, then P can be written in Gibbs form.
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Proof. For a given graph G ∈ G, define
φG(W ) = log
P (GW )
P (∅)
whereW ⊆ V (G) and whereGW = piW (G). Using the Mobius formula, we
can write
φG(W ) =
∑
W ′⊆W
ψG(W ′)
ψG(W ) =
∑
W ′⊆W
(−1)|W |−|W ′|φG(W ′),
where the positivity condition is required for the validity of the second equa-
tion. Note that ψG(W ) only depends on GW (not on the rest of G), so it can
be renamed ψ(GW ); letting W = V (G), we have:
P (G) = P (∅) exp
 ∑
W⊆V (G)
ψ(GW )
 .
This theorem shows that distributions can be expressed in such a way
that the probability of a graph is a function of only its induced subgraphs;
that is, statistical models need not include (more formally, set to zero) the
value of potentials that involve vertices that are absent from a given input
graph. Henceforth, we return to assuming vertex spaces are finite (since, in
our formulation, graphical models are limited to finite projection families (see
Section 4)).
2.6 Markov Random Fields
In the previous section, we defined a Gibbs distribution for random graphs,
a universal representation (Theorem 2.1) based on a general factorization.
In this section, we consider Markov random fields, a graphical model that
specifies structure in distributions based on these factorizations ([Kindermann
et al., 1980], [Geman and Graffigne, 1986], [Clifford, 1990]).
Consider Markov random fields for multivariate random variables: sup-
pose we have a random variable X taking values in X = X1 × · · · × Xn,
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where each Xi is finite. To define a distribution over X , we will assume it
equals some product of simpler functions (i.e., functions that have smaller
domains than X ). To define these simpler functions, we use projections of
the form piC : X → XC , where C ⊆ {1, . . . , n} and XC = ∏i∈C Xi, and
take elements in X to their components. Using these projections, we can de-
fine factors of the form fC : XC → R+, and a distribution P factorizes over
C ⊆ P({1, . . . , n}) if it can be written as:
P (X) = 1
Z
∏
C∈C
fC(piC(X))
= 1
Z
∏
C∈C
fC(XC),
where XC ≡ piC(X), and where P({1, . . . , n}) denote the power set of
{1, . . . , n}. Structure can be specified in this model by the choice of fac-
tors. For a given model, complexity can be reduced through the removal of
factors (i.e., removing elements from the set C).
Now suppose we have a random graph G taking values in G. As was
done in the multivariate case, we define the factorization of distributions over
this graph space using a projection family; a distribution can be defined as a
product of factors of the form fV : GV → R+, where, recall GV ≡ piV (G) is
a smaller graph space. A distribution P factorizes over V ⊆ P(ΛV ) if it can
be written as:
P (G) = 1
Z
∏
V ∈V
fV (piV (G))
= 1
Z
∏
V ∈V
V⊆V (G)
fV (GV ),
where GV ≡ piV (G), and where we are assuming fV (G) = 1 if V (G) 6⊆
V . As above, structure can be specified in this model through the choice of
factors.
2.6.1 Cliques
We now consider the representation of the factorizations in the previous sec-
tion in terms of an undirected structure graph; suppose we have a neighbor-
hood function N : V2 → {0, 1} that is symmetric, where V = V(1) ∪ V(2).
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In order for a neighborhood function to be valid (i.e., specify independence
assumptions that are consistent in the sense that there exists a well-defined
distribution that satisfies them), it must specify a direct dependency between
any V, V ′ ∈ V such that one is a subset of the other. That is, for all V, V ′ ∈ V ,
we require that
N (V, V ′) = 1 if V ⊂ V ′ or V ′ ⊂ V.
A neighborhood function specifies the set of factors within a model based on
its cliques, where cliques are defined as follows:
Definition 2.6 (Cliques). For a neighborhood function N , a collection of
vertex sets V˜ ⊆ V is a clique if:
1. N (V0, V1) = 1 for all V0, V1 ∈ V˜; or
2. |V˜| = 1.
Hence, by the second condition, we have that each vertex {v} and each
pair of vertices {v, v′} are cliques. Let VN contain the vertex sets that corre-
spond to cliques:
VN =
 ⋃
V ∈V˜
V : V˜ ⊆ V, V˜ is a clique
 .
This set represents the set of factors to be used in a distribution (i.e., for each
V ∈ VN , we will assume there is a factor over this set of vertices). Hence, a
Gibbs distribution with respect to a neighborhood function can be defined as
follows:
Definition 2.7 (Gibbs Distribution). Let P be a pmf over G. The distribu-
tion P is a Gibbs distribution with respect to the neighborhood functionN if
it can be written in the form:
P (G) = 1
Z
∏
V ∈VN
V⊆V (G)
φV (GV ), (2.3)
where φV : GV → [0,∞).
Now that we have defined a Gibbs distribution with respect to a neigh-
borhood function, let’s consider its connections to Markov properties and
Markov distributions.
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2.6.2 Markovity
A distribution is Markov if, loosely speaking, conditional probabilities only
depend on local parts of the random object. Let’s consider Markovity for
multivariate random variables. Suppose we have a random variable X tak-
ing values in X = {0, 1}n, and a (symmetric) neighborhood function N :
{1, . . . , n}2 → {0, 1}. A distribution P over X is Markov with respect to the
neighborhood function N if, for all X ∈ X and for all i, we have that:
P (Xi | Xj , j 6= i) = P (Xi | Xj , j ∈ Ji) (2.4)
where Ji = {j | N (i, j) = 1}, and where each Xi denotes the ith component
of X .
Now consider random graphs; let ΛV and ΛE be a vertex and edge space,
respectively, and let G be a graph space with respect to them. Further, let
V = V(1) ∪ V(2), and suppose we have a (symmetric) neighborhood function
N : V2 → {0, 1}. Then, a distribution P is Markov with respect to the
neighborhood function N if, for all G ∈ G and all V ∈ V , we have that:
P (GV | GV ′ , V ′ ∈ V \ u(V )) = P (GV = GV | GV ′ = GV ′ , V ′ ∈ V \ u(V ))
= P (GV = GV | GV ′ = GV ′ , V ′ ∈ JV )
= P (GV | GV ′ , V ′ ∈ JV ), (2.5)
where JV = {V ′ ∈ V \ u(V ) | N (V, V ′) = 1}, and where u(V ) = {V ′ ∈
V | V ⊆ V ′}. Thus, we define Markovity as follows:
Definition 2.8 (Markov Distribution). Let P be a pmf over G. The distri-
bution P is a Markov distribution with respect to neighborhood function N
if, for all G ∈ G and V ∈ V , equation (2.5) holds.
We have that if a distribution is Gibbs with respect to some neighborhood
function, then it is Markov with respect to it as well:
Proposition 2.1. Let P be a distribution over G and let N be a neighbor-
hood function. Then:
P is Gibbs w.r.t. N =⇒ P is Markov w.r.t. N .
The reverse implication in the above proposition is not true (i.e., the
Hammersley-Clifford theorem ([Grimmett, 1973], [Besag, 1974]) does not
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hold). A neighborhood function can specify more structure for a Markov dis-
tribution than for a Gibbs distribution; hence, one cannot specify (general)
independence assumptions and then assume a Gibbs form. The reason is be-
cause the atomic variables have redundancy in them; a vertex variable G{v}
is a function of an edge variable of the form G{v,v′}. For a discussion on this
issue, see Section 2.8. To avoid this drawback, but maintain the advantages
offered by undirected models (in particular, the ability to express the proba-
bility of a graph in terms of only its subgraphs), we now consider partially
directed models.
2.7 Partially Directed Models
In this section, we briefly review chain graph models [Lauritzen and Richard-
son, 2002], which we will use in the modeling of random graphs. These mod-
els involve structure graphs that can have both directed and undirected edges,
a generalization of Bayesian models and Markov random fields. The reason
chain graph models are beneficial for random graphs is because they allow
one to specify, loosely speaking, a Gibbs distribution over vertices, as well as
a Gibbs distribution over edges, while avoiding the functional dependencies
that are problematic. For these structure graphs, we will assume that all edges
between vertex variables and edge variables are directed, and all other edges
undirected.
In these models, structure graphs are required to be acyclic, where cycles
are now defined as follows: a partially directed cycle is a sequence of n ≥ 3
distinct vertices v1, . . . , vn in a graph, and a vertex vn+1 = v1, such that:
1. for all 1 ≤ i ≤ n, either vi − vi+1 or vi ← vi+1, and
2. there exists a 1 ≤ j ≤ n such that vj ← vj+1.
A chain graph is a graph in which there are no partially directed cycles. For a
given chain graph, let the chain components K be the partition of its vertices
such that any two vertices v and u are in the same partition set if there exists a
path between them that contains only undirected edges. In other words, K is
the partition that corresponds to the connected components of the graph after
the directed edges have been removed.
2.7. Partially Directed Models 27
A distribution P over graph space G factorizes according to a chain graph
H if it can be written in the form:
P (G) =
∏
K∈K
P (GK | Gpa(K)),
and further, we have that:
P (GK | Gpa(K)) =
1
Z(Gpa(K))
∏
C∈C(K)
φC(GC),
where C(K) is the set of cliques in the moralization of the graph HK∪pa(K),
i.e., the undirected graph that results from adding edges between any uncon-
nected vertices in pa(K) and converting all directed edges into undirected
edges, where
pa(K) =
⋃
v∈K
pa(v) \K.
The factor Z normalizes the distribution:
Z(Gpa(K)) =
∑
G∈GK
∏
C∈C(K)
φC(GC).
Example 2.6. Suppose we have a vertex space ΛV = {1, 2, 3}, an edge
space ΛE = {0, 1}, and a graph space with respect to them. Then, the atomic
variables for this graph space correspond to the set V = V(1) ∪ V(2), where,
in this case:
V(1) = {{1}, {2}, {3}}
V(2) = {{1, 2}, {1, 3}, {2, 3}},
and so, the vertices in structure graphs correspond to them. Suppose the struc-
ture graph is a chain graph and is as shown in Figure 2.2. Then the chain
components K is the partition K = {V(1),V(2)}. The distribution takes the
following form:
P (G) =
∏
K∈K
P (GK | Gpa(K))
= P (GV(1))P (GV(2) | GV(1))
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Figure 2.2: An example chain graph for example 2.6. The thick edges repre-
sent that the vertices connected by them are fully connected.
where, recall GV(i) = {GV , V ∈ V(i)}. Further, we have that each compo-
nent can be expressed in Gibbs form:
P (GV(1)) ∝
∏
V⊆V (G)
σ(V )
P (GV(2) | GV(1)) ∝
∏
V⊆V (G)
φV (GV ),
where σ : P(V )→ [0,∞) and φV : GV → [0,∞).
2.8 Discussion
We now take a step back and examine some of the design choices made in
this section. Graphical models, from a high-level, may be thought of as a
framework for modeling random objects based on the use of independence
assumptions between the parts of the object. It is important that these inde-
pendence assumptions be made, or can be made, between the smallest parts,
those that cannot be decomposed into smaller ones. The reason, as we will
discuss in this section, is that this makes the space of (possible) independence
assumptions as large as possible, and hence allows the most structure to be
specified within a graphical model.
2.8.1 Redundant Representations
The representation of a random object based on its atomic marginal variables
can have redundancy in it; for example, a vertex variable G{v} is a func-
tion of an edge variable of the form G{v,v′}. This redundancy may appear
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troublesome since, for example, it means the Hammersley-Clifford theorem
cannot be used, preventing us from specifying independencies and then as-
suming a Gibbs form for distributions. We could remove the redundant vari-
ables (i.e., variables that are functions of other variables), and represent the
random graph G by only the random variables {GV , V ∈ V(2)}, a subset
of the atomic variables. However, this approach is problematic since it also
diminishes our ability to specify structure. Representations with redundancy
have the advantage, compared to representations without redundancy, of pro-
viding a larger space of possible independence assumptions. We illustrate the
concept with some examples:
Example 2.7 (Context-Sensitive Independence). Suppose we have a
multivariate random variable X taking values in X = X1 × . . . × Xn, and
suppose we specify (within a Bayesian network) that the distribution over X
has the following conditional independence:
P (X1 | Xi, i 6= 1) = P (X1 | X2,X3).
Now suppose that we want to specify the additional invariance that
P (X1 | X2,X3 = X) = P (X1 | X3 = X),
where X ∈ X3; this type of invariance is sometimes referred to as context-
sensitive independence ([Shimony, 1991], [Boutilier et al., 1996], [Chicker-
ing et al., 1997]). A simple way to incorporate it within a Bayesian network is
by the addition of a redundant random variable of the form Y = f(X2,X3),
taking values in a partition of the space of values of the input variables. In
particular, define the function f : X2 ×X3 → P(X2 ×X3) to be:
f(X2, X3) =
B, if X3 = X{(X2, X3)}, otherwise ,
where B = {(X2, X3) | X3 = X}. Then, by including the variable Y in the
network and letting it be the sole parent of X1, we have that
P (X1 | Y,Xi, i 6= 1) = P (X1 | Y).
Hence, using the redundant variable, we were able to specify this addi-
tional invariance and reduce the number of parameters in the model. This
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method for specifying context-sensitive invariance differs from the one taken
in [Boutilier et al., 1996], where the focus is on the representation of depen-
dencies within conditional probability tables, using for example, tree struc-
tures.
Example 2.8 (General Independence). In the previous example, we en-
coded a context-sensitive independence within a Bayesian network, where
the context was based on events of the form {XA = X}, where X ∈ XA
and A ⊆ {1, . . . , n}. This was done by defining a partition over the space of
values of the parents of a random variable (corresponding to these events),
and then introducing a new variable that takes values in this partition. This
same approach works for more general context-sensitive independence, i.e.,
contexts based on events of the form {XA ∈ D}, where D ⊂ XA. Hence, we
can specify invariances of the form
P (XA,XB | f3(XC)) = P (XA | f3(XC)) · P (XB | f3(XC)) (2.6)
within a Bayesian network. Finally, notice that redundant variables also allow
us to include invariances of the form:
P (f1(XA), f2(XB) | f3(XC)) = P (f1(XA) | f3(XC)) · P (f2(XB) | f3(XC)),
(2.7)
the most general form that independence assumptions can take. The invari-
ance in equation (2.6) implies that in equation (2.7), but not the other way
around. For an additional discussion about statistical invariances, and in par-
ticular, how different invariances relate to each other, see Appendix A.
These examples illustrate that representing a random object with atomic
variables, even if there is redundancy in them, allows more invariances to be
specified by a graphical model than would be possible without all of them.
Although having a larger space of independence assumptions is not always
beneficial - a practitioner cannot specify invariances between variables so
low-level that they are uninterpretable - the specification of invariances in-
volving vertices is natural when modeling random graphs, and so vertex vari-
ables should generally be included in any graphical model for this problem.
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2.8.2 Graph Variations
In this section, we briefly describe other mathematical objects - variations on
the definition of a graph - that may be useful for some problems; the graphical
model framework discussed in this section can accommodate these objects in
a straightforward way.
In the definition of graphs presented in Section 2.1, vertices were a sub-
set of some vertex space ΛV , and hence each vertex has a unique value in
this space. In some applications, graphs have attributes associated with their
vertices, in which case, the vertices need only be unique on some compo-
nent, for example a location component, and may otherwise have common
attribute values. These graphs are referred to as attributed in the literature
([Pfeiffer III et al., 2014], [Jain and Wysotzki, 2004]). Suppose we have a fi-
nite vertex space ΛV , an edge space ΛE , and an attribute space X . We define
an attributed graph to be of the form G = (V,X,E), where V is a set of
vertices, X is a function assigning an attribute value to each vertex, and E is
a function assigning an edge value to every pair of vertices:
V ⊆ ΛV
X : V → X
E : V × V → ΛE .
Hence, every vertex in a graph has a unique value in ΛV , and the vertices
may be thought of as indices for the variables Xv ≡ X(v). For example, if
we let ΛV = {1, . . . , n}, then a graph may be thought of as some collection
of variables of the form {Xi, i ∈ V }, where V ⊆ {1, . . . , n}, as well as
edges E between them. The attribute space X could be, for example, a finite
set of labels or a Euclidean space (for specifying positions).
Graphs may be further generalized to allow higher-order edges, referred
to as hypergraphs [Berge and Minieka, 1973]. Suppose we have a finite vertex
space ΛV and an edge space ΛE . Then, we can define a generalized graph to
be of the form G = (V,E1, . . . , Ek), where V is a set of vertices, and each
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Ei is a function assigning an edge value to every group of i vertices:
V ⊆ ΛV
E1 : V → ΛE
E2 : V 2 → ΛE
...
Ek : V k → ΛE .
Graphs with higher-order edges may be useful in problems in which interac-
tions can be between multiple objects, and these interactions are not a func-
tion of the pairwise interactions ([Zhou et al., 2006], [Tian et al., 2009]).
2.8.3 Projections
It is worth noting that if an attributed graph space is constrained to only
graphs that: (a) contain the same set of vertices; and (b) have no edges,
then the canonical graph projections (Definition 2.2), in essence, reduce to
the component projections used with multivariate random variables. In this
sense, the graph projections may be thought of as an extension of the compo-
nent projections to graph spaces.
3
Random Trees
In this section, we consider the statistical modeling of trees; since trees are
a type of graph, the random graph models described in Section 2 could be
used. However, it is beneficial to instead use models that are tuned to the
defining structure of trees. If the vertices in trees are assumed to take a certain
form, then the edges in trees are deterministic, given the vertices in it; as
a result, the tree space and its modeling are simplified. In particular, with
these assumptions about the vertex space, the atomic variables correspond
to individual vertices (in contrast to the atomic variables in random graphs).
Hence, in basic models, the vertices in structure graphs correspond to the
vertices in trees, and in more complex models (e.g., with context-sensitive
dependencies), the vertices in structure graphs correspond to the vertices in
the vertex space.
We begin by considering Bayesian networks in which: (a) the direction-
ality of edges (in the structure graph) are from root to leafs, which we refer
to as branching models; and (b) models in which the directionality is the op-
posite, from leafs to root, which we refer to as merging models. The former
is well-suited for problems in which there is a physical process such that, as
time progresses, objects divide into more objects; most models in the litera-
ture are of this form. The latter model, in contrast, is well-suited for problems
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in which there is some initial set of objects, and as time progresses, these
objects merge with each other.
In these types of causal problems, it is generally accepted that the direc-
tionality of edges in Bayesian networks should, if possible, correspond to the
causality. In some applications, however, trees are not formed by an obvious
causal mechanism, and one need not limit themself to either a branching or
merging model. For example, consider trees that describe the structure of ob-
jects in scenes, where vertices correspond to objects (e.g., cars, trucks, tires,
doors, etc.), and edges encode when an object is a subpart of another object
([Jin and Geman, 2006], [Zhu and Mumford, 2007]). These trees are repre-
sentations of scenes, not formed by a clear time-dependent process. Hence,
although distributions on these trees can be expressed using branching or
merging models, they may not be expressible by them in a compact form,
which is essential. In the last part of this section, we consider more general
models that may be useful for these problems.
3.1 Branching Models
In this section, we consider directed and partially-directed models for ran-
dom trees in which the directed edges are from root to leaf. We first consider
trees without attributes, then proceed to trees with them. To demonstrate the
value of the graphical model approach to random trees, we contrast it with
approaches based on grammars.
3.1.1 Trees
A tree is a graph that is connected and acyclic. A rooted tree is a tree that has
a partial ordering (over its vertices) defined by distance from some designated
vertex referred to as the root of the tree. Due to the structure of trees, if the
vertices in them are given appropriate labels, then the edges are deterministic.
For simplicity, let’s consider binary trees; let the vertex space Λ = ΛV be
Λ =
N⋃
n=0
[{vroot} × {0, 1}n] .
where N is some natural number. Thus, a vertex v ∈ Λ has the form v =
(vroot, v1, . . . , vn), where each vi ∈ {0, 1} and vroot is some arbitrary element
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Figure 3.1: An example tree using the vertex labeling in the branching model
(Section 3.1).
that denotes the root vertex (see Figure 3.1). Let pi1:k be the projection of a
vertex to its first k components:
pi1:k(v) =
(vroot, v1, . . . , vk−1), if k ≤ |v|v, otherwise .
Let a tree T ⊆ Λ be a set of vertices such that, for each vertex in T , its
ancestors are also in it:
v ∈ T =⇒ pi1:k(v) ∈ T for all k ≤ |v|.
If T = ∅, we will refer to it as the empty tree. Given a tree T , define the
parent, children, and siblings of a vertex v ∈ T as:
pa(v) = pi1:|v|−1(v)
ch(v) = {v′ ∈ T | pa(v′) = v}
sib(v) = {v′ ∈ T | pa(v′) = pa(v)}.
3.1.2 Basic Models
In this section, we consider random tree models over a finite tree space T
based on marginal random variables that take values in T , i.e., are also ran-
dom trees. In the next section, we expand the set of marginal variables to also
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include tree parts that do not take values in T , but rather in substructures of
this space. Let T be a set of trees that is projectable, i.e.:
T ∈ T =⇒ T ′ ∈ T for all T ′ ∈ S(T ),
where S(T ) denotes the set of all subtrees of T . We can then define tree
projections:
Definition 3.1 (Tree Projections). Let V ∈ T be a set of vertices. Define
the projection piV : T → TV , where TV = {T ∈ T | T ⊆ V }, as follows:
piV (T ) = T ∩ V.
Let TV ≡ piV (T ) denote the projection of a tree T onto the vertices V .
This projection is similar to the one used for (general) graphs, the main
difference being that the set of vertices V being projected onto cannot be
an arbitrary subset of the vertex space, but must correspond to a tree (i.e.
V ∈ T ). The reason is so that the projection of a tree is always a tree (in a
projectable tree space T ). We consider projections onto substructures of the
tree space in the next section.
Suppose we have a distribution P over the tree space T . For each V ∈ T ,
we can define a marginal random (tree) variable taking values in TV :
P
marg
V (T ) =
∑
T ′∈T
piV (T ′)=T
P (T ′), T ∈ TV .
For the projection family {piV , V ∈ T }, the atomic projections corre-
spond to vertex sets V that are trees with only one leaf, where a leaf is a
vertex with no children (i.e., a vertex v such that ch(v) = ∅); we will refer
to a tree with a single leaf as a path-tree. The reason the set of atomic pro-
jections corresponds to the set of path-trees is because: (1) any tree can be
represented by a set of path-trees; and (2) no path-tree can be represented by
a set of smaller path-trees. Let Vatom denote the set of path-trees:
Vatom = {V ∈ T | V is a path-tree}.
To define structure in distributions over the tree space T , we can apply
a graphical model. We use a Bayesian network here; let H = (Vatom,N ) be
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a structure graph, where N : Vatom × Vatom → {0, 1} is an edge function
that is asymmetric (where the asymmetry is used in specifying edges that are
directed1). To define valid distributions, the structure graph must be acyclic
and must specify a dependency between any two path-trees in which one
is a function of the other; thus, we will assume that there is: (1) a directed
edge from every path-tree to its immediate successors (i.e., the path-trees that
contain it and have one additional vertex); and (2) there is no directed edge
from a path-tree to any path-tree that is a subtree of it. That is:
1. N (V0, V1) = 1 for all V0 ⊂ V1, |V0| = |V1| − 1.
2. N (V1, V0) = 0 for all V0 ⊂ V1.
These requirements on the edge function N ensure it is consistent with the
chain rule:
P (T ) = P (TV , V ∈ Vatom)
= P (T{vroot}) ·
∞∏
i=2
P (TV , V ∈ V(i)atom | TV , V ∈ V(1)atom ∪ . . . ∪ V(i−1)atom )
= P (T{vroot}) ·
∞∏
i=2
P (TV , V ∈ V(i)atom | TV , V ∈ V(i−1)atom ) (3.1)
where V(i)atom = {V ∈ Vatom : |V | = i} denotes the set containing path-trees
of cardinality i.
3.1.3 Substructures
Similar to multivariate random variables, the use of projections onto sub-
structures (Section 4.2) is important when modeling random trees. These ad-
ditional projections allow one to form additional marginal random variables,
which in turn, allow statistical models to specify more structure in distribu-
tions.
Let a shifted tree be a pair (T, v0), where v0 ∈ Λ is a vertex and T ⊆ Λ
is a set of vertices such that:
1. |v0| ≤ |v| for all v ∈ T ;
1We consider there to be a directed edge from V0 to V1 ifN (V0, V1) = 1 andN (V1, V0) =
0.
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2. v ∈ T =⇒ pi1:k(v) ∈ T for all |v0| ≤ k ≤ |v|.
In other words, a shifted tree may be thought of as a tree in which v0 serves
as the root vertex. For the tree space T , let T (v0) denote the set of shifted
trees with root vertex v0, i.e.:
T (v0) = {T ∩ Λ(v0) | T ∈ T },
where ΛV (v0) denote the set of vertices that are descendants of v0, i.e.,:
Λ(v0) = {v ∈ Λ | pi1:|v0|(v) = v0}.
For a vertex v0 6= vroot, the space T (v0) 6⊆ T is not a subset of the tree space,
but rather a substructure of the space T . For a given vertex v0, we define the
projection taking trees in T to trees in T (v0) as follows:
Definition 3.2 (Substructure Projections). Let v0 ∈ Λ be a vertex and let
V = Λ(v0) be the set of all its descendants. Define the projection piV : T →
T (v0) as:
piV (T ) = T ∩ V.
Let TV ≡ piV (T ) denote the projection of a tree T onto the vertices V .
For a random tree T taking values in a tree space T , the substruc-
ture projections define marginal random (shifted tree) variables of the form
TV = piV (T), where V = Λ(v) and v ∈ Λ. Each substructure is itself
equipped with tree projections. Hence, allowing for both projections to sub-
structures and then projections to trees within this substructure, the set of all
projections on T is the projection family {piV , V ∈ T (v), v ∈ Λ}, and the
atomic projections are just the projections onto individual vertices, i.e., those
in the set {pi{v}, v ∈ Λ}.
To define structure in distributions over the tree space T , we can apply a
graphical model. Let H = (Λ,N ) be a structure graph, whereN : Λ×Λ→
{0, 1} is an edge function. As before, let the structure graph be acyclic, and
require it specify a dependency (either directly or indirectly) between any two
vertices in which one is an ancestor of the other.
Similar to general graphs, it will often be useful in the statistical modeling
of trees to incorporate invariance assumptions about (shifted) trees that are
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isomorphic to each other. Recall, two graphs are said to be isomorphic if they
share the same edge structure (see Section 5.3). Similarly, two rooted trees
are said to be isomorphic if they share the same edge structure, as well as the
same partial ordering structure:
Definition 3.3 (Tree Isomorphism). A tree (T, v0) is isomorphic to a tree
(T ′, v′0) if there exists a bijection f : T → T ′ such that:
1. f(v0) = v′0.
2. v ∈ ch(u) =⇒ f(v) ∈ ch(f(u)).
Two trees that are isomorphic are denoted by (T, v0) ' (T ′, v′0). (The set of
children ch(u) for vertex u is with respect to the tree T , and the set of children
ch(f(u)) for vertex f(u) is with respect to the tree T ′.)
Example 3.1 (Galton-Watson Model). The Galton-Watson model is a
classic random tree model that makes two invariance assumptions. The first
is that a vertex is conditionally independent of all other vertices except its
parent and siblings:
N (v0, v1) =
1, if v0 ∈ sib(v1) or v0 = pa(v1)0, otherwise ,
where the children and sibling functions are with respect to the total tree
T = Λ. The second invariance assumption is that, conditioned on their roots,
shifted trees that are isomorphic to each other have the same probability. That
is, for all shifted trees (T, v0) and (T ′, v′0) such that (T, v0) ' (T ′, v′0), we
assume that P (T | T{v0}) = P (T ′ | T ′{v′0}). (We have simplified the notation
from PmargV to P ; the distribution should be clear from the context.) Thus, we
have:
P (T ) = P (T{v}, v ∈ Λ)
= P (T{vroot}) ·
∞∏
i=2
P (T{v}, v ∈ Λ(i) | T{v}, v ∈ Λ(i−1))
= P (T{vroot}) ·
∞∏
i=2
 ∏
v∈Λ(i−1)
P (Tch(v) | T{v})

= P (T{vroot}) ·
∏
v∈T
µ(|Tch(v)|),
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where Λ(i) = {v ∈ Λ : |v| = i} denotes the set containing vertices of
cardinality i, and where µ is a distribution over the number of children (e.g.,
over {0, 1, 2} in binary trees). The second to last equality follows from the
independence assumptions for this model, and the last equality follows from
the isomorphism invariance assumption.
3.1.4 Attributed Trees
In many real-world problems, the vertices in trees have attributes associated
with them. In most of the literature on attributed trees, grammars are used to
define the tree space (i.e., the set of trees the grammar can produce). These
grammars produce trees by production rules; beginning with the empty tree,
larger trees are incrementally built by the iterative application of these rules.
For context-free grammars, distributions can be defined over trees by as-
sociating a probability with each production rule. However, it is well-known
that this approach (associating probabilities to production rules) does not gen-
eralize to the case of context-sensitive grammars (i.e., does not produce well-
defined distributions for this grammar). The reason is because, in context-
sensitive grammars, the order in which production rules are applied now mat-
ters (in determining what trees can be produced), and hence this grammar
must have an ordering policy that specifies the next production rule to ap-
ply, given the current tree; this policy is a function that generally depends
on many of the vertices in the current tree. Hence, to define a distribution
over this tree space, the conditional probability of the next tree in a sequence,
given the previous one, would not (in general) be conditionally independent
of vertices even far removed in tree distance from the vertices being used by
the production rule itself. In other words, to make well-defined distributions
for a context-sensitive grammar, very high-order models are required.
In this section, rather than trying to define distributions in terms of gram-
mars, we use a graphical model approach; by using the marginal random vari-
ables in a random tree, it becomes tractable to specify dependencies and make
well-defined tree distributions that are, loosely speaking, context-sensitive.
Let an attributed tree be a pair T = (V,X), where V ∈ T is a tree and
X : V → X is a function taking each vertex to some attribute value in an at-
tribute spaceX . For an attribute spaceX , let TX denote the space of attributed
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trees:
TX = {(V,X) | V ∈ T , X : V → X}.
Since X need not be finite, the space TX may not be finite either (we
have only assumed the vertex space Λ is finite, implying a finite number of
projections). The definition of a projection on a tree can be extended to a
projection on an attributed tree in a straightforward manner: for a tree T =
(V,X), let the projection piV0(T ) = (V ∩ V0, X V ∩V0) be the intersection
of the tree’s vertices with V0 ⊆ Λ and the restriction of the attribute function
X to these vertices. We let TV0 ≡ piV0(T ).
Let an attributed shifted trees be a triple T = (V,X, v0), where v0 is the
designated root and V ∈ T (v0), the space of shifted trees with respect to
v0. The definition of isomorphisms for attributed trees is the same as before,
except with the additional requirement that the attribute values also match:
the trees T = (V,X, v0) and T ′ = (V ′, X ′, v′0) are isomorphic to each other
if there exists a bijection f : V → V ′ such that:
1. (V, v0) ' (V ′, v′0) with respect to f .
2. X(v) = X ′(f(v)) for all v ∈ T .
Two trees that are isomorphic are denoted by T ' T ′.
Example 3.2 (Probabilistic Context-Free Grammar). A probabilistic
context-free grammar is a random tree model that may be thought of as an
extension of the Galton-Watson model to attributed trees. The attribute space
is assumed to have the form X = Xleaf∪Xnon-leaf, where Xleaf∩Xnon-leaf = ∅,
and the tree space is assumed to be restricted to trees such that leaf vertices
only take attribute values in Xleaf and non-leaf vertices only take attribute
values in Xnon-leaf.
The model makes two invariance assumptions. The first is that it assumes
a vertex is conditionally independent of all other vertices except its parent
and siblings; in terms of its structure graph, the independence assumptions
are:
N (v0, v1) =
1, if v0 ∈ sib(v1) or v0 = pa(v1)0, otherwise .
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The second invariance assumption is that, conditioned on their roots, shifted
trees that are isomorphic to each other have the same probability. That is, for
all shifted trees T = (V,X, v0) and T ′ = (V ′, X ′, v′0) such that T ' T ′, we
assume that P (T | T{v0}) = P (T ′ | T ′{v′0}). Thus, we have:
P (T ) = P (T{v}, v ∈ Λ)
= P (T{vroot}) ·
∞∏
i=2
P (T{v}, v ∈ Λ(i) | T{v}, v ∈ Λ(i−1))
= P (T{vroot}) ·
∞∏
i=2
 ∏
v∈Λ(i−1)
P (Tch(v) | T{v})

= P (T{vroot}) ·
∏
v∈V (T )
µ(T˜ch(v) | T˜{v}),
where µ is a distribution over the space
T (1)X = {T ∈ TX : |v| ≤ 2 for all v ∈ V (T )},
the set of trees of length less than or equal to one, and T˜ denotes a tree such
that T˜ ' T and T˜ ∈ TX , i.e., a non-shifted version of the shifted tree T .
The second to last equality follows from the independence assumptions for
this model, and the last equality follows from the isomorphism invariance
assumption. The distribution µ is usually assumed to have zero probability
over a portion of its input trees (or, equivalently, the tree space is assumed to
be constrained).
Example 3.3 (Context-Sensitive Random Tree). We will refer to a ran-
dom tree model as context-sensitive if, compared to the probabilistic context-
free grammar in the previous example, it has the following additional depen-
dencies. As before, a vertex depends on its siblings and parent, but now also
depends on certain vertices that are adjacent to its parent as well. For each
vertex v, define its adjacent vertices as the set
adj(v) = {v′ ∈ Λ : |v′| = |v| and d(v, v′) ≤ 1},
where d denotes some function between vertices of the same level in a tree.
For example, if one visualizes a tree by depicting it as an image on the plane,
as in Figure 3.1, vertices on each level will have an ordering based on which
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vertices come before others from left to right. In linguistics, this ordering
coincides with the order words occur in sentences, loosely speaking. More
formally, we can assume there is an order relation ≤ on each set Λ(i) = {v ∈
Λ : |v| = i}, and then define d based on this ordering. Then, in terms of its
structure graph, the independence assumptions are:
N (v0, v1) =
1, if v0 ∈ sib(v1) or v0 = pa(v1) or v0 ∈ adj(pa(v1))0, otherwise .
This structure graph could also have directed edges, not just between adjacent
levels of the tree, but across multiple levels of the tree. Similar to probabilis-
tic context-free grammars, this random tree model also makes isomorphism
assumptions, except with respect to subsets of vertices that may not be trees.
3.2 Merging Models
In the previous section, we used a vertex space in which the label of each ver-
tex encoded its entire ancestry; hence, if we know a vertex is in a tree, then
we also know its ancestors as well, and this limits one to branching mod-
els. In this section, we consider a vertex space in which the label of each
vertex instead encodes its descendants, allowing merging models for random
trees: beginning with some set of initial objects, trees can be formed by itera-
tively merging them. Examples include the modeling of cell fusion (i.e., cells
that combine) and the modeling of mergers between industrial corporations
(which, in the end, form monopolies). We present a simplified version of the
vertex space here; it can be extended to more sophisticated forms. As be-
fore, due to the structure of trees, if the vertices in them are given appropriate
labels, then the edges are deterministic.
Suppose we have some set of vertices Λleaf such that, for every tree, its
leafs are in this set; beginning with some set of vertices Vleaf ⊆ Λleaf, trees
will be constructed by merging them. Letting N = |Λleaf|, define the vertex
space Λ to be:
Λ = P({1, . . . , N}) \ {∅}
Thus, a vertex v ∈ Λ has the form v ⊆ {1, . . . , N}. As before, we assume
binary trees for simplicity; a tree T ⊆ Λ is a set of vertices such that:
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1. There exists a vertex v ∈ T such that |v| > |v′| for all v′ ∈ T , v′ 6= v.
This vertex corresponds to the root of the tree.
2. For each vertex v ∈ T , its cardinality is |v| = 2n, for some n ∈
{0, 1, 2, . . .}. The value n for a vertex corresponds to its level, which
we denote by level(v).
3. For each vertex v ∈ T such that |v| > 1, there exists a binary partition
{v′, v′′} of this vertex (i.e., v = v′ ∪ v′′ and v′ ∩ v′′ = ∅), such that
v′, v′′ ∈ T and |v′| = |v′′|.
An example tree is shown in Figure 3.2. If T = ∅, we will refer to it as the
empty tree. In this tree definition, a vertex v ∈ T is a leaf if and only if it has
cardinality of one (i.e., |v| = 1). Hence, the label of each individual vertex
defines if it is a leaf or not (unlike in the previous section). For a tree T , let
leaf(T ) denote the set of its vertices that are leafs:
leaf(T ) = {v ∈ T : |v| = 1}.
This distinction, in turn, means that for a subset T ′ ⊆ T to be a tree (i.e.,
a subtree of T ), its leafs must be a subset of the leafs of T (i.e., leaf(T ′) ⊆
leaf(T )). This requirement is in contrast to the previous section, where trees
and their subtrees had to have the root vertex be in common.
Let T be a set of trees that is projectable, i.e.: T ∈ T =⇒ T ′ ∈
T for all T ′ ∈ S(T ), where S(T ) denotes the set of all subtrees of T . As
before, we can then define tree projections:
Definition 3.4 (Tree Projections). Let V ∈ T be a set of vertices. Define
the projection piV : T → TV , where TV = {T ∈ T | T ⊆ V }, as follows:
piV (T ) = T ∩ V.
Let TV ≡ piV (T ) denote the projection of a tree T onto the vertices V .
In the case of the projection family {piV , V ∈ T }, the atomic projec-
tions are not a subset, but rather coincide with the entire projection family.
However, assuming projections to substructures as well, as was done in the
branching models, we then arrive at the same set of atomic projections, the
set of individual vertices {pi{v}, v ∈ Λ}.
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To define structure in distributions over the tree space T , we can apply
a graphical model. We use a Bayesian network here; let H = (Λ,N ) be a
structure graph, where N : Λ2 → {0, 1} is an edge function that is asym-
metric (where the asymmetry is used in specifying edges that are directed).
To define valid distributions, the structure graph must be acyclic; for merging
models, we assume that edges are in the direction from leafs to root. We must
specify a dependency between any two vertices in which one is a function of
the other; thus, we assume:
1. N (v0, v1) = 1 for all v0 ⊂ v1 and level(v0) = level(v1)− 1.
2. N (v1, v0) = 0 for all v0 ⊂ v1.
These requirements on the edge function N ensure it is consistent with the
chain rule:
P (T ) = P (TV , V ∈ Λ)
= P (leaf(T )) ·
∞∏
i=1
P (T{v}, v ∈ Λ(i) | T{v}, v ∈ Λ(1) ∪ . . . ∪ Λ(i−1))
= P (leaf(T )) ·
∞∏
i=1
P (T{v}, v ∈ Λ(i) | T{v}, v ∈ Λ(i−1)) (3.2)
where Λ(i) = {v ∈ Λ : level(v) = i} denotes the set of vertices that are on
level i.
If one assumes that a vertex can only merge with one other vertex on a
given layer, then complex dependencies are introduced in which a vertex de-
pends on more than just its children; this situation is similar to that of context-
sensitive grammars in branching models, except in the reverse direction. In
this case, complex models can result.
3.3 General Models
In the previous sections, we used specialized vertex spaces for defining trees;
using vertices with labels that specify its set of possible children or possible
parents (and assuming, in any valid tree, these sets are non-overlapping), then
trees have deterministic edges, given the vertices. However, we could instead
define trees in terms of an arbitrary vertex space and then define the tree
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Figure 3.2: An example tree using the vertex labeling in the merging model
(Section 3.2).
space by restricting the corresponding graph space to only trees. This has the
advantage of allowing one to employ any type of graphical model for random
graphs (Section 2). In this more general formulation, distributions need not be
defined in terms of how trees are incrementally constructed by a top-down or
bottom-up process, but rather how they deconstruct (e.g., into subtrees). This
allows, for some problems, a more natural method for defining distributions
since it may allow a more compact representation of dependencies.
We will assume the vertex space has some minimal structure, allowing us
to define trees based on basic conditions on the vertices and edges. Suppose
we have a vertex space Λ of the form
Λ =
N⋃
n=0
Λ(n),
where each space Λ(n) corresponds to the set of vertices that can occur on the
nth level of the tree (i.e., the distance from a vertex in this set to the root is
assumed to be n in any tree). Further, we assume Λ(n) ∩ Λ(m) = ∅ for every
n 6= m. For example, for modeling real-world scenes, often one assumes
some fixed hierarchy of objects (e.g., cars occur on the kth level and car tires
occur on the (k+ 1)th level). Finally, suppose the edge space ΛE = {0, 1} is
binary.
Let a tree be a graph T = (V,E) with respect to this vertex space and
edge space (i.e., where V ⊂ Λ is a set of vertices and E : V 2 → {0, 1} a
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binary edge function) such that the following conditions are satisfied: letting
V (n) ≡ V ∩ Λ(n), we have that:
1. There is only a single root vertex: if V 6= ∅, then |V (0)| = 1.
2. Every (non-root) vertex has one and only one parent: for n = 1, 2, . . .,
for all v ∈ V (n), we have:∑
v′∈V (n−1)
E(v′, v) = 1.
3. There are only edges between adjacent layers: for all n,m such that
|n−m| 6= 1, we have thatE(v, v′) = 0 for all v ∈ V (m) and v′ ∈ V (m).
Let T be the space of all such trees. A distribution over this space can be de-
fined using a random graph model; in particular, we may apply an undirected
or partially directed model. As mentioned, this additional flexibility may be
useful for the modeling of some problems in which there is no obvious causal
mechanism.
4
General Random Objects
In this section, we consider a general formulation of graphical models on a
sample space Ω based on a family of random variables with basic consis-
tency and completeness properties. In the literature, the definition of consis-
tency for random variables is stated in terms of distributions ([Chung, 2001],
[Lamperti, 2012]). In this work however, we find it convenient to define con-
sistency in terms of the functions themselves (rather than the distributions
induced by them). This more elemental definition will be useful in model-
ing over more general spaces, where to make independence assumptions on
distributions, a consistent projection family must first be specified. The pro-
jections from this family then define random variables that are consistent (re-
ferred to as marginal variables). We begin by considering the case in which
projections are from a given sample space to subsets of it; the random graph
model discussed in Section 2 uses projections of this form. Then, we con-
sider more general projections, where for example, the random tree model
discussed in Section 3, and the traditional formulation of graphical models
for multivariate random variables are instances. For simplicity, we limit the
formulation here to finite projection families.
48
4.1. Projection Families 49
4.1 Projection Families
Suppose we have a random object taking values in some space Ω, and sup-
pose we have a family Π of projections where each projection has the form
pi : Ω → Ω′ ⊆ Ω. Recall, a function pi is a projection if pi ◦ pi = pi, i.e.,
projecting an object more than once does not change its value. In order to
produce random variables that are consistent with each other, the projections
must be consistent with each other:
Definition 4.1 (Consistency). The projections pi1 : Ω → Ω1 and pi2 :
Ω→ Ω2 are consistent if:
Ω1 ⊆ Ω2 =⇒ pi1 ◦ pi2 = pi1
Ω2 ⊆ Ω1 =⇒ pi2 ◦ pi1 = pi2.
In other words, two projections are consistent if: (a) one’s image is not
a subset of the other’s; or (b) projecting an object onto the smaller space is
the same as first projecting the object onto the larger space, and then project-
ing onto the smaller space. We say that a projection family is consistent if
every pair of projections in it are consistent. A consistent family of projec-
tions defines a consistent family of random variables (referred to as marginal
variables).
Although this definition of consistent projections corresponds to the def-
inition of consistent random variables, it will be useful when formulating
graphical models to assume a stronger form:
Definition 4.2 (Strong Consistency). The projections pi1 : Ω → Ω1 and
pi2 : Ω→ Ω2 are strongly consistent if Ω1 ∩ Ω2 6= ∅ implies that there exists
a projection pi3 : Ω → Ω1 ∩ Ω2 consistent with pi1 and pi2. If this projection
exists, then it is unique.
As before, we say that a projection family is strongly consistent if ev-
ery pair of projections in it are strongly consistent. The canonical projection
family for random graphs (Section 2.2) is strongly consistent, and the canon-
ical projection family for random vectors (i.e., the coordinate projections) is
strongly consistent as well (see next section). We illustrate the importance of
strong consistency in modeling with an example:
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Example 4.1 (Consistency and Conditional Independence). Let Ω be
a sample space with a distribution over it. In order to model this distribution
using independence assumptions, we need to specify some random variables.
Suppose we have two projections pi0 : Ω → Ω0 and pi1 : Ω → Ω1 such that
Ω0 ∩ Ω1 6= ∅, Ω0 6⊆ Ω1, and Ω1 6⊆ Ω0. Since neither projection’s image
is a subset of the other’s, these two projections are consistent. However, the
question arises about the nature of their agreement when objects are projected
to the intersection Ω0 ∩ Ω1; there are two scenarios to consider.
First, suppose pi0 and pi1 are strongly consistent; then there exists a unique
projection pi2 : Ω → Ω0 ∩ Ω1 consistent with both pi0 and pi1 (and so the set
{pi0, pi1, pi2} is consistent). A standard assumption is that the random vari-
ables pi0 and pi1 are conditionally independent given pi2, which we denote
by
(pi0 ⊥ pi1 | pi2).
Now, suppose pi0 and pi1 are not strongly consistent; then there does not
exist a projection pi2 : Ω → Ω0 ∩ Ω1 consistent with both pi0 and pi1. In
order to specify a conditional independence assumption analogous to the one
above, define pi′2 : Ω → Ω0 ∩ Ω1 as the projection consistent with pi0 and
define pi′′2 : Ω → Ω0 ∩ Ω1 as the projection consistent with pi1. Now, if
we want to specify conditional independence between pi0 and pi1, we must
condition on both pi2′ and pi2′′ , i.e.:
(pi0 ⊥ pi1 | pi′2, pi′′2).
This illustrates that, to specify conditional independence between random
variables that are not strongly consistent, the structure graph in a graphical
model both needs to be larger (i.e., incorporate more variables) and needs
more edges, than if they were.
This example motivates formulating graphical models in terms of
strongly consistent projections. It will be convenient to index projection fam-
ilies so as to indicate which projection’s images are subsets of other’s. This
can be done as follows. For a finite consistent projection family Π, there exists
some finite set B and A ⊆ P(B), such that we can write:
Π = {piA : Ω→ ΩA, A ∈ A},
and where:
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1. ΩB = Ω.
2. A′ ⊆ A⇐⇒ ΩA′ ⊆ ΩA.
3. A′ ∩A = ∅ ⇐⇒ ΩA′ ∩ ΩA = ∅.
Further, we will assume that B is a minimal set for indexing Π in this way
(in the sense that there does not exist B′ such that |B′| < |B| and the above
holds). Thus, the indices in an index set A show when the images of projec-
tions intersect or are subsets. Henceforth, we assume projection families are
indexed in this way.
We now define a completeness condition for a projection family, which
will also be useful in modeling:
Definition 4.3 (Completeness). A projection family Π is complete if its
index set A is closed under intersections:
A,A′ ∈ A =⇒ A ∩A′ ∈ A
In other words, for any two projections piA : Ω→ ΩA and piA′ : Ω→ ΩA′
in Π, a projection of the form piA∩A′ : Ω → ΩA∩A′ also exists in it. Notice
that if a projection family Π is consistent and complete, then it is also strongly
consistent. Conversely, if a projection family is strongly consistent, then it can
be made complete by augmenting it with additional projections. For model-
ing purposes, the value of completing a projection family in this sense is that
it provides a larger space of possible independence assumptions. Since the
traditional formulation of graphical models is in terms of a consistent, com-
plete system of projections, we will define the extended formulation likewise.
We now define the notion of atomic projections.
Loosely speaking, for a projection family Π, a projection in it is atomic if:
(1) there does not exist a projection in this family that projects to a subset of
its image; or (2) if there are projections in this family that project to a subset
of its image, then this set loses information. The second condition ensures
that any object projected by a set of atomic projections can be reconstructed.
To define this more formally, we introduce some notation. For a projection
family Π indexed by A, let ΠB ⊆ Π denote the subset of projections indexed
by B ⊆ A, i.e.,:
ΠB = {piA, A ∈ B}.
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We say that a set of projections ΠB is invertible over a set Ω′ ⊆ Ω if there
exists a function Π−1B such that
Π−1B (ΠB(w)) = w, ∀w ∈ Ω′.
We define atomic projections as follows:
Definition 4.4 (Atomic Projections). For a finite projection family Π in-
dexed by A, a projection piA in this family is atomic if:
1. B(A) = ∅; or
2. If B(A) 6= ∅, then the projection set ΠB(A) is not invertible over A.
where B(A) = {A′ ∈ A | A′ ⊂ A}.
In other words, for a projection family, the atomic projections are those
with either the smallest images, or if there are projections with smaller im-
ages, they cannot be reconstructed from them. We will call a random variable
atomic if it corresponds to an atomic projection. Finally, to be used in mod-
eling, we need to assume that a projection family has enough coverage over
a space Ω so that it can be used for representing objects in it:
Definition 4.5 (Atomic Representation). For a finite projection family Π
over Ω, a set of atomic projections Πatom ⊆ Π is an atomic representation of
the space Ω if it is invertible over Ω.
If a finite projection family Π over Ω contains the identity projection IΩ,
then there exists an atomic representation of Ω within Π. If a finite projec-
tion family Π over Ω contains the identity projection IΩ and is consistent and
complete, then it has a unique atomic representation. For defining a graphical
model over Ω with respect to a projection family Π, we will let its structure
graph correspond to an atomic representation of Ω within Π (i.e., the ver-
tices in the structure graph will correspond to the projections in the atomic
representation); if the atomic representation is unique, then so will be the ver-
tex set in the structure graph. We can now express, for graphical models, the
requirements on projection families.
Suppose we have a consistent, complete system of projections Π over
an object space Ω. Further, assume Π is finite, non-empty, and contains the
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identity projection IΩ. With only these assumptions on the projection family,
we can model distributions over Ω using independence and factorization, the
invariances used in graphical models. The projections, since they are consis-
tent, define a set of marginal random variables, as well as a unique set of
atomic random variables, and so we can encode independence assumptions
in a compact form using them. A projection family on the space Ω also gives
rise to a Gibbs representation for distributions over it:
P (w) = 1
Z
exp
[∑
A∈A
ψA(wA)
]
, (4.1)
where ψA : ΩA → R ∪ {−∞}, and where wA ≡ piA(w), facilitating factor-
ization and the use of undirected models. If there are functional dependencies
in the atomic projections1, then the objects in Ω have structural constraints,
and the structure graph must respect them. If there are no functional depen-
dencies, then the Hammersley-Clifford theorem may be directly applied; oth-
erwise, a partially directed network may be necessary.
The formulation of graphical models given here encompasses the random
graph models from Section 2. However, notice that in graphical models for
multivariate random variables, the projections are not to subsets of the sample
space, but rather to substructures. We now turn to this topic, and extend the
formulation to include these more general projections.
4.2 Substructures
In the previous section, we discussed projection families in which each pro-
jection’s image was a subset of its domain (i.e., for each projection pi : Ω →
Ω′, we have Ω′ ⊆ Ω). In this section, we now consider functions on Ω in
which their images may not be a subset (i.e., Ω′ 6⊆ Ω); for convenience, we
will view these functions as mapping into substructures, and refer to them
as projections. This extension is important because it allows projection fami-
lies to be larger, which in turn, allows additional structure to be incorporated
within models. An example of a projection from a space Ω to a substructure is
the the projection of a vector to one of its components. For simplicity, the de-
velopment here is not given in terms of substructures; the ideas can be stated
1There are functional dependencies in the atomic representation whenever there exists a
projection piA in it such that the set B(A) = {A′ ∈ A | A′ ⊂ A} 6= ∅ is non-empty.
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in terms of the projections, without making more explicit assumptions about
the structure of the space Ω.
Suppose we want to define a distribution over a space Ω using graphical
models, and further, suppose we have a set of projections of the form pi : Ω→
Ω′; since the images of these projections are not necessarily subsets of Ω, the
composition of these projections is no longer well-defined (i.e., the image of
one projection is not necessarily a subset of the domain of another projection).
In order to define a notion of consistency for this projection family, there must
exist projections between these spaces. For a projection family
Π = {piA : Ω→ ΩA, A ∈ A},
where A is an index set, suppose that the following conditions hold:
1. (Completeness) For all A,A′ ∈ A such that A ∩ A′ 6= ∅, we have that
A ∩A′ ∈ A.
2. (Consistency) For all A,A′ ∈ A such that A′ ⊆ A, there exists a
projection of the form
piA→A′ : ΩA → ΩA′ ,
and this projection is defined by
piA→A′ ◦ piA = piA′ .
If these conditions hold, then we say the projection family Π is consistent
and complete (this is a natural extension of the definitions in the previous
section). Incorporating these projections into the above projection family, we
have the following set of projections:
Π˜ = {piA→A′ : ΩA → ΩA′},
where A,A′ ∈ A, and A′ ⊆ A.
Example 4.2 (Vectors). A simple example of projections to substructures
is the familiar coordinate projections used in modeling multivariate random
variables. Let Ω be a product space of the form Ω = X = X1×· · ·×Xn, and
let the coordinate projection piA : X → XA be
piA(X) = XA,
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where XA = ∏i∈AXi and A ⊆ {1, . . . , n}. Since XA 6⊆ X for A 6=
{1, . . . , n}, these projections are to substructures of the original space. Let
Π be the projection family:
Π = {piA, A ∈ A}
where A = P({1, . . . , n}). Then the projection family Π is complete (since
the index set A = P({1, . . . , n}) is closed under intersection), and is also
consistent (since for any A,A′ ∈ A such that A′ ⊆ A, there exists a pro-
jection between substructures of the form piA→A′ : XA → XA′ such that
piA→A′ ◦ piA = piA′).
Another example is the projection to substructures used in modeling ran-
dom trees (Section 3.1.3). For a sample space Ω with a distribution P over it,
if we have a finite, consistent, complete system of substructure projections Π
on Ω, then we can define a marginal random variable for each index A ∈ A
in this family, and similarly, we may also define a Gibbs form (equation 4.1).
Hence, we have arrived at a general framework, based on general projections.
4.3 Compositional Systems
A projection family on an object may be viewed as defining a compositional
system. Compositionality refers to the phenomena in which objects are com-
posed of parts, which in turn, are themselves composed of parts, etc., and that
the same part can occur in multiple larger parts. For a given set of objects Ω,
a projection family on it defines the decomposition of objects into a hierar-
chy of parts, and this may be viewed as a top-down approach to defining a
compositional system. This approach for defining these systems differs from
that taken in [Geman et al., 2002]; in that work, given a set of primitive parts
T ⊆ Ω, a set of composition rules are used to define the allowable group-
ings of parts into larger parts, and may be viewed as a bottom-up approach to
defining compositional systems. The alternative perspective offered here on
these systems is very different than that taken in the literature; our intention is
only to provide a context to how graphical models, as formulated above, fits
among other general frameworks, and this is only one possible interpretation
of the relationship.
To illustrate modeling a compositional system, consider character recog-
nition, a classic problem in the field of computer vision. The goal is to design
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a computer vision system that takes images of handwritten characters and de-
termines the character being displayed. Let the object space Ω be the space
of possible binary (i.e., black and white) images with a label (i.e., we as-
sume every image has a label attached to it from some label set). Following
along the lines of the example given in [Geman et al., 2002], the most prim-
itive parts may be images with only a single black point, having the label
‘point’; the next simplest parts might be images with only two points within
close proximity, having the label ‘linelet’; these objects can be combined to
form objects with the label ‘line’, which in turn can be combined to form ob-
jects with the label ’L-junction’, and so on, until finally objects with the label
‘character’ are formed.
If instead of defining a part t ∈ Ω as a single element, we let it be a
random variable t that takes values in a subset of this space, then we may
associate them to projections (taking images and their labels to a subset of the
images and their labels). These projections are consistent with each other, and
so define a consistent set of marginal distributions over these parts. In turn,
these marginal variables allow a graphical model approach to be applied to
the problem, allowing the efficient estimation of distributions over the object
space Ω.
We note that in the approach to compositional systems based on projec-
tion families, the composition rules (describing how to combine parts into
larger parts) are provided, in a sense, by the (marginal) probabilities of parts
having some value, conditioned on the value of its constituent parts (the value
of its projections). When this probability is nonzero, one may interpret that a
composition rule is dictating that these constituent parts are combinable.
5
Examples
In this section, we consider the practical application of the models described
in the previous sections. Since the random graph models are more general
than the random tree ones, and because they differ more from the models in
the literature, we focus our attention on them here. We will use factorization
to specify structure in distributions (which, for graphs, differs from specifying
independence assumptions, see Section 2.6); the reason is, for the examples
considered here, this invariance is more straightforward to specify and oper-
ate on. We also discuss invariances on distributions based on graph isomor-
phisms, an assumption used in many random graph models. The use of these
invariances on unattributed graphs, however, causes models to be susceptible
to degeneracy problems. To avoid this issue, it is important for models that
employ these invariances to assign latent variables to the vertices, or equiv-
alently, to use attributed graphs. We will assume models that take a simple
exponential form based on the use of template graphs. We illustrate the ideas
with several examples.
57
58 Examples
5.1 Compact Distributions
Although a distribution over a finite graph space G can always be specified
by directly assigning a probability to each graph in it, in practise we need to
make assumptions about the distribution. In Section 2.6, we discussed Gibbs
form and the specification of structure based on factorization, where a Gibbs
distribution has the form:
P (G) = exp
ψ0 + ∑
G′∈S1(G)
ψ1(G′) +
∑
G′∈S2(G)
ψ2(G′) + . . .
 .
In the examples considered here, we find it natural to allow slightly more
structure than can be obtained only through the specification of factors; we
also want to be able to assign individual graphs to have a factor value of zero.
In other words, we are interested in defining structure through the specifica-
tion of a small subset Gbasis ⊂ G such that by assigning a potential value to
each graph in Gbasis, the probability of every graph in G can be determined.
Hence, given a basis, we assume the potential of any graphG /∈ Gbasis is zero,
and define the probability of a graph as
P (G) = 1
Z
exp
 ∑
G′∈C(G)
ψ(G′)
 , (5.1)
where ψ : Gbasis → R ∪ {−∞} and C(G) ≡ S(G) ∩ Gbasis.
5.2 Additional Structure
The model given in equation 5.1 can be further simplified by assuming the
function ψ has some structure. This can be done in many ways; the simplest
is to assign the same function value to graphs that are similar in some sense.
For example, we might want graphs that are isomorphic to each other to have
equal values (i.e., setting ψ(G1) = ψ(G2) for all G1, G2 ∈ Gbasis that are
isomorphic). More generally, we can specify structure in ψ by assuming an
additive relationship of the form:
ψ(G) =
K∑
k=1
λkI{G∈Dk},
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where each Dk ⊂ Gbasis is a subset of the basis and each λk a real number.
Then the model in equation 5.1 simplifies to:
P (G) = 1
Z
exp
[
K∑
k=1
λkUk(G)
]
, (5.2)
where Uk(G) = #{G′ ∈ S(G) : G′ ∈ Dk} is the number of subgraphs of
type k in the graph G. We will find it convenient to reformulate each set Dk
as a binary function: define a function Rk : G → {0, 1} such that
Rk(G) = 1 ⇐⇒ G ∈ Dk.
Then, equivalently, we have that Uk(G) = #{G′ ∈ S(G) : Rk(G′) = 1}.
We refer to the binary functions Rk as compatibility maps. We now consider
methods for specifying these maps.
5.3 Graph Isomorphisms
An important way to compare two graphs is based on how their parts com-
pare. In this section, we consider isomorphisms, a comparison method based
on second-order subgraphs; two graphs are said to be isomorphic if they share
the same edge structure:
Definition 5.1 (Graph Isomorphism). A graph G = (V,E) is isomorphic
to a graph G′ = (V ′, E′) if there exists a bijection f : V → V ′ such that:
E(v, v′) = E′(f(v), f(v′)) for all v, v′ ∈ V.
Two graphs that are isomorphic is denoted by G ' G′.
A distribution P over a graph space G is said to be invariant to isomor-
phisms if any two graphs that are isomorphic have the same probability, i.e.:
G ' G′ =⇒ P (G) = P (G′).
where G,G′ ∈ G. We now consider some isomorphism variations that will
be useful for attributed graphs.
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5.4 Attributed Graph Isomorphisms
When modeling unattributed graphs, often it is important to associate at-
tributes to vertices in these graphs. The attributes, in this case, may be thought
of as latent variables, which can simplify the order of models. Suppose we
have a finite vertex space ΛV , an edge space ΛE , and an attribute space X .
Recall from Section 2.8.2, an attributed graph has the form G = (V,X,E),
where:
V ⊆ ΛV
X : V → X
E : V × V → ΛE .
The simplest isomorphism for attributed graphs is based on the edge structure
and attributes on individual vertices:
Definition 5.2 (First-order Isomorphism). A graph G = (V,X,E) is
first-order isomorphic to a graph G′ = (V ′, X ′, E′) if there exists a bijec-
tion f : V → V ′ such that:
1. X(v) = X ′(f(v)) for all v ∈ V.
2. E(v, v′) = E′(f(v), f(v′)) for all v, v′ ∈ V
Two attributed graphs that are first-order isomorphic is denoted by G '1 G′.
This definition is a natural extension of Definition 5.1 to attributed graphs.
As an example, suppose the attribute space X = {c1, . . . , ck} is some finite
set of labels or colors; then for graphs to be isomorphic by this definition, the
coloring of vertices must be respected in addition to the edge structure. The
next simplest isomorphism for attributed graphs is based on the attributes on
pairs of vertices. Suppose we have a distance function d over the attribute
space X .
Definition 5.3 (Second-order Isomorphism). A graph G = (V,X,E)
is second-order isomorphic to a graph G′ = (V ′, X ′, E′) if there exists a
bijection f : V → V ′ such that:
1. d(X(v), X(v′)) = d(X ′(f(v)), X ′(f(v′))) for all v, v′ ∈ V.
5.5. Master Interaction Function 61
2. E(v, v′) = E′(f(v), f(v′)) for all v, v′ ∈ V
Two attributed graphs that are second-order isomorphic is denoted by G '2
G′.
This second-order isomorphism is used in many latent position models
([Hoff et al., 2002]), where X = Rd is a Euclidean space; for models us-
ing this isomorphism invariance, the probability of a graph depends on the
distances between vertices in it, not on their particular locations. These def-
initions can be extended to higher-orders in a straightforward manner. To
summarize, we presented some isomorphisms that can be used in specifying
when graphs are similar to each other. We will make use of them to specify
compatibility maps in the examples presented later in this section.
5.5 Master Interaction Function
In defining distributions over a graph spaces, often it will be useful to reduce
the size of the graph space, removing graphs that have zero probability. One
way to do this, assuming that the edge space ΛE has a partial ordering ≤, is
to define a function that restricts the edge configurations allowed in graphs:
Definition 5.4 (Master Interaction Functions).
1. A master interactions function over vertices is a function of the form
FV : Λ2V → ΛE . A graph G = (V,X,E) is said to respect a master
interactions function FV if, for all v, v′ ∈ V , we have E(v, v′) ≤
FV (v, v′).
2. A master interactions function over attributes is a function of the form
FX : X 2 → ΛE . A graph G = (V,X,E) is said to respect a master
interactions function FX if, for all v, v′ ∈ V , we have E(v, v′) ≤
FX(X(v), X(v′)).
We use master interactions functions to restrict graph spaces to only those
graphs that respect them. That is, for a graph space G and some master inter-
action functions FV and FX , we can restrict the graphs to the set:
G′ =
{
(V,X,E) ∈ G : E(v, v
′) ≤ FV (v, v′) for all v, v′ ∈ V
E(v, v′) ≤ FX(X(v), X(v′)) for all v, v′ ∈ V
}
.
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Example 5.1. Suppose the vertex space ΛV = {1, . . . , p} and the edge
space ΛE = {0, 1}. We can define a master interactions function FV that
ensures there is no edge between vertices that are farther apart than t ∈ R+as
follows:
FV (v, v′) =
{
0, if |v − v′| > t
1, otherwise
Example 5.2. Suppose the attribute space is X = {c1, . . . , ck}, where each
ci represents a color and edge space is ΛE = {0, 1}. We can define a master
interactions function FX that ensures vertices with the same color attribute
cannot have an edge:
FX(ci, cj) =
{
0, if ci = cj
1, otherwise
5.6 Examples
In this section, we illustrate the above ideas with some examples. In each
example, the model takes the form of equation 5.2, and uses some set of
templates {T1, . . . , TK}. For each template Tk, the compatibility map Rk :
G → {0, 1} is based on if a graph G ∈ G is isomorphic to it, i.e.:
Rk(G) =
{
1, if G ' Tk
0, otherwise . (5.3)
In all the examples except the first one, we assume the isomorphism used is
the first-order isomorphism. The sampling and learning algorithms are dis-
cussed in Section 5.7.
5.6.1 Example 1: Grid Graphs
We consider unattributed grid-like graphs such as the one shown in Figure
5.1. Let the vertex space be ΛV = {1, . . . , p}2 be a grid of size p, and let
ΛE = {0, 1}, specifying the absence of an edge or the presence of an edge,
respectively. We can specify the master interactions function FV to take pairs
of vertices that cannot have an edge to the value 0, and pairs that can have an
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edge to the value 1. Define FV as follows:
FV (v, v′) =
{
1, if |v1 − v′1| ≤ 1 and |v2 − v′2| ≤ 1
0, otherwise ,
where v = (v1, v2) ∈ ΛV and v′ = (v′1, v′2) ∈ ΛV . Hence, this master
interactions function FV ensures the graph space G only contains grid-like
graphs.
Figure 5.1: An example of a grid-like graph.
A possible set of templates is shown in Table 5.1. Each template Tk in
these tables specifies a compatibility map based on graphs that are isomorphic
to Tk. Here, we made the following design choices. First, we have limited the
order of the template graphs to fourth order and lower (i.e. graphs such that
|V (G)| ≤ 4). Secondly, to make computation feasible, we apply a ‘locality’
principle in which only connected graphs are used as templates. Since un-
connected graphs constitute the vast majority of the subgraphs in S(G) for
any given graph G ∈ G, the restriction to only these is necessary for com-
putational reasons. For example, consider the second-order subgraphs in the
graph in Figure 5.1; there are |S2(G)| =
(17
2
)
= 136 subgraphs of this order,
but only 18 of them are connected. If we consider higher-order subgraphs,
this gap widens.
Given these templates, the number of subgraphs that correspond to a
given pattern can be calculated for any graph G ∈ G, and hence its prob-
ability can be calculated. For example, for the graph G in Figure 5.1, the
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probability is expressed as follows:
P (G) = 1
Z
exp
[
K∑
k=1
λkUk(G)
]
= 1
Z
exp [17λ1 + 18λ2 + 26λ3 + 4λ4 + 45λ5 + 20λ6] .
λ1
λ2
λ3
λ4
λ5
λ6
Table 5.1: The set of connected graphs that are used as templates; the com-
patibility maps are based on graphs that are isomorphic to these templates.
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5.6.2 Example 2: ‘Molecule’ Graphs
We consider an example in which the graph space G is composed of graphs
that loosely resemble molecules in appearance. An example is shown in Fig-
ure 5.2.
Figure 5.2: An example of a ‘molecule’ graph. This is an artificial graph,
made only for illustration.
In this example, we will use attributed graphs of the formG = (V,X,E).
Let ΛV = {1, . . . , p} be the vertex space, X = {c1, c2, c3, c4} the attribute
space, where each ci represents a color, and ΛE = {0, 1} the edge space.
We can specify the master interactions function FX : X 2 → ΛE to specify
that vertices with the same color cannot have an edge between them (e.g.,
set FX(ci, cj) = 0 if ci = cj). Similarly, we might want to specify that
vertices with certain different colors can have an edge between them (e.g. set
FX(ci, cj) = 1 for some ci 6= cj).
A possible set of templates and their corresponding parameters is shown
in Table 5.2. For each template graph Tk, we define a compatibility map
Rk : G → {0, 1} based on graphs that are second-order isomorphic to it
(equation 5.3). Given these templates, the number of subgraphs that corre-
spond to a given pattern can be calculated for any graph G ∈ G, and hence its
(unnormalized) probability can be calculated. For the graph G in Figure 5.2,
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the probability can be expressed as follows:
P (G) = 1
Z
exp
[
K∑
k=1
λkUk(G)
]
= 1
Z
exp [20λ1 + 4λ2 + 9λ3 + 5λ4 + 4λ5 + 20λ6 + 4λ7 + 9λ8 + 6λ9 + 4λ10] .
Notice that in this example, the attributes (i.e., the colors associated with ver-
tices) allow distributions in which, loosely speaking, typical samples have
complex structure even despite the fact that the basis does not contain high-
order graphs. For example, the edge structure in these graphs are very un-
likely to have been generated by independent coin flips as in an Erdo˝s-Rényi
model. If the vertices did not have these attributes and we wanted to define
a distribution that has equivalent probabilities as in this example, (e.g. assign
the same probability to the unattributed version1 of the graph in Figure 5.2),
it would be necessary for any basis to contain graphs of much higher orders
than those in the basis used in this example. Hence, we see that attributes are
important latent variables even if one only wants to define distributions over
unattributed graph spaces. Thus, ideas contained in latent position models
([Hoff et al., 2002]) and latent stochastic blockmodels ([Airoldi et al., 2009],
[Latouche et al., 2011]) can be incorporated within the framework here.
1That is, for an attributed graph G = (V,X,E), removing the attribute function X :
V 2 → X from it to form the unattributed graph G = (V,E).
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λ1
λ2
λ3
λ4
λ5
λ6
λ7
λ8
λ9
λ10
Table 5.2: The set of graphs that are used as templates. These are used to
specify the compatibility maps based on graphs that are isomorphic to them.
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5.6.3 Example 3: Mouse Visual Cortex
A graph G0 that corresponds to the visual cortex of a mouse and is shown in
Figure 5.3.
Figure 5.3: A mouse visual cortex, which we label as G0 [Bock et al., 2011].
In order to model mouse visual cortexes, we consider a hierarchical
model; we begin by modeling parts (i.e., interesting subgraphs) that com-
pose these visual cortexes. From the graph G0, we extract subgraphs of G0
that exist in the following graph space:
G =
G ∈ S(G0) :
|V | = 25
G is connected
diameter(G) ≤ 5
 ,
where S(G0) denotes the set of all subgraphs ofG0. Some examples of graph
in G are shown in Figure 5.4.
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Figure 5.4: Some examples of subgraphs of G0 used for learning our sub-
graph model.
Notice that the graphs in G do not have attributes, i.e. the vertex and edge
spaces have the form:
ΛV = {1, . . . , 25}
ΛE = {0, 1},
For modeling purposes, we introduce attributes for the vertices, which serve
as latent variables; without them, very high-order templates would be neces-
sary. We assign attributes to the vertices based on their edge counts, which
can be used to define different types of vertices. Let dG(v) denote the num-
ber of edges incident on vertex v in the graph G. We will assign each vertex
in a graph an attribute value in X = {c1, c2, c3} based on its edge count as
follows. For a graph G = (V,E), define the attribute function X : V → X
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by:
X(v) =

c1, if 0 ≤ dG(v) ≤ 1
c2, if 2 ≤ dG(v) ≤ 4
c3, if 5 ≤ dG(v)
,
and augment the graphGwith it to form the attributed graphG′ = (V,X,E).
For an example of this augmentation, see Figure 5.5. We note a couple of
things: (1) more complicated attributes can be used for the vertices, for ex-
ample using a generalized notion of edge counts; (2) a clustering algorithm
can be used here, for example clustering similar subgraphs.
=⇒
Figure 5.5: An example of a graph being assigned color attributes.
The templates used for our model are shown in Tables 5.3, 5.4, and 5.5.
We learn model parameters using the algorithm in Section 5.7.3, and a small
training set of 31 graphs (examples shown in Figure 5.4). Some samples from
the model are shown in Figure 5.6. As mentioned, these are only samples of
subgraphs. With only one full graph G0, we cannot develop a hierarchical
model, so instead, we combine these subgraphs just using a few simple rules
(e.g., combining them by randomly placing edges between them). An exam-
ple is shown in Figure 5.7.
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λ1
λ2
λ3
Table 5.3: The set of 1st-order graphs that are used as templates.
λ4
λ5
λ6
λ7
λ8
λ9
Table 5.4: The set of 2nd-order graphs that are used as templates.
λ10
λ11
Table 5.5: The set of 3rd-order graphs that are used as templates.
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Figure 5.6: Model samples.
Figure 5.7: Mouse visual cortex sample from our model.
5.6. Examples 73
5.6.4 Example 4: Chemistry Data
In the chemoinformatics dataset MUTAG [Shervashidze et al., 2011], there
are 188 mutagenic aromatic and heteroaromatic nitro compounds. Examples
are shown in Figure 5.8.
We will form a simple hierarchical model using deterministic subgraphs.
Define a set of subgraphs as shown in Table 5.6. These subgraphs will corre-
spond to vertices in the second level of the model. There will be an edge be-
tween two vertices in the second level if there is an intersection between two
subgraphs. For example, let G be a molecule graph and suppose G1, G2 ⊂ G
are two subgraphs of G and are in Table 5.6 below. If G1, G2 have a com-
mon subgraph (i.e. have at least one common vertex in G), then in the second
level of the model, there will be an edge between the corresponding vertices.
This edge will have an attribute specifying the degree of intersection, i.e. how
many common vertices the two subgraphs share. See Figure 5.9 for some ex-
amples. Thus, all the randomness in the problem is at this second level in the
hierarchy and a model can be applied over it.
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Figure 5.8: Examples of molecule graphs in the MUTAG dataset.
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⇐⇒
⇐⇒
⇐⇒
⇐⇒
⇐⇒
⇐⇒
⇐⇒
⇐⇒
⇐⇒
Table 5.6: Parts in the model. The blue vertices on the right-hand side rep-
resent the corresponding graph on the left-hand side. If one of the graphs on
the left-hand side is a subgraph in a larger graph, then we may simplify the
description of that larger graph through the use of these parts.
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=⇒
=⇒
=⇒
Figure 5.9: Examples of molecule graphs (from the MUTAG dataset) de-
picted by higher-level parts (subgraphs) rather than their lowest level parts.
It should be easier to learn a distribution over this higher-level description of
these graphs.
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5.6.5 Example 5: Vertices with Color and Location
We consider an example of attributed graphs in which the vertex space
ΛV = {1, . . . , p}2 is a two dimensional grid of size p, the attribute space
X = {c1, c2, c3, c4} is a set of colors, and a binary edge space ΛE = {0, 1}.
We will define a master interactions function FV : Λ2V → ΛE that assigns the
value 0 to every pair of vertices that cannot have an edge, and assigns a value
1 to every pair of vertices that can have an edge. Define FV as follows:
U(v, v′) =
0, if d(v, v′) > t1, otherwise
where d(v, v′) is some distance function that assigns a distance between ver-
tices based on their location attributes. In other words, this master interactions
function can be used to ensure there is no edge between vertices that are far-
ther apart than t ∈ R. Let N be the maximum order of graphs in the graph
space. Let the graph space be:
G =
(V,E) :
V ⊆ ΛV , |V | ≤ N
X : V → X
E : V × V → ΛE
E(v, v′) ≤ FV (v, v′) for all v, v′ ∈ V
 .
The templates and the parameters used are shown in Figures 5.7 and 5.8.
For a template graph Tk ∈ G, we define the compatibility map Rk : G →
{0, 1} based on graphs that are second-order isomorphic to it (equation 5.3).
Some samples are shown in Figures 5.10. These were generated using the
sampling algorithm in Section 5.7.
template Tk parameter value λk
λ1 = 0.5
λ2 = 0.4
λ3 = 0.5
λ4 = 0.4
Table 5.7: The set of 1st-order graphs that are used as templates. Parameters
were hand-tuned here.
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template Tk
parameter
value λk
template Tk
parameter
value λk
λ5 = 0.5 λ15 = −5
λ6 = 1.5 λ16 = −5
λ7 = 0.4 λ17 = 0.75
λ8 = 1.5 λ18 = −5
λ9 = −∞ λ19 = −∞
λ10 = −∞ λ20 = −∞
λ11 = −∞ λ21 = −∞
λ12 = −∞
λ13 = −∞
λ14 = −∞
Table 5.8: The set of 2nd and 3rd order graphs that are used as templates.
Parameters were hand-tuned here.
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Figure 5.10: Samples from the model.
5.7 Inference and Learning
In this section, we discuss inference for random graphs; for a given probabil-
ity distribution, inference refers to the calculation (or estimation) of proba-
bilities in that distribution, or more generally, of functions of probabilities in
that distribution. Inference can be performed by sampling from distributions;
a standard Metropolis-Hastings algorithm is presented here for this purpose.
Next, we present a learning algorithm for random graph models; for a
given model, learning refers to the selection of a particular distribution in it.
A stochastic learning algorithm is presented here.
5.7.1 Sampling
Suppose we have a vertex space ΛV , an edge space ΛE , and an attribute
space X , and let G be a finite graph space with respect to them. Further,
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suppose we have a distribution P over G that we want to sample from.
We will use Markov Chain Monte Carlo (MCMC), and in particular, the
Metropolis-Hastings algorithm:
Algorithm 1 Metropolis-Hastings
Given a transition kernel q(G′|G) and starting from an initial stateG1, repeat
the following steps from t = 1 to T :
1. Generate a candidate G′ ∼ q(G′|Gt).
2. Generate U ∼ U(0, 1) and set
Gt+1 =
G′, if U ≤ α(Gt, G′)Gt, otherwise
where α(G,G′) is the acceptance probability, given by:
α(G,G′) = min
{
P (G′) q(G |G′)
P (G) q(G′ |G) , 1
}
.
This algorithm will generate a sequence G1, G2, . . . of dependent ran-
dom graphs, and for large t, the graph Gt will be approximately distributed
according to P (assuming an appropriate transition kernel). Given a graph
G = (V,X,E), the transition kernel will generate a proposal graph G′ based
on simple moves. There are many possibilities, but at least for simple prob-
lems, we found the following moves suffice:
1. Adding a vertex v ∈ ΛV \ V to the vertex set and adding an attribute
value X(v) to the attributes (and not adding any edges, i.e., E(v, ·) =
0.)
2. Deleting a vertex v ∈ V from the vertex set and restricting it from X
(from among vertices with no incident edges).
3. Changing the value of an edge in E (i.e., changing the value of
E(v, v′) ∈ ΛE for some v, v′ ∈ V ).
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The probability of each type of move can be uniform, although sometimes
non-uniform probabilities may be preferable (e.g., assigning a greater prob-
ability to edge moves). Each move in this set has an inverse move allowing
a chain to return to the previous state; hence these moves satisfy the weak
symmetry property.
5.7.2 Computation
We now consider computational efficiencies for this sampling algorithm. Sup-
pose we have a distribution P in the form of equation 5.2, i.e.:
P (G) = 1
Z
exp
[
K∑
k=1
λkUk(G)
]
,
and define H as the exponent in this distribution:
H(G) =
K∑
k=1
λkUk(G).
In this section, we consider the calculation of differences of the form
4H ≡ H(Gnew)−H(Gold),
where Gnew and Gold are graphs. In the naive approach, each exponent is
computed separately, and the difference taken. However, the difference 4H
can be calculated efficiently by ignoring subgraphs that are shared between
the two graphs. Define J0 ⊆ S(Gnew) as the set of subgraphs ofGnew that are
not subgraphs of Gold; similarly, define J1 ⊆ S(Gold) as the set of subgraphs
of Gold that are not subgraphs of Gnew. That is:
J0 ≡ {G′ ∈ S(Gnew) | G′ /∈ S(Gold)} ∩ Gbasis
J1 ≡ {G′ ∈ S(Gold) | G′ /∈ S(Gnew)} ∩ Gbasis.
Hence, we have that
4H ≡ H(Gnew)−H(Gold)
=
K∑
k=1
λk [Uk(Gnew)− Uk(Gold)]
=
K∑
k=1
λk
[
U˜k(Gnew)− U˜k(Gold)
]
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where
U˜k(Gnew) = #{G′ ∈ J0 : Rk(G′) = 1}
U˜k(Gold) = #{G′ ∈ J1 : Rk(G′) = 1}.
Let’s consider some examples.
New Node: Let Gold be any graph and suppose we formed Gnew by adding
a vertex u to it (and possibly edges). In this case, we have that Gold ⊂ Gnew
(i.e. is an induced subgraph) and hence:
J0 = {G′ ∈ S(Gnew) | u ∈ V (G′)} ∩ Gbasis
J1 = ∅.
Deleted Node: Let Gold be a graph (with at least one vertex) and suppose we
formed Gnew by deleting a vertex u ∈ V (Gold). In this case, we have that
Gnew ⊂ Gold and hence:
J0 = ∅
J1 = {G′ ∈ S(Gold) | u ∈ V (G′)} ∩ Gbasis.
New Edge: Let Gold be a graph (with at least two vertices) and suppose we
formed Gnew by changing the value of an edge E(v, v′) for some v, v′ ∈
V (Gold). In this case, we have that:
J0 = {G′ ∈ S(Gnew) | v, v′ ∈ V (G′)} ∩ Gbasis
J1 = {G′ ∈ S(Gold) | v, v′ ∈ V (G′)} ∩ Gbasis.
5.7.3 Learning
To estimate the parameters λ = {λ1, . . . , λK} in the model in equation 5.2,
we use the maximum likelihood estimate (MLE). Suppose we have a set of
graphs {G1, G2, . . . , GN} sampled according to P (G;λ∗), where λ∗ ∈ Λ
and where Λ ⊂ RK is a compact set. The MLE is the solution to the following
optimization problem:
λˆ = arg max
λ∈Λ
N∏
i=1
P (Gi;λ).
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It can be shown that the MLE is also a solution to the equations:
Eλ[Uk(G)] = Uˆk, k = 1, . . . ,K,
where Uˆ are the empirical statistics of the features:
Uˆk =
1
N
N∑
i=1
Uk(Gi), k = 1, . . . ,K.
We run a stochastic approximation algorithm ([Younes, 1988], [Salakhut-
dinov, 2009]) for estimating the solution (see Algorithm 2 below). This
stochastic algorithm uses multiple Markov chains in parallel; we find this
beneficial in practice since individual chains can sometimes become stuck in
certain regions for long periods of time.
Algorithm 2 Stochastic Approximation Procedure
Input:
Empirical statistics Uˆ ;
Initial parameters λ1;
Initial set of M particles {G1,1, . . . , G1,M};
for t = 1 : T (number of iterations) do
form = 1 : M (number of parallel Markov chains) do
Sample Gt+1,m given Gt,m using the transition operator Tλt(Gt+1,m, Gt,m)
end for
end for
Update: λt+1 = λt + αt
[
Uˆ − 1M
∑M
m=1 U(Gt+1,m)
]
Decrease αt
6
Summary and Discussion
In this work, we considered the statistical modeling of real-world problems
that involve objects that are naturally represented by graphs of varying orders.
In general, a distribution can be specified over a finite space of objects (e.g., a
finite graph space), by directly assigning a probability to each object in it. Of
course, for all but the smallest spaces, this is impractical, and it is essential
to use invariance assumptions. To address this, we considered independence
and factorization, the invariances used in graphical models, and observed that
they can be defined in terms of projections, allowing their use in the modeling
of random graphs. These invariances, for a given family of projections, can be
described using only a small subset of projections, those that are atomic (with
respect to this family), allowing their compact representation by a (structure)
graph. We found factorization to be an easier invariance to use for graphs, at
least in some problems, and illustrated their modeling with some examples.
One critique of this work may be that the formulation of graphical models
discussed here is not actually an extension, and that only the original formu-
lation of graphical models was presented, applied to a particular multivariate
random variable. That is, since a multivariate random variable is a general
object, almost any other object can be represented by it (e.g., for a random
graph, since each of its marginal random graphs is a random variable, is rep-
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resentable by a multivariate random variable). We mention that the reverse
is also true: a random graph is also a general object, and any multivariate
random variable can also be represented by it (e.g., for a multivariate random
variable, each of its individual marginal variables can be represented by an at-
tributed vertex, and then graphs assumed to have no edges). This equivalence
is examined in [Grenander and Miller, 2007], chapter 6, where it was proven
more formally (for the random graph model considered in that work). In this
work, we are not concerned with how a random variable is interpreted; for
the purposes of statistical modeling, it is irrelevant if a variable is considered
a graph or vector, it is only the structure within the object that matters. Thus,
we view a graphical model as a framework for modeling any object with an
appropriate structure, where this structure is defined by a projection family.
The value of this more abstract viewpoint is that it focuses attention on the
essence of these models, the relationship between object structure and invari-
ance, and hence clarifies the modeling of complicated objects such as graphs
and trees.
Lastly, we note that although we limited our attention here, for the most
part, to the invariances used in graphical models, that there may exist others
that result in similar modeling frameworks. A model is a set of distributions,
and a modeling framework a set of models, usually defined in terms of an
invariance. To design a (useful) modeling framework, an invariance must be
identified such that: (a) it is applicable to many problems; and (b) it can be
made at varying degrees, creating a range of model complexities, and allow-
ing practitioners to adjust models to a given problem. It would be interesting
to investigate other invariances, besides independence and factorization, that
have hierarchical structures. One could imagine, if such invariances could be
identified, the development of frameworks similar to graphical models. Per-
haps, given an appropriate hierarchical structure, these invariances would be
also representable by graphs, in which case, the graphical model framework
itself would be expanded.
6.1 Extended Discussion
We address questions we have received and elaborate on some possible points
of confusion in this section.
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6.1.1 Framework Merit
Q: Since some random objects can be converted to random vectors, the
extended formulation of graphical models is equivalent, in some instances,
to the original. What is the value of using the more abstract formulation?
A: This question, in essence, is asking about how we should define graphical
models and why is this abstract formulation even necessary. There are a few
ways in which the more abstract formulation might be of value. If we take
graphical models to be, at its core, a modeling framework based on invari-
ances between random variables in some family, then the question of how
to define these models reduces to the question of what properties this family
should satisfy. Given a distribution over a countable space Ω, any function on
this space defines a random variable, and any family of functions defines a
family of random variables. In this work, for a family of functions to produce
an appropriate family of random variables for graphical models, we consid-
ered the fundamental properties to be that it is finite, consistent, and complete
(Section 4). These latter properties are also pertinent to spaces that have infi-
nite projections, rather than just a finite set. This is the case, for example, in
stochastic processes where Ω is an uncountable space of functions, and has
an infinite set of consistent projections on it, where each restricts functions
in this space to a finite set of points in their domain (i.e., the projections that
define the finite-dimensional distributions.) Since the concept of consistent
projections occurs throughout probability theory, there appears to be concep-
tual value in aligning the definition of graphical models with it, rather than
confining them to coordinate projections on product spaces.
From a more applied viewpoint, the value of a general framework is partly
related to the degree that it compresses knowledge, which can for example,
illuminate similarities and differences in somewhat disconnected models. In
the formulation of graphical models given here, many classic random graph
models are covered; more importantly though, it provides insight into mod-
eling random graphs in which the graphs vary in order, an important problem
that has received less research attention (we defer discussion of this topic
to the next section). This framework for random graphs also includes ran-
dom trees as a particular instance, a desirable property since a tree is a type
of graph, and it covers some classic random tree models (e.g., probabilistic
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context-free grammars). The framework is based on fundamental invariances
for structured objects, where the necessary structure has been defined. Finally,
due to their importance, many inference algorithms are specifically designed
with these invariances in mind.
On a more technical note, even if a random object can be mapped to a
random vector, this does not imply that graphical models for the random ob-
ject are equivalent to graphical models for the corresponding random vector.
A basic property of graphical models is that they specify sufficient condi-
tions for the invariances they use to be consistent (i.e., consistent in the sense
that there exists a distribution that satisfies them). For example, in Bayesian
networks for random vectors, the structure graph encodes a set of consistent
independence assumptions if the structure graph is acyclic. For other random
objects, however, this statement does not necessarily hold. This can be seen,
for example, in random graphs; since a graph has structural constraints im-
posed by the dependence of edges on vertices, for structure graphs to be valid,
the invariances they specify cannot violate these structural constraints (Sec-
tion 2.4). Similarly, in random trees, there are structural constraints imposed
by the dependence of a vertex on its ancestors. Since structural constraints of
objects in a space Ω can be described by a projection family on it, the more
general formulation of graphical models can ensure, since they are defined
in terms of these projection families, the consistency of their invariances on
more general random objects.
6.1.2 Random Vertices
Q: In the random graph models discussed in this work, the vertex set can be
random. Why is this of interest?
A: There are two problem paradigms in which random graphs are applicable,
the traditional one in which graphs have a fixed order and randomness only
on the edges, and the less established one in which graphs can have variable
order. We will compare these two paradigms in more detail in the next section.
For the moment though, we note that this work will not be useful to those
interested in the former problem. Rather, the focus here is on the latter, and
those interested in that problem are the intended audience.
Applications of random graphs with random vertices are studied, for ex-
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ample, within the field of statistical relational learning [Getoor, 2007]. One
application is the statistical modeling of a set Ω of real-world scenes. Suppose
scenes are composed of objects with attributes (e.g., child wearing a hat, blue
sedan, etc.), and relationships between objects (e.g., holding hands, driving,
etc.), and further, scenes vary in the objects in them (e.g., a scene may be
empty or may have numerous objects). These scenes can be represented by
graphs, where vertices represent objects, attributes of vertices represent at-
tributes of objects (including their type), and edges represent relationships
between objects. Thus, modeling these scenes corresponds to modeling ran-
dom graphs in which graphs vary in their order. In the literature, many ap-
proaches to this problem are based on modeling a selected set of conditional
distributions, where each is conditioned on the objects in the scene. For exam-
ple, in probabilistic relational models [Getoor et al., 2001], these conditional
distributions are specified using templates and assuming repeated structure.
In this work, we considered a formulation of graphical models that would
allow us to model full distributions over this type of space.
It is worth mentioning that this formulation of graphical models may be
relevant to applied research in probabilistic logic, a field that couples prob-
ability and logic (an overview is given in [Russell, 2015]). Notice that if we
have a probability distribution over a countable space Ω, then sentences of
a logical language about this space (where sentences correspond to binary
functions of the form f : Ω → {0, 1}), can be assigned probabilities. (That
is, a sentence assigned probability equal to the probability of the subset of
Ω in which it is true.) If, on the other hand, the distribution over a space Ω
is unknown and we want to learn it, logical expressions can be used to ex-
press invariances (i.e., constraints, structure) in the distribution. For example,
invariances can be defined on distributions by constraining the distributions
to those that assign certain probabilities to certain sentences. More generally,
invariances can be defined on these distributions in terms of logical expres-
sions about the distribution itself ([Fagin et al., 1990], [Halpern, 1990]), re-
ferred to as probability expressions (these correspond to functionals of the
form f(P ) 7→ {0, 1}, where P is a distribution over Ω). In other words,
distributions are constrained to only those in which some set of probability
expressions are true. Thus, probabilistic logic can be viewed as a modeling
framework based on general invariances, as expressed by logical expressions
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about the distribution. (In contrast, graphical models is a framework based on
the less expressive invariances of independence and factorization.)
This level of expressiveness in invariances, however, can result in the
specification of a set of invariances that is inconsistent in the sense that there
does not exist a well-defined distribution that satisfies it. This problem has
led researchers to consider forgoing some of the expressive power in these
logics to ensure consistency, and since graphical models provide consistency
guarantees for their invariances (see previous section), to research extensions
of graphical models to more general spaces. Of particular interest are exten-
sions to spaces Ω containing structured objects not of a fixed size (such as,
for example, the real-world scenes described above), and an example is the
template-based graphical models mentioned above.
In [Milch et al., 2007], an extension of Bayesian networks is proposed
for modeling full distributions over such spaces, referred to as Blog, where
probabilities are placed on objects in Ω based on how they are incrementally
constructed from some generative process. In this work, an extension was
also proposed, and it is instructive to examine the differences between these
two general frameworks. Firstly, the formulation here is based on finite fami-
lies of functions on the space Ω, whereas theirs extends to infinite families. (It
would be interesting to expand the formulation here in this regard.) Secondly,
in Blog, the function families are not required to be consistent (i.e., the for-
mulation is not in terms of families of marginal random variables, but rather
general random variables). A family of random variables that is inconsistent
(among the subset that is atomic) generally produces an inefficient represen-
tation of invariances in a distribution. This is not necessarily a problem, but
since the traditional formulation of graphical models is in terms of marginal
variables, we defined our extension in terms of them as well. Finally, the
formulation here yields other forms of factorization (i.e., undirected models
where probabilities are placed on objects in Ω based on how they deconstruct
(factorize) into a set of parts).
6.1.3 Consistent Distributions
Q: In [Shalizi and Rinaldo, 2013], it was observed that for random graphs,
if a set of distributions from the same exponential family all have the same
parameter values, then these distributions are inconsistent, except under
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very special circumstances. How does the proposed framework address this
consistency problem?
A: To answer this question about the consistency of distributions, it is con-
structive to consider it from two perspectives. As mentioned above, there are
two paradigms for random graphs, the traditional one in which graphs have
a fixed order and randomness only on the edges, and the less established one
in which graphs have randomness on both vertices and edges. Let’s consider
consistency in each. For simplicity, suppose we have a vertex space ΛV and
edge space ΛE that are both finite.
In the random vertices setting, a random graph has a distribution P over
a graph space
G =
{
G = (V,E) | V ⊆ ΛV
E : V × V → ΛE
}
,
containing graphs of varying order. In this case, we can form conditional
distributions of the form PV (E) ≡ P (E|V ) by conditioning on the vertices
V ⊆ ΛV in a graph. A set of conditional distributions {PV , V ⊆ ΛV } is
consistent if there exist a full distribution P that produces it. Since the random
graph models in this work define full distributions over G, any conditional
distributions induced from them will be consistent, and hence this consistency
problem is not an issue. (Recall, one of our motivations for modeling full
distributions was to avoid these difficult consistency problems.)
In the traditional setting, a random graph has a distribution P over a graph
space
GΛ = {G ∈ G | V (G) = ΛV },
containing only graphs with n = |ΛV | vertices, where n is large and possibly
infinite (for simplicity, we assume finiteness here). For modeling purposes,
we can define projections to substructures of this graph space as follows. For a
set of vertices V ⊆ ΛV , let the substructure projection piV : GΛ → GV , where
GV = {G ∈ G | V (G) = V } 6⊆ GΛ, be defined as piV (G) = G(V ) (i.e., the
subgraph of G induced by the vertices V ). If we have a distribution P over
GΛ, then the projections piV , V ⊆ ΛV define a set of marginal distributions
P
marg
V , V ⊆ ΛV . On the other hand, if we do not have the distribution P
and we want to determine it through the specification of a set of distributions
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P
marg
V , V ⊆ ΛV (and using an extension theorem in the infinite case), we must
take care to ensure we specify a set that is consistent. In [Shalizi and Rinaldo,
2013], it was shown that if a set of distributions from the same exponential
family all use the same parameter values for each distribution PmargV in the set,
then it is not consistent except under special circumstances. This result shows
more about the difficulty of directly specifying a set of consistent distributions
(especially when these distributions are assumed invariant to isomorphisms,
see next section) than any limitations of exponential models.
It is worth mentioning that this set of projections to substructures (i.e.,
the set {piV , V ⊆ ΛV }) is consistent and complete, and so graphical models,
as formulated in Section 4, is applicable to them when this projection family
is finite. However, the formulation of random graphs presented here based on
variable-order graph spaces and subset projections (rather than fixed-order
graph spaces and substructure projections) may provide a more interesting
vantage point since it includes random trees as an instance of it.
6.1.4 Degeneracy
Q: In the literature, many of the proposed exponential random graph models
suffer from a ‘degeneracy’ problem. Since the random graph models in this
work are exponential models, why are they not degenerate?
A: It is important to stress upfront that degeneracy has nothing to do with
exponential models, but rather is an issue most acutely affecting unattributed
random graph models that use the isomorphism invariance (i.e., the assump-
tion that all isomorphic graphs have the same probability). The formulation of
graphical models for random graphs (Section 2) does not use this invariance,
and so is not degenerate. Further, if the graphs are attributed, then even if
models use isomorphism invariances (Section 5.4), the probability of a graph
will still depend on its vertex set beyond its cardinality; latent variables are
now associated with the vertices, providing a means for models to differen-
tiate vertices from each other. In the literature, many models use attributes
(latent variables) and are not considered degenerate (although, most of these
are not high order models). In Section 5, we gave five random graph exam-
ples; all but the first example, which was a toy problem for illustration, used
attributed graphs (as well as constrained graph spaces). We now let the dis-
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cussion proceed to the setting in which the degeneracy problem appears, at
least in an acute form.
To begin our discussion, it’s useful to illustrate the degeneracy problem
with an example. Suppose we have a vertex space ΛV = N and edge space
ΛE = {0, 1}, and let G be the graph space containing all graphs with respect
to them. For a finite set of vertices V ⊂ ΛV , let PV denote the following
conditional distribution:
PV (E) ≡ P (E|V ),
where E can be any function of the form E : V × V → ΛE . Assume that
these conditional distributions are invariant to isomorphisms:
G0 ' G1 =⇒ PV0(E0) = PV1(E1),
whereG0 = (V0, E0) andG1 = (V1, E1). For all vertex sets of a given cardi-
nality n ∈ N, since these distributions only depend on the edge structure, and
not on the particular vertices, we can assume the vertex set is V = {1, . . . , n}
and index the conditional distributions by Pn ≡ PV . Now consider the ex-
ponential model studied in [Handcock et al., 2003]; suppose the model has
two sufficient statistics, the number of edges and the number of ‘2-stars’ in a
graph:
Pn(E) =
1
Z(n, λ) exp [λ1f1(E) + λ2f2(E)]
f1(E) =
∑
i<j
E(i, j)
f2(E) =
∑
i<j<k
E(i, j)E(i, k)
where f1 is the number of edges and f2 is the number of 2-stars (i.e., edges
sharing a common vertex), and where λ = (λ1, λ2) is a set of real parame-
ters. This model was analyzed when the number of vertices |V | = 7, and even
at this small size, the following problems were observed. First, only a small
subset of the parameter space for this model corresponds to distributions that
are not degenerate, where loosely speaking, a distribution is considered de-
generate if it places almost all of its mass on either the empty graph or the
complete graph; these distributions are uninteresting from a modeling per-
spective. Second, small changes in the parameters can result in distributions
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that are dramatically different and learning algorithms often do not converge
or take extremely long to do so.
Since the practical use of models that suffer from these degeneracy issues
is severely limited, developing an understanding of it is critical. A formal
definition concerning this degeneracy appears in the works [Strauss, 1986]
and [Schweinberger, 2011]. We first present this definition, before making
comments. Suppose we have a set of distributions Pn, n ∈ N, and let
P ∗n = max
E
Pn(E)
denote its maximum value. Further, let
Mn = {E : Pn(E) = P ∗n}
be the subset of modes, and for any 0 <  < 1, let
M,n = {E : Pn(E) > (1− )P ∗n}
be the subset of -modes for Pn. The following definition is based on the ob-
servation that degenerate exponential-family distributions tend to concentrate
almost all of their mass on the distributions modes:
Definition 6.1 ([Strauss, 1986], [Schweinberger, 2011]). A set of dis-
tributions Pn is degenerate if, for any 0 <  < 1, we have
Pn(M,n) −→ 1 as n −→∞.
We now make some comments. First, notice that by this definition, ev-
ery distribution in the Erdo˝s-Rényi model is degenerate. (This follows from
well-known results about typical sets for sequences of independent and iden-
tically distributed random variables [Cover and Thomas, 2012], chapter 3.)
This suggests that the characterization of degeneracy in this definition differs
from our intuition: there appears to be a fundamental difference between the
Erdo˝s-Rényi model and the 2-star model described above, and this should be
captured in any definition.
Second, this definition only concerns degeneracy of a distribution,
whereas it appears that degeneracy should be a property of a model (i.e., a set
of distributions). For example, in the empirical studies performed in [Hand-
cock et al., 2003], it was observed that nearly all distributions in the model
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placed the majority of their mass on either the empty graph or the complete
graph. Hence, it is not the fact that the distributions in this model are ‘de-
generate’ in the sense of the above definition that is interesting, but rather
that (1) most distributions in this model have the exact same modes, i.e., the
empty or complete graph; and (2) the transition between these two disparate
distributions can occur suddenly in the parameter space. This suggest that
a more suitable definition would concern phase-transitions, i.e., loosely, the
existence of singularities in the parameter space. This might be defined as
the existence of a point in the parameter space such that arbitrary small balls
around it contain points corresponding to dramatically different distributions,
taking limits appropriately.
A phase-transition definition appears to capture our intuitive idea of what
constitutes degenerate and non-degenerate models. For example, the Erdo˝s-
Rényi model would not be classified as degenerate by this definition. Con-
sider another example; suppose we want to extend the second-order Erdo˝s-
Rényi model to a third-order one. There are four relevant statistics to con-
sider: (a) the number (of third-order subgraphs) with three edges; (b) the num-
ber with two edges; (c) the number with one edge; and (d) the number with
no edges. Adding any three of these four statistics to the Erdo˝s-Rényi model
results in a set of sufficient statistics for the extended model. The impor-
tant thing to notice here is that these sufficient statistics counterbalance each
other: an increase in the parameter corresponding to the number of triangles
can be offset, loosely speaking, by an increase in the parameter correspond-
ing to the number of empty (third-order) graphs. This balance in the set of
sufficient statistics suggests that distributions in this model change smoothly
in the parameter space (when parameters are non-zero), and thus this model
does not contain singularities, given an appropriate definition. In turn, this
suggests that learning (e.g., maximum likelihood estimation) is feasible and
that this model may be useful in practice.
Lastly, let’s consider model complexity; in the example in Section 5.6.2, it
was observed that adding attributes to unattributed graphs, loosely speaking,
allows them to be modeled using lower order models. Since, for any model
using latent variables, there exists a more complex model without latent vari-
ables that is equivalent, this suggests that models using unattributed graphs
may require, to produce equivalent distributions, extremely high orders.
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Appendices
A
Statistical Invariances
Graphical models are a tool that use conditional independencies to produce
distributions with compact representations, promoting learning and inference.
More generally, however, any statistical invariance - not just conditional inde-
pendence - may be used to compress representations and ease learning. One
example is in random graphs, where a common assumption is that the proba-
bility of a graph only depends on its edge structure, and not on the particular
labeling of the vertices; distributions are assumed invariant to graph isomor-
phisms (see Section 5.3). Another example is in the modeling of the spatial
configuration of objects in street-scene imagery, where a simple assumption
is that there’s a symmetry to the horizontal location of objects, e.g. the prob-
ability of a person on the left half of an image is equal to the probability of
a person on the right half [Geman et al., 2015]. Naturally, it is beneficial for
practitioners to incorporate as many valid invariances as possible into their
models.
In this appendix, the goal is to simply provide a formulation of invariance
that encompasses these ideas. We begin by considering some basic definitions
of invariance involving transforms and then proceed to more complicated def-
initions of invariance involving functions and distributions. In Section A.3,
we show that independence and conditional independence are particular in-
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stances of this general formulation. In Section A.5, we consider invariances
that are functions of the probability space, which we refer to as moment in-
variances.
A.1 Invariant Transformations
For a given probability space, a statistical invariance is some property of ob-
jects in it such that, loosely speaking, objects that share the same property
have the same probability. A property of a space X is said to be invariant un-
der a transformation if the transformation preserves that property. In general,
a property may be considered as an equivalence class in which x1, x2 ∈ X
share the property if and only if x1 and x2 are in the same equivalence class.
In other words, define a property on X as an equivalence class, or likewise,
as an equivalence relation:
Definition A.1 (Equivalence Relation). An equivalence relation onX is a
symmetric, reflexive, and transitive binary relation ∼ on X . For any x1, x2 ∈
X , we say x1 and x2 have the same property if x1 ∼ x2.
Now, we can define an invariant transform:
Definition A.2 (Invariant Transform). A transform T : X → X is
invariant to an equivalence relation ∼ if for all x1, x2 ∈ X , we have
x1 ∼ x2 =⇒ T (x1) ∼ T (x2).
A.2 Invariant Functions
We defined invariances for functions of the form T : X → X . Now, let’s
extend the notion of invariance for a general function f : X → Ψ in which
the domain and codomain are not necessarily the same space. To define an
invariance on a general function, we’ll need two equivalence relations, one
on the domain X and one on the codomain Ψ: denote these two equivalence
relations as∼X and∼Ψ, respectively. Now, let’s define an invariant function:
Definition A.3 (Invariant Function). A function f : X → Ψ is invariant
to equivalence relations ∼X and ∼Ψ if for all x1, x2 ∈ X , we have
x1 ∼X x2 =⇒ f(x1) ∼Ψ f(x2).
We’ll find this definition useful in defining invariant distributions.
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A.2.1 Invariant Probability Mass Functions
In this section, we consider the invariance of probability mass functions
(pmf); for ease of exposition, we skip the details about more general dis-
tributions. Let (X ,ΣX , P ) be a probability space in which X is countably
infinite and ΣX is the power set of X . As above, to define the invariance of
a function P : X → [0, 1], we will need to specify equivalence relations on
both X and [0, 1] ⊂ R. Suppose we have some equivalence relation ∼X on
X , and for the equivalence relation on R, let ∼R be the equality relation (i.e.
for any r1, r2 ∈ R, let r1 ∼R r2 if and only if r1 = r2). For simplicity, we
will always use the equality relation as the relation on the real numbers R.
Thus, we have:
Definition A.4 (Invariant pmf’s). A pmf P is invariant to ∼X if for all
x1, x2 ∈ X , we have:
x1 ∼X x2 =⇒ P (x1) = P (x2).
Let’s consider examples.
Example A.1 (Symmetry). Let X = Z be the integers, and define the
following equivalence relation: for every x1, x2 ∈ X :
x1 ∼X x2 ⇐⇒ |x1| = |x2|.
Thus, a pmf P that is invariant to this equivalence relation will have a sym-
metry in which P (x) = P (−x) for all x ∈ X . If one is trying to estimate
P from data, this symmetry can be utilized to improve the estimate, as is the
case for any invariance.
Example A.2 (Graph Isomorphisms). Let X = G be a graph space, and
define the following equivalence relation: for every G1, G2 ∈ G:
G1 ∼X G2 ⇐⇒ G1 is isomorphic to G2.
Thus, a pmf P that is invariant to this equivalence relation will have an in-
variance in which all graphs that are isomorphic to each other have the same
probability. Many random graph models use this invariance (e.g., the Erdo˝s-
Rényi model).
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A.3 Conditional Invariance
In this section, we consider conditional and marginal invariances. Then we
define independence and conditional independence, two special cases. Let
(Ω,ΣΩ,P) be a probability space and let X be a countably infinite space.
Further, let X : Ω → X be a measurable function (i.e. a discrete random
variable) with a pmf PX : X → [0, 1], where
PX (x) = P({w ∈ Ω : X(w) = x}), x ∈ X .
Thus, we may form the probability space (X ,ΣX , PX ), where ΣX is the
power set of X . Furthermore, for any A ∈ ΣΩ such that P(A) > 0, we
may form the conditional probability:
PX (x|A) = P({w ∈ Ω : X(w) = x} | {w ∈ A})
= P({w ∈ A : X(w) = x})
P({w ∈ A})
where x ∈ X . Finally, suppose we have an equivalence relation ∼ΣΩ on ΣΩ.
Then, we may define conditional invariance as follows.
Definition A.5 (Conditional Invariance). A distribution PX is condition-
ally invariant to ∼ΣΩ if, for all A1, A2 ∈ ΣΩ, we have:
A ∼ΣΩ A2 =⇒ PX (·|A1) = PX (·|A2).
Now, we consider distributions that have both regular invariances and
conditional invariances.
A.3.1 General Invariance
Thus far, we have described a regular invariance (Definition A.4) and a con-
ditional invariance (Definition A.5); now, suppose we want to combine these.
As above, suppose we have the two probability spaces:
(Ω,ΣΩ,P)
(X ,ΣX , P )
where P was the distribution induced by P. Now, we will define an invariance
in terms of an equivalence relation ∼Σ on the product space Σ = ΣΩ × ΣX .
The general definition of an invariance is as follows.
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Definition A.6 (General Invariance). A distribution P is invariant to ∼Σ
if for all (A1, B1), (A2, B2) ∈ ΣΩ × ΣX we have:
(A1, B1) ∼Σ (A2, B2) =⇒ P (B1|A1) = P (B2|A2).
Example A.3 (Independence). Suppose we have an equivalence relation
∼Σ on the product space Σ = ΣΩ×ΣX . LetA1, A2 ∈ ΣΩ andB1, B2 ∈ ΣX ,
and suppose that
A2 = Ω and B1 = B2.
Then, the event B1 is said to be independent of the event A1 if (A1, B1) ∼Σ
(A2, B2). That is, if B1 is independent of A1, then:
P (B1|A1) = P (B1).
Example A.4 (Conditional Independence). Suppose we have an equiva-
lence relation∼Σ on the product space Σ = ΣΩ×ΣX . Let A1, A2 ∈ ΣΩ and
B1, B2 ∈ ΣX , and suppose that
A2 ⊂ A1 and B1 = B2.
Then, the event B1 is said to be conditionally independent of the event A1 \
A2, given the eventA2 if (A1, B1) ∼Σ (A2, B2). That is, ifB1 is independent
of A1 \A2 given A2, then:
P (B1|A1) = P (B1|A2).
A.4 An Alternative Formulation
From the perspective of estimation, a pmf P that is invariant to an equiva-
lence relation ∼X on X allows the production of additional data from our
limited samples. That is, suppose we have a sample x ∈ X ; then, there exists
a replication procedure on this example x such that the equivalence class is
preserved in each replicated version of the data. That is, we could define a
transformation that takes any x ∈ X to the set X ′ = {x′ ∈ X : x′ ∼ x}.
In this section, we present an alternative representation of an equivalence re-
lation ∼X ; this representation will not be useful in and of itself, but does
motivate more elaborate invariances for modeling purposes, which we con-
sider in the next section.
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As above, let X be a countably infinite space, and now define T to be the
space of bijective transformations of the form T : X → X . Notice that an
equivalence relation ∼X on X corresponds to a subset T0 ⊂ T where:
T0 = {T ∈ T | x ∼X T (x) for all x ∈ X}.
In other words, T0 contains all bijective transformations that are consistent
with the equivalence relation. Thus, the equivalence relation ∼X induces a
binary partition of T . Furthermore, this binary partition may be represented
by an equivalence relation ∼T on T . That is, define ∼T as follows: for all
T1, T2 ∈ T , let
T1 ∼T T2 ⇐⇒ T1, T2 ∈ T0 or T1 = T2.
Using this equivalence relation on transforms, we can make an alternative
definition of an invariant pmf.
Definition A.7 (Invariant pmf’s). Suppose we have a space T composed
of bijective transformations of the form T : X → X and suppose that we
have an equivalence relation ∼T on T . A pmf P : X → [0, 1] is invariant to
∼T if for all T1, T2 ∈ T , we have:
T1 ∼T T2 =⇒ P (T1(x)) = P (T2(x)) for all x ∈ X .
Although this alternative definition of an invariance is not particularly in-
teresting in its own right1, it motivates the concept of invariances of moments,
which we now consider.
A.5 Moment Invariance
In this section, we consider an important type of invariance of a distribution,
that of moment invariance. As above, suppose we have a countably infinite
space X and a pmf PX over it. Now, suppose we have: (1) a space F com-
posed of functions of the form f : X → R; and (2) an equivalence class ∼F
on F . Define moment invariance as follows:
1Suppose an equivalence relation ∼T is constructed as described in this section. Then the
partition of T that corresponds to the equivalence relation ∼T can only have one set of size
greater than one (the set in which the identity transform T (x) = x belongs). Hence, this
definition is not particularly useful.
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Definition A.8 (Moment Invariance). Suppose we have a set of real func-
tions F and an equivalence class ∼F on it. A pmf P is moment invariant to
∼F if for all f1, f2 ∈ F , we have:
f1 ∼F f2 =⇒ EP (f1(X)) = EP (f2(X)).
The functions in F will be referred to as features.
If we compare this definition of invariance to the one in the previous
section, we see that it follows naturally. Let’s now consider some examples.
Example A.5 (Symmetric Expectations). Let X = Z be the integers.
Define
f1(x) = |x| · I{x<0}
f2(x) = |x| · I{x≥0},
and let F = {f1, f2} and let f1 ∼ f2. If a pmf P is moment invariant to ∼,
then we have that
EP (|X| · I{X<0}) = EP (|X| · I{X≥0}).
Notice that this is a less stringent invariance compared to the previous ex-
ample where P was required to be symmetric around the axis; here we only
require P to be symmetric around the axis in the sense that the expected value
over the negative numbers has the same magnitude as the expected value over
the positive numbers.
Example A.6 (Marginal Expectations). Suppose X = Zn, and let F =
{f1, . . . , fn} be a set of real function over X such that each fi(x) = xi is
the projection of x ∈ X onto its ith factor. Further, suppose we define the
trivial equivalence class on F in which all functions are in the same equiv-
alence class (i.e. fi ∼ fj for all i, j). Then, if P is moment invariant to this
equivalence class, we have
EP (X1) = . . . = EP (Xn).
That is, the expected values of all marginal random variables are the same.
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Example A.7 (Marginal Distributions). Suppose we want a distribution
P over the space X = Zn to have the invariance property that all marginal
distributions are equal to each other, i.e., that
P (X1) = . . . = P (Xn).
To specify this invariance, let
F = {fi,j | i = 1, . . . , n and j ∈ Z}
be the set of real functions on X in which each fi,j(x) = I{xi=j} is an indica-
tor function. Further, define the equivalence class on F such that fi,j ∼ fk,j
for all i, k ∈ {1, . . . , n}. Then, if P is moment invariant to this equivalence
class, we have that all marginal random variables have the same distribution.
Naturally, this invariance is useful in estimations involving the distribution
P , which we consider in the next example.
Example A.8 (Estimations using Moment Invariances). Suppose we
have a finite set of real functions F and it has an equivalence relation ∼
on it. For a function f0 ∈ F , denote its equivalence class by
F0 = {f ∈ F | f ∼ f0}.
If a pmf P is moment invariant to ∼, then:
EP (f0(X)) =
1
|F0|
∑
f∈F0
EP (f(X))
= 1|F0|EP
 ∑
f∈F0
f(X)
 .
Thus, given data samples x(1), . . . , x(m), we may utilize this invariance and
estimate EP (f0(X)) as follows:
EˆP (f0(X)) =
1
|F0|
1
m
m∑
i=1
∑
f∈F0
f(x(i)).
Utilizing these invariances will be beneficial in many applications.
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A.6 Conditional Moment Invariance
In Section A.3, we defined independence and conditional independence, two
special cases of invariances on distributions. Similarly, in this section, we de-
fine moment independence and conditional moment independence. We begin
by defining conditional and marginal moment invariances.
Let (Ω,ΣΩ,P) be a probability space and let X be a countably infinite
space. Further, let X : Ω → X be a measurable function (i.e. a discrete
random variable) with a pmf P : X → [0, 1], where
P (x) = P({w ∈ Ω : X(w) = x}), x ∈ X .
Thus, we may form the probability space (X ,ΣX , P ), where ΣX is the power
set of X . Furthermore, for any A ∈ ΣΩ such that P(A) > 0, we may form
the conditional probability:
PX (x|A) = P({w ∈ Ω : X(w) = x} | {w ∈ A})
= P({w ∈ A : X(w) = x})
P({w ∈ A})
where x ∈ X . Suppose we have a set of functions F composed of functions
of the form f : X → R. Now, we will define an invariance in terms of an
equivalence relation ∼Γ on the product space Γ = ΣΩ × F . The general
definition of an invariance is as follows.
Definition A.9 (Conditionally Moment Invariance). A distribution P is
conditionally moment invariant to ∼Γ if for all (A1, f1), (A2, f2) ∈ ΣΩ ×F
we have:
(A1, f1) ∼Γ (A2, f2) =⇒ EP [f1(X) | A1] = EP [f2(X) | A2],
where
EP [f(X) | A] ≡
∑
x∈X
f(x) P (x|A).
Example A.9 (Moment Independence). Suppose we have an equivalence
relation∼Γ on the product space Γ = ΣΩ×F . LetA1, A2 ∈ ΣΩ and f1, f2 ∈
F , and suppose that
A2 = Ω and f1 = f2.
106 Statistical Invariances
Then, the feature f1 is said to be moment independent of the event A1 if
(A1, f1) ∼Γ (A2, f2). That is, if f1 is moment independent of A1, then:
EP (f1(X) | A1) = EP (f1(X)).
Example A.10 (Conditional Moment Independence). Suppose we have
an equivalence relation ∼Γ on the product space Γ = ΣΩ ×F . Let A1, A2 ∈
ΣΩ and f1, f2 ∈ F , and suppose that
A2 ⊂ A1 and f1 = f2.
Then, the feature f1 is said to be conditionally moment independent of the
event A1 \ A2, given the event A2 if (A1, f1) ∼Γ (A2, f2). That is, if f1 is
moment independent of A1 \A2 given A2, then:
EP (f1(X) | A1) = EP (f1(X) | A2).
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