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On graphs with some normalized Laplacian eigenvalue of
extremal multiplicity
Fenglei Tian∗, Junqing Cai, Zuosong Liang, Xuntuan Su
School of Management, Qufu Normal University, Rizhao, China.
Abstract: Let G be a connected simple graph on n vertices. Let L(G) be the normalized
Laplacian matrix of G and ρn−1(G) be the second least eigenvalue of L(G). Denote by
ν(G) the independence number of G. Recently, the paper [Characterization of graphs with
some normalized Laplacian eigenvalue of multiplicity n − 3, arXiv:1912.13227] discussed the
graphs with some normalized Laplacian eigenvalue of multiplicity n−3. However, there is one
remaining case (graphs with ρn−1(G) 6= 1 and ν(G) = 2) not considered. In this paper, we
focus on cographs and graphs with diameter 3 to investigate the graphs with some normalized
Laplacian eigenvalue of multiplicity n− 3.
Keywords: Normalized Laplacian eigenvalues; Normalized Laplacian matrix; Eigenvalue mul-
tiplicity
AMS classification: 05C50
1 Introduction
Throughout, only connected and simple graphs are considered here. Let G = (V (G), E(G))
be a graph with vertex set V (G) and edge set E(G). Let NG(u) be the set of all the neighbors
of the vertex u. Then du = |NG(u)| is called the degree of u. For a subset S ⊂ V (G), S
is called a set of twin points if NG(u) = NG(v) for any u, v ∈ S. By u ∼ v, we mean that
u and v are adjacent. A subset S of V (G) is called an independent set of G, if the vertices
of S induce an empty subgraph. The cardinality of the maximum independent set of G is
called the independence number, denoted by ν(G). The rank of a matrix M is written as
r(M). Let Rvi be the row of M indexed by the vertex vi. Denote by G(n, n− 3) the set of all
n-vertex (n ≥ 5) connected graphs with some normalized Laplacian eigenvalue of multiplicity
n−3. Let A(G) and L(G) = D(G)−A(G) be the adjacency matrix and the Laplacian matrix
of graph G, respectively. Then the normalized Laplacian matrix L(G) = [luv] of graph G is
defined as
L(G) = D−1/2(G)L(G)D−1/2(G) = I −D−1/2(G)A(G)D−1/2(G),
∗Corresponding author. E-mail address: tflqsd@qfnu.edu.cn. Supported by ” the Natural Science Founda-
tion of Shandong Province (No. ZR2019BA016) ”.
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where
luv =


1, if u = v;
−1/√dudv , if u ∼ v;
0, otherwise.
For brevity, the normalized Laplacian eigenvalues are written as L-eigenvalues. It is well
known that the least L-eigenvalue of a connected graph is 0 with multiplicity 1 (see [9]).
Then let the L-eigenvalues of a graph G be
ρ1(G) ≥ ρ2(G) ≥ · · · ≥ ρn−1(G) > ρn(G) = 0.
The normalized Laplacian spectrum of graphs has been studied intensively (see [1–8]),
because it reveals some structural properties and some relevant dynamical aspects (such as
random walk) of graphs [9]. Recently, graphs with some eigenvalue of large multiplicity have
attracted much attention (see [10–12]). However, there are few results on the normalized
Laplacian eigenvalues. Van Dam and Omidi [1] determined the graphs with some normalized
Laplacian eigenvalue of multiplicity n−1 and n−2, respectively. Tian et al. [13] characterized
two families of graphs belonging to G(n, n − 3): graphs with ρn−1(G) = 1 and graphs with
ρn−1(G) 6= 1 and ν(G) 6= 2, leaving the last case of ρn−1(G) 6= 1 and ν(G) = 2 not considered.
Hence, in this paper we further discuss the remaining case and obtain the following conclusion.
For convenience, denote by G1(n, n − 3) the graphs of G(n, n − 3) with ρn−1(G) 6= 1 and
ν(G) = 2. If a graph contains no induced path P4, then it is called a cograph.
Theorem 1.1. Let G be a graph of order n ≥ 5. Then
(i) G ∈ G1(n, n− 3) with diameter 3 if and only if G = G1 (see Fig. 1),
(ii) G ∈ G1(n, n− 3) and G is a cograph if and only if G = G2 (see Fig. 1).
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Fig. 1: The graphs G1 (a+ b+ 4 = n) and G2.
Before showing the proof of Theorem 1.1, we first introduce some notations and lemmas
in the next section.
2 Preliminaries
For a symmetric real matrix H of order n whose columns and rows are indexed by X =
{1, 2, · · · , n}, let {X1,X2, · · · ,Xt} be a partition of X. According to the partition of X, we
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write the block form of H as
H =


H11 · · · H1t
...
. . .
...
Ht1 · · · Htt

 ,
where Hji is the transpose of Hij. Denote by qij the average row sum of Hij, then the matrix
Q = (qij) is called the quotient matrix of H. If the row sum of Hij is constant, then the
partition of X is equitable (see [14]).
Lemma 2.1. [14] Suppose that H is a real symmetric matrix with an equitable partition. Let
Q be the corresponding quotient matrix of H. Then, each eigenvalue of Q is an eigenvalue of
H.
Lemma 2.2. [5,6] Let G be a graph with order n. Denote by {v1, . . . , vp} a set of twin points
of G, then 1 is an L-eigenvalue of G with multiplicity at least p− 1.
Lemma 2.3. [6] Let G be a graph with n vertices. Let K = {v1, . . . , vq} be a clique in G
such that NG(vi)−K = NG(vj)−K (1 ≤ i, j ≤ q), then 1+ 1dvi is an L-eigenvalue of G with
multiplicity at least q − 1.
Lemma 2.4. [13] Let G ∈ G(n, n− 3) and θ be the L-eigenvalue of G with multiplicity n− 3.
If ρn−1(G) 6= 1, then θ 6= 1.
Lemma 2.5. Let G ∈ G1(n, n − 3) with an induced path P4 = v1v2v3v4. If there is a vertex
u1 (resp., u2) such that u1v2v3v4 (resp., v1u2v3v4) is also an induced path, then dv1 = du1
(resp., dv2 = du2).
Proof. Let θ be the L-eigenvalue of G with multiplicity n− 3, then r(L(G)− θI) = 3. Since
G ∈ G1(n, n−3), it follows from Lemma 2.4 that θ 6= 1. Denote byM the principal submatrix
of L(G)− θI indexed by the vertices {v1, v2, v3, v4}, then
M =


1− θ −1√
dv1dv2
0 0
−1√
dv1dv2
1− θ −1√
dv2dv3
0
0 −1√
dv2dv3
1− θ −1√
dv3dv4
0 0 −1√
dv3dv4
1− θ


.
It is clear that the last three rows of M are linearly independent, which yields that the rows
Rv2 , Rv3 , Rv4 of L(G)− θI are linearly independent, and then Rv1 can be written as a linear
combination of Rv2 , Rv3 , Rv4 . Let
Rv1 = aRv2 + bRv3 + cRv4 , (1)
3
then 

−a√
dv1dv2
= 1− θ
a(1− θ)− b√
dv2dv3
= −1√
dv1dv2
− b√
dv3dv4
+ c(1− θ) = 0
− a√
dv2dv3
+ b(1− θ)− c√
dv3dv4
= 0.
(2)
From the first three equations of (2), we obtain that


a = −(1− θ)√dv1dv2
b = −(1− θ)2dv2
√
dv1dv3 +
√
dv3
dv1
c = 1
(1−θ)
√
dv1dv4
− (1−θ)dv2
√
dv1√
dv4
.
(3)
Taking (3) into the last equation of (2), we deduce that
(1− θ)4dv1dv2dv3dv4 − (dv1dv2 + dv3dv4 + dv1dv4)(1− θ)2 + 1 = 0. (4)
Analogously, for the induced path u1v2v3v4 and v1u2v3v4, we can respectively get that
(1− θ)4du1dv2dv3dv4 − (du1dv2 + dv3dv4 + du1dv4)(1 − θ)2 + 1 = 0 (5)
and
(1− θ)4dv1du2dv3dv4 − (dv1du2 + dv3dv4 + dv1dv4)(1− θ)2 + 1 = 0. (6)
Combining (4) and (5), it follows that
(1− θ)2 = (dv2 + dv4)(dv1 − du1)
dv2dv3dv4(dv1 − du1)
.
If dv1 6= du1 , then
(1− θ)2 = (dv2 + dv4)
dv2dv3dv4
,
and thus from (4) we have dv3d
2
v4 = 0, a contradiction. Hence, dv1 = du1 . Combining (4) and
(6), it follows that
(1− θ)2 = dv2 − du2
dv3dv4(dv2 − du2)
.
If dv2 6= du2 , then
(1− θ)2 = 1
dv3dv4
,
and from (4) we have
dv1
dv3
= 0, a contradiction. As a result, dv2 = du2 . The proof is completed.

Lemma 2.6. Let G1 and G2 be the graphs in Fig. 1. Then their spectra (eigenvalues with
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multiplicity) are respectively


{0, −3+2n+
√
4n−7
2n−4 ,
−3+2n−√4n−7
2n−4 , (
n−1
n−2)
n−3},
{0, 2n2−5n+3+
√
4n3−23n2+42n−23
2(n2−3n+2) ,
2n2−5n+3−√4n3−23n2+42n−23
2(n2−3n+2) , (
n−1
n−2 )
n−3}.
Proof. For graph G1, it is clear that L(G1) has an equitable partition with respect to the
vertex partition
V (G1) = {v1} ∪ V (Ka+1) ∪ V (Kb+1) ∪ {vn}.
Note that dv1 = a+ 1, dv2 = dva+3 = n− 2, dvn = b+ 1 and a+ b+ 4 = n in G1. Denote the
quotient matrix of L(G1) by Q1, then
Q1 =


1 −(a+1)√
dv1dv2
0 0
−1√
dv1dv2
1− adv2
−(b+1)
dv2dva+3
0
0 −(a+1)dv2dva+3 1−
b
dva+3
−1√
dva+3dvn
0 0 −(b+1)√
dva+3dvn
1


=


1 −(a+1)√
(a+1)(n−2) 0 0
−1√
(a+1)(n−2)
n−2−a
n−2
−(n−a−3)
n−2 0
0 −(a+1)n−2
a+2
n−2
−1√
(n−a−3)(n−2)
0 0 −(n−a−3)√
(n−a−3)(n−2) 1


.
By direct calculation, the eigenvalues of Q1 are
{0, n− 1
n− 2 ,
−3 + 2n±√4n− 7
2n− 4 }.
From Lemma 2.3, we see that n−1n−2 is an L-eigenvalue of G1 with multiplicity at least n − 4.
It follows from the trace of L(G1) and Lemma 2.1 that the last unknown eigenvalue is
n− (n− 1)(n − 4)
n− 2 −
−3 + 2n−√4n− 7
2n− 4 −
−3 + 2n+√4n− 7
2n− 4 =
n− 1
n− 2 .
Therefore, the multiplicity of n−1n−2 is n− 3.
Applying Lemma 2.3 to G2, we obtain that
n−1
n−2 is an L-eigenvalue of G2 with multiplicity
at least n− 3. Divide the vertex set V (G2) into three parts
V (G2) = {v1} ∪ {v2} ∪ {V (G1) \ {v1, v2}}.
Accordingly, L(G2) has an equitable partition. Note that dv1 = 1, dv2 = n− 1 and the degree
of each vertex of V (G2) \ {v1, v2} is n− 2. Then the quotient matrix of L(G2) can be written
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as
Q2 =


1 −1√
n−1 0
−1√
n−1 1
2−n√
(n−1)(n−2)
0 −1√
(n−1)(n−2)
1
n−2

 ,
whose eigenvalues are
{0, 2n
2 − 5n + 3±√4n3 − 23n2 + 42n− 23
2(n2 − 3n+ 2) }.
From Lemma 2.1, the eigenvalues of Q2 are also the eigenvalues of L(G2), which implies that
the multiplicity of n−1n−2 is n− 3.
The proofs are completed. 
3 Main results
Suppose that G ∈ G1(n, n−3), i.e., G contains some L-eigenvalue of multiplicity n−3 with
ρn−1(G) 6= 1 and ν(G) = 2, then the diameter of G is not larger than 3. It is clear that the
complete graph Kn do not belong to G1(n, n− 3). Therefore, the diameter of G is 2 or 3, and
the proof of Theorem 1.1 is divided into Theorems 3.1 and 3.3 based on the diameter.
Theorem 3.1. Let G be a connected graph of order n ≥ 5. Then G ∈ G1(n, n − 3) with
diam(G) = 3 if and only if G is the graph G1 in Fig. 1.
Proof. The sufficiency part is clear from Lemma 2.6. In the following, we present the
necessity part. Suppose that G ∈ G1(n, n− 3) and θ is the L-eigenvalue of multiplicity n− 3,
then θ 6= 1 from Lemma 2.4. Denote by P4 = v1v2v3v4 a diametrical path of G. Assume
that U is a subset of V (P4) and SU = {u ∈ V (G) \ V (P4) : NG(u) ∩ V (P4) = U}. Since the
independence number ν(G) = 2, we obtain that any vertex out of V (P4) must be adjacent to
at least one of V (P4) and S{v1} = S{v2} = S{v3} = S{v4} = S{v1,v3} = S{v2,v4} = S{v2,v3} = ∅.
Recalling that diam(G) = 3, we only need to discuss the vertices of S{v1,v2}, S{v3,v4}, S{v1,v2,v3}
and S{v2,v3,v4}. The following claims are useful.
Claim 1. If S{v1,v2} 6= ∅, then S{v2,v3,v4} = ∅.
Suppose that S{v2,v3,v4} 6= ∅ and v5 ∈ S{v1,v2}, v6 ∈ S{v2,v3,v4}. Lemma 2.5 yields that
dv1 = dv5 and dv3 = dv6 . Let M1 be the principal submatrix of L(G) − θI indexed by
vi (1 ≤ i ≤ 6), then
M1 =


1− θ −1√
dv1dv2
0 0 −1√
dv1dv5
0
−1√
dv1dv2
1− θ −1√
dv2dv3
0 −1√
dv2dv5
−1√
dv2dv6
0 −1√
dv2dv3
1− θ −1√
dv3dv4
0 −1√
dv3dv6
0 0 −1√
dv3dv4
1− θ 0 −1√
dv4dv6
−1√
dv1dv5
−1√
dv2dv5
0 0 1− θ ∗
0 −1√
dv2dv6
−1√
dv3dv6
−1√
dv4dv6
∗ 1− θ


.
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Clearly, the rows Rv2 , Rv3 , Rv4 of L(G) − θI are linearly independent from the observation
of M1. Suppose the equation (1) still holds. Then applying (1) to the columns of M1, we get
(2) and 

− a√
dv2dv5
= − 1√
dv1dv5
− a√
dv2dv6
− b√
dv3dv6
− c√
dv4dv6
= 0.
(7)
The first equations of (2) and (7) indicate that 1− θ = − 1dv1 , which together with (4) yields
that
d2v1(dv1 − dv2 − dv4) = dv3dv4(dv1 − dv2). (8)
The fourth equation of (2) and the second one of (7) imply that b√
dv3
=
b
√
dv3
dv1
. Further, as
b 6= 0 (otherwise a = c = 0 from (2), a contradiction), then we get
dv1 = dv3 . (9)
Bringing (9) into (8), we derive d2v3(dv1 − dv2 − dv4) = dv3dv4(dv1 − dv2), that is,
(dv3 − dv4)(dv1 − dv2) = dv3dv4 . (10)
Note that each vertex of V (G)\V (P4) just belongs to S{v1,v2}, S{v3,v4}, S{v1,v2,v3} or S{v2,v3,v4}.
Then it is easy to know that dv2 > dv1 and dv3 > dv4 . As a result, the left side of (10) is
negative, but the right side is positive, a contradiction.
Claim 2. S{v1,v2} = S{v3,v4} = ∅.
By symmetry, it suffices to prove S{v1,v2} = ∅. Suppose on the contrary that S{v1,v2} 6= ∅
and v5 ∈ S{v1,v2}. Let M2 be the principal submatrix of L(G)− θI indexed by vi (1 ≤ i ≤ 5),
thenM2 is a principal submatrix of M1 and the equation (8) still holds. From Claim 1, we see
that S{v2,v3,v4} = ∅, which implies that dv2 = dv1 +1. Further, if S{v3,v4} = ∅ at this moment,
then dv4 = 1. Reconsidering (8), we obtain that 2d
2
v1 = dv3 , contradicting with the fact that
dv1 ≥ dv3 . On the other hand, suppose S{v3,v4} 6= ∅ and v6 ∈ S{v3,v4}, then S{v1,v2,v3} = ∅ from
Claim 1 and dv3 = dv4 + 1. For the subgraph induced by {v1, v2, v3, v4, v6}, similar deduction
with (8) leads to
d2v4(dv4 − dv3 − dv1) = dv1dv2(dv4 − dv3). (11)
Applying dv2 = dv1 + 1 and dv3 = dv4 + 1 to (8) and (11), we derive that d
2
v1 = dv4 and
d2v4 = dv1 , which imply that dv1 = dv4 = 1, a contradiction. Therefore, S{v1,v2} = ∅.
Next, we show that G must be isomorphic to G2 in Fig. 1. From Claim 2, the vertices of
V (G) \ V (P4) belong to S{v1,v2,v3} or S{v2,v3,v4}. First, any two vertices of S{v1,v2,v3} (resp.,
S{v2,v3,v4}) are adjacent. Otherwise, it is easy to see that ν(G) ≥ 3, contradicting with
ν(G) = 2. Further, suppose u ∈ S{v1,v2,v3} (resp., S{v2,v3,v4}), then du = dv2 (resp., du = dv3)
by Lemma 2.5, which indicates that u is adjacent to each of S{v2,v3,v4} (resp., S{v1,v2,v3}).
Hence, G is isomorphic to G2.
The proof is completed. 
Now, we discuss the case of diam(G) = 2. In the following, we always let P3 = v1v2v3 be
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a diametrical path of G. Assume that U is a subset of V (P3) and
SU = {u ∈ V (G) \ V (P3) : NG(u) ∩ V (P3) = U}.
Lemma 3.2. Let G be a cograph with diam(G) = 2 and G ∈ G1(n, n − 3). The diametrical
path P3 and the notation SU are stated as above. Then
(i) S{v1} = S{v2} = S{v3} = ∅;
(ii) If S{v1,v2} 6= ∅, then S{v1,v3} = S{v2,v3} = S{v1,v2,v3} = ∅.
Proof. Since ν(G) = 2, then each vertex out of V (P3) must be adjacent to v1 or v3.
Hence, S{v2} = ∅. Note that G is a cograph (i.e., containing no induced path P4), then
S{v1} = S{v3} = ∅. Therefore, the vertices out of V (G) \ V (P3) belong to S{v1,v2}, S{v1,v3},
S{v2,v3} or S{v1,v2,v3}. The remaining proof can be completed by the following claims.
Claim 1. If S{v1,v2} 6= ∅, then S{v1,v3} = ∅. In other words, G contains no induced subgraph
isomorphic to H1 (see Fig. 2).
Let v4 ∈ S{v1,v2}. Suppose for a contradiction that S{v1,v3} 6= ∅ and v5 ∈ S{v1,v3}. Then
v4 ∼ v5, otherwise {v4, v1, v5, v3} induce a path P4, a contradiction. Thus, the vertices
vi (1 ≤ i ≤ 5) induce a subgraph of G isomorphic to H1 in Fig. 2. Denote byM2 the principal
submatrix of L(G)− θI indexed by vi (1 ≤ i ≤ 5), then
M2 =


1− θ −1√
dv1dv2
0 −1√
dv1dv4
−1√
dv1dv5
−1√
dv1dv2
1− θ −1√
dv2dv3
−1√
dv2dv4
0
0 −1√
dv2dv3
1− θ 0 −1√
dv3dv5
−1√
dv1dv4
−1√
dv2dv4
0 1− θ −1√
dv4dv5
−1√
dv1dv5
0 −1√
dv3dv5
−1√
dv4dv5
1− θ


.
Since the following minor D of M2 is nonzero,
D =
∣∣∣∣∣∣∣∣∣
−1√
dv2dv3
−1√
dv2dv4
0
1− θ 0 −1√
dv3dv5
0 1− θ −1√
dv4dv5
∣∣∣∣∣∣∣∣∣
= − 1− θ√
dv2dv5
(
1
dv3
+
1
dv4
) 6= 0,
then the second, third and fourth rows of M2 are linearly independent, and thus the rows
Rv2 , Rv3 , Rv4 of L(G) − θI are linearly independent. As r(L(G) − θI) = 3, any row of
L(G)− θI can be represented as a linear combination of Rvi (2 ≤ i ≤ 4). Let
Rv1 = aRv2 + bRv3 + cRv4 . (12)
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Applying (12) to the columns of M2, we get


− a√
dv1dv2
− c√
dv1dv4
= 1− θ
a(1− θ)− b√
dv2dv3
− c√
dv2dv4
= − 1√
dv1dv2
− a√
dv2dv3
+ b(1− θ) = 0
− a√
dv2dv4
+ c(1− θ) = − 1√
dv1dv4
− b√
dv3dv5
− c√
dv4dv5
= − 1√
dv1dv5
.
(13)
The second and the fifth equations of (13) imply that a = 0. Then b = 0 from the third
equation of (13), which indicates that c =
√
dv4
dv1
by the fifth one of (13). Taking the values of
a and c into the first and the fourth ones of (13), we obtain that
1− θ = − 1
dv1
= − 1
dv4
, (14)
which yields that dv1 = dv4 . Moreover, let
Rv5 = sRv2 + tRv3 + kRv4 ,
and we have the following equations from the columns of M2,


− s√
dv1dv2
− k√
dv1dv4
= − 1√
dv1dv5
s(1− θ)− t√
dv2dv3
− k√
dv2dv4
= 0
− s√
dv2dv3
+ t(1− θ) = − 1√
dv3dv5
− s√
dv2dv4
+ k(1− θ) = − 1√
dv4dv5
− t√
dv3dv5
− k√
dv4dv5
= 1− θ.
(15)
It follows from the third and the fourth equations of (15) that t
√
dv3 = k
√
dv4 , which, together
with (14) and the fifth one of (15), implies that


t =
√
dv3dv5
dv3+dv4
k =
dv3
√
dv5√
dv4 (dv3+dv4 )
.
Bringing the value of k into the first one of (15), we have s =
√
dv2
dv5
− dv3
√
dv2dv5
dv4 (dv3+dv4 )
. Then now
the second one of (15) can be simplified to be
d2v4dv2 + d
2
v4dv5 + dv2dv3dv4 + dv3dv4dv5 = dv2dv3dv5 , (16)
implying that dv2 > dv4 . Thus it follows from dv1 = dv4 that dv2 > dv1 , which indicates
that S{v2,v3} 6= ∅. Let v6 ∈ S{v2,v3}, then v5 ∼ v6 (otherwise {v1, v5, v3, v6} induce P4).
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From the symmetry of v4 and v6, applying similar discussion to the subgraph induced by
{v1, v2, v3, v5, v6}, one can obtain that
1− θ = − 1
dv3
= − 1
dv6
. (17)
Combining (14) and (17), dv3 = dv4 holds. Then the equation (16) can be rewritten as
dv4dv2 + dv4dv5 + dv2dv3 + dv3dv5 = dv2dv5 . (18)
Recalling that any vertex out of V (P3) must be adjacent to v1 or v3, we can see dv1+dv3 > dv2 ,
i.e., dv4 + dv3 > dv2 as dv1 = dv4 , contradicting with (18). As a result, if S{v1,v2} 6= ∅, then
S{v1,v3} = ∅.
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Fig. 2: The graphs H1,H2, H3(a+ b+ c+ 3 = n), H4(a+ c+ 3 = n) and H5(a+ b+ 3 = n).
Claim 2. If S{v1,v2} 6= ∅, then S{v1,v2,v3} = ∅. In other words, G contains no induced
subgraph isomorphic to H2 (see Fig. 2).
Suppose on the contrary that S{v1,v2,v3} 6= ∅ and v5 ∈ S{v1,v2,v3}. Also, let v4 ∈ S{v1,v2}.
It is easy to see that v4 ∼ v5, otherwise {v4, v1, v5, v3} induce a path P4, a contradiction.
Then G contains H2 as an induced subgraph. Since S{v1,v3} = ∅ from Claim 1, then all other
vertices maybe spread in S{v1,v2}, S{v1,v2,v3} or S{v2,v3}.
Case 1. Assume that S{v2,v3} 6= ∅.
We point out that all vertices of S{v1,v2} (resp., S{v2,v3}) induce a clique of G, otherwise one
can see ν(G) ≥ 3, a contradiction. Further, each vertex of S{v1,v2} (resp., S{v2,v3}) is adjacent
to each one of S{v1,v2,v3}, otherwise one can easily obtain an induced path P4, a contradiction.
Additionally, all vertices of S{v1,v2,v3} also induce a clique. If not, let u,w ∈ S{v1,v2,v3} and
u ≁ w, then {v1, v3, v4, u, w} induce a subgraph isomorphic to H1 in Fig. 2, contradicting
with Claim 1. Let |S{v1,v2}| = a ≥ 1, |S{v2,v3}| = b ≥ 1 and |S{v1,v2,v3}| = c ≥ 1, then G
is isomorphic to H3 (a + b + c + 3 = n) in Fig. 2. The remaining proof is divided into the
following cases.
• Suppose that a = b and a + b ≤ c in H3. Then we declare that a = b = 1. Otherwise,
a = b ≥ 2, and then c ≥ a + b ≥ 4. From Lemma 2.3, 1 + 1dv1 = 1 +
1
dv3
(resp., 1 + 1dv2
) is
an L-eigenvalue with multiplicity at least 4. Noting that dv1 = dv3 6= dv2 , then G contains no
eigenvalue of multiplicity n− 3, a contradiction. Hence, a = b = 1 and c ≥ 2. By Lemma 2.3
again, the multiplicity of 1 + 1dv1
(resp., 1 + 1dv2
) is at least 2. As a result,
θ = 1 +
1
dv1
= 1 +
1
n− 3 or θ = 1 +
1
dv2
= 1 +
1
n− 1 .
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If θ = 1 + 1n−3 , then the multiplicity of 1 +
1
n−1 is equal to 2. Then from the trace of L(G),
n = (n − 3)(1 + 1
n− 3) + 2(1 +
1
n− 1) = n+
2
n− 1 > n,
a contradiction. If θ = 1 + 1n−1 , then the multiplicity of 1 +
1
n−3 is equal to 2. Then
n = (n− 3)(1 + 1
n− 1) + 2(1 +
1
n− 3) = n+
4
n2 − 4n+ 3 > n,
a contradiction.
• Suppose that a = b and a + b > c in H3. Then we say that c = 1. Otherwise, c ≥ 2 and
a + b ≥ 4. By Lemma 2.3, the multiplicity of 1 + 1dv1 (resp., 1 +
1
dv2
) as an L-eigenvalue is
at least 4 (resp., at least 2). Thus, θ = 1 + 1dv1
and the multiplicity of 1 + 1dv2
is equal to 2,
implying that c = 2. Note that n = a+ b+ c+ 3 > 7 in this case, then by the trace of L(G),
n = (n− 3)(1 + 1dv1 ) + 2(1 +
1
dv2
)
= (n− 3)(1 + 2n+1) + 2(1 + 1n−1)
= n+ n−7n+1 +
2
n−1 > n
a contradiction. Thus, c = 1 and a = b = n−42 . Clearly, L(G) has an equitable partition
according to V (G) = {V (Ka+1), V (Kb+1), V (Kc+1)}. Let the quotient matrix of L(G) be Q1,
then from dv1 = dv3 =
n
2 and dv2 = n− 1
Q1 =


1− n−4n −2
√
2√
n(n−1) 0
2−n√
2n(n−1) 1−
1
n−1
2−n√
2n(n−1)
0 −2
√
2√
n(n−1) 1−
n−4
n

 .
By direct calculation, the eigenvalues of Q1 are {0, 4n , n
2+2n−4
n2−n }. By Lemma 2.3, 1+ 1dv1 =
n+2
n
and 1+ 1dv2
= nn−1 are two distinct L-eigenvalues of G. Then from Lemma 2.1, we see that G
has 5 distinct L-eigenvalues, contradicting with G ∈ G1(n, n− 3).
• Suppose that a 6= b and a > b without loss of generality. From b ≥ 1 and c ≥ 1, then a ≥ 2
and 1+ 1dv1
( with multiplicity at least 2), 1+ 1dv2
and 1+ 1dv3
are three distinct L-eigenvalues
of G by Lemma 2.3. Thus, one can derive that θ = 1 + 1dv1
, which yields that c = b = 1.
Therefore, the trace of L(G) is
n = (n− 3)(1 + 1dv1 ) + (1 +
1
dv2
) + (1 + 1dv3
)
= (n− 3)(1 + 1n−3) + (1 + 1n−1) + (1 + 13 )
= n+ 1n−1 +
1
3 > n,
a contradiction. From above three subcases for S{v2,v3} 6= ∅, we can always obtain contradic-
tions.
Case 2. Let S{v2,v3} = ∅.
11
In this case, there are only S{v1,v2} and S{v1,v2,v3} nonempty. Similar as Case 1, all vertices
of S{v1,v2} (resp., S{v1,v2,v3}) induce a clique of G and each vertex of S{v1,v2} is adjacent to
each one of S{v1,v2,v3}. Let |S{v1,v2}| = a ≥ 1 and |S{v1,v2,v3}| = c ≥ 1, then G is isomorphic to
H4 in Fig. 2.
• Suppose that a ≥ c, then we claim that c ≤ 2 by lemma 2.3. If c = 2, then 1 + 1dv1 and
1 + 1dv2
are two distinct L-eigenvalues of G with multiplicity at least 2 by Lemma 2.3. Thus,
θ = 1 + 1dv1
or θ = 1 + 1dv2
. If θ = 1 + 1dv1
, then the multiplicity of 1 + 1dv2
is 2 and from the
trace of L(G),
n = (n− 3)(1 + 1dv1 ) + 2(1 +
1
dv2
)
= (n− 3)(1 + 1n−2) + 2(1 + 1n−1)
= n+ n−3(n−1)(n−2) > n,
a contradiction. If θ = 1 + 1dv2
, then the multiplicity of 1 + 1dv1
is 2, which yields that a = 2
(as a ≥ c = 2). Then G is a graph isomorphic to H4 with order 7 and by direct check
G /∈ G1(n, n − 3). If c = 1, then a = n − 4. According to V (G) = {V (Ka+1), V (Kc+1), v3},
there is an equitable partition for L(G). Let Q2 be the corresponding quotient matrix of
L(G), then by dv1 = n− 2, dv2 = n− 1 and dv3 = 2,
Q2 =


1− n−4n−2 −2√(n−2)(n−1) 0
3−n√
(n−2)(n−1) 1−
1
n−1
−1√
2(n−1)
0 −2√
2(n−1) 1

 .
By calculation, the eigenvalues of Q2 are
{0, 2n
2 − 5n + 4±√4n3 − 27n2 + 56n− 32
2(n2 − 3n+ 2) },
which are also the eigenvalues of L(G) from Lemma 2.1. Furthermore, 1 + 1dv1 =
n−1
n−2 and
1 + 1dv2
= nn−1 are two distinct L-eigenvalues of G by Lemma 2.3. Thus G has 5 distinct
L-eigenvalues, contradicting with G ∈ G1(n, n− 3).
• Suppose that a < c, then a ≤ 2. Otherwise, a ≥ 3 and the multiplicities of 1 + 1dv1 and
1 + 1dv2
as two distinct L-eigenvalues of G are at least 3 by Lemma 2.3, contradicting with
G ∈ G1(n, n− 3). First, assume that a = 2, then c ≥ 3 and θ = 1 + 1dv2 clearly, which implies
that the multiplicity of 1 + 1dv1
must be 2. Thus, from the trace of L(G), we obtain
n = 2(1 + 1dv1
) + (n− 3)(1 + 1dv2 )
= 2(1 + 1n−2) + (n− 3)(1 + 1n−1)
= n+ 2(n−1)(n−2) > n,
a contradiction. Now, assume that a = 1, then c = n − 4. It is clear that L(G) contains an
equitable partition with respect to V (G) = {V (Ka+1), V (Kc+1), v3}. Note that dv1 = n − 2,
12
dv2 = n− 1 and dv3 = n− 3, then the corresponding quotient matrix of L(G) is
Q3 =


1− 1n−2 3−n√(n−2)(n−1) 0
−2√
(n−2)(n−1) 1−
n−4
n−1
−1√
(n−1)(n−3)
0 3−n√
(n−1)(n−3) 1

 .
Further, by calculating, the eigenvalues of Q3 are
{0, 2n
2 − 4n− 1±√8n2 − 32n+ 33
2(n2 − 3n+ 2) },
which are also the eigenvalues of L(G) by Lemma 2.1. Recalling that 1 + 1dv1 =
n−1
n−2 and
1 + 1dv2
= nn−1 are two distinct L-eigenvalues of G, then we see that G has 5 distinct L-
eigenvalues, contradicting with G ∈ G1(n, n − 3). From above two subcases for S{v2,v3} = ∅,
we can also obtain contradictions.
Consequently, we conclude that if S{v1,v2} 6= ∅, then S{v1,v2,v3} = ∅ from Cases 1 and 2.
Claim 3. If S{v1,v2} 6= ∅, then S{v2,v3} = ∅.
Suppose for a contradiction that S{v2,v3} 6= ∅ when S{v1,v2} 6= ∅. Then the vertices of
S{v1,v2} (resp., S{v2,v3}) induce a clique, otherwise ν(G) ≥ 3, a contradiction. Further, each
vertex of S{v1,v2} is not adjacent to any of S{v2,v3}. If not, one can easily obtain an induced
P4, a contradiction. Let |S{v1,v2} = a| and |S{v2,v3} = b|, then G is isomorphic to H5 in Fig.
2.
• Assume that a = b = n−32 , then dv1 = dv3 = n−12 and dv2 = n−1. According to the partition
V (G) = {V (Ka+1), v2, V (Kb+1)}, L(G) has an equitable partition and the corresponding
quotient matrix is
Q4 =


2
n−1
−√2
n−1 0
− 1√
2
1 − 1√
2
0 −
√
2
n−1
2
n−1

 .
From calculation, the eigenvalues of Q4 are {0, 2n−1 , n+1n−1}, which are also the eigenvalues of
L(G). Moreover, the multiplicity of 1+ 1dv1 =
n+1
n−1 is at least n−3 from Lemma 2.3. Therefore,
applying Lemma 2.1, we derive that the last unknown L-eigenvalue is
n− (n− 3)n + 1
n − 1 −
2
n− 1 =
n+ 1
n− 1 .
As a result, the multiplicity of n+1n−1 is n− 2, contradicting with G ∈ G1(n, n− 3).
• Assume that a 6= b and a < b without loss of generality. Then we say that a ≤ 2, otherwise
a ≥ 3, b ≥ 4 and G contains two distinct L-eigenvalue with multiplicity at least 3 from Lemma
2.3, a contradiction. If a = 2, then the multiplicity of 1 + 1dv1
is at least 2 by Lemma 2.3.
Since b = n− 5 > 2, then θ = 1 + 1dv3 clearly, which yields that the multiplicity of 1 +
1
dv1
is
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2. It follows from the trace of L(G) that
n = 2(1 + 1dv1
) + (n− 3)1 + 1dv3
= 2(1 + 13) + (n− 3)(1 + 1n−4)
= n+ 23 +
1
n−4
a contradiction. If a = 1, with respect to the partition V (G) = {V (Ka+1), v2, V (Kb+1)}, then
L(G) has an equitable partition and the corresponding quotient matrix is
Q5 =


1− 12 −1√2(n−1) 0
−2√
2(n−1) 1
3−n
(n−1)(n−3)
0 −1(n−1)(n−3) 1− n−4n−3

 ,
By computing, the eigenvalues of Q5 are
{0,
3n− 7± 2
√
n3+13n2−125∗n+239
4(n−1)
4(n − 3) },
which are also L-eigenvalues of G from Lemma 2.1. Noting that n ≥ 6 in this case, then
1 + 1dv1
= 32 and 1 +
1
dv3
= n−2n−3 are two distinct L-eigenvalues of G from Lemma 2.3. Thus,
one can observe that G contains 5 distinct L-eigenvalues, a contradiction.
Combining above discussion, we conclude that S{v2,v3} = ∅ when S{v1,v2} 6= ∅.
All the proofs are completed. 
Theorem 3.3. Let G be a connected graph of order n ≥ 5. Then G ∈ G1(n, n− 3) and G is
a cograph if and only if G is the graph G2 in Fig. 1.
Proof. If G = G2, then clearly G ∈ G1(n, n− 3) from Lemma 2.6 and G is a cograph.
Now suppose that G ∈ G1(n, n− 3) and G is a cograph. Also, let θ be the L-eigenvalue of
multiplicity n−3, then θ 6= 1 from Lemma 2.4. In the following, we will show that G must be
G2. Clearly, G cannot be the complete graph Kn and then the diameter diam(G) = 2. Let
P3 = v1v2v3 be a diametrical path of G and for a subset U of V (P3),
SU = {u ∈ V (G) \ V (P3) : NG(u) ∩ V (P3) = U}.
From Lemma 3.2, we see that S{v1} = S{v2} = S{v3} = ∅, and suppose that S{v1,v2} 6= ∅, then
S{v1,v3} = S{v2,v3} = S{v1,v2,v3} = ∅. Thus all the vertices out of V (P3) belong to S{v1,v2}.
Since ν(G) = 2, the vertices of S{v1,v2} induce a clique of G, that is, G is isomorphic to G2.
Next, suppose that S{v1,v2} = S{v2,v3} = ∅. Then all the vertices out of V (P3) spread in
S{v1,v3} or S{v1,v2,v3}. In the following, we will show that this cannot hold.
First, assume that S{v1,v3} 6= ∅, then we claim that |S{v1,v3}| = 1. Otherwise, |S{v1,v3}| ≥ 2
and let v4, v5 ∈ S{v1,v3}. As ν(G) = 2, then v4 ∼ v5, and thus the vertices vi (1 ≤ i ≤ 5)
induce a subgraph isomorphic to H1 in Fig. 2, contradicting with Claim 1 of Lemma 3.2. So,
|S{v1,v3}| = 1 holds and let v4 ∈ |S{v1,v3}| = 1. Since the order n ≥ 5 of G, then S{v1,v2,v3} 6= ∅.
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Further, v4 is adjacent to each of S{v1,v2,v3}. If not, one can also obtain an induced subgraph
isomorphic to H1, a contradiction. Now, we can see that v2 and v4 (resp., v1 and v3) are twin
points, then the multiplicity of 1 as an L-eigenvalue is at least 2 from Lemma 2.2. As a result,
either ρn−1(G) = 1 or θ = 1, a contradiction.
Second, assume that S{v1,v3} = ∅, then all the vertices of V (G)\V (P3) belong to S{v1,v2,v3}.
If there are two vertices, say v4 and v5, of S{v1,v2,v3} are not adjacent, then we claim that all
other vertices of S{v1,v2,v3} are adjacent to both v4 and v5. If not, there exists a vertex, say
v6, adjacent to exactly one of v4 and v5 (noting that ν(G) = 2). As a result, the vertices
vi (2 ≤ i ≤ 6) induce an subgraph isomorphic to H2, contradicting with Claim 2 of Lemma
3.2. Hence, v4 and v5 are twin points. Noting that v1 and v3 are also twin points, then the
multiplicity of 1 as an L-eigenvalue is at least 2, a contradiction. Consequently, any two of
S{v1,v2,v3} are adjacent, i.e., G = Kn−e. However, ρn−1(Kn−e) = 1 from [13], a contradiction.
Combining above discussion, we observe that G must be G2. 
Remark 3.4. To complete the characterization of graphs with some normalized Laplacian
eigenvalue of multiplicity n− 3, one need to consider the remaining case, that is, graphs with
ρn−1(G) 6= 1 and ν(G) = 2 and diam(G) = 2. In this case, the edges of graphs are dense. So,
it is a challenge to distinguish the edges. However, we conjecture that there is no graphs in
this case.
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