Delay Optimal Scheduling of Arbitrarily Bursty Traffic over Multi-State
  Time-Varying Channels by Wang, Meng et al.
ar
X
iv
:1
60
6.
00
95
2v
1 
 [c
s.I
T]
  3
 Ju
n 2
01
6
Delay Optimal Scheduling of Arbitrarily Bursty
Traffic over Multi-State Time-Varying Channels
Meng Wang, Student Member, IEEE, Juan Liu, Wei Chen, Senior Member, IEEE
Tsinghua National Laboratory for Information Science and Technology (TNList)
Department of Electronic Engineering, Tsinghua University, Beijing, 100084, CHINA
Email: m-wang14@mails.tsinghua.edu.cn, eeliujuan@gmail.com, wchen@tsinghua.edu.cn
Abstract—In this paper, we study joint queue-aware and
channel-aware scheduling of arbitrarily bursty traffic over multi-
state time-varying channels, where the bursty packet arrival
in the network layer, the backlogged queue in the data link
layer, and the power adaptive transmission with fixed modulation
in the physical layer are jointly considered from a cross-layer
perspective. To achieve minimum queueing delay given a power
constraint, a probabilistic cross-layer scheduling policy is pro-
posed, and characterized by a Markov chain model. To describe
the delay-power tradeoff, we formulate a non-linear optimization
problem, which however is very challenging to solve. To handle
with this issue, we convert the optimization problem into an
equivalent Linear Programming (LP) problem, which allows us
to obtain the optimal threshold-based scheduling policy with an
optimal threshold imposed on the queue length in accordance
with each channel state.
Index Terms—Wireless networks, Cross-layer design, Markov
chain, Scheduling, Delay-power tradeoff
I. INTRODUCTION
Qualities of Service (QoS) such as low latency is expected
in next generation wireless communication system to provide
real time multimedia services, such as H.265 video streaming
[1]. It is a key metric to measure the quality of serving delay-
sensitive or time-critical applications. In the meantime, high
energy efficiency is urgently required especially for mobile
terminals which are usually powered by rechargeable batteries
of finite capacities in wireless systems. However, there is a
fundamental tradeoff between the average queueing delay and
the average power/energy consumption. Intuitively, to reduce
the latency, the transmitter would conduct transmission more
frequently, which however would increase the probability of
suffering bad channel states. Thus, much more power will be
consumed.
In general, it is very challenging to derive the delay-power
tradeoff in wireless communication systems, considering the
randomness of data packet arrivals, and the time-varying
characteristics of wireless channels. In the last decades, the
cross-layer design framework was proposed to deal with the
uncertainties occurring at different layers. It also provided
an effective way to measure the average queuing delay in
the data link layer and the average power consumption in
the physical layer, and then reveal the optimal delay-power
tradeoff in various system settings. To our best knowledge,
the idea of jointly combining the network-layer data arrival
and the physical-layer data transmission was firstly presented
in [2], where the average transmission power is minimized
under the constraints of peak power and average delay. In
[3], under the framework of cross-layer, Berry and Gallager
aimed to regulate the average transmission power and average
buffer delay by adapting users’ transmission power and rate.
Then, several basic cross-layer resource allocation problems,
such as power allocation and rate adaption, were studied for
wireless fading channels in [4]. Ata focused on the power
minimization problem subject to the packet drop rate in [5]
under the assumption of fixed channel state, Poisson packet
arrival and exponentially distributed packet size. In the past
years, a lot of works on the delay-power tradeoff analysis have
been done by applying the cross-layer design approach.
In existing works, different optimization methods have been
applied to achieve the optimal delay-power tradeoff. Network
calculus was used to model energy-efficient transmission with
deadline constraint in [6], [7]. The authors proposed both
offline and online algorithms named Lazy scheduling algo-
rithms to minimize the transmission power given deadline
constraint in [6]. Based on cumulative curves methodology,
the optimal transmission policy for minimizing the transmis-
sion power under the QoS constraints was obtained in [7].
Dynamic Programming (DP) algorithm was used to derive the
optimal scheduling policy in [2], [3], [8]. Besides, constrained
Markov decision processes (CMDP) [9], [10] was adopted to
formulated the delay and power tradeoff. In [11], with CMDP,
the authors obtained the optimal policy to achieve the power
and delay tradeoff for the considered single-user system and
multi-user system.
More recently, we focus on studying the delay-power
tradeoff in wireless transmissions from the perspective of
cross-layer probabilistic scheduling. A probabilistic scheduling
policy was proposed to achieve the minimum queueing delay
under the constraint of transmission power in our previous
work [12], where Bernoulli distributed packet arrivals and a
two-state fading channel model were considered. To capture
the influence of bursty network traffic, we studied the delay-
power tradeoff in wireless systems with arbitrarily random
packet arrival patterns in [13]. In these works, we proved
that the optimal delay-power tradeoff can be achieved by
applying the optimal scheduling polices which determine
packet transmissions based on the optimal thresholds imposed
on the queue length. In this paper, we study the delay-power
tradeoff in wireless packet transmissions of bursty traffic over
multi-state wireless channels. In contrast to our previous works
[12] [13], we propose a probabilistic cross-layer scheduling
policy which schedules packet transmissions based not only
on the queue length but also on the channel state. Using
Markov reward process theory, we derive the expressions of
the average delay and the average power, and formulate an
optimization problem to describe the delay-power tradeoff.
We show that the optimal scheduling policy still has the
threshold structure. The major difference between this work
and existing works lies in that the optimal threshold relies both
on the number of backlogged data packets and on the channel
state. Before detailed discussion, we introduce two symbols
as a∧ b = max{a, b} and a∨ b = min{a, b}. Throughout the
paper, the proofs of lemmas and theorems are omitted due to
limited space.
II. SYSTEM MODEL
As shown in Fig.1(a), we consider a wireless communica-
tion system where the source node transmits to the destination
over a time-varying wireless link. We will introduce the system
model in a cross-layer design framework, i.e., packet arrivals
of bursty traffic in the network layer, queueing behaviour in the
data link layer, power control and wireless data transmission
in the physical layer, as shown in Fig.1(b).
Considering bursty traffic, data packets generated by higher-
layer applications arrive at the network layer randomly. Let
a[n] denote the number of packets randomly arriving in the
nth slot. To capture the burstiness and variability of real-
time applications, we assume an arbitrarily packet arrival
pattern, i.e., the number of newly arriving packets could follow
any distribution. a[n] is assumed to follow an independent
and identically distributed (i.i.d.) process. Thus, the mass
probability function of a[n] can be characterized by
Pr{a[n] = m} = θm, m = 0, 1, 2, · · · . (1)
where θm ∈ [0, 1]. Corresponding to traffic shaping and ad-
mission control adopted in the system, the number of packets
newly arriving in each time slot must be upper-bounded by a
large integer M , i.e., ∃ M > 0, ∀ m > M, θm = 0. Since
the distribution of a[n] shall be properly normalized, we have∑M
m=0 θm = 1. The average packet arrival rate a¯ is obtained
as
a¯ = lim
N→∞
sup
1
N
N∑
n=0
a[n] =
M∑
m=0
m · θm. (2)
At the source node, a buffer is employed to store the packets
which can not be sent immediately. Without loss of generality,
we assume that the buffer capacity K is sufficiently large and
buffer overflow could be negligible. The queue state, denoted
by q[n], is characterized by the number of packets in the buffer
at the end of nth slot. It is updated as
q[n] = max
{
min{q[n−1] + a[n],K} − s[n], 0
} (3)
where s[n] denotes the number of packets delivered in the nth
time slot.
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Fig. 1: System Model
We adopt a W -state block fading channel model, where W
is a positive integer. That is, the channel state stays invariant
during each time slot and follows an i.i.d. fading process
across the time slots. In each slot, the channel stays in one
of W states according to the current channel condition. Let
d1 = ∞ > d2 > · · · > dW > dW+1 = 0 be the channel
gain levels. If the channel gain in the nth time slot ranges in
interval [dw, dw+1), we can say that the wireless channel is at
′Channel state w′. One can see that, the channel quality
becomes worse with the increase of the index w. Hence,
′Channel state 1′ and ′Channel state W ′ represent the
best and the worst channel condition, respectively. The mass
probability function of the random variable h[n] is described
as
Pr
{
h[n] =′ state w′
}
= ηw, (4)
where ηw ∈ [0, 1] and w ∈ {1, 2, · · · ,W}.
Suppose that there exits a feedback channel through which
the Channel State Information (CSI) is sent back from the
receiver to the transmitter. Intuitively, the transmission power
shall be adapted to the channel state to meet the bit error rate
(BER) requirement at the receiver side. Let Pw (1 6 w 6W )
denote the power needed to transmit one packet successfully
in the channel sate w. Since more power is required to combat
wireless channel fading when the channel condition is worse,
it is reasonable to assume P1 < P2 < · · · < Pw < · · · < PW .
In our model, we consider fixed-rate transmission schemes
which have been widely adopted in practice [14]. Without loss
of generality, we assume the transmission rate is one packet per
slot. Hence, there is at most one data packet can be delivered
in each slot, i.e., s[n] ∈ {0, 1}.
In the cross-layer design framework shown in Fig.1(b), the
scheduler will schedule data transmissions based on the data
arrival state a[n], the queueing state q[n− 1], and the channel
state h[n], as will discussed in details in the next section.
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Fig. 2: The illustrative Markov chain model with M = 2
III. PROBABILISTIC SCHEDULING AND MARKOV CHAIN
MODEL
In this section, we will introduce a probabilistic scheduling
policy and establish a discrete-time one-dimensional Markov
chain to model the queueing system.
A. Probabilistic Scheduling
To improve power efficiency, the transmitter should exploit
a better channel state to deliver the packets since it will spend
much less power. Thus, the source is more willing to keep
silent till the channel state gets better. However, this may
induce undesirable large latency to wait for good channel
states, which is intolerable for serving delay-sensitive or time-
critical traffics. To overcome this, some backlogged packets
should be transmitted immediately at the cost of higher power
consumption, even when the channel state may not be so good.
Hence, the proposed scheduler would be designed to achieve
the balance between the average delay and the average power.
In this work, a probabilistic cross-layer scheduling policy
is proposed. We assume that, at the beginning of the nth
time slot, the channel state h[n] =′ state w′, the queueing
state q[n − 1] = k, and the data arrival state a[n] = m.
The scheduler decides to transmit one packet with probability
f{k,m,w} or keep silent with probability 1−f{k,m,w}. Assume
that one of the packets newly arriving at this slot can be
delivered immediately. In our system, it is not necessary to
distinguish between the backlogged packets and the newly
arriving packets. In this sense, the source will transmit one
packet with probability fk+m,w ∈ [0, 1] based on the total
number of packets in the buffer after one packet arrival,
q[n] = k +m and the channel state, h[n] =′ state w′. Given
q[n − 1] = k, a[n] = m, h[n] =′ state w′, the scheduling
policy can be described as
s[n] =
{
1 w.p. fk+m,w,
0 w.p. 1− fk+m,w,
(5)
where 0 6 k 6 K , 0 6 m 6 M , 1 6 w 6 W and the
abbreviation ′w.p.′ is short for ′with probability′. In Eq. (5),
when a[n] = 0 and q[n− 1] = 0, there is no packet waiting to
be transmitted while when a[n] + q[n − 1] > K , packet loss
will happen, thus f0,w (1 6 w 6 W ) and fk+m,w (k +m >
K, 1 6 w 6W ) are set as zero for notational consistence.
The proposed scheduling policy totally depends on a set of
probabilities {fk+m,w | 0 6 k 6 K, 0 6 m 6 M, 1 6 w 6
W}. The optimal delay-power tradeoff can be achieved by
optimizing the probabilistic parameters fk+m,w.
B. Markov Chain Model
Based on the description of the scheduling policy in Sub-
section III-A, a queueing system is modelled as a discrete-time
Markov chain, where each state represents the buffer state q[n].
Let τk,l denote the one-step state transition probability from
state q[n− 1] = k to state q[n] = l, i.e.,
Pr{q[n] = l|q[n−1] = k, q[n−2] = k1 · ··}
= Pr{q[n] = l|q[n−1] = k}
= τk,l.
Combining Eq. (3) and the ranges of variables a[n] and
s[n], we know that, the transition probability τk,l satisfies the
constraint that τk,l = 0 for |k−l| > M .
Theorem 1. The transition probabilities denoted by λk,m =
τk,k+m and µk = τk,k−1 are obtained by
λk,m= θm
W∑
w=1
ηw(1 − fk+m,w) + θm+1
W∑
w=1
ηwfk+m+1,w, (6)
where 0 6 k 6 K and 1 6 m 6M ,
µk = θ0
W∑
w=1
ηwfk,w, (7)
where 1 6 k 6 K . λk,0 is given by
λk,0 = τk,k =


1−
M∑
m=1
λk,m, k = 0,
1−
M∑
m=1
λk,m−µk, 1 6 k 6 K.
(8)
In Fig.2, we present the Markov chain model with M = 2.
In each time slot, the queue length is increased no more than
M due to one new data arrival, while decreased by one due to
one packet transmission. λk,0 is the probability that the queue
length remains the same.
Matrix Λ is used to denote the (K+1)-by-(K+1) transition
probability matrix of the formulated Markov chain, in which,
the (j+1, i+1)th element is τi,j . Specifically, Λ is given by
Λ =


λ0,0 µ1
λ0,1 λ1,0 µ2
λ0,2 λ1,1 λ2,0 µ3
λ1,2 λ2,1 λ3,0 µ4
.
.
.
.
.
.
.
.
. µK
λK−2,2 λk−1,1 λK,0


.
Let pik denote the steady-state probability of the queue state
being in k. The stationary distribution of the Markov chain
is denoted by pi = [pi0, pi1, · · · , piK ]T , where the superscript
T denotes the matrix transpose. Vectors 1 and 0 are used
to denote the (K + 1)-dimensional column vectors all of
whose entries are zero and one, respectively. According to
the property of the Markov chain, we have Λpi = pi and
1Tpi = 1. Hence, the stationary distribution pi is the solution
to the following linear equations[
Q
1T
]
pi =
[ 0
1
]
(9)
where the generator matrix Q is given by (Λ− I). From Eq.
(9) and Theorem 1, we can see that the steady-probability pi is
determined by the scheduling parameters, i.e., the transmission
probabilities.
IV. DELAY AND POWER ANALYSIS
In this section, we analyze the two fundamental performance
metrics of our considered system, i.e., the average queueing
delay and average power consumption.
When the stationary distribution of the Markov chain is
obtained, the average queue length is expressed as E{q[n]} =∑K
k=0 kpik. Then, according to the Little’s Law [15], the
average queueing delay is obtained as
D =
1
a¯
K∑
k=0
kpik. (10)
We use c[n] to denote the transmission power in the nth
time slot. Based on the proposed scheduling scheme in Section
III, we have c[n] = Pw and c[n] = 0, respectively, when
one packet is transmitted over the channel state w and no
transmission takes place. For convenience, let us set P0 = 0.
Let ψk,w denote the probability of c[n] = Pw (0 6 w 6W ).
Lemma 1. The conditional probability ψk,w are expressed as
ψk,w =Pr{c[n]=Pw
∣∣q[n−1]=k, h[n]= ′state w′}
=
{ ∑M
m=0 θmfk+m,w, 1 6 w 6W,
1−
∑W
w=1 ψk,w, w = 0.
(11)
With the conditional probability given by Eq. (11), the
average power consumption is obtained as
P¯ =
K∑
k=0
W∑
w=1
Pr{q[n−1] = k}Pr{h[n] =′ state w′}
× Pr{c[n]=Pw
∣∣q[n−1]=k, h[n]=′ state w′} · Pw
=
K∑
k=0
W∑
w=1
pikηwψk,wPw (12)
=
K∑
k=0
pik
W∑
w=1
ηwPw
M∑
m=0
θmfk+m,w.
V. OPTIMAL DELAY-POWER TRADEOFF
To find the optimal scheduling probabilities {fk+m,w|, 0 6
k 6 K, 0 6 m 6M, 1 6 w 6W}, optimization problems are
formulated to minimize the average queueing delay D given
the power constraint Paver .
A. Optimization Problem
Based on the analyses in Sections III-B and IV, we know
that the steady-probability pi and the power consumption
are determined by the scheduling probabilities {fk+m,w}. To
find the optimal scheduling probabilities, we formulate an
optimization problem as follows:
min
{fk+m,w}
D =
1
a¯
K∑
k=0
kpik
s.t.


P¯ 6 Paver (a)
Qpi = 0 (b)
1Tpi = 1 (c)
0  pi  1 (d)
fk+m,w ∈ [0, 1], (e)
(13)
where ”  ” represents component-wise inequality between
vectors and 0 6 k 6 K , 0 6 m 6 M , 1 6 w 6 W . In
(13), constraint (13.a) denotes the maximum power constraint.
Constraints (13.b-13.d) are derived from the properties of the
Markov chain. Constraint (13.d) shows the range of steady-
state probability. Constraint (13.e) indicates the range of the
variables {fk+m,w}. Notice that, the problem (13) is a non-
linear problem optimization problem with {fk+m,w} being
its variables. It’s rather difficult to solve it to obtain the
optimal solution {f∗k+m,r}. To make it tractable, we convert
optimization problem (13) into an equivalent LP problem via
variable substitution.
B. Formulation of Linear Programming Problem
To obtain an LP optimization problem, we introduce a set
of new variables {yk,w|0 6 k 6 K, 1 6 w 6W} as
yk,w =
M∑
m=0
pik+1−mθmf(k+1−m)+m,w
=
M∑
m=0
pik+1−mθmfk+1,w, (14)
In Eq. (14), pik+1−mθmfk+1,w is the probability of transmit-
ting one packet, i.e., s[n] = 1, when q[n] = k+1 −m and
a[n] = m. Thus, yk,w is the probability that there are k packets
backlogged in the queue after one packet is transmitted over
channel state w.
Lemma 2. From Eq. (14), the average queue length and the
average power consumption can be transformed as

D = 1
a¯2
( K∑
k=0
W∑
w=1
kηwyk,w − ξ
)
P =
K∑
k=0
W∑
w=1
ηwPwyk,w,
(15)
where ξ =
∑M−1
m=1
m(m+1)
2 θm+1 is a constant.
Lemma 3. Constraints (13.b,c,e) can be converted into the
following constraints respectively.

M−1∑
i=0
pik−iri =
W∑
w=1
ηwyk,w, (a)
K∑
k=0
W∑
w=1
ηwyk,w = a¯, (b)
0 6 yk,w 6
M∑
m=0
θmpik+1−m, (c)
(16)
where ri =
M∑
m=i+1
θm.
From (16.a), we introduce a (K+1)×[W (K+1)]-dimensional
matrix G, in which, the (k+1)th row is denoted by gk+1 and
given as

gk+1 =
1
r0
l1, k = 0,
gk+1 =
1
r0
(lk+1 −
M−1∑
i=1
rigk−i), 1 6 k 6 K.
(17)
In Eq. (17), lk+1 is a W (K+1)-dimensional vector, in which,
the (Wk+w)th element is ηw while other elements are zero. In
this way, the steady-state probability can be linearly expressed
by the set of parameters yk,w
pik =
K∑
i=0
W∑
j=1
G(k+1,iW+j) · yi,j , (18)
where G(i,j) is the (i × j)th element of matrix G.
Theorem 2. The optimization problem (13) is equivalent to
the following LP problem.
min
{yk,w}
D =
1
a¯2
( K∑
k=0
W∑
w=1
kηwyk,w − ξ
)
s.t.


P¯ =
K∑
k=0
W∑
w=1
ηwPwyk,w 6 Paver (a)
K∑
k=0
W∑
w=1
ηwyk,w = a¯ (b)
06yk,w6
M∑
m=0
θm
K∑
i=0
W∑
j=1
G(k+2−m,iW+j) ·yi,j (c)
(19)
C. Optimal Scheduling Policy
Lemma 4. The optimal solution y∗k,w to LP problem (19) has
a threshold structure described as
y∗k,w =
{
0, k < K∗w − 1,∑M
m=0 θmpi
∗
k+1−m, k > K
∗
w − 1,
(20)
where K∗w is the threshold imposed on the queue length in
channel state w.
Comparing the optimal solution in Eq. (20) with the def-
inition of yk,w given in Eq. (14), we obtain the optimal
scheduling parameters described in the following theorem.
Theorem 3. The optimal scheduling policy corresponds to a
threshold-based policy. The optimal scheduling probabilities
are given by
f∗k,w =
{
0, k < K∗w,
1, k > K∗w,
(21)
and f∗K∗w,w = y
∗
K∗w−1,w
(
∑M
m=0 pi
∗
k+1−mθm)
−1
.
From Eq. (14), we know f∗k+1,w = f∗(k+1−m)+m,w, that is,
the optimal scheduling probability is based on the total number
of backlogged packets, which is updated after each packet
arrival. Specifically, at the beginning of each slot, the scheduler
collects the information of the channel state h[n] =′ state w′,
queue state q[n− 1] and data arrival state a[n], then makes a
decision of transmitting one packet if q[n− 1] + a[n] > K∗w,
or keeping silence if q[n− 1] + a[n] < K∗w, or delivering one
packet with probability f∗K∗w,w when q[n− 1] + a[n] = K
∗
w.
It is not a trivial work to obtain a closed-form expression
for the thresholds K∗w. Fortunately, we can adopt many low-
complexity mature algorithms to solve the LP problem (19).
Based on the optimal solution to (19), we can obtain the
thresholds K∗w numerically. Hence, we still obtain the optimal
threshold-based policy which simply depends on the optimal
threshold on the queue state for each channel state. Based on
the optimal solution, we derive the threshold-based policy as
the optimal scheduling policy for delay-power tradeoff.
VI. NUMERICAL RESULTS
In this section, simulation results are given to validate the
threshold-based policy demonstrate its potential. In the simula-
tion, data packets are generated following a given probabilistic
distribution {θ(·)} and the maximum size of the arrival packet
is limited by M = 2. We adopt W -state block fading channel
model with W = 4. The probabilistic distribution of the ηw
which is defined as the probability of { h[n] =′ state w′}
is given by [η1, η2, η3, η4] = [0.135, 0.232, 0.239, 0.394]. The
specific distributions of packet arrival and the transmission
power can be found in Table I for different simulations
for convenience. Packets are delivered based on threshold-
based policy. Each simulation runs over 107 time slots. The
theoretical results are plotted by lines (solid or dashed) while
the simulation results are marked by red square dots.
Arrival Rates BER Requirements Arrival Variances
a¯ θ1 θ2 BER P1 P2 P3 P4 a¯ Var θ1 θ2
0.25 0.15 0.05 10−4 0.08 0.11 0.24 101.64 0.3 0.27 0.24 0.03
0.30 0.14 0.08 10−3 0.04 0.08 0.16 10.14 0.3 0.31 0.20 0.05
0.35 0.17 0.09 10−2 0.02 0.04 0.08 0.99 0.3 0.37 0.14 0.08
TABLE I: Simulation parameter settings
In Fig.3(a), the transmission power Pw is adopted to meet
BER requirement 10−3. We plot the delay-power tradeoff
curves under different packet arrival rates, i.e., a¯ is set to 0.25,
0.3, and 0.35, respectively. We can see that the theoretical
results are in good agreement with the simulation results. The
delay-power tradeoff curve is piecewise linear in accordance
to the threshold-based policy. Besides, the average delay
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Fig. 3: Optimal delay-power tradeoff curves for different scenarios
decreases when the average power increases, and when the
available power decreases and approaches zero, the queueing
delay will increase dramatically and grow to infinity since the
queueing system is unstable. Given the same power constraint,
the queueing delay is larger for a higher packet arrival rate
since more packet will be needed to be transmitted.
In Fig.3(b), the BER requirement is set to 10−3. We present
the delay and power tradeoffs under different variances of θm
when the average arrival rate is fixed to be a¯ = 0.3. From
Fig.3(b), it is observed that higher queueing delay is induced
when the data arrival variance is larger in the case with the
identical average data arrival rate. Due to higher busty arrivals,
some packets have to wait for longer time before they are
transmitted, which as a result, leads to a larger queueing delay.
In Fig.3(c), the delay-power tradeoff curves are plotted in
the scenarios that a¯ is set to be 0.3, and the target BER is
set to 10−4, 10−3 and 10−2, respectively. For a higher BER
requirement, the scheduler has to use more power to transmit
one packet for the same channel quality to make sure the
packet can be received successfully. Thus, higher queueing
delay will be if the power consumption is identical but the
BER requirement is more strict.
VII. CONCLUSION
In this paper, we studied the power-constrained delay-
optimal scheduling problem in wireless systems, where an
arbitrary packet arrival pattern and multi-state block-fading
channels were considered. A probabilistic scheduling policy
was proposed to schedule data transmissions over W -state
wireless fading channel based on the queue length and the
channel state. The average queueing delay and average power
consumption were analysed based on Markov reward process.
Based on this, optimization problem was formulated to cap-
ture the delay-power tradeoff by optimizing the scheduling
probabilities. Theoretical analysis revealed the structure of
the optimal solution. We obtained the optimal threshold-based
policy accordingly. It is found that an optimal transmission
policy naturally takes action in line with the queue length
and the channel state. It always seeks to exploit a good
channel in the mean time keep the queue length short. At
a result, thresholds are imposed on the queue for different
channel states. Specifically, if the queue length is higher than
the threshold, the scheduler should transmit to decrease the
latency. Otherwise, it should keep silent to improve the energy
efficiency.
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