Metastring theory and modular space-time by Freidel, LaurentPerimeter Institute for Theoretical Physics, 31 Caroline St. N., Waterloo, ON, N2L 2Y5, Canada et al.
J
H
E
P
0
6
(
2
0
1
5
)
0
0
6
Published for SISSA by Springer
Received: March 12, 2015
Accepted: May 12, 2015
Published: June 3, 2015
Metastring theory and modular space-time
Laurent Freidel,a Robert G. Leighb and Djordje Minicc
aPerimeter Institute for Theoretical Physics,
31 Caroline St. N., Waterloo ON, N2L 2Y5, Canada
bDepartment of Physics, University of Illinois,
1110 West Green St., Urbana IL 61801, U.S.A.
cDepartment of Physics, Virginia Tech,
850 West Campus Drive, Blacksburg VA 24061, U.S.A.
E-mail: lfreidel@perimeterinstitute.ca, rgleigh@illinois.edu,
dminic@vt.edu
Abstract: String theory is canonically accompanied with a space-time interpretation
which determines S-matrix-like observables, and connects to the standard physics at low
energies in the guise of local effective field theory. Recently, we have introduced a refor-
mulation of string theory which does not rely on an a priori space-time interpretation or a
pre-assumption of locality. This metastring theory is formulated in such a way that stringy
symmetries (such as T-duality) are realized linearly. In this paper, we study metastring
theory on a flat background and develop a variety of technical and interpretational ideas.
These include a formulation of the moduli space of Lorentzian worldsheets, a careful study
of the symplectic structure and consequently consistent closed and open boundary condi-
tions, and the string spectrum and operator algebra. What emerges from these studies is
a new quantum notion of space-time that we refer to as a quantum Lagrangian or equiva-
lently a modular space-time. This concept embodies the standard tenets of quantum theory
and implements in a precise way a notion of relative locality. The usual string backgrounds
(non-compact space-time along with some toroidally compactified spatial directions) are
obtained from modular space-time by a limiting procedure that can be thought of as a
correspondence limit.
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1 Introduction
After more than 40 years [1] the deep nature of string theory [2] remains largely hidden.
In its conventional formulation, space-time is taken to be the target space of a worldsheet
sigma model. It is widely taken for granted that the raison d’eˆtre for string theory is
to provide local effective field theories on a (non-compact) space-time in a setting that
incorporates quantum gravity. These theories are complete from this field theory point of
view in the sense that they are apparently ultraviolet finite.
Whenever one pushes the theory to its limits, by looking for example at high energies
or short distances, there are indications that the structure of local quantum field theory
in a fixed space-time cannot be correct. Certainly the UV finiteness fits with this. More
generally, presumably in any theory of quantum gravity, one expects cross-talk between
short and long distances and thus some form of non-locality. This is manifested in a variety
of ways. It is well-known that there are no local observables in gravity, a fact that was
so crucial in the development of holographic space-times. But perhaps even more funda-
mentally, if one probes quantum gravity theory at very short distances, of the order of the
Schwarzchild radius of some probe, then it has been suggested that some sort of ‘classi-
calization’ may emerge, involving large scale physics. Conceptually, this feels consistent
with one of the avatars of string theory, T-duality, in which under certain conditions, short
and long distance physics are swapped — a new notion of space-time emerges at short dis-
tances (at least along compactified dimensions). Presumably all of these exotic properties
of string theories are tied to the fact that what we conceive of as classical geometries are
fully discoverable only by particle-like probes. So if we ask any question of string theories
that gets at some non-particle aspect, we are likely to lose contact with an understanding
within local effective field theory. There are many examples of this sort of effect, involving
either perturbative or non-perturbative string physics. A central issue going hand in hand
with the emergence of space-time, is the emergence and nature of locality.
In two recent letters [3, 4] we introduced a new formulation of string theory as a
quantum theory living outside of the usual space-time framework. Our motivation for
developing such a theory, which we now call metastring theory, is manyfold. It is based on
the same fundamental concepts as is the usual string theory, departing from it in its initial
assumptions about physical space-time. In the present paper, we will explore some aspects
of this theory, establishing a number of foundational principles and interpretations. Some
of the structure of the theory that we construct is shared by double field theory [5–15] and
the so-called generalized geometries [16–18]. As we move through the paper, we will be
specific about the differences between our formulation and those treatments.
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Classically, our starting point will be the Tseytlin action. The form of this action,
at least for flat backgrounds (which we mostly confine ourselves to in this paper), can
be derived directly from the Polyakov path integral. One of the main features of this
formulation is that it is chiral; a second feature is that the target space of this formulation
is a phase space and not space-time. The utility of this formulation is that T-duality
acts linearly on the target space coordinates, which also explains its role in double field
theory. As we described in [4], our interpretation is more general than just implementing
T-duality, but touches on the foundations of quantum theory as it relates to string theory.
In quantum gravity, there are a number of distinct ways to formulate theories, differing in
what is taken as the set of fundamental objects. Are the fundamental objects the smallest
(particles, strings) or the largest (space-time itself)? Making either choice means that that
choice must define the other. In the worldsheet path integral formulation of string theory,
the fundamental probes are strings;1 in the usual formulation we regard them as probes of
a given space-time theory. But another point of view is that they define what we mean by
space-time, that the geometry is determined by how probes interact with one another.
In the usual formulation of string theory, all the probes agree on a notion of space-time,
as space-time is the target space. This of course is ambiguous when (spatial) dimensions
are compactified, but becomes unambiguous in a given limit (such as large or small ra-
dius). In the chiral phase-space formulation, T-duality gives an action on the phase-space
coordinates. At least classically, a choice of a space-time can be thought of as a choice of po-
larization, in that we identify space-time with a (Lagrangian) submanifold.2 In double field
theory, one imposes a constraint that is equivalent to identifying a particular submanifold
of this phase space as space-time.
In the absence of interactions amongst strings, it is perhaps not obvious that different
strings should view the same Lagrangian submanifold as space-time. We think of this as
an implementation of Born reciprocity (X → P, P → −X). This interpretation is partic-
ularly clear if we think in terms of string wave-functionals whose natural basis specifies
the position in space-time of string loops. In this context, passage to other Lagrangian
submanifolds is obtained by Fourier transformation. In fact, this Fourier transform im-
plements generalized T-dualities in the compact case. In ordinary quantum mechanics we
may, depending on convenience, choose a position or momentum basis of states; it is a
fundamental property of quantum theory that this choice of polarization is immaterial. In
quantum gravity, if all probes agree on what we mean by space-time, then we have broken
Born duality — there is a preferred choice of polarization, the space-time one. Thus, we
emphasize that a suitable notion of quantum gravity is not as a quantization of a space-
time theory, but rather should be viewed in a broader context in which space-time is a
choice of polarization. This is the structure that metastrings provides. From this point
of view the fact that there is a preferred interpretation of space-time in the usual string
1Of course, string theory contain other objects that become visible at finite coupling. These are expected
to play a vital role in a complete theory.
2We emphasize that when we talk about phase space, we always mean the phase space of probes of
space-time and momentum space, such as strings, and not of the phase space of gravitational fields, which
are emergent in string theory.
– 2 –
J
H
E
P
0
6
(
2
0
1
5
)
0
0
6
theory implies some degree of classicality. We refer to this as absolute locality : the same
space-time is shared by all probes, independently of their energy state or their history. It is
worth pointing out that absolute locality is an assumption that underlies the interpretation
of all cosmological observations, as well as all high energy experiments.
We distinguish absolute from relative locality [19, 20], the idea that each probe has,
in a sense, its own notion of space-time. Colloquially, it is only when probes talk to one
another, through interactions, that they compare their choices. One manifestation of this
idea is that the dual momentum-energy space becomes curved (indeed, in quantum field
theories, absolute locality is implemented by the linearity of momentum space), an idea
that goes back to Max Born [21, 22].3 Another motivation for introducing metastring
theory is to implement the idea of relative locality in a theory that has a chance to be a
complete theory of quantum gravity. We will see that indeed there is a notion of relative
locality that emerges in the metastring.
Fixing a specific submanifold as space-time can be thought of within the process of
quantizing the string as a choice of specific boundary conditions, constraining the form
of string zero modes, in particular, the monodromies. This is the first primary difference
between the usual string and the metastring: in the metastring, we do not impose such
constraints from the outset, but merely ask the metastring to be consistent with its gauge
symmetries and with worldsheet locality. Thus our first task in this paper will be to
formulate the Tseytlin theory allowing for generic monodromies.
Such a formulation requires us to consider carefully the general problem of summing
over worldsheets. Because the Tseytlin theory does not possess manifest worldsheet Lorentz
invariance at the level of the action, we consider the formulation of Lorentzian worldsheets,
extending old work of Giddings and Wolpert [27], Krichever and Novikov [28, 29], and
Nakamura [30]. The Lorentzian formalism allows us to consider a more generalized notion
of closed string boundary conditions, based not on the vanishing of monodromies, but on
the continuity of symplectic flux.
The relaxation of the zero mode sector to allow for general monodromies cannot be
implemented without restrictions. Consistent with the diffeomorphism constraint, we will
in general have ‘dyonic states’ in the spectrum. Thus, the imposition of worldsheet locality
on the algebra of vertex operators is a non-trivial condition. Remarkably, we find that this
constraint implies that there is a unique4 Lorentzian lattice dual to the target space.
The usual interpretation in ordinary string theory would be that this lattice is the
Narain lattice of a string theory on a fully compactified Lorentzian space-time. It seems
unlikely5 that such an interpretation gives rise to a sensible theory (causality for example,
would seem hard to implement). Note that in such an interpretation, the space-time is a
Lagrangian submanifold of the target space. By studying the quantum algebra of vertex
3As well, a few attempts have been made to incorporate momentum space curvature as a regulator
in quantum field theory, without any definite success. The efforts of Snyder [23] and Golfand [24] are
particularly noteworthy. Curved momentum space plays a central role also in 3d quantum gravity [25, 26].
4As we will clarify later, the uniqueness applies to a certain class of boundary conditions which do not
include, for example, orbifolds.
5We note that Moore [31] has previously tried to make sense of such a compactification.
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operators, we find that in fact another interpretation comes to the forefront involving a
quantum notion of Lagrangian submanifold, which we refer to as modular space-time. In
fact, this interpretation fits well with ideas in ordinary quantum mechanics formulated
by Aharonov and Rohrlich [32]. These authors have shown that modular observables are
the ones that allow to observe quantum interferences. They have no classical analog and
obey non-local equations of motions. They also argue that, remarkably, thanks to the
uncertainty principle, this dynamical non-locality does not lead to a violation of causality.
This dynamical non-locality is the source of some of the most striking quantum mechani-
cal effects, such as the Aharonov-Bohm or Aharonov-Casher effects [33, 34]. We establish
here that the modular space-time experienced by the metastring is colloquially obtained
by replacing classical coordinates by modular coordinates which form a commutative sub-
algebra of the quantum phase space algebra. The appearance of modular space-time is
fundamentally non-perturbative, and even if it contains in some sense a doubling of the
target it cannot be understood in terms of α′ corrections as considered in the context of
double field theory. Some of the key features of modular space-time have been already dis-
cussed on the other hand, although not in our terms, in the context of the ‘non-geometrical
backgrounds’ such as monodrofolds or T-folds [35–40].
It is of interest to consider the notions of ‘quantum’ and ‘classical’ in what we have
described here. Even in the usual string theory, there are many layers to these notions;
certainly, the worldsheet theory is quantum in the usual sense (being a (path-integral)
quantization of a well-defined classical theory). From the space-time point of view (even
if we confine attention to string perturbation theory), it is also quantum in the sense of
the S-matrix interpretation in (asymptotically-) flat backgrounds, and perturbative in the
corresponding expansion in powers of gstr. Clearly, given the progress over the last 20
years, it is not enough to describe string theory as an S-matrix theory, and this is even
more clear if, as in the metastring, there is no a-priori notion of space-time. The metastring
is formulated as a worldsheet theory, and so there is a definite notion of quantum from the
worldsheet point of view. However, it has long been known [41] that in the Polyakov string
there is no direct notion of ~; instead there is a length parameter λ that sets the scale of
length on the target space. In the Tseytlin form of the action, there are actually two scales
λ and ε whose product and quotient correspond to ~ and α′ respectively.
In fact, given our notion of modular space-time we should ask in what sense the
usual string backgrounds can be recovered. In fact, as we will now summarize, they can
be recovered from the metastring via ‘classical’ (for lack of a more precise term) limits.
Modular space-time corresponds to a cell in phase space whose size is set by λ and ε.
It reduces to the classical notion of Lagrangian submanifold in a limit, such as λ → 0, in
which the cell is squashed (preserving volume) in half the directions. Depending on how this
squashing is done, one may obtain a theory identical to any compactification of the usual
bosonic string (and presumably any superstring as well) with any number of non-compact
directions. The low energy physics of such a compactification is local and causal.
Another consequence of these ideas is that they inevitably lead to a certain gravitiza-
tion of quantum theory. This notion has been suggested before [42], but such discussions
have always been hampered by the necessity of discussing it within (semi-)classical GR. It
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seems natural in unifying the geometrical nature of general relativity and the rigid alge-
braic structure of quantum theory that both must learn from each other. In the context
of the metastring, the rigidity of the quantum theory is encoded into the flatness of the
polarization metric η, a metric in phase space that tells us how to define the notion of
Lagrangian submanifolds. In order to make the metastring consistent on general back-
grounds this metric needs to be curved and hence the rigidity of quantum mechanics will
be relaxed once we show that the metastring theory is a consistent quantum theory. Trying
to quantize the metastring and keep the flatness of the polarization metric leads to incon-
sistent truncations and presumably explains some of the tensions and difficulty inherent to
double field theory, for example. Indeed we will later see that the metastring admits in its
spectrum vertex operators which are the seeds of deformation of the polarization metric η.
In the future we intend to develop the theory of metastrings on arbitrary backgrounds.
To begin, in this paper we will consider the semi-classical structure of the simplest exam-
ple, involving only a flat background. Although this is far from our ultimate goals, it is
important to establish a firm foundation, based on free worldsheet field theory techniques.
The organization of this paper is thus as follows. In section 2, we recall the derivation
of the Tseytlin σ-model, which we interpret as a chiral theory on a 2d-dimensional target
that we call phase space. In this section, we also discuss some geometrical aspects of this
target and the symmetries and constraints of the σ-model. In particular we show how the
chiral σ-model necessitates the introduction of a quantum metric H (also called generalized
metric) and polarization metric η and a phase space 2-form ω. The absence of worldsheet
Lorentz invariance of the σ-model action leads us in section 3 to consider the formulation of
Lorentzian worldsheets. In section 4, we consider the canonical analysis of the metastring.
In particular we construct the symplectic structure on a strip geometry and show that there
is a consistent notion of closed string boundary conditions. A more thorough analysis of
the gluing of arbitrary genus Lorentzian worldsheets is reserved for a future publication.
In section 5, we briefly summarize some features of quantum amplitudes of the metastring,
culminating in the derivation of the unique Lorentzian lattice Λd = II1,d+1×II1,d+1 as a label
of the zero modes of the metastring states. In section 6, we discuss metastring observables
and their canonical bracket. We also show how the classical metastring observables are
the canonical generators of phase space diffeomorphism symmetry. The imposition of
mutual locality at the quantum level leads us to the realization that the classical notion of
projecting to a Lagrangian submanifold must be replaced by the notion of Λ-periodicity.
In section 7, we elaborate on this idea and argue that Λ-periodicity can be interpreted
in terms of modular variables. We finish this section with a brief discussion of ‘classical’
limits of modular space-time and how the effective description of strings can be done
in terms of fields defined on a modular space-time. In an appendix, we briefly extend
our previous discussion of symplectic structure to worldsheets with time-like boundaries
and thus establish a few notions of the open metastring. In section 8, we conclude with
comments on the present status of the metastring theory and future investigations.
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2 Sigma model in phase space
We are now ready to formulate the metastring theory. As we mentioned above, our aim
is to establish a theory that is capable of describing curved space-times and momentum
space simultaneously. We review here the passage to such a theory, which we obtain by
deforming the usual Polyakov path integral formulation. We begin our discussion [3] by
examining the Polyakov action coupled to a flat metric h,
SP (X) =
1
4pi
∫
Σ
hµν(∗dXµ ∧ dXν), (2.1)
where ∗, d denote the Hodge dual and exterior derivative on the worldsheet, respectively.
We generally will refer to local coordinates on Σ as σ, τ , while it is traditional to interpret
Xµ as local coordinates on a target space M , here with Minkowski metric hµν . Since
we are in Lorentzian signature, ∗dτ = dσ and ∗2 = 1. Note that SP has dimensions of
length-squared if we take Xµ to have dimension of length, so appears in the path integral
as eiSP /λ
2
. λ is the string length which is related to the slope parameter by λ2 ≡ α′~, where
~ is the Planck constant of the worldsheet quantum theory. With this definition SP /λ2 has
the usual coefficient 14piα′ in units of ~. In order for the Polyakov action to be well-defined,
one must demand that the integrand be single-valued on Σ. For example, on the cylinder
(σ, τ) ∈ [0, 2pi]×R it would be sufficient that dXµ(σ, τ) is periodic6 with respect to σ with
period 2pi. However, and this is a crucial point, this does not mean that Xµ(σ, τ) has to
be a periodic function, even if M is non-compact. Instead, it means that Xµ must be a
quasi-periodic function which satisfies
Xµ(σ + 2pi, τ) = Xµ(σ, τ) + δµ. (2.2)
Here δµ is the quasi-period, or monodromy, of Xµ. If δµ is not zero, there is no a priori
geometrical interpretation of a closed string propagating in a flat space-time — periodicity
goes hand-in-hand with a space-time interpretation. Of course, if M were compact and
spacelike then δµ would be interpreted as winding, and it is not in general zero [3]. However
since we want ultimately to generalize the T -duality to curved backgrounds, we do not want
to impose the restriction that there is a space-time interpretation of the monodromies.
Instead we want to find what conditions these monodromies have to satisfy. As we stressed
in [3] the string can be understood more generally to propagate inside a portion of a space
that we will refer to as phase space P. What matters here is not that string theory possesses
or not a geometrical interpretation but whether it can be defined consistently. This is no
different than the usual CFT perspective, in which there are only a few conditions coming
from quantization that must be imposed; a realization of a target space-time is another
independent concept. It has always been clear that the concept of T-duality must change
our perspective on space-time, including the cherished concept of locality, and so it is
natural to seek a relaxation of the space-time assumption.
6The most general condition would be to ask that dXµ(σ + 2pi) = ΛµνdX
ν(σ) where Λ is a Lorentz
transformation. In this work we only consider the case where Λ = 1. This restriction is a fundamental
limitation of our analysis that excludes, in particular, orbifolds.
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In order to present our perspective on T-duality, let us consider the dimensionless first
order action7
Sˆ =
1
2pi
∫
Σ
(
1
λε
Pµ ∧ dXµ + 1
2ε2
hµν(∗Pµ ∧ Pν)
)
, (2.3)
where ε is a momentum scale, λ is a length scale and Pµ is a one form with dimension of
mass. If we integrate the one form P we get back the space-time Polyakov action, and if
we integrate X we get the momentum space Polyakov action. Indeed, if we integrate out
Pµ, we find ∗Pµ = ελhµνdXν and we obtain the Polyakov action Sˆ → 1λ2SP (X).
Now, the reader may come to the conclusion that λ, ε are not independent scales, and
this would be true within the confines of this flat non-interacting theory. However, the
introduction of ε here is an important step conceptually [41]. In any theory of quantum
gravity, we expect to find three dimensionful constants, c, ~ and GN . Putting c = 1 aside,
this implies that quantum gravity depends both on a length scale λP ∝
√
~GN and an
energy scale εP ∝
√
~/
√
GN (here we are using the language of dimension 4 for simplicity).
As was emphasized by Veneziano long ago, the usual formulation of string theory as a
theory of quantum gravity contains a puzzle: there is apparently only one dimensionful
scale, λ (or equivalently, α′) that appears directly in the quantum phase factor. In the
presence of both a length scale λ and an energy scale ε, we can reconstruct
~ = λε, α′ = λ/ε. (2.4)
The Newton constant is proportional to the latter scale, GN = ρα
′, depending on the
dimension and the details of compactification.
Of course, in the present context, these constant scales can be reabsorbed into a redef-
inition of the fields (X,P ). The significance of the parameters are only seen when we ask
questions about specific probes in the phase space target theory (e.g., we compare a probe
momentum to ε), or if we consider backgrounds that have their own inherent length scales
(such as a curvature scale).
Now, on the other hand, if we integrate out X instead, we get dPµ = 0, and so we
can locally write Pµ = dYµ, where Y can be thought of as a momentum coordinate. It
is in this sense that there is “one degree of freedom” in P even though it is a worldsheet
1-form- on-shell, P is locally equivalent to the scalar Y . Notice though that this is true
only locally, and in order to interpret it globally we must allow Yµ to be multi-valued on the
worldsheet. That is, even if we assume that Xµ is single-valued to begin with, Yµ should
carry additional monodromies associated with each non-trivial cycle of Σ. This means that
the function Y is only quasi-periodic with periods given by the momenta∮
C
Pµ =
∮
C
dYµ = 2pipµ. (2.5)
The action for Y (obtained by integrating out X) becomes essentially the Polyakov action,
with the addition of a boundary term
Sˆ =
1
2piλε
∫
∂Σ
YµdX
µ +
1
ε2
SP (Y ). (2.6)
7The passage from the usual Polyakov formulation to this can be performed straightforwardly in the full
worldsheet path integral.
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Note that X has the dimension of length while Y has the dimension of momentum. We
recover the Polyakov action for the momentum variable, with ε playing the role of λ for this
dual theory. The presence of the boundary term in (2.6) is related to the fact that the trans-
formation Xµ → Yµ corresponds to the string Fourier transformation [43]. Indeed, as we
will see, for a boundary located at fixed τ , ∂σX
µ and Yµ are conjugate variables satisfying
{∂σXµ(σ), Yµ(σ′)} = 2piδP (σ, σ′), (2.7)
where δP is the periodic delta function.
In order to obtain a formulation where we are left with a phase space action, a natural
idea is to partially integrate out P . In a local coordinate system on the worldsheet, we
write the decomposition of the momentum one-form
Pµ = Pµdσ +Qµdτ. (2.8)
In conformal co-ordinates the first order action then reads8
Sˆ =
1
2piλε
∫ (
Pµ∂τX
µ −Qµ∂σXµ + λ
2ε
(QµQ
µ − PµPµ)
)
. (2.9)
The equations of motion for P,Q are simply
P =
ε
λ
∂τX, Q =
ε
λ
∂σX. (2.10)
By integrating out Q, we insert the Q equation of motion and get the action in Hamiltonian
form:
Sˆ =
1
2piλ
∫
Pµ · ∂τXµ − 1
4pi
∫ (
λ
ε
hµνPµPν +
ε
λ
hµν∂σX
µ∂σX
ν
)
. (2.11)
Now we locally introduce a momentum space coordinate Y such that ∂σY = P . Like X,
this coordinate is not periodic, its quasi-period 2pip ≡ Y (2pi)− Y (0) is proportional to the
string momentum. Using this coordinate the action becomes simply
Sˆ → 1
2pi
∫ [
1
λε
∂τX
µ∂σYµ − 1
2ε2
hµν∂σYµ∂σYν − 1
2λ2
hµν∂σX
µ∂σX
ν
]
. (2.12)
The main point is that in this action both X and Y are taken to be quasi-periodic. The
usual Polyakov formulation is recovered if one insists that X is single-valued, and the usual
T-dual formulation is recovered if one insists that quasi-periods of X appear only along
space-like directions and have only discrete values.
It is convenient, as is often used in the double field theory formalism [5–15], to unify
both Xµ and Yµ in one space P (that we often refer to as phase space) and introduce a
dimensionless coordinate X on P
XA ≡
(
Xµ/λ
Yµ/ε
)
. (2.13)
8Our conventions are such that in the conformal frame the 2d metric is −dτ2 + dσ2 and ∗dσ = dτ ,
∗dτ = dσ and dσ ∧ dτ = d2σ. Here ∫ [·] means ∫ d2σ[·].
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To write the action, we introduce a constant neutral9 metric η0, a constant metric H0 and
a constant symplectic form ω0AB
η0AB ≡
(
0 δ
δT 0
)
, H0AB ≡
(
h 0
0 h−1
)
, ω0AB =
(
0 δ
−δT 0
)
, (2.14)
where δµν is the d-dimensional identity matrix and hµν is the d-dimensional Lorentzian
metric, T denoting transpose. The presence of a symplectic structure ω0 expresses the
fact that P is a symplectic manifold. The space-time vectors of the form (Xµ, 0) defines
a subspace L of P. Similarly momentum space vectors of the form (0, Yµ) form defines
another transversal subspace L˜ of P. Moreover, we see that both the space-time subspace
L or momentum-space subspace L˜ are Lagrangian subspaces of P of maximal dimension.
That is the symplectic structure ω0 vanishes on both of them and P = L⊕ L˜. We can also
see that both L and L˜ are null subsets of P with respect to η0. That is η0ABXAXB = 0 if
X ∈ L and similarly for L˜. The η0 metric has therefore the property that its null subspaces
are Lagrangian manifolds of maximal dimension. A choice of Lagrangian subspace of phase
space is called a choice of polarization. We therefore refer to the metric η0 as a polarization
metric or P-metric . This metric is of signature (d, d) and it is therefore neutral. The
subscript 0 refer to the fact that the metric is constant in the present discussion.
The metric H0 already appears in the context of double field theory and generalized
geometry [17] and is often referred to as the generalized metric. We feel however that this
denomination misses the point that P is a phase space and that this metric can be under-
stood as descending from the quantum probability metric applied to coherent states [4, 43].
Therefore we refer to this metric as the quantum metric or Q-metric. This metric is of
signature (2, 2(d− 1)), the two negative eigenvalues corresponding to the time direction in
space-time and the energy direction in energy-momentum space. When restricted onto the
space-time Lagrangian subspace L it provides the space-time metric g = H|L.
The P-metric and the Q-metric are not independent in the present context: if we define
J0 ≡ (η0)−1H0, (2.15)
we see that J0 is an involutive transformation preserving η
0, that is,
J20 = 1, and J
T
0 η
0J0 = η
0. (2.16)
(η0, J0) defines a chiral structure10 on phase space P. We also introduce the constant
symplectic form:
ωAB =
(
0 δ
−δT 0
)
, (2.17)
which expresses the fact that P is a symplectic manifold.
Using these definitions, the action is written as a σ-model on P:
S =
1
4pi
∫ (
∂τXA(η0AB + ω0AB)∂σXB − ∂σXAH0AB∂σXB
)
. (2.18)
9Here neutral means that η is of signature (d, d), while H is of signature (2, 2(d− 1)).
10Also called a para-complex structure in the mathematical literature [44].
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The term proportional to ω0 is a total derivative. However since there are monodromies,
it will be relevant, as we will see, to keep track of it. One sees that the Hamiltonian
H0AB∂σXA∂σXB is ultra-local — it depends only on the space derivatives. In view of the
pioneering work [45–47], we call this expression the Tseytlin action.11 The Tseytlin action
is such that its target is P.
This space is equipped as usual with a symplectic structure, and in order to carry a
string we emphasize that it contains two metrics, (η0, H0). The Q-metric can be thought of
as being an extension to P of the space-time metric, while as we will see more precisely later,
the P-metric is related to the decomposition of phase space into space-time L = {(X, 0)}
and energy-momentum L˜ = {(0, Y )}. A point that will become important later is the fact
that space-time L can be characterized as the kernel of (η0+ω0) while energy-momentum L˜
is the kernel of (η0−ω0). In the case at hand we also have that the momentum Lagrangian
is the image of the space-time one by the chirality map L˜ = J0(L). As we will see, this
last property is specific to a geometry with vanishing B-field.
At first one might wonder how one can double the target space dimension without
doubling the degrees of freedom. This is related to the fact that the metastring is chiral :
i.e., there are no terms quadratic in time derivatives. This is achieved thanks to the
presence of the chiral structure J0 and, in particular, the fact that it squares to unity.
While the Polyakov string contains both left- and right-movers, the metastring contains
only left- and right-movers that are chiral in the target. As we will see, the left-movers
have negative chirality while the right-movers have positive chirality.
2.1 More general backgrounds and Born geometries
Although in this paper we will work exclusively with the flat theory described by (2.18), it
is instructive to consider the generalizations to which we will turn our attention in future
publications. One might expect that η0, ω0, H0 can be replaced by more general structures.
In fact, it is a simple extension of the above construction to include a curved back-
ground in the Polyakov action
SP (X) =
1
4pi
∫
(Gµν(X)∗dXµ ∧ dXµ +Bµν(X)dXµ ∧ dXµ) . (2.19)
We can recast this action in the first order form by introducing dual Gˆ and Bˆ fields by
[Gˆ+ Bˆ] ≡ [(G+B)−1] or equivalently
Gˆ−1 = G−BG−1B, Gˆ−1Bˆ = −BG−1. (2.20)
The first order dimensionless action reads
Sˆ =
1
2pi
∫ (
1
λε
Pµ ∧ dXµ + 1
2ε2
(Gˆµν ∗ Pµ ∧ Pν + BˆµνPµ ∧ Pν)
)
. (2.21)
Following the same procedure as above, we obtain
Sˆ =
1
2pi
∫
d2σ
(
1
λε
∂σY ∂τX − 1
2ε2
∂σY [G
−1]∂σY +
1
λε
∂σY [G
−1B]∂σX − 1
2λ2
∂σX[G−BG−1B]∂σX
)
.
(2.22)
11See also [48].
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As before, by introducing the dimensionless coordinates XA ≡ (Xµ/λ, Yµ/ε), we write the
action as
Sˆ =
1
4pi
∫
Σ
d2σ
(
∂τXA(η0AB + ω0AB)∂σXB − ∂σXAHAB∂σXB
)
, (2.23)
where now
η0AB =
(
0 δ
δ−1 0
)
, HAB ≡
(
[G−BG−1B] [BG−1]
−[G−1B] [G−1]
)
, ω0AB =
(
0 δ
−δ 0
)
. (2.24)
Let us finally remark that the general metric H can be obtained from the trivial one H0
by an O(d, d) transformation: H = OTH0O, where
OT =
(
1 B
0 1
)(
eT 0
0 e−1
)
(2.25)
is an O(d, d) matrix and e is the frame field corresponding to G = eThe.
Thus, the usual string theory in curved backgrounds corresponds to making the Q-
metric H dynamical (but not the P-metric η or the symplectic structure ω). Let us discuss
further generalizations. Suppose that we first generalize η0, ω0, H0 to general structures
η, ω,H . Furthermore, given the existence of ω and H, there is a natural way to understand
this geometrical structure (ω,H) from the point of view of quantum mechanics. If one
takes the point of view of geometric quantization [49, 50], the construction of the Hilbert
space associated with a phase space (P, ω) requires the introduction of a complex structure
I compatible with ω. Such a complex structure defines the notion of coherent states as
holomorphic functionals and equips the phase space with a quantum-metric via the relation
HI = ω [3]. This structure is, in effect, what Born suggested to be part of quantum gravity
in the 1930’s [21]. In the string case if the B field vanishes H is related to ω via a complex
structure. This is no longer true if B does not vanish. We can still define the map I ≡ H−1ω
in this case, but the Q-metric H and the symplectic structure are no longer compatible.
However, the Born proposal is not enough. As we have pointed out in [3], in the
metastring theory we must take η to be dynamical as well. As we have seen above, it is η
that governs the splitting of phase space into space and momentum space. In particular,
one can think of space-time as a Lagrangian submanifold, that is a manifold of maximal
dimension on which the symplectic structure vanishes. Analogously, momentum space is
just another Lagrangian submanifold L˜ in this description, which is transverse to the space-
time Lagrangian submanifold. Thus we end up with a bilagrangian structure on P. That
is a decomposition of P into two transverse Lagrangian manifolds: TP = TL ⊕ T L¯ and
TL ∩ T L˜ = {0}. What is remarkable is the fact that a bilagrangian structure is uniquely
characterized by a polarization metric η. This metric is characterised by the fact that
L = ker(η + ω) and L˜ = ker(η − ω). In other words, the geometrical notion of η is to
provide a bilagrangian decomposition of phase space. The neutral metric η that seems like
a purely stringy metric is in fact a very natural object from the point of view of phase space,
in that it labels its decomposition into space and momentum. In order to prove this, let us
introduce a structure K which is +1 on the vectors tangent to the space-time Lagrangian
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L and −1 on the momentum space Lagrangian L˜. This is a real structure which satisfies
K2 = 1. Since L and L˜ are Lagrangians K also satisfies an anti-compatibility condition
with ω: KTωK = −ω. These two properties in turn show that η = ωK is a neutral metric.
We have already emphasized the importance of the endomorphism J = η−1H, which
relates the two metrics. Its properties enforce the chirality of the σ-model. We thus suppose
that the geometry of P should be constrained by the property J2 = 1.
It is relative locality that suggests that both η and H be dynamical. In particular, in
canonical quantum theory H is a purely kinematical structure and η, which describes the
choice of polarization, can be modified by unitary dynamics. Conversely, in the context of
gravitational dynamics, η is a purely kinematical structure (because space-time provides
the preferred basis or polarization), while H, through its space-time part, can be made
dynamical. According to Born, when we introduce gravity into quantum theory we have to
make H into a truly dynamical quantity. When we introduce quantum theory into gravity,
we have to make the neutral metric η dynamical, and thus in the context of quantum
gravity, both H and η have to be dynamical.
The neutral metric η is, together with the generalized phase space metric H, indispens-
able for the definition of space-time as a maximally null subspace of η with the space-time
metric given by the restriction of the H metric to this η-null subspace [3].
The structure (ω, η,K) can also be described in terms of the two real structures J,K
and the map I. We can check that the relation between these maps is given by
JK = I. (2.26)
If, in addition, we assume that B vanishes we have that I is a complex structure and that
JK = −KJ . Phase space geometries that have I, J,K satisfying these conditions were
referred to as Born geometries in [3]. These possess para-quaternionic structure (because
I2 = −1, but J2 = 1 = K2 and they anticommute). Born geometry represents a natural
unification of quantum and space-time and phase space geometries, and it implies a new
view on the kinematical and dynamical structure of quantum gravity. This structure is
natural in a quantum particle theory. In string theory it is also natural to allow for a non
zero B-field, in which case I is no longer a complex structure.12
2.2 T-duality
The expression of T-duality in the Polyakov formulation of constant backgrounds appears
as the worldsheet symmetry
dXµ → ∗dXµ, (2.27)
12As a side comment, note also that in the mathematical literature the Born reciprocity idea has been at
the root of the invention of quantum groups. Indeed, quantum groups, originally designed by Drinfeld [51,
52] as doubles, are self-dual algebraic structures and the famous R-matrix is the kernel of the Fourier
transformation. Another independent invention of a subclass of quantum groups [53, 54], the bi-crossproduct
ones, directly stems from the algebraic implementation of the Born self-dualization idea, a principle at play
in 3d gravity [55]. Finally let us note that the canonical quantization of curved momentum space has also
been discussed in other contexts as well [56–60].
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which exchanges σ and τ in the conformal gauge. The phase space formulation on the other
hand breaks the symmetry between σ and τ . The T-duality symmetry does not appear as
a worldsheet symmetry, but instead appears as a target space symmetry. This manifest
transfer of the symmetry property from worldsheet to target is one of the main advantages
of this formulation. In order to see this let’s consider, given η0 and H, the chiral operator
J ≡ (η0)−1H. It can be written explicitly as
JAB =
(
−G−1B G−1
(G−BG−1B) BG−1
)
. (2.28)
What is remarkable about this operator is the fact that it is an O(d, d) transformation
leaving the P-metric invariant and that, as we have mentioned above, it is a chiral structure
which squares to the identity:
JT ηJ = η, J2 = 1. (2.29)
From its definition it can be seen that JTH = HJ = Hη−1H, so it also preserves H:
JTHJ = H. (2.30)
These properties imply that the map
X 7→ J(X), (2.31)
is a symmetry of the bulk action, and it expresses the T-duality symmetry.
Note however that J does not preserve ω0. When the B field vanishes it maps ω0 into
−ω0, while if the B-field is non-zero it rotates non-trivially the Lagrangian subspaces. An
explicit computation gives JTω0J = ω˜0 with
ω˜0 = −ω0 + 2
(
B(1− (BG−1)2 (BG−1)2
−(G−1B)2 G−1BG−1
)
. (2.32)
In the constant background case this breaking of T-duality appears only as a change of
the boundary conditions via the boundary term. Another way to express this is to notice
that when the B-field is non-zero, the momentum Lagrangian L˜ is no longer aligned with
the subspace L⊥ orthogonal to L with respect to H. Indeed, this space is simply given by
L⊥ = J(L) since H(L, J(L)) = η(L,L) = 0.
2.3 Usual string viewed from phase space
It is clear from the previous analysis that the formulation (2.23) begs for a natural general-
ization where X possesses arbitrary monodromy and where not only the constant Q-metric
H0 is promoted to an arbitrarily curved metric H, but also the P-metric and symplectic
structure are allowed to be dynamical. In the general case we promote (η0, H0, ω0) →
(η,H, ω) to be functions of X. Such a generalization aims to provide a string theory for-
mulation where T-duality is manifest even in the curved context [61]. The action is given
– 13 –
J
H
E
P
0
6
(
2
0
1
5
)
0
0
6
by the consequent generalization of (2.18) and we call such a generalization the metas-
tring. Double field theory, on the other hand, usually considers the effective field theory
based on the restricted structure (η0, H, ω0), where both the symplectic structure and the
P-metric are treated as background structures, while H is allowed to have a specific type
of X dependence.13
Before doing so, it is necessary to pause for a moment and understand what specific
conditions characterize the Polyakov string within the metastring. Let us start by listing
the necessary and sufficient conditions that the Tseytlin string has to satisfy in order to
be a Polyakov string in disguise. There are 5 conditions:
• J ≡ η−1H is an involution preserving η.
• η ± ω are maximally degenerate, i.e., of rank d.
• ω is a closed form.
• The fields Φ = (η,H, ω) only depend on the degenerate directions of η − ω; that is
(η − ω)ABηBC∂CΦ = 0. (2.33)
• The fields possess monodromy only in the degenerate direction of η − ω; that is
(η − ω)AB∆B = 0, (2.34)
where ∆A(τ) ≡ [XB(σ + 2pi, τ)− XB(σ, τ)] is the monodromy.
In the case where (η, ω) = (η0, ω0) are constant and given by (2.24), the matrix (η− ω)AB
projects to zero the energy-momentum vectors XA = (0, Yµ), that is, the vectors belong-
ing to the Lagrangian L˜. On the other hand (η0 − ω0)(η0)−1A B projects out the space-time
derivative ∂A = (∂X , 0). This means that the conditions (2.34) and (2.33) read respectively
Xµ(σ + 2pi, τ) = Xµ(σ, τ) and ∂YµΦ = 0. They imply that the fields depend on L while
monodromy is only in the momentum Lagrangian L˜. We will analyze what happens when
we relax these conditions.
The mildest condition to relax is the last, in which we allow monodromy in all di-
rections. In the case where all the fields are constant and extra monodromies are allowed
only in space-like directions, this corresponds to the torus compactification of the Polyakov
string. If monodromy is allowed in the time-like direction, the usual interpretation is in
terms of thermal solitons and gives rise (under Euclidean continuation) to the string free
energy, etc. [65, 66]. In a later section, we will carefully consider this generalization and
show that there is a consistent but non-trivial notion of closed string boundary conditions.
Next we can relax the condition (2.33) by allowing the fields themselves to depend on
all coordinates in P. This generalization is one of the most interesting and will need to be
dynamically constrained in order to give admissible backgrounds. In particular, it implies
13The fields are demanded to be projectable. A recent exception [15] considers a non-trivial ω while still
keeping a flat P-metric η0. Another notable exceptions are in the context of beta function calculations [62–
64].
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considering the new possibility where η is no longer a flat metric. This entails relaxing
the condition that the splitting between space-time and energy-momentum is universal.
That is, it relaxes the hypothesis of absolute locality and allows us to have a framework in
which locality is relative, or, in colloquial terms, a framework where each string can carry
a different space-time.
Another level of relaxation is to allow ω to not be closed. This would impede its
interpretation as a symplectic form in Born geometry. Although this generalization deserves
study, it is beyond the scope of our present discussion. As we will see [43, 61, 67] these
three levels of relaxation are admissible both at the classical and the quantum level.
The next level of generalization would be to consider a string where η ± ω is not
maximally degenerate. For instance, as we will see later, if η − ω is invertible, there is no
propagating open string. For simplicity, we will keep the condition of maximal degeneracy
for now. We have seen that in the Polyakov case the kernel of (η + ω) plays the role of
the space-time Lagrangian L. By keeping the property of maximal degeneracy, we keep
the concept of a preferred Lagrangian defined by the metastring fields. Moreover we will
see that the open metastring boundary naturally propagates inside L = ker(η + ω). If we
want to keep the compatibility condition between open and closed string in the sense that
the open string possesses half the closed string degree of freedom, we have to keep the
condition of maximal degeneracy.
Finally, we are also going to see in this work that it is inconsistent to relax the first
condition: we always need J to be a chiral structure if we want to keep the conformal
symmetry of the theory. In summary, the metastring action is given by
Sˆ =
1
4pi
∫
Σ
d2σ
(
∂τXA(ηAB + ωAB)∂σXB − ∂σXAHAB∂σXB
)
, (2.35)
where the fields Φ = (η,H, ω) which correspond respectively to a neutral P-metric, a Q-
metric and a 2-form, are all dynamical and depend on P. We demand however that η − ω
is maximally degenerate and that J ≡ η−1H is a chiral structure.
2.4 Global symmetries
We now comment on the global symmetries of the flat Tseytlin action (2.18). We still
assume in this section that η, H and ω are constant matrices. Let us first use the fact that
since η is a neutral metric, we can always choose a frame where it assumes the form given
in (2.24), that is η = eT η0e. As we have seen in (2.25) we can, in this frame, trivialize H by
an O(d, d) transformation. Without loss of generality we can therefore take for illustration
(η,H, ω) in the form (2.14).
2.4.1 Double Lorentz symmetry
The first global symmetry of the action is the double Lorentz group O(η,H), preserving
both η and H. That is, we define
O(η,H) ≡
{
Λ ∈ GL(2d)
∣∣∣ΛT ηΛ = η, ΛTHΛ = H} . (2.36)
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This group is isomorphic to O(1, d− 1)n so(1, d− 1)× Z2. The O(1, d− 1)n so(1, d− 1)
component is generated by matrices of the form
Λ =
(
Λ
√
δ + β2 Λβh−1
hΛβ hΛ
√
δ + β2h−1
)
, (2.37)
where Λ ∈ O(1, d− 1), ΛThΛ = h and β ∈ so(1, d− 1), i.e., hβ + βTh = 0. There are two
types of ‘boosts’ here. First, we have the usual ones Λ, that act in the usual way (X,Y )→
(ΛX, (ΛT )−1Y ) on space-time and energy-momentum space defined as Lagrangian sub-
spaces of ω. Secondly, the β boosts (X,Y ) → (
√
δ + β2X + βh−1Y, hβX +
√
δ + β2Y )
mix space-time and energy-momentum space in a non-trivial manner. This is the group of
symmetries of the metastring theory, the action being invariant under X→ ΛX. Thus the
group of Lorentz transformations is generalized to its double since its Lie algebra is locally
isomorphic to so(1, d−1)×so(1, d−1). This fact can be clearly seen if we look at the action
of this group on the chiral components 12(1± J)X of X. We find that it acts diagonally:
Λ(1± J) = (1± J)
(
ΛU±1 0
0 hΛU±1h−1
)
, (2.38)
where U±1 = (
√
1 + β2 ± βh) is a Lorentz transformation.
The Z2 component of the symmetry group is generated by J . This corresponds to the
exchange of two Lagrangian subspaces.
2.4.2 Discrete symmetries
The metastring possesses three distinct discrete symmetries.14 The first one that we have
already seen is the duality symmetry
D : X(σ, τ) 7→ JX(σ, τ). (2.39)
We also have the PT symmetry
PT : X(σ, τ) 7→ X(2pi − σ,−τ), (2.40)
and the time reversal symmetry
T : X(σ, τ) 7→ KX(σ,−τ), (2.41)
where K is a matrix such that K2 = 1 and it also satisfies KTHK = H and KT (η+ω)K =
−(η + ω). This K is given by
K = K0 =
(
δ 0
0 −δT
)
. (2.42)
It is interesting to note that this matrix anti-commutes with J
K2 = 1, J2 = 1, KJ + JK = 0. (2.43)
14There are also discrete elements of the double Lorentz group acting locally on Σ, such as the inversion
X→ −X, corresponding to Λ = −1, β = 0.
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This means that the combination of time reversal and duality symmetry is implemented
by the map
DT : X(σ, τ) 7→ IX(σ,−τ), (2.44)
where I ≡ JK is a complex structure which preserves H:
I2 = −1, ITHI = H. (2.45)
The I, J,K found here are those of the corresponding (trivial) Born geometry. Here we
have seen that they are involved in symmetries of the flat Tseytlin model that act on both
worldsheet and target space.
2.5 Time translation symmetry
Another important symmetry of the Tseytlin action is the time translation symmetry. We
consider the transformation, described in the local conformal frame
δfXA(τ, σ) ≡ fA(τ). (2.46)
This corresponds to a translation along a σ-independent vector field. In the case where
fA(τ) are constant, we are just describing a global translation of the flat target space. We
emphasize that there is a larger symmetry here under certain conditions on fA(τ). Indeed,
under such a τ -dependent transformation the action transforms by a boundary term
δfS =
1
4pi
∫ τo
τi
dτ ∆A(τ)(η − ω)AB f˙B(τ), (2.47)
where ∆(τ) = X(2pi, τ)−X(0, τ) is the monodromy. We see that this variation vanishes if f˙
belongs to the kernel of η−ω. It is important to note that this necessarily implies that f˙A is
null with respect to the P-metric η, f˙AηAB f˙
B = 0. In other words, f˙ belongs to the momen-
tum space Lagrangian L˜. We will analyze later the consequences of this extra symmetry.
2.6 Constraints
Let us now understand the nature of the Virasoro constraints in this formulation. In string
theory we integrate over all worldsheet metrics, that is we integrate over all conformal
structures and quotient by the action of 2d diffeomorphisms. This imposes Hamiltonian
and diffeomorphism constraints on the data. For now, we focus on a given cylinder, in
which the worldsheet metric is conformally equivalent to ds2 = −dτ2 + dσ2, coming back
to general worldsheets later. If we change the conformal frame infinitesimally, we have to
introduce a new time and space coordinate frame. A variation of the conformal structure
can be encoded in two functions α, β via
δds2 = 2α(dτ2 + dσ2) + 4βdτdσ. (2.48)
A new conformal frame is obtained by a redefinition of the local frame coordinates dσa →
dσa + δdσa with
δdτ = −αdτ − βdσ, δdσ = αdσ + βdτ. (2.49)
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The variation of the space and time derivatives due to this local change of frame is given by
δ∂τ = α∂τ + β∂σ, δ∂σ = −α∂σ − β∂τ . (2.50)
We can now determine the Hamiltonian and diffeomorphism constraints from the variations
H = δαS, Dˆ = δβS, which in local coordinates read
Hˆ ≡ ∂σXA∂σXBHAB (2.51)
Dˆ ≡ 1
2
(∂σXA∂σXB − ∂τXA∂τXB)ηAB + ∂τXA∂σXBHAB. (2.52)
Finally, it is also important to consider variations of the coordinate frames that do not
change the conformal structure. These are given by the Weyl and Lorentz transforma-
tions: δWdτ = λdτ , δWdσ = λdσ and δLdτ = ωdσ, δLdσ = ωdτ respectively. Demanding
invariance under these variations leads to the (classical) constraints
Wˆ ≡ 0
Lˆ ≡ 1
2
(∂σXA∂σXB + ∂τXA∂τXB)ηAB − ∂τXA∂σXBHAB. (2.53)
In order to see that these reduce on-shell to the usual Hamiltonian and diffeomorphism con-
straints of string theory, and that the Lorentz and Weyl constraints are trivially satisfied,
let us first write these constraints in a slightly different form. Consider the vectors
SA ≡ ∂τXA − (J∂σX)A, (2.54)
and rewrite all the constraints in terms of S and ∂σX. (In the following we denote by · the
contraction with the metric η.) The constraints are then
Wˆ = 0
Lˆ =
1
2
S·S+ 1
2
∂σX·(1− J2)∂σX. (2.55)
Note that in the flat case the constraint J2 = 1 is identically satisfied. In this case, the
Lorentz condition simply becomes Lˆ = 12S·S = 0. In the flat case the equation of motion
implies that ∂σS = 0. This means that S depends only on τ . The Lorentz condition means
that S(τ) belongs to a Lagrangian subspace L˜, that is a null subspace of the P-metric η.
Choosing ω such that L˜ is the kernel of η − ω, we can use the time symmetry described
earlier to fix the gauge where S = 0. This is the gauge in which we will now work. Notice
that this gauge choice, given J , fixes a relationship between chirality on the worldsheet
and J-chirality in the target space.
Also, in this language, the Hamiltonian and diffeomorphism constraints are given by:
Hˆ = ∂σX·J∂σX, D = ∂σX·∂σX, (2.56)
where we have denoted D = Dˆ + Lˆ. In terms of the phase space coordinates X = (X,Y ),
the constraints read Hˆ = (X ′2 + Y ′2), D = 2X ′ · Y ′. These reduce to the usual form
Hred = (X ′2 + X˙2), Dred = 2(X˙ ·X ′), (2.57)
once we impose the duality equations ∂τY = ∂σX, ∂σY = ∂τX.
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2.6.1 Energy momentum tensor
We would like to write the phase space action in a more covariant manner in order to
clarify the constraints. Indeed, so far we have heavily relied on the space-time splitting
which assumes a conformal frame on the worldsheet. We now introduce a fully covariant
formulation of metastring theory that does not assume a particular choice of coordinates
on the worldsheet.
In order to find a covariant formulation, we introduce the co-frame field
ea ≡ eaτdτ + eaσdσ, (2.58)
with a = 0, 1 and the corresponding frame fields which we denote as
∂a ≡ eτa∂τ + eσa∂σ. (2.59)
They are such that ∂a(e
b) = δa
b. Given these definitions the metric can be written as
ds2 = −e0 ⊗ e0 + e1 ⊗ e1. It is convenient to write everything in terms of a chiral frame:
e± ≡ e0± e1 and ∂± = 12(∂0± ∂1) in which the metric reads ds2 = −12e+⊗ e−− 12e−⊗ e+.
The Tseytlin action can be now written
S =
1
4pi
∫
det(e) [∂0X(η + ω)∂1X− ∂1XH∂1X] . (2.60)
This action is manifestly diffeomorphism and Weyl invariant, but not manifestly locally
Lorentz invariant.
We define the energy momentum tensor as T ab ≡ 2∂
α
b
det(e)
δS
δ∂αa
. We make this definition
rather than the usual one involving the variation with respect to the metric, because in the
absence of Lorentz symmetry, the stress current is not automatically symmetric. We then
find
T 00 = ∂1X·J∂1X, T 01 = ∂1X·∂1X, (2.61)
T 11 = −∂1X·J∂1X, T 10 = ∂0X·∂0X− 2∂0X·J∂1X . (2.62)
The generators of Weyl and Lorentz transformation act on the frame fields as:
W : (e+, e−) 7→ (eρe+, eρe−), (2.63)
L : (e+, e−) 7→ (e−θe+, eθe−), (2.64)
and the Tseytlin action transforms as δS =
∫
det(e)(δρ W + δθ L), where the Weyl and
Lorentz generators are given by W = 12(T
0
0 +T
1
1), L =
1
2(T10−T01). This gives explicitly:
W = 0, L =
1
2
S·S+ 1
2
∂1X·(1− J2)∂1X, (2.65)
where S = ∂0X− J(∂1X). The generators of conformal transformations are then given by
H = −(T00 + T11)/2 and D = −(T01 + T10)/2 and read as follows
H = ∂1X·J∂1X, D = ∂1X·∂1X− L, (2.66)
in agreement with our previous derivation.
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The new feature of this formulation is the fact that worldsheet Lorentz invariance is not
manifest; under an infinitesimal Lorentz transformation the action transforms as (assuming
J2 = 1)
δθS = θS·S, (2.67)
and the constraint S·S = 0 has to be imposed, in other words, S has to be null with respect
to the neutral metric. It is only after the imposition of this constraint, which implies S = 0
on-shell after use of the time symmetry, that we recover the usual Polyakov formulation
where this symmetry is satisfied on-shell for the flat background. As we will see the non
manifest Lorentz symmetry is akin to the non manifest Weyl invariance of the massive
deformations of Polyakov string. It is one of the most challenging but also one of the most
interesting and fruitful aspects of this new formulation. The deep quantum implications of
this fact will be explored in [43, 67]. See also [62, 64, 68].
2.6.2 Euclidean form and level matching
The description given here may look unfamiliar since it is intrinsically Lorentzian and refer
to a particular time slicing τ . As we will see in the next section the Lorentzian nature of the
metastring is one of its key features. That is, once the Lorentzian structure and the proper
time τ is given, it is possible to do a Wick rotation and write the previous expressions
in terms of Euclidean coordinates. We do this here for the reader’s convenience in order
to connect to the more usual notation. To do so, we switch to Euclidean worldsheet
coordinates σ → x1, τ → ix2, and z ≡ x1 + ix2. With this convention we can replace
∂τ → (∂z − ∂z¯) and ∂σ → (∂z + ∂z¯). In general, the frame field can be decomposed in
terms of a conformal factor φ and imaginary internal rotation parameter θ and a Beltrami
differential µ: e = eφ+iθ(dz + µ¯dz¯). We denote by (∂, ∂¯) the components of the inverse
frame field and its conjugate, which is explicitly given, in this parameterization, by ∂ ≡
ea∂a = e
−φ−iθ(∂z − µ∂z¯)/(1 − |µ|2). It is illuminating to write down the constraints in
terms of the Euclidean variables. The first quantity to consider is the equation of motion
S = 0. Since S = (1 − J)∂X − (1 + J)∂¯X this equation imposes a soldering between the
worldsheet chirality determined by the choice of holomorphic coordinates and the target
space chirality determined by J and it implies that
∂X =
1
2
(1 + J)∂σX, ∂¯X =
1
2
(1− J)∂σX. (2.68)
These equations relate the worldsheet notion of chirality (l.h.s.) with the target space
notion as eigenspaces of value ±1 of J . Note that the r.h.s. does not contain reference to
the worldsheet chiral structure. This is the essential soldering phenomenon happening in
the metastring that allows us to promote the worldsheet notion of T-duality ∂X→ ∂X and
∂¯X→ −∂¯X to a linear target space operation ∂σX→ J(∂σX) and this will eventually allow
us to promote T-duality to a symmetry valid in general backgrounds.
Once we assume the chiral soldering to be in place, we can easily write the constraints
in the usual form
L+ ≡ 1
2
(H +D)=ˆ∂X · ∂X, L− ≡ 1
2
(H −D)=ˆ− ∂¯X · ∂¯X, (2.69)
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where =ˆ is the equality once we impose the chiral soldering. It is also interesting to express
the action in chiral coordinates
S ≡ − 1
2pi
∫
d2z
[
∂XA(H − ω)AB ∂¯XB + 1
2
∂XA(H − η)AB∂XB + 1
2
∂¯XA(H + η)AB ∂¯XB
]
.
(2.70)
3 Lorentzian worldsheets
In the rest of the paper, we will focus on the Tseytlin action (2.18) for flat backgrounds,
that is backgrounds for which, η, ω and H are all constant. We have seen that the Tseytlin
action is not Lorentz invariant; one expects that the full quantum theory is nevertheless
Lorentz invariant, certainly at least for the flat background. Nevertheless, one should be
concerned in this context with the veracity of the usual Euclidean continuation, and thus
we are motivated to revisit the construction of the moduli space of Lorentzian worldsheets.
This, of course, is an old problem even in the context of the usual string [69]; it was initially
studied within light-cone string theory [70–72], but the program was never satisfactorily
completed [73–85]. Although naively the formalism seems non-covariant, we will establish
that with some minor modifications it is in fact covariant and modular invariant, and that
it can be applied to arbitrary conformal field theories. A feature of the Lorentzian formula-
tions is the fact that the string splitting-joining interaction which is associated with spatial
topology change, is singular. One may worry that this may lead to the loss of finiteness.
On the contrary this singular point acts as an anchor for the insertion of the dilation which
provides the natural weight for these singularities. Such singular points are an integral part
of the Lorentzian worldsheet construction and they act as a string interaction vertices. Fi-
nally, we will just touch on the fact that this Lorentzian formulation suggests a new and
simpler version of string field theory in which there is only one type of vertex to all orders.
These subjects are however beyond the scope of the present paper.
In this section we will investigate an explicit construction for decomposing general
Lorentzian worldsheets (of genus g and n boundaries) into a collection of strips, each of
which can be coordinatized by locally flat coordinates. This construction is possible due to
a simple but powerful result of Giddings and Wolpert [27] (also derived by Krichever and
Novikov [28, 29]). Recently, some combinatoric aspects have been investigated in [86]. The
decomposition of the worldsheet Σg,n gives rise, as we will describe below, to a Nakamura
graph N , such that Σg,n\N is connected and simply connected. Such graphs correspond
to a cell decomposition of the moduli space of Riemann surfaces, Mg,n; points in a given
cell parameterize distinct Riemann surfaces with the same Nakamura graph, and these
parameters are encoded in an Abelian differential that we refer to as the Giddings-Wolpert
one-form. This one-form possesses simple poles, one for each boundary (interpreted as
incoming or outgoing states), and zeroes, one for each singular interaction point. In a later
section, we will begin a study of how to sew strips back together to form closed worldsheets;
the principal tool that we employ in this sewing procedure is the continuity of symplectic
flux across any cut in a surface.
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Figure 1. A typical Lorentzian worldsheet, this with n− = 2, n+ = 4 and g = 2. 2g + n − 2 = 8
critical points are present, which are marked by a cross.
3.1 Giddings-Wolpert-Krichever-Novikov (GWKN) theorem
In order to formulate the Tseytlin action we introduced local coordinates on the worldsheet
and, in particular, distinguished between σ and τ . The worldsheet Σ is equipped with a
causal structure: that is, we assume that there exists a time function τ : Σ→ R such that τ
is a Morse function and such that15 ∂Σ = ∂Σ− ∪ ∂Σ+ where ∂Σ± = τ−1(±∞). We denote
by xi ∈ Σ, i = 1, · · · , ` the critical points of Σ and by C = {x1, · · · , x`} the critical set.
Σ\C is equipped locally with a flat Lorentzian metric ds2 = −dτ2 + dσ2. Two flat metrics
related by a global conformal transformation are considered equivalent. This constitutes a
causal structure.
Note that τ has only a finite number of non-degenerate16 critical points xi ∈ Σ, i =
1, · · · , ` at which dτ = 0. The corresponding critical values are τi = τ(xi). For all t ∈
R\{τ1, · · · , τ`}, we have τ−1(t) = S1×· · ·×S1, the product of k copies of S1; k is constant
within each interval t ∈ (τi, τi+1). Here τi are the interaction times at which the circles join
or split and xi are the interaction points. A version of the Riemann-Hurwitz theorem shows
that the number of critical points ` is bounded by 2g + n− 2, where g denotes the surface
genus and n the total number of external circles. This simply states that in the generic case,
adding a handle adds two interaction points and adding an external circle adds one. The
moduli space of Riemann surface Σ(g,n) is of complex dimension 3g−3+n; this space admits
a cellular decomposition which respects the interaction data, and the cells of maximal
dimensions all have the maximal number of interaction points ` = 2g + n− 2, [30, 86].
In the following we denote by n± the number of components of ∂Σ±. Obviously we have
that n+ +n− = n. To each of these, we associate a real number rα, α = 1, . . . , n such that
15This assumption focuses the discussion on closed strings. We will comment on open string observables
in the appendix to this paper.
16Points at which dτ = 0 and for which the Hessian is non-degenerate.
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∑
α rα = 0; the rα may be thought of as corresponding to the oriented lengths of each circle.
These parameters are associated with the specification of a local coordinate system around
each external states, but decouple on-shell. (Note that in light-cone gauge, these becomes
related to P+,α, but an association with specifics of a CFT is not required in general —
we can make any choice. For example, a simple democratic choice is to take rα = 2pin+
for all in-circles and rα = −2pin− for each out-circle.) A remarkable theorem developed
independently by Giddings-Wolpert [27] and by Krichever-Novikov [28, 29] states that given
a complex structure on Σ and given a splitting of the boundary into n− in-boundaries and
n+ out-boundaries we can assign a unique causal structure (τ, σ). Vice-versa, there exists
a unique Riemann surface with a given causal structure. What is remarkable about this
theorem is the fact that it means once we have fixed an in-out splitting of the boundaries,
the map from Riemann surface to causal structure is modular invariant. This means that
a given locally flat splitting of space and time amounts to a choice of a complex structure
on a corresponding Riemann surface and this complex structure is uniquely determined.
More precisely, the Giddings-Wolpert-Krichever-Novikov (GWKN) result is stated as
follows: first, given a causal structure we construct on Σ an Abelian differential given by
e = dτ + idσ outside the critical points. The imaginary periods of e around the in- or
out- circles are identified with rα; they are thus the residues of the poles corresponding
to each in- or out- state. What is less obvious but nevertheless true, is that the Abelian
differential necessarily has imaginary periods along any closed curve on Σ. The GWKN
theorem is the expression that the reverse statement is true: given a complex structure on
Σ there exists a unique Abelian differential e which possesses only imaginary periods and
which is such that the periods around the in-circles (resp. out-circles) are all equal to rα.
Given such an Abelian differential we can construct a time function by dτ = Re(e). This
equation is integrable since e possesses only imaginary periods. We also construct a locally
Lorentzian structure by ds2 = −Re(e)2 + Im(e)2. In other words, the GWKN differential
defines a locally flat complex frame e = e0 + ie1. In summary, these results imply that
we can consider the chiral phase space action (2.18) and preserve modular invariance. In
particular, the slicing of the worldsheet that we have described is actually invariant under
large diffeomorphisms. This is in distinction to the usual slicing along Torelli cuts (cycles
(ai, bi)) of Riemann surfaces, in which modular transformations act non-trivially on the
slicing and thus invariance under the modular group becomes non-trivial. This then is a
significant advantage of the Nakamura formulation.
Using the GWKN differential e associated with a complex structure on Σ we can
construct locally flat coordinates dz = e. These coordinates are related to the Lorentzian
flat coordinates by replacing σ → x1, τ → ix2, and z ≡ x1 + ix2. With this convention we
can replace ∂τ → (∂z − ∂z¯) ∂σ → (∂z + ∂z¯). The Tseytlin action can be written, as shown
previously, in a Wick rotated form as in eq. (2.70).
3.2 The scattering differentials
Our next and central point is that in order to demand that the action is well-defined on
Σ, we have to impose that ∂τX and ∂σX are single-valued on Σ, i.e., periodic. But as we
have already emphasized, this does not mean that X is a periodic function. The proper
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mathematical implementation of this idea is that instead of parametrizing the action by a
set of coordinates XA on P, we need to parametrize it by a closed one form δA = δAσ dσ +
δAτ dτ valued in TP, dδA = 0. Such a form possesses monodromies ; for each cycle γ, we have
PAγ =
(J∆γ)
A
2pi
=
∮
γ
δA, (3.1)
where we define
∮
= 12pi
∫ 2pi
0 . Since δ
A is closed, the monodromy depends only on the homol-
ogy of γ. In particular this means that if the string goes through an interaction point and
splits, then the monodromy before the splitting is the sum of the monodromies after, ∆γ12 =
∆γ1 +∆γ2 . This means that the set of monodromies should form a lattice. We denote by Λ
the lattice formed by rescaled monodromies ∆/2pi. The normalization appears for future
convenience. In other words, if ∆/2pi,∆′/2pi ∈ Λ, then m∆/2pi+n∆′/2pi ∈ Λ for n,m ∈ Z.
From this point of view the Polyakov theory in a large space-time corresponds to a
lattice that is continuous in half the directions and of infinite lattice spacing in the others.
This can be related to a particular limit17 λ→∞, ε→ 0 (holding ~ fixed). Later we will
refer to this as a sort of classical limit.
In the following we denote the space of closed one-forms with monodromies in the
lattice Λ by C1Λ(Σ). It will be convenient to additionally fix the value of the external
monodromies. If Σ possess external points i, the external monodromies are ∆Ai /2pi =∮
i δ
A ∈ Λ. By construction we have that ∑i ∆i = 0. The space of such closed differentials
is denoted C1Λ(Σ,∆i). This means that the Tseytlin action on a generic surface depends on
the monodromies ∆i/2pi ∈ Λ and that the flat Tseytlin action on a generic surface should
be written as
S∆i ≡
1
4pi
∫
Σ
d2σ
(
(ηAB + ωAB)δ
A
τ δ
B
σ −HABδAσ δBσ
)
, (3.2)
where δA is a closed form with fixed monodromy δA ∈ C1Λ(Σ,∆i).
3.3 Nakamura strips
It will be convenient in the following to write the action in a more familiar manner in terms
of coordinates XA. Locally the one-form can be written as δA = dXA and the coordinate
XA is recovered as
XA(p) =
∫ p
p0
δA, (3.3)
where p0 is a reference point in Σ. Since δ
A have monodromies, XA is multivalued on Σ.
In order to define X we therefore need to refer to a simply connected domain DΣ whose
closure covers Σ. Such a domain is obtained by cutting open Σ along a graph N where
DΣ = Σ\N . One usually chooses the Torelli graph consisting of a homology basis (ai, bi)
with i ∈ {1, · · · , g}. Such a choice is simple but inconvenient since it breaks the explicit
modular invariance of the theory. The question is therefore whether or not there exists a
cutting graph which preserves modular invariance. Remarkably the answer is yes!
17See eqs. (2.2), (2.5), (2.13). ∆A = (δµ/λ, 2pipµ/ε) = (2pin
µ, 2pimµ), where n
µ,mµ ∈ Z label monodromy
lattice points. In the limit λ → ∞, ε → 0, we have δ → ∞ and p → 0. This should be interpreted as
corresponding to a continuous space-time with coordinates Xµ.
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Figure 2. Typical causal structure at an interaction point with two past and two future light
cones. The shaded regions are timelike and the future and past light cones alternate. At a regular
point, of course, there is a single light cone with forward-directed time-like curves.
Such graphs were first proposed by Nakamura [30] and we will call them Nakamura
graphs. In fact, they provide a covering of the moduli space, in which each Nakamura graph
corresponds to an open cell in moduli space. This is more economical than the usual Penner
decomposition [87]. The idea for these graphs is very natural: we have seen that the GWKN
theorem establishes an isomorphism between the moduli space of complex structures of a
Riemann surface with in-out splitting and the moduli space of causal structures. The causal
structure possesses interaction points xi which are the critical points of the time function.
We take these interaction points as vertices of the Nakamura graph N . From these vertices
we draw the curves that are purely real trajectories of the GWKN differential. That is, we
draw trajectories along which Im(e) = 0, where e is the GWKN differential.
These real trajectories can end only at other interaction points or at the boundary of
Σ. Therefore they provide the edges of the Nakamura graph of Σ. These edges are time
oriented and it can be checked that at the interaction points an incoming edge (coming
from the past) always alternates with an outgoing (or future directed) one. In summary,
the Nakamura graph of Σ consists of internal vertices which are the interaction points,
external vertices which are associated with the external circles and edges which are the
real trajectories of the GWKN differential. A detailed study of this structure is given
in [86]. By construction this graph is uniquely determined from the complex structure
of the Riemann surface and the edges of this graph are purely timelike. Away from the
interaction points, the causal structure is the usual one where each point has one past and
one future light cone. At the interaction points the causal structure is modified; we can have
now several future light cones (equal to the number of past light cones). Figure 2 displays
the causal neighborhood of a typical interaction point. Such an interaction point is obtained
(see figure 3(a)) by considering future directed time-like curves in the neighborhood of a
pants fixture; thus the interaction points are associated with the topology change of spatial
sections involved in the string splitting-joining interaction. The interaction points coincide
with the critical points of the Morse function τ , the vertices of the Nakamura graph and
the zeroes of the GWKN differential. In the gauge for the worldsheet metric that we are
using, the worldsheet curvature is singular there. Thus in general σ-model backgrounds,
dilaton degrees of freedom couple to the worldsheet at these interaction points, and thus
it is through the interaction points that the string coupling will enter the theory.
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Using this graph, we can define the domain Σ\N . This domain is non-connected but
each connected component is simply connected. Let’s denote each connected component
by Si so that Σ\N = ∪iInt(Si). In each domain Si we can choose a base point zi and use
the GWKN differential e to construct flat coordinates dτ + idσ ≡ ∫ zzi e. The τ function is
well-defined inside each Si since the critical points of τ are by definition the vertices of N
and are therefore in the boundary of a domain. The causal structure is also well-defined
inside the strip and near the boundary. One boundary of the strip includes only future
oriented edges while the other only past oriented edges.
Since the boundary of each domain Si is a real trajectory the value of σ is fixed on
the boundary. This shows that Si is isometric to a strip S = [σ
−
i , σ
+
i ] × R where R is the
time interval and the strip size is ∆σi = σ
+
i − σ−i =
∫
γSi
Im(e), where the integral is along
any curve that goes from one boundary of the strip to the other. There are constraints on
the sets of admissible strip widths ∆σi, appropriate to a given value of rα, once the strips
are sewn together. We can also assign the interaction time differences τj ≡
∫ xj
x0
Re(e),
where xj are the interaction points and x1 is the first interaction point. The collection of
strip widths and interaction times (∆σi, τj) modulo the normalization conditions for each
external leg represents the set of moduli parameters. The number of parameters is therefore
the number of strips plus the number of interaction points minus the number of boundary
circles. It can be checked that for the top-dimensional cell, this is exactly 6g− 6 + 2n, the
dimension of moduli space. This leads to a very simple representation of the integral over
the moduli space as first a sum over all Nakamura graphs and then an integral over the
strip parameters (see [86]). We note in passing that the top dimensional cells are special in
that they have no edges linking internal vertices. It seems likely that this structure would
have an important impact on a string field theory formulated in this way.
We now assume that a point in the moduli space and a corresponding Nakamura
graph associated with Σ has been chosen. As we just have seen, this amounts to a flat strip
decomposition of Σ. The boundary of each strip can be decomposed as ∂S = ∂S+ ∪ ∂S−,
where ∂S+ consists of edges e+ oriented from the past to the future and ∂S− consists of
edges e− oriented from the future to the past. The simplest example of this construction
is shown in figure 3.
Given the strip decomposition we can now construct a set of coordinates XAi for each
strip Si by first choosing a set of base points xi ∈ Si and then defining
XAi (x) ≡
∫ x
xi
ηA, for x ∈ S, (3.4)
so that ηA(x) = dXAi (x) for x ∈ Si. An edge e of N belongs to two strips e ⊂ ∂Si+∩∂Si′−
and we denote by e+ (resp. e−) a point approaching e from ∂Si (resp. ∂Si′). Accordingly,
we can compute the “discontinuities” across e to be
∆Ae = XAi (e+)− XAi′ (e−) =
∫ xi
xi′
ηA, (3.5)
where the integral is along a path that crosses ∂Si+ ∩ ∂Si′− only once along e. The sets of
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(a) (b) (c)
Figure 3. The Nakamura graph for the pants diagram is drawn on the surface in (a), and displayed
in (b). The corresponding domain Σ\N , consisting of two strips, is shown in (c). The interaction
point is marked by a cross in (a) and (c) and by an open circle in (b).
discontinuities ∆e determine the monodromies via
∆γ =
∑
e∩γ 6=∅
(±∆e). (3.6)
The sign depends on whether the frame (γ, e) at each intersection point agrees with the
orientation of Σ or not.
4 Canonical analysis of the metastring
The Nakamura decomposition of a Lorentzian worldsheet allows for a complete study of
generic quantum amplitudes, broken up into a series of strip geometries. In this section, we
will consider one important piece of this construction, in which we focus on a cylindrical
worldsheet geometry, cut open along σ = 0, 2pi. We thus are considering a single strip
S. What we intend to show is that there is a suitable notion of ‘closed string boundary
conditions,’ even though monodromies are present.18 We construct this in a general sym-
plectic formulation; the basic notion of the closed string boundary condition will be that
the symplectic flux across the cut should be continuous, and in fact independent of where
we make the cut.
As described earlier, the worldsheet action takes the form
S =
1
4pi
∫ τi
τo
dτ
∫ 2pi
0
dσ
[
∂τXA(ηAB + ωAB)∂σXB − ∂σXAHAB∂σXB
]
, (4.1)
18Specifically, we mean here that the usual notion of the closed string boundary condition, X(σ + 2pi) =
X(σ), must be replaced by a more general notion in the presence of monodromy. It is perhaps surprising
that such a more general notion exists. The use of careful symplectic methods here ensures that we have
consistent canonical evolution and consistent boundary conditions.
– 27 –
J
H
E
P
0
6
(
2
0
1
5
)
0
0
6
where we have restricted to S, coordinatized by τ ∈ [τi, τ0], σ ∈ [0, 2pi). The fields X are
assumed to be quasi-periodic X(τ, σ+ 2pi) = X(τ, σ) + ∆(τ), with ∂σ∆ = 0. Note that this
implies that ∂σX(τ, σ) is itself periodic. When we derived this action above, we were careful
to not make use of integration by parts, or in other words discard any terms associated with
the cut. If we had done so, then we could have, for example, eliminated the ω-term in the
action, as it is a total derivative (for constant ω). Indeed, our generalization is to include
monodromies, and naively this would seem to imply that the mappings of the worldsheet
into the target space correspond to ‘torn’ worldsheet embeddings. We now demonstrate
that this is in fact not the case, despite appearances. To see this, we will carefully study
the symplectic structure of the theory, and we will see that when the appropriate notion of
closed string boundary conditions are implemented, ω does not appear in the symplectic
structure. We take this as an indication that even though monodromy is present, the
string embeddings should be regarded as closed. In this construction, the monodromy will
appear as the discontinuity across the cut surface; the closed string boundary condition is
the requirement that this cut be invisible, or that the choice we make for its position is
immaterial. Ultimately then, we will find that the modes of the string are characterized by
periodic chiral oscillator modes, and by a set of zero modes. The monodromy appears in
the zero mode sector, and will be canonically conjugate to the center of mass of the string
(in phase space).
4.1 Solutions
The bulk variation of the action is given by
∫
dτdσ δX ·∂σS. It imposes the equation of
motion
∂σS = ∂σ(∂τ − J∂σ)X = 0. (4.2)
In order to analyze this equation on the strip geometry, we introduce the center of mass
coordinate x and the monodromy ∆:∮
dσ X(τ, σ) = x(τ),
∮
dσ ∂σX(τ, σ) =
∆(τ)
2pi
, (4.3)
where
∮ ≡ 12pi ∫ 2pi0 . The equation of motion implies that
S(τ) =
∮
S(τ) = ∂τx− J∆
2pi
. (4.4)
Moreover, by integrating (4.2) and using the periodicity of ∂σX we get that
0 =
∮
∂σS =
∂τ∆
2pi
. (4.5)
Therefore ∆ is time-independent, a result that follows from the equations of motion. This
is the manifestation, in these local coordinates, that the general definition of monodromy,
eq. (3.1), depends only on the homology class of γ.
It will be convenient for us to introduce the coordinates
x¯(τ) ≡
∫ τ
0
dτ S(τ), (4.6)
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so that we can write the time-dependence of the center of mass position as
x(τ) = xc +
J∆
2pi
τ + x¯(τ). (4.7)
Here xc is time-independent. This decomposition is useful since we will see that x¯(τ) is a
gauge parameter, it can be fixed to any value without affecting the symplectic structure.
From (4.4), we see that the general solution to the equation of motion can be written
X(τ, σ) = xc +
J∆
2pi
τ +
∆
2pi
σ +Q(τ, σ) + x¯(τ), (4.8)
where Q is chiral: (∂τ − J∂σ)Q(τ, σ) = 0 and periodic under σ → σ + 2pi. Consequently,
we can Fourier expand
Q(τ, σ) =
∑
n∈Z∗
Q+n e−in(τ+σ) −
∑
n∈Z∗
Q−n e−in(τ−σ) (4.9)
≡ Q+(τ + σ)−Q−(τ − σ). (4.10)
where Q± are the analogues of the left- and right-movers in the usual string. They are
distinguished in this chiral formulation according to their chirality:
JQ+ = +Q+, JQ− = −Q−. (4.11)
4.2 Symplectic structure
In order to construct the symplectic potential and the symplectic form we focus on vari-
ations of the action that preserve the equation of motion ∂σS = 0. Here we follow the
method of [88, 89]; see also [90] and [91, 92]. One introduces the notion of a differential
on field space denoted as δ, this differential satisfies the Leibnitz rule and squares to zero,
i.e. δ2 = 0. It also acts on the space of solutions of the Lagrangian system, infinitesi-
mally mapping solutions to solutions and it is such that the product of field differentials
anti-commute. The on-shell variation of the action is a pure boundary term given by:
δS=ˆ
1
2
[∮
dσ δX(η + ω)∂σX
]τo
τi
+
1
4pi
∫ τo
τi
dτ
[
δX (2ηS− (η + ω)∂τX)
]∣∣∣2pi
0
. (4.12)
By =ˆ, we mean that the equality is on-shell.
From this, we can extract the symplectic 1-form by writing
δS =
∫
∂M
∗θ[δX]. (4.13)
The symplectic potential current θ is determined only up to the addition of a total deriva-
tive 12pidα. In general this choice is associated with a choice of boundary condition. Care
must be taken to select α appropriately. As we will see, demanding that the metastring is a
closed string will determine the appropriate choice of α, such that the resulting symplectic
structure is time-independent. Such a choice corresponds to the specification of boundary
conditions, in particular, across the cut.
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In the case at hand, the boundary has four components, ∂M = Σo∪Σi∪R0∪R2pi (with
R0,2pi ≡ {σ = 0, 2pi}), each of which contributes terms to δS. What we need to identify is
a form in the bulk whose pull-back to the boundary reproduces (4.12). By inspection, we
have
∗ θ = 1
4pi
(
−δX(η + ω)dX+ 2δX·Sˆ− dα
)
, (4.14)
where we have defined the form Sˆ ≡ S dτ and X ·Y = XAηABYB. In component form,
(∗θ)a = abθb, where θb is the symplectic current and στ = −τσ = 1, we can write this as
abθ
b[δX] =
1
4pi
(−δX(η + ω)∂aX+ 2taδX·S− ∂aα) , (4.15)
where ta = (tσ, tτ ) ≡ (0, 1) is the one form tangential to the the timelike boundary com-
ponents, R0,2pi.
The symplectic 2-form current ωa = δθa is given by
abω
b =
1
4pi
(δX(η + ω)∂aδX− 2taδX·δS− ∂aδα) (4.16)
=
1
4pi
(
δX·∂aδX+ 1
2
∂a(δXωδX)− 2taδX·δS− ∂aδα
)
. (4.17)
Note the central property that the symplectic 2-form (4.16) is conserved on-shell
∇aωa = 1
4pi
ab∂aδX·∂bδX+ 1
2pi
∂σ(δX·δS) = 1
2pi
δX·δ(∂σS) =ˆ 0. (4.18)
Now let us look at the conservation of symplectic flux. Since d ∗ ω = 0, we have
0 =
∫
∂M
∗ω = −
∫ τo
τi
dτ ωσ
∣∣∣2pi
0
−
∫ 2pi
0
dσ ωτ
∣∣∣τo
τi
. (4.19)
The second term represents the difference of the symplectic structures between final and
initial times at initial and final times, while the first term is the net symplectic flux through
the spatial boundary. Indeed, we define Ω(τ) ≡ ∫ 2pi0 dσ ωτ to be the symplectic structure.
The symplectic flux across the cut is defined by Φe ≡ −
∫ τo
τi
dτ ωσ|2pi0 , and the conservation
equation reads
Ω(τo)− Ω(τi) = Φe. (4.20)
It is this net flux that must vanish in order for the symplectic structure to be time in-
dependent. Interestingly, we can accomplish this on-shell by an appropriate choice of the
ambiguity α. Denoting αe ≡ α(2pi)− α(0), we see that the ambiguity α in the symplectic
structure corresponds to the subtraction of a term
∫ 2pi
0 ∂σδα = δαe to Ω. We can now
evaluate the symplectic flux across the cut. Remarkably, using that ∂τδ∆ = 0, we obtain
that ωσ|2pi0 is a total time derivative, therefore the symplectic flux is given by
Φe =
1
4pi
[
1
2
δ∆(η + ω)(δX0 + δX2pi)− 2δ∆·δx¯− δαe
]τo
τi
, (4.21)
where we have used evaluation (4.4): [δX·δS]|2pi0 = δ∆ · ∂τδx¯. Thus, we are led to take
δαe =
1
2
δ∆(η + ω)(δX0 + δX2pi)− 2δ∆·δx¯. (4.22)
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From this expression we can extract a proposal for the potential α:
α ≡ 1
2
X(η + ω)(δX0 + δX2pi)− 2X·δx¯, (4.23)
to which we can add any closed expression δφ and any periodic one-form. These ambiguities
in the choice of α do not affect the choice of symplectic structure which is only characterized
by δαe. The symplectic structure is then
Ω =
∫
dσ ωτ =
1
2
∮
dσ δX·∂σδX+ 1
4
∮
dσ ∂σ
(
δXωδX
)− 1
2
∮
∂σα (4.24)
=
1
2
∮
dσ δX·∂σδX+ 1
8pi
δ∆ω(δX0 + δX2pi)− 1
4pi
δαe (4.25)
=
1
2
∮
dσ δX·∂σδX− 1
4pi
δ∆·δX0 + 1
2pi
δ∆·δx¯. (4.26)
Making use of the general solution given above, this can be rewritten as
Ω =
1
2pi
δxc ·δ∆ + 1
2
∮
dσ δQ·∂σδQ. (4.27)
Here we have used that (∮
δX− δx¯
)
·δ∆ = δxc ·δ∆. (4.28)
Thus the symplectic geometry is coordinatized by the periodic chiral oscillator modes Q,
and a zero mode sector {xc,∆}. This expression is remarkably simple and natural. First, let
us notice that the reference to the end points of the strips has disappeared. The symplectic
structure is independent of the choice of the cut; it depends only on the cylinder topology,
as it should. We also clearly see that the 2-form ω does not enter the definition of the
string symplectic form. It only depends on the neutral metric η. This is consistent with
the interpretation that despite the cut the string is closed since the term proportional to
ω is a closed form.
Finally, we see that x¯ is a gauge parameter: any change of S = ∂τ x¯ leaves the symplectic
structure unchanged since Ω(δS, ·) = 0. This follows from the fact that the theory is
invariant under the partially-local time shift symmetry, X(τ, σ) 7→ X(τ, σ) + f(τ), that we
discussed in section 2.5. In order to have an invertible symplectic structure we need to fix
this symmetry. It is natural to choose
S = 0. (4.29)
In this gauge the symplectic structure can be written in terms of X as
Ω =
1
2
∮
dσ δX·∂σδX− 1
4pi
δ∆·δX0. (4.30)
In this form the symplectic structure is reminiscent of the one used by Bowick and Rajeev
on the loop space associated with the open string [93, 94]. The addition of the boundary
term can be seen to be necessary in order to make the full expression independent of the
position σ0 = 0 of the cut. In this gauge we also have that the general solution is given by
X(τ, σ) = xc +
J∆
2pi
τ +
∆
2pi
σ +Q(τ, σ). (4.31)
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Note that due to the equations of motion, P ≡ (J∆)/2pi is the velocity of the center of
mass of the strip. Indeed
∂τx
A
c =
∮
dσ ∂τXA(σ) =
∮
dσ ∂σ(JX)A =
(J∆)A
2pi
. (4.32)
This is a striking property of the metastring: its velocity is proportional to its extension.
This is reminiscent of the dyonic condition appearing in non-commutative field theories [95,
96] where the Fourier transform of a Wilson line at momentum k is gauge invariant, if the
length of the line is related to its momentum via ` = θk, where θ measures the non-
commutativity of coordinates.
From the expression of the symplectic form, we deduce the Poisson bracket19{
xAc ,∆
B
}
= 2piηAB,
{
QA(σ),QB(σ′)
}
= 2piηAB(σ − σ′), (4.35)
where  is an antisymmetric and periodic function
(σ) ≡ 1
2pii
∑
n 6=0
1
n
einσ, (4.36)
which satisfies ∂σ(σ) = δ(σ) − 12pi where δ(σ) is the periodic Dirac distribution. In other
words,  is the inverse of ∂σ on the space of 2pi-periodic functions that have a vanishing aver-
age. We can see that θ(σ) ≡ σ+2pi(σ) is the staircase distribution, which is characterized
by its normalization: θ(σ) = pi for σ ∈]0, 2pi[, quasi-periodicity: θ(σ + 2npi) = θ(σ) + 2pin
for n ∈ Z and skew-symmetry, θ(−σ) = −θ(σ). The staircase distribution enters the equal
time commutators of the coordinates{
XA(σ),XB(σ′)
}
= ηABθ(σ − σ′). (4.37)
The commutation relation can be equivalently written in terms of the mode expansion
Q(σ) =
∑
n∈Z∗
(Q+n e−inσ −Q−n einσ). (4.38)
This commutator involves the projectors on the chiral components:{
Q+An ,Q+Bm
}
= i
δn,−m
2n
(H + η)AB,
{
Q−An ,Q−Bm
}
= i
δn,−m
2n
(H − η)AB, (4.39)
while the commutators
{
Q+n ,Q−m
}
vanish.
19The correspondence between Poisson bracket and symplectic form from the fact that a Hamiltonian H
determines a vector field XH via
{
H, ·
}
= XH . The relation with the symplectic structure Ω is given by
IXHΩ(XF ) = ω(XH , XF ) = −
{
H,F
}
, (4.33)
where IX denotes the interior product. Since XF (δH) =
{
F,H
}
this correspondence can also be written as
IXHΩ = Ω(XH , ·) = δH ⇔
{
H, ·
}
= XH . (4.34)
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4.2.1 Shift invariance
In the previous section we have seen that in order to be conserved, the symplectic struc-
ture has to include boundary term variations which promote some of the boundary data
associated with the cut to dynamical degrees of freedom. The net effect is to compensate
all symplectic flux going through the cut showing that the cut is in fact irrelevant and
the string closed. This suggests that instead of choosing α we could already include some
boundary terms directly in the action. This is what we now present. The way to see that
a boundary term is needed in the action is to leave the position σ0 of the cut arbitrary.
That is we consider
ST =
1
4pi
∫ τi
τo
dτ
∫ σ0+2pi
σ0
dσ
[
∂τX(η + ω)∂σX− ∂σXH∂σX
]
− s(σ0). (4.40)
The first term is the bulk action we have already considered while s is a boundary action.
We can choose this boundary term by demanding the total action ST to be independent
of σ0 and invariant under change of orientation σ → 2pi− σ. These conditions are satisfied
by choosing
s(σ0) =
1
8pi
∫ τo
τi
dτ ∂τ∆(η + ω) (Xσ0 + Xσ0+2pi) . (4.41)
Since the total action is independent of σ0 we can fix it to be σ0 = 0. Combining the
variation of the bulk action (4.12) with the variation of s, we obtain after simplification
that
δST =
1
2
[∮
dσ δX(η+ω)∂σX
]τo
τi
− 1
8pi
[δ∆(η+ω)(X0+X2pi)]τoτi +
1
2pi
∫ τo
τi
dτ δXηS
∣∣∣2pi
0
(4.42)
− 1
4pi
∫ τi
τo
dτ
(
δ (X0 + X2pi) η∂τ∆ + 2
∮
dσ δXη∂σS
)
, (4.43)
this being valid off-shell. If we now impose the equation of motion ∂σS = 0, ∂τ∆ = 0 and
introduce the coordinate x¯ =
∫ τ
0 dτ S as before, the on-shell variation of the total action
becomes simply δST =ˆΘ(τo)−Θ(τi) where the symplectic potential is given by
Θ =
1
2
∮
dσ (δX(η + ω)∂σX)− 1
8pi
δ∆(η + ω)(X0 + X2pi) +
1
2pi
δ∆ηx¯. (4.44)
By taking its variation we recover the symplectic potential Ω = δΘ constructed in the
previous section. The conclusions reached previously are unchanged and this should not
come as a surprise since the additional boundary action s vanishes on-shell. The advantages
of this formulation are twofold. First, we have that both the action and the symplectic
potential are independent of the position of the cut from the outset. Moreover, one sees
that the symplectic flux along the cut vanishes without the need to add an extra boundary
contribution.
4.2.2 Time symmetry
Recall that the metastring action possesses a time-translation symmetry
δfXA(τ, σ) ≡ fA(τ). (4.45)
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This corresponds to a translation along a σ-independent vector field. Under such a trans-
formation, the action transforms by a boundary term
δfS =
1
4pi
∫ τo
τi
dτ f˙(τ)(η + ω)∆. (4.46)
This term vanishes when (η − ω)f = 0 and thus (4.45) is a symmetry.
In order to compute the Noether current associated with the time translation symmetry
we subtract this previous variation to the on-shell variation, that is
δfS − δˆfS =
∫
∂Σ
Jf , (4.47)
where δˆfS =
∫ ∗θ[δX = f ], which can be evaluated using (4.12). Since the translation
parameter is time-dependent, it is clear that the time component of the current vanishes.
Overall, we find that
Jτf = 0, J
σ
f =
1
2pi
(f ·S). (4.48)
The vector S is therefore the space component of the Noether current. The equation of
motion ∂σS = 0 can therefore be understood as the conservation of the Noether current
associated with time translation. Under a time translation symmetry we have that
δfS = ∂τf, (4.49)
which implies that we can always fix a gauge where S = 0. This gauge leaves open the
possibility to have constant translations, with ∂τf = 0.
4.3 Constraint algebra
We can now demonstrate that the constraint algebra is consistent with the symplectic
structure. What we will see is that the constraints that we discussed previously are given
correctly by Hamiltonian vector fields.20 In the derivation of this result, the full form of
the symplectic structure (4.27) will be required. We start with the diffeomorphisms
δNXA = N∂σXA, δN˜X
A = N˜∂τXA, (4.51)
where N, N˜ are 2pi-periodic functions. The first transformation corresponds to the space
reparameterization while the second to time reparameterization. These vector fields are
Hamiltonian:
IδNΩ = δ
(
1
2
∮
N∂σXAηAB∂σXB
)
≡ δDN , (4.52)
IδN˜Ω = δ
(
1
2
∮
N˜∂σXAHAB∂σXB
)
≡ δHN˜ (4.53)
20The correspondence between Hamiltonian vector fields XH and Hamiltonians is taken to be
IXHΩ = Ω(XH , ·) = δH ⇔ {H, ·} = XH . (4.50)
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and Iδ denotes the interior product, (IδΩ)(δ
′) = Ω(δ, δ′). For example, starting from (4.30)
we find
Ω(δNX, δX) =
1
2
∮
dσ (δNX·∂σδX− δX·∂σδNX)− 1
4pi
δN∆·δX0 + 1
4pi
δ∆·δNX0 (4.54)
=
1
2
∮
dσ (N∂σX·∂σδX− δX·∂σ(N∂σX)) + 1
4pi
δ∆·N0∂σX0 (4.55)
=
1
2
∮
dσ (2N∂σX·∂σδX− ∂σ(δX·N∂σX)) + 1
4pi
δ∆·N0∂σX0 (4.56)
=
1
2
∮
dσ δ (N∂σX·∂σX) = δDN . (4.57)
We have used here the result that δN∆ = 0 and the periodicity of N and ∂σX. Similarly,
Ω(δN˜X, δX) =
1
2
∮
dσ
(
N˜∂τX·∂σδX− δX·∂σ(N˜∂τX)
)
+
1
4pi
δ∆·N˜0∂τX0 (4.58)
=
1
2
∮
dσ
(
2N˜∂σX·∂τδX− ∂σ(δX·N˜∂τX)
)
+
1
4pi
δ∆·N˜0∂τX0 (4.59)
=
1
2
∮
dσ δ
(
N˜∂σX·J∂σX
)
= δHN˜ , (4.60)
where in the last line we used the gauge condition S = 0.
This confirms the interpretation of H and D as the canonical generators of local
time and space reparameterizations. The Poisson algebra of constraints is isomorphic to
Diff(S1)×Diff(S1) where the Virasoro generators are L±N ≡ (HN ±DN )/2. The (classical)
algebra is {
L±N , L
±
N ′
}
= L±(N∂σN ′−N ′∂σN),
{
L+N , L
−
N ′
}
= 0. (4.61)
4.4 General strips
In the previous section we have constructed the symplectic structure for the cylinder pos-
sessing one cut. Given a more general surface and the corresponding Nakamura decompo-
sition into a collection of flat strips, it is necessary to describe how these are to be glued
back together. When two time-like edges are glued together, we require that the symplec-
tic fluxes across each cut match. The closed string boundary condition that we discussed
carefully above is then just a special case of this more general assertion. Here we will just
sketch some elements of this description since the full analysis deserves a separate study.
The dynamics for a general metastring is simply given by a sum of Tseytlin actions
for each strip
S =
1
4pi
∑
i
∫
Si
dτdσ
[
∂τXAi (ηAB + ωAB)∂σXBi − ∂σXAi HAB∂σXBi
]
. (4.62)
The sum is over the Nakamura flat strips and XAi =
∫ σ
σi
ηA, is the coordinate defined in (3.4).
Let us recall that for the moment we restrict our analysis to the case where (η, ω,H) are
all constant and that each cut e belongs to two strips Se− and Se+ . The continuity of the
action demands that across a cut located at σe we have that ∂σXe−(σe) = ∂σXe+(σe). The
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discontinuities in the choice of coordinates are encoded into the edge monodromies which
encode the translation involved with the change of coordinates Xe− → Xe+
∆e ≡ Xe+(σ)− Xe−(σ) =
∫ σe+
σe−
η. (4.63)
The bulk variation of the action inside each strip implies the bulk equations of motion
∂σSi = 0, SiA ≡ ηAB∂τXBi −HAB∂σXBi . (4.64)
From these equations and the discontinuity condition we conclude that
∂τ∆e = Se+ − Se− . (4.65)
Let us first assume that there are no interaction points in the developments of the strips.
And in order to not clutter the derivation we look at variations that vanish on the initial
and final time slices, that is δX(τi, σ) = δX(τo, σ) = 0. These variations do not enter the
derivation of the equations of motion. We find that the variation consists of bulk and
boundary contributions and that the boundary contributions can be written in terms of
the discontinuities (4.63), (4.65)
δS =
1
4pi
∑
e
∫
dτ
(
δ∆Ae
[
2ηSe+ − (η + ω)∂τXe+(σe)
]
A
+ δXAe−(σe)[(η − ω)∂τ∆e]A
)
.
Demanding that this variation vanishes imposes an additional boundary equation of motion:
(η − ω)∂τ∆e = 0, 2ηSe+ = (η + ω)∂τXe+ . (4.66)
The first equation is an integrability condition for the second.
This derivation is valid as long as τ belongs to a range where there are no interaction
points. Around an interaction point τ = τi, the discontinuities ∆i are not arbitrary. In
order to write this condition let’s introduce for every vertex the quantity
∆Av =
∑
e|te=v
∆Ae −
∑
e|se=v
∆Ae . (4.67)
The sum is over all the edges that meet at the vertex v, se is the source vertex of the edge e
and te its target. From the definition of the discontinuities, it can be checked that ∆v = 0,
so the total discontinuity is preserved across an interaction vertex. This generalizes the
conservation of momenta. This follows from integrating η around a small loop that encloses
the interaction vertex and demanding that there are no residues. Note that the discussion
of string interactions outlined here is schematic and needs to be developed further, in
particular with the inclusion of the dilaton interaction.
5 Metastring quantum amplitudes
In the present paper we are discussing mostly classical aspects of this theory. However,
it is instructive to inject here some structural comments about the quantum theory. The
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quantum amplitude associated with Σ is a functional that depends on n− in-configurations
that we will denote xi and n+ out-configurations xo, where x(σ) =
∫ σ
0 dσδ
A
σ for each
boundary circle. It is then defined as
AΣ(xi,xo) ≡
∑
j=i,o ∆j=0∑
∆i,o/2pi∈Λ
∫
CΣ
Dmτ
∫
C1Λ(Σ,∆i,o)
[Dδ]eiS∆(δ). (5.1)
Here the sum is over all the external monodromies ∆i,o in Λ. The first integral is over
the moduli space of causal structures which is the Lorentzian analog of the moduli space
of complex structures, as follows from the GWKN theorem. The last integration is over
all closed one-forms with prescribed external holonomies and all internal holonomies in Λ.
This prescription is our generalization of the Polyakov prescription for string amplitudes;
it defines what we mean by the quantum metastring theory. We will study in detail this
formal prescription in future publications [43, 61, 67].
There are however two interesting things about this amplitude that we wish to em-
phasize here. The first is that AΣ(xi,xo) is necessarily a function periodic with respect to
translations along the lattice Λ
AΣ(xi + ∆i,xo + ∆o) = AΣ(xi,xo), ∀∆i/2pi,∆o/2pi ∈ Λ. (5.2)
Indeed, from its definition we know that xi(σ + 2pi) = xi(σ) + ∆i; since the amplitude
involves a sum over all external monodromies, it is invariant under this shift. The second
one is that the form of the lattice Λ is restricted by the demand of worldsheet diffeomor-
phism invariance. As we have already mentioned in the introduction, and as we will review
in more detail later, the demand that the coupling of the 2-dimensional causal structure
to the metastring is invariant under worldsheet diffeomorphisms leads to two constraints,
the Hamiltonian and diffeomorphism constraints. As we have seen these can be expressed
simply at the classical level as
H = δAσHABδ
B
σ = 0, D = δ
A
σ ηABδ
B
σ = 0. (5.3)
It is convenient to use the convention where indices are raised and lowered with the P-metric
and the pairing is denoted X ·Y = XAηABYB. At the quantum level these constraints in
the flat background imply that for a state labelled by (P,N+, N−)
1
2
P ·P = N− −N+, 1
2
P ·JP = 2−N+ −N−, (5.4)
Where N± ∈ N are positive integers which correspond respectively to the number of left-
and right-moving oscillator excitations. We have introduced the momenta
P ≡ 1
2pi
J∆. (5.5)
We also introduce the projected momenta PA± ≡ 12(H ± η)ABPB, so we can write the sum
and difference of the constraints as
P 2± = 2(1−N±). (5.6)
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The metrics 12(H±η) are of signature (−1, 125; 026) and (026;−1, 125) respectively. We can
see that imposing the Hamiltonian and diffeomorphism constraint conditions forces the
lattice Λ to be integral and even with respect to these two metrics. Indeed if P1, P2 ∈ Λ
then P1 + P2 ∈ Λ and
P1± ·P2± = 1
2
(P1± + P2±)2 − 1
2
P 21± −
1
2
P 22± ∈ Z. (5.7)
This means that P = (P+, P−) belongs to the dual lattice Λ∗. The usual argument21
of modular invariance requires this lattice to be also self-dual [97, 98]. There exists two
fundamental and remarkable results in lattice theory [99]: first, self-dual integral Lorentzian
lattices of signature 1, d + 1 exist only when d ≡ 0 mod(8) and second, when they exist
they are unique modulo Lorentz transformation. Therefore the space of momenta of the
metastring is given by the unique integral even self-dual Lorentzian lattice
Λd = II1,d+1 × II1,d+1. (5.8)
By the no-ghost theorem [100], it is only when d = 0, 8, 16, 24 that the space of states
of the metastring is equipped with a positive scalar product. These are therefore the
dimensions restricted by the Virasoro symmetry, modular invariance and unitarity. We
can also demand criticality (Weyl invariance), that is d = 24. In this case then, the (flat)
metastring is unique. Note then that from this point of view, the usual Polyakov string in 26
flat dimensions is obtained by a certain limit that we referred to as classical in footnote 17.
We therefore conclude that at criticality the metastring spectrum is characterized by
the Lorentzian lattice Λ24 = II1,25× II1,25. What is important here is that this self-dual lat-
tice involves monodromies in all directions, spacelike and timelike. The possibility of having
compactifications in all directions has already been pursued in the literature [31, 101–104]
but never promoted to a fundamental perspective. In the context of the metastring, it
appears that we indeed have a fundamental setting, but this requires a re-interpretation.
Usually one interprets the lattice to mean that there is a (Lorentzian) toroidal compactifi-
cation of space-time. At least naively, this interpretation would inevitably lead to problems
with causality, etc. Instead, we interpret the lattice Λ24 to be the unique metastring back-
ground, involving monodromies in all directions.22
Usual string backgrounds are recovered by taking particular limits on the allowed sets of
monodromies. For instance to recover the Polyakov flat backgrounds from the metastring,
we first parametrize (P+, P−) ∈ Λ24 and take a limit in which (P+ +P−) (P+−P−). In
this large quantum number limit the spectrum of P ≡ (P++P−) becomes continuous, while
the Fourier transform of the fields becomes independent of (P+ −P−). The fields becomes
independent of the dual coordinates and we recover a space-time description. This suggests
that what is usually considered a decompactification limit is really a classical limit of the
21Whereas the Nakamura construction discussed previously ensures manifest modular invariance of the
moduli space parameterization, there is still a condition on the CFT coming from the modular invariance
of the CFT torus partition function.
22Again we emphasize that this applies to the flat σ-model. Curving the construction will be considered
elsewhere.
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fundamental background Λ24. One of the remarkable features of Λ24 is that it is universal,
it possesses no moduli! The diversity of classical backgrounds appears here as the diversity
of classical limits that can be taken from a quantum theory, and moduli appear generically
in any of these classical limits. This point of view will be further developed in [43]. This
formulation is clearly a generalization of the definition of S-matrix, the quantum amplitude
reverts to an S-matrix in any of these classical limits.23 We will come back to these points
in the last section.
6 Classical observables and the stringy Poisson bracket
We now present the construction of a complete set of physical observables, that is ob-
servables that commute with the constraints. We also analyze their Poisson brackets and
we find that these observables form an algebra which is a generalization of the Courant
algebra, with additional multi-string terms. This shows that the observables can also be
interpreted as the generators of the background symmetries. We discuss under what condi-
tions these additional contributions vanish at the classical and the quantum level. In fact,
these conditions of mutual locality are radically different at the classical and the quantum
level. At the classical level they define space-time as a Lagrangian submanifold. At the
quantum level this notion is quantized into a fundamental lattice.
Gauge invariant observables are defined to be functionals O(X) that commute with
L±N . Gauge transformations are defined to be δ
±
N ≡ {L±N , ·}. We denote X± = 12(J ± 1)X
and ∆± = 12(J ± 1)∆. From now on we work in the gauge where S = 0, and in this
gauge the results of section 4.1 show that on-shell we have X± = X±(τ ± σ). The chiral
diffeomorphism acts on X± as
δ±NX
± = N∂σX±, δ±NX
∓ = 0, (6.1)
where N is a periodic function. The first consequence of this transformation is that the
monodromies are gauge-invariant observables:
δ±N∆ = 0. (6.2)
Thus any function of ∆ is an observable.
The second consequence is that there can be no local observables; all observables
must be integrated. This follows from the exponentiation of the conformal transformations
TN,N˜ ≡ exp δ+N exp δ−N˜ which leads to a finite conformal transformation
TN,N˜
[
X+(σ)
]
= X+(FN (σ)), TN,N˜
[
X−(σ)
]
= X−(FN˜ (σ)), (6.3)
where FN is a solution of the so-called Julia equation [105, 106]
N(σ)∂σFN (σ) = N(FN (σ)). (6.4)
23Note that in a continuum limit of the lattice in which the ∆’s become continuous P ’s, this condition
becomes just a space-time functional, which presumably reduces to the usual S-matrix element.
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The integrated observables are functionals O(X+,X−) that are labelled by the number of
strings they are supported onto. The transformations (6.1) generate the group Diff(S1)×
Diff(S1) acting on such functionals. It is clear that the simplest observable invariant under
Diff(S1)×Diff(S1) is the integral on S1 of the one-form
ξ(X) ≡ ξ+A(X+)dX+A + ξ−A(X−)dX−A, (6.5)
where ξ±A(X
±) are functionals which depends only on X+ or X−. This is a one-form on
phase space P that we call the stringy gauge field. Consider the integral of the pullback of
this form on S1:
〈ξ±〉(X) ≡
∮
dσ ξ±A(X
±)(σ)∂σX±A, (6.6)
where
∮ ≡ 12pi ∫ 2pi0 as usual. We can easily check that under the gauge transformations (6.1),
we have
δ±N 〈ξ±〉 = N0
[
ξ±A(X
±(0) + ∆±)− ξ±A(X±(0))
]
∂σX±A(0), (6.7)
where N0 ≡ N(0) = N(2pi) and we have rewritten ξ±A(X±)(2pi) as ξ±A(X±(0) + ∆±). There-
fore, in order to have invariance under all gauge transformations, and not just the ones for
which N0 = 0 = N2pi, we have to impose in addition the periodicity condition
ξ(X+ ∆) = ξ(X), ∆ ∈ Λ, (6.8)
where Λ denotes the lattice of admissible monodromies. We also see that the gauge trans-
formation
ξ 7→ ξ + dΦ, (6.9)
where Φ is a periodic function, leaves the string observable 〈ξ±〉 unchanged. The set of
observables that are supported on one string is therefore in one-to-one correspondence with
the set of periodic abelian gauge fields on P, modulo gauge transformations. When ξA is
a constant, the integral simply becomes 〈ξ±〉 = ξA∆±A/2pi, and we recover that ∆ is an
observable.
It is convenient to expand the gauge fields in Fourier modes so that the observables
〈ξ±〉 can be written 〈ξ±〉 = ∑P∈Λ∗ ξ±A(P )V ±AP in terms of vertex operators
V AP±(X) ≡
∮
dσ eiP±·X
±
∂σX±A. (6.10)
The periodicity condition (6.8) means that P± ·∆± ∈ 2piZ, which implies that
PA(H ± η)ABPB∆ ∈ Z, (6.11)
where P∆ =
1
2piJ∆ is associated with the monodromy introduced in (5.5). Although we are
at the classical level we see that these conditions resemble the ones seen in section 5, that
followed from the implementation, at the quantum level, of the Hamiltonian and diffeomor-
phism constraints. In fact they imply that P ∈ Λ∗, i.e., P belongs to the dual lattice. If one
imposes that the lattice is self-dual, these integrality conditions imply that we can choose
the momentum P appearing in the expression of the vertex operators to also be in Λ.
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The operators that we have just constructed generate the algebra of classical observ-
ables. There are two operations we can perform in order to obtain multi-loop observables:
we can either take products of single loop observables or we can take Poisson commutators
of them. At the quantum level, these two operations are fused since the commutator is
obtained by the difference of two products, but at the classical level they are not.
Let’s consider first the product of two gauge field vertex operators. Depending on
whether we multiply two gauge field operator of the same or opposite chirality we get
three different types of higher order vertex operators. For instance, we can consider the
non-chiral observable
V ABP (X) ≡ V AP+V BP−(X). (6.12)
This can be written in a suggestive manner as
V ABP (X) ≡
1
4
∮ ∮
eiP ·H·X(τ,σ)eiP ·η·X(τ,σ)[(∂τ + ∂σ)XA][(∂τ − ∂σ)XB]dσ+dσ−, (6.13)
where σ± = σ ± τ .
6.1 Poisson bracket of observables
It turns out that unlike what happens in the Polyakov string, the set of integral observables
just constructed is not closed under the canonical Poisson bracket. This is a new feature of
the metastring: as we will see, the bracket of two single loop observables generates multi-
loop observables that cannot be simply written as a product of single loop observables.
The main reason for this novelty is that, unlike the Polyakov string, the coordinates of the
metastring at equal time do not commute. The bracket between two coordinates is given by
{XA(σ),XB(σ′)} = ηABθ(σ, σ′) (6.14)
where θ(σ, σ′) is the staircase distribution. It is antisymmetric and quasi-periodic θ(σ +
2pi, σ′) = θ(σ, σ′) + 2pi. Given this Poisson bracket we can construct higher order observ-
ables of the form {〈ξ±〉, 〈ξ′±〉}, while the other brackets {〈ξ+〉, 〈ξ′−〉} vanish. Let us first
recall that this bracket is expected to also be a gauge invariant observable due to the
validity of the Jacobi identity. It follows from:
{L±N , {〈ξ±〉, 〈ξ′±〉}} = {{L±N , 〈ξ±〉}, 〈ξ′±〉}+ {〈ξ±〉, {LN , 〈ξ′±〉}}. (6.15)
The r.h.s. is expected to vanish since we have that {L±N , 〈ξ±〉} = 0 and we therefore expect
{〈ξ±〉, 〈ξ′±〉} to be an observable. We’ll see shortly that there is a very interesting flaw in
this argument.
Before doing so, let us generalize the set of observables we consider to a larger set: the
set of diffeomorphism invariant observables, that commute with the diffeomorphism con-
straints D = L+−L− but not necessarily with the Hamiltonian constraints H = L+ +L−.
These observables are encoded into a general gauge field ξ(σ) = ξA∂σXA = ξ+A(X)∂σX
+A +
ξ−A(X)∂σX
−A, which does not necessarily satisfy the chirality constraints ∂−Aξ
+
B = ∂
+
Aξ
−
B = 0.
That is, ξ+A is a function of both X
+ and X− in general. We also introduce the shorthand
notation 〈ξ〉 = ∮ ξ(σ)dσ. Given two observables 〈ξ〉, 〈ξ′〉, their bracket is:
{〈ξ〉, 〈ξ′〉} = 〈[ξ, ξ′]〉 − 〈ξA∂σξ′A〉+ 〈〈∂Aξ ◦ ∂Aξ′〉〉. (6.16)
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We refer to this as the stringy Poisson bracket, because it does not preserve the number of
loops. It is written as a sum of three terms that we now analyze.
The first term in the stringy Poisson bracket is essentially the Lie bracket:
〈[ξ, ξ′]〉 ≡ 〈[ξ, ξ′]A∂σXA〉. (6.17)
Given a one-form ξA we can use the P-metric to convert it to a vector field ξ
A = ηABξB.
The bracket [ξ, ξ′]A is then the Lie bracket on vector fields once we use this duality:
[ξ, ξ′]CηCB = ξA∂Aξ
′B − ξ′A∂AξB. (6.18)
This term shows that the local observable 〈ξ〉 generates phase space diffeomorphisms on
the space of zero modes. More precisely ξ± generates diffeomorphisms along the chiral
subspace of T ∗P.
The second term in the stringy Poisson bracket is reminiscent of a central extension,
〈ξA∂σξ′A〉 =
∮
dσ ηABξ
A(σ)∂σξ
′B(σ). (6.19)
The antisymmetry follows after integration by parts. It appears naturally in the construc-
tion of a central extension of the loop diffeomorphism group ξ(σ)→ (ξ(σ), c) with centrally
extended bracket
[(ξ(σ), c), (ξ′(σ), c′)] = ([ξ, ξ′](σ), 〈ξA∂σξ′A〉). (6.20)
The last term is another stringy correction to the bracket of diffeomorphisms that
introduces multi-string observables explicitly given by
〈〈∂Aξ ◦ ∂Aξ′〉〉 =
∮ ∮
dσdσ′ ηAB[∂Aξ(σ)θ(σ − σ′)∂Bξ′(σ′)], (6.21)
where we use the shorthand notation ∂Aξ(σ) ≡ ∂AξB(X)∂σXB. This term is specific to the
metastring, and this is one of its remarkable features. A possible interpretation for this is
that the first quantization of the metastring already contains the composition of loops, and
thus in some sense is automatically second quantized! It is a fascinating question to wonder
to what extent the appearance of this term is related to the introduction of the string
coupling gstr. In this work we will focus on the consequences of this extra contribution.
Let us first remark that this term can be made to vanish by demanding that the
functions ξ± depend only on a subset L of phase space P which is null with respect to η.
That is L ⊂ P is such that if V,W are two vectors in the tangent space TL ⊂ TP then
η(V,W ) = 0. Because of this property L can be thought of as a Lagrangian submanifold.24
A typical example is when ξ depends only on Xµ of X = (Xµ, Yµ). Denoting ∂µ ≡ ∂Xµ
and ∂˜µ ≡ ∂Yµ we have that
∂Aξ∂Aξ
′ = ∂µξ∂˜µξ′ + ∂˜µξ∂µξ′, (6.22)
24Here we are abusing language since TL is an integrable null subspace of TP with respect to η of maximal
dimension, while a Lagrangian submanifold is a null subspace with respect to a symplectic form ω. In the
case that η + ω is of maximal dimension as we discussed we can choose L to be null with respect to both.
Keeping this caveat in mind we will refer to L as a Lagrangian in the following.
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which clearly vanishes when no fields depend on Y . This case amounts to restricting the
section of TP to be a section of TL ≡ TL⊕T ∗L where L represents the space-time manifold.
The key point here is that “space-time” is viewed as a Lagrangian. In the following, fields
that satisfy the condition (6.22) are said to be projectable along L or L-projectable. L-
projectable fields are given by products of functions on L and sections of TL.
In fact, demanding that this sort of non-locality always vanishes is essentially equiva-
lent to demanding the usual space-time description of canonical string theory. We therefore
witness that once we restrict the observables to be projectable, hence purely local with re-
spect to a fixed space-time, the blurring between first- and second-quantization disappears.
It is important to note that the projectability condition is a mathematical implemen-
tation of what we referred to as absolute locality in the introduction. That is, there is a
preferred space-time L, here viewed as a Lagrangian manifold, the common support of all
fields. In that respect it is interesting to note that the condition of absolute locality follows
from the demand of worldsheet locality of observables. The deep relationship between the
worldsheet notion of locality and the space-time notion of absolute locality is one of the key
and deeply surprising features of string theory. It is important to appreciate that this con-
nection between worldsheet locality and target space absolute locality, has been established
only at the classical level. It is therefore natural to wonder what generalization of locality
the quantum metastring provides. This will be the subject of the following sections.
6.2 C-bracket, associativity and generalized diffeomorphism
In the previous discussion we have identified the observables as being generated by a pro-
jectable one-form 〈ξ〉 where ξ is the chiral one-form defined in (6.5). What we emphasize
here is the fact that this collection of observables can be understood as generating the
background gauge symmetries and that these symmetries contain diffeomorphism symme-
try. Moreover we show that the Poisson bracket of these observables is identified to be the
C-bracket introduced in the physics literature by Siegel [5, 6].
Let us first consider the Poisson bracket of 〈ξ〉 with a projectable tensor
HAB∂σXA∂σXB. This computation defines a transformation of the projectable field
HAB → LξHAB which is interpretable as a generalization of the diffeomorphism trans-
formation:
{〈ξ〉, HAB∂σXa∂σXB(σ)} = (LξHAB) ∂σXa∂σXB(σ), (6.23)
where Lξ denotes a generalization of the Lie derivative [8] associated with the projectable
form ξ ∈ TL. It is given by
LξHAB ≡ ξC∂CHAB + FACHCB + FBCHAC , (6.24)
where FAB ≡ ∂AξB−∂BξA is the curvature of the stringy gauge field ξ. This transformation
has been shown to be a symmetry of the effective action of string theory [5–14] when
the background fields are all projectable. Here this transformation naturally arises as a
canonical transformation associated with the simplest gauge invariant observables: the
integral of the stringy gauge field.
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The Jacobi identity for the Poisson structure implies that when applied to projectable
fields the commutator of the generalized Lie transform is itself a generalized Lie transfor-
mation:
[Lξ,Lξ′ ]Φ = L[[ξ,ξ′]]Φ, (6.25)
when Φ is projectable. Here we have defined a bracket [[ξ, ξ′]] acting on pairs of projectable
gauge fields. This bracket is defined to be such that
{〈ξ〉, 〈ξ′〉} = 〈[[ξ, ξ′]]B∂σXB〉 ≡ 〈[[ξ, ξ′]]〉, (6.26)
for projectable ξ, ξ′. Note that it may sound awkward to associate a Lie derivative to form
fields. But this is not surprising since the P-metric η provides an isomorphism between
forms and vector fields, given by AA = ηABAB, so the generalized Lie derivative and
bracket can also be viewed as being labelled or acting on vector fields. By evaluating the
commutator explicitly we find that the bracket is given by:
[[ξ, ξ′]]B ≡ ξA∂Aξ′B − ξ′A∂AξB − 1
2
(
ξA∂Bξ
′
A − ξ′A∂BξA
)
. (6.27)
We recognize here the C-bracket introduced in the physics literature by Siegel [5, 6] and
further developed by Hull and Zwiebach [9] to describe the symmetry algebra of the effective
geometry of strings (see also [107–110]). This bracket is a generalization of the Courant
bracket first introduced by Courant [111] and further developed by Weinstein, et al. [112]
to unify the pre-symplectic and Poisson geometries (see [113] for a review). What is
remarkable here is that this elaborate structure appears simply as the Poisson bracket of
classical observables.
It is obvious that the C-bracket differs from the Lie bracket, which appears in the first
two terms. What is less obvious is that this bracket does not satisfy the Jacobi identity if
we do not restrict the fields to be projectable. The reason for this can be understood as
follows: we have seen that the stringy Poisson bracket of two observables decomposes into
the sum of single string terms plus a double string term
{〈ξ〉, 〈ξ′〉} = {〈ξ〉, 〈ξ′〉}1 + 1
2
〈〈∂Aξ ◦ ∂Aξ′〉〉. (6.28)
The single string contribution is given by the integral of the C-bracket:
{〈ξ〉, 〈ξ′〉}1 = 〈[[ξ, ξ′]]B∂σXB〉 ≡ 〈[[ξ, ξ′]]〉, (6.29)
while the double string contribution vanishes iff the fields are projectable. From this point
of view the C-bracket arises as a truncation of a bracket that satisfies the Jacobi identity
J(ξ, ξ′, ξ′′) ≡ {{〈ξ〉, 〈ξ′〉}, 〈ξ′′〉}+ cycl. = 0, (6.30)
where cycl. denotes cyclic permutations of (ξ, ξ′, ξ′′). The l.h.s. of this expression decom-
poses into a sum of integrals supported on one, two or three strings, J = J1 + J2 + J3,
and each contribution vanishes separately after summing over cyclic permutations. The
vanishing of the contribution supported on a single string implies that
〈[[[[ξ, ξ′]], ξ′′]]〉+ 〈[ξ ·∂Aξ′ − ξ ·∂Aξ′]∂Aξ′′〉+ cycl. = 0. (6.31)
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We therefore see explicitly that the integral of the C-bracket does not satisfy the Jacobi
identity unless the fields are projectable. When they are projectable we can check that the
C-bracket satisfies the following condition:
[[[[ξ, ξ′]], ξ′′]]B + cycl. =
1
6
∂B
(
[[ξ, ξ′]]·ξ′′ + cycl.) . (6.32)
The violation of the Jacobi identity of the C-bracket for projectable fields, is a total deriva-
tive which disappears when integrated, since 〈∂BΦ∂σXB〉 = 0.
Here we have established at the classical level that gauge invariant observables are
canonical generators for the background symmetries when the fields are projectable.
This fundamental relation between single loop observables and background symmetry
established here at the classical level is expected to also be true at the quantum
level [101, 110, 114–116].
6.3 Classical anomaly
Before embarking into an analysis of the quantum case, we would like to investigate whether
or not the projectability of the background fields, which is assumed in the usual Polyakov
framework (and consequently double field theory), is a necessity. In order to get a deeper
understanding of this question, let’s consider the multi-string contribution to the Poisson
bracket. It is given by
〈〈∂Aξ ◦ ∂Aξ′〉〉 =
∮
S1
dσ
∮
S1
dσ′ ξ(σ, σ′)θ(σ, σ′), (6.33)
where we have introduced
ξ(σ, σ′) ≡ 1
2
(
∂Aξ(σ)∂Aξ
′(σ′)− ∂Aξ(σ′)∂Aξ′(σ)
)
, (6.34)
which is skew-symmetric in (σ, σ′), with ∂Aξ(σ) ≡ ∂Aξ+B∂σX+B+∂Aξ−B∂σX−B. As explained
in (6.15) we expect this bracket to commute with the Virasoro constraints since it appears
in the bracket of two observables. But in fact it does not! This can be seen by evaluating
the variation
δ±N 〈〈∂Aξ ◦ ∂Aξ′〉〉 = N0
∮
S1
(ξ(0, σ)− ξ(σ, 0)) dσ = 2N0
∮
S1
ξ(0, σ)dσ, (6.35)
which does not vanish in general. This contribution is due to the non-periodicity of the
staircase distribution. This implies that in general the Poisson bracket of two observables
is not an observable. How can this be possible?
This follows from the fact that in order for
∮
ξ(σ)dσ to be an observable we need to
impose in addition the periodicity condition
ξA(X+ ∆) = ξA(X), (6.36)
since ∆ is a dynamical variable that possesses a non-trivial Poisson bracket with X. The
periodicity condition is not preserved by the Poisson bracket. In other words, even if Φ
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is a periodic function, its bracket {Φ,X} is not. For instance, suppose that Φ(X)(2pi) =
Φ(X)(0); we still have that the commutator
{(Φ(X)(2pi)− Φ(X)(0)) ,XA(σ)} = ∂AΦ(X)(0) [θ(2pi, σ)− θ(0, σ)] = 2pi∂AΦ(X)(0) 6= 0,
(6.37)
doesn’t vanish. Since the bracket doesn’t preserve the periodicity conditions, and these
are crucial in order to imply that the integrals are Virasoro observables, we have that the
bracket of observables is not gauge invariant in general.
If we demand for consistency that the bracket of two observables is also gauge invariant
we are driven towards imposing the projectability constraints again. More precisely we
need that
∂Aξ(σ)
∮
∂Aξ′(σ′)dσ′ = ∂Aξ′(σ)
∮
∂Aξ(σ′)dσ′, (6.38)
which is satisfied when the fields are projectable. We therefore see that projectability is
necessary in order to insure the consistency of the classical metastring. We will show next
that this is not the case at the quantum level — the classical anomaly that we just witnessed
is not present at the quantum level. This is one of the miracles of the quantum metastring.
6.4 Quantum mutual locality
We have just observed that at the classical level the presence of the non-local contribution
to the Poisson bracket is also responsible for the breaking of periodicity and creates an
anomaly, in which brackets of observables are no longer observables. The way to remedy
this at the classical level is to restrict the fields to be projectable. This ensures that different
fields are mutually local and then gauge invariant. Remarkably this is not necessary at the
quantum level. The quantum theory takes care of itself! It turns out that the periodicity
condition that ensures Virasoro invariance is also the condition necessary to ensure the
mutual locality of operators. Although in this paper, we have not presented all of the details
of the quantization of the metastring theory, we will provide here enough of the quantum
theory to understand the restoration of gauge invariance and mutual locality. We work in
the Heisenberg representation where the commutator of position operators are given by[
XA(σ),XB(σ′)
]
= iηABθ(σ − σ′). (6.39)
One of the main ingredients of the quantum theory is the normal-ordering operation,
which we can describe simply in the flat Tseytlin model. It is an operation that removes
singularities in the products of operators. In order to define this we introduce the positive
and negative frequency distributions
θ+(σ, σ
′) ≡ σ + i
∞∑
n=1
e−in(σ−σ′)
n
, θ−(σ, σ′) ≡ θ+(σ′, σ), (6.40)
which satisfies the key identity
eiθ+(σ,σ
′) = (eiσ − eiσ′). (6.41)
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We introduce
ΘAB± (σ, σ
′) ≡ 1
2
(H + η)ABθ±(σ, σ′) +
1
2
(H − η)ABθ∓(σ, σ′), (6.42)
which satisfy
ΘAB+ (σ, σ
′)−ΘAB− (σ, σ′) = ηABθ(σ − σ′). (6.43)
General operators in the Heisenberg representation are represented in terms of functionals
of the form O(σ) = O(X, ∂σX, ∂2σX, · · · ). Here we restrict to operators that depends only
on X and ∂σX, that is operators O(σ) = O(X(σ), ∂σX(σ)). For such functionals we denote
∂A ≡ ∂∂XA and δA ≡ ∂∂PA with PA = ∂σXA. We introduce the bi-local differential operator
∆(σ, σ′) ≡ ←−∂ AΘAB+ (σ, σ′)
−→
∂ B +
←−
δ A∂σΘ
AB
+ (σ, σ
′)
−→
∂ B +
←−
∂ A∂σ′Θ
AB
+ (σ, σ
′)
−→
δ B
+
←−
δ A∂σ∂σ′Θ
AB
+ (σ, σ
′)
−→
δ B.
The normal-ordered product is a commutative product related to the operator product
via the expression:25
:V (σ)V ′(σ′) :≡ V (σ)ei∆(σ,σ′)V ′(σ′), (6.45)
and the commutativity can be checked directly.
In order to illustrate our main point on mutual locality we first focus on scalar vertex
operators:
VP (σ) ≡:eiP ·X(σ) : (6.46)
whose product is given by
VP (σ)VQ(σ
′) = (eiσ − eiσ′)P+·Q+(eiσ′ − eiσ)P−·Q− :VP (σ)VQ(σ′) : . (6.47)
This expression is valid when σ 6= σ′ and it can also be written as
VP (σ)VQ(σ
′) = eiP+·Q+θ+(σ,σ
′)eiP−·Q−θ−(σ,σ
′) :VP (σ)VQ(σ
′) : . (6.48)
Therefore we have
VP (σ)VQ(σ
′) = eiP ·Q θ(σ−σ
′) VQ(σ
′)VP (σ), σ 6= σ′, (6.49)
where we used that P ·Q = P+ ·Q+−P− ·Q−. If both P and Q belong to Λ the condition
P · Q ∈ Z is satisfied. Since θ(σ) ∈ piZ we see that the two vertex operators commute or
anti-commute. They commute if P ·Q is even while they anti-commute if P ·Q is odd.26
25We could conversely write that
V (σ)V ′(σ′) ≡:V (σ)e 1i∆(σ,σ′)V ′(σ′) : (6.44)
It is interesting to note that this resembles the relationship between Moyal star product and commutative
product that appears in star quantization. This analogy is of course a deep one and is not just accidental.
26In order to construct fully commuting vertex operators, it is necessary to multiply the naive vertex
operators by cocycle factors [2, 36]. We will see [43] that these cocycles have a natural interpretation in
terms of the metastring 2-form ω. We do not develop this further here for simplicity.
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In general when P± · Q± are not integers, the expression (6.47) contains cuts and is
ambiguous. In order to define it, we take the extension of this product to imaginary time.
Defining z = e−τ+iσ we get
VP (iτ, σ)VQ(iτ
′, σ′) = (z − z′)P+·Q+
(
1
z¯′
− 1
z¯
)P−·Q−
:VP (σ)VQ(σ
′) : (6.50)
which is well defined27 when |z| > |z′| or equivalently τ < τ ′. We see that the OPE of two
scalar vertex operators is local provided that P± ·Q± ∈ Z are integers. The condition of mu-
tual locality is therefore ensured by the condition that the momenta belong to the lattice Λ.
Let us now consider the case P± · Q± ∈ 2Z. From the previous analysis we can
conclude that the commutator [VP (σ), VQ(σ
′)] is a distribution which has support on the
diagonal σ = σ′. If we desire to compute this distribution one can use the definition of
the commutator from the OPE. In the case when the OPE is chiral there is a well-defined
prescription given by:
[V (σ), V (σ′)] ≡ lim
→0
(
VP (i, σ)VQ(0, σ
′)− VQ(i, σ′)VQ(0, σ)
)
. (6.51)
If one integrates the first vertex operator this relationship can be written in a more familiar
manner [2] as [∮
V (w)dw, V (z)
]
= lim
→0
∫
Cz
(V (w)V (z)) dw. (6.52)
where the integral is over a circle Cz of size  entered at z. In the chiral case the integral
doesn’t depend on  and the limit is trivial. In the non-chiral case the correspondence
is much more subtle. The naive  → 0 limit is divergent [117]; this is due to the ap-
pearance of contact terms like δ(z)/|z|2. In order to take the  → 0 limit we therefore
need to first renormalize the operators before we can project consistently the integral onto
the 0 term. Unfortunately, the theory of non-chiral vertex operator algebras is not as
developed mathematically as its chiral counterpart, and except for a few scattered heroic
attempts [118–124] that deal with these issues, the subject is largely untouched and no
complete theory is available. This is in our view one of the stumbling blocks in the way of
understanding in a deeper manner the space of CFT deformations and of unravelling the
full symmetry algebra of the closed string.
Despite these caveats, we can still easily see from this definition of the commutator,
and the form of the OPE, that two vertex operators commute [VP (σ), VQ(σ
′)] = 0, for all
(σ, σ′) provided the momenta satisfy the spectral condition (P,Q) ∈ S with
S = {(P,Q)|P± ·Q± ≥ 0, and P ·Q ∈ 2Z}. (6.53)
We conclude from this analysis that the condition of mutual locality which implies at
the classical level that the fields are projectable is replaced at the quantum level by the
condition of Λ-periodicity, where a function Φ(X) is said to be Λ-periodic with respect to
27In this case we take (z−z′) = e−τ+iσ+ln(1−z′/z) or equivalently (z−z′) = eiθ+(iτ+σ,iτ ′+σ′) and similarly
(1/z¯′ − 1/z¯) = eτ ′+iσ′+ln(1−z¯′/z¯) .
– 48 –
J
H
E
P
0
6
(
2
0
1
5
)
0
0
6
an even self-dual lattice Λ if Φ(X + 2piP ) = Φ(X) for P ∈ Λ∗ = Λ. This suggests that a
Λ-periodic field is a quantum generalization of a field on space-time and that we recover the
projectable field as a limit of Λ-periodic ones. Let us emphasize that the condition of L-
projectability which is implemented in DFT on the fields [11] is not necessary to effectively
describe the quantum string; this condition is a classical notion. The modification of this
condition at the quantum level begs for an interpretation of Λ-periodicity in terms of a
quantum space-time Lagrangian. We give this interpretation in a later section and show
that the quantum Lagrangian is a modular space-time.
6.5 The quantum gauge algebra
Before doing so we would like to discuss what happens to the gauge invariant operators
and their algebra at the quantum level. We give here only some elements and defer the full
discussion to [43]. We have seen that at the classical level, the gauge invariant operators
are circle integrals of the chiral gauge field 〈ξ±AdXA±〉 where ξ+ ( resp. ξ−) is an arbitrary
functional of X+, resp. X−. At the quantum level this conclusion is drastically modified:
the set of gauge invariant operators is given by circle integrals of an infinite collection of
arbitrary spin fields
〈ξ±AdXA±〉 7→
(
〈ξ(0)±〉, 〈ξ(1)±A dXA±〉, 〈ξ(2)±AB dXA±dXB±〉, 〈ξ(3)±ABCdXA±dXB±dXC±〉, · · ·
)
.
(6.54)
Here each field ξ(N)± is chiral, i-e depends only on X±. However this infinite collection of
fields is not arbitrary since each one has to satisfy an on-shell condition:
1
2
±ξ(N)± = N − 1, ± = 1
2
(H ± η)AB∂A∂B. (6.55)
Here N is the spin of the field ξ(N), i.e., the number of derivatives appearing in its def-
inition. These conditions follow from the computation of the commutator of L±(σ) ≡:
∂σX±A∂σX±A(σ) : with a scalar field Φ(σ) =:Φ(X(σ)) :. The commutator is given by
28
[L±(σ),Φ(σ′)] =
2pi
i
(
2δ(σ, σ′) :∂σX±A(σ)∂±AΦ(σ
′) : −∂σδ(σ, σ′)±Φ(σ′)
)
.
This shows that all the fields in (6.54) are chiral by construction and of dimension (1, 0) or
(0, 1) and we conclude that their integrals on a circle commute with the Virasoro generators.
The product of these fields, and hence their commutators, will still commute with the
Virasoro generators, and unlike the classical case no anomaly is present, and therefore
the commutators of these chiral observables form a Lie algebra. This Lie algebra can
be understood as the symmetry algebra of the flat metastring. In particular it can be
understood as being part of the background gauge symmetry [124]. It is the product of two
infinite-dimensional chiral algebras. Each one of these is a so-called Borcherds algebra [125,
28In order to evaluate the ordered products we use the key identities[
θ′+(σ)
]2
=
1
4
+
1
i
θ′′+(σ), θ
′
+(σ)− θ′−(σ) = 2piδ(σ). (6.56)
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126]. A Borcherds algebra is a generalization of a Kac-Moody algebra whose Cartan matrix
has a Lorentzian signature. Interesting examples are when the root system of such algebras
can be identified with an even Lorentzian lattice of dimension 26 or an even Lorentzian
lattice of dimension 10. In our case the symmetry algebra B is the biggest Borcherds algebra
associated with the self-dual Lorentzian lattice of dimension 26; it is usually referred to as
the monster Lie algebra29 [127, 128]. The simple roots of B have been characterized by
Conway [129] and Borcherds [127] in terms of a null vector ρ (the Weyl vector)
ρ ≡ (0, 1, 2, · · · , 24|70). (6.57)
The simple roots are either of positive norm (also called real simple roots) or null. The
real simple roots are given by Lorentzian vectors K ∈ L where
L ≡ {K ∈ II1,25|K2 = 2, K · ρ = −1} (6.58)
is isomorphic to the Leech lattice30 [130]. The null simple roots are of multiplicity 24,
they are labelled by an integer N and given by P = Nρ. The Cartan generators of each
chiral algebra are simply the translation operators [128]
H±P = P
± ·∂σX±, (6.59)
where the momenta P± are labeled by an element of the Leech lattice L and the level N±:
P±
K±,N± = K
± +N±ρ. (6.60)
It naturally satisfies the mass shell condition 12P
2
K,N = 1−N .
Since it is chiral and commutes with L±, the double Borcherds algebra is an algebra
that fixes the background value of the fields and it contains the duality symmetry trans-
formations [131, 132]. This algebra has no classical analog. It is natural to embed this
algebra into a bigger symmetry algebra that acts non-trivially on the background fields
and generalizes diffeomorphism symmetry. At the classical level we have seen that this is
achieved by relaxing the chirality conditions on the fields. This means that we now look
for the same collection of fields 〈ξ〉 → 〈ξ(N)〉 where the fields are no longer chiral. As in
the classical case, they can be used to deform the Virasoro generators
L± → L± + δL±, δL± = [〈ξ(N)〉, L±]. (6.61)
This deformation algebra does contain a generalization of diffeomorphism transforma-
tion [114, 116], but it is in general too unwieldy. Since it is not chiral we do not expect its
commutator algebra to be well-defined in general. We can decide to restrict the study to
29Also called the fake monster algebra, since the algebra used in the moonshine conjecture is related to
the fake monster algebra by orbifolding [102].
30The Leech lattice Λ24 is the unique unimodular lattice of dimension 24 which possesses no roots (vectors
of norm 2). The isomorphism between the Leech lattice and L ⊂ II1,25 can be described once we choose a
null vector ρ˜ such that ρ˜ ·ρ = −1. It is explicitly given by λ → Kλ = λ + ρ˜ + (λ22 − 1)ρ where λ is taken
to be orthogonal to (ρ, ρ˜). This shows that II1,25 = II1,1 ⊕ Λ24. The scalar product of two distinct simple
roots is always negative since Kλ ·K′λ = 2− 12 (λ− λ′)2, and (λ− λ′)2 ≥ 4 for distinct Leech vectors.
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the non-chiral current algebra generated by operators of dimensions (1, 0) or (0, 1). That
is, we impose the mass-shell conditions: +ξ(N)+ = 2(N+−1) and −ξ(N)+ = 0 (and sim-
ilarly for ξ(N)−). Even if the generators are non-chiral we still have that the commutator
of two fields of dimension (1, 0) is a field of dimension (1, 0), while the commutator of fields
of dimension (1, 0) with fields of dimension (0, 1) involves contact terms, but the algebra
can still be expected to close, see e.g. [133].
It is important to note that all the difficulties in defining this string symmetry algebra
comes from the existence of non-trivial pairing and commutators between the functionals
of X, that is from the terms in the OPE’s of the form
(z − w)αP+·Q+(z¯ − w¯)αP−·Q− , (6.62)
where we have introduced a metastring α parameter by rescaling the metrics: η → αη,
H → αH. This factor allows us to keep track of the number of phase space derivatives. It
is also important to note, that if one tries to expand these terms in α we run into trouble,
since any such expansion will involve terms of the type αn lnn(z − w) which are non-local
on the worldsheet. It is only the infinite summation of such terms that allows us to recover
worldsheet locality. It is therefore inconsistent to truncate this expansion. The string
symmetry algebra has to be understood at all levels in α or not at all.
This point seems to have been under-appreciated in the recent literature, where most
of the analysis done in the context of DFT [134, 135] proposes to simply “neglect” these
non-trivial pairings. If we neglect these terms, the algebra generated by 〈ξ〉 corresponds
to a simple deformation of the generalized diffeomorphism algebra we described at the
classical level. However, there is no rationale that allows us to neglect such terms since
they cannot be argued to be negligible in a small α expansion.
In summary, we expect that at the quantum level, the symmetry algebra is profoundly
modified by the fact that fields are Λ-periodic. Writing the full gauge algebra is a chal-
lenging issue that requires the development of a deeper understanding of non-chiral vertex
algebras. Such symmetry is very rich since it contains, in particular, the full duality sym-
metry group of flat backgrounds and also a generalization of diffeomorphism symmetry.
7 Quantum Lagrangians and modular space-time
We have emphasized that the metastring is not based on a space-time formulation and that
space-time is not presumed to be a fixed (i.e. non-dynamical) entity. Here we would like
to understand how this intuition manifests itself and what notion of locality emerges from
the metastring.
There are in fact two levels of generalization of space-time involved in the metastring.
The first level is purely classical, but it is still a nontrivial step; the second one is purely
quantum. Since the metastring is entirely chiral, its target is naturally interpreted as
a phase space; its dimension is the double of the usual space-time and it possesses one
symplectic form ω and two metrics η,H. The key point is that from this phase space
perspective, space-time appears as a Lagrangian sub-manifold L ⊂ P . More precisely, L is
a submanifold of P which is null with respect to η. Let us recall that from a symplectic
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perspective the choice of a polarization metric η on a phase space P amounts to a choice
of a bilagrangian structure [136, 137]. What is new about this viewpoint is that it allows
us to think about the choice of space-time inside phase space as a dynamical question.
We have seen how this point of view naturally arises when we consider the set of
classical diffeomorphism invariant observables. These observables form a closed algebra if
the space of fields is L-projectable. This algebra is made of functionals on P that depend
only on a Lagrangian L null with respect to η. The condition of L-projectability is a target
space locality condition specifying which submanifold of P can be understood as a space-
time. What is conceptually remarkable here is that this target space locality condition
is selected by demanding worldsheet locality. This phenomenon is even more drastic at
the quantum level and worldsheet locality selects for us what modification of the notion
of fields one should consider. The result is that at the quantum level the notion of L-
projectability is replaced by the condition of Λ-periodicity. Before explaining how this
generalization is a modification of the notion of fields, we first want to establish a very
important fact: although L-projectable fields are obviously different than Λ-periodic ones,
we have an isomorphism between Λ-periodic fields and L-projectable fields.
7.1 Isomorphism between Λ-periodic fields and L-projectable fields
To get an intuitive feel for this isomorphism, we consider a simple toy model31 in which
the lattice is Λ = Zd × Zd. It is then convenient to parameterize
XA =
(
Xµ
λ
,
Yµ
ε
)
=
(
2pixµ
R
,Rx˜µ
)
. (7.1)
These different parameterizations reflect the different points of view one can have on the
metastring. The first parameterization in terms of (X,Y ) introduces a string length scale
and energy scale, whose product is ~. The periodicity X→ X+ 2piP with P = (n,m) then
amounts to X → X + λn, Y → Y + m. This expresses the fact that the cell is of unit
size in the X variables while it is fundamentally Planckian32 in the (X,Y ) picture. Also,
this is the natural metastring parameterization. The second parameterization in terms of
double coordinates (x, x˜) which have dimension of length and inverse length introduces an
arbitrary length scale, and is the one that appears in the usual string treatment, where it
is thought of as a string compactification radius.33 As we will see this common perspective
is deeply misleading. At this stage the differences between these parameterizations is
merely psychological; they only involve trivial rescalings of the coordinates. The difference
lies in the limits one takes and what one keeps fixed. For instance, in what we call the
“extensification” limit R→∞ while keeping x and Y fixed, the fields are taken to
Φ(x, x˜) = Φ
(
x,
Y
R
)
→ φ(x). (7.2)
31This lattice is self-dual but not even. Thus, it does not represent a physically meaningful lattice, and
we use it just for illustration. The physical case will be treated elsewhere.
32We mean that the area of the cell is ~, even if λ and  are the string length and string energy.
33The periodicity X→ X+ 2piP with P = (n,m) then amounts to x→ x+Rn, x˜→ x˜+ 2pim/R.
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From the metastring point of view this limit corresponds to a limit where we focus on fields
that depend only on X  λ. We will come back to these different limits presently.
If one chooses the (x, x˜) perspective that is probably more familiar to the reader, the
Λ-periodic fields Φ(xµ, x˜ν) are doubly periodic functions:
Φ(xµ, x˜ν) = Φ(x
µ +Rnµ, x˜ν) = Φ(x
µ, x˜ν + 2pimν/R), n
µ,mν ∈ Z. (7.3)
In order to describe the isomorphism that we alluded to above, let us define [x]R ∈ [0, R]
to be x modulo R:
[x]R ≡ xmod(R). (7.4)
This is the unique element in [0, R] such that
x = [x]R +NxR, Nx ∈ Z. (7.5)
We also denote [x]R ≡ ([x1]R, · · · , [xd]R) and Nx ≡ (Nx1 , · · · , Nxd).
Given a Λ-periodic field Φ(x, x˜) we define a projectable field φ(x) to be given by
φ(x) ≡
∫ 2pi/R
0
ddx˜ e−iRNx·x˜ Φ(x, x˜). (7.6)
The projectable field is obtained by a partial Fourier transform on the x˜ variables. This
map is invertible and its inverse is given by
Φ(x, x˜) = Rd
∑
n∈Zd
eiRn·x˜φ([x]R +Rn). (7.7)
It is important to emphasize that although we used the familiar notation, the per-
spective presented here diverges from the usual perspective on compactification. In the
usual point of view one assumes that the concept of locality is untouched and one tries to
reinterpret the compactified string in terms of compactified fields. This amounts to the
truncation of the Λ-periodic fields into fields that do not depend on x˜: Φ(x, x˜) → Φ(x),
while keeping the periodicity in x. Such a truncation projects out degrees of freedom, while
the isomorphism just established shows that the string compactification does not project
any degrees of freedom. It just rearranges (quite drastically) how one should interpret
these degrees of freedom. This is one of the key features of string theory and an important
manner in which it fundamentally differs from field theory.
The idea behind the isomorphism φ→ Φ is that fluctuations of the projectable field φ
on scales larger than R are encoded in the variable y, while fluctuations on a scale smaller
than R are encoded in the variable x. This shows that, in a precise sense, the notion of
Λ-periodic field is a generalization of the set of projectable fields. The Λ-periodic fields
are non-projectable, but they are isomorphic to projectable fields. This generalization
is a consequence of the string quantization and it sharply expresses the relative locality
principle behind these constructions.
Although we have an isomorphism between L-projectable fields and Λ-periodic ones one
should not conclude that the two descriptions are interchangeable. In order to understand
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which one defines the proper notion of locality one should look at how fields interact. Let
us give here only a sketch of the full argument. It is well known that the interaction vertex
of fields is related to the OPE of the corresponding vertex operators [138–140]. If one
normalizes in the usual manner, the 3-point interaction vertex will have, in momentum
space, the schematic form
eα
∑
i P
2
i+eβ
∑
i P
2
i−δ(2d)(P1 + P2 + P3). (7.8)
The exponential terms correspond to a delocalization of the vertex familiar in string inter-
actions. The delta function implies that, once we Fourier transform, the interaction vertex
is going to be invariant under translation in (x, x˜) → (x + a, x˜ + a˜). This shows that the
locus of the vertex interaction is given by ([x]R, [x˜]1/R). The main question lingering now
is: in what sense can we think of this set as quantum space-time?
7.2 Modular space-time
In order to answer this question, the first key observation is to take seriously the idea
that X represents phase space points and understand the notion of L-projectability and
Λ-periodicity from this perspective. In order to formalize this intuition we define q ≡ x
and p = hy˜ and then we promote these variables to operators satisfying the Heisenberg
algebra [q, p] = i~. From this perspective we see that the set of L-projectable fields φ(q)
forms a commutative subalgebra of the Heisenberg algebra. The condition that L is a
Lagrangian translates into the condition that the zero modes of the fields commute. This
is in agreement with the philosophy of non-commutative geometry where manifolds are
defined in a dual manner in terms of the algebra of functions they generate. At the
classical level, the algebra is a Poisson algebra and the relevant functions depending only
on a Lagrangian submanifold are Poisson-commuting.
If we think along the lines of the Gelfand-Naimark theorem, which states that a com-
mutative star-algebra is the algebra of functions on a compact manifold, we can say that
the dual to a Lagrangian submanifold corresponds to a maximal Poisson-commuting sub-
algebra. This is the algebraic version of the vanishing of the symplectic form on the
Lagrangian. And this is the point of view we are now taking: we define the dual of a
quantum Lagrangian to be a maximally commuting subalgebra of the Heisenberg algebra.
According to this definition, a Lagrangian manifold is also a quantum Lagrangian since the
set of φ(q) forms a commutative subalgebra. This is not surprising since the quantization
of a commutative Poisson algebra is a commutative algebra.
The remarkable fact is that at the quantum level new possibilities become available:
we can also consider the algebra generated by modular observables ([x]R, [p]h/R), where
h = 2pi~. The modular variables are defined to be
[p] h
R
= p mod
(
h
R
)
, [q]R = q mod(R). (7.9)
These observables possess two important characteristics. First, the observable [p]h/R does
not survive the classical limit ~ → 0 — it has no classical analog. Second, the set of
observables
Φ
(
[q]R, [p]h/R
)
, (7.10)
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form a commutative subalgebra. This follows from the fact that such functions can always
be expanded in terms of ei
2pix
R and ei
pR
~ . The commutation of two exponential variables is
given by
eiαpeiβq = ei~αβeiβqeiαp, (7.11)
and the phase factor is equal to 1 for α = 2pi/R and β = R/~. This implies that modular
observables [q]R and [p]h/R commute with each other. These modular polarizations are
fundamentally quantum. And these are the variables that the metastring is naturally
implementing, generalized to Lorentzian geometry.
The central importance of such observables in quantum mechanics has been first rec-
ognized by Aharonov. He was the first to ask what type of observables can measure the
relative phase of two photons in the two-slit experiment. And he realized that no semi-
classical observables, constructed as an arbitrary polynomial function of (p, q), can detect
this phase! The only observables that can are the modular variables that do not pos-
sess classical analogs. In that respect modular observables capture some of the essence of
quantum mechanics. Their physics is described at length in the book of Aharanov and
Rohrlich [32], where the emphasis is put on the description of “quantum effects without
classical analogues”. In particular, one can easily see that, in the Heisenberg picture, the
time evolution of such observables is fundamentally non-local, and that this non-locality is
subtly hidden from us by the delicate interplay between the uncertainty relation and the
compactness of the modular observables. This dynamical non-locality is the key driving
factor behind such phenomena as the Ahranov-Bohm [33] or Aharanov-Casher [34] effects.
In the context of quantum mechanics, operators x and p do not commute and thus
their eigenvalues cannot be localized within a cell of area ~. The modular variables [x]
and [p], on the other hand, commute with one another, and thus their eigenvalues can be
specified precisely. The Heisenberg uncertainty then appears as the statement that if one
does specify the eigenvalues of [x] and [p], one cannot know in which cell the eigenvalues
of x and p appear.
Indeed, returning now to the metastring, the modular variables [X] generate the com-
mutative subalgebra of the non-commutative algebra generated by X, where the non-
commutativity is seeded by the two-form ω. In the quantum theory, we say that a cell
in P coordinatized (continuously) by [X] is a quantum Lagrangian, or equivalently, a modu-
lar space-time. The (Lorentzian) volume of this cell is fixed to be unity, or if we coordinatize
it in terms of Xµ, Yµ, the cell has volume ~d.
7.3 Causality
One of the central puzzles one has to face in order to understand the deeper meaning of
the modular space-time is the fate of causality. On one side since the dual space is a lattice
Λ, and if one takes the usual interpretation that space-time is a classical Lagrangian, one
would conclude that this space-time contains a periodic time direction which is clearly
unacceptable if we are to interpret it as a causal theory.
The notion of quantum Lagrangian on the other hand gives us another interpretation
entirely. In the full quantum theory, the Λ-periodic fields are functions Φ([X]). This is an
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acceptable notion of a field on a space-time because [X] are commutative. On the other
hand, it does not seem to have any obvious relationship with our usual classical notion
of space-time. This means that the notion of causality has to be extended in a way that
generalizes the usual notion. To be more precise, in the modular space-time the notion
of time t is replaced by the modular pair t 7→ ([t]R, [E]h/R) where E is the energy. The
compactness of modular observables makes it challenging to imagine a proper generalization
of the notion of time-ordering, which is a central notion in field theory linking unitarity and
causality [141]. On the other hand the isomorphism between modular fields and usual fields
allows us to imagine such a generalization. For example, since functions of the modular
time pair are isomorphic to functions of a usual time, we could use this isomorphism to pull
back the time-ordering. Indeed, suppose that an isomorphism I : Φ→ φ between modular
fields and regular fields is given. One could define a modular time-ordering to be
TI [ΦΦ
′] ≡ I−1 (T [I(Φ)I(Φ′)]) . (7.12)
It is interesting to note that the concept of modular space-time allows us to resolve one
of the key issues that arises in non-commutative field theory. As we have already hinted
at, it is plausible at this stage that the effective description of the metastring is naturally
formulated in terms of a non-commutative field theory living on a quantum phase space
(the 26d Heisenberg algebra in our example). It is however well-known that in usual non-
commutative field theory (of theta-like non-commutativity) one cannot have both unitarity
and causality [142]. One has to choose between the two. The reason for this is easy
to appreciate. In order to formulate a unitary theory one has to define the interacting
amplitudes in terms of the time-ordering of the interacting Hamiltonian, for example
HI(t) =
∫
d3x(φ ? φ ? φ)(t, x), (7.13)
where ? is the non-commutative product. If the non-commutativity affects the time direc-
tion, then the time-ordering of the interaction Hamiltonian, T [HI(t1) · · ·HI(tn)] demanded
by unitarity, does not imply the time-ordering of the fields within the Hamiltonian which
is demanded by causality. It is therefore impossible to satisfy both unitarity and causal-
ity [143, 144]. Now the concept of modular space-time suggests a way to avoid this negative
conclusion. One can keep the definition (7.13) of the interaction Hamiltonian in terms of
a star-product, but demand that the space of fields entering this non-local product form a
commutative subalgebra. In this way the ordering of the fields and the Hamiltonian is the
same. This shows that the condition of commutativity of the label of fields is a necessary
condition for a formulation that reconciles causality and unitarity.
This argument also shows that somehow generalizing the notion of causality goes hand-
in-hand with generalizing unitarity. It is well-known that for the usual string the expec-
tation values of vertex operators (the natural string observables) are interpretable as the
S-matrix elements of a unitary theory. And the individual string modes correspond to
asymptotic particle states, which carry representations of the Poincare´ group and are so-
lution of φ = m2φ with the mass proportional to the spin. This is one of the magical
aspects of string theory at play. Unitarity is not demanded; what is demanded is the string
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consistency, by which we mean the demand of conformal invariance, modular invariance
and mutual locality of vertex operators, and unitarity follows from that. In particular one
of the key ingredients for unitarity is the factorization property of the CFT.
Our conjecture is that the metastring consistency naturally allows a generalization of
causality and unitarity which is adapted to the modular space-time. In the metastring, the
vertex operators are generalized and the metastring modes cannot be interpreted as modes
of a field in a usual space-time. We can however interpret them as modes of a field Φ(x, x˜)
on modular space-time. These fields carry a representation of the doubled Poincare´ group
and are solutions of a pair of equations
Φ + ˜Φ = (m2 + m˜2)Φ, ∂µ∂˜µΦ = mm˜Φ, (7.14)
where the masses are proportional to the spins. In this sense the metastring vertex opera-
tors are in one-to-one correspondence with these modular space-time states. Now from the
string side we can consistently define the string correlation functions associated to these
vertex operators. These amplitudes are then the natural generalization of S-matrix ele-
ments for modular space-time. The usual space-time description emerges when the fields
can be assumed to be approximately independent of x˜, that is when m >> m˜. We ex-
pect the magic of the string to still work for the metastring. That is, we conjecture that
such amplitudes respect a generalization of unitarity and causality adapted to the modular
space-time. This will amount to the statement that modular space-time is a full-fledged
generalization of the usual notion of space-time adapted to the string. We leave the study
of this challenging and exciting possibility for future work.
7.4 Extensification limits
In this subsection we would like to elaborate in what sense the usual notion of space-time
can be obtained from the modular space-time as a limit akin to a classical limit. This limit
can be viewed as an extensification limit in which some dimensions become large. This is
the limit R→∞ of ([x]R, [x˜]2pi/R) in which we recover the usual space-time notion.
Geometrically this limit corresponds to a ‘squashing’ limit of the modular space-time
cell that gives rise to a more familiar picture. For example, if we squash the cell in d−D
directions along [x˜] preserving volume, the cell simultaneously expands along [x]. Following
this squashing to its limit, we obtain what looks like a non-compact space-time in d −D
dimensions, with no remaining extent in [x˜]. The limit then looks like the classical notion
of a Lagrangian submanifold, but there is a difference — we have obtained the limit by
preserving symplectic volume. In the limit, the extra information about the extent in the
direction dual to the space-time directions gets lost. In that sense the ‘squashing’ limit loses
some information about the full theory. Note that this is exactly the opposite conclusion
that is usually drawn. Usually, it is emphasized that if one compactifies x→ [x] one loses
information about the theory since it contains less modes. Here we are seeing that this de-
scription, which is inspired by a field theory understanding, misses one very important point
about the string. Any time we try to ‘compactify’ a direction we introduce a delocalization
∅ → [x˜] in the dual direction in a way consistent with the Heisenberg uncertainty principle.
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Figure 4. Quantum and classical Lagrangian submanifolds.
Thus, the usual notion of strings propagating in a space-time with d−D non-compact
directions and D compact directions is obtained not a priori, but as a limit of quantum
modular space-time. If we denote, in momentum space, by P (resp. P˜ ) the momenta
dual to x (resp. x˜), this limit corresponds to a regime of large quantum numbers in which
P  P˜ . This is a classical limit.
The idea that the extensification limit is a classical limit resolves one of the last puz-
zles we faced. As we have seen, the metastring is unique and possesses no moduli: the
double Lorentzian lattice determined by (η,H) is unique. If one extensifies the metastring
along d − D directions, then one expects to recover the usual description in which there
are moduli. Indeed the moduli space of strings compactified on D dimensions is then
O(D,D;Z)\O(D,D)/O(D) × O(D). So where do these moduli appear from and what do
they mean then if the fundamental theory has no moduli? The answer is that they ap-
pear as a labelling of the ambiguity that exists in taking the extensification limit. In the
same way that there are different classical limits of a quantum theory, there are different
extensification limits.
In order to define an extensification limit we first have to decide which directions we
extensify and which ones we contract. And in order to do so we choose a pair of maps
(P, P˜ ) : P → R(d−D) × R(d−D) which provides an isomorphism between the phase space P
and two copies of R(d−D). We denote the images by xµ = RPµAXA, x˜µ = R−1P˜µAXA. We
demand these maps to be such that
PµAP
νA = 0 = P˜µAP˜
νA, PµAP˜νA = δ
µ
ν , (7.15)
where indices are raised and lowered with η. These conditions imply that the submanifolds
x = const. and x˜ = const. are two transversal Lagrangian manifolds. The maps (P, P˜ )
encode a metric and B-field via
PµAH
ABP νB = G
µν , PµAH
ABP˜νB = (G
−1B)µν . (7.16)
These are the moduli that appear only after one has chosen in which way the fundamental
cell is squashed and in which direction it is extensified. The full extensification is then
obtained by taking the limit R→∞.
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We note that modular space-time has T-duality built in — the T-duality operations
are just coordinate transformations in P. This property is shared with double field theory.
But our modular space-time point of view differs markedly from double field theory in that
it is obtained without truncation from a quantum mechanically consistent string theory. In
particular we have seen how the condition of L-projectability appears only in the classical
description of the string.
8 Conclusion
In this paper we have presented certain foundational aspects of metastring theory which
involve a dynamical phase space and modular space-time. We have shown that the back-
ground fields associated with the Tseytlin action all have a natural geometrical interpreta-
tion in term of phase space geometry: they involve a symplectic form ω, a neutral metric
η that defines a bilagrangian structure and allows to define the classical space-time as a
Lagrangian sub-manifold, and a generalized metric H that encodes the geometry along the
classical space-time as well as the transverse geometry. Also, in this formulation T-duality
exchanges the Lagrangian sub-manifold with its orthogonal complement.
In this new formulation of string theory, the classical notion of space-time (usually
seen as a universal fixed structure) is replaced by a Lagrangian subspace embedded in
phase space. This allows us to think about space-time itself, and not only its geometry,
as a dynamical quantity. This means that, from a foundational point of view, metastring
theory has a built-in notion of relative locality [19], or third relativity [145], which simply
states that different observers (or different physical probes) see different space-times. The
metastring goes beyond the naive expression of this idea since the notion of a Lagrangian
sub-manifold is identified as a null subspace for a purely stringy field: the polarization
metric η. Allowing the notion of space-time to be dynamical goes hand in hand with
allowing the η metric to become dynamical. In the metastring formulation new CFT
deformation modes are allowed, including the winding modes, whose collective excitations
correspond to deformations of the η background. This links the relaxation of locality with
purely stringy excitation modes.
Another important point of this new viewpoint is that the metastring has to be for-
mulated using Lorentzian worldsheets. This follows from the fact that the Tseytlin action
describes a chiral formulation and chiral field theories do not admit a canonical Wick-
rotated formulation. This leads to a definition of the metastring amplitude in terms of
gluing of strips and potentially opens up the possibility for a new non-perturbative notion
of closed string field theory. In this picture string interactions are associated with changes
of the strip boundary conditions and the natural diagrams capturing these interactions
are stringy generalizations of Feynman diagrams identified as Nakamura graphs. Although
the strip description is more reminiscent of an open string picture (as presented in the
appendix), we have shown with great care that the strip description of closed strings is
canonically consistent.
Our main result however is the discovery that quantum strings do not propagate in a
usual space-time: the natural arena for the metastring is a modular space-time. The driving
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force behind this result is to accept the idea of relative locality, that space-time may not be
fundamental but results from sets of relations and interactions of fundamental probes. If
one uses relativistic point-like particles as probes, this philosophy lets us rediscover usual
space-time as the geometrical realm in which particles propagate and space-time points
serve as the loci of particle interactions. According to this idea, if one changes the probes
from relativistic particles to relativistic strings one should revisit the notion of an effective
space-time that emerges from the probe interactions. Conceptually, this is the fundamental
insight that has been implemented in this paper.
The fundamental axioms of string theory are that one should first focus on the the
necessary and sufficient conditions for the 2d world-sheet theory to be defined consistently
on all two dimensional surfaces. It is known that these are twofold: crossing symmetry of
the four-point functions on the sphere, and modular invariance of the partition function
and the one-point functions on the torus [146]. Higher genus amplitudes can then be
constructed by gluing various punctured spheres and tori together. The above conditions
ensure that this procedure gives consistent answers. Therefore by “taking string theory
seriously”34 we start from the above definition of string theory and then investigate what
concept of locality the strings define, if any. That is, we define the string geometry by how
probes interact with one another and not the reverse, as is usually assumed. This means
that we focus on the consistency of string theory: CFT invariance, modular invariance
and world sheet locality, without presupposing an a priori concept of locality. We found
out that these consistency conditions lead, when we perturb around the usual free CFT,
to a new notion of target space locality. We have used this strategy to let the string
define what kind of space-time the string wants to live in. This space, which emerges from
the collection of string mode interactions, we have identified as modular space-time. The
emergence of a new concept of locality from string consistency has always been one of
the most “magical” aspects of string theory. We have witnessed that it is still at play in
the metastring formulation and that the usual space-time appears only when we restrict,
somewhat artificially, the space of CFT perturbations of the free theory at hand.
Even though many aspects of metastring theory might appear rather novel and unfa-
miliar, it should be emphasized that many of these new features of the metastring have
been discussed and even foreseen in previous literature on string theory in extreme con-
ditions. For instance, both the high energy and high temperature limits of string theory
have revealed aspects now found in the metastring.
For example, in the papers of Gross and Mende [147, 148] on the high energy limit of
string theory, one finds evidence for the increase in the effective size of the string as the
energy increases. In metastring theory, it is plausible that this physics can be related to
dynamical momentum space and Born reciprocity, in which momentum fluctuations are
directly related to the spatial fluctuations. This old work also reveals some tantalizing
duality between the low energy and high energy limits of string theory, also naturally
incorporated by Born reciprocity of the metastring.
34According to Steven Weinberg, “Our mistake is not that we take our theories too seriously, but that we
do not take them seriously enough” (from his book The First Three Minutes: a Modern View of the Origin
of the Universe).
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Similarly, in the treatment of the high temperature limit of string theory in [149], one
finds evidence for the emergence of a phase space structure in string theory (or more pre-
cisely, according to Atick and Witten, for a doubling or complexification of the space-time
coordinates in the proper formulation of closed string field theory), which is now made man-
ifest in the metastring. Such complexification of space-time as well as the para-quaternionic
structure associated with Born geometry is natural in topological string theory [150, 151],
the topological phase being the conjectured high-energy and high-temperature limit of the
canonical string. In previous papers we have emphasized and deepened the geometrical un-
derstanding behind this doubling in particular with the notion of Born geometry, a natural
unification of complex geometry of quantum theory, symplectic geometry of Hamiltonian
dynamics and the real geometry of general relativity [152–157].
Concerning our emphasis on Lorentzian worldsheets, let us mention that recently Wit-
ten has argued for the importance of having such an understanding and also for a doubling
of space-time in his discussion of the i in string theory [69]. Of course, the doubling of
space-time is a crucial feature of the literature on double field theory [5–15]. However in
this literature the fundamental importance of the modularity of the doubling has not been
appreciated. Also, we believe that the phase space point of view behind this doubling has
been underappreciated as well. We have seen that this doubling is fundamentally quantum
and non-perturbative and that it cannot be classically truncated. In our view the doubling
must go hand in hand with the modular space-time interpretation.
There are however important early studies of purely stringy phenomena that have
shown in a clear manner that the usual concept of geometry is profoundly shaken by the
quantum string and that certain particular string backgrounds cannot be understood in
terms of usual space-time geometry. These are the so-called “non-geometric” backgrounds
first introduced by Hellerman and collaborators [35, 36] and Hull and collaborators [38, 39]
under the name of monodrofolds or T-folds. Similarly, in a series of works focusing on
generalizing the notion of T-duality to curved backgrounds the general monodromic as-
pects of the metastring were intuited previously in works by Klimcik, Severa and collab-
orators [158, 159]. We expect the concept of modular space-time to provide a natural
geometrical setting for a deeper understanding of these backgrounds.
Let us also note that one of the overarching mysteries of the nature of string theory is
that both the high energy and the high temperature limits of string theory point to a drastic
reduction of the number of degrees of freedom in some more fundamental formulation of
string theory. These results rely on the property of T-duality in string theory, which is
made covariant in metastring theory. This conclusion is also apparent in the early work of
Klebanov and Susskind [160, 161]. They discovered that the quantum string in light-cone
gauge is made of string bits. These string bits appear once we regularize the string and
they have the property of being able to construct a continuum world sheet in the limit
where the regulator is removed, even though they experience a discrete space-time. In
other words, in the limit where the worldsheet distance of two string bits goes to zero
their space-time distance goes to a constant: the string length. This means that there is
a drastic reduction of fundamental short-distance degrees of freedom (see e.g. [162]). This
was subsequently explored in the context of the string-black hole transition [2], in terms of
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a discretization of space-time. It seems natural to speculate that this could be connected to
the concept of modular space-time in metastring theory. Of course, the modern paradigm
for such a drastic reduction of degrees of freedom is given by holography, whether in the
context of matrix theory [163, 164], or even more precisely, in the context of the AdS/CFT
duality. Another persistent notion is a “stringy uncertainty principle” [149, 165–168]. It
seems not too enthusiastic to suggest that the metastring may provide new and interesting
interpretations for all of these old problems of string theory.
Let us finally note that one limitation of the point of view developed here is that we have
taken here a worldsheet, and hence perturbative, point of view. Most of the developments
in string theory over the past twenty years have focused on its remarkable non-perturbative
aspects, and many have turned away from the worldsheet formulation in the belief that it
cannot be fundamental. Indeed at least in the presence of target space supersymmetry, we
know well that fundamental strings rarely are the most relevant degrees of freedom as we
move around in parameter space. Our initial comments on open metastrings should make
it clear that familiar non-perturbative objects are expected to be present in the theory
and should be expected to play a central role. The worldsheet perspective does allow us
to extract useful information, such as the symmetry group of the quantum metastring
that generalizes space-time diffeomorphism symmetry. Finally, we have considered in this
paper a purely bosonic worldsheet theory; it is natural to ask what role supersymmetry
might play. We see a range of possibilities here — the first would involve generalizing the
worldsheet theory to a summation over a Lorentzian version of super Riemann surfaces; a
second would be to attain target space supersymmetry only concomitantly with a suitable
extensification limit. In this second instance, one would then view all of the usual string
dualities as special stable properties of a certain subset of extensifications.
We hope to address these and many other issues in future publications. We expect
that the metastring will offer new paradigms for particle phenomenology, for cosmology
and for problems in gravity in which quantum mechanics and locality play a central
role, and it may offer new insights into standard problems in string theory, such as
vacuum selection. On the technical side, our future work will include the full quantization
of the worldsheet theory, the further development of Lorentzian worldsheet techniques
and the generalization to more general backgrounds. In particular we expect that the
interplay between the requirements of quantum consistency (worldsheet Weyl and Lorentz
invariance) and the formulation of curved backgrounds including string interactions and
non-perturbative structures will tell an interesting story.
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A Open strips and open strings
Although the main purpose of this work is the description of the closed string, in this
appendix we briefly remark that the Nakamura construction can be generalized to the case
of internal worldsheet boundaries. We will take this to mean that we can have edges to strips
corresponding to boundaries; the appropriate condition at such an edge should be that the
symplectic flux vanishes there. This condition defines the open string boundary condition.
Recall that above we quoted the symplectic 2-form that follows from the Tseytlin action
ωa =
1
4pi
abδX·∂bδX+ 1
8pi
ab∂b(δXωδX) +
1
2pi
σaδX·δS− 1
4pi
ab∂bδα. (A.1)
Correspondingly, the symplectic flux at an edge e is (again, in the gauge S = 0)
Φe =
1
4pi
∫
dτ
(
− δXe(η + ω)∂τδXe + ∂τδαe
)
, (A.2)
and a condition on this flux is equivalent to a choice of boundary condition.
Consider a strip with an edge that is a worldsheet boundary. In this case, we can
think of the form α as induced by the addition of boundary terms in the action. This will
vanish automatically, as long as we take consistent boundary conditions. For example, if
we simply take αe = 0, then we must impose
δXe(η + ω)∂τXe = 0. (A.3)
If we simply impose the boundary equation of motion this reduces to a Dirichlet condition
in phase space
(η + ω)∂τXe = 0. (A.4)
The interpretation of this boundary condition depends on the properties of η + ω. Indeed
this condition means that the worldsheet boundary is associated with a D-brane in phase
space which lies along L ≡ ker(η + ω). Note that since S = 0, the boundary condition is
equivalent to a Neumann condition
(η + ω)J∂σXe = 0. (A.5)
The equivalence of these boundary conditions means that we have both Dirichlet and Neu-
mann boundary conditions simultaneously. The Dirichlet brane is along L while the Neu-
mann boundary conditions are imposed in the directions of L˜ = J(L). More precisely, we
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should interpret this to mean that a worldsheet boundary is associated with a D-brane in
phase space which lies along a Lagrangian submanifold.35
In order to understand these conditions we introduce the following operator and kernels
K ≡ η−1ω, L ≡ ker(1 +K), L˜ ≡ ker(1 + JKJ). (A.6)
By construction the chirality operator exchanges L and L˜: J(L) = L˜. These kernels are
relevant since the boundary conditions can be written in term of these as
∂τXe ∈ L, ∂σXe ∈ L˜. (A.7)
The key property satisfied by L is that it is a subspace which is null with respect to both
η and ω while L˜ is a subspace which is null with respect to η. This follows from the fact
that if X,Y ∈ L then (η + ω)X,Y = 0 and
2X · Y = XAηABY B + Y AηABXB = −XAωABY B − Y AωABXB = 0. (A.8)
This in turn implies that ω(X,Y ) = 0. Since J is an O(d, d) transformation L˜ = J(L) is
also null with respect to η.
If we also assume that η + ω is maximally degenerate, as is the case for the Polyakov
string, this means that L is of maximal dimension. That is, L is a Lagrangian submanifold
of P. The string is moving freely along this D-brane. Indeed we note that L˜ labels the
directions transverse to the brane, which carries dynamical degrees of freedom. The fact
that J(L) = L˜ and that L is η-null implies that L˜ is orthogonal to L with respect to H.
Indeed if X ∈ L and Y = J(X˜) ∈ L˜ then
H(X,Y ) = η(X, X˜) = 0. (A.9)
In other words, the η-null subset L˜ is transverse to L˜ and can be thought of as as momentum
space: that is, we have L ∩ L˜ = {0} and L⊕ L˜ = P.
If (η+ω) is not maximally degenerate the D-brane L is still null with respect to (η, ω)
and L˜ is still orthogonal to it. However L⊕L˜ no longer covers P and the components of X in
P\L⊕ L˜ are non-dynamical since they satisfy both Neumann and Dirichlet conditions, but
not of maximal dimension. This implies, in particular, that if one desires to maximize the
amount of propagating degrees of freedom of the open string, which is half the dimension of
phase space, then one needs to impose the condition that (η+ω) is maximally degenerate.
This interpretation is consistent with our original insight regarding the understanding
of T-duality as a Fourier transform [3]. Indeed the T-duality transformations X 7→ J(X),
exchanges L and L˜, in agreement with the demand that Fourier transform exchanges space
and momentum space. Our results also show that the D-brane is always Lagrangian.
35The Lagrangian of the D-brane does not in general bear any relation to a choice of space-time Lagrangian
(here we speak classically for simplicity). Indeed, the choice (A.4) could be rotated by an element of O(d, d),
yielding a Lagrangian that does not line up with ker(η + ω). In such a case, the perceived dimensionality
of the D-brane in space-time would be given by the intersection of the two Lagrangians.
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A.1 Open string symplectic structure
Let us assume that the boundary condition (A.4) is imposed at both edges σ = 0, 2pi of the
strip. In order to simplify the analysis we also assume that the conditions L∩ Im(1±J) =
{0} are satisfied. Such conditions are fulfilled by the Polyakov parameterization given
in (2.24). Under such conditions, it can be seen that the general open string solution is
then parametrized in terms of an element X(σ) ∈ L which is 4pi-periodic, a monodromy
∆ ∈ L˜ and is given by
X(σ, τ) = x+
∆
2pi
σ +
J∆
2pi
τ +
1
2
(1 + J)X(τ + σ) +
1
2
(1− J)X(τ − σ). (A.10)
The open string symplectic structure can then be derived directly from the action. Since
the boundary equations of motion have been imposed, no additional boundary condition
is needed in the construction. One simply gets
Ω =
1
2
∮
dσδXA(η + ω)AB∂σδXB. (A.11)
Using the decomposition of the field X(σ, 0) = x + ∆2piσ + X̂(σ), where x is the center of
mass of the string, and introducing the midpoint of the string:
xm ≡ 1
2
(X(0) + X(2pi)), (A.12)
we obtain the decomposition
Ω =
1
2pi
ηABδx˜
Aδ∆B +
1
2
∮
dσδXA(η + ω)AB∂σδX
B, (A.13)
where x˜ ≡ x − 12(1 + K)xm. This symplectic structure possesses the following gauge
invariance
xm 7→ x+ a, x 7→ x+ 1
2
(1 +K)a. (A.14)
We can use this to fix the midpoint value xm = 0. If L ∩ L˜ 6= {0} we have additional
invariances where
X 7→ X+ A, A ∈ L ∩ L˜. (A.15)
This is why we restrict the study to the case where L ∩ L˜ = {0}; otherwise this would
imply that the open string has less than half the number of degrees of freedom of the
closed string. In this case, the tensor (η + ω) is invertible on L and we denote the inverse
restricted to L by (η + ω)−1L . After gauge fixing the midpoint value to 0, the symplectic
structure is invertible and it leads to the brackets
{xA,∆B} = 2piηAB, {XAn ,XBm} =
δn+m
in
[
(η + ω)−1L
]AB
. (A.16)
Open Access. This article is distributed under the terms of the Creative Commons
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