Abstract-The performance of a noncoherent serial acquisition technique is evaluated for direct-sequence spread-spectrum packet communications. The acquisition technique that is considered uses threshold crossing of a matched-filter output to detect a fixed-length preamble at the start of each packet. The analysis accounts for frequency mismatch between the transmitter and the receiver due to oscillator inaccuracies and mobility-induced Doppler shifts. It also accounts for the effects of automatic gain control (AGC) in the receiver. The role of the AGC system in determining the acquisition performance is examined. In addition, selection of the optimal acquisition threshold is considered, and a simple method for selection of a good suboptimal threshold is presented. It is shown that use of this threshold results in performance close to that obtained with the optimal threshold over a wide range of channels.
I. INTRODUCTION

D
IRECT-sequence (DS) spread-spectrum modulation has found widespread application in both commercial and military communications because of the unique combination of multiple-access capability, multipath-discrimination capability, and anti-jam capability that it provides. It is employed currently in cellular code-division multiple-access (CDMA) networks [1] and personal-communication networks, and it has been proposed for use in tactical radio networks for the military [2] . The increase in data traffic in cellular networks motivates the use of random-access packet data communications on the reverse link of a CDMA network, and packet radio communications is necessary to achieve robustness in a DS distributed, tactical military network.
Successful reception of a DS packet transmission requires that the receiver synchronize the spreading sequence [3] of the arriving packet with a locally generated copy of the same sequence. The process of synchronization is usually performed in A. R. Raghavan is with OPNET Technologies, Inc., Washington, DC 20008 USA (e-mail: araghavan@opnet.com).
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two stages: acquisition and tracking [4] . The a priori timing uncertainty of the arriving signal may be very large, and the acquisition stage is intended to obtain coarse alignment between the local sequence and the sequence of the arriving signal [5] . Acquisition can be the limiting factor in the performance of a DS spread-spectrum multiple-access communications system [6] , and the choice of acquisition technique is critical to achieving acceptable performance in a DS system employing random-access packet radio communications. It is the design and performance of the acquisition stage for DS packet radio communications that we consider in this paper. A number of techniques have been proposed for serial acquisition of a DS signal. (See [4] for an overview.) Some techniques employ an active, programmable correlator that is used to test sequentially for possible signal delays [5] . Active-correlation techniques are attractive because of their simple implementation, but they often require observation of the signal for a relatively long period of time in order to acquire the signal. Thus, they are well suited for use in a connection-oriented system in which the data signal or a pilot signal is present continuously over an extended period of time. But they are ill suited for use with DS packet radio communications in which each packet must be acquired only from observation of a short acquisition preamble. Instead, acquisition techniques that employ a passive filter that is matched to the sequence in the acquisition preamble [7] , [8] are better suited to DS packet radio communications. It is the latter technique that is considered here.
In this paper, we analyze the performance of a noncoherent serial acquisition technique for use in DS packet radio communications. Passive in-phase and quadrature filters are matched to the spreading sequence used in the acquisition preamble of the transmitted packet. Each square-law output of the noncoherent detector is compared to a threshold to detect synchronization with the received signal. In a mobile environment, the power in the signal can vary over a large range at the receiver, and the receiver must employ gain control to ensure acceptable performance of its subsystems. The analysis presented here accounts for the effects of an automatic gain control (AGC) system, and the AGC system together with its preceding bandpass filter is shown to play an important role in acquisition performance. In addition, mobility-induced Doppler shifts and oscillator inaccuracies typically result in differences between the carrier frequency of the received transmission and the reference frequency employed by the receiver during the acquisition stage. The analysis accounts for the effects of this frequency mismatch as well. Previous papers [9] , [10] have addressed the effect of Doppler 0018-9545/01$10.00 © 2001 IEEE shift on the performance of DS acquisition. But they do not consider matched-filter acquisition, and they do not account for the effects of gain control in the receiver. This paper is organized as follows. In Section II, the transmitted signal, the channel, the AGC system, and the acquisition stage are described. The relationship among the spectrum of the DS signal, the transfer function of the bandpass filter, and the response of the AGC system is considered in Section III. An analysis of the performance of the serial, matched-filter acquisition technique is presented in Section IV. The effect of the bandpass filter and AGC system on acquisition performance is examined in Section V, and some surprising behavior is revealed. In Section VI, selection of the optimal acquisition threshold is addressed, and a simple method for finding a good suboptimal threshold is developed. The performance resulting from the use of this threshold is compared with the performance resulting from the use of the optimal threshold.
II. SYSTEM DESCRIPTION
A. Transmitted Signal and Received Signal
The packet transmission employs DS spread-spectrum modulation and consists of an acquisition preamble of length chips followed by the packet's data content. The preamble is transmitted during the time interval [0 ), and the data content is transmitted during the time interval , where is the duration of a chip in the DS spread-spectrum waveform. The transmission voltage into a nominal 1-load is given by where (1) is the carrier frequency at the transmitter, is the power in the transmitted signal during the preamble, is the unit-height rectangular pulse over [0 ), and is the signal representing the data content of the packet. The specific format of is not relevant to the development in this paper.
The quaternary phase-shift-keyed (QPSK) spreading waveform [3] is given by where represents a complex-valued spreading sequence [3] , which takes on values in , . The spreading sequence is modeled as a sequence of independent, identically distributed, complex-valued random variables that are uniformly distributed over the four values. This random-sequence model [11] provides a good approximation to the use of distinct binary-valued long-period pseudonoise sequences for generation of the real and imaginary parts of the complex-valued spreading sequence. The chip waveform is time limited to [0 ) . From the definition of and , it follows that (2) Without loss of generality, the transmitted signal is assumed to arrive unattenuated and undelayed at the receiver over an additive white Gaussian noise channel. As a result of oscillator inaccuracies and the mobility of the transmitter and the receiver, the receiver-generated reference frequency can differ from the carrier frequency of the received signal. The difference, denoted , is assumed to be constant over the duration of the preamble. Thus the received signal voltage into a nominal 1-load is given by (3) where (4) and is a constant. The complex-valued, baseband-equivalent white-Gaussian-noise voltage process has two-sided power spectral density , so that the power spectral density is 2 in each of its real and imaginary parts. The dimensionless (normalized) Doppler shift of the received signal is defined as
B. Receiver Architecture
A typical heterodyne receiver consists of a radio-frequency (RF) stage that first amplifies and then converts the received signal to an intermediate frequency (IF) , an IF bandpass filter, an AGC system, an analog-to-digital (A/D) converter, demodulation to baseband, and subsequent digital signal processing [12] . In some heterodyne receivers, the order of the A/D conversion and the mixing to baseband are reversed. In either case, the AGC system serves to maintain the proper voltage range at the input to the A/D converter, and it may also be used with a feedback loop to ensure that the RF-stage amplifier does not drive the RF mixer into compression. The IF filter rejects out-of-band noise power before the AGC system and can serve as an anti-aliasing filter for the A/D conversion.
The thermal noise introduced in the RF-stage amplifier, the transfer function of the IF filter, and the action of the AGC system can have a significant effect on the performance of the acquisition algorithm that is implemented in the signal processing. This effect is the focus of this paper. Thus neither the demodulation from RF to IF in the receiver nor the A/D conversion are modeled explicitly. Instead, the signal given in (3) is taken as the received signal after demodulation to IF so that is the local-reference intermediate frequency. The receiver is modeled as an AWGN source, a bandpass IF filter, and an AGC system followed by an acquisition stage based on processing of the unquantized continuous-time signal.
The impulse response of the IF filter is given by where is the baseband-equivalent impulse response of the filter. Without loss of generality, we assume that where is the frequency response of the IF filter and is the baseband-equivalent frequency response. Filters with integrable power-transfer functions are considered, so that A properly designed AGC system responds to step changes in the average input power within a fraction of the duration of the acquisition preamble and achieves minimal variation in its average output power over a wide dynamic range for the input power. In this paper, we approximate such a design by considering an AGC system that responds instantly to a step change in the average steady-state input power and maintains a constant average steady-state output power. Thus the signal at the output of the AGC system is given by (5) where 1 is the average steady-state power at the input of the AGC system at time and " " denotes convolution.
C. Acquisition Algorithm
The acquisition stage employs noncoherent square-law combining of filter outputs to form the test statistics. A block diagram of the system for acquisition is shown in Fig. 1 . The inphase and quadrature branches of the receiver each contain two filters, denoted and . The outputs in each branch at time are summed to form (6) (7) where and . The test statistics are derived from the outputs of the filters. If exceeds a threshold at time , a hit is declared, and the receiver determines the time , for which is largest. A locally generated copy of the spreading waveform is then synchronized to the delay , and the waveform is used in a correlator to demodulate the data symbols.
In a digital implementation of the receiver, is sampled at an integer multiple of the chip rate, yielding multiple samples per chip interval. If a hit is declared, subsequent samples occurring within of the sample resulting in the hit are examined to determine synchronization of the correlator. The resulting timing uncertainty at the receiver is small, provided there are a sufficient number of samples per chip. The performance of this technique can be approximated by considering a model in which the detector output is sampled only once per chip interval to produce a single test statistic for the chip interval and in which the received signal is chip synchronous with the sampling times. The latter model is used in the analysis.
If the detector fails to declare a hit until after the end of a packet's acquisition preamble, a miss occurs and the packet is not acquired. Conversely, if the detector declares a hit at least one chip interval before the end of the preamble, a false alarm occurs. A finite amount of time is required for the receiver to detect the occurrence of a false alarm so that the receiver can return to the acquisition mode. If the end of the preamble arrives during this false-alarm processing interval, the packet is not acquired.
The duration of the false-alarm processing interval depends on the design of the system. There are numerous techniques for the verification of DS signal acquisition [4] , though many of them are not suitable for use with a packet transmission containing a fixed-length acquisition preamble. In the simplest implementation, the receiver must demodulate and decode for the duration of an entire packet and determine that cyclic-redundancy-check decoder failure has occurred in order to detect that a false alarm has occurred. In this case, the false-alarm processing interval is equal to the duration of the data portion of a packet. In other implementations, the receiver may employ information from a data-directed tracking loop [4] in order to determine that a false alarm has occurred. In this case, the false-alarm processing interval may be variable. In yet other implementations, the preamble of each packet is followed by a start-of-frame delimiter, and the duration of the false-alarm processing interval can be as short as the time required to demodulate and detect an invalid delimiter. Thus depending on the system's design, the false-alarm processing interval can have either constant or random duration, and it can be much shorter or much longer than the duration of the preamble. The focus of this paper is not on the verification technique, and we limit our attention to systems with a constant false-alarm processing interval for convenience. A false-alarm processing interval of arbitrary constant duration is considered in the analysis.
The filters for the acquisition stage that are considered in the analysis are those having the form (Recall that is the spreading sequence for the acquisition preamble.) Furthermore, the impulse response of the baseband-equivalent IF filter and the function that are considered satisfy the joint constraint for all (8) Under this constraint, the convolution of the IF filter's baseband-equivalent impulse response with the complex-valued filter in the acquisition stage is matched to the acquisition preamble in the DS signal. Two special cases of this receiver are considered. In one case, the IF filter introduces no distortion of the DS signal and . Thus which is the standard realization of a filter matched to the preamble. In the second case, the baseband-equivalent IF filter is matched to the chip waveform, so that (9) The differing performance for the two matched-filter implementations is due solely to the difference in the AGC amplification that results with the two implementations. Constraints on the cost and complexity of the IF filter may preclude matching it to the chip waveform as in the latter implementation, but nonetheless, it is instructive to consider the performance that results.
III. THE EFFECT OF THE IF FILTER RESPONSE ON THE AGC AMPLIFICATION
For a given input signal power and thermal noise power density, the transfer function of the IF filter determines the power at the input to the AGC system. In most land-mobile communications and for reasonable oscillator tolerances, the largest possible value of in (4) is a small fraction of the signal bandwidth. (That is, .) Thus, the Doppler shift has negligible effect on the power at the output of the IF filter, and its effect is ignored in the development in this section. We consider IF filters that are causal.
Consider the time interval , , corresponding to the th chip in the preamble of the DS signal.
The average power at the input to the AGC system (i.e., at the output of the IF filter) over the interval is given by (10)
The baseband-equivalent IF filters of interest have rise times no more than one or two times the chip duration, so that within a few chips of the start of the preamble, the average power at the output of the IF filter approaches a steady-state value expressed by (13) where is the Fourier transform of . The first term in (13) corresponds to the average signal power at the output of the IF filter and the second term corresponds to the noise power at the output of the IF filter. The step from (10) to (11) follows from the fact that , for , and that , for all .
The fraction of the signal power that is passed through the IF filter is given by the unitless parameter (14) Let the unitless parameter represent the ratio of the noise power passed through the IF filter to the noise power that would pass through an ideal unity-gain bandpass filter with singlesided baseband-equivalent bandwidth 1/2 . Then (15) Thus, from (13)- (15), the steady-state average power at the input to the AGC system during the reception of the preamble can be expressed as (16) where is also a unitless parameter. Note that , , and depend only on the chip waveform and the transfer function of the IF filter and that they do not depend on the signal power or the noise power spectral density.
Similarly, the average power at the input to the AGC system before the arrival of the DS signal is given by (17) for . We make the approximation that the output of the AGC system settles to its new steady-state power instantly upon arrival of the DS signal. Thus the amplification resulting from the AGC system is determined by (5) , with the same condition for equality. In fact, since is time limited, it can be shown that the equality condition is never met and thus . One implementation of the receiver in Fig. 1 that is of interest employs an IF filter that introduces minimal distortion in the received signal and a filter in the acquisition stage that is matched to the DS signal in the preamble. A necessary condition for the IF filter to be essentially nondistorting is that over a range of frequencies containing most of the energy in . From (14) , it follows that under that condition and thus and . To illustrate this, consider the chip waveform given by the time-limited raised-cosine pulse (21) which has a single-sided 95%-power bandwidth of 1.115 . Suppose that the IF filter is a Butterworth filter of order with a single-sided baseband-equivalent cutoff frequency of . If , then
For example, consider a sixth-order Butterworth IF filter with a cutoff frequency of . The filter's phase response exhibits a maximal deviation from linearity of less than 10 over the 95%-power spectral band of the DS signal and a maximal variation in the magnitude response over the same band that is less than 0.15 dB [13] . If instead the cutoff frequency of the filter is , the maximal phase deviation and magnitude variation are less than 4 and 0.02 dB, respectively, over the same band. In either case, and the IF filter is accurately approximated as one that does not distort the DS signal. For the narrower of the two filter bandwidths , and for the wider bandwidth . Thus, the corresponding values of are also approximately 2.5 and 3.0. The second implementation of the receiver in Fig. 1 that is of interest occurs if the IF filter is matched to the chip waveform and the filter in the acquisition stage is given by (9). We consider two specific examples. In the first, the IF filter is matched to a chip waveform that is a rectangular pulse. The three parameters of interest are given by , , and . In the second example, the IF filter is matched to a chip waveform that is the time-limited raised-cosine pulse given by (21). For this receiver, , , and . In conclusion, we have shown that the effect of the IF filter's transfer function on the AGC system's amplification is determined by the values of and through (18). The specific ex-amples discussed above, and the corresponding values of and , are considered again later in this paper.
IV. ANALYSIS OF ACQUISITION PERFORMANCE
In the analysis that follows, the receiver that is considered samples the outputs of the filters in Fig. 1 at times , where is an integer, in order to form the test statistics. The duration of the false-alarm processing interval is equal to , so that successful acquisition of the signal is possible only if no false alarms occur for the samples immediately preceding the sample corresponding to correct synchronization with the signal. A false alarm that occurs more than samples prior to the correct sample does not affect the ability of the receiver to acquire the signal. The analysis applies to the receiver of Fig. 1 if the convolution of the baseband-equivalent IF filter with the filter in the acquisition stage is matched to the chip waveform. A more general analysis is required if that constraint is not met, though it is a conceptually straightforward extension of the development given here.
The samples are denoted by
where and are given by (6) and (7) and the test statistic is obtained from them in turn. If for some , a false alarm occurs. The false alarm results in a failure to acquire the packet if . If no false alarms occur for and if , the packet is acquired. If , the packet is not acquired. Since false alarms have no effect on acquisition of the signal if they occur for , we need consider only the samples . As noted in the previous section, we focus on systems for which . Thus the Doppler shift results in a small phase rotation in the baseband-equivalent received signal over the duration of a chip interval, and the phase function is approximated accurately by a piecewise-constant function of time as (24) We employ this approximation as an equality in the development that follows.
It follows from (6)- (8) Consider any fixed-size subset of statistics corresponding to fixed sampling instances , and suppose the duration of the preamble is held constant as the chip rate of the system is increased. By straightforward application of the Cramér-Wold device and the multivariate central limit theorem [14] , the fixed-sized subset converges in distribution to a collection of 2 jointly Gaussian random variables. On this basis, we approximate the joint distribution function of the collection of uncorrelated random variables by treating them as jointly Gaussian (and therefore independent) random variables with first and second moments given by (30) and (31). Then the test statistics are also mutually independent. Furthermore, , , are central chi-square random variables with two degrees of freedom, and is a noncentral chi-square random variable with two degrees of freedom.
Acquisition occurs if and only if and , where is the detection threshold. The probability that a false alarm occurs during the false-alarm processing interval is given by (32) where Var from (31). In the subsequent sections, we refer to this more succinctly as "the probability of false alarm."
For convenience in the subsequent exposition, a miss is defined as an outcome for which , regardless of whether or not a false alarm occurs during the false-alarm processing interval. Thus, the probability of miss is given by (33) where from (30), Var from (31), and is the Marcum Q function [15] . Thus, the probability of not acquiring a packet can be expressed as (34)
V. EFFECT OF THE AGC SYSTEM ON ACQUISITION PERFORMANCE
To gain insight into the effect that the AGC system has on the performance of the acquisition algorithm, it is useful to express the parameters that determine performance explicitly in terms of the signal-to-noise ratio (SNR) of the received signal. The SNR of the acquisition preamble is defined as SNR From (30) and (31), it follows that the parameters in (32) Recall from Section III that and . Note also that , , and depend on and only as a result of the scaling produced by the AGC system. The probability of false alarm is determined by the value of for . From (37), the parameter does not depend on SNR for . But if , the parameter is a strictly increasing function of SNR for , and .
Thus, the probability of false alarm is a nondecreasing function of SNR that is strictly increasing if . And as the signal-to-noise ratio increases, the probability of false alarm approaches a limiting value determined by (32) and (38). This is illustrated in Fig. 2 for a combination of DS chip waveform and IF filter that results in . The Doppler shift of the received signal is zero. As in all the examples in this section, the length of the acquisition preamble is 400 chips, the false-alarm processing interval is 1000 chips, and the acquisition threshold is chosen to yield the smallest possible probability of not acquiring for a signal-to-noise ratio of 16 dB. If the signal-to-noise ratio is small, the probability of false alarm is given by . As the SNR increases, the probability of false alarm increases to a limiting value of 4.0 10 .
The probability of miss depends on and , and from (35) and (36) it is seen that is an increasing function of SNR and is a decreasing function of SNR. One cannot infer from this a relationship between the probability of miss and SNR that is expressed as simply as the relationship between the probability of false alarm and SNR. Indeed, if for sufficiently low values of SNR the value of is very small and is very large, the probability of miss is a locally increasing function of SNR. In any practical application, however, there is some smallest value of SNR (denoted SNR ) for which it is necessary to achieve a low probability of not acquiring, and a low probability of miss cannot be achieved unless the threshold is less than for SNR SNR . If for SNR SNR , it follows from (33) that the probability of miss is a decreasing function of SNR for SNR SNR . This condition is satisfied in all circumstances of practical interest. Indeed, in many circumstances, the probability of miss is a decreasing function of SNR for an even wider range of values of SNR. This is illustrated in Fig. 2 for . Suppose a reasonable acquisition threshold is chosen. For a sufficiently small value of SNR, the probability of miss is approximately one and the probability of false alarm is less than one. Thus the probability of miss dominates the probability of not acquiring for small values of SNR. As SNR approaches infinity, however, the probability of miss approaches zero and the probability of false alarm increases toward its nonzero limiting value. Thus the probability of false alarm dominates the probability of not acquiring for large values of SNR, and the probability of not acquiring is a locally increasing function of SNR. Thus the probability of not acquiring is a nonmonotonic function of SNR. This is illustrated in Fig. 3 , in which the proba- . The probability of miss and the probability of false alarm are also shown to illustrate that the former determines the performance if the signal-to-noise ratio is small and that the latter determines performance if the signal-to-noise ratio is large.
Nonmonotonicity as a function of SNR is exhibited by the probability of not acquiring for any value of greater than one. This is illustrated in Fig. 4 (9) , if the chip waveform is rectangular and if the chip waveform is given by (21). Performance is shown in Fig. 4 for values of including 1.0, 1.5, 2.08, 2.5, and 3.0. The threshold for each receiver is optimized to minimize if SNR dB, and the resulting thresholds (normalized with respect to ) are 0.037 25, 0.025 25, 0.018 25, 0.015 25, and 0.013, respectively. It is seen that the severity of the nonmonotonicity increases as increases. The nonmonotonicity is . Thus, the probability of false alarm does not depend on the Doppler shift, but the probability of miss (and consequently the probability of not acquiring) increases as the Doppler shift increases. This is illustrated in Fig. 5 , in which the probability of not acquiring is shown for a receiver with and for Doppler shifts of zero and 0.001. If the signal-to-noise ratio is small, the performance is nearly 3 dB poorer with the higher Doppler shift, since the probability of miss dominates in that region. If the signal-to-noise ratio is large, however, the probability of false alarm dominates performance and the performance does not depend on the Doppler shift.
It also follows from (35)-(37) that the value of affects the performance directly only as a scaling factor in the parameters and , . For a given value of , different values of result in the same performance as a function of SNR and if the acquisition threshold is scaled in inverse proportion to . Thus it is unnecessary to specify the value of in any of the discussion above since the acquisition threshold is expressed as a quantity normalized with respect to 1 .
VI. OPTIMIZATION OF THE ACQUISITION THRESHOLD
In the previous section, it is shown that the acquisition threshold that minimizes the probability of not acquiring for a given signal-to-noise ratio can result in poorer acquisition performance at higher signal-to-noise ratios. This fact is problematic for the design of the acquisition stage in the receiver, since it is usually desirable to select design parameters that guarantee a certain level of performance over a range of channel conditions. Perhaps the most natural design criterion is to select the threshold for the acquisition algorithm that results in the smallest possible worst-case probability of not acquiring over all values of the signal-to-noise ratio above a specified minimum value. If the smallest signal-to-noise ratio of interest is denoted SNR , the optimal threshold based on this criterion is given by where (39) and is the probability of not acquiring if the threshold is and the SNR is .
The characterization of the acquisition performance in (32)-(37) does not lend itself to tractable evaluation of the optimal acquisition threshold. Instead, it is necessary to employ an exhaustive search over all possible thresholds and all signal-to-noise ratios in the range SNR SNR in order to find the optimal threshold. Thus it is desirable to find a simpler procedure that produces an acquisition threshold that comes close to satisfying the criterion for the optimal threshold.
It is noted in Section III that for a given threshold, the largest probability of false alarm occurs if SNR . Thus the largest probability of false alarm for the range of channels specified by SNR SNR also occurs if SNR . If the threshold is , the worst-case value of is denoted by Similarly, if for SNR SNR , the worst-case probability of miss occurs if SNR SNR , and it is denoted by (The upper bound on the threshold is satisfied for any threshold that results in reasonable performance for SNR SNR .)
Suppose that denotes the acquisition threshold chosen to minimize the maximum of and , i.e., where
Since is a decreasing function of and is an increasing function of , is unique for a given value of SNR . Furthermore, since the miss and false-alarm probabilities are continuous functions of the threshold, . If
If If for SNR SNR , the worst-case probability of not acquiring that results with the optimal acquisition threshold is bounded by and the worst-case probability of not acquiring that results with the suboptimal acquisition threshold is bounded by Thus (41)
The condition that for SNR SNR holds for any situation of practical interest. Thus, a simple method requiring the evaluation of performance for only two channels, one with SNR and the other with SNR SNR , yields an acquisition threshold that results in a nearly optimal worst-case probability of not acquiring over the entire range of values of interest for the signal-to-noise ratio.
To illustrate the effectiveness of the suboptimal threshold-selection method, consider the system with a 400-chip preamble, a false-alarm processing interval of 1000 chips, a DS chip waveform and IF filter that result in , and a Doppler shift of zero. Suppose it is desired to minimize the worst-case probability of not acquiring over all values of the signal-to-noise ratio greater than or equal to 16 dB. Thus SNR dB. The threshold that minimizes the worst-case probability of not acquiring is the one that minimizes the objective function given by (39). In contrast, the threshold is the one that minimizes the objective function given by (40). Both objective functions for this example are shown in Fig. 6 as a function of the threshold. The value of is slightly greater than the value of for any value of , but the difference is so small that the plots of the two functions are indistinguishable in the figure. The function is minimized if , and is minimized if . The resulting performance is virtually identical if either of the two thresholds is used, and it is shown for both thresholds in Fig. 7 . In this example, the penalty in performance that results from using rather than is much less than is suggested by the bound given in (41). Indeed, the suboptimal threshold-selection method yields a threshold that is virtually the same as the optimal threshold, and the resulting performance is essentially optimal.
The results in Fig. 7 also illustrate the effect of selecting the threshold based on the performance over a range of signal-tonoise ratios rather than for a single value of SNR. The performance that is obtained if the threshold is equal to or is compared with the performance that is obtained if the threshold is selected to optimize performance for SNR dB. The latter threshold is denoted . If dB, the probability of not acquiring is 1.0 10 if but it is 5.5 10 if or . But the worst-case probability of not acquiring over the range SNR dB decreases from 5.5 10 to 5.5 10 if or is used in place of .
VII. CONCLUSION
The performance of a noncoherent acquisition algorithm is evaluated for a DS packet radio transmission employing a fixed-length acquisition preamble. The acquisition algorithm is serial, and it is based on a matched-filter energy-threshold-crossing detector. The analysis accounts for differences in the frequency references of the transmitter and the receiver as well as Doppler shifts resulting from the mobility of the radios. It also accounts for the effect of the intermediate-frequency filter and the subsequent AGC system. The complex interdependence among the AGC system, the channel conditions, and the acquisition threshold in determining the performance of the acquisition technique is illustrated by several examples for which the probability of not acquiring is a markedly nonmonotonic function of the signal-to-noise ratio. A suboptimal method is presented for selecting an acquisition threshold that results in robust performance over a wide range of channel conditions. It is shown that use of this suboptimal threshold yields performance close to that obtained with the optimal threshold.
