Termodinâmica estatística de sistemas dissipativos : aspectos gerais e aplicação em plasma fotoinjetado em semicondutores by Hassan, Sergio Alejandro
TERMODINÂMICA ESTATÍSTICA DE 
SISTEMAS DISSIPATIVOS: Aspectos Gerais e 
Aplicação em Plasma Fotoinjetado em 
Semicondutores 
Sergio Alejandro Hassan 
Instituto de Física Gleb Wataghin, UNICAJ\.1P 
_,__ ________ ,. 
Tese a ser apresentada ao Instituto de Física Gleb Wataghin, IFGW, Universidade 
Estadual de Campinas, UNI C AMP, como parte dos requisitos para a obtenção do grau de 
Doutor em Física. 
Orientadores: Prof Dr. Roberto Luzzi 
Profa. Dra. Aurea R. Vasconcellos 
Grupo de Mecânica Estatística de Sistemas Dissipativos 
1997 
INSTITUTO OE F(SICA 
GLEB WATAGHIN 
DATA:l6/12/97 
PARECER DE APROVAÇÃO 
DEFESA DE TESE DE DOUTORADO 
SÉRGIO ALEJANDRO HASSAN 
BANCA EXAMINADORA: 
-Prof. Dr. Roberto Luzz (Orientador do Candidato) 
(!/tw1 .e 1;/7-
- Prof.d;~{~is Nunes de o~ 
.~· 
- Profa. Dra. Tânia Tomé Martins de Castro 
I 
u{lHê ~1 'r' Lc 
- Pfof. Dr. io Foglio 
à Paula 
Tired of lying in the sunshine staying home to watch the rain 
You are young and life is long and there is time to kill today 
And then one day youfind ten years have got behindyou 
No one told you when to run, you missed the starting gun 
And you nm and you run to catch up with the sun, but it's sinking 
And racing around to come up behind you again 
The sun is the same in a relative way, but you 're o/der 
Shorter of breath and one day closer to death 
Time, Pink Floyd, 1974 
The Dark Side of the Moon 
Agradecimentos 
Quero agradecer ao professor R Luzzi pela orientação e apoio ao longo destes anos e à 
professora A.R Vasconcellos pelas constantes e fundamentais discussões ao longo de 
toda a tese. Um reconhecimento muito especial ao professor J.G. Ramos pela sua 
hospitalidade e ao Dr. M. V. Mesquita pela ajuda em questões computacionais. Quero 
agradecer também ao professor J.A. Brum por breves e proveitosas discussões 
relacionadas aos fundamentos teóricos dos sistemas quasi-unidimensionais estudados no 
Capítulo 6. Agradeço o apoio financeiro da FAPESP. 
Resumo 
O objetivo principal do trabalho desenvolvido nesta tese consiste no estudo 
de alguns aspectos da Termodinâmica de sistemas abertos (dissipativos). 
Muitos sistemas mantidos longe do equilíbrio termodinâmico são govemados 
por leis cinéticas não lineares, uma condição fundamental para o 
comportamento dito complexo surgir. A este !:,JTUpo pertence a maioria dos 
sistemas nas ciências naturais especialmente na Física, na Química e na 
Biologia. Recorremos ao uso da emergente Termodinâmica Estatística 
Informacional (TE!), que está baseada no formalismo de ensemble de não 
equilíbrio conhecido como o Método do Operador Estatístico de Não-
Equilíbrio (MOENE). Este método oferece bases microscópicas (mecano-
estatísticas) para a construção de uma teoria cinética quântica não-linear. 
Desenvolvemos estudos adicionais da TEI baseada no MOENE, o que 
consistiu principalmente na determinação do espectro de autovalores do 
Operador de Entropia Estatística Infonnacional, uma quantidade que joga um 
papel central no MOENE. Consideramos sistemas descritos em tennos de 
operadores de partículas individuais e obtivemos uma fonna generalizada 
para a Entropia Informacional do sistema. Deduzimos expressões para a 
matriz dinâmica de Wigner-Landau e, em particular, para as funções de 
distribuição de não equilíbrio de quasi-partículas. Como uma aplicação do 
método a sistemas de grande interesse em fisica do estado sólido, temos 
desenvolvido e estudado em detalhe a termodinâmica irreversível e as 
propriedades ópticas de semicondutores polares sob a ação contínua de 
radiação eletromagnética na região do ultravioleta. O MO ENE nos pennitiu 
estudar, ao nível estatístico microscópico, os processos dissipativos no 
sistema e obter as equações quânticas de transporte para as quantidades 
relevantes. Consideramos o caso de materiais em volume (tridimensional) e 
fios quânticos (quasi-unidimensional). Na versão da teoria para sistemas 
homogêneos estudamos a termodinâmica dos estados estacionários e fizemos 
uso da generalização (na TE!) do critério de evolução de Glansdorff-
Prigogine para determinar o comportamento temporal assintótico da 
densidade de partículas e energia no semicondutor. Estudamos os 
mecanismos de relaxação e excitação envolvidos, mostrando a relevância da 
interação de Frõhlich no processo de dissipação de energia. Mostramos que 
os estados estacionários são estáveis sob qualquer condição de não equilíbrio 
e que, neste caso, o teorema de mínima produção de entropia informacional é 
valido ainda fora do regime linear perto do equilíbrio. Fazendo uso da versão 
mais geral da teoria, que permite tratar sistemas não-homogêneos, estudamos 
o comportamento temporal e espacial da densidade de carga no sistema de 
portadores. Obtivemos equações de transporte para a matriz de Wigner-
Landau e uma expressão geral da função dielétrica de não-equilíbrio que 
contém, em particular, a interação entre os portadores e os fônons 
longitudinais ópticos. O estudo da seção eficaz de espalhamento Raman 
eletrônico nos permitiu identificar o conjunto de excitações elementares 
presentes no sistema em condições de não equilíbrio. Caraterizamos dois 
modos coletivos de oscilação, identificados como os plasmons ápllco e 
acústico, e duas bandas carateristicas das excitações de partículas individuais 
(de elétrons e buracos). Mostramos que a função dielétrica estática se pode 
anular a altas intensidades de radiação, o que está relacionado a uma 
instabilidade do estado espacialmente homogêneo de densidade de carga. 
Nesta instabilidade (ou bifurcação das soluções estacionárias) surge, no 
sistema, uma estrutura espacial de densidade estacionária de carga devido a 
um processo de auto-organização do sistema de elétrons assistido pela 
interação Coulombiana. Cálculos numéricos mostram, não obstante, que esta 
transição não pode ser observada experimentalmente devido à alta 
intensidade de radiação requerida. No estudo de semicondutores quasi-
unidimensionais, estudamos os estados homogêneos e não homogêneos 
obtendo uma expressão para a densidade fotoinjetada como fimção da 
intensidade do campo de radiação. Foi determinada a dependência da 
densidade com a temperatura e o diàmetro do fio. A análise numérica do 
espectro Raman eletrônico nos permitiu identificar as excitações elementares 
no sistema. Como no caso tridimensional, foram encontrados dois modos 
coletivos de oscilação, um de mais alta frequência que chamamos p/asmon 
superior (a versão em não equilíbrio do conhecido plasmon intrasubbanda) e 
outro, menor em frequência, o plasmon mferior (uma espécie de modo 
acústico). A mais, foram identificados também duas bandas carateristicas dos 
contínuos de excitações individuais, a de elétrons e a de buracos. Obtivemos 
expressões analíticas para a relação de disperssão do plasmon superior e 
estudamos seu comportamento com a intensidade: A baixos níveis de 
radiação, a frequência do plasmon superior aumenta monotónicamente com a 
intensidade entanto que a altas intensidades a frequência atinge um máximo e 
começa diminuir até se anular numa intensidade critica; além desta 
intensidade a frequência se torna imaginária. Este fenômeno está relacionado 
a uma mudança no regime do movimento do plasmon, que vai de oscilatório 
amortecido a super-amortecido. 
Abstract 
The main objective of the work perfonned for this thesis consists in the study 
of some aspects ofthe Thermodynamics of open non-equilibrium (dissipative) 
systems. Many systems maintained far away from equilibrium are govemed 
by nonlinear kinetic laws, a fundamental condition for complex bahavior to 
arise. To this area belongs most systems in natural scie11ces especially i11 
physics, chemistry and biology. We have resorted to the use of the emerging 
Informational Statistical Thermodynamics (1ST), which is based 011 the 11011-
equilibriwn ensemble fonnalism consisting in what is known as the Non-
Eqnilibrium Statistical Operator Method (NESOM). This method provides 
microscopic (statistical-mecha11ical) basis for the co11structio11 of a 11011li11ear 
quantmn kinetic theory of a large scope. We have perfonned further studies 
of NESOM-based IST, mainly the determination of the eigenvalue spectrum 
of the so-called Informational Statistical Entropy Operator which plays a 
fundamental role in the theory. We consider systems describable in tenns of 
single-quasi-particles obtaining a generalized tonn of the lntonnational 
Entropy. Moreover, expressions for the Wigner-Landau single-particle 
density matrix and, in particular, for distribution functions of quasi-particles 
are also derived. An application of Jarge interest in solid state physics is 
developed and presented in detail. It consists in the study of the irreversible 
thermodynamics and the optical properties of a direct -gap polar 
semiconductor w1der the constant action of electromagnetic radiation in the 
UV-band. NESOM allows us to study, at the statistical microscopic levei, the 
dissipative processes in the system and to obtain the quantum transpor! 
equations for the relevant quantities which describe the evolution of the 
macrostate of the system. We consider the cases of bulk (three-dimensional) 
matter and (quasi-one-dimensional) quantum wires. ln the version of the 
theory used to deal with homogeneous systems we study the thennodynamics 
of the steady states and resort to a generalization of the Gla11sdorff-Prigogine 
criterion of evolution i11 arder to determine the asymptotic temporal behavior 
of the densities of energy and particles i11 the semiconductor. We study the 
excitation and relaxatio11 mechanisms involved showi11g the relevance of 
Fróhlich interaction in the energy-dissipation processes. We show that the 
stationary states are stable whatever the non-equilibrium conditions and that 
the theorem of minimmn informational entropy production is valid even for 
situations far away from the linear regime near equilibrium. With the most 
general version of the theory, which allows to deal with non-homogeneous 
systems, we study the spatial and temporal behavior of the charge density in 
the carrier system in the semiconductor. Non-linear transport equations for 
the Wigner-Landau single-particle densitymatrix and a general expression for 
the non-equilibrium dielectric function including, in particular, the interaction 
between carriers and longitudinal optical phonons, are obtained. The study of 
the electronic Rarnan scattering cross section permits us to identiry the 
elementary excitations in the system in non-equilibrium conditions. We can 
characterize two collective modes of charge density oscillation, identified as 
optical and acoustic plasmons, and two peaks characteristic of single-particle 
excitations (of electrons and of boles). We show that the static dielectric 
function becomes null for a sufficiently high radiation intensity, what is 
related to an instability of the spatially homogeneous state. At this instability 
(or bifurcation ofthe stationary solutions) a charge density structure, dueto a 
self-organization process in the electronic system assisted by the !ong-range 
Coulomb interaction, is established. Numerical calculations show, however, 
that this instability could be of difficult experimental observation because of 
the high radiation intensity required. ln the case of the quasi-one-dimensional 
semiconductor we study both homogeneous and non-homogeneous states, 
obtaining the photoinjected carrier density as function of the radiation 
intensity. The dependence of the carrier density on both the diameter of the 
wire and carrier quasi-temperature is also studied. Numerical analysis of the 
electronic Rarnan spectrum allows us to identiry the elementary excitations in 
this system. Like in bulk matter two collective modes are found: One higher 
in fiequency, which we call an upper-p/asmon and another one, of lower 
fiequency, a lower-p/asmon (a kind of acoustic collective mode). Moreover 
two continua of single-particle excitations are also identified. We obtain 
expressions for the fiequency-dispersion relation of both collective modes 
and present an analysis of the behavior of the upper-plasmon with the 
intensity: At low radiation leveis, the fiequency of the upper-plasmon 
increases monotonicaly with the intensity, whereas in the high radiation 
regime the fiequency starts to decrease and might, eventually, become null. 
1l1is effect is thought to be related to a change of regime in the motion of the 
upper-plasmon, going fiom damped undulatory moti011 to an overdamped one. 
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O objetivo fundamental da mecânica estatística de sistemas afastados do equilíbrio é determi-
nar as propriedades termodinâmicas e a evolução temporal de quantidades macroscópicas, em 
termos das leis dinâmicas que governam o movimento das partículas que formam o sistema. 
Neste sentido o estudo dos estados macroscópicos de sistemas em condiç(Jes de nlli~equilíbrio 
tem que enfrentar dificuldades muito mais sérias do que aquelas presentes no caso de sistemas 
em equilíbrio. O fato de ter que considerar a evolução temporal implica ter que reconciliar a re-
versibilidade das leis da mecânica microscópica, com a irreversibilidade observada na natureza. 
As equações de transporte obtida..., de uma t.eoria microscópica devem refletir esta irreversibil-
idade e devem ex:plicar, em particular, a evolução para o estado de equilíbrio em sistemas 
naturais isolados. A necessidade de descrever a evolução temporal e espacial do sistema requer 
um estudo muito mais detalhado que em situações de equilíbrio, onde a maioria dos problemas 
podem ser descritos por meio de uma função de estado conveniente de acordo com os vínculos 
aos quais o sistema está submetido. Na maior parte dos problemas irreversíveis não se tem 
controle preciso sobre o sistema e, exceto em algumas situações estacionárias, não é possível 
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descrever o fenómeno com um potencial termodinâmico de não-equilíbrio. 
Pode-se dizer que a mecânica esl at.íst.ica de não-equilíbrio I cve sua origem no st·culo passado 
com os trabalhos de Boltzmann que desenvolveu as ba.'"les de urna teoria cinôt icH. de gases 
válida para sistemas suficientemente diluídos. Estes trabalhos levaram, entre outras coisas, 
ao desenvolvimento de uma teoria de transporte cujo resultado mais irnportantt~ é a conluxida 
equação de Boltzmann. O teorema 'H foi outro dos primeiros e muito importantes resultados na 
área, mostrando pela primeira ve:r, corno urna teoria cinética permite descre\'Cr a evolução para 
o equilíbrio. A extensão da teoria a sistemas não-diluídos (densos) foi desenvolvida por vários 
autores e seguiu basicamente duas direç<Jes: i) urna generalização da teoria cinética de gases 
que conduz às equações da hierarquia BBGKY (a equação de Boltzmann é a aproximação 
na mais bai.."<a ordem) e ii) uma generalização da teoria do movimento Browniano. na qual 
as complicadas equações de tipo Langevin que surgem das leis da mecânica microscópica são 
tratadas por meio de hipóteses estatísticas apropriadas (este enfoque leva ao formalismo das 
funções de correlação de Mori e ao método da equação mestra). 
Urna aproximação diferente para o desenvolvimento de uma mecânica estat.íst.ica de sistemas 
arbitrariamente afastados do equilíbrio baseia-se no formalismo dos fn.'lonble8 de GiblY.-;. Co-
mo pode-se justificar sua aplicação e qual é o seu significado físico em sit nações de equilíhrio 
são perguntas ainda sem resposta satisfatória, embora seu sucesso motive estender sua apli-
cação a sistemas arbitrariamente longe do equilíbrio. A extensão a estes sistemas tem ainda 
associada uma questão fundamental: qual é o ensemble adequado para urna dada sit nação de 
não-equilíbrio? 
O Método do Operador Estatístico de Não-Equilíbrio (MOENE) é uma técnica ba.'>Cada no 
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formalismo dos ensembles de Gibbs [1]. Existem vários enfoques para este método c tem sido 
mostrado que todas elas podem ser unificadas sob um único principio variacional [2]. Este 
principio (que conduz a uma construção apropriada do ensemble de não-equilíbrio) consiste 
na maximização de uma particular função definida sobre o sistema a cada instante de tempo. 
Esta função é chamada Entropia de Informação (ou Entropia Estatística de Gibbs) e sua 
maximização deve-se fazer levando em conta as restrições impostas pela informação relevante 
que ternos do sistema. Desta forma, o MOENE baseado nesta técnica de maximização da 
entropia de informação será chamado :MaxEnt-MOENE. O método oferece um critério para a 
escolha do ensemble adequado para uma dada situação de não-equilíbrio, respondendo, desta 
forma, à pergunta fundamental do parágrafo anterior. A validade desta escolha num particular 
problema de não-equilíbrio (e implicitamente a validade do principio variacional), só poderá ser 
verificada a posteriori comparando os resultados teóricos com os resultados experimentais. O 
MaxEnt-MOENE permite obter equações de transporte não-lineares e não-locais no tempo e 
no espaço, i.e., tem incorporado efeitos de memória e correlações espaciais. 
Da mesma forma que a mecânica estatística de equilíbrio oferece fundamentos microscópicos 
à termodinâmica de equilíbrio ou termostática, a mecânica estatística de sistemas irreversíveis 
deve dar base a uma termodinâmica de não-equilíbrio. Não obstante, o estudo tradicional 
da termodinâmica irreversível tem seguido caminhos independentes ao enfoque microscópico 
e tem sido baseado essencialmente em hipóteses fenomenológicas. Da mesma forma que a 
mecânica estatística, a termodinâmica de não-equilíbrio é uma área que está atualmente em 
desenvolvimento e envolve serias dificuldades conceituais e de manipulação matemática. Dentre 
os enfoques fenomenológicos para a termodinâmica de não-equilíbrio pode-se citar i) a Termod-
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indmica Irreversfvcl Clássica (TIC), ii) a Tennodinârnim Racional (TR) c iii) a 'I'crmodmllmim 
Irreversfvel Estendida ('I'IE). A TIC [:3] está ba.!:ieada essencialmente na hipótese de equilíbrio 
local, com o qual se estendem varias rela~ôcs da tennost.át ica como scnclo válidas, cm cada 
instante de tempo t, em pequenos elementos de volume .6.F(r) do sistema, na po:->io:;ão r. Para 
fechar a teoria incluem-se a."! chamadas relações constitutivas que ligam os fluxos com as wn-
iáveis termodinâmicas básicas (como por exemplo as leis de Fick e Fourier). As lirnitac;ões e 
dificuldades mais sérias da TIC tcrn a ver com a hipótese de equilíbrio local e com o caráter 
matemático das equações constitutivas que descrevem propagações de perturbações com veloci-
dade infinita Uá que levam às equações de difusão de massa e calor, matemát.icamente ditas de 
tipo parabólico). 
Tanto a TR como a TIE foram desenvolvidas para tratar sistema.o; arbitrariamente fora de 
equilíbrio, estendendo assim o domínio da TIC. A Termodinâmica Racional [1] abandona o 
conceito de equilíbrio local e trabalha com funcionais nsposta, que descrevem o sistema ao 
tempo t, como determinado pelos valores das variáveis termodinâmicas ao longo de toda sna 
evolução previa, introduzindo assim o conceito de memória. 
A Termodinâmica Irreversível Estendida [5] é o enfoque mais completo e aceito na atualidade 
e permite tratar em forma razoavelmente satisfatória uma ampla variedade de problema.<;. A 
TIE generaliza a TIC em vários aspectos: vai além da hipótese de equilíbrio local, tenta obter 
melhor acordo com o experimento e uma melhor relação com a mecânica estat.íst ica de não-
equilíbrio e, por meio de um formalismo mais rigoroso, elimina as dificuldades eonceituais de 
velocidade de propagação infinita que produz a TIC (as equações de movimento de massa e 
calor passan a ser do tipo ondulatório, matemáticamente ditas de tipo hiperbólico). 
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O método do operador estatístico tem permitido desenvolver uma teoria termodinâmica 
com bases microscópicas. A termodinâmica asociada ao MaxEnt-:rviOENE é chamada Ter-
modinâmica Estatística lnformacional [6] e tem sido mostrado uma estreita relação entre esta 
termodinâmica estatística e as termodinâmicas fenomenológicas descritas acima [7]. 
Neste trabalho estudaremos tanto a mecânica estatística como a termodinâmica irreversível 
de um sistema de muitas partículas arbitrariamente afastado do equilíbrio. Após considerações 
e estudos particulares referentes a esta Termodinâmica Estatística, fazemos urna extensa apli-
cação a sistemas físicos de relevância tanto ao nível teórico corno experimental e tecnológico. 
Em particular, estudaremos um semicondutor polar de gap direto, em cantata com um banho 
térmico, mantido longe do equilíbrio termodinâmico por meio de uma excitação contínua com 
uma fonte externa de radiação electromagnética de espectro amplo (a situação particular, e 
muito importante, de excitação com fonte laser se obtém como um caso limite no qnal o espec-
tro de frequências é modelado por uma função tipo delta, centrada na frequência dos fótons do 
laser). Na situação descrita, os elétrons na banda de valência são excitados para a banda de 
condução por absorção de um fóton da radiação incidente. Na representação elétron-buraco se 
tem, então, dois fluidos de quasi-partículas quânticas que dissipam seu excesso de energia por 
meio de dois mecanismos de relaxação: i) recombinação elétron-buroco , com a emissão de en-
ergia eletromagnética, e ii) transferência de energia para a rede cristalina por meio da interação 
elétron-fonon. É, então, neste jogo de excitação e relaxação que o sistema é levado e mantido 
fora de equilíbrio podendo, t.•ventualment.e, atingir um estado estacionário após os transitórios 
terem acontecido. Neste trabalho o interesse estará centrado essencialmente no estudo destes 
estados e não na sua evolução temporal (com exceção do estudo dinâmico feito no Capítulo 
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:3, onde estudamos a evolução temporal a tempos longos, quando o sistema evolui ao estado 
estacionário final). É nesta situação onde acontecem (e podem se observar) os fenômenos que 
nos interessam estudar nesta tese, em particular, a influt~ncia das característica.:.; tennodinârni-
cas de não-equilíbrio com os concomitantes efeitos dissipativos sobre as proprit..->(la(k'S óptica.<;, 
assim como a possibilidade de emergência de comportamento dito complexo, consistente na 
formação de estruturas espaciais em semicondutores sob intensa radiação eledromagnét.ica. Na 
situação descrita acima, então, se tem diferentes subsistemas interagent.cs, compostos de um 
grande número de quasi-partículas: elétrons, buracos, fótons (da radiação externa e do produto 
da recombinação), fônons ópticos (longitudinais e transversais) e fônons acústicos. Assim, o 
problema descrito tem os ingredientes ide.ais para fazermos um estudo detalhado ao nível es-
tatístico microscópico e termodinâmico dos processos dissipativos (irreversíveL<>) num sistema 
físico particular de muita importância teórica e experimental. 
A física de semicondutores apresenta-se como um campo ideal para testar as idéias e métodos 
da mecânica estatística de não-equilíbrio devido à possibilidade de realização experimental 
em condições de forte desequilíbrio e à existência de muito avançados e precisos métodos de 
medição. O formalismo microscópico baseado no MOENE tem sido aplicado estensamente 
nesta área de semicondutores e obtido muito bom acordo com resultados experimentais [8-14]. 
Outras áreas de aplicação da teoria (em que está se trabalhando atualmente) é na biofísica, em 
particular em sistemas quasi-unidimensionais como proteínas, biopolímeros, etc [15]. 
Este trabalho está organizado da seguinte forma: 
Capítulo 2: Após uma breve descrição dos fundamentos do formalismo estatístico e ter-
modinâmico, estudamos o espectro de autovalores do Operador Entropia de Informação, uma 
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quantidade que joga um papel central na teoria do Operador Estatístico de Não-Eq11ilíhrio. 
Obtemos uma expressão generalizada (válida para gases quânticos arbitrariamente fora do equi-
líbrio) para a Entropia de Informação. Derivamos exprcs..<;c.)cs cxplíeit.as para a mat.riz dinâmica 
e, em particular, para as populações de partículas (no espaço original e naqudc que diagonaliza 
o operador de entropia) em sistemas dissipativos não-homogeneos. 
Capítulo 3: Fazemos um estudo detalhado da termodinâmica irreversível e da evolução 
temporal assintótica, de um semicondutor polar de gap direto, sob a açào contínua de radiação 
laser na banda do ultravioleta, perto do.'l estados estacionários. Neste estágio do t.rabalho não 
se tem interesse nos detalhes espaciais dentro do sistema, mas na análise de quantidades globais 
(energia total dentro da amostra, numero total de partículas fotoinjetada._.., dentro da amostra, 
etc). Desta forma fazemos uso da versão mais simples da tooria, i.e., na sua versão para o 
tratamento de sistemas homogêneos, obtendo as equações de transporte para a densidade de 
energia e para a densidade de partículas fotoinjetadas, em sistemas intrínsecos e extrínsecos 
(tipo n e tipo p). 
Capítulo 4: Aqui estudamos a versão geral da teoria, i.e., na sua versão para o tratamento de 
sistemas não-homogeneos. Isto permite estudar os det.alhes espaciais da.'l quantidades relevantes 
no sistema, em particular a dependência espacial da densidade de carga dos portadores fotoin-
jetados. Esta análise é de fundamental importância para o estudo das propriedades ópticas 
(função dielétrica, espectro Raman, L'Spectro de absorção, etc) do semicondutor fotoexcitado, 
que fazemos nos Capítulos 5 e 6. A análise microscópica nos permite obter uma expresão geral 
para a função dielétrica de não-equilíbrio levando em conta os processos irreversíveis relev-.mtes 
no sistema, em particular a interação dos elét.rons com os modos de vibração da rede. 
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Capítulo 5: .F'azemos um est.udo numérico detalhado das propriedad('!S ôpt ica. .. 'i do semi-
condutor, estudando a função dielétrica e a seção de espalhamento Rarnan sob conrli,~Ot~s de 
n&requilíbrio. Estudamos as excitaçêies elementare~ do ~i~terna ele portadon~, obt<-udo as re-
laçêies de dispersão para os modos de oscilação coletivos e das excitaçõe~ de qnasi-pa.rtícnlas 
individuais (de elétrons e buracos). O estudo da densidade local de pari ícula..<> permite t amb{~m 
analizar a possibilidade de formação de uma estrutura espacial na forma de urna densidade esta-
cionária de carga, que surge como consequência da auto-organização do sistema eletrônico no 
semicondutor. Estudamos as condições sob as quais pode surgir uma uma transição morfológica 
no sistema. Nesta transição, o estado espacialmente homogêneo de densidade de carga se faz 
instável para um valor crítico da intensidade da fonte, dando lugar a novos estados estáveis 
não-hornogeneos, i.e., à emergência do que pode ser descrito como comportamento cornpk>xo. 
Capítulo 6: Neste capítulo estudamos o comportamento de um semicondutor quasi-unidimcn-
sional, o chamado fio qullntico, sob radiação eletromagnética na banda do ultravioleta. Após 
descrever a teoria básica fazemos um estudo da termodinâmica irreversível dos estados esta-
cionários, o que nos permite obter a dependência da densidade fotoinjetada com a intensidade 
da radiação incidente. Análogamente ao feito no Capítulo,), fazemos um estudo completo das 
propriedades ópticas estudando a função dielét.rica e o espectro Raman caraterizando os tipos 
de excitações elementarL>s presentes no sistema de portadores. Derivamos uma expressão da re-
lação de dispersão do plasmon intrasubbanda e analisamos a ~ua dependência com a intensidade 
da radiação externa. 
Capítulo 7: Neste último capítulo apresentamos um sumário e as conclusões do.<; resultados 
obtidos na tese e discutimos e comentamos as JX>SSibilidades de trabalho que ela abre. 
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Finalmente, nos Apêndices, se apresentam os detalhes do descm'olviment.o matem<\ I ico dos 
resultados mais importantes e alguns prrpri1tls e reprint.s. 
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Capítulo 2 
Teoria Microscópica e Termodinâmica 
Irreversível 
2.1 Operador Estatístico de Não-Equilíbrio 
Dado um particular sistema físico afastado do equilíbrio estamos interessados no comportamen~ 
to temporal e espacial de certas quantidades { Q1 (r, t), Q2(r. t.), ... Qn (r, t)} as 'Jltais chamaremos 
macrovariáveis (embora nem sempre descreYa.rn quantidades maeroscópica<õ; no sentido usual); 
podem ser, por exemplo, mírnero de partículas, energia, magnetização. fluxos de pari ículas, 
fluxos de energia, etc. O objetivo central é obter a.''> equações de evolução para esta.<; qnanti-
dades. Este conjunto de macrovariáveis tem associado um conjunto de operadores Hennitianm; 
{Pt(r),P2 (r), ... Pn(r)} que, na representação de Schroedinger, não dependem do tempo mas 
podem depender da posição, i.e., são as densidades locais das grandezas Pj. Estes operadores 
podem ser Hamiltonianos, operadores den~idade espacial de partículas, operadores número de 
partículas, etc .. Chamaremos a estas quantidades l'ariáFeis dinâmicas dr; base. A relação entre 
as rnacrovariáveis e as variáveis dinâmicas de base e-;tá dada na forma 1\Sl\al por 
(J,(r,t) ~ Tr {P,(r)p(t)}, (L li 
j = 1, 2, ...... , n, onde p(t) designa o Operador Estatístico de Não--Equilíbrio ddinido sobre o 
espaço de Hilbert 1i dos estados quânticos do sistema c Tr {H} {~ o traço do opt>rador U cm 
1i (no limite clássico, p é uma função real definida no espaço de [ru;e f do sist cma e Tr {R} 
deve--se interpretar corno uma integral da func;ão R sobre f) .. 
O Harniltoniano do sistema escreve--se na forma 
H~ /lo+ 11' (2, 2) 
onde H0 é chamado partE relEvante composta dao;;; energia cinéticas das pari ícnlas do sist Pma e 
a parte das interações suficientemente fortes como para dar lugar a efeitos de relaxação rápidos, 
i .. e .. , com tempos de relaxação muito menores que o tempo característico ~t no experimento 
(usualmente a resolução temporal do instrumento de medida). Por outro lado H' contém o 
resto do Harnilt.oniano do sistema, ou seja as interações que produzem efeitos de relaxação 
lentos, i .. e .. , com tempos de relaxação suficientemente longos(> ~t). Este procedimento de sep--
aração é fundamental e cst.á ba..<>eado no principio de Bogolinhov sohre os tempos de decaimento 
de correlações [16], o que permite definir urna hierarquia de tempos de relaxação no sistema 
dissipativo sob consideração .. 
Urna da.'> questões fundamentais da teoria ô a escolha apropriada das variáveis de base .. 
É obvio que o conjunto {Qj} deve conter, cru particular, todas a._<; quantidades que estamos 
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interessados em descrever. Não obstante não existe um critôrio g;eral que permita obter o con-
junto completo de variáveis de base para descrever adequadamente um determinado problema. 
Existe, porém, um critério que pode ajudar na escolha dt:t>1.as variáveis; Pst.e critôrio, chamado 
condição de fechamento de Zuharev-Peletrninskii t.,>st.abelece (ver por exemplo Hef.[l]) 
n 
[P,(r), H0 ] =L a,,P,(r) (2,:l) 
k-1 
j = 1,2, ... , n, onde Ctjk são em geral números reais, ou ew~ntualmentc fmu:ões da posi(;ão r ou 
operadores diferenciais. Esta condição estabelece que para uma adequada descrição do sistema 
devemos considerar todas as variáveis de base que satisfaz;em as n relações dadas pela l:q.(:2.:{). 
De alguma forma oferece uma condição de w:cessidadf (mas não de suficiência) para a escolha 
das macrovariáveis, i.e., a definição do espaço de estados macroscópico (termodinâmico) do 
sistema. 
Urna vez escolhidas as variáveis de base devemos obter urna express;.lo para o operador<~-
tatístico p. Os detalhes do procedimento para a construção deste operador podem-se encontrar 
na extensa bibliografia sobre o tema [1,2,17] e não nos deteremos aquí nesta questão; é suficiente 
dizer que a construção d<~t.e operador está baseado no critório de Jaynes [G,lX] (por sua w:z 
com ba.....e nas idéias de Shannon sobre a teoria matemática da informação) de rmn:.irnizaçào 
da entropia de Gibbs, i.e., Se = -Tr {plugp}, com os vínculos que impõe o conhecimento 
parcial que se tem sobre o sistema (informação ao nível macroscópico imposta pelas condiç()es 
num dado experimento), a todo instante t', no intervalo f0 ::; t'::; L entre o instante inicial de 
preparação do sistema, t0 , e o instante final, f-, no qual se faz a medida num dado experimento. 
O Operador Estatístico de Não-Equilíbrio p(t), na versão devida a D. N. Zubarev, esta dado 
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por 
p(t) ~ exp {logp(I.,O) -l e'U' qd (' ·} t' !ogp t. t'- t)dt . 
onde o operador auxiliar p(t, O) tem a forma geral 
p(t. O)~ exp { -1>(1)-~ J Fj(r. l)l~(r)d'r}, 
e 
p(t', t'- t) ~ exp {-i~ (t- t')ll} p(t,U)exp t~ (t- t')ll}. 
O parametro ê na equação (2.4) é uma quantidade positiva infinit.e~;irnal que vai para zero após 
os cálculos dos traços foram efetuados1 . Na equação (2.5), 1/J(t.) e o conjunto {/'j(r,t)} são os 
multiplicadores de Lagrange que o método de maximização da entropia de Gihbs introduz. Em 
particular, 4>(t) garante a normalização de p(t), i.e., Tr {p(t)} = 1, para todo t. i.e .. 
ç!>(t) ~ logT'r { exp [-t J fj(r,t)P,(r)d'r]}. (2.6) 
Da Eq.(2.4) \'em~ que o operador esta\ íst.ico pode-se separar em dois termos, 
p(t) ~ p(t.O) + p'(t). (2.7) 
1 Este processo de limite está relacionado com a quehm de simetria temporal na equação de tion\"ille o 
que permite seledonar só as soluções retardadas garantindo, desta forma, a irreversihilidade da" equa(;ões de 
evolução e portanto, uma correta descrição do processo dissipativo, que é, in;;istimos, uma hipótf'!-.e ad hoc. 
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onde o operador auxiliar p(t, O) tem a propriedade 
Q,(r. t) ~'I' r { P;(r)p(t)} ~'I' r {P;(r)p(t, O)} , 
ou seja dá o valor instantâneo no tempo das macrovariáveiR e não con1 ôm os efeitos de rchc..::ar.;ão. 
Por outro lado, p'(t) é o responsável pela descrição da evolução irreversível do sistema e por 
tanto esta incluído no cálculo da derivada temporal de QJ(r, t) [1.1]. 
A expressão de p'(t) que se deriva da Eq.(2.4) é de muito pouca utilidade na prática devido à 
dificuldade de manipulação matemática. Nas aplicações trabalhamos corrt urn desenvolvimento 
em série de potências na._.., interações contidas em ll' na forma que se descreve em continuação. 
Deriva.ndo no tempo a equação (2.1) obtemos as eqna(,_0es de transporte para as macro\"ar-
iáveis QJ(r, t), que podem-se pôr na forma 
onde 
Jj"\r,t) ~T~-c~ [P;(r),H0]p(t.o)} ~ to17Q1 (r.t). 
JJ'1(r, t) ~ Tr { i~l [l';(r), H'] p(t, O)} 





Os termos Jj0 ) e Jfl estão associados ao operador auxiliar p( t, U) que, corno dito anteriorrncntf\ 
determinam o valor instantâneo das macrovariáveis. O termo 'SJ está relacionado com p'(t) e 
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é o responsavel pela evolução irreversível do sistema. l'ma teoria pertnrhativa cornplda <pie 
permite calcular o termo 'Si na ordem na interação H 1 desejada foi obtida por Lauck d al. [19]: 
Formalmente este termo pode-se c-;crever na forma 
S 1(r. t) ~L .Jj"1(r.l) 
tt-2 
onde o índice (n.) indica a ordem das int.eraçCies presente ern cada termo (pensan<lo em IPrmos 
de um gás de molécula..'> corresponderia à contribução resultante da colisão de n partículas crn 
uma teoria cinética tradicional). Aqui vamos apresentar só os resultados do limite J..larkoviano 
(interação fraca) [19] que consiste num desenvolvimento até a segunda ordem nal-:ó intera(;õcs. 
que está dado pelo termo J?>, i.e., [1,2,19] 
2 ' 
s,(r, t) "' Jj'1(r. t) ~ c~) J ec(''- '1Tr (I H' (t.' - t )o. I 11'. P,( r Jll p(t. O)} dt' + 
(2.11) 
Esta aproximação será usada ao longo de toda a tese e descreve muito satisfatoriamente grande 
parte dos resultados experimentais na área de semicondutores e sistema.-; bioló~icos afastados 
de equilíbrio. Na Eq.(2.14), ti indica derivada funcional e a <lcpendência temporal explícita em 
I/1 está dada por 
H'(t'- t)0 ~ exp {-~(t'- t)/Jo} II' exp {~(t'- t)llo} . 1h 1h (2.lf,) 
ou seja o Hamiltoniano está na representação de interaçào. As Eq.(2.9)-(2.11) e (2.14) sao as 
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equações fundamentais da teoria do OENE na aproximação considerada. 
Pode-se demonstrar que a evolução temporal das macrovariáveis está relacionada à dos 
multiplicadores de Lagrange F; já que 
I) ~ liQ;(r, t) I) 
IJt Q;(r, t) = f;;. liF,(r, t) IJt F,(r, t) (2.16) 
assim, conhecendo as equações de transporte para as macrovariáveis de base podemos obter 
as equações de evolução para os multiplicadores de Lagrange (que tem o papel de variáveis 
termodinâmicas intensivas, as quais descrevem completamente o estado termodinâmico de não 
equilíbrio do sistema, assim como o fazem as macrovariáveis Q;(r, t)). 
2.2 Termodinâmica Irreversível 
A conexão entre a mecânica estatística de não equilJbrio brevemente resumida na seção anterior 
e a termodinâmica irreversível associada (Termodinâmica Estatística lnformacional) se faz de 
forma similar que em equilíbrio. Definamos primeiro a Entropia Estatf3tica lnformacional na 
S(t) = -Tr {p(t) logp(t,O)} (2.17) 
Esta entropia de informação tem a caraterística importante que, no limite de equilíbrio, tende 
à entropia termodinâmica. É possível mostrar também que esta definição de entropia pennite 
relacionar a termodinâmica estatística informacional com as termodinâmicas fenomenológicas 
2 Lembremos que a entropia de Gibbs, Se, definida na seção anterior não pode representar uma entropia 
termodinâmica devido a que ê constante no tempo e não atinge um máximo quando o sistema aproxfma-se ao 
equilíbrio. 
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descritas na Introdução. 
Usando a expressão do operador auxiliar dada pela Eq.(:2.5) S(~ tem 
S(l) ~ </J(I) + t /l·;(r.l)(},(r t)d'r. 
J--1 . 
(2.1X) 
e por tanto as variáveis 1·~ são dita.."l de terrnodinâmicamente conjugadas às Q1 , no sPntido qHP 




onde, relembramos, 6 indica derivada funcional. 
Da Eq. (2.17) vemos que a entropia estat.íst.ica informacional corresponde ao valor rn(xlio (no 
enst:mble de não-equilíbrio) do operador Hermitiano 
S(t) ~ -logp(I.O), (2.21) 
que chamaremos Operador Entropia estatística lnformacional. C ma quantidade de impor! ância 
fundamental no estudo da termodinâmica de sistemas dissipativos está dada pela derintda 
temporal de 8(1), i.e., 
õ'(t) ~ :
1
S(t) ~ Tr {;cS(t)p(t)} . (2.22) 
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que chamaremos Produção de Entropia Estatfstica lnfonnaciorwl (C é o operador de Liouville:J). 
Da última equação vemos que esta quantidade corresponde ao valor médio do operador 
rf(t) = iÚ(t) (2.2:!) 
que chamaremos Operador Produção de Entropia Hstatística lnfvrmacional. Alguma'> das pro-
priedades matemáticas dos operadores definidos nas Eqs.(2.21) e (2.23) podem-se encontrar 
em várias referências (ver por exemplo Ref.[20]); nesta tese ternos estudado, em particular, o 
espectro de autovalores de Se algumas questões matemáticas relacionadas. O estudo detalhado 
esta apresentado na seção 2.:t 
Em qualquer sistema afastado do equilíbrio podemos sempre identificar um subsistema 
particular que chamaremos sistema interno (a escolha deste sistema depende, em principio, 
do nosso interesse particular). Dest.a forma sempre podemos escrever a produção de entropia 
informacional como soma de dois t.errnos [21] 
õ'(t) = õ',(t) + õ',(t) , (2.24) 
onde (fi é a chamada produção interna de entropia infonnacional (associada só aos processos 
que acontecem dentro do sistema interno) e 7J,., produção Externa de fntropia informacional 
(que, por exclusão, está relacionada com t.odos os processos que não são considerados internos, 
ou seja, os relacionados com a interação do sistema com o meio circundante). 
É importante aclarar que no estudo de sistemas abertos, o operador estatístico p(t.) dado 
3 Este operador está definido, no ca.."ü quântico, por iLp = [p. H] J i Ti. f', no caso clássico, por iLp = { p, H}, 
onde H é o Hamiltoniauo do sistema, [ ... ] é o comutador e { ... } o parêntese de Poi.s&>n. 
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pela Eq.(2.4) está definido apenas sobre o sist(:ma rompido isolado composto pP!o sistema soh 
consideração mais o meio circundante. Na pratica o meio extPrno ô considerado nrn rcs1~n·atório 
ideal (de massa e energia) que pode ser dPscrito por um opnador estatístico p, =etc. indl'-
pendente do tempo. Se denotarmos com p_,(t, O) o operador t~statístico mL-xiliar do sistt:ma soh 
consideração, então, com boa aproximação, p(I.O) = Ps(I.U) X p,. onde p(I.O) {:o opcrmbr 
auxiliar total (sistema mais reservatório). 
A produção de entropia estatística informacional 77(t), definida na equaçào (2.22) lcrn ntrias 
propriedades muito importantes. Primeiro notamos que, após dcriwu no tempo a l·~(J.(2.1~) com 
cp(t) definido na Eq.(2.6), õ'(t) e'tá dado por 
-()-~JF( )BQ,(r.f)d" a i - ~ 1 r, i- O} r o! j-1 (2.23) 
e portanto a sua derivada temporal pode-se escrever como soma de duas contrihuic.;ões na forma 
d d,. dQ 
-d õ'(t) ~ -, õ'(l) + -õ'(t) I <I dt (22fi) 
onde o t.crrno associado à variac.;ão temporal dos multiplicadores de La~ange f.j está dada por 
dFõ'(t) ~ t]8l·j(r.t)BQ,(r.f)d'r, 
dt. at at j-l 
12.27) 
e o termo associado à variação temporal das macrovariávt:>is CJ1 por 




Pode ser demonstrado [7] que a quantidade definida pela E·q.(2.27) é negativa cm todo instantt: 





sendo zero só no estado estacionário. Se estivermos interessados numa descrição perto de um 
estado estacionário ou de equilíbrio (tempos suficientemente longos), pode-se considerar que 
os fluxos que entram no sistema através de suas fronteiras são suficientemente pequenos como 
para negligenciar a mudança da produção externa de entropia devida à taxa de variação das 
VBiiáveis F; na Eq.(2.27) e por tanto, das Eqs.(2.24) e (2.29) 
dp 
-a·(t) <o dt ' - , (2.30) 
ao longo da evolução irreversível do sistema (sendo nula só no estado estacionário). O critério 
dado pela Eq.(2.30) foi estabelecido pela primeira vez por Prigogine e colaboradores nos seus 
trabalhos sobre a cinética química [22] em sistemas abertos (onde, neste caso, a(t) é a produção 
de entropia da termodinâmica clássica generalizada) e se conhece como Critério Termodindmico 
de Evolução de Glansdorff-Prigogine. 
Dentro do formalismo do OENE é possível também demonstrar [2, 7] a generalização do 
Teorema de Mínima Produção de Entropia, outro dos resultados obtidos por Prigogine nos seus 
estudos sobre o desenvolvimento da termodinâmica clássica estendida (ao domínio não-linear). 




e portanto, em virtude do crit.f~rio anterior, o sistema evolui no tempo a\{~ atingir a .. -.;siutôt.int-
mente o estado de menor produção interna de entropia, i.c ... 
sendo zero só no estado estacionário. Lembramos que este resultado 6 válido apenas no rqówe 
linear no qual o sistema não está muito afa..<;tado do equilíbrio. O critério de evolução e o 
teorema de mínima produção de entropia ~ào, junto corn o critério de (in)estabilidade, o:-; 
únicos resultados gerais obtidos até o presente, no estudo da termodinâmic.a irreversível. 
2.3 O Operador Entropia Estatística Informacional 
Consideremos o Operador Entropia Estatística InformacionaL S(t), definido na Eq.(:2.21). Este 
operador é Herrnitiano e, portanto, diagonalizável. Porém não comuta com o Harniltoniano do 
sistema H, exccto em equilíbrio, o que está relacionado com o fato do sistema estar fora do 
equilíbrio. Como estabelece a Eq.(2.22), a produção de entropia informacional é proporcional 
ao valor médio (sobre o ensemblE de não equilíbrio), do comutador rs( t), H] ; em equilíbrio e~te 
comutador é nulo e não se tem produção de entropia, o que de fato diferencia uma situação de 
equilíbrio da de uma situação cst acionária. 
Vamos então estudar as consequências de uma diagonalizaçào do operador 5( t) a todo tempo 
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t ao longo da evolução irreversível do sistema. Consideremos as variáveis de base da forma 
(2.:J:J) 
ou seja, asumimos que o sistema pode ser descrito em termos de operadores de partículas indi-
viduais. É importante salientar aqui que esta situação se apresenta frequentemente em grande 
parte dos problemas na área de física da matéria condensada e, como se verá ao longo desta 
tese, permite descrever satisfatóriamente os processos irreversíveis em sistemas semicondutores. 
Levando em conta que 
'l''(r) ~I: x;(r)a; ' (2.34) 
k 
onde ak, ak são operadores de criação e destruição de partículas (bosons ou ferrnions) no estado 
k, podemos expressar o operador de entropia definido na Eq.(2.21) (com o operador auxiliar 
p(t,O) dado na Eq.(2.5)) como 
(2.:l5J 
que é uma forma bilinear nos operadores a~, ak. Os coeficientes A e B nesta equação são 
funções dos multiplicadores de Lagrange (ver Eqs.(A.4) e (A.5) no Apêndice A). em operador 
da forma dada na equação (2.35) podL'-se diagonalizar por meio de uma transformação linear 
dos operadores ak, ak em novos operadores 'I:,, Tim dependentes de cada instante de tempo ao 
longo da evolução irreversível do sistema. Esta transformação, no caso geral, esta dada por 
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(ver Ref.[35] no Apêndice A) 
'lmUJ ~L rrm,(/)a, + Vm,(t)a; ' 
k 
'TI!n(t) =L u1~k(t)a~ + \l:;lk(l)a~,- (2.:l7) 
k 
onde os operadores ry:n, Tim devem satisfazer a.•.; rncsnms regra.-; de comnta(;ào qnt~ os operadores 
a~, ak. Esta condição impõe uma determinada relação entre os coeficientes U, \l da transfor-
mação, que é diferente para cada tipo de partícula. 
Vemos então que se a transformação definida nas Eqs.(2.3G) e (2.:37) diagonaliza o operador 
entropia dado na Eq.{2.35), então este operador pode-se escreYer na forma 
(2.:lH) 
m 
onde { Àm( t) + <P(t)} é o conjunto de autovalores do operador entropia estatística informacional. 
O valor medio do operador entropia dá a entropia inforrnacional do sistema [cf. Eq. ( 2.17)] 
que pode-se expressar como 
(2.:l9) 
m 
Devido a que p(t,O) é diagonal nos operadores'!/-;... 1/m· o traço na Eq.(2.:~~) {· igual à 
população fm(t) das partícula<> descrita<> por estes operadores, i.e. [cf.Eq.(22) no Apêndice A], 
(2.40) 
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onde o sinal superior corresponde ao caso de fermions c o inferior a bosous. Assim, a partir 
das Eqs.(2.39) e (2.40) podemos expresar a entropia S(t) só em termos das populações fm(t), 
resultando na expressão universal [cf.Eq.(25) no Apêndice A] 
S(t} = 'f L { [1 Úm(t}]log [ 1 Úm(t)] ± Jm(t) lugfm(t)} (2.11) 
m 
adquirindo, assim, urna forma que lembra a entropia termodinâmica de equilíbrio para gases 
quânticos. A Eq.(2.41) é uma ampla generalização a sistemas arbitrariamente afastados do 
equilíbrio, com as populações das quasi-particulas descritas pelos operadores 11 dependentes do 
tempo ao longo da evolução do sistema. No limit.c de equilíbrio estas populações transformam-
se nas de equilíbrio (tipo Base-Einstein ou .Fermi-Dirac dependendo das regras de comutação 
dos operadores 1J:n, 11m) e, portanto, a entropia informacional adquire a forma da entropia 
termodinâmica em equilíbrio, um resultado esperado, claro, desde que a definição de entropia 
dada na Eq.(2.17) tem esta propriedade. A população de não-equilíbrio das partículas no 
estado k, /k(t) = Tr {a~, akp(t) }. é urna combinação linear das populaç()f)s fm(t.) [cf.Eq.(a5) 
no Apêndice A]. 
Vemos então que S(t), fk(t) e Jm(t) podem ser escritos em termos do espectro de aut.oYalores 
do operador de entropia, {...\m(t) + cfo(t)} cuja expressão explícita em termos dos multiplicadores 
de Lagrange vamos deduzir a seguir. 
Para ochar urna expressão dos aut.ovalores devemos diagonalizar a forma bilinear dada na 
Eq.(2.35). O método de diagonalização é similar ao desenvolvido para diagonalizar Hamilt.oni-
anos quadráticos (ver por exemplo Ref.[35] no Apêndice A). Devido a que o operador entropia é 
um operador Herrnitiano, a matriz A(t) (associada à parte do operador que consen•a o número 
27 
de partículas) também{~ Hermitiana. Por outro lado, a matriz H (I-) (associada com a parte do 
operador que não conserva o mímero de partículas) é simétrica ou anti-sirnétrica dependendo 
do tipo de partículas, fermions ou bósons, respectivamente. 
Com o intuit.o de simplificar o cálculo vamos considerar só sistemas normais, qne conservam 
o número de partículas, isto é, vamos tomar R(t) =O, na ec1uaçào (2.35 ). Os sistemas chamados 
não-normais, presentes por exemplo nas teorias de supercondutividade ou superfl.uidPz, para os 
quais B(t) =1- O, não serão considerados aqui (a sua inclusão no tratamento é imediata seguindo 
a metodologia de diagonalização). 
Para sistemas normais, então, sistemas de férmions e bósons podem ser considerados juntos 
e o problema matemático se reduz à diagonalização da matriz A(t). Vamos denotar por yk(t) 
os elementos da diagonal desta matriz e por t/-'kk'(t) (k =1- k1) os seus elementos não diagonais. 
É suposto um determinado ordenamento dos índices quânticos. Quando o sistema está num 
estado espacialmente homogêneo, as quantidades fora da diagonal são nnla.':i, isto {•, l)•kk'(t) =O. 
Se o sistema estiver fracamente afastado do estado homogéneo estas quantidades são peqne-
nas, o que sugere descrever os antovalores numa sL-ric de potencia-;; 1 em t/'kk,(t). Os detalhes 
do procedimento podem-se encontrar no Apêndice A e, portanto, aquí apresentaremos só os 
resultados obtido..;;. 
Como as quantidades Àm(t) são reais, a menor contribuição nos elementos fora da diagonal 
deve ser quadrâtica em U·kk'(t) (que são, em geral, números complexos). Estas \'ariá-n~is estão 
4 Notemos aquí a impossibilidade de uma diagonalização exata destH mHtriz ainda no ~:aso simplificado que 
e>tamos considerando. :\la prática, a dimensão da matriz A(t) é. geralmente, da ordem do nünwro de e>htdos 
na primeira zona de Brillouin, entanto que os seus elementos são funções dos multiplkadore; de Lagrange f'lljos 
signilicadoo ffsiro, propriedades de simetria e valore> numérico;; se de>eonhecem a priori o que não permite 
fazer hipótffi€5 apropriadas sobre e;ta matriz ou fazer um e;tudo numérico. A única propriedade geral é que. 




"' lti'"'(t.JI' I ( I' A,(t) = <p,(t) +L., , ( ) _ ( ) +o( !/\1 • 1.) ) . 
k'# 'Pk t 'Pk' t 
(2.12) 
Com este resultado, as populações fk(t) e fm(t) estão dadas, respcctivament.e, por 
~ (d) {J)'>(t)(l'Ff)'l(t)) (!i~)(t)-!)'>(tJ)} ' 2 
J,(t)- J, (t) +I: c (t)- , (t)) + ( (t) _ (t))' lt~"·(IJI 




J)'1(t) = [exp'P,(I)±l] 1 (2.45) 
correspondem às populações nos estados homogéneos. A contribuição de mais baixa ordem dos 
elementos 'll'kk'(t) na matriz de \Vigncr-Landau, cujos elementos diagonais são as populações 
fk(t), que tem elementos nkk'(t) definidos por 
n,..(t) = Tr { ala,.p(I,O)}, para k I k' , (2.4fl) 
está dada por 
(2.47) 
Antes de encerrar este capítulo vamos comentar os limites de equilíbrio, de estado esta-
cionário e estado homogêneo. O caso mais geral de desequilíbrio corresponde a .pk(f) i= O e 
1/Jkk'(t) :f O que, no limite t --t oo convergem aos valores estacionários (indicados pelos sub-
índices ss) 'Pk,tJa =f:. O e 1/Jkk',sll =f:. O. Em particular se este estado é homogéneo, se tem 'Pk,88 i= O 
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e 1/Jkk',ss =O e a matriz A é diagonaL Neste caso, os elementos da diagonaL adquirem a forma 
simples 'Pk,ss = (tk -J.L811 ) /kBT:s onde ka é a constante de Boltzmann, 11. •.• e']~· .. correspon-
dem aos denominados qua.si-pot.encial químico e qua<.;i-temperalnra nos (~lados estacionários, 
respectivamente. Se, em particular, o estado estacionário corrcspowle a nm estado (le equilíhrio 
com o meio, então 'Pk,eq = (tk -J.L) /kaT, onde 11 e 1' são o potencial químico c a temperai ma 
de equilíbrio do sistema. 
2.4 Resumo dos Resultados do Capítulo 2 
i) Estudamos o espectro de autovalores {.-\n(t.) + rp(t)} do Operador de Entropia Estatística 
Informacional S(t) no ca.~ de sistema.<.; descritos em termos de operadores de partículas incli-
viduais; 
ii) Obtivemos uma expresão generalizada da Entropia Estatística Infonnacional S(t) de sis-
temas de partículas (fermions ou bososns) arbitráriamente afastados do equilíbrio; 
iii) Obtivemos expresoes explícitas doo autovalores do operador S(t) em sistemas qna .. <.;e 
homogêneos (l,bl « 111·1'); 
i v) Com a expressão obtida para os autovalores calculamos as populações fk ( t) da.<; partículas 
no espaço original e as populações fk(t.) das partículas no espaço que diagonaliza o operador en-
tropia. Calculamos também os elementos da matriz de \Vig11er-Lanrl.au llkk'{t-) (cujos ckrrwntos 
diagonais são as populações fk ( t)). 
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Capítulo 3 
Aplicação a Semicondutores 
3.1 Modelo e Estados Estacionários Homogêneos: Dinâmi-
ca e Termodinâmica. 
Consideremos um semicondutor polar, de gap direto e banda invertida, sob iluminação con-
tínua de uma fonte laser caracterizada por uma intensidade I L e fótons de energia ;lW L (dois 
parâmetros externos de controle). O semicondutor está em contato com um banho térmico 
a temperatura Ts. A figura 3.1 mostra a situação física descrita. Os elétrons na banda de 
valência são excitados, pela radiação externa, à banda de condução (transição diréta int.erban-
das), criando pares elétron-buraco que serão chamados portadorts de aqui para frent.e. Estas 
partículas fotoinjetadas relaxam sua energia em excesso do equilíbrio por meio da recombinação 
radiativa, i.e., a recombinação entre um elétron e um buraco com a consequente emissão de 
radiação electromagnética, e a dissipação se dá por meio da interação com os modoH normais 
de vibração da rede cristalina, i.e., via interação portador-fônon. Os portadores interagem 
:n 
com os modos longitudinais ópticos (TJJ) da rede via a interação de Früblich, c cornos modos 
transversais ópticos (7'0) e acústicos (A), por meio do potencial de dcforrmu~ão. 
R8diuç8o Laser 
Figura 3.1: Semicondutor polar em condições de não-equilíbrio. 
A interação. anarmónica entre os fônons ópticos e acústicos é a responsável pela transfer-
ência de energia entre estes dois subsistemas enquanto que a energia da rede é transferida 
para o banho térmico, via os fônons actíst icos, por um mecanismo de difusiio de calor. Os 
subsistemas de portadores interagem entre eles por meio da interação Coulombiana. A figura 
:t2 mostra esquemáticamente o modelo que descreve os processos descritos. Ao longo deste 
trabalho não serão considerados outros processos tais como recombinação nào-radiativa, efeito 
Auger, aut.oabsorção, interação radiaçào-fonons, etc, por serem processos de segunda ordem, 
que resultam cm contribuições negligenciáveis perante as principais sendo consideradas. Este 
modelo tem sido aplicado com sucesso em vários trabalhos anteriores [14], descrevendo correta-
mente os resultados experimentais na área de semicondutores altamente fot.oc..xcit ados e pode-se 
considerar como um modelo adequado para o tipo de situação que estamos tratando aqui. 
No caso de um semicondutor intrínseço, a densidade de elétrons, n 12 , e de buracos, nn. 
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coincidem, sendo iguais à densidade de partícula" fotoinjetadas, tl. No ca."i<J dt~ sis1ema tipo n 
(com dopagem no) as densidades de elétrons e buracos serão respectivamente, 11r = nu+ 11 e 
nh = n, entanto que no semicondutor tipo p, ne = n e nh =no+ n. A densidade de partículas 
fotoinjetadas dependem dos parâmct.ros externos de controle, e tal dependência será estudada 
mais adiante. 
I ProV'd -l Detetor Qj 
"(e)' 
~ Fônons TO Elétrons 




~ 7 " ...., ri)/ ~ 0 o 
'i! \ "' Buracos '4' Fônons A ~ ~
Figura 3.2: Representação esquemática dos processos dissipativos no sistema: I 
produção de pares; 2 recombinação; 3 interação de Frõhlich: 4 potencial de 
deformação; 5 intcração anarrnônica; 6 difusão de calor; 7 recombinação não 
radiativa; 8 acoplamento a prova e detetor. 
Corno estamos interessados num semicondutor polar, a interação de Frühlich (entre a carga 
dos portadores e o momento dipolar elétrico induzido no modo longitudinal óptico da rede) 
é muito mais forte que o potencial de deformação e assim podemos negligenciar esta ült ima 
interação em todo o que segue. Esta simplificação não é fundamental, claro, e a t.mria usada 
permite incluí-la no formalismo sem dificuldades. Por outro lado, se assume qne a densidade de 
portadores fotoinjetada é suficientemente alta como para considerar que os elétrons c buracos 
formam um líquido de Fermi de dua<; componentes e não um gás de excitons (quasi-partículas 
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formadas por estados ligados de um elétron e um buraco ern mútua interaçào Conlombiana). 
i.e., estaremos trabalhando na fase metálica do sistema, alérn (la t ransif)io de ~\lot I [:2:{] ( vak a 
pena mencionar que, típicarncnt.e, tul situação se dá para concentraçôes da ordem on maior a 
3.2 Equações de Transporte 
Estamos interessados na descrição dos L>Stados estaciom'trios, o que aeontece depois dos tnm-
sitórios terem acontecido, i.e., para regimes de tempos suficientemente longos (nas situaç&--s 
a serem consideradas, típicamente após nano- ou, ao máximo, mili-segundos). Desta forma é 
possível descrever o estado macroscópico do semicondutor por meio de nm mímero reduzido de 
variáveis. Neste estudo particular consideraremos o caso do subsistema dos portadores que pos-
sa ser descrito com só duas variáveis macroscópicas, i. e., a densidade de partícula."> foi oinjetada.,;;, 
n(t), e a energia, Ec(t). Esta descrição reduzida está justificada só devido ao nosso interesse 
nos estados estacionários que é atingido em tempos suficientemente longos. Em tempos nulos, 
da ordem de algumas centenas de femtosegnndos, os elétrons tcrmalizam a uma qnasitemper-
at.ura única Tl;(t), e os buracos a una quasitemperatura 1h(t), devido a interação Conlornbiana 
[14,24]. Estas duas temperaturas não são necessariamente iguais mas, após poucos pico..segun-
dos, os dois subsistemas termalizam mutuamente à quasitcrnperatura única 7~*(t) [25,26]. A 
partir desta situação o sistema evolui no tempo até atingir assintóticamente a qna..-;itemper-
atura do estado estacionário 1~*; neste capítulo estamos interessados na descrição deste últ.irno 
estágio na evolução irreversível do sistema. Vamos agora obter as equações de transporte para 
as quantidades n(t) e Tc*(t) que tem a forma geral dada pela equação (2.9). com operadores de 
colisão J dados pelas equações (2.10), (2.11) e (2.14) 
O Hamilt.oniano do sistema pode ser escrito na forma 
11 ~ llo +H', (:U) 
onde H0 esta composto pelos Hamiltonianos dos subsistemas livres, i.e., 
(~.2) 
onde H cê o Hamiltoniano dos portadores, H Lo o dos fónons longitudinais ópticos, HL o corre-
spondente ao feixe de fótons da fonte laser e H R o do gás de fótons provenientes da recombinação 
radiativa. As energias dos portadores estão dadas na aproximação de banda parahólica na for-
elétrons (buracos) e Ec é a energia do gap. A interação C'oulornbiana é tratada na descrição de 
Hartree-Fock dentro da aproximação de fases aleatórias (RPA) e, portanto, está implícita no 
cálculo das energias de banda (e nos valore:; das massas efetivas). A freqUência dos fônons LO 
é tomada constante (sem dispersão) no interior da primeira zona de Brillouin, t.e., Wq = w 0 . 




onde c~,,.(ck,,-) e h~,,.(hk,,-) são operadores de cnaçao (destruição) de eldrons e buracos no 
estado caracterizado pelo vetar de onda k, e spin a; b~(bq) e d~(dq) correspondem a operadores 
de criação (destruição) de fónons longitudinais ópticos e acústicos, respectivamente, com w~tor 
de onda q; a~(R),p(aL(R),p) são os operadores correspondentes aos fótons da radiação externa (L) 
e de recombinação (R), com momento fip. De\·ido a que os processos envolYidos no prohlerna 
conservam o spin, este índice será omitido em todo o que segue e pode-se considerar que está 
implícito no índice k. Tem que se notar qtle os vctorcs k e q estão dentro da primeira zona 
de Brillouin já que trabalharemos na representação de banda reduzida. Por ont ro lado, a 
freqUência nP nas Eqs.(3.6) c (3.7) tem significados diferentes: No Hamiltoniano fh a relação 
de dispersão depende das características da fonte e, para o ca.'30 de uma fonte la.-;cr cmno a que 
estamos considerando aqui, está dada por nP = S"hóP.PL' onde fh é a frequf~ncia e PL o Yetor 
de onda dos fótons do feixe produzido pelo laser, entanto que no Hamiltoniano 1/R, a rela\·ão 
de dispersão é da forma np =c IPI/f}j_?' onde c,( é a constante dielétrica dita óptica, já que os 
fótons produ:zidos no processo de recombinação formam urn gás isótropo dentro da amostra. 
Por outro lado, H' eontérn toda.-,; a."> interações entre os diferentes suhsistPmas. DcYido às 
hipóteses feitas para o modelo considerado aqui, este termo está dado por 
(3.8) 
onde Hc-L corresponde à interação portadores-radiação da fonte; Hc-R é o Hamiltoniano que 
descreve o processo de recombinação elétron-buraco e H c-LO é a interação de Frohlich entre os 
portadores e os fónons longitudinais ópticos. Estes termos estão dados por 
H,_ L= L GlLI(p)ct+Ph~.aL,p + II.C., (3.9) 
k,p 
Hc-R = 2: G(R)(p)ct+Ph~kaR,p + H.C., (:uo) 
k,p 
II,. w =L V,(q)c~+qck (bq- b1q) +L Vh(q)h. •-•h'• (b.- b'•), 
k,q k,q 
(3.11) 
onde GL(R)(p) é o elemento de matriz da interação portador-radiação externa (portador-campo 
de luminiscência) e Ve(h)(q) o elemento de matriz da interação de Frühlich portaclor-fónon LO 
(ver Eqs.(13) e (18) no Apêndice B). H.C. denota o termo Herrnitiano conjugado. 
Desta forma temos definido o modelo Hamiltoniano que usaremos na descrição do problema. 
Passamos agora à descrição mecânica do sistema considerando como variáveis termodinâmicas 
de não equilíbrio (que caraterizam o estado macroscópico do sistema) o conjunt.o 
{E,(t), n,(t), nh(t), Ew(t), EA(t)} , (3.12) 
ou seja, a energia dos portadores, Ec(t), a densidade de elétrons, ne(t), a densidade de buracos, 
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nh(t), e a energia de fônons ópticos longitudinais, ELo, c acústicos, E1. Como descrito no 
capítulo anterior, cst as quantidades t.em suas correspondcntefl Yari<í.veis dinâmicas associadas. 
cujos valores medios dobre o enscrnble de não (_."quilíbrio, i.e .. [cf.Eqs.('2.K)] 
Ec(t) ~Tr{/fc))(t,O)), 
n,(t) ~ Tr { ~p(t, O)} 
nh(t) ~ Tr { ~p(t, O)} 
Ew(t) ~ 'l'r{lfw)J(t,O)) , 
O operador estatístico auxiliar p(t, O) depende das quantidades da Eq.(:t13) acima, que, note-
mos, satisfazem a condição de fechamento de Zubarev-Peletminskii [d.Eq.('2.:-l)], já que todas 
comutam com Ho = H,.+ H Lo+ HA. Como descrito na Seção 2.1, neste caso particular, o 
operador at.e<iliarp(LO) está dado por [cf.8q.(2.5)] 
(:!.11) 
onde temos usado a notação ~~Cl !3cf1-e, ,B,.Jl.h, lho e .80 para os correspondent.es multiplicadores 
de Lagrange que introduz o método. Podemos usar uma notação alternai iva, por analogia 
:l8 
com o caso de equilibrio, na qual !3r = 1/k1~\ f3Lo = ljk1L0 , .Ôo = 1/kTÀ, onde 'J'• pode-
se interpretar como a quasi-temperatura dos diferentes subsistemas e Jl· como quasi-potenciais 
químicos. Lembremos que no nosso modelo, a temperatura dos fónons ópticos, T[_0 , se mantém 
constante em todo o processo e igual à temperatura dos fónons acústicos, Ti;_, que por sua vez 
estão em equilíbrio com o banho térmico a temperatura T0 ; desta forma pode-se pôr lho = 
{30 = 1/k7b. 
As equaçêies de evolução para as variáveis macroscópicas escolhida._., para de:;crever o sist.crna 
de portadores, ou seja, a densidade de energia Ec(t) e a densidade de partícula.<> fotoinjetadas 
n(t) são obtidas das Eqs.(2.9)-(2.11) e (2.14). As contribuições de J(O) e .J(l) Rào identicamente 
nulas e a contribuição dada por J(2 ) relembramos, contém a segunda ordem de int.eração ern 
H', como descrito na Seção 2.1. Depois de alguns cálculos, a equação de transporte para a 
densidade de energia dos portadores pode-se pôr na forma 
<1_ E (t) =E(tl + E. l'l + E. l'l dt C r ~c C ' (:l.l5) 
d . (!). t d . - d . d d d . i ' . - c on e E c e a axa e vanaçao a energia os porta ores ev1c o a mteraçao com a wntc externa 
(3.16) 
onde n~ é a população de fótons; f~(h)(t) são as populações de clétrons (buracos) que, quando 
calculadas com a distribuição da Eq.(3.14) está dada por 
(:l.l7) 
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expressao que lembra por sua forma a uma distribni(;ão de Fermi-Dirac. ma;.; com '\"ariávcis 
termodinâmicas dependentes do tempo. No cálculo da Eq.(:1.W) foi usado q\l(~ n~ » 1 jtl. q11c 
o número de fótons emitidos pela fonte de radiação elect.roma~n{~t ica é muito maior do que l. 
Para o caso de radiação monocromática de uma fonte las<>r. a Eq.(:3.Ui) porh~ ser escrita como 
E~11~ n(wL) [1- f'(t)- f'(t)] h. 
onde as populaçC>es JE(h)(t) [cf.Eq.(:3.17)] estão avaliada.<> nas energias f' (Ir) = (mx/ III c( h)) ( fu.....' I. - Ec 
sendo m:x a massa excitonica dada por m; 1 = m; 1 + mh 1 , e o:(w) ó o codicient.e ele absorção a 
um fót.on (dependente da frequência) do semicondutor. 
A segunda contribuição na Eq.(3.15) é devida aos efeitoo de recombinação, e está darla por 
(:U9) 
onde levamos em conta somente o !.ermo de recombinação espontânea e negli~enciamos a induzi-
da (como dito também desconsideramos a autoabsorçào, o efeito Auger, e outros processos de 
i . . 'I . . l ) !' ·t . 01 · 'I .. on em supenor, por nao t.erem contn nnçao re evante . or u t nno. o termo /'o' r ('a cont n )lllçao 




é a população de fónons LO que será denotada por Vo de aqui para frente (lembramos qne 
estamos considerando uma única freqUência w0 para os modos ópticos). Na Eq.(:-!.20), o: = e 
para elétrons e o: = h para buracos. 
A equação de transporte para a densidade de partícula.'3 fotoinjetadas, está dada por 
d (t) . (1) (2) dtn =n + n , (3.22) 
onde o primeiro termo da direita é a contribuição da fonte externa dado por 
n(')~ ~~:L \G(L)(p)\ 2 [1- J:{t)- f;(t)j n:; !J (<~ + t~ -lll1P), 
k,p 
e que, para o caso da fonte laser de freqUência única w r., pode-se pôr na forma 
(3.24) 
O termo correspondente à interação responsável pela recombinação está dado por 
n(')~- :,~:L \G(Rl(q)\ 2 f~(t)f;(t)!J (<~ + t~- lll1q), 
k.q 
(3.25) 
correspondendo, como dito, ao processo de recombinação espontânea. A int.eração com os 
modos normais da rede não muda o número de partículas fotoinjetadas e por isto não se tem a 
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contribuição correspondente na Eq.(:3.22). Devido a que o subsistema (le fônons UJ SP rnantÉ'rn 
à temperatura do banho em todo momento, a sua energia não muda no tempo, i.e .. 
d 
dt F:w(t) ~Ew .• + Ew.n~ U 
·, . ('), . ' . , 'd , . ' l 
onde bLo,c=- E c e a vanaçao de energm dos fonons devi o a sua mteraçao com os portac ores 
entanto F; LO.D é devido à difusão de energia para o banho térmico, via os fónons actíst icos. 
Antes de estudar os estados estacionários do sistema devemos obter cxpressfx}S explícitas 
para as diferentes contribuições das 8qs.{3.15) e (a.22). Depois de pa...,sar ao contínuo (V-+ oc) 
podemos sustituir as somas por integrais na forma 
(:l.27) 
Devido a que estaremos trabalhando a temperatura ambiente, T8 ,...., aou K, a exponencial 
na Eq.(3.17) é muito maior que 1 e as distribuições J~{h) adquirem uma forma similar adis-
tribuições de Maxwell-Boltzmann (com pararnetros dependentes do tempo) se as densidades 
de partículas fotoinjctadas não forem muito grandes. Este será, efetivamente, o caso, já que 
embora consideraremos intensidades da radiação externa suficientemente altas para manter os 
portadores no estado de plasma fot.oinjetado, serão sempre inferiores aos"' lOK~Fcm- 2 ; para 
intensidades maiores que estas, deveríamos, em principio, alterar a hipótese de difusão ideal de 
calor e considerar um tempo não nulo de relaxação de energia dos fónons ópticos/acústicos com 
o reservatório térmico ou, o que é equivalente, introduzir um coeficiente de difusão não infinito 
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(27]. Desta forma podemos escrever 
Após alguns cálculos se obtém as expressões explícitas para a."J equações de transporte: As 
diferentes contribuições estão dadas por 
(~.29) 
(~.~0) 
onde) como na..'> condições consideradas r e Jh são muito menores que 1, foram negligenciados 
na Eq.(3.29); A1 =me+ mh; r é a função gamma; Ko é a função de Bessel de segunda espécie 
e 1]00 é o Úldice de refração dito óptico (seu valor quase que constante na região de frequências 
ópticas). As contribuições na Eq.(3.22) estão dadas por 
it(l)= 2J2m~12e2P~c Jr!Wf,- Ec h= a(uJL) h 
1i3 mJc r1(wL}T!Wi_ - rlúJ 1_ ' (3.:J2) 
(3.3~) 
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Desta forma ternos obtido ac; expresSÕL-s finais que nos permitirão. na prôxmu'l »c\·ão. fa7.cr 
urn estudo detalhado da termodinâmica irreversível do sistema dissipai ivo qne cst amos cem-
siderando. 
3.3 Estados Estacionários 
Para estudar os estados estacionários do sistema I cmos que i!Qmlar a 7-<~ro os membros à direi! n 
das Eqs.(3.15) e (3.22), obtendo, desta forma, duas eqnaçOOs trascendentes acopladas 
·{1) ·(2) ·(3) 
E c + E c + E c =O . 
. (1) . (2) 
n + n =O. 
Destas duas equações podemos obter os valores da quasitemperatura T~· c a densidade n nos es-
tados estacionários. Para os cálculos numéricos usamos uma radiação monocromática na região 
do ultravioleta com energia flWr_ = 2.4 eV, temperatura do banho IR = 300 K e paràrnetros 
característicos do GaAs; a ruais foi considerado1 o valor experimental do coeficiente de abson;ào 
n(wL) nas equações (3.29) e (:U2). 
A Figura 3.3 mostra a dependência da densidade de partículas fotoinjetadas corn a intensi-
dade do la<>er. l:bi considerado o caso de um semicondutor intrínseco (cuna superior') e tipo n e 
p (curvas inferion~), com dopagens no= 10 1~cm-3 . Vemos que as curvas para o semicondutor 
1 Como excitaremos o sistema coru energia t!W = 2. td • a aproximação de massas FfetiYas qnf' foi nS<JdH ua 
dedução das Eqs.(3.29) e (:3.:'12) nào é estritamente válid11. devido à influênda dos vale; laterais na band<~ rt:>.ul. 
Por este motivo, para os cálculos numéricos, preferimos tomar o mlor cxpPrimental do coeficiente de ahsorção: 
este valor foi obtido da Ref.[28]. 
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dopado são quase coincidentes, porém pode-se mostrar que, devido às diferenças de massas 
efetivas, a densidade para o sistema tipo p é ligeiramente maior que no tipo n. Estas curvas 
podem-se adjustar razoavehnente bem por dependências do tipo""" J"""h. 
Na figura 3.4 se apresentam as curvas de quasitempcrat.ura no regime estacionário, para os 
três tipos de materiais2 • Vemos que quanto maior a diferença entre as populações de elétrons 
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Figura 3.3: Densidade de partículas fotoinjetadas versus a intensidade do laser nos 
estados estacionários. 
Novamente, a diferença entre o sist.erna n e p tem origem nas diferenças de massas efetiva.": 
como se espera, as partículas mais inerciais t.crn associadas temperaturas menores. Observa-se 
também que o aumento de temperatura é inferior a 0.5% devido ao eficiente mecanismo de 
relaxação de energia com os fónons LO, i.e., à interação de Frühlich nestes semicondutores 
2É possível mostrar que a.<; curvas de densidade de partículas fotoinjetadas e de quasi-t.cmpcratura não 
apresentam mudanças significativas se o sistema é exdtad.o com radiação de cspcdro amplo numa região de 
frequências na qual o valor medio do coeficiente de absorção seja próximo flO valor do coeficiente usado nestes 
cálculos. Neste caso, a intensidade h deve-se interpretar como a intensidade total (integrada sobre todas as 
frequências) que incide sobre a amootra. 
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polares, e a hipótese de born contato térmico corno reservatório. Para semicondnton~s nao 
polares (por exemplo Geou Si) ou baixa.'> temperaturas do banho. espera-se qne Psta sitnac~ào 
mude levando a nma maior diferença entre a temperai nra do banho P a qnasikmpcrat nra 




~ 300 6 
h" IIl 





" t 300.3 
"" s
o 300.2 





4 6 8 lO 
Intensidade, h (KW.cm 2 ) 
Figura 3.4: Quasi-temperatura estacionária dos portadores versus a intensidade do 
laser. 
Encerrando esta seçao, estudamos os diferentes mccamsmos de excitação c relaxação do 
sistema de portadores no estado estacionário. A Figura :3.5 mostra as três contribuiçõei da 
Eq.(3.15), como função da intensidade do laser. Observamos que tanto o meeanismo de cxci-
t.açào (L) como os dois de relaxação (LO) c (R) são igualment c eficientes nas I rocas de energias. 
neste tipo de semicondutores. Em particular isto demonstra que os fônons ópticos longitudi-
nais jogam um papel importante no estudo dos estados estacionários homogêneos. O cálculo 
foi feito para um sistema intrínseco mas as conclusões são válidas também para um sistema 
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dopado. Vemos que por cada lcm3 de volume na amostra, o sistema de portadores, no estado 
estacionário, absorve/relaxa sua energia a um ritmo da ordem de 103erg cada pioosegundo para 
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Figura 3.5: Contribuições à taxa de vanação de energia dos portadores versus a 
intensidade da radiação externa. 
Termodinâinica Irreversível e Evolução Assintótica 
Nesta seção vamos estudar a dinâmica do sistema de portadores ao redor dos estados cst a-
cioná.rios. Isto nos permitirá, por um lado, estudar a sua estabilidade e por outro. com a 
ajuda da termodinâmica de não equilíbrio, avaliar as trajetórias permitidas sem necessidade de 
resolver as equações de evolução completas, i.e., obter informação qualitativa relevante sobre 
como deve esperar-se seja o comportamento dinâmico do sist.ema. 
Consideremos primeiro a estabilidade [29] dos estados estacionários, caracterizados por uma 
densidade n88 e a recíproca da quasitemperatura {38~. Vamos considerar afastamentos arbitrários 
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por6rn pequenos destes valores, bn(t.) e b(J(t) ( << n .... c<< (1,,,, respedivanwntc). i.c., escrevemos 
e estudamos as equações de evolução linearizadas para a densidade de partículas c recíproca da 
quasit.ernperat.ura, dadas pelas eqnac;õcs 
n(t.) ~ n, + ón(t) . 
A linearização das Eqs.(3.15) e (3.22) conduzem a equações para os afastamentos. dadas 
por 
d 
d/m(t) ~ -A16n(t)- A2ó{J(t.) 
: 115E,(t) ~ -H11m(t)- H215fJ(t), 
onde ternos definido bEc(t) = Ec(t) - Ec, 88 , sendo Ec,aa a energia dos portadores no estado 
estacionário. Por outro lado, a relação entre a.<.; equações de evolução das rnacrovariáveis c dos 
multiplicadores de Lagrange [cf.Eqs.(2.16)], nos permite obter urna rdaçiio entre bEc c Ó/~, na 
forma 
(:l40J 
onde os seis coeficientes nestas equações est.ão dados no Apêndice B [cf.p.3fi3]. A solnc;<-lo deste 
sistema de equações pode ser obtido analít icamente resultando 
ón(t) =ae•·.Lt+be'-t, (3.41) 
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(:J.42) 
onde a e b são constantes de integração determinadas pelas condições iniciais() os coeficient.es ') + 
e f_ estão dados nas Eqs.(A.5)-(A.7) do Apêndice B. Estes coeficientes de Lyapunov determi-
nam a estabilidade (ou instabilidade) do estado estacionário e dependem só das quantidades H 88 
e !3w Pode-se mostrar que ambos coeficientes são sempre reais e negativos independentemente 
da intensidade da fonte. Desta forma os estados estacionários são estáveis independentemente 
da situação de afastamento do equilíbrio do sistema. Como se verá no Capítulo 5. a estabilidade 
obtida neste caso, de situação hornogênea, não garante a estabilidade frente a tuna transição 
morfológica, onde os detalhes espaciais da densidade de carga dentro da amostra jogam o papel 
central. Efetiyamente, na versão homogénea perde-se informação ao n{vd local da densidade de 
carga mostrando estabilidade só ao nfvel global dentro da amostra. Até aqui pode-se afirmar 
que, no que se refere às quantidades densidade total de partículas e densidade total de energia, 
os estados estacionários são estáveis. Uma eventual transição morfológica deveria ainda manter 
estável estas quantidades dentro do sistema. 
A Figura 3.6 mostra as trajetórias no espaço 6,!3 \'S fm obtidas das Eqs.(:~.11) e (:3.42) para 
afastamentos iniciais arbitrários numa amostra intrínseca de GaAs. Pode-se ver qne, no limite 
assintótico, as trajetórias atingem o estado estacionário ao longo de uma linha reta df~ pendente 
positiva determinada pela intensidade do laser (ver Eq.(31) no Apêndice R) 
Para fazer um estudo termodinâmico devemos fazer um cálculo da produção de entropia 
infonnacional do sistema, devido a que as relações termodinâmicas mais importantes (o critério 
de evolução e o teorema de minima produção de entropia) est.ão dadas em termos desta quanti-
dade. Consideremos então a produção de entropia O' dada pela Eq.(2.24). No estado estacionário 
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esta quantidade é nula e a produção interna de entropia, ?i; é i~ml à bombeada para o meio 
externo, O' c. No estudo que estamos fazendo aqni definimos corno HiHlfma intrnw ao conjunto 
formado pelo subsistema de portadores e o ::,;ubsistema dos ftmons JJ), c 8Ú>lnna cri-uno ao 





Afastamento arhit.rario, Lln 
Figura 3.6: Trajetórias dos estados termodinâmicos de não-equilíbrio após terem sido 
dados afastamentos arbitrarios dos estados estacionários. 
Vamos concentrar a atenção na produção interna de entropia infonnacional. 1~sando a 
equação (2.25) encontramos que, para este modelo pari icular, O'; está dada por 
já que E:Lo,r= - Ê~3 ), entanto a produção externa está dada por 
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A Figura 3. 7 mostra a dependência de (ii com a intensidade rlo laser, no est a<lrl <~st acionári<J. 
Deve-se notar que as Eqs.(3.43) e (:3.44) são válidas para todo tempo e que o mlor do estado 
estacionário se obtem, idealmente, para tt_:rnpos arbitrariamente longos (no limite t ---> oc), 
porém, claro, na prática segue-se após transcorrido curtos transitórios. Vemos na figura que 
esta quantidade ê sempre positiva (a produção externa deve ser numericamente igual e de sinal 
negativo devido a que no estado estacionário a produção total de entropia é zero) o que moot ra 
que, como t.>Sperado, o sistema interno está gerando entropia constantemente (c~;t.a propriedade 
pode-se considerar como uma propriedade dos estados estacionários, a diferença dos estados de 
equilíbrio, onde (fi é nula). Pode-se notar que a diferença de massa.<; efetivcu; introduz, também 
aqui, uma assimetria entre os dois tipos de portadores (quanto maior o número de partículas 
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Figura 3.7: Produção interna de entropia infonnacional como fi.mção da intensidade 
do lase, nos estados estacionarias do sistema. 
A termodinâmica irreversível impõe limites à cinética macroscópica do sistema. isto quer 
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dizer que nem todas as trajetórias mostradas na Figura :~.ü estão permitidas. O crité~rio de 
evolução de Glansdorff-Prigogine nos permite encontrar regiões no esp<-H;o 6/J~( t.) vs tm(t.) dentro 
do qual o sistema pode evoluir. 
Como estamos interessados em tempos longos, é possível considerar o caso onde as condi~ões 
de borde no sistema interno são independentes do tempo:J. Neste caso, como most.rH.do na So;ão 
2.1, o critério estabelece que ao longo da t.rajet.ória real (irreversível) do sistema se saTisfaz 
dF 
-Ci(l) < o dt ' 
onde lembramos que o subíndice F indica que a derivada temporal está associada à vana<;ao 
dos multiplicadores de Lagrange, neste ca..'"lo a recíproca da qua...;;itemperatura, /}~; da Eq.(:~.1:~) 
temos 
(:l.16) 
que, no domínio linear perto do estado a;t.acionário toma a forma 
d d l d i" 1' 1 t l t . • . A ·1 . . • " . I on e Iii correspon c ao va or e n'c no es .a( o es .anonano. outra contn )Utçao a w~nva( a 
temporal da prodn~ão interna de entropia está assm:iada à varia<;iio da:.; rnacro\·ariáveis. Para 
3Foi explicitamente mostrado. num I"Stndo compk-mentar. qne e;t(l, l1ipflt(':S(' se >-.atisfaz no limite tempo-
ral &15intótico qne estamos con~iderando, i.c., trabalhar com a fornm geral dada pela Eq.(2.29) não introduz 
diferenças qualitativas nos resultado~ apresentados nesta seçiio. 
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o modelo que estamos considerando aqui vemos, da Eq.(3.4:~). que 
(3.4R) 
Impondo a condição dada pela Eq.(3.45) ao lado direito da Eq.(:~.47) obtemos a rcgtao 
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Figura 3 .8·. Região do espaço termodinâmico dentro da qual o sistema pode evoluir 
(cone tracejado). O critério de evolução de Glansdorff-Prigogine impõe um limite à 
evolução macroscópica do sistema. 
A Figura 3.8 mostra esta região que está limitada por duas retas, a e r, cnjns pendentes 
estão dadas nas Eqs.(35) e (:)6) do Apêndice B. A reta b corresponde à e\'olução assintôtic.a 
e, como esperado, está dentro do cone limitado por a e c. Desta forma, usando só o critério 
de evolução foi possível estabelecer fronteiras para a complicada dinâmica manoscôpica do 
sistema. Vemos que no limite de evolução a'3sintótica, antes de atingir o estado estacionário, a 
concentração aumenta monot.ónicarnent.e enquanto a quasitemperat.ura apresenta um OI'fTBhoot 
no qual atinge valores maiores que o do estado estacionário final. 
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Um cálculo direto mostra que perto dos estados estaciomirio::,, a Eq.(:~A~) toma a forrna 
(:l.1!J) 
onde os coeficientes estão definidos no Apêndice B [cf.p.:~65]. Pode-se mostrar mnncricamente 
que, dentro da região permitida definida pelo critório de eYolnção, esta qnaiJtidade t.amhPm (~ 
negativa e desta forma 
d _ dF_ dq_ 
-a,(t) = -d a,(t) +-a,( I)~ O, dt t di 
na trajetória irreversível do sistema. Isto mostra que a produção interna de entropia pode-se 
considerar uma espécie de potencial termodinâmico de não-equilíbrio associado a um princípio 
variacional, no sentido de que o estado estacionário será aquele de mínima produção interna de 
entropia. Isto é uma manifestação do teorema de mínima produção de entropia introdnúdo no 
começo deste capítulo. Aqui se mostra que, para nosso modelo particular, o teorema é .... ~n.Iido 
em condições arbitrárias de não-equilíbrio, e não apenas no domínio linear ao redor do equilíbrio 
(como requerido para a demonstração do teorema). Desta forma se reforça a conclusão anterior, 
obtida numa análise linear, de estabilidade da solução homogênea. 
Completamos a..ssim o estudo dos estados estacionários homogéneos do semicondutor polar 
em condições de não-equilíbrio. 
Na próxima seção apresenta-se um resumo dos resultados obtidos neste capítulo. 
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3.5 Resumo dos resultados do Capítulo 3 
Neste capítulo estudamos a termodinâmica irreversível de um semicondutor polar de gap direto 
submetido à ação constante de radiação eletromag,Jlética, as.."iirn como a cvollH,;ão assint.ótica do 
estado macroscópico na direção de um t-..,l.ado estacionário final. 
i) Obtivemos as equaçOCs não-lineares de transporte para a densidade de partículas, n, e 
densidade de energia, En para semicondutores intrínsecos c extrínsecos; 
ii) Achamos, numericamente, os estados estacionários do sistema determinando as taxas de 
excitação e relaxação de energia dos portadores. Notamos que tanto a interação de Frõhlich 
entre os clétrons e os fônons longitudinais ópticos como a recombinação radiat.iva entre elétrons 
e buracos são igualmente eficientes na dissipação de energia; 
iii) Obtivemos, numericamente, a densidade de partícula.<; fotoinjetadas em função da inten-
sidade da radiação incidente, h, achando uma dependência de tipo n x ..;T;_; 
iv) Mostramos que, no estado estacionário, a diferença entre a quasitemperatura dos porta-
dores, 1~\ e a temperatura do banho, T 8 , é inferior a 0.5% para T13 = 300; 
v) Calculamos a produção interna de entropia informacional, a;, mostrando que é uma 
função monotonicamente crescente com a intensidade da fonte, c sempre positiva indicando que 
o sistema externo bombeia constantemente entropia ao sistema interno; 
vi) Fizemos uma analise de estabilidade dos estados estacionárim obtendo, analít.icarnenl.c, 
os exponentes de Lyapounov. Mostramos que estas quantidades são sempre negativas indepen-
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cientemente da intensidade da fonte, o que demonstra que os estados est.acioruí.rio:o; :o;ão sempre 
estáveis frente a afastamentos arbitrárias de n e ,/J; 
vii) Impondo a condição dada pelo critério de evoluçào de Glansdorff-Prigogine nos le\'ou 
a determinar a evolução temporal assintótica para os estados estacionários, mostrando que o 
sistema evolúe sempre apresentando um Otrt:Tshoot da quasitemperat.nra dos portadores. Por 
outro lado, a densidade de partículas fotoinjetadas evolue monot.ónicamente para o estado 
estacionário final; 
viii) Mostramos que, para nosso modelo particular, o teorema de minima produção de en-
tropia é válido além do regime linear perto do equilíbrio, o que é a manifestação da estabilidade 





4.1 Definições Preliminares 
Com o objetivo de estudar o comportamento espacial do sistema de portadores elevemos tra-
balhar com uma versão mais geral da teoria, apropriada para a descrição de sistemas não-
homogeneos. AB equações obtidas neste capítulo serão fundamentais em todo o trabalho pos-
terior e permitirá estudar tanto as propriedades ópticas de semicondutores como eventuais 
transições morfológicas. 
Estamos interessado." em descrever o mesmo sistema físico apresentado no capítulo anterior, 
i.e., um semicondutor polar, de gap diret.o c banda invertida, em contato ideal com um banho 
térmico; o sistema é mantido fora do equilíbrio por meio de uma fonte externa de radiação 
electromagnética na região ultravioleta. A diferença do problema homogéneo, onde estávamos 
interessados em quantidades globais dentro da amostra, aqui estamos interessados na descrição 
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da densidade de portadores n(r,t) na posição r ao tempo l. 
Como foi descrito no Capítulo 2 devemos definir o conjunto de macrm:aricivei~ <pw julgamos 
mais adequadas para uma correta descrição do problema. Corno nosso ohjet ivo é descrever 
a densidade local de partículas temos obviamente que considerar o operador densidade de 
partículas, fi( r), entre as variáveis de hru;e. Este operador está dado por 
( 4.1) 
onde 'ljJ t e 1/J são os operadores de criação e destruição de uma partícula na posição r, respe<:ti-
vamente. A densidade local de partículas se escreve1 (usando a Eq.(2.9)) 
n(r, t) ~ Tr { ií(r )p( t)} ~ Tr {fi(r )p(t, O)} ~ Tr { 11: (r )~·(r )p(t. O)} . (4.2) 
e o rnímero total de partículas, N(t), dentro do sÜ;tcrna está dado, então, por 
N(t) ~ Vn(t) ~ / n(r, t)d3r. ( 4.:l) 
onde V é o volume da amostra e n(t) é a densidade total de portadores e corresponde à 
quantidade estudada na versão homogênea do Capítulo 3. Desta forma devemos incluir, entre as 
variáveis de base que descrevem o sist.ema, o conjunto de operadores Hennitianos { 1r(r)1/.·(r) }. 
Para fins práticos, não obstante, é mais conveniente trabalhar no espaço recíproco. Sejam 
a~~a(ak.,u) e a~:u(ak,u) operadores de criação (destruição) de elétrons na banda de condução c 
1 Às vezes falaremos de densidade de carga devido a que IJ(r, t) = f.n(r, t), onde f." denota a carga eletrônka, 
descreve a densidade local de carga dentro do semicondutor. 
valência, respectivamente (de aqui para frente omitiremos o índice de spin). Se os operadores 





onde X~(c)(r) são as funçCles de Bloch dos elétrons na banda de valência (condução) podemos 
escrever 
n(r, t) ~ L x;;• (r )xí:-(r )'I' r { a~1 a:;,p(t, O)} + L x•• (r )xk' (r )'I' r {a~- a~.p(f. O)} ( 4.6) 
kk' kk' 
mente, em razão da forma do operador auxiliar p que usaremos estas quantidades são nulas. 
Agora passamos à representação elétron-buraco definindo como é usual 
(4.7) 
(4.8) 
onde ct(c) e h+(h) são os operadores de criação (destruição) de elétrons e buracos. respectiva-
mente. Escrevendo k 1 = k + Q c levando em conta que as somas estão definidas JHi primeira 
59 
zona de Brillouin, podemos escrever a Eq.( 4.6) na forma 
n(r. I) L x~',q(r)xk(r)Tr {h k-Qh. 'ji(f. O)}+ 
kQ 
+ LXk\q(r)xk(r)Tr {c~ 1 Qrkp(t.O)} 
kQ 
(·Uli 
Vemos então que, trabalhando no espaço recíproco, podemos descrever o problema por meio 
do conjunto de operadores 
~h -h 
nk,Q = (4.10) 
Os operadores Ti~~~ são chamados Optradores Dínâmicos de n'igna~Landatt. Para completar a 
descrição do sistema vamos incluir, entre as variáveis de base, os Hamiltonianos dos subsistemas 
livres definidos nas Eqs.(3.3)-(:l.7). 
Aos fins de definir quantidades que serão úteis posteriormente notamos que, na aproximação 
de ondas planas, a equação (4.9) pode ser escrita corno 
n(r, t) ~L n(Q. t) exp ( -iQ ·r) 
Q 
onde a transformada de Fourier da densidade local de partículas esta dada por 




e temos introduzido o operador 
n(Ql ~L: ("•.Q + n~.Ql. 
k 
Da Eq.(4.9) vemos que o comportamento espacial e temporal do sistema de portadores está 
completamente descrito pelas equações de evolução das rnacrovariáveis 
•(h)( ) - T {~c<hJ-( o)}. nk,Q t ~ r nk,QP t, , (4.14) 
na próxima seção obteremos a."> equações cinética.'i que descrevem a evolução t.ernporal destas 
quantidades. 
4.2 Teoria Cinética 
Antes de obter as equações de transporte para as rnacrovariáveis n~~~ ( t), vamos definir o modelo 
Hamiltoniano que usaremos aqui. A parte relevante do IIamiltoniano do sistema, H0 , está dado 
pela Eq.(3.2) onde a interação Coulornbiana entre portadores foi tratada dentro do formalismo 
de Hart.rcc-Fock em HPA. A Hamilt.oniana de interaçào Coulombiana entw os portadores está 
dada por 
(1.15) 
onde cada uma das contribuições nesta equação correspondem [:lO] A interação clétron-elét.ron, 
(4.16) 
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à int.eração elétron-buraco, 
li( h=- L V(q)r·~ qr·kh~, 1 qhk 
kk'q 
e à int.eração buraco-buraco 
( 1.1~ J 
nas somas estão implícitos os índices de spin para as duas partículas interagenles (a intcraçào 
Coulombiana conserva o spin). Por outro lado, a Hamiltoniana H' está dada pela Eq.(3.8). 
De acordo à equação (2.5), o operador auxiliar p(t.O) tem, neste caso, a forma 
(1.19) 
onde /<~~) são as transformadas .Fourier dos multiplicadores de Lagrange. Na equa(;ão ( 4.1 H) 
temos separado a contribuição homogénea corn.--spondente a Q = O que dá origem aos termos 
Ne e Nh, e temos definido f~~)~o = -.8c(t)Jl(:(h)(t) para todo k. i.e., teme~ a.-; contrilmic;õcs 
do capítulo anterior mais os termos que dão conta da inhomogeneidade do sistema. ou seja, 
aqueles com Q i=- O. Da definição dada pela Eq.(2.21) vemos que, nesta descrição para sisiPmas 
não-homogeneos, o operador de entropia informacional é soma de dua.-; formas hilineares nos 
operadores de partículas individuais, uma correspondente a bosons (fonons ópticos e acústicos) 
e outra a férmions (elétrons e buracos). Cada uma de estas contribuições pode ser diagonal-
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izada por separado como foi descrito na Seção 2.3 (lembramos que a t.écnic.a de diagonalização 
é diferente para cada tipo de partícula) e trabalhar, então, com um operador auxiliar diago-
nal. O problema adquire assim um aspecto formalmente analogo ao ca...;;o homogêneo estudado 
no Capítulo 3. Neste capítulo seguiremos um caminho diferente e trabalharemos com o oper-
ador auxiliar na forma não-diagonal dada pela Eq.(4.19). As equações de transporte para as 
macrovariáveis n~~~(t) se obtém das Eqs.{2.9)-(2.11) e (2.14). Vamos denotar com .~~) ao 
m-esimo termo J correspondente à variável de base iitQ e com J~~m) ao m-esirno termo .! de 
fi~,Q. Desta forma as equações de transporte se escrevem 
2 
8 , ( ) "' J<(m) 




A diferença do caso homogêneo estudado no Capítulo 3, os termos .J(O) não são nulos; como se 
mostra no Apêndice F estão dados por 
( 4.22) 





Deve-se notar que estas populações não tem a forma de distrihni(;Õcs do tipo de Fermi-Dirac 
como as obtidas no capítulo anterior, devido a que o operatlor estatístico auxiliar da Eq.{1.19) 
não é diagonal nos operadores etc e h-h. Na Sc(;ão 2.:~ foi mostrado que estas popnla(:õcs 
são combinações lineares de distribuições do tipo de Fermi-Dirac para novas qnasi-partículas 
definidas no sistema (descritas pelos operadores r1t ( t), 11( t) ), corn~spondcnclo à reprt..-sent ação 
cm que o operador entropia informacional da Eq.(2.21) é diagonal. Por outro lado. corno se 
mostra no Apêndice E, 
( 1.26) 
Finalmente, as equações para J(2) est.ão dadas por [cf.Apêndice E] 
q q 
+L D~qQ(t)n~ tqQ(t) + R~Q(t) + N~Q(t) ( 4.27) 
q 
[-A~Q(t) + B~Q(t)] n~Q(t) + A~Q(t)n~Q(t) + 
+ [J;,Q(t)- J;(t)j L C~Q(t)n~Q(t) + [/~ 1 Q(t)- f~(t)] L E~Q(t)n~Q(t) + 
q q 
+L lJ~qQ(t)n~tqQ(t) + R~Q(t) + Af:Q(t) 
q 
onde os coeficientes estão definido.<> no Apênclicc E. Os termos R contém as partes principais que 
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surgem no processo de limite E:- o+ ao final do cálculo dos traços e N contém termos hilineares 
. ' . ( . 1 d d l <(h) •(I•)) ''' f' . ( 1' . nas macrovanaveis essencta mente pro utos a orma nkQ nk'Q' . r~ su Icten .c < t:;;er aqm que 
os termos A~~)(t) estão relacionados à radiação (da fonte c de luminiscência) sendo quadráticos 
nos elementos de matriz da interação portador-radiação, e os termos R~~>(t), C~~)(t), JJ~~b(t) e 
E~q(t) contém as interações com os fônons ópticos, sendo quadráticos nos elementos de matriz 
da interação de Frõhlich; estes termos podem ser negligenciados em situaçê:>es nas quais os 
efeitos dos fônons sobre as propriedades do sistema de portadores são pequenos frente a outras 
contribuições. Este será, efetivamente, o caso no estudo das propriedades ópticas que faremos 
nos Capítulos 5 e 6, onde estabeleceremos as condições de validade desta aproximação. 
As equações (4.20)-(4.23) junto às (4.26)-(4.28) formam o núcleo central deste trabalho e 
todas as propriedades macroscópicas do sistema podem-se obter da solução destas equações. 
Não obstante, uma solução exal.a do problema requer resolver um sistema de 2N equações difer-
enciais, não lineares, acoplada.<;, onde N é o número de estados na primeira wna de Brillouin 
fazendo impossível qualquer tratamento matemático rigoroso do problema. Na Seção 4.4 fare-
mos um estudo da solução deste sistema de equações em condições simplificada">, obtendo uma 
expressão geral para a função dielétrica de não-equilíbrio. Primeiro faremos alguns comentários 
sobre as propriedades ópticas do sistemas que estamos estudando. 
4.3 Função Dielétrica e Oscilações de Plasma 
De um ponto de vista geral pode-se dizer que estamos interessados na descrição do compor-
tamento espacial e temporal de um líquido quântico (um flúido de férmions normal, i.e., não 
superftuído) afastado do equilíbrio [31,32]. Neste sentido, o sistema de partículas dentro do 
6.o 
semicondutor pode ser considerado um pla<.;rna fotoinjeta(lo duplo, di' d(·trons ('buracos. l;~ 
considerado que a tooria de líquidos quânt.icos teve sua origem na década de 1910 com os trahal-
hos de Landau sobre o 4 He, quem desenvolveu uma teoria semi-fenomenológica para descrew•r 
o comportamento macroscópico de líquidos de Fermi não snpcrfinídos, a haLxas temperaturas c 
baixas densidades [33,::!4]. Embora seja uma teoria bastante restritiva, tem dado base c rnoti-
vado os posteriores trabalhos na área e ainda consegue explicar sal isfat oriarncnl (' uma grande 
quantidade de resultados experimentais. Ao longo dos últimos cinquenta anos foram muitos os 
trabalhos que tentaram uma generalização para sistemas densos e temperaturas finitas, dando 
origem a um desenvolvimento de diferentes tratamentos [a:~]. Técnicas de teoria de campos 
tem sido amplamente usada especialrnent.e para dar hase a urna generalização nos estudos dP 
sistemas de muitas partículas em matéria condensada. 
Como se sabe, a função dielétri<.:a joga um papel central na teoria de líquidos quânticos [:3:2]. 
O estudo experimental das propriedades ópticas (espectro H.aman, coeficiente de ahsorção, 
etc) e das excitações elementares (de quasi-partículas individuais e oscilações coletivas) está 
baseado es.sencialmente na função dielétrica. Ü!'i trabalhos exp~rimentais nesta án"-a limitam-
se geralmente2 a situações em que o sistema está muna condição inicial de preparação em 
equilíbrio e a teoria da função resposta linear foi desem'olvida para sist.emas nestas condiçÕPs. 
Qualquer teoria de processos dissipativos, seja microscópica on macroscópica. de\'e descrever, 
em particular, os resultados obtidos em situações de equilíbrio. O formalismo micro.--;cópico 
que estamos usando nos permite desenvolver uma ttoria da função dú-lrtrú:a dt nào-rq1úUbrio 
que, nos limites apropriados, recupera a função dielétric.a do tipo de Lindhard a temperai ura 
2Exeto no;; estudos de e;;pctroscopia ultrarápida onde intere:.&; o estudo das propriedades ópticas após um 
pulso laser de curta duração (pico- ou femto-segundoo) afastar o sistema do equilíbrio. 
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finita [35] e, portanto, os resultados das propriedades ópticas associadas a esta fum;ão diclétrica. 
Desta forma, os resultados que descreveremos nos próximos capítulos generalizam os resultados 
obtidos em sistemas em equilíbrio. 
a Prova b Prov8 
Reservatório Térmico 
Radiação Externa 
Figura 4.1: Representação esquemática da situação experimental sob consideração. 
Nos experimentos típicos de luminescência (a) o sistema está em equilíbrio (ou 
afastado do equilíbrio por um curto pulso laser) com o meio: na situação considerada 
aquí (b) o sistema pennancce continuamente afastado do equilíbrio por meio de um 
bombeamento externo de energia. 
A Figura 4.1 mostra a situação experimental que queremos descrever; nos experimentos 
tradicionais o sistema esta em equilíbrio termodinâmico com o meio e, ncssn sit unção, per-
turbamos fracamtnte o sistema c medimos a sua resposta frente a esta pcrtnrhação externa 
(a). A descrição teórica desta situação experimental leva ao desenvolvimento da teoria da 
função resposta linear e, em particular, à função dielétrica de equilíbrio. Lembramos qne e:;ta 
teoria contém o importante resultado do teorema de flut nação-dissipação que relaciona as pro-
priedades de equilíbrio do sistema, com a resposta frente a uma pertnrbaçào fmca. A situação 
que queremos descrever aqui está mostrada na parte (h) da fig;ura: o sistema esta afastado do 
equilíbrio (e pode estar muito afastado se a interação com o meio for suficientemente forte) e 
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nessa situação o perturbamos fracamcntr. c medimos a sua rcspo,;la fn~ute a rsla pr~rlnrhar;;-lo 
externa. Salientamos que esta perturbação ainda é fraca embora o sistema esteja nmito lou~c 
do equilíbrio, i.e., se quer estudar os efeitos dissipativos no meio desequilibrado, de forma qur~ 
a prova externa não deve alterar sensíw~lrncnle t.al situac;ào. ~~importante ter s('mpre prec.eniP 
este ponto que é fundamental para dar mna correta interpretac;ào aos resultados apresentados 
no resto da tese. 
Antes de estudar a função dielétrica de não-equilíbrio notemos pnrnetro que, no sistema 
semicondutor que estamos estudando, os estados estacionários estão mais próximos do equi~ 
líbrio quanto menor é a intensidade da fonte externa. No limite em que a intensidade se anula, 
o sistema deve estar cm equilíbrio termodinâmico com o meio. Como nesta situação a densi-
dade de partículas fotoinjetadas é zero para um sistema intrínseco, não se tem qualquer fluído 
quântico no interior da amostra e obviamente o sistema não pode apresentar qualquer resposta 
frente a uma perturbação ex:terna1 . A situação muda se o semicondutor for dopado tipo n 
ou p quando, embora o semicondutor não tenha partkulas fot.oinjetada.<;, terá uma resposta 
devido ao acoplamento com os elétrons (tipo n) ou buracos (tipo p). Para estes semicondutores 
extrínsecos, no limite de intensidade nula, devemos recuperar os resultados da função resposta 
conhecida, ern particular as propriedades ópticas (função diclétrica do tipo de Lindhard) e as 
propriedades das usuais excitações elementares neste fluído de somente elétrons (ou buracos) 
provenientes da dopagem. Na situação de não-equilíbrio que estamos considerando aqui t.Pre-
mos sempre urna resposta frente a uma perturbação externa, tanto no sistema intrínseco como 
dopado. Reiteramos que na situação de equilíbrio pode-se ter só um dos líquidos quânticos (de 
3É suposto ao longo deste trabalho que a interação entre a perturbação externa e o sistema e:. tá dada atrm·és 
do subsistema de portadores. 
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elétrons ou de buracos) já que um plasma duplo é possível só crn situações de fo1oexcit.ação. 
Vamos primeiro mostrar como se recupera das nossas equações a freqUência de plasma, Wrh 
para o plasma duplo. Ignorando, para fins de ilnstnu,:ão, os termos proporcionais às inlera(;ões 
(J(2) = 0), as equações (4.20) e (4.21) podem-se escrever na forma 
- lh (c~ tQ -E~) nkQ(t) + 1• V(Q) (f~+Q- f>) n(Q, t), 
t 1/t 
( 1.2!J) 
1 ( h -") h 1 ( ( h ·h) c-h "ktQ- ok nkQ(t)- c;; V Q) fktQ- Jk n(Q,i), 
Z U! 
que estão acopladas pelo termo n(Q, t) [cf.Eq.(4.12)]. Note-se que as populações já nao de-
pendem do tempo e recuperam aqui sua forma de distribuições do tipo de .F'enni-Dirac'1• A 
homogeneidade espacial é destruida pela perturbação externa e, como estamos interessados nas 
oscilações da densidade de carga, procuramos soluçêies da forma harrnonica (a solução geral 
estará dada por uma combinação linear desta.;; soluções particulares), t.e., 
e(h)()- <(h)( ) (' ) nk.Q t. - nk,Q O exp zwt , (1.:H) 
e a solução (implícita) das Eqs.( 4.29) e ( 4.aO) esta dada então por 
n~.Q(t) ~-V(Q) [ ~~+Q- ~~ .] n(Q,t), ltw (c< c') 
- -k+Q- -k_ 
(4.:l2) 
4 Num estado estacionaria as variáveis tomam um valor constante que é determinado pPlo \·alor dos rrnramet ros 
externos de contrai. Em particular a transformada Fouricr dos multiplicadores de Lagrange FkQ (Q #O) toman 
um valor estacionaria que, no sistema estudado aquí, depende da temperatura. a h1tensidadc da fonte e da energía 
dos fótons incidentes. Quando o estado estacionaria corresponde. em partkular. ao estado de cquilibrio com 
o meio, os FkQ são nulos, e o multip\kador correspondente a Q = O toma o valor estacionaria -vl3, i.c .. ao 
produto da inversa da temperatura do banho pelo potendal químko de equilibrio. Desta forma o operador 
p = p + p1 adquire a forma esperada de uma distribução canónica. 
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Somando as equaçôe:::. ( 1.:t2) e ( 4.:~:3) c somando sobre todos os esl ado~ k na primeira zona rlc 
Rrillouin, temos que 
n(Q, t) {1- V(Q)x(Q,w)} ~O, 
onde 
é chamada função dt polarizabilidade e 
c(Q,w) ~ 1- V(Q)x(Q.w) 1 1.:l6J 
é a função didé.trica do sistema na aproximação de fase aleatória (RPA) (Yer por exemplo. 
Ref.[:~2}). Vemos que esta quantidade corresponde à função dielétrica do tipo de Lin(lhard de 
temperatura finita para um plasma duplo e que X pode-se expn~sar corno soma d.e uma polar-
izabilidade para cada componente do plasma, independentemente. Como se \'erá na próxima 
seção, os t.crmos de int.eração introduzem uma misl nra entre estes dois plasmas (' X já não se 
pode escrever como soma da.•·; duas componentes indi\•icluais, como era de se esperar. 
Vamos agora determinar a freqUência de plasma (oscilação coletiva) deste sistema duplo 
idealizado. Queremos encontrar um valor de u.l (para cada Yalor fi.xo de Q) que annle a fmu;ão 
dielét.rica, de tal forma de satisfazer a Eq.(~t:H). Vamos procurar a relação de dispersão para 
grandes comprimentos de onda, e definindo 'Y~(Il)(k Q,w) = ( s~~~ -::~(h)) jtiw, assumiremos 
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que 
lim /,1, 1(k,Q,w) ~o (4.:l7) Q-0 
como se comprovará posteriormente, a solução obtida satisfaz esta hipôt.esc''. Desta forma 
podemos fazer uma expansão a primeira ordem em ie(h) em cada tL>rmo da soma da Eq.(4.:35). 
Um pouco de álgebra mostra que a relação de dispersão está dada por 
w'(Q) "'w;, + o(Q2), ( 4.:l8) 
onde Wp! é a frequ~ncia de plasma do sistema de portadores dada por 
w;, ~-V(Q)Q' 2.::: {V'•f>v\o~ + "•f~V'•o~), ( 4.39) 
k 
que é uma quantidade positiva e independentc6 do vetar de onda Q devido R que o potencial 
Coulombiano é da forma ex 1/Q2 . Na próxima seção apresentaremos uma expressão formal 
para a função dielétrica nas condiçê>es de não-equilíbrio que estamos considerando, da qual 
recupera-se, como caso particular, a função dielét.rica dada na Eq. ( 4.:36) com o X definido na 
Eq.(4.35). 
5 No Capítulo 6 faremos um cálculo similar para obter a relação de dispersão do plasmon snpt->rior levando 
em conta, a diferença do cálculo feito aqui, as interações presentes no sistema (ver Apêndi{·e G). 
6 Como se verá no Capítulo 6 quando tratemos o caso de um sistema quasi-lmidimensionaL deYido ao ('onfi-
namento quântico, o potencial Coulombiano muda e Wpl não é independente do Yetor q e o modo de plasma, 
chamado neste caso plasmou intrasubbanda, anula-;;e no limite Q --->O. 
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4.4 Função Dielétrica em Condições de Não-Equilíbrio 
Para resolver o sistema de equaçCles diferenciais dada pela~:; Eqs.(4.10) f~ (1.21) devemos fazer 
algumas simplificações. Os termos P nas equações ( 4.21) t~ ( 1. 2X) s;l.o termos proporcionais às 
partes prin<:ipais que representam renorrnalizações de energias das qnasi-par1 ícnlas p7]. Por 
outra parte, os termos bilineares N' deveriam, a principio, ser considerados no cálculo geral <pw 
queremos fazer. Aqui vamos trabalhar numa aproximação que consiste ern negligt>nciar e·>tas 
contribuições não-lineares. Vemos que isto pode-se fazer se os termos n~~) (para Q ~O) são 
suficientemente pequenos o que significa que estaremos considerando perturhaçêies pequenas 
dos estados espacialmente homogêneos (onde esta.;; quantidades são estritamente nulas). Como 
se verá ao longo do próximo capítulo [cf.Seçào 5.2], o estado homogéneo é estável para todas 
as intensidades de radiação accessíveis experimentalmente. Isto quer dizer que para todas 
as situações experimentais num semiconductor sob radiação constante (inclusive com intensa 
radiação de luz síncrotron) a função dielétrica de não-equilíbrio que acharemos nesta seção 
descreve completamente bem a resposta do sistema. 
Como se mostra no Apêndice F a função dielétrica de um semicondutor polar sob radiação 
contínua tf:'tll a forma 
f(Q.w) =I- V(Q)ê- (.C+ !JJl) I ·g. (4.411) 
onde ê = (1,1,1, .... , 1) denota uma matriz fila de 21V componente iguais a um. onde .1\l {~o 
número de estados na primeira zona de Brillouin; g é uma matri;;: c:olnna de 2J.V componentes 
[cf.Eq.(F.4)]; .C e 9J1 são duas matrizes 2N X 2N. As componentes da matriz~ contem infor-
mação apenas sobre as intcraçC>es entre os portadores e o campo de radiação (de luminescência 
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e da fonte), entanto que a matriz m1 está relacionada só com a interaçào portador-fonon LO 
(ver Apêndice F). As populações f~(h) correspondem às do estado estacionário. 
Observamos primeiramente que se a situação é t.al que podemos negligenciar a interação 
portador-fônon em comparação com a contribuição devido à interação portador-radiação (no 
próximo capítulo mostraremos que esta aproximação é válida para vetores de onda Q não muito 
perto do centro de zona) podemos pôr 9J1 ~O na Eq.( 1.10) e a função dielétrica está dada por 
E(Q,w) 9' 1- V(Q)ê· ,;:-I. g. (1.11) 
Devido à aproximação dipolar considerada, a matriz .C é diagonal cm blocos de 2 x 2 c pode-
se diagonalizar cxatamcnte. Desta forma recuperamos a função dielétrica de não-equilíbrio 
estudada na Ref.[37]. 
Retornando à expressão completa dada pela Eq.(4.40), o problema fundamental que surge 
com a matriz 9J1 é que mistura todos os modos e, desta forma, tem que se trabalhar com 
a matriz completa; porém, devido ao grande mímero de estados, não pode ser diagonalizada 
exatamente. A inversa da matriz .C+ VJ1 pode-se calcular na aproximação que estamos usando 
na teoria, i.e., na ordem quadrática nas interações. Efet.ivamentc, como se mostra no Apêndice 
F, na aproximação linear na teoria de relaxação a função dielétrica está dada por 
"Bk(Q,w) 
E(Q,w) = 1- V(Q) L, v.(Q,w)' 
k 
onde v.(Q,w) e B.(Q,w) estãn definidas, respectivamente, nas Eqs.(F.14) e (F.15). 
( 4.42) 
A função dielétrica dada pela equação (4.42) é a mais geral que podL'-SC obter dentro das 
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aproximaçÕL>S consideradas, descrevendo um pla.o;;;ma de duas cornponent (~ arhit rariaiut:nt e fora 
de equilíbrio e levando em conta todas as int.erações relevantes na de.criçào do problema: i) 
recombinação radiativa, ii) int eração portador-radiação externa e iii) intcrw;;-lo d(' Frühlich. l~m 
estudo detalhado e completo desta função dielétrica requer resolver nnméricarnenk as somas 
(integrais no limite contínuo) sobre os estados na primeira 7,ona de Brillonin. 
No próximo capítulo se fará um e.tudo numérico completo da resposta óptica destes sis-
temas no limite em que a int.eração com os fônons possa ser Ilc)!.;ligenciada. Em cont imuu.;;-lo 
apresentamos um resumo dos resultados obtidos neste capítulo. 
4.5 Resumo dos resultados do Capítulo 4 
Neste capítulo estudamos a versão da teoria do Operador Est at íst.ico de Nào-Equilíbrio apropria-
da ao estudo do estado não-homogéneo ern fluídos de quasi-partículas individuais. Os resulta dos 
obtidos aquí são relevantes para todo o trabalho desenvolvido nos capítulos seguintes. 
i) Obtivemos as equações de transporte para a..'i quantidades nk..Q e n~.Q' que tem papel 
fundamental para todo o trabalho da tese a seguir. Estas quantidades são médias, sobre o 
ensemble de não-equilíbrio, dos operadores dinâmicos de \\rigner-Landan; 
ii) Obtivemos urna t.-'Xpressão formal da função dielétrica de não-equilíbrio para um plasma 
duplo a temperatura finita, que contém tanto os efeitos de excitação (cria(.;ão de pares) como o 
de recombinac.;ão e interação elétron-fônon; 
iii) Trabalhando a segunda ordem nas intcrac.;ões obtivemos urna expressão aproximada c de 
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utilidade prática da função dielétrica do semicondutor, levando em conta todas as interações 
consideradas relevantes no problema: i) recombinação radiativa; ii) interação entre os porta-
dores e a radiação externa e iii) interação de .Ftühlich entre os IX)rtadores e os modos normais 
de vibração da rede. Mostramos que a expresão obtida é uma generalização da função didét.rica 
do tipo de Lindhard e dos resultados estudados na Ref.[37]. 
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Capítulo 5 
• Propriedades Opticas e Possível 
Transição Morfológica. 
Neste capítulo vamos estudar as propriedades ópticas e a possível emergência de fenômenos de 
auto-organização do sistema eletrônico no semicondutor que estamos considerando. Nos con-
centraremos essencialmente no estudo numérico da parte real e imaginária da fum;ão diclét.rica, 
em dadas condições de não equilíbrio, por conter toda a informação relevante da resposta óptica 
do sistema [32] e proporcionar excelente teste para a análise dos processos irreversíveis que se 
desenvolvem no sistema. 
Um estudo numérico da Eq.(4.42) mostra que a interação entre os portadores e os modos 
normats da rede não contribúe significativamente ao comportament.o óptico nestes semicon-
dutores, exceto para valores de Q perto do centro de 7Áma. Por exemplo, em amostras de 
GaAS, foi estimado que a influência do efeito de acoplamento portRdor-fônon sobre os valores 
da função dielétrica pode SE:'I dt:sconsiderada para Q?: 102 cm 1 . Isto permite que o est.udo que 
faremos a continuação represente muito satisfatóriamcnte os resultados experirncnt.ais típicos 
76 
de luminescência no intervalo 102cm 1 ;S Q ;:_ l06 cm 1 . Por tal raúlo Y<uuo::, nos ('OIICPntrHr 
no caso em que a intcração portador-fônon é negligenciável c assim consernucmo..s sô os termos 
que contém as interaçC>es com a radiação na.:; equaçÕPs (·1.27) e (1.2f.l.), i.1~ .. os ll'rmos Akq c 
Ah kQ' 
As partes T"eal e imaginária da função diclétrica [cf.Eq.('1A2)] sob eota aproximação estão 
dadas, respectivamente, por 
Rec(Q,w) ~ 1 _ V(Q) L {h (k, Q. w)J;(k, Q, w) + j:(k. Q, w)j 1(k Q, w)} . (G.lJ 
k J3 (k,Q,w)+J4 (k.Q.w) 
lmE(Q,w) ~ -V(Q) L {j,(k,Q,w)j:(k,Q,w)- J;(k.Q,w)i4 (kQ,w)} (ó. 2J 
k J,(k,Q.w)+J4 (kQ,wJ 
onde os termos j são dados pela<> expressC>es 
(é> A) 
h(k Q.w) ~ 11~(Q)11~(Q) , (õ.ó) 
( 5.fi I 
com g~(h)k e 'l~(h) estão definidos nas ·E<Js.(F.5) e (F.D), respectivamente. Os termos A~Q e A~Q 
estão dados nas Eqs.(5.7) e (5.8) a seguir (estas expressões se obtém da Eq.(E.l8) no Apêndice 
E após calcular as integrais na passagem ao contínuo). 
Não é possível fazer um estudo analítico completo das Eqs.(5.1) e (,5.2) exceto ern certos 
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limites de grandes comprimentos de onda, por exemplo' [37]. Por este motivo farernoo aqui um 
estudo numérico destas equações, c..omo função de Q e de w. Depois de passar ao contínuo, as 
somas nas Eqs.(5.1) e (5.2) transformam-se em integrais sobre a primeira zona de Brillouin. 
Pode-se mostrar que o denominador do integrando não se anula para nenhum e:..;t ado dentro 
desta primeira zona (os termos de int.eração eliminam a divergência que, por outro lado, está 
presente na função dielétrica do tipo de Lindhard da Bq.(4.:36), e que tem origem nos zeros de h). 
Não obstante, quando estamos trabalhando com parâmetros caraderíst ieos de semicondutores, 
os integrandos das Eqs.(5.1) e (5.2) apresentam picos muito agudos para os valores de k que 
anulam o termo b. A posição e o número destes picos dentro da zona de int.cgração depende 
tanto da freqUência w como do vetar de onda Q. Para valores carat.erfsticos do GaAs, estes 
picos usualmente correspondem a incrementos de V""diias ordens de magnitude numa muito 
estreita região do dominio de integração. Como a maior contribuição ao valor final da integral 
vem destas regiêies, teve-se que trabalhar eorn especial cuidado para evitar erros numéricos 
que possam ter consequências na interpretação dos resultados físicos obtidos. Para evit.ar este 
problema, os int.egrandos foram trat.ados por meio de adequadas transformações lineares ao 
redor dos est.ados que anulam h o que permitiu transformar os agudos picos em curvas suaves 
e de fácil integração pelos métodos conhecidos. 
1 Para ser consistente. neste limite dt'" Q pequenos deve-se trabalhar com a funçào dielétriea completa devido 
a que, como dito no texto, os efeit06 da interação com 06 modos da rede começam ser significatiYo. 
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5.1 Os Termos de Interação AkQ e AtQ 
Antes de descrever em detalhe os rt->:,;ultados da resposta ôpt ica do siskma. fmPmoc> alh'lliJ:-; 
comentários sobre os termos de int.erac;ão corn a radiação. As quantidades Akq c~ A~q· que 
aparec-em nas equações (5.4) c (5.6), estão dada.••> por 
(o mesmo com k-----+ k + Q) . 
( 5.~) 
onde g(hwk) é a densidade espectral da fonte2 à frequência wk = ((~ + (~) jh, e a.<.J constantes 
SR e SF estão definidas na Eq.(19) no Apêndice C. Nos cálculos feitos aquí a fonte foi modelada 
com uma densidade espectral da forma 
( - <)· . ;). ' ) 
onde go é um parâmetro considerado constante para todas as frequência'3 do espe<:tro da fonte. 
Em e EM (> Em) definem um cut-ojJ inferior e superior, rcspectivamt~nte, no espectro de energia 
radiada pela fonte; 8 é a função degrau de HeaYiside. Para poder excitar o sistema a em~rgia F.u 
deve ser maior que a energía Ec do gap do semicondutor (na banda de ultraYioleta) e, portanto, 
o intervalo de energias, ~:::!.E, onde se pode dar a absors<io é I:::!.. E = E,u - Em. Trabalharemos 
aqui com Bm < Ec, e portanto ~:::!.E = EM - f:c. Como a intensidade que recehc a amostra é 
a soma das intensidades de todos os modos, c se denotarmos por 11 a esta intensidade total. 
2 A intensidade, dlp(E), da radiação da fonte externa, no intervalo de energ;ias entre E e E+ dE está dado 




Ao longo deste capítulo foram usados os parâmetros carat.eríst icos do G-aAs, porém os resnl-
tados são suficientemente gerais como para descrever o comportamento esperado de qualquer 
semicondutor polar sob radiação eletromagnética. Como estaremos trabalhando a temperatura 
ambiente e com intensidades 11 menores que"' lOKTt'cm-2 usaremos as distribuições de não-
equilíbrio J:(h) como dadas pela Eq.(:t28); o V"dlor de EM foi fixado em 1.7leV e, portanto, o 
intervalo efetivo de absorção é óE = 0.2eV (lembramos que Em< Ec). 
5.2 Propriedades Ópticas 
Pode-se demonstrar analítica e numéricamente que as partes real e imaginaria da função dielét.ri-
ca dadas nas Eqs.(5.1) e (5.2) tem paridade definida: A parte real é par em ~..J.,' entanto que a 
parte imaginaria é impar em w, assim verificando o conhecido resultado da eletrodinârnica de 
meios materiais. 
A figura 5.1 mostra a parte real e imaginária da função dielétríca f(Q,i..J.,') vs a frcqClência 
w, para diferentes comprimentos de onda. Para os semicondutores que estamos considerando, 
o radio da primeira zona de Brillonin está aproximadamente em Q"' 5 x 107cm 1 . Vemos que 
para valores de Q pcrt.o do borde de zona, a parte re--al da função dielétrica apresenta quatro 
raízes. A medida que Q dimimíe, as duas raizes menores juntam-se e desaparecem, restando 
só duas que permanecem para todos os valores de Q até o centro de 1-ona. Como ficará claro 
no estudo do espectro Raman, a maior do.-;tas raizes carateriza uma das oscilações coletivas 
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da densidade de c.arga que. neste caso, corresponde a nm plasmon dito ôpt ico com fn'qHf'ncia 
dependente da intensidade da radiação externa. Para valores de Q perto do centro de zona 
(Q ;S 104C1n- 1), a menor das raízes vai asointót.icam~nte para zero entanto que a rnaior l!~m nm 
limite finito positivo. bst.e valor limite é o análogo à frcqüf'IH:ia de plasma óptica, w1,1. dada 
pela equação (4.39) e, por este motivo, seguiremos denotando-lo com w'pl· No problema que 
estamos estudando aquí Wp! é, corno já mencionado, dependente da intensidade da fonte. Por 
outro lado vemos da Figura 5.1 que a parte imaginária da funç<lo didú:trica apresenta dnas 
bandas na região de vetares de onda perto do borde de zona. A medida que Q disrninúc estas 
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Figura 5 l· Parte real (Re) e Imaginária (lm) da função dielétrica nas dadas condições 




A rnais, independentemente do comprimento de onda e da intensidade da fonte. a parte real 
da função dielét.rica satisfaz os limites de alta frequência 




e a parte imaginaria 
lim lmc(Q,w) ~O (5.12) 
"',_.,.,_ 
como se espera do comportamento assintótico da função diclétrica, ainda em situações de exci-
tação contínua. 
Podemos mostrar que o comportamento qualitativo da parte real e imaginária da função 
dielétrica mostrado na Figura 5.1 é totalmente similar para as diferentes intensidade 11 da fonte 
e do intervalo efetivo de aborção êl.E. 
As primeiras observações de e::;palhamento de luz por plasma em estado sólido datam de 
meiados da decada de 1960 [38] e desde então tem sido um campo at.ivo de estudos teóricos c ex-
perimentais. ~ bem conhecido que o espectro R.aman é rico cm informações sobre as cxcit açõcs 
elementares no sistema, sejam modos de oscilação coletivos ou de partículas individuais. A 
seção diferencial eficaz d20"(Q, w) de espalhamento inelástico de lnz, por inten~n.}o de [requfmcia 
dw e intervalo de ângulo sólido dO, está dada por 
d'~ [ 1 l d------r;~ A [1- exp ( -/lr>wJr 1 lm ( ·) . wdH r Q,u; 
A constante A depende tanto do processo de absorção (intrahanda 011 interbanda; no nosso caso 
é o segundo) como do protocolo experimental (como angulo entre feixe incidcnt.e c espalhado, 
polarização, etc), e a fonna do espectro é indicativa de todas as possíveis excit açõcs colet.ivas 
no sistema. Lembramos que na Eq.(5.13), i!W é a energia transferida e i1Q a transferência de 
momento no processo de espalhamento. 
A Figura 5.2 mostra o espectro Raman do semicondutor para diferentes comprimentos de 
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Figura 5.2: Seção eficaz de espalhamento Raman eletrônico do semicondutor cm bu/k_ 
A Figura ,::..2a, correspondente a Q 105 cm -I mostra três bandas com picos claramente 
diferenciados. Pm quarto pico de alta frequência, i(lcntificado como o pla::;mon óptico, nao {; 
apresentado na.'> figuras. O pico mais intenso, centrado aproximadamente em tJu.l,....., 3meV 
corresponde a um modo colctiYo de oscilação identificado cmno plasmon acústico. Este modo 
coletivo foi observado pela primeira vez por Pinczuk ct al. na Ref. [:~6] porém, relembramos, as 
condições experimentais foram diferentes às nossas condições neste estudo t côrico. Os dois picos 
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menores estão a.<;sociados aos contínuos de excitações individuais, um de ell)t rons, centrado em 
1iw "'8meV e outro de buracos, centrado em t!W,..... lmell 
A medida que Q se aproxima ao centro de zona, os três picos deslocam-se para frequências 
menores. O mesmo acontece para o modo óptico, embora seu cnmport.amcnt.o seja diferente que 
os correspondentes ao plasmon acústico e aos contínuos, como ficará claro em hreve. A Figura 
5.2b mostra como o pico correspondente ao plasmou acústico vai mergulhando no contínuo de 
elétrons, até ficar virtualmente oculto para Q ;:S 5 x 104cm - 1como se mostra na Figttra 5.~c. 
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Figura 5.3: Posição dos picos do espectro Raman como função do vetor de onda Q 
(relação de dispersão nas dadas condições de não-equilíbrio). 
Na figura 5.3 se apresenta a posição dos picos do espectro Raman, em função do número de 
onda Q, para uma intensidade 11 = lOK~F cm -2 . Podemos ohservar que a relação de disperssão 
do modo de plasma óptico não é linear, como esperado, mas segue uma dependência do tipo 
mostrado na Eq.(4.38), onde a frequência de plasma Wp! depende da intensidade da fonte. É 
possível mostrar nnméricamente que a frequência de plasma tem uma dependência simples 
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com a intensidade da radiaçào incidente. do tipo w.,1 x 1?1 dn1tro da r('giào dt> intensidades 
cst11dadas. 
Por outro lado, a relação de dispersão do plasmon acüst ico é linear no vetor de onda. u·., 
WA = 1'AQ, com uma velocidade 1• 4 dependente da intensidade. O mesmo tipo dt· n:]a(~ào d(' 
dispersão linear é visto para os contínuos de excitações individuais de elétrons c hnracos. em 
estudo detalhado da dependência destas excitaçê)es com a intensidade da font1~ {-.. p<-~rll• de mn 
trabalho que está atualmente em desenvolvimento. 
5.3 Thansição Morfológica 
Um dos aspectos mais significativos dos sistemas complexos é a sua capacidade para se auto-
organizar [20,39]. A auto-organizaçã.o se manifesta em sistema<; abertos mantidos fora do c·qui-
líbrio termodinâmico pela troca de fluxos de matéria e/ou energia corn fontes externas. Neste 
tipo de fenômenos, diferentes partes do sistema total organizam-se cooperati,·amente o que 
muitas vezes pode levar a um estado crítico. Um caso especial de auto-organização pode, por 
outro lado, levar à formação de urna estrutura (dissipativa) no sistema, i.e., à tmoyutcia dt 
padrões ordenados (espaciais ou tempomís} tm escala macroscópica. Nesta seçào vamos es-
tudar a possibilidade de emergência de uma estrutura espacial no sistema de portadores que 
estamos estudando. Como mostramos no Capítulo :1, independentemente da intensidade da 
fonte, os estados esta<:ionários do sist.ema homogtnco são están~is. Isto significa que os Yalores 
da densidade total fot.oinjetada e a quasit.emperatura estacionária, nào apresentam qualquer 
instabilidade ou bifurcaçã.o como funçào dos valores dos parametros externos de control. Na 
versão homogénea estudada, como dito anteriormente, não{~ possível observar qualquer detal-
85 
he local da densidade de carga; a densidade total de portadores fotoinjctados, n, d.ada pela 
Eq.(4.3) tem um comportamento monótono com a intensidade [cf. Figura :3.1]. Para estudar o 
surgimento de estruturas espaciais devemos considerar o comportarncnt.o espacial da densidade 
local n(r, t). Como mostraremos posteriormente, o sistema efetivamente apresenta, em função 
da intensidade da fonte, uma instabilidade dos estados e-;pacialmente homogéneos cm relação a 
urna distribuição senoidal estática de carga dentro da amostra. A possibilidade de emergência 
desta instabilidade foi sugerida na Ref.[40] e nosso objetivo aquí é fazer um estudo detalhado 
deste problema. 
O estado estacionário espaciahnente homogêneo corresponde a uma distribuição espacial 
de carga constante, n(r) = n e, por tanto, a sua transformada de Fourier [cf.Eq.(4.12)J é nula 
exceto para Q =O, i.e., 
n(Q) ~ n6Q,o , (5,14) 
Se procuramos uma instabilidade frente a uma distribuição de carga nao homogenea, então 
devemos procurar as condições sob as quais o estado espaciahnente homogéneo se desestabiliza 
dando lugar a um estado estável caraterizado por n(Q) I- O para algum Q não nulo: Neste caso 
será estabelecido no sistema uma distribuição senoidal de densidade de carga com comprimento 
de onda À ~ 27r / Q, 
Seguindo os métodos usuais vamos recorrer à teoria de estabilidade linear para os estados 
homogeneos, caraterizados por = O. Variamos estas soluções estacionárias nulas com 
perturbações do tipo 
c(h)(t) _ c(h)(O) >t 
nkQ -nkQ e, (5,15) 
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onde À= 1' + iw, e Q f=. O. O sinal de 1' define a estabilidade do estado homogéneo. C'orno este 
estado ô estável em equilibrio e no regime linear perto do equilíbrio (pelo teorema de minirna 
produção de entropia e regressão de fiut nações), o sinal de 1 deve ser nega\ ivo para baixa~ 
intensidades da radiação. Se o sistema apresentar alguma instabilidad('. entáo para alguma 
intensidade crítica 10 a quantidade 1 deve-se anular. Para valores maiores que <':SI a int f'n~ida(h~ 
crítica, o estado homogéneo é instáw~l (r > O) c um novo estado estacionário deve surgir 
correspondendo a uma distribuição senoidal de carga. lJest a forma. o problema fundarnent ai 
aqui é encontrar as condições para 1· se anular. 
Derivando no tempo as Eqs.(5.15) e igualando-as à parte direita das Eqs.(4.20) e (4.21) 
(desconsiderando em J(2) os termos de interação com os fonons3 ), obternoo, depois de fixar 
1 = O, uma equação que determina a.'> soluções estacionária.<> para a intensidade critica, ou 
equação caraterística, dada por 
n(Q),(Q,w) ~ n(Q) {1- V(Q)x(Q.w)) ~O, (5.16) 
onde t( Q, w) é a função dielétrica do sistema como dada na Eq. ( 4.42). A equaçilo ( 5. Hi) admite 
dois tipos de soluções, uma com n(Q) = O, que correst>onde ao estado homog~neo do sistema. 
e outra n(Q) -=f O (transição morfológica) que é possível se a função dielétrica se anula. Corno 
t(Q, w) é uma função complexa (de argumentos reais Q e w·) isto requer anular simnlt áneamente 
tanto a sua parte real corno a sua parte imaginária [cf.Eqs.(5.1) e (!1.2)]. Os cálculos Imm{:ricos 
mostram que, se w f=. O, não existem raizes simultánea.'i de Re ~ e lm c Isto quer di7.er que 
3Veremos posteriormente que esta hipótese é consistente com o resultado obtido devido a que a prill!eira 
bifurcação aparece para um vctor de onda perto do extremo da primeira zona de Hrillonil1. onde a intera1;ão 
elétron-fônon não tem efeitos rele>'D.ntes. 
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devemos procurar soluções estáticas, ou seja, soluções com w =O na Eq.(5.15). Assim devemos 
estabelecer as condições que anulam a função didétrica !:stática, ou Reja, 
<(Q,O) ~ 1 ~ V(Q)x(Q,O) ~O. (5.17) 
A parte imaginária de E(Q, O) é automáticamente nula devido a que lmE é uma função ímpar 
na frequência [cf.Seção 5.2}. Desta forma devemos procurar apenas as condições que anulam 
Ret::(Q,O) (que se obtém da Eq.(5.1) fiXando w = 0). Devemos notar que fora dos estados 
estacionários (em estados de equilíbrio ou inclusive na evolução temporal para o equilíbrio) esta 
quantidade é sempre maior do que 1. A possibilidade de Rec(Q,O) se anular está intimamente 
relacionada ao fato do sistema estar contínuamente mantido fora do equilíbrio por meio do 
campo externo de radiação e, de fato, suficientemente longe do equilíbrio, já que no regime 
linear ao redor do equilíbrio, ·como já enfatizado previamente, o teorema de mínima produção 
de entropia proibe a formação de estruturas organizada.<;. 
O estudo das condições sob a.<> quais se armla a parte real da função dielétrica estática dada 
na Eq.(5.1) (com w =O) foi feito numéricamente e em continuação sumarizamos os resultados 
obtidos (ver também Apêndice C): 
i) Demonstrou-se, a partir do cálculo numérico, qne a parte real da função dielétrica efeti-
varnente se anula para uma intensidade de radiação crítica I~ (mantendo constante a largltra do 
intervalo efet.ivo de absorção ~E) e para um número de onda Q,_. perto do extremo de zona. Isto 
estabelece que as eventuais estruturas espaciais correspondem a ondas de densidade estática de 
carga de pequeno comprimento de onda, da ordem de.\"' SOÁ em semicondutores (ou seja uns 
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dez parametros de rêde); 
ii) A raiz de Ref(Q, O) (que as~oinala o ponto de bifurca(;ào) se ohthn sô1w nl1 para ,.;crnicou-
dutores dopados tipo p. Para um semicondutor tipo n ou int ríu~cco, a fnw;úo did(·t rica ~~~t<lt ica 
é sempre maior que L independentemente dos valores dos parâmd ro .. ç; cxt rrnns de cont rol; 
iii) Para uma intensidade P maior que lc, a função Re c(Q, O) apresenta duas raizes, uma 
em Qm < Qr, e outra em QM > Qc. A posiçào desta.'> dnas raizes dependem da intensidade da 
fonte de excitação, c são iguais para o valor crítico Ir. i.e., Qm = Qr = Q,\f· Para a intensidade 
I' a parte real da função dielétrica estática é negativa para todos os \'alorcs de (J no intervalo 
Qm < Q < QM. É esperável então que o estado espacialmente homogéneo seja inst8sel para 
todos os númerOs de onda neste intervalo; 
iv) Quanto maior é a intensidade da fonte (além de L). maior é QM (dislocando-se para o 
borde de zona) e menor é Qm, i.e., aumenta o número de modos estáveis no sistema c. portanto. 
o número de componentes permitida..<; na transformada de Fourier de n(r). Este aumento do 
número de modos permitidos dentro da amostra leva o sistema a apr<'scntar Pstrntura-; e~ula 
vez mais intrincadas; 
v) Obteve-se o mesmo comportamento qualitativo para valores diferentes do intcT\'alo dct i,·o 
de absorção /:1E. No limite de radiação monocromática (laser), nào obstante. a iutcusidadt> 
crítica é muit.o maior que no caso de radiaçtio de espectro amplo (embora a bifttrc<-u:ào também 
se observa neste caso). 
Como é discutido no Apêndice C, os resultados descritos acima sng;crem que, na medida que 
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a intensidade aumenta, o incremento no número de componentes permitidas na transformada 
de :Fourier de n(r) levaria o sistema a apresentar um excesso de modos de tal forma que poderia 
surgir um comportamento do tipo caótico, segundo Prigogine [ver Ref.[l3] no Apêndice C]. 
Até aqui foi realizado um estudo estritamente matemático do problerna, demonstrando 
que efetivamentc a.~ equações de tranBporte não lineareB que duHTevem o comportamento náo-
homogf.nco do sistema ao nfvel macroscópico apresentam uma bifurcação indicando instabilidade 
para um e8tado macroscópico ordt:nado com distribttiçào espacial de car:qa (tmnsição morfológ-
ica). 
Para valores carat.erísticos dos parámetros em semicondutores polares típicos avaliamos o 
valor da inten~idade crítica mostrando que I c ,...., 109 KW cm-2 . A alta intensidade crítica requeri-
da está relacionada com a relativa pouca eficiência na absorção de radiação electromagnética 
pelos elétrons no sistema. Em vista dos resultados obtidos aqui, pode-se concluir que para 
semicondutores polares de gap din.to e mecanismo de excitação por absorção de radiação tlt:c-
tromagnética, a transição pam um estado ordenado ao nfvd macroscópico, é inatingfvd. Não 
obstante, estes resultados não estabelecem defmit.ivamente a impossibilidade de urna determi-
nação experimental de uma bifurcação em sistemas fotoexcitados. Ela poderia acontecer ainda 
em sistemas nos quais a excitação seja assistida por mecanismos do tipo químico, por exemplo. 
Estes sistemas poderíam ser biopolímeros ou proteínas nos quais a interação química entre o 
sistema e o medio circundante joga um papel importante. Urna aplicação da termodinâmica 
estatística (baseada no MOENE) a estes sistemas biofísicos requer um estudo detalhado dos 
mecanismo de excitação e relaxação envolvidos. 
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5.4 Resumo dos resultados do Capítulo 5 
Foi desenvolvido um estudo numérico completo das propriedades ópticas c de estabilidade em 
sistemas elctrónicos altamente fot.ocxcit.ado~ em semiconduton~s. 
i) Estudou-se a parte real e imaginária da funçào dielétrica em dadas condi(;óes df~ nao 
equilíbrio. Mostrou-se que a influência dos fônons nas propriedades ópticas é significat ÍYa para 
valores extremamente perto do centro de zona, estimativamente para Q :S 102cm 1 em GaAs; 
ii) Calculou-se o espectro Raman do sistema, evidenciando quatro picos caraterísticos das 
excitações elementares: Duas bandas correspondentes a modos de oscilação coletivos, um plas-
mon óptico eu~ plasruon acústico, e duas carateríst.icas das excitações de partículas individuais, 
uma de elétrons e outra de buracos; 
iii) Se obteve ac:; relações de dispersão das excitações dementares, mostrando-se que, no 
limite de pequenos números de onda Q (típicamente Q ;S lO·"'rm 1), a correspondente ao 
modo a<:üst.ico é uma relação linear, cuja velocidade é dependente da intensidade. Esta mesma 
dependência linear se obteve para a posição dos picos nas bandas que definem as L'Xcit ações de 
partículas individuais. A relação de dispersão do plasmou óptico apresenta uma dependência do 
mesmo tipo que a mostrada no Eq.(4.38) onde, no nosso caso, a fn·quôm~ia de plasma depende 
da intensidade da fonte na forma Wpi 'X J~/4 ; 
i v) Temos também mostrado que o estado de densidade de carga espacialmente homogêneo e 
estacionário, que é estável a baixas intensidades de radiação, pode apresentar uma inst al>ilidade 
para um estado espacialmente ordenado. Este fenômeno pode surgir somente em semicondu-
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tores tipo p, e a estrutura espacial formada_ consiste numa onda senoidal estática cito: carga de 
pequeno comprimento de onda (da ordem de.\"' 50Â em GaAs). Na medida que a intensidade 
aumenta (além da intensidade crítica) um maior número de componentes de .Fourier da densi-
dade de carga n(r) surge no sistema, fato que levaria, como discntido no Apêndice C, para nrn 
estado dito de caos turbulento (ou químico) segundo Prigogine. 
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Capítulo 6 
Sistemas Quânticos com Confinamento: 
Fios Semicondutores 
É um fato estabelecido que sistema.<> de partícula..., quase-unidimensionais podem apresentar 
um comportamento muito peculiar e de caraterísticas novas em relação ao caso <le sistemas 
tridimensionais [41]. Em particular, o fato da densidade de estados ter uma dependência com a 
energia na forma 1/.fE, leva a urna singularidade (a 1' = O) on a um pico muito agudo (a T -=1 O) 
da função de polarizabilidade estática x{Q, O} em Q = 2/rp (onde kp denota o vetor de onda de 
Fermi) o que está relacionado, em partieular, com a chamada instabilidade de Peicrls (transiçào 
que leva a uma mudança da simetria translacional da rede para temperat.ttras menores que a 
temperatura de transição. fenômeno observado em polímeros, por exemplo). Desde meados da 
década de 1970 vem-se desenvolvendo técnica'3 experimentais que permitem estudar sistemas 
que podem-se considerar quasi-unidimensionais do ponto de vista do transporte eletrônico, fato 
que deu origem a um grande volume de trabalhos teóricos e experimentais nesta área [42]. Na 
prática, usualmente est.as estruturas fabrieam-se sobre sistemas de alta mobilidade elet.rôuica 
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em duas dimensões (fabricados eom a t.écniea de lvlolecular Beam Epii<L"'<y, ~IBE) e impondo 
um confinamento adicional numa das dire(;OC--s de movimento line, usando t(Tnicas de litografia 
ultrafina. Com estas técnicas é possível na atualidade oht.er amostras de lar):?;mas com prendidas 
entre ~ 300 A e 1000 A. 
Além da sua importancia tecnológica, estes sistemas eletrônicos oferecem uma muito boa 
oportunidade para tL>star tanto rnHodos experimentais como teóricos em mat.ória condensada, 
em particular na teoria de transporte eletrônico. A medl.nica estatística de sistemas longe do 
equilíbrio tem um papel fundamental a jogar nesta área. 
Neste capítulo vamos estudar a influência da radiação ultravioleta sobre as propriedades 
macroscópicas de fios quânticos. Como vimos nos capítulos anteriores, o tratamento microscópi-
co nos permitirá fazer um estudo detalhado da termodinâmica irreversível e das propriedades 
ópticas em situações de não-equilíbrio. 
6.1 Funções de Onda e Níveis de Energias 
No tratamento usual de sistemas elet.rônicos qua'>i-unidimensionais se trabalha na chamada 
aproximação de massas efetivas [1:3], isto é, primeiro se resolve o problema sem confinamento, 
i.e. em bulk, correspondendo, na representação de elét.rons e buracos, a dois fluídos de partículas 
com massas efetivas me e m 1, respectivamente. Posteriormente se confina esta'> partícula" na 
estrutura quasi-unidimensional em consideração. Neste capítulo usaremos um confinamento 
cilíndrico já que se espera que os resultado._" que apresentaremos não sejam muito sensíveis à 
geometria do problema. 
Para definir o sistema que vamos estudar, consideremos um cilindro de raio R ao longo da 
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direção z, de comprimento L (nos cálculos ieóricos é considerado usualmente o limite L -+ x ), 
e construído com um material semicondutor polar, de gap direto e banda invertida ( GaAs, por 
exemplo, que será o material considerado nos cálculos numéricos). A equação de Schrüdinger 
para cada tipo de partícula (elétrons e Luracos) no interior do cilindro está dada por 
(fi.!) 
onde v;, é o potencial de confinamento definido por 
V,= V.nrB ( Jx' + y'- R). (G.2) 
sendo B a função degrau de Heavi'lide c ~-Ínf uma barreira de potencial infinito1 . As soluções da 
equação 6.1 estão dadas por funções de onda da forma 
(fi.:J) 
Nesta equação a função <P está dada por 
<Pn,l(x,y) = 1 1 . ( ')'I' (!3 )J,(iln,lr/1/)exp(±mO) 1rR Jntl, n.l (G.1) 
no interior do cilindro e <Pn,1(x,y) =O no exterior (temos usado coordenadas cilíndrica" (r, B, 
1 Em modelos mais realísticos, se tem mna estrutura de um dado material (GaAs, por PXemplo), ~ubmerso 
numa matriz de um outro material (AlxGat xAs, por exemplo). Isto faz qne o potencial de confinamento não 
seja um potencial de barreiras infinitas na borda do cilindro, mas nm potencial finito relacionado às diferença;; 
dos gaps de cada material (por exemplo o gap de GaAs, nas estruturas chamadas do Tipo I, está contido dentro 
do gap de AlxGat-xAs). 
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z) ). Os números quânticos n = O, 1, 2, ... e l = 1, 2, 3, ... determinam a esl rnl11ra <la .. -; subhandas 
no sistema, enquanto que o índice k é o vctor de onda dos elétrons na direção sem confinamento 
(o índice quântico de spin a é suposto estar sempre presente); .ln são as funções de Bcssd de 
ordem n e /3.,,1 denota o l-ésirno .,;ero de .J ... 
Os antovalores da Eq.(U.1) estão dados por 
para os clét.rons c por 
(" "+" n I k ~ tk tn I ' 
" ' 
para os buracos, onde 
denota a energia cinética na subbanda e 
c( h) 
fn,l = 






Como é usual falaremos de transições intmsubbanda para transições que conservam os índices 
quânticos n e l; enquanto que falaremos de transições intcrsubbandas para aquelas qne se 
produzem entre diferentes n e l. 
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6.2 Elementos de Matriz 
Consideremos agora que o sistema apresentado na seçâo anterior está em conl ato com um banho 
térmico a temperatura '18, c iluminado coutínuamente com luz monocromática ultravioleta. O 
modelo Hamilt.oniano que usaremos é o mesmo que o estudado no caso tridimensional porém os 
elementos de matriz dos termos de interação são, evidentemente, diferentes. Devido ao confi-
namento quântico os elementos de matriz do potencial Coulombiano dependem explícitamente 
dos índices n e l. O cálculo teórico destes elementos depende tanto do modelo considerado para 
a seção transversal do fio (devido às modificações nas funçiles de onda da Eq.(6.1)) como das 
aproximações feitas nos cálculos das integrais [44]. Independentemente destas aproximações, a 
forma assintótica no limite Q R « 1 (onde Q e o vet.or de onda na direção sem confinamento, 
z no nosso modelo) dos elementos de matriz que usaremos ao longo deste capítulo, está dada 
2é;~ 2e2 
V(Q) c:: -LKo(QR)"' -llog(QR)i 
f 00 f 00 L 
(QR«l), (6.9) 
onde fcu é a constante didétrica óptica. Vemos que a diferença do caso tridimensional, a 
divergência do potencial é logarítmica; esta dependência terá importante influência sobre os 
resultados que apresentaremos posteriormente. 
2Formalmente os elementos de matriz da interaçiio Coulombiana entre elétrons está dada por 
onde r, r' são vetores no plano x- y, e é suposto que já foi feita a integral ao longo do fio na direção z, 
e os índices i, j, r e s denotam as diferentes suhbandas. Para a suhbanda de menor energia, por exemplo, 
caraterizada por n = O, l = 1, encontramos um elemento de matriz Fuu da forma assintótica mostrada na 
Eq.(6.9) (onde temos introduzido V(Q) = Vuu(Q)). Se considerarmos as duas suhbandas de menor energia 
(denotadas respectivamente por 1 e 2) apenas quatro elementos são independentes e diferentes de zero: Vuu. 
V2222, V1221 e Vu22 (além de ser Vu22 = V2211 e V1221 = V2112 = V1212 = V212tl· No limite asintótico QR « 1, 
todos os elementos divergem na forma log ( Q R), ex e to \~"1221 que se faz constante. Para o interesse fundamental 
neste capítulo, no qual estudaremos as excitações coletivas intrasubbanda, só o elemento Vuu terá relevância. 
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Pode-se mostrar que, na aproximação dipolar, os elementos de mat.riz do potencial de in-
teração elétron-radiação tem a mesma forma que a usada nos capítulos anteriores [d.Eq.(1:3) 
no Apêndice U]. O cálculo deste elemento de matriz mostra t.arnbém que, na ahson.;ão de urn 
fóton, conservam-se os índices quânticos n e l, e por tanto a radiação sô produz transiçCx~s in-
trasubhandas. É importante lembrar aqui que estamos interessadoo no est ndo das propriedades 
óptica._<; e dos modos de oscilação coletivos longitudinais, proc~sos para os quais só as transiçCx-:s 
intrasubbandas são relevantes. 
6.3 Estados Homogêneos 
Vamos agora obter a densidade linear de partículas fotoinjetadas no fio quântico nos esta-
dos estacionários. Como se mostrou no Capítulo 3, o valor estacionário da quasi-temperatura 
pode-se considerar práticamente a mesma que a temperatura 18 do banho térmico, indepen-
cientemente do valor da intensidade da radiação incidente. Espera-se que ist.o também aconteça 
em sistemas quasi-unidirncnsionais e por tanto usaremos como hipótese que Te• ~ 1'13 • Embora 
isto tenha sido demonstrado numéricamente no Capítulo 3 para T 8 = 300 K, vamos considerar 
válida esta hipótese também a baixas ternperaturas3 ; a consequência mais importante desta 
hipótese é que nos permite obter uma expressão analítica para a dependência da densidade 
fotoinjetada, n (em unidades cm- 1) com a intensidade do laser, h. nos estados estacionários. 
Efetivamente, neste caso podemos considerar só a equação de e'\'Olução para a densidade de 
3 0s resultados que apresentaremos neste capítulo não são modificados qualitativamf"nle se a quasi-
temperatura estacionária dos portadores for maior que a do banho térmico. Para um cálculo quantitativo 
rigoroso deve-se considerar explfcitamente a interação elétron-fônon o que permitiria obter o valor da quasi-
temperatura estacionária como foi feito no Capítulo 3. 
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partículas fotoinjetadas [cf.Eq.(3.22)], i.e., 
!!:_n(t) =n<'l + il(2J, 
dt 
onde as duas contribuções da direita são calculadas da mesma forma que no Capítulo :t 
(fi. H)) 
Para um sistema de fermions confinado como o que estamos considerando aqui a população 
sobre estados (definidos pelos índices n, l, k) está dada por 
(6.11) 
onde fte.(h)(t) ~o quasi-potencial químico dos elétrons (e) e buracos (h). Vemos que, para cada 
nivel confinado (determinado por n e l), a distribuição estatística de partículas sobre os estados 
k adquire a forma de uma distribuição do tipo de Fermi-Dirac eom qnasi-potencial químico 
dado por J.le(h)(t)- E~~7>. Similarmente ao caso de sistema volumétrico estudado no Capítulo 4, 
as populações ~~~~~k(t) podem ser aproximadas por distribuições que lembram aquelas do tipo 
de Maxwell-Boltzmann na forma 
Vamc)R agora calcular as eont.ribuções n,(')e à(2 ) na Eq.(fl.lO). Fsamos aqui tarnbóm o valor 
experimental do coeficiente de absorção dependente da frequência-!, n(w), e portanto a primeira 
4 Este \'alor foi considerado como sendo o mesmo que o do material em hulk com a diferença de que as energias 
estão deslocada.<; devido ao eonfinamento quântico. Os mlores experimentais foram obtidoo da Ref.[28]. 
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contribuição está dada por 
onde a denota a área da seção transversal do fio, no nosso caso a= 7r R2 . A segunda contrihtli(;ào 
está dado pela Eq.(::t25) com L no lugar do volume \/ (lembramos a maib que os números 
quânticos (kx, k 11 , kz) que determinam os estados dos elétrons no material em bulk, sào agora 
substituidos por (n,l,k)). Depois de passar ao contínuo a soma cm k (L ---Jo x), c usando a 
forma dada na Eq.(6.12) para as populações, obtemos uma expressão análoga à Eq.(3.33), i.e., 
(G.14) 
onde temos definido 
(5.15) 
n=O 1=1 n=O 1=1 
e 
E l ~ !'!..._ ((3R,,)' 
n, 2ntx (6.16) 
Na equação (6.12) ne e nh são as densidades lineares de elét.rons c buracos respectivamente; o 
elemento de matriz P~c (do momento linear dos elétrons entre as bandas de condução c valência) 
não depende dos números n, lj m; 1 = m; 1 + m}; 1 6 a massa excitonica. Igualando a zero o 
membro na direita da Eq.(6.10), com Ú(J)e n<2ldados respectivamente nas Eqs.(6.1:~) e (6.14), 
obtemos a densidade fotoinjctada n nos estados estacionários, na forrna 
(6.1 i) 
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onde no é a densidade de dopagem no semicondutor extrínseco. Lembramos que para semicon-
dutores tipo nas densidades lineares de elétrons e lmracos são nF = n + n0 e nh = 11, entanto 
que para semicondutores tipo p são ne = n c nh = n + n0 . Para um semicondutor intrínseco 
se tem n0 =O. A quantidade 8 dependente, evidentemente, da temperatura, Tn, c do raio do 
fio, R. Da equação (6.17) vemos que a densidade fotoinjetada é a mesma para semicondutores 
tipo n e tipo p. Este resultado é similar ao obtido no caso volumétrico ( bulk) [cf.Figura :t:3]. 
Vemos também que a dependência com a intensidade{~ da forma n ...._, VJ;., outro dos resultados 
obtidos numéricamente no Capítulo 3. 
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Figura 6.1: Densidade de portadores fotoinjctados no fio quântico vs a intensidade do 
laser. 
A Figura G.l mostra n vs h dado pela Eq.(fi.l7), para vários diametros d = 2R do fio, 
para urn semicondutor intrím;eco de GaAs e para diferentes temperaturas do banho tórrnico. 
Vemos que, quanto maior é o diamet.ro tanto maior a densidade fotoinjetada, parn uma dada 
intensidade da radiação cx\.erna (por exemplo, para fot.oinjetar uma densidade linear da ordem 
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de"' 105cm- 1 a 18 = 3 K, precissa-sc urna intensidade de'"" 102 lf"rm 2 f~m fios com lnq~nnts 
de 800 A, enquanto que a mesma densidade é obtida para intensidades nmito maiores, da ordPm 
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Figura 6.2: Dependência da densidade fotoinjetada com a largura d do fio, para duas 
intensidade da fonte e duas temperaturas do reservatório térmico). 
A Figura 6.2 mostra, para duas intensidades da fonte e dua.•·; temperaturas do banho, a 
dependência da densidade n, com a largura d. No intervalo de largura.-; estudado, compreendido 
entre d = 10 A e d = 800 A, esta dependência pod<-.'-Sc ajustar razoáw~lrnente bem com 11m 
polinomio quadrático cm d, independentemente da intensidade e da temperatura. 
6.4 Modos Coletivos de Oscilação 
Pode-se demonstrar que as equar;ê>es de transporte para as macrovariáveis [cf. &1s.( 4.20) e ( 4.21) J 
não apresentam modificações em relação às obtidas no estudo do sistema volumétrico ( bulk): Os 
termos J estão dados pelas equações (4.22), (4.23), (4.26)-(4.28), onde os elementos de matriz 
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nos termos de interação devem ser modificados convenientemente de acordo ao confinamento 
do sistema; a mais, os operadores dinâmicos da Eq.(1.10), neste caso estão dados por 
" Qh~.l.- k} . (fi.lR) 
Neste capítulo consideraremos situações tais que a subbanda de menor energia ( n = O, l = 1) 
tem uma população muito maior que a.•; snbbandas de enerp;ia.<; maiores. Esta sit nação se dá 
quando a densidade de partículas fotoinjetadas seja da ordem ou menor que n"" 5 x 105cm-I 
(o que impõe um limite superior à intensidade da radiação), e se k8 1' ;S .6.t, onde .6.t é a 
diferença de energia entre a primeira e a segunda subbanda. Esta última condição requer que 
a relação entre a temperatura do reservatório e a largura do fio seja 18d2 ;S 2 x 106 KA 2 , o que 
impõe trabalhar, à temperatura ambiente, com sistemas de largura menor que d '""' 80 A, ou 
trabalhar com sistemas de largura da ordem de d ""'500 A a baixas ternperat.uras5 , i.e., T ;S 8 
K. Para extender nossos resultados a altas intensidades de radiação devem-se incluir subbandas 
de maior energia já que, neste caso, não pode-se garantir que a população da subbanda com 
n =O, l = 1 seja muito menor que as populações das snhbandas superiores. 
Sob esta aproximação as equações de evolução para as variáveis n~~)(t) (onde os índices 
n =O, l = 1 tem sido omitidos por brevidade) estão dada.<; pela.<; Bqs.(4.20) e (4.21) especificadas 
para o sistema quasi-unidimensional. Neste caso, estas equações adquirem a forma 
50 número de eletrons (buran>S) na subbanda de menor energia (11 =O, l = 1) está dado por N~{h) = 
f"' J ~~~)(t)dk, enquanto que a população da seguinte subbanda está dada por 1V~ih) = 2~ J J;i~ 1 (t)dk. Sob a.;; 
condiçõe3 experimentais descritas, é possível mostrar que N~ih) « N~ih). 
+ [-A>q(t) + BZq(t)] n;q(l) + A;q(t)n:q(l) + 
+ [J~,q(t)- ~;(tJJ L c;q(tJn;Qul + [r;,q(l)- IWll L ~'~q(t)n;Q(n + 
' 
+L v;,q(t)n[, ,q(t) , 
' 
! n~Q(t) - i~ (eZ+Q- eZ) nZq(t) - i~ V(Q) [f:+Q(t) - J:(t) J n(Q, t) + 
+ [-AZq(t) + B~q(t)] nZq(t) + A[q(t)nkq(t) + 
' ' 
+L D~0q(t)nZ 10q(t) , 
' 
onde os termos R~~)(t) e NZ~)(t) já foram negligenciados. 
(0.19) 
(6.20) 
De forma completamente análoga ao cálculo feito na Seção 4.1 podemos deduzir uma ex-
pressão para a função dielétrica t ( Q, w) do fio quântico na aproximação considerada ( i.e. levando 
em conta somente a subbanda n =O, l = 1). Esta função está dada na Eq.(13) do Apêndice D 
e, como veremos em continuação, permite estudar as propriedades ópticas e os modos coletivos 
do sistema de portadores. 
Vamos primeiro estudar os modos coldivos de oscilação nas dadas condições de não L'qui-
líbrio. O método de cálculo é, em principio, o mesmo desenvolvido na Seção 4.3 para deduzir a 
relação de dispersão do plasmou óptico [cf.Eq.( 4.38)]. Não obstante aqui faremos um cálculo rig-
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oroso da relação de dispersão do~ modos colctivos do sistema, levando em conta cxplícitarnente 
todos os termo~ de intcração que são relevantes para a de~crição do problema: recombinação 
radiativa, interação portador-radiação externa c int.eração de hiihlich. Corno se mostra no 
Apêndice G, podemos obter a frcqnf~ncia Wu de um dos modos coletivos do sist.cma de porta-
dores que denominamos plasmon superior (por ser de maior energia que um outro modo coletivo 
do sistema que se fará evidente posteriormente no estudo do espectro Raman). A relação de 
dispersão está dada, no limite QR « 1, por6 [d.Eq.(G.:t2)] 
onde o coeficiente Ç, como evidenciado na equação anterior, depende explícitamente da inten-
sidade da radiação, 11 , da temperatura do reservatório, '1'8 , do raio do fio, R, e das densidades 
de elét.rons, ne e buracos, nh. Este coeficiente, no caso geral está dado por (w~r Eq.(G.:~:~) no 
Apêndice G) 
(H.22) 
onde C = e2 /nt .. ,.)i'1 L e as quantidades n s contém os termos tlc int.cra<;ão c estão dadas por 
[cf.Eq.(G.26)] 
6Pode-se observar que a relação de dispersão definida ua e<Jmu;ão (G.21) ~~ c·onsNJnéncia dirda da forma 
do potencial Coulomhiano em sistema.'> quasi-nnidimensionais (ver Eq.(6.9)), i.e., o que <~m três dimensOes 
corresponde a um modo de plasma óptico, cm uma dimensão é um modo de oS<"ilação cuja frequência se anula 
no limite de grandes comprimentos de onda: este resultado se deve a que o fator Q2 cancela a sinp;ularidade 
logarítmica na orígem. 
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onde A~~h) estão definidos nas eqna~,;ôes (5.7) e (5.H) especificados numa rl.irncnsào e RYaliados cm 
Q =O. Na equação (6.22) J;(h) são as populações7 J~\~~ [cf.Eq.(G.l2)] nos estados estacionários 
d · t •th> d · •th> 1 r 1· (r· ·J rr· t"Jl o Sistema, e os ,errnos fk enotam as energtas ( o.Lk c . "';(}S. >.a c \ ). ) . 
Da equação (6.22) podemos obter uma expressão aproximada para ~ no regime de baixas 
e altas intensidades de radiação. Efetívamente, como se most.ra no Apêndice G, a baixas 
intensidades, onde a contribuição do termo de interaçào portador-radiação ex! crna pode ser 
desconsiderado nos termos A~~) [cf.Seção 5.1], a const.ant.e Ç adquire a forma 
(6.24) 
enquanto que, Ílo limite de altas intensidades onde é a contribuição do termo de recombinação 
que pode ser negligenciado em A~~h), obtemos 
(6.25) 
Pode-se demonstar que o lado direit.o da equação (6.24) é sempre positivo, um resnlt ado csper-
ado já que descreve uma situação no regime linear perto do equilíbrio, onde o rno(lo coletivo 
de oscilação espera-se que esteja bem definido. Não obstante, o lado direito da equação (G.2,í) 
pode-se fazer negativo sob adequadas condiçôcs. Efetivamente, usando as distrihui{:ões para 
as funções n e Ir como dada..s nas Eq.(fU2) para estados estacionários da.<.; populações f~(t{., 
podemos far.er a integração na Eq.(6.25) e obter uma expressão para~ neste limite de altas 
X OCl ·~ I ~(h) 7Notemoo que, na aproximação que estamos considerando, o fator L L e-' cl l•n 1 na ('(JUação (6.12) pode 
n=Ü/=1 
{3 ~(lo) 
ser aproximado pelo primeiro termo c· c(tl•o.• . 
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intensidades\\ na forma 
le'(l 1) I;~:-~ --- (n,- n,) . 
2 7fL.., TTl~ 1n11 
(G.2G) 
Vemos que se o sistema for tipo p, esta quantidade é negativa f~, portanto, alórn de uma 
determinada intensidade crítica I c a frequência w definida na Eq.(6.21) se faz complexa. Este 
resultado analítico foi comprovado também numéricamente: A baixas intensidades de radiação 
(e para cada valor de Q) a frequência do modo intra.•·mbbanda tem uma dependência com 1, na 
forma w ex IY1, enquanto que a altas intensidades w atinge um máximo para depois disminuir 
com a intensidade até se fazer negativo passando por w =O na intensidade crítica. Observamos 
desta forma que, para cada número de onda Q fixo, um aumento de 1 f para haixas intem>idades 
de radiação g~ra um aumento na frequência de vibração do plasmem; por outro hulo, quando a 
radiação é suficientemente intensa, um aumento de 11 , gera uma disminuição desta frequência de 
vibração (o plasmon "amolece" com o aumento da intensidade do campo). O fato da frequência 
se fazer negativa sugere a possibilidade de urna mudança de regime de ondulatório amorf.u:ido 
a super amortecido, em forma amUoga ao caso estudado em sistemas com extensão \'Olumétrica 
na Ref.[4GJ. 
Devido à similaridade formal entre a frequência de plasma Wpl e a quantidade~. podemos 
especular, crnbora não seja po..'lsível demonstra-lo analíticamente no caso de sistema<; de porta-
dores cm bulk, que a mudança de re~me discutida acima possa acontecer ainda no movimento 
do plasrnon óptico (de tal forma que, no limite de alta intensidade, a frequência de plasma, Wp/, 
se tome imaginária). 
8 Pode-se mostrar que este resultado é independiente da forma das distribuiçõe>, mantendo-se também no 
limite degenerado. 
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Finalmente, antes de passar ao estudo das propriedades ópticas do sistema, notemos <}ll(~ o 
plasmon superior obtido por nos neste capítulo tem a mesma rclac;ào de dispersão [cf.Eq.(fl.21)] 
que o conhecido plasrnon intrasubbanda discutido t.córicamcul c na Hef. [15] c oboervado cxpf~ri-
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Figura 6.3: Espectro Raman eletrônico e relação de dispersão do plasmon 
intrasubbanda como medido por Gofu et ai. na Ref.[47]. 
A diferença do plasmon superior, o coeficiente Ç da relação de dispersão do plasrnon in-
trasubbanda não depende, claro. da.<> condições de não equilíbrio do sistema e a sua expressão 
é completamente diferente à obtida por nos na Eq.(6.22); não obstante a dependência de w 
com Q é a mesma em ambos ca.<>os. No estudo desenvolvido na Ref.[49] o sistema está em 
equilíbrio e só se tem um tipo de portadores devido a que a amostra é dopad.a. Na Figura 6.3 
apresentamos, para fins de comparação, a curva experimental da Ref.[49}, que mostra a relação 
de dispersão do plasrnon intrasubbanda como assim t.amhém o espectro Raman experimental 
(para comparar com os nossos resultados teóricos obtidos na próxima seção). 
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Na próxima seção vamos estudar as propriedades ópticas do sist.cma, c~;sencialmente atmvez 
de uma análise da seção eficaz de espalhamento Raman dos portadores, c observaremos outro 
modo coletivo no sistema que tem sido chamado de plo..cmwn infuior (uma espécie de plasmon 
acústico nas dadas condiçê>es de não-equilíbrio). 
6.5 Propriedades Ópticas 
Nesta seção vamos estudar as propriedades ópticas do sistema de portadores quasi-unidimcnsional 
que estamos considerando. Centraremos nosso trabalho no estudo numérico das partes real e 
imaginária da função dielét.rica de não-equilíbrio dada na Eq.(13) do Apêndice D. Para os 
cálculos numéricos foram usados os parâmetros do GaAs int.rínHeco, com uma intensidade de 
radiação 11 = lOOlllcm- 2 e uma largura efetiva de absorção de radiação ó.E = 0.2eV. A 
quasi-temperatura dos portadores foi Hxada em T; =Tu= 3 K, e o diâmetro do fio em d = 500 
A. Com estes valores experimentais podemos garantir (como foi discutido na Sc(;fio 6.4) que a 
população da subbanda de menor energia é muito maior que as das snbhandas de maior energia. 
Lembramos mais uma vez que para uma correta descrição das propriedades destes sistemas a 
muito alt.as intensidades, é necessário incorporar subbandas superiores. 
A Figura 6.4 mostra o comportamento típico das partes real e imaginária da função dielétrica 
de não equilíbrio no semicondutor. A parte real não apresenta raÍZL'S para vet.ores de onda 
perto do limite de zona. A medida que Q disminúe, aparecem duas raízes que caraterizam 
duas excitações elementares do sistema. A maior das raÍ7.-es da parte real, como ficará claro da 
análise do espectro Rarnan, define a frequência do plasmon intrasubbanda, como foi derivado 
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pela Bq.(6.21) 9 . Por outro lado, a parte imaginaria apresenta (lois picos hem definidos que, no 
limite de Q _____,O, se superpõem num pico único, da mesma forma qne no caso tridimensionaL 
Aquí também comprovou-se que, no limite de altas frequências, a p:-t.rtt~ real da fmu;ão diclarica 
vai assintóticamente a 1, enquanto que a parte imaginaria vai para zero. A mais, a parte real 
é par em w e a imaginária é ímpar. 
Na Figura 6.5 se apresenta a seção eficaz de espalhamento Haman clct.rônico do sistema, para 
diferentes valores de Q. O espectro mostra quatro picos associados às excitações elementares 
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Figura 6.4: Partes real (Re) e imaginaria (lm) da função dilétrica nas dadas condições 
de não equilíbrio, para o fio quântico. 
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IHJ 
A banda com o pico de maior intensidade que aparece a alta:-; frequências corresponde a.o 
plasmon superior discutido na seção anterior. Como dito acima, este pico está associado à 
maior das raízes da parte real da função dielétrica (a parte imaginária da função clielétrica é 
9 Um estudo numérico mostra que, efetivamente, a posição desta raiz tem uma dependência fundonal com Q 
da forma dada pela Eq.(6.21). 
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práticament.c nula para esta frequência e por isto a banda correspondente no espectro Rarnan 
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Figura 6.5: Espectro Raman eletrônico do sistema. 
A mais baixas energias o espectro mostra três bandas com picos de nmit.a menor intensidade 
(esta região de baixa..;; frequências esta mostrada nos quadros interiores nas fi~tras ), identificados 
como os contínuos de excitações de partículas individuais (de elétrons e buracos) e uma oscilação 
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coletiva que está submersa no contínuo de elétrons na':l Figura':l 6.5a-c, rna':l que aparece hem 
definido na Figura 6.5d. Esta oscilação colet.iva do sistema foi identificada corno um plasrn(m 
do tipo acústico que chamamos pla.mwn inft-rior. 
Na Figura 6.6 apresentamos a posição dos picos no espectro H.aman como função do vetor de 
onda Q. Associando estes valores com urna relação de dispersão (em não-equilíbrio) do plasmou 
superior podemos ver que é do tipo Wu = ~QJilog (QH)I como esperado da Eq.(f5.'21). 
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Figura 6.6: Posição dos picos do espectro Raman como função do vetar de onda Q. 
As relações de dispersão a':lsociadas às outras excit a<;Ões do sistema tem dependf~ncias linear-
es com Q. Espccíficamente o p}a..,mon inferior t.crn urna rdat~ào de dispcrscl.o na forma '"'-'t = J•1(J, 
onde a velocidade 1'1 (análogamente a Ç) depende, em particular, da intensidade da radiação. 
A diferença do caso em bulk, onde o pico do modo acústico estava comprendido entre os dois 
picos correspondentes às excitações de partículas individuais independentemente da intensidade 
da fonte, aquí o plasmon inferior tem frL·qnência maior que as dos dois contínuos. Cm estudo 
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numérico detalhado para diferentes situações de não equilíbrio mostra que sua posição relativa 
depende da intensidade da fonte, e pode estar com prendida entre os picos dos conl ínuos ou ser 
maior do que eles (como na situação descrita na Fig;ura 6.5). No quadro interior da Figura 
6.6 apresentamos a velocidade de ,grupo (definida corno dw/d(J) dos dois modos coletivos no 
sistema. Aqui se faz evidente uma singularidade na velocidade de ,grupo do plasmou superior 
no limite homogêneo Q ----+ O. 
Temos completado assim a aplicação da teoría do operador estatístico de não-equilíbrio ao 
estudo óptico do plasma fotoinjetado cm sistemas quânticos confinados (Iios semicondutores). 
A continuação apresentamos um resumo dos resultados obtidos neste capítulo. 
6.6 Resumo dos Resultados do Capítulo 6 
Neste capítulo estudamos as propriedades ópticas de um sistema de portadores quasi-unidirncnsional 
(com confinamento quântico) submetido à ação contínua de radiação eletromagnética na região 
do ultravioleta. 
i) Obtivemos uma expressão para a densidade de partículas fotoinjetadas, n, com a intensi-
dadc da fonte laser, h, para um semicondutor intrínseco e extrínseco. Mostramos que, para uma 
intensidade fixa, quanto maior é o diámetro, d, do fio, t.anto maior é a densidade fot.oinjetada. 
J\-lostramos numericamente que a dependência entre n e d pode-se ajustar razoáYelmenle bem 
com um polinornio quadrático em d, independentemente dos parárnet.ros externos de contrai; 
ii) Estudamos numéricamente a parte real c imaginária da função dielétrica, o que nos 
permitiu obter o espectro Rarnan do sistema de portadores e, por tanto, uma descrição completa 
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das excitações element11res no semicondutor; 
iii) Nas bandas no cspect.ro Haman identificamos as correspondentes a um plasmon de 
maior energia, chamado aqui plasnwn superior (uma esp{~cic de plasrnrm intrasnhhanda nas 
dadas condições de não-equilibrio) e um de menor energia, uma espécie de phusmon acústico 
que temos chamado plasmon inferior. Identificamos também duas bandas que caraterizam os 
dois contínuos de excitaçÕt~ de partículas individuais, o de elétrons c o de buracos; 
iv) A partir da posição dos picos nas bandas do espectro calculado nnrnéricarnentc, deriva-
mos o equivalente às relações de dispersão das excitaç(:>es elementares no sistema, mostrando 
que a correspondente ao plasmon inferior é da forma linear w1 ~ t•1Q, enquanto que a corre-
spondente ao plasmon superior tem a forma W 11 ~ ~QJilog (QR)I. A posição dos picos das 
excitações de partículas individuais também tem uma dependência linear com Q; 
v) Num outro cnfoque, igualando a 7,ero a parte real da função dielétrica, obtivemos urna 
expressão analítica (no limite QH « 1) para a relação de dispersão do plasmon superior 
na forma W 11 ~ y'ÇQy'llog (QR)I (i.e., precissamente aquela do item iv) e determinamos a 
dependência do coeficiente ( com a intensidade da radiação; 
vi) Mo.stramos que a quantidade ( é positiva no regime de baixas intensidades e apresenta 
uma dependência simples na forma~ 'X 1;12 . Por outro lado, se o semicondutor for do pado tipo 
p, o coeficiente~ atinge um ma.ximo a altas intensidades para finalmente dccrecer até se amllar 
numa dada intensidade critica, lc. Além dest.a intensidade a frequência de oscilação, u..',., se faz 
complexa, fato que se presume esta relacionado a uma mudança de re?;ime no moYirnent.o do 
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plasmou superior, passando de ser oocilatorio amortecido a super amortecido. 
!Lo 
Capítulo 7 
Conclusões e Comentários 
Nesta tese temos desenvolvido um estudo de alguns aspectos da termodinâmica estatística 
irreversível, iBto é, a termodinâmica de não-equilíbrio associada a urn formalismo estatísti-
co microscópico, de sistemas abertos (dissipativos). Ha.'>camos nosso estudo no ).létodo do 
Operador Estatístico de Não-Equilíbrio (1\IOENE) o que nos permitiu obter as equaçC>es de 
transporte para as quantidades relevantes que caraterizam o estado macroscópico do sistema 
fora do equilíbrio. O MOENE esta baseado numa generalização, a ~it uações de não-equilíbrio, 
do algoritmo do ensemble de Gibbs c nas ideias de Boltzmann, c se apresenta corno o formal-
ismo mais efetivo para tratar com processos de transporte quântico não-lineares em sistemas 
abertos. Embora tem sido propostas varia.<> aproximações para o método, nosso estudo esta 
baseado na aproximação devida a Zubarev. Temos desenvolvido estudos a<licionais sobre a 
chamada Termodinâmica Estatística Informacional (TEI), consistindo, principalmente, na de-
terminação do espectro de autovalores do Operador Entropia Estatística Informacional, uma 
quantidade que joga um papel central na teoria do lv10ENE. Nos últimos anu;, o método tem 
sido aplicado com sucesso numa grande variedade de situações experimentais, em particular na 
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área de plasma fotoinjetado em semicondutores. Como aplicação do formalismo temos cst nda~ 
do as propriedades ópticas de semicondutores polares, de gap direto, sob a cu.,:ào constante de 
radiação eletromagnética na região do ultravioleta. 
No Capítulo 2, após uma descrição dos ftmdamentos da t.coria, temos desenvolvido Uin estu~ 
do relacionado a aspectos formais da t.eoría do Operador Estatístico de Não-Equilíbrio. Temos 
estudado o espectro de autovalores do Operador (Hermitiano) de Entropia de Infomwçào, S(t), 
uma quantidade que joga um papel central na teoría do OENE devido a qne está relacionado 
ao operador auxiliar através da relação p(t) = exp ( -5(t)). Como descrito na Seção :2.:2 o 
valor media do operador de entropia informacional sobre o ensemble de não equilíbrio produz 
a Entropia Est~tística Informacional, S(t), do sistema. 
Em física da matéria condensada por regra geral o operador de entropia pode-se escrever 
como uma forma bilinear nos operadores de partículas individuais a~ e ak. Nesta tese tam~ 
bém temos trabalhado com uma forma quadrática para o operador de entropia, introduzida 
no Capitulo 4 [o argumento da exponencial na Eq.(4.19)], c vimos que as equaçOC-s obtidas 
permitcram-nos fazer um cst.udo completo das propriedades macroscópicas do sistema, em 
termos dos processos microscópicos envolvidos. A diagonalização de S' permite urna análise 
matemática diferente do problema encarado nesta tese. Efetivamente, podemos t.rabalhar 
com um operador 75 diagonal transformando o problema geral nào-homogêneo (descrito pela 
Eq.(4.19)) ao mais simples do tipo estudado no Capitulo 3 [cf.Eq.(:t14)]. O rnoti\'o mais im-
portante deste estudo, não obstante, tem a ver com um dos problemas fundamentais (e ainda 
abLTtos) da teoria do OENE, i.e., a interpretação física dos multiplicadores de Lagrange que 
introduz o processo de maximização. Uma interpretação física dL>stes multiplicadores rx>de-se 
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dar em situações de equilibrio e perto do equilíbrio só em casos muit.o ~pecilico~ (por exemp-
lo, a definição de quasi-temperatura ou qua..'>i-potencial quimico está baseada nas propriedades 
dos multiplicadores de Lagrange associados quando o sistema atinge o estado de equilibrio: a 
quasi-temperatura converge à temperatura de equilíbrio do sistema e os quasi-pot.cnciais quími-
cos convergem aos potenciais químicos de equilíbrio). AB equações obtidas neste trabalho [em 
especial as Eqs.(2.42)-(2.44) e (2.47)] oferecem um horn ponto de partida para uma possível 
interpretação fisica em condições mais gerais. 
Como dito acima, a diagonalização do operador de entropia dado na equação (2.35) nos 
permite escrever o operador estatístico como uma exponencial da Eq.(2.38) que é formalmente 
igual ao operador definido no Capítulo 3 [cf.Eq.(3.14)]. Os novos operadores de partículas in-
dividuais, 11k e 1Jk são combinações lineares dos operadores ak e ak, mas dependem do tempo 
(estes novos operadorees estão dados na rcpra;entação de Schrõdinger e a sua dependência tem-
poral tem origem na evolução irreversível do sistema através dos coeficientes da transformação, 
u,,.(t)). 
Uma vez diagonalizado o operador S podemos obter uma expressao para a entropia in-
formacional do sistema, S, como dada na equação (2.41). Vemos que as populações, Jk, das 
partículas descritas pelos operadores r1l e 1/k, tem a forma de distribuiçi)es de .Fermi-Dirac ou 
Base-Einstein dependentes do tempo. A entropia informacional adquire uma fonna universal 
com um aspecto similar à entropia termodinâmica para gases quânticos cm equilíbrio. Podemos 
dizer, então, que a forma da entropia dada na Eq.(2.41) é uma generalização (uma extensão 
de equilíbrio), válida para liquidos quânticos sob qualquer condição porém em quanto podem 
ser descritos numa representação de partículas individuais. Até aquí os resultados são com-
118 
pletamente gerais e notamos que todas as quantidades estão dada.-.,; em termos do espectro dt~ 
autovalores p.k(t) + 4'(t)} do operador S, cuja expressão, em termos cios multiplicadores de 
Lagrange, deve ser especificada. O resto do trabalho tem consistido em obter L-'Xpressôe~; explíc-
itas dos autovctlores em termos dos multiplicadores de Lagrange e, desta forma, fazer a conexão 
entre as variáveis extensivas (macrovariávcis) e as int.ensiva'3 (multiplicadores de Lagrange). 
Com o fim de simplificar o cálculo consideramos só sistemru; normais (H= O, na Eq.(:l.35)) 
o que significa considerar apenas processos que conservam o número de partículas (no nosso 
analise não consideramos processos como os que aparecem na teoria da supcrcondut ividade ou 
superfluidez, por exemplo, onde B f. 0). Não obstante, nosso trabalho é suficicntement.e geral 
desde o ponto de vista físico (notemos que o operador entropia considerado nesta tese também 
está dentro desta classe) e pode-se extender sem dificuldades ao ca'>O dos sistemas não-normais, 
seguindo as linhas descritas no Apêndice A. 
O processo de diagonalização, no caso geral, é diferente para Fermions e &>sons; no caso de 
sistemas normais, não ohtante, os dois tipos de partículas podem-se considerar conjuntamente. 
As equaçi)es (2.36) e (2.37) definem a transformação de operadores de partículas individuais 
(al, ak-<===> 1J~, 11k) que diagonaliza S. 
Os elementos fora da diagonal, '!,b(t), da matriz A(t) da forma bilinear, sao nulos para 
sistema..<; homogêneos, entanto que para sistemas quase homogéneos sao quantidades muit.o 
pequenas. Os autovalores .\k da matriz A (lembramos que os ant.ovalores do operador entropia 
informacional são .\k + 4') podem ser obtidos, então, corno uma serie em potencias de l)•. Na 
Seção 2.3 obtivemos uma expressão dos aut.ovalores até a ordem quadrâtica nestas variáveis 
[cf.Eq. (2.42)]. Neste ponto do cálculo foi possível expressar as populaçCies de partículas (tanto 
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na representação definida por a L ak como por 11i, 11k) e a entropia rstatística inforrnacionaL tõin 
termos das variáveis intensiva.<>. As equaçCíes (:2.1:)) e (2.14) rnost.rarn as popnlaçCíes de pHJ"I.iculas 
em ambas representações at.é segunda ordem em 1/.'. A mais, a equação (:2.17) relaciona as 
medias dos operadores de Wigner-Landau <:om as variáveis intensiva.<> até primeira ordem nas 
inhomogeneidades. 
Os resultados obtidos na Seção 2.3 da tese podem ser aplicados numa análise da hidrod-
inâmica de um sistema de Fermions em conta to com um banho de Bósons. Isto está apresentado 
no Apêndice A, onde se mostra em detalhe a transformação das quantidades nkk' (caso geral 
das n~~) introduzidas no Capítulo 4) e as variáveis macroscópicas (densidades de partículas c 
energia, fluxos de partículas e energias, fluxos deste fluxos, etc). Esta conexão é fundamental 
para fazer um estudo da hidrodinâmica quântica (a associada ao formalismo microscópico do 
OENE) de sistemas de muitos corpos afastados do equilíbrio. 
No Capítulo :3 temos estudado a termodinâmica irrcw~rsível dos estados estacionários e a 
evolução temporal assintót.ica de um semicondutor em amo:-.tra volumétrica ( b ulk), quando 
submetido a ação contínua de radiação laser na região do nltraviolet a. O est ndo feito neste 
capítulo é de particular relevância porque mostra uma metodologia geral que pode-se aplicar, 
em principio, a qualquer outro sistema dissipativo descrito com o formalismo microscópico do 
OENB. 
No modelo do semicondutor que consiclerarnos aqui, os elél.rons na banda de valência ab-
sorvem radiação elet.rornagnét.ica e são excitados à banda de condiH.;iio. Trabalhamos na rep-
resent.ação elétron-buraco considerando cada um destes subsistemas como um liquido quântico 
em interação mútua e com o meio, movimentando-se no subst.rat.o de carga positiva formado 
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pelos íons da rede cristalina. E:,;t.e plasma duplo relaxa sua energia em exccso (com respeito ao 
equilíbrio) por meio de dois mecanismos: recombinação radiativa e intera(;ão com os modos de 
vibração da rede. Como nosso interesse esteve centrado no estudo de serniconrlntores polares, 
desconsideramos as interações entre os elétrons e os fônons acústicos e transversais ópticos, em 
comparação com a interação de Frõhlich entre os elétrons e os fônons ópticos longitudinais. 
Neste estudo negligenciamos proce&">O.'l de ordem superior corno recombinação não-radiativa, 
efeito Auger, int.eração radiação-fônon, autoabsorção, etc. 
Neste primeiro enfoque do problema não estavamos interessados nos detalhes espaciais da 
densidade de carga no semicondutor e, por tanto, fizemos uso da versão mais simples da teoria, 
isto e, a versão que permite estudar sistemas espacialmente homogêneos. Desta forma obtive-
mos as equacões de evolução da densidade total de energia e densidade total de partículas 
fotoinjetadas no sistema. As expressões explicitas para estas equações estão dadas, resped i-
vamente, pelas Eqs.(3.15) e (3.22). O termo E~l) corresponde à taxa de variação de energia 
. (2) 
dos portadores devido à sua interação com o campo externo; o termo E c está relacionado 
à relaxação de energia devido à recombinação radiativa dos pares elétron-buraco, e o termo 
;,l'l d ' t d d" . . d . d "d ' . . I l' I u, correspon e a ,axa e ISS!paçao e energta ev1 o a mteraçao (os e etrons com os rnoc os 
de vibração da rede. Na equação de evolução da densidade de partículas fotoinjetadas identifi-
·' t . (I) . i'l t. l . d ' I • d o· . ' I . . camas ~,os ,ermos n e n que es ao re ac10na os a a .Jsorçao c ra mçao c a recom >maçao, 
respectivamente (o termo associado a interação com a rede cristalina é obviamente nulo devido 
a que a interação de Ftõhlich conserva o mímero de elétrons em cada banda). 
Os estados estacionários que possam aparecer no sistema, estão determinados pelas soluções 
dru:; equações (3.15) e (3.22), no limite assintótico t -+ oc. Igualando a zero a parte direita 
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destas equações obtivemos a densidade fotoinjet.ada, n, e a <}Uasi-temperat ura, ']:~, (lo sistema 
de portadores, nos estados estacionários. 
A Figura 3.3 mostra a dependencia de n com a intensidade do la.';;er, h , para um semt-
condutor intrínseco e dopado (tipo n c p) de GaAs a temperatura ambiente. Temos mantido 
a intensidade por baixo dos 10Kl4' cm-2 ; para intensidades maiores deve-se mudar a hipótese 
de contato ideal entre o sistema e o reservatório já que, em condições experimentais típica.<;, 
a amostra aumentaria a sua temperatura. A<> intensidades consideradas aqui, não obstante, 
são suficientemente altas como para manter o sistema longe do equilíbrio, inclusive além do 
regime linear. Por outro lado, para justificar a imágem de liquido de Fermi do sistema de por-
tadores que estamos usando, a intensidade deve ser suficientemente alta corno para o sist.ema 
poder estar na fase metálica da transição de Mott (lembramos que ern ca.<;o contrario, o sistema 
elétron-buraco forma um gás de excitons e não um plasma). Da Figura 3.3 vemos que, para 
uma intensidade de radiação e temperatura do banho fixas, a densidade fotoinjctada (~ menor 
para semicondutores dopados que para materiais intrínsecos. Para intensidades da ordem de 
10KiV cm- 2 , a densidade fotoinjetada é da ordem de 1018cm- 3 , em semicondutores intrínsecos. 
A dependência da densidade fotoinjetada com a intensidade do laser, segue uma lei aproxima-
da da forma n ex ..;T;.. As curvas de densidade fotoinjet.ada em materiais dopados aparecem 
práticamcnt.e coincidentes na Figura :-l.:i, embora um estudo numérico detalhado mostra que a 
correspondente a materiais tipo n está levemente por cima da correspondente a semicondutores 
tipo p. 
Na Figura 3.4 apresentamos a qua...:;i-t.emperat.ura do sistema de portadores como função da 
intensidade do laser, nos estados estacionários. Devido às difereiH;as de massa.<; cfet.i'vas entre 
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os buracos e os el6t.rons, para uma intensidade fixa da radiação, o sistema tipo p apresenta 
uma menor quasi-temperatura que a da amostra tipo n. Vemos que, à temperatura ambiente, o 
incremento da quasi-ternperatura dos portadores, respeito à temperatura do banho, e menor que 
0.5% ainda para altas intensidades de radiação. Este resultado mostra que tanto a recombinação 
radiativa como a interação com as vibrações da rede são mecanismos muito eficientes no processo 
de relaxação de energia. Esperamos, não obstante, que esta diferença de temperai ura seja 
maior em semicondutores não-polares devido a que, neste caso, a interação anharmônica entre 
os elétrons e os fônons A e TO é mais fraca que a interação clétron-fônon LO. A mais, espera-se 
um aumento relativo maior da quasi-temperatura dos portadores para baixas temperaturas do 
banho ainda em semicondutores polares: A baixas temperaturas, é pequena a população de 
fônons por cada modo de vibração e, consequêntemente, menos eficiente a relaxação total de 
energia para a rede. 
Na Figura 3.5 se apresenta a contribuição de cada um dos termos da equação (:3.15). Vemos 
que tanto a recombinação como a interação com a rede são processos igualmente efctivos na 
dissipação de energia, mostrando a importancia da interação de Fróhlich neste tipo de semi-
condutores. Vemos também que, para uma intensidade da ordem de 3K~V cm 2 , o sistema de 
portadores absorbe/relaxa energia com urna taxa da ordem de 103erg ps- 1cm- 3 • 
l:<àzendo uso da teoria da termodinâmica estatística irreversível [cf.Seçào 2.2], calculamos 
a produção interna de entropia de informação, O' i, no sistema. Neste cálculo definimos como 
sistema interno, o subsistema formado pelos portadores e os fônons LO. Vemos na Figura :3.7 
que esta quantidade é sempre positiva e, devido à diferença de ma..,sas efetivas entre elétrons e 
buracos, a produção interna de entropia e menor para o material tipo p do que para o tipo n (de 
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alguma forma, cm termos estatísticos clássicos, e!'lt.a-se gerando menos desordem por unidade 
de tempo quando o sistema tem um número maior de partícula-; pesadas). 
Uma vez obtidos os estados estacionários fizemos uma análise da ~ma estabilidade frente a 
perturbações arbitrárias (pequenas) da quasi-ternperatura e da densidade fot.oinjet.ada. Obtive-
mos expressões explicitas [cf.Eqs.(:3.41) e (:t42)] da evolução temporal assintótica para a inver!'la 
da quasi-temperatura, f3r, e n, mostrando que, independentemente da intensidade da fonte, os 
coeficientes de Lyapounov são reais e negativos. Isto demonstra que os estadoH cHtacionários 
hornogfnws são estáveis independcnt.cment.e das condições de não equilíbrio do sistema (lem-
bramos que, no regime linear perto do equilíbrio, a estabilidade dos estadas estacionários esta 
garantida pelo teorema de minima produçào de entropia de Prigoginc). A Figura :t() rnoHtra a 
evolução assintótica (tempos longos) do sist.ema no espaço ó/Jr· vs ón. Mostramos qne todas as 
trajetórias, independentemente das condições iniciais, atingem o estado estacioncírio ao longo 
de uma ret.a de pendente positiva [cf.Eq.(:H) no Apêndice H] determinada apenas por h (e 
tarnbém por '18 e hw, consideradas fi.xac;). Este comportamento assintôt.ico ô típico da dasse 
de sistemas dinâmicos descritos por equações do tipo das Eqs.(:3.:-lK) e (:t:W). 
A termodinâmica irreverssível impõe um limite à evolução físicamentc aceitável do "istt•ma. 
Efet.ivamente, o critério tfnlwdinâmico de UIOluçào dt Glansdorj]-Prigoginr (na sna forma gen-
eralizada no formalismo daTEI) restringe o espaço das possíveis trajetórias no diagrama 6/1r \'s 
ón. Impondo (de acordo a este critério) que a quantidade drGddt, ou seja a mriac;ão temporal 
da produção interna de cnt ropia inforrnacional devida A I axa de variac;ão dos parfund ros de 
Lagrange, seja negativa ao longo da evolução irreverssível do sistema, podemos obter analíti-
camente, no limite de tempos longos, a região do espaço de fases dentro do qual o sistema esta 
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"obrigado" a evoluir. Na Figura :3.8 mostramos esta região (cone tracejado) que esta limitada 
por duas retas a e c, cujas pendientes positivas também estão detenuinadas apenas pela int.en-
sidade da radiação incidente. A reta b, que define a evolução assint.ótica de qualquer uma das 
trajet.órias no diagrama, está dentro da região pcnnit ida. Notamos que o r:ritPrio implica que a 
densidade de partículas deve evoluir monotónicamente desde o estado inicial de preparação do 
experimento até o estado final (assintótico) estacionário. Por outro lado, a quasi-temperatura 
apresenta um overshoot, i.e. ao longo da evolução desde o estado inicial toma valores maiores 
que aquele correspondiente ao estado estacionário, Tr~M· 
Por último, calculamos numéricamente a contribuição dQaijdt dada na equação (3.48), isto 
é, a contribuição à mudança no tempo de (ji devido à taxa de variação da dcriv·nda temporal 
das macrovariáveis Q. Mostramos que, ainda fora da região linear perto do equilíbrio, esta 
quantidade é sempre negativa ao longo da evolução irrtversivd do sistema. Como a produção 
interna de entropia é urna quantidade sempre positiva (embora isto foi demonstrado nos estados 
estacionários é claro, não obstante, que ai(t) será positiva na evolução assintótica do sistema), 
o teorema de mínima produção de entropia informacional se satisfaz soh qualquer condic;ào de 
não-equilíbrio. Devemos enfatizar, porém, que este resultado não é geral e podem-se encontrar 
outros sistemas físicos onde o teorema não se satisfaz fora do regime linear. Desta forma temos 
mostrado que no caso de semicondutores sob ação de radiação electromagnética, a quantidade 
0\ pode ser considerada urna função de estado de não equilíbrio do sistema, com a evolução no 
tempo deste dada, então, por um principio variacional. 
Devido a que a região de trajetórias permitidas pode ser muito estreita (dependendo do 
particular estado estacionário considerado), o critério de evolução permite definir com muita 
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precisão a evolução assintótica do sistemR sem necesidade de se ter que resolver o conjunto 
completo de complicadas equações diferenciais acopladas que, em geral, descrevem a evolução 
das macrovariáveis; isto envolve invariávelmente um grande trabalho computacional alóm da 
necesidade de se fazer hipóteses apropriadas sobre a condição inicial de preparação do si~tewa. 
No Capítulo 4 consideramos uma versao ma1s geral da teoria, a que permite est mlar o 
comportamento de sistemas espacialmente não hornogêneos. Este capítulo forma o rnídeo 
teórico central da tese no sentido que as equações obtidas aqui são de importancia fundamcnt al 
em todo o trabalho nos capítulos seguintes. O sistema fí~ico que estudamos aquí é o mesmo que 
foi apresentado no capítulo anterior exceto que a fonte radía num esped.ro c-Ontínuo de energias 
(recuperandü:"se a iluminação por radiação laser como um caso particular). Devido a que no.<>So 
interesse aqui foi descrever o comportamcnt.o espacial da densidade de carga, n(r, t}, dentro do 
semicondutor escolhemos, como variáveis apropriada..;; para a descrição do problema, o conjunto 
de operadores dinâmicos de Wigner-Landau, c~+Q('k c h_k_Qht k' definidos na cquM;ão (1.10). 
Por questões prática.'>, porém, trabalhamos no espaço recíproco onde o problema se reduz a 
encontrar a equação de evolução para a transformada de Fouricr, n(Q, t) [cf.Eq.( 1.12)]. Desta 
forma, a equação de transporte para a densidade local de carga pode-se escrever [cf.Eq.(1.9)] 
como uma combinação linear, sobre todos os est.ados dentro da primeira zona de Rrillouin, 
das equações de evolução para as medias (sobre o rnMntblt de não-equilíbrio), n~Q e n~Q' 
dos operadores dinâmicos. Lembramos aqui que o potencial Conlombiano, por ser de longo 
alcance, joga um papel fundamental na.<:> propriedades coletivas de sistemas ele mnit.as partículas 
e portanto nas propriedades ópticas e processos de auto-organização corno os descritos nos 
Capítulos 5 e 6. 
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As equações de transporte estão dadas nas Eqs.(4.20) e (4.21), com os termos.! definidos 
nas Eqs.(4.22), (4.2:3), (1.26)-(4.28). Vale a pena salientar aqui que a forma destas equac.;(:~es 
não mudam com o confinamento quânl ico dos elétrons c no ( ~apítnlo {i fizemos uso ck--st as mes-
mas equações de evolução para estudar as propriedades de fios semicondutores. A diferença 
do caso homogêneo estudado no Capítulo 3, o J(O) não é nulo sendo a soma de nm termo 
proporcional às excitações de partículas individuais, c~<Zh- t~(h), c de um termo proporcional 
à interação Coulombiana V(Q). Por outro lado, os termos .J(I) são nulos e os .J(2) contém as 
contribuições não-lineares, N, (essencialmente produtos da forma n~~Jn~~'g) além de levar em 
conta explicitamente as interações consideradas mais relevantes entre os diferentes subsistemas. 
Estas equações são as mais gerais que podem ser obtidas dentro da aproximação 11arkoviana 
na teoria de relaxação e permitem descrever, ao nível microscópico estatístico, todas as pro-
priedades macroscópicas do sistema. A mais, por meio de uma transformação linear levando as 
variáveis n~~) a variáveis macroscópicas (do tipo hidrodinâmicas) é possível desenvolver uma 
teoria hidrodinâmica quântica generalizada para sistemas de muitas partícula<; [cf.Apêndice A]. 
Uma vez obtida.<> estas equações, e usando diferentes tipos de aproximaçÕes, pudemos fazer 
um estudo detalhado das propriedades ópticas, essencialmente através do estudo analítico e 
numérico da função dielétrica de não-equilíbrio, t(Q,w), do sistema eletrônico. Isto foi apre-
sentado, no Capítulo 5, para o sistema volumétrico ( bulk) e no Capítulo 6, para o caso do fio 
semicondutor. 
Notamos que o número de equações integro-diferenciais, não-linear(o--s c acopladas que de-
screvem o comportamento microscópico do sistema é da ordem do número de estados na 
primeira zona de Brillouin, fazendo muito difícil, práticamente impossível, qualquer tratamento 
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matemático rigoroso. Por isto procuramos a solução das cqmu;ões ( 1.20) e ( 1.21) sob ccrl as 
aproximaç-ões. Primeiramente notamos que os termos bilineares N nas Eqs.(4.2i) e (1.2~) po-. 
dem ser negligenciados se as macrova.riáveis n~~) são suficientemente pequenas, o que implica 
restringir a análise a sistemas espacialrnent.e qua.c;e homogêneos [cf.Seç<-lo 2.:1] (lembramos que 
isto não significa restrin,6?;ir o problema a urna condição de quase equilíbrio). Notamos, aín-
da, que se os termos de interação elétron-fônon forem ncgligcnciáYeis (VJZ =O na Eq.(1.40)). 
podemos obter uma solução implícita do sistema de equações (1.20) c (1.21) cm termos da 
função dielétrica de não-equilíbrio (dependente de Q e w). Ne.;t.e caso, a solução se obtém da 
diagonalização cx.ata da matriz .C, que é diagonal em blocos de 2 X 2 devido à aproximação dipo-
lar nos elementos de matriz do potencial de int.eração elétron-radiaçào. Os cálculos numéricos 
que fizemos sugerem que esta aproximação é adequada se o vetor de onda Q estiver suficien-
tement.e longe do centro de 7..ona (no Capítulo 5 estimamos quanl itat.ívamente as condi<;ÕCS de 
validade desta aproximação) . Por outro lado, no ca.••,o geral onde levamos explicitamente em 
conta a int.eração elétron-fônon, não é pa-;sível diagonalizar exatament.e a mat.ri;.;, .C+ VJl na 
Eq.(4.40) e, portanto, a inVL'rsa da matriz ..C +VJl teve que ser calculada da maneira seguinte: A 
inversa desta matriz foi obtida como o quociente entre a matriz dos cofatores, cof[..C + VJl], e o 
determinante, det.[..C + VJl], e aproximando cada uma destas quantidades até sq~nn<la ordem nos 
elementos de matriz das interações (esta aproximação está dentro da usada no formalismo cs-
ta.t.íst.ico ao longo de toda a tese, ist.o é, a aproximação 1-Iarkoviana na teoría da relaxação). Frn 
cálculo explícito mostra que a solução achada satisfaz, efeti\·arncnte. [-C+ VJl][.C + VJl]- 1 ~ Í, 
até segunda ordem nas interações. A função didét.rica de não-equilíbrio obtida desta maneira 
esta dada na equação ( 4.42) e, aparentemente, é a expressão mais geral obtida para este sis-
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tema. Esta função descreve o comportamwto dissipatwu de um plasma duplo fotoinjdado (; 
altamente excitado onde levamos on conta explícítamente todoB os lErmos das mttraç:õt.s nl-
evantes presentes no sistema: recombinaçiio mdiativa, intcmçiio por-lador-mdiaçrio c.rü rna (_ 
interaçào de PrOhlich. A mai», a importante situação de ilummaçào por luz monocromática 
(laBer) é recuperado como CaBO particular. Além disto, notamos que o cálculo não se restringe 
ao regime linear perto do equilíbrio e, sempre que possam ser negligenciadas as cont.rihuif;ões 
bilineares, a função dielétrica da Eq.(4.42) descreve o comportamento do sistema em condições 
de forte desequilíbrio. 
Deve-se notar que um estudo detalhado e completo da função dielétrica dada na Eq.( 4.4'2) 
(de especial relevâ.ncia devido a que mostraria a influência dos fónons sobre as propriedades ópti-
cas do sistema eletrônico) requer apenas resolver integrais tridimensionais sobre a primeira zona 
de Brillouin. Embora isto envolve um trabalho numérico complicado não apr~cnt a qualquer 
problema conceituai adicional. "Vm estudo neste sentido está sendo desenvolvido atualmente. 
No Capítulo 5 estudamos as propriedades óptica.•:; e os processos de auto-organização do 
sistema eletrônico dentro do semicondutor, essencialmente através de urna análise numérica 
da função dielétrica de não-equilíbrio obtida no Capítulo 4. A..,surnimos que o Yetor de onda 
Q está o suficientemente longe do centro de zona corno para poder desconsiderar a interação 
elétron-fónon na equação (4.40), isto é, tomar 9Jl ~O (em semicondutores de GaAs. o extremo 
de zona está cm Q "' 5 X 107 cm- 1, enquanto que as medidas de luminescência se fazem para 
Q ;S 105cm -l; o estudo numérico sugere que a aproximação qne usamos aquí deixa de ser válida 
para Q ;S 102cm- 1 e, portanto, os resultados apresentados neste capítulo (e no próximo) podem 
ser comparados com resultados experimentais no intervalo 102cm 1 ;S Q ;S 105cm 1 ). 
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Uma vez obtida a função dielétrica foi possível estudar numéricamente a seção eficaz de 
espalhamento Raman do sistema de elétrons que, como se sabe, contém informação sobre todas 
as excitações elementares no sistema (modos coletivos de oscilação e excitações de partículas 
individuais). Neste capítulo também estudamos a possibilidade de emergência de uma transição 
morfológica no semicondutor, como produto de um processo de auto-organização do sistema de 
elétrons assistida pela interação Coulombiana de longo alcance. 
As partes real e imaginária da função dielétrica de não-equilíbrio que usamos ao longo deste 
trabalho estão dadas, respectivamente, pelas equa<,;x"Jes (5.1) e (5.'2). Notamos que os termos 
de interação A~~) são soma de duas contribuições, uma contendo os efeitos da recornbina<;ào 
elétron-buraco e outra que dá conta da int.cração dos elétrons com o campo externo (este ter-
mo é proporcional à intensidade da radiação, 11 , de acordo ao nos.<;o modelo para a densidade 
espectral da fonte definido pelas Eqs.(5.9) e (5.10)). É possível mostrar qne, a baixas inten-
sidades, a primeira contribuição é a dominante nos termos A~~), entanto que em regimes de 
alta intensidade, pelo contrario, é o segundo termo que corneça ser significativo e podemos, 
portanto, desconsiderar a primeira contribuição. A densidade espectral da fonte foi modelada 
como sendo constante para todas as frequências [cf.Eqs.(5.9) e (5.10)] com um cut-off superior 
de energia EM = 1.71eV (em GaA" a energia do gap é Ec = 1.51eV e, portanto, o intervalo 
efetivo de absorção da radiação pelos elétrons é fl.b' = 0.2eV). Mostramos numericamente que 
as propriedades macroscópicas descritas nos Capítulos 5 e 6 não são muito sensíveis à largura 
fl.E exceto no limite de iluminação por fonte laser. 
Mostramos analítica e numéricamente que, independentemente das condições de não equi-
líbrio do sistema, a parte real da função dielétrica (Ret:) é par em w (real) e converge asintóti-
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camcnte a 1 no limite de altas frequências (w ~ oo). A mais, Ret apresenta um número par 
(ou zero) de raizes. Por outro lado, a parte imaginaria da função dielétrica (Imt) é ímpar cm 
w entanto que no limite de altas frequências se anula. Comprovamos a">Sim um rcsnlt ado lwm 
estabelecido na eletrodinâmica em meios materiais. 
Estudos preliminares qualitativos mostravam (cf.Ref.[40]) que os estados espacialmente ho-
mogneos de densidade de carga, que são estáveis a baixas intensidades de radiação, podiam 
apresentar uma instabilidade a altas intensidades. Neste capítulo temos estudado numerica-
mente em detalhe a possibilidade de ocorrência de um fenômeno colctivo deste tipo no sistema 
eletrônico. Esta instabilidade, ou bifurcação das soluções estacionárias, se carateriza pela for-
mação de uma densidade espacial estática de carga dentro da amostra como consequência do 
processo de auto-organização dos elétrons assistido pelo potencial de interação Coulombiano. 
Esta transição morfológica está relacionada com a possibilidade da parte real da função dielet-
rica estática se anular. Quando o sistema est~á mantido fora do equilíbrio a função dielétrica 
estática pode-se fazer menor do que um e, eventualmente, se anular para uma intensidade críti-
ca, lc, da fonte. Mostramos que, efetivamente, a parte real da função dielétrica estática se anula 
para uma intensidade crítica só em semicondutores tipo p. Por outro lado, para um material 
intrínseco ou tipo n, esta quantidade permanece sempre maior do que um, não sendo po:-;sível 
a emergência de qualquer instabilidade no sistema. 
Estudamos a possibilidade de se estabelecer uma estrutura senoidal de densidade de carga, 
e mostramos que os novos estados estáveis estão caraterizados por vetores de onda perto do 
extremo da primeira zona de Brilloiun. Isto significa que a estrutura espacial consiste de 
ondas de pequeno comprimento de onda(,\ ,...,.. 50 Â em GaAs). A medida que a intensidade 
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aumenta (além da intensidade crítica) um maior número de modos estáveis aparecem no sistema, 
aumentando o número de componentes na transformada de l·burier da densidade espacial de 
carga n(r, t). Para urna intensidade 1' maior que ln a parte real da fnnç<-lo dielót.rica apresenta 
duas raízes, uma em Qm < Q~ c outra em Qc < QM. Quanto maior é a intensidade da 
radiação incidente, tanto maior é QM (deslocando-se assint.ót.icamcnt.e para o extremo de zona) 
e menor Qm; na intensidade crítica estas duas raízes são iguais, i.e., Qm = Q,. = QM. A 
mais, na intensidade I' a função dicU)trica estática é negativa para todos os vdores de onda no 
intervalo Qm < Qc < QAJ, o que sugere, como discutido no Apêndice C', que na medida que 
a intensidade aumenta um maior número de componentes de Fourier da densidade espacial de 
carga se estabelecem no sistema levando o sistema a apresentar estruturas mais complicadas. 
Finalmente, um excesso do modos estáveis levaria o sistema a apresentar um comportamento 
do tipo caótico que temos chamado, JXlt analogia com a antiga teoria de Landau da turbulência. 
de caos turbultnto (a este tipo de sit nação, Prigogine denomina de caos químico). 
É importante relacionar qualitativamente est.a in.'ltabilúlo.df: da distribuição e~pacialmente 
homogénea, com o estudo deoenvolvido no Capítulo:~ onde mostramos a F:stabilúlmü dos estados 
estacionários homogéneos, independientemente do valor da intensidade da fonte. No Capítulo:) 
estavamos interessados na estabilidade da densidade total de partículas e de energ-ia dentro do 
semicondutor. Como foi mostrado, esta densidade é uma funçào rnonotónicamente crescente ela 
intensidade da fonte e nH.o apresenta qualquer instabilidade (frente a novas soluções da densidade 
total de carga). Í~ claro, então, que esta estabilidade deve-se manter ainda no estudo não--
homogéneo desenvolvido no Capítulo 5. Efet.ivamente, a densidade de part.iculas fotoinjetadas 
é a mesma que a achada no Capítulo 3, mas se redistribúc no espaço dentro do semicondutor 
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na forma de densidade estática de carga. 
Para valores característicos de GaAs a temperatura ambiente, a intt-msidadc critica C'-ti-
mada é da ordem de lc ,..._, 109 KW cm 2 , nrn valor extremamente alto para as condif;{>es de 
excitação contínua que estamos considerando. Este elevado valor de intensidade está relaciona-
do à relativa pouca eficiência no mecanismo de absorção de radiação pelo sistema clctrônico. 
Esta predição teórica mostra que, embora as equações cinéticas não lineares que descrevem o 
comportamento do sistema de portadores estabelecem a possibilidade de emergência de mna 
ordem morfológica no sistema, este fenômeno não seria observável no laboratório. Este estudo 
mostra, também, que uma instabilidade deste tipo poderia acontecer ainda em sistemas onde 
a excitação eletrônica seja produzida {ou as.<>istida) por um mecanismo diferente à absorção de 
radiação eletrornagnética. Aparentemente sistemas biológicos {como as proteínas. por exemplo) 
possam ser adequados para um estudo experimental dado que, neste caso, a interação química 
entre o sistema e o ambiente parece jogar um papel fundamental e poderia, talvez, levar ao 
aparecimento do fenômeno em condiçi)es realísticas. 
Para entender corrctamente os resultados obtidos no estudo das propriedades ópticas do 
semicondutor apresentados no..'i Capítulos 5 e() devemos ter presente as caraterísticas particu-
lares do sistema estudado. Nos experimentos típicos de luminescência o sistema está ou num 
estado inicial de preparação de equilíbrio termodinâmico ou, eventualmente, afastado do equi-
líbrio por meio de um pulso laser (neste últ.irno caso --experimentos ditos de bombeamento e 
prova- ern geral se estuda a evolução temporal das propriedades óptica.':> até o sistema atingir o 
estado final de equilíbrio com o ambiente). No estudo tcorico que estamos desenvolvendo aqui, 
não se permite o sistema atingir um estado final de equilíbrio, mas é mantido continuamente 
afastado dele (inclusive além do regime linear) bombeando constantemente ener~ia por meio 
de uma fonte externa. Tanto como podemos saber ainda não tem sido feito e~t.udos experimen-
tais nestas condições de nã()-f"__quilíbrio e, por tanto, não podemos comparar diretamente nossos 
resultados teóricos com os experimentais. Esperamos que os resultados teóricos apre~ent.ados 
nesta tese motivem um estudo experimental nesta área, o que sería de grande valor pois permi-
tiria comprovar os resultados teóricos derivados e, o mais importante, testar o formalismo do 
MOENE. 
A Figura 5.1 mostra o comportamento caraterístico da função dielétrica de não-equih1lrio, 
com a frequência w. A parte real apresenta quatro raízes para Q perto do limite de zona. A 
medida que Q diminúe, as duas raízes menores juntam-se e desaparecem ficando apenas as duas 
raízes maiores. Estas duas raí:r..es, existem para todo Q, e definem, como se faz evidente do 
espectro Raman, duas excitações elementares do sistema: a menor das rab.es tende a zero no 
limite homogêneo Q --+ O, entanto que a maior delas tem nrn limite finito positivo quando (} 
vai para zero (este limite corresponde à frequência de plasma wP1 depende da intensidade da 
radiação). Por outro lado, a parte imaginária da função dielétrica apresenta duas handa'> com 
picos bem definidos para Q perto do extremo de zona que, na medida que o vetor de onda 
diminúe, juntam-se numa banda única que permanece até o centro de zona. 
Na Figura 5.2 apresentamos o espectro Raman do sistema para uma intensidade da fonte 
11 = lOK~Vcm-2 e temperatura T8 = 300K. Nesta.;; fi~uras não se apresenta a banda de alta 
frequência correspondente ao plasmou óptico. Na Figura 5.'2a (Q = 105cm- 1 ) aparecem três 
bandas com picos bem definidos, o mais intenso, centrado em flW ,...., 3.1mcV, foi identificado 
como o correspondente ao plasmon acústico. Este modo coletivo de oscilação, que corresponde 
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ao movimento em fase dos dois plasma•->, foi medido inicialmente por Pinczuk et al. (d.Hef.[:{Gj) 
a baixas temperaturas. Na referência [:H] este modo colct.ivo foi obtido, no estado estacionário 
do sistema, no limite ultra quântico por excitação contínua com radiaçào laser. As outras dnas 
bandas que aparecem na Figura 5.2a correspondem aos cont Ílmos de excitações de pari ícnlas 
elementares: o de elétrons, com um pico centrado cm IIW"' 8.7me1/, e o de buracos, com um 
pico centrado em tzw "'0.6mcV. A medida que Q diminúe, as quatro bandas deslócam-se para 
frequências menores, enquanto que a correspondente ao modo acústico diminúe sua intensidade, 
ficando oculta pela banda de elétrons. Isto se observa claramente nas Figuras 5.2b e 5.2c. 
Na Figura 5.3 mostramos a posição dos picos nas bandas do espectro Raman como função 
do vetar de onda. A relação de dispersão do plasmon óptioo tem um comportamento do mesmo 
tipo que o descrito na equação ( 4.38) (relembramos que a frequência de plasma, neste caso, é 
dependente da intensidade da radiação e, no regime de intensidades estudados, a sua dependên-
cia é da forma Wpt ex:: 1;14 ). A relação de dispersão do modo acústico tem um comportamento 
linear, e sua velocidade também é dependente da intensidade. A posição dos picos nas bandas 
caraterísticas dos contínuos de excitações elementares segue também uma lei linear. 
No Capitulo 6 temos estudado o comportamento dissipativo de um sistema cletrônico com 
confinamento quântico em duas dimensões, o chamado fio quântico. Durante os últimos anos os 
sistema eletrônicos de baixa dimensionalidade tem sido objeto de grande interesse devido à sua 
atrativa possibilidade de aplicação tecnológica. O progresso notável na.<> técnica<> de fabricação 
permite testar tanto métodos teóricos como experimentais na área de transporte eletrônico em 
matéria condensada. O estudo desenvolvido neste capítulo mostra a influencia da radiação 
externa nas propriedades ópticas de fios semicondutores. Consideramos um cilindro de GaAs, 
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de raio H, em contat.o com um banho térmico à t.emperatura TJJ , sob ilurnimu;ào continua com 
luz ultravioleta. Na versão homogénea do ~10ENE obtivemos, de forma análoga ao feito no 
Capítulo 3, a dependência da densidade fot.oinjet.ada, n, com a intensidade da radia<;ào laser, 
h. 
Para uma dada quasi-temperatnra dos portadores, Tr• (que, como mostrado no Capítulo:~ 
para material em bulk, é prát.icamente coincidente com a h~mperatura do banho), oht.ivemo:-:; uma 
expressão analítica para a densidade em fmH.;ão da intensidade, para semicondutores intrínsecos 
e dopados [cf.Eq.(6.17)]. Mostramos que esta dependôncia segue uma lei simples da forma 
n ex ..;1;,, um resultado que foi obtido numéricament.e no Capítulo:~ para sistemas com extensão 
volumétrica (in bulk). Notamos que a expressão obtida no Capítulo (i é geral, no sentido <JlW 
foram consideradas todas as subbanda5 que tem origem no confinamento quântico do sistema 
eletrônico. A Figura 6.1 mostra n vs h para diferentes qnasi-t.ernperatnras, 'J~· = :~K, 3UK, 
300K (no Apêndice D se apresenta uma curva para T; = 70K) e diferentes diarnetros d do fio. 
Podemos ver que, para uma intensidade e temperatura fixas, quanto maior d, t.anlo maior a 
densidade linear fotoinjetada. Este é um resultado esperado já que, quanto maior o diámetro, 
maior será a energia absorbida no volume e também tanto menor a diferença de energia entre 
suhbandas. 
A Figura 6.2 mostra, para uma intensidade h= lOOH"rm-- 2 , a dependência de n com d. 
Para t.odos os valores considerados (50 À< d < 800 Á) esta dependência pode ser razoávelmente 
ajustada por um polinômio quadrático em d. Vemos também que a densidade fotoinjetada 
aumenta com a temperatura dos portadores. Uma vez obtida n corno função da intensidade 
pudemos fazer um estudo das propriedades óptica." do sistema. 
Para estudar a._<; propriedades ópticas do sist.erna, consideramos condiç()es 1 ais que a popn-
laçào da subbanda de menor energia fosse muito maior que a das subbandas de energias superi-
ores. Este modelo está justificado se tanto o diámetro do fio corno a temperatura do banho c a 
intensidade da fonte (que determina a densidade de partículas no sistema) são adequadamente 
limitadas. Para os cálculos numéricos usamos 1t"' lOOlVcm- 2 , 1R,....., 3 K e d"' 500 A. o que 
implica fotoinjetar uma densidade de partículas da ordem n""' 105cm 1. Neste rnoddo, deter-
minamos a relação de dispersão de um modo coletivo de oscilação [cf.Eq.(0.21)] que chamamos 
plasmon superior. Este modo coletivo é análogo ao conhecido pla.c;mon inl ra._-;ubhanda que foi 
observado experimentahnente pela primeira vez por Goiíi et al. na Hef.[4i]. Na Figura 6.:~ 
apresentamos, para fins de comparação, as medidas experimentais da H..ef.[49]. A frequência 
do plasmou superior depende das condições de não equilíbrio do sistema através do coeficiente 
~.cuja expressão geral apresentamos na Eq.(6.24). Os coeficiente o:'s [cf.Eq.(6.23)] contém os 
termos de interação portador-radiação, A~~). 
Foi mostrado que, no regime de baixas intensidades,~ é uma quantidade positiYa e pode-se 
escrever na forma dada na Eq.(6.24). A sua dependência com a intensidade segue uma lei 
simples da forma Ç rx I ; 12, o que implica que a frequência do modo de plasma segue uma lei do 
tipo W 11 ex 1;14 . Por outro lado, no regime de altas intensidades,~ está dado na Eq.(6.25). Se o 
semicondutor for do tipo p, aparece no sistema um comportamento muito peculiar: Na medida 
que a intensidade aumenta~ se afasta da lei simples Ç 'X 1;12 , atinge um máximo e finalmente 
começa diminuir para finalrncnl.c se anular numa intensidade crítica lr (este resultado analítico 
foi também testado numéricamente): Embora a baixas intensidades da fonte. mn anrn('nto da 
intensidade implica num aumento da frequência de oscilação do plasmon (para urn vd or de onda 
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Q fixo), a altas intensidades, um aumento desta produz um amortecimento do modo coldivo 
até se estabelecer no sistema uma onda estática de carga. Além da intensidade crítica, o valor 
de ~ se fl-17. negativo e, portanto, a frequência w ima0nária. Todo isto sugere que o movimento 
do plasmou !->Uperior apresenta urna mudança de rcg;irne que vai de oscilatório amortecido a 
sobre amortecido, um fenómeno similar ao obtido no caso tridimensional na Ref.[1fi]. 
Na Figura G.4 pode-se ver o comportamento típico das partes real e imaginária de fnnçRo 
dielétrica do sistema quasi-unidimensional no modelo considerado [d.Eq.(l:{) no Apt~wlice D]. 
Estas curvas foram obtidas com parámet.ros do semicondutor GaAs. A parte real da função 
diclétrica não apresenta raízes para Q perto do extremo da primeira zona de Brillouin. A 
medida que o vetor de onda dirninúe, aparecem dois zeros, o maior dos quais dei ermina a 
frequência do plasmon superior (pode ser comprovado nnrnéricamente que esta raíz I cm uma 
dependência com Q na forma dada pela Eq. (fi.21) ). Por ou! rolado, a parte imaginária apwsent.a 
duas bandas estreitas para Q perto do extremo de zona que, na medida que o vet.or de ondn 
diminúe, superpõem-se numa banda única que permaneçe até o limite homogéneo Q ----+O. 
A Fib'llra 6.5 mostra o espectro H.amau (lo sistema de portadores para varios valores de CJ 
no intervalo 2 X 10\·:m 1 < Q < 105cm 1. O espectro mostra quatro banda.-; que determinam 
a.'l possíveis excit.ac.;ões elementares no sistema. Aquela com um pico em alta frequência, muito 
bem definido (para este valor de w a parte imaginária de funçiio dieli~trica é muito pequena) 
corresponde ao plasmon superior. A mais baixas frequências aparecem outra.<> três bandas de 
pouca amplitude (mostrados em detalhe no quadro interior das fignras). Aquela com o pico de 
menor energia (centrado em /~.~..t,• "' O.Olme V na Figura 6.5a) foi idenl ificada corno a correspon-
dente às excitações de buracos individuais. A banda com o pico de maior energia (centrado 
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em r-l.W "'0.12meV na Figura 6.5a) eorresponde ao contínuo de elr~trons. Fma terceira hancla, 
correspondente a nrn modo coletivo de oscilação aparece bem definida na Figura G.5d e com 
um pico centrado ern fiw "' 0.006me V, é identificada como um modo tipo acústico que denom-
inamos de plasmou inferior (nas Figuras 6.5a-c pode-se observar que a banda correspowlent.t~ a 
este modo coletivo está submerso no contínuo de elétrons). 
Finalmente na Figura 6.6 apresentamos a posição dos picos na<> bandas no espectro H.aman 
em função do vetor de onda Q. Pode-se mostrar que a relação de dispersão do plasmon superior 
é da forma dada na Eq.(6.21), enquanto que a relação de dispersão do plasmou inferior é 
linear, w1 <:Y vzQ, com uma velocidade de grupo v1 dependente da intensidade da fonte. A 
posição dos picos correspondentes aos contínuos de elétrons e buracos também segue uma lei 
linear com Q. Notamos que a energia do plasmon inferior pode ser maior ou menor que as 
dos contínuos de elét.rons e buracos, dependendo da intensidade da radiação incidente (em 
particular, na Figura 6.6 este plasmou tem energia maior). F.f.lte resultado é diferente daquele 
nos casos de sistemas eom extensão volumétrica estudados nos capítulos anteriores, quando 
o pico caraterístico do plasmon acústico está entre os dois contínuos, independentemente rias 
condições de não equilíbrio do sistema. 
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Apêndice A 
The Informational-Statistical-Entropy Operator 
in a Nonequilibrium Ensemble Formalism [49]. 
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1 Introduction 
Along recent decades, a good deal of efforts have been dcvoted to the study of the ques-
tion of the irreversible evolution of macroscopic systems (for example, see [1-3]). ln 
particular, this involves nonequilibrium thermodynamics and kinetic theory of dynam-
ical systems. Presently, there exist several approaches to irreversible thermodynamics, 
which are developed along different points of views [4]. For equilibrium thermodynam-
ics, the formalism derived in the framework of Gibbs' ensemble algorithm of equilibrium 
statistical mechanics is by itself richer than the phenomenological approaches, and it is 
also the point of departure of a whole array of generalizations [4]. A case in point is the 
overcomirig of the static limitations of thermostatics. ln the case of Classical Irreversible 
Thermodynamics [5] there exists such statistical-mechanical description in terms of a 
thermo-kinetic associated to the linear response function theory and Kubo's and Mori's 
formalisms (for example, see [6]). Such successful applications of Gibbs' ensemble al-
gorithm, clearly suggest to look after a possible statistical mechanical theory that could 
provide mtcroscopic foundations to irreversible thermodynarnics of systems arbitrarily 
away from equilibrium. This is the case of the so-called Informational-Statistical Ther-
modynarnics (IST; also dubbed Information-theoretic Thermodynamics); for example, 
see [7]. It is based on generalizations of the ideas set forth by Boltzmann and Gibbs, al-
lowing for the construction of the so-called Nonequilibrium Statistical Operator Method 
(NESOM for short). This method was pioneered by, among others, Kirkwood, Green, 
Zwanzig and Mori [8-11]. Different approaches have been based on either heuristic ar-
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guments or projection operator techniques. A variational principie -which sccmingly 
provides a unification for the clifferent approaches- can be also derived [12-15] which 
is related to the principie of maximization of the informational entropy (MaxEnt for 
short). The MaxEnl-NESOM appears as a powerful, concise, soundly based, and eleganl 
formalism of a broad scope to deal with systems arbitrarily away from equilibrium, as a 
far-reaching generalization of Gibbs approach [16]. The use of the method in situations 
of equilibrium and near equilibrium (linear regime) is already a textbook matter [17]. 
To cover general nonlinear nonequilibrium processes (non-linear regime), the formal-
lsm has been largely developed by several authors, and the most appealing approach 
is the one due to Zubarev, initiated in the sixties, which is described in the books of 
references [18,19]. MaxEnl-NESOM provides a nonlinear kinetic lheory of large scope 
(for example, see [13,15,18-21]). A number of successful applications of lhe melhod 
to the study of experiments in the area of nonlinear transport and nonlinear relax-
ation effects in the photoinjected plasma in semiconductors and biophysical systems 
are presently available (for example see [22] and [23] respeclively). The melhod also 
provides a framework for the construction of a nonclassical nonlinear hydrodynamics 
[24], and lhe already mentioned IST [7]. 
The present paper deals wilh lhe study of lhe so-called in(ormational entropy op-
erator, a quantity wich plays a fundamental role in the formalism; its average value 
over the nonequilibrium ensemble produces the in(ormational entropy of the system. 
We consider the case of a fluid of single quasi-particles, like those arising in the fteld 
of solid state matter where a quite relevant example is the case of the photoinjected 
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plasma in semiconductors (e.g. Ref.[22]). The treatment includes normal as well as 
super systems (namely, fermion systems described in Hartrce-Fock-Bogoliubov repre-
sentations and those including Bogoliubov-Gorkov-Cooper-like pairs, respectively), and 
also coherent bosons states (as photons in lasers and phonons in highly excited semicon-
ductors). The diagonalization of the illiormational-entropy operator allows to introduce 
a new quasi-particle representation, with their field operators depending on the time 
evolution of the nonequilibrium (dissipative) thermodynamic macrostate of the system. 
ln this way one obtains a quite convenient thermo-mechanical statistical description 
of the m.acroscopic state of many body systems which are, ln pr1nc1ple, ln arbitrar-
ily away-from-equilibrium conditions. We illustrate the case with a brief description of 
application to the thermo-hydrodynamics (that is, the hydrodynamics based on MaxEnt-
NESOM-founded irreversible thermodynamics) of afluid of single-particle fermions (e.g., 
carriers in the photoinjected plasma in semiconductors). 
The paper is organized as follow: Section 2 includes a description of the process of 
diagonalization of this operator, deriving its time-dependent eigenvalue spectrum and 
the average v alues of the Wigner-Landau single-particle dynamical operator. ln section 3 
we consider a particular case concerned with the hydrodynamic processes of a fermion 
system in weak interaction with a thermal bath of bosons. ln section 4 we summarize 
the results. 
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2 Diagonalization of the Informational Entropy 
Opera to r 
2.1 Theoretical Background in Brief 
The first, and fundamental, step in MaxEnt-NESOM is the choice of the basic set of 
variables deemed appropriate for the characterization of the macroscopic state of the 
system This involves a description in terms of a set of mechanical quantities í\ ,P.2. •... Pn. 
(Hermitian operators representing Hamiltonians, number operators, field operators, 
etc). The nonequilibrtum statistical operator, e(t), depends on these quantities. The 
thermodynamic state of the system at time t ls characterized by the set of macrovari-
ables Q1 (t), .. , Q.(t), which are the averages of the P;, i. e. Q; ~ Tr [ Pie(t)} (energies, 
numbers of particles, densities, etc). The procedure for building the nonequilibrium 
statistical operator in terms of the set of basic variables l P.i} can be found in severa! 
references [12-15,18-20,25,26]. For our purpose here suffices it to say that once the ba-
sic set {P1} has been chosen, the nonequilibrium statistical operator e(t) is built using 
the principie of maximization of the informational entropy with an ad hoc hypothesis 
which introduces irreversible evolution from an initial condition of preparation of the 
system (see in particular [13,14] and the forthcoming [26]). Summarizing for la ter use, 
in the particular case of Zubarev's approach to the method [18,19] the operator e(t) is 
given by 
e(t) ~ exp { -S(t, O) + _l dt' e•l<'-n d~,S(t', t' - t) l (I) 
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where 
S(t,O) ~ -log)!(t,O) (2) 
and 
(3) 
with fi being the system Hamiltonian ande is an auxiliary operator (ar coarse-grained 
part of p, sometimes referred to as an "instantaneous" ar "frozen" quasi-equilibrium 
distribution), having the Generalized Gibbsian canonical-like form 
p(t', t'- t) ~ exp { -</>(t')Í- Jt, J d 3r F1(r, t')P1(r, t'- t)} (4) 
where i is the identity operator anda possible spacial dependence has been explicitely 
indicated. ln Eq.(l) E is a positive infinitesimal quantity that goes to zero after the 
calculation of averages has been performed; this corresponds to a breaking of the time-
reversal symmetry ln Llouville equatlon (see [18,19,13·1 5,26]). We recall that p of Eq.(l) 
can be separated into two parts, namely 
e(tl ~e(t,ol + e'(t), (S) 
where )!(t, O) [cf. Eq.(4)] corresponds to a quasi-conserved part (relaxation effects are 
absent), while e' (t) is the part responsible for the irreversible evolution of the system. 
ln Eq.(4), the scalar <P ensures the normalization of )!, and the F1 (as well as </>) are the 
Lagrange multipliers that the variational principie MaxEnt introduces. It may be noticed 
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that c.f>(t), in analogy with the case of equilibriurn. can be considered as the logarithm 
of a nonequilibrium partition function, and the Fi(t) are the intensive nonequilibrium 
thermodynamic variables in 1ST, which completely describe the macroscopic state of 
the system. Variables f'.i are related to the macrovariables Q.i through the relation 
[18,19,13-15] 
(6) 
where is understood that the limit E going to +0 follows after calculation of the trace. 
The method allows for the construction of generalized transpor! equations for these 
Q1 [21] whlch typtcally are of the form 
( 7) 
where Ii is interpreted as the !lux of quantity Q1 [27,28], and ~~ accounts for sources 
of such quantity. The Lagrange multipliers that the method introduces are intensive 
macroscopic variables thermodynamically conjugated to the basic ones, { Q.i}, in the 
sense that Qi(r,t) ~ -ó<j;(t)jóF1 (r,t) ,where ó stands for functional derivative [29]. 
2.2 The Informational-Statistical-Entropy Operator 
Let us now consider the in(otmational-statistical-entropy given by [7,13,18] 
S(t) ~ -Tr{e(t)P(t)loge(t)j, (8) 
7 
where P(t) is a time·dependent projection operator, which, at time t, projects the Ioga· 
rithm of the statistical opera to r over the subspace of the basic dynarnical variables, and 
having the property that [13,30] 
P(t)loge(t) ~ log)!(t,O). (9) 
This means, on the one hand, to express S(t) in terms of only the set of basic macrovari· 
ables QJ that define the thermodynamic space of macroscopic states of the system and, 
on the other hand, to project the full statistical operator on the informational space 
of dynamical variables {P1 }; the geometrical·topological aspects of the questionare 
discussed by Balian et al. [31]. 
Consider again Eq.(8); we can see that this informational entropy is given by the 
average value over the nonequilibrium ensemble of the quantity 
A 
S(t) ~ -P(t)loge(t) ~ -log)!(t,O), (1 0) 
which we call the infonnational·statistical·entropy opemtor. It may be noticed that if i 
is the Liouville operator of the system, it follows that 
<T(tl ~ ds(tltdt ~ Tr [iis(t)e(O]. (ll) 
where lT(t) is the in(onnational·statistical·entropy production, and it allows us to intra· 
8 
duce the informational·statistical·entropy production operator, i.e., 
<Y(t) ~ iÍ~(t) ~ -iÍioge(t,O)-" íÍP(t) log e(t)" (12) 
ln following sections we study the eigenvalue spectrum of the informational entropy 
operator defined in Eq.(lO). 
2.3 The Spectrum of the Informational-Statistical-Entropy Operator 
ln this section we analize the spectrum of the time-dependent eigenvalues of the 
~ 
informatiçmal entropy operator S(t). For that purpose, we first note that we can write 
S(t) ~ -Tr{e(t)loge(t,o)j ~ Tr [e(t)~(t)J ~ 
~ <jJ(t) +i I d 3r F1(r, t)Tr jPJ(r)e(t) J , 
j=l 
( 13) 
after using Eqs.(3), (8) and (9). Therefore, instead of Eq.(IO) we can alternatively write 
~(t) ~ <jJ(t)Í + i I d 3r F1(r, t)P,(r). 
j=l 
(14) 
We consider now the case when the dynarnical quantities P1 are single-particle op· 
erators, and then they can be expressed by linear combinations of products of pairs of 
creation and annihilation operators, a[ and ak. in single·particle states (where k stands 
for the corresponding set of quantum numbers). This covers, besides others, the quite 
9 
relevant case of the physics of solid state matter, and, particularly, the one of semicon-
ductors which are of large interest at the purely scientific as well as technologicallevels. 
The single-particles involved are, for example, Landau quasi-electrons in band states, 
phonons, plasmons, magnons, polaritons (either excitonic ar lattice vibrational), and so 
on. According to the results of Appendix A, we can write Eq.(14) in the form 
(1 S) 
where A and B depend on time through the Lagrange multipliers Fj(t). This implies 
to constder normal systems (taking B = 0), as well as non-normal ones (B + O). ln 
the case of bosons, Eq.(lS) may include terrns linear in ai anda, but they can be elimi-
nated by means of a Glauber-like transformation to coherent states [32] and the form of 
Eq.(lS) is recovered (for example the case of coherent optical phonons in semiconduc-
tors [33,34]). We consider here only normal systems. This is a simplified but frequent 
case in solid state and hydrodynamics (see a particular example in section 3). The exten-
sion to non-normal systems can be made follo\\ing the general procedure [35,36] under 
the sarne lines presented in Appendix A. ln the case considered here we must look for 
the eigenvalues of 
r(t) ~ S(t) ~ </>(t)Í ~ L Ak,k·(t)a[a,.' (16) 
k,k' 
anct, clearty, once r is ctiagonalizect. so is S. u we can Am the eigenvalues ot r then, 
~ 
i\m + cf> are those of S. Consequently, the diagonalization consists into looking for the 
eigenvalues of the matrix of this bilinear form, as shown in Appendix A. Let us call 
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fÃm(tl) and IIm; t >) the set of eigenvalues and eigenvectors of f, that is f(t) I m; t > ~ 
Am(t)lm: t >. Matrix f is Herrnitian and therefore the eigenvalues i\m are real and 
the eigenvectors orthogonal (and taken as normalized) at any given time t. Hence, the 
diagonal forro of the informational entropy operator via Eq.( 16) is 
~(t) ~ </>(t)Í + LÀm(t)ry),(t)rym(t), (17) 
m 
where the new creation and annihilation operators are given by 
rym(tl ~ Lu;;,,,(t)a., (18a) 
k 
ry), (t) ~ L Um,dtlai , (18b) 
k 
where Um,dt) are elements of the unitary matrix of transformation, which satisfy that 
L Um,k(t)u;;,.,k(t) ~ Ómm', 
k 
(19) 
for any time t (we stress that this time dependence comes from the Lagrange multipliers 
contained in U, and then U depends on the nonequilibrium macroscopic state of the 
system at time t). ln the new representation, after some calculations we find that 












We stress that the distrlbution function of Eq.(22) resembles a kind of time-dependent 
Fermi-Dirac (plus sign) or Base-Einstein (minus sign) distribution expressed in terms of 
the eigenvalues of the informational entropy operator. ln the asymptotic limit when 
an equilibrium state with the reservo ir is achieved, after any external perturbation has 
been switched off, the result of equilibrium statistics is recovered. From Eqs.(20), (22) 
and (23) it follows that 
S(t) ~+L {[1 +fm(t)]log[1 +fm(t)] ±fm(t)logfm(tl}, (25) 
m 
where the upper sign corresponds to the case of ferrnions and the lower one to the 
case of bosons, which has a complete resemblance with the expression that follows 
in equilibrium for a quantum gas, but we stress, the populations J m (t) are given ~at 
each instant of time along the evolution of the system~ in terms of the eigenvalues 
of entropy. This expression is then, say, universal for quantum gases under any con-
12 
ditions [19\. ln the following section we find explicit expresions for the populations 
l m of Eq.(22), together with expressions for the single·particle Wigner·Landau density 
matrix in nonequilibrium conditions, that is, those appropriate for the description of 
the dissipa tive evolution of the system. 
2.4 Averages of the Single-Particle Dynamical Operators 
Let us consider the calculation of average values of the single·particle dynamical 
operators, namely 
(26) 
ln particular, the diagonal terms (k = k') represent averages of the number operator 
in state k and we denote them by fk(t) as usual. Using the inverse transformation of 





n,,.,(t) ~ L Tr{u,;,,,~i.UlUm•,k•(t)~m·(tle-~1 "] ~ :Z::u;;,,,(tlUm,k'(t)fm(t), (28) 
-~ m 
~ 
where f m(tl is given in Eq.(22). 
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Let us next look anta the eigenvalues of the informational entropy operator of Eq.(l7) 
which, first, using Eq.(l6) we write in the forro 
where 
fco ~ ~co- q,coi ~ Lcn + úcn. 
Íd(t) ~ 2: cp,(tla[a,, 
k 





ln Eqs.(30) and (31) we have separated out a part diagonal in the quantum indexes 
(involving a number operator in state k), and non-diagonal ones (involving transitions 
between states k and k'), introducing, respectively, the notation cpdt) = Akk(t) and 
I.Jlk k' (t) = Akk' (t) with k * k'. We further assume that these nondiagonal contributions 
are weak, that is II.Jl I < < I q; 1. Since, as we shall see in next section, the nondiagonal 
contributions correspond to Fourier-Bloch amplitudes of the densities of particles and 
energy, this inequality implies that the state of the system corresponds to the case of 
small space inhomogeneities (much smaller than the homogeneous average). To obtain 
the spectrum of eigenvalues A of the informational entropy operator of Eq.(29), we need 
to solve the characteristic equation 
det [À(t)- Ai]~ O, (3 2) 
where Â is the matrix of the bilinear form. Resorting to the impossed condition of weak 
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nondiagonal contributions, we can solve the equation up to second arder in quantities 
1/J, to obtain that (see Appendix B) 
(33) 
The population of parti eles dcscribed by the original operators a and a I is given by 
Eq.(26) with k ~ k', i.e., 
(34) 
and from Eq.(28) we obtain the relation that connects the population of states in the 
A 
original and the transformed (the one that diagonalizes 5) representations, i. e., 
(3 5) 
m 
-An expansion of the rhs of Eq.(23) allows us to write the population f m up to second 
arder in lJ1 (see Appendix B) in the form 
where 
(3 7) 
Using Eq.(36) in Eq.(35) and after expanding coefficients U up to second arder in 1/J (see 
15 
AppendiX B) we can find that 
Typically, the energy and the particle number are the chosen contributions in Eq.(30), 
and then cp,(t) ~ {3(t) [E, -l'(t)] ,where Ek is the single-particle energy, {3(t) can then 
be interpreted as the reciprocai quasi-temperature and p(t) as a quasi-chemical po-
tential [37]. ln such conditions the distribution function o! Eq.(37) acquires the form 
of an instantaneous in time either Fermi-Dirac-like ar Bose-Einstein-like distribution, 
respectively. 
Finally, we derive the expression for the average value of the nondiagonal (k *- k') 
terms, nk,k'• of Wigner-Landau single-particle density matrix, given by Eq.(26). Using 
an expansion o! U and J up to first arder in tp, we find alter some algebra that (see 
AppendiX B) 
!~~, (t)- f~dl (t) 
n,,,.(t) ~ (t) (t) ~,,_,.(t). CfJk• - <Pk (39) 
3 An application in Hydrodynamics 
ln this section we use the results of the previous section to study R particular many-body 
system We considera fluid of noninteracting fermions (e.g. a dilute gas of electrons in 
a semiconductor) interacting with a thermal bath of bosons (the phonons in the cited 
example). Let the fermion concentration be n, T0 the temperature of the thermal bath, 
and the fermion system is taken in an initial nonuniform state. Starting from this non-
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equilibrium state the system evolves to a final state of equilibrium \Vith the thermal 
bath, and in the process fluxes of mass and energy are present. The macrostate can be 
described, in principie, in terms of the density of parti eles, n (r, t), and of energy, h (r, t) 
(these are, in this case, the quanttties Qj introduced in section 2). The system Hamil-
tonian has the form H = H o +H', where H0 is the Harniltonian of the free subsystems, 
given by 
(40) 
wbere we use c(c') and b(bl) for the annihilation (creation) operators for fermions 
and bosons respectively. ln Eq.(40) the first term on the right is the energy of the free 
fermions (k and u- are the orbital and spin indexes respectively), and the second is the 
energy of the free bosons of the bath (q and y are the orbital and branch -in the case of 
phonons- indexes respectively). Finally, H' is the energy operator accounting for the 
interaction of both subsystems, given by 
H'= L, Wq,yC~+q,a-Ck,r.r (bq,}'- b!Q,)') (41) 
k,a,q,y 
where W is the matrix element for the interaction (in the given example the interaction 
of electron and phonons via deformation potencial, piezoelectric potential, and Fróhlich 
potential). We recall that the Hamiltonian of the system is implicit in p (cf. Eq.(3)) Via 
operators P.~ given in Heisenberg representation. 
Without going into details, given for example in [7,27], we notice that it can be shown 
that quantities n and h do not completely describe the macroscopic state of the system 
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and the vector fluxes of particle density and energy density, ln (r, t) and l11 (r, t), must 
also be added to the description. Repeating the standard procedure the sccond arder 
fluxes, say J~21 (r,t) and J~21 (r,t) which are rank-2 tensors, are incorporated to the ba-
sic set, and so on indeftnitely. Hence, the basic set of macrovariables describing the 
macroscopic state of this particular fermion system is given by 
{Q;(r,t)j ~ [n(r,t),h(r,t),In(r,t),Ih(r,t),J~''(r,t),I(' 1 (r,t)j (42) 
with r = 2, 3, .... , representing the rank tensor and the arder of the flux and therefore 
the set of dynamical variables are 
(43) 
which are also related to macrovariables {Q;(r, t) l by Eq.(6). We introduce the set of 
associated Lagrange multipliers that the variational method defines, i.e., 
The auxiliary coarse-grained nonequilibrium statistical operator, as deftned in Eq.(4), is 
in this case 
{'(t, 0) ~ exp ! -</J(t) - J d 3r [ Fn(r, t)fí(r) + Fh (r, t)h(r) + Fn(r, t) · Ín (r)+ 
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to be multiplied by the statistical operator of the thermal reservo ir of bosons (phonons), 
that is, a canonical distribution at temperature T0 ; in Eq.(45) a dot stands as usual for 
scalar product of vectors and ® for fully contracted tensorial product. 
For practical purposes, it is more convenient togo over the reciprocai space, that is 
to say, to introduce the Fourier transforms of wavevector Q, namely, I n(Q,t), h(Q,t}, 
... }; { n(Q), h(Q), ... ) and !Fn (Q,t), h (Q,t), ... }. The operator of Eq.(45) is separated out 
in an homogeneous contribut1on, the one with Q = O, (Â below), and an inhomogeneous 
one, with Q * O, (Ê below), that is, 
e(t,O) ~ Z(t)- 1 exp [Á(t) + Ê(t)] , (46) 
where, from Eq.(45), 
-2: [F~'I(t)@i);l +F),'I(t)@n'll (4 7) 
r2:2 
and 
Ê(t) ~- 2: [Fn(Q, t)fí(Q) + Fh(Q, t)h(Q) + Fn(Q, t) · ln(Q)+ 
Q>O 
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where Z(t) = Tr [ exp [Ã(t) + Ê(t) J} =e<P(tl (we have taken the volume of the sample 
equal to 1). The set of transformed operators [ .Pj(Q) l are defined in terms of the single 
particle operator fikQ a ::= ck1 , ck- 'Q ~ , in the form of linear combinations given by 
• • +:;Q,a -,: ,v 
n(Q) ~ 2: nk,Q,u ' 
k,u 
fi ( Q) = L Ek,cr nk,Q,a ' 
k,u 
A I h A I.(Q) ~ -k nkQ", m , , 
k,u 








where Ek,a = h 2k2 !2m , are the free energy of fermions in state k (the ferrnion states 
are degenerate in spin), v~1~ = vk,a = tt- 1 'VEk,fr = (h/m) k, is the group velocity of a 
fermion in state k ,1nd 
vtJ = [vk,a ... (r- times) ... Vk,a J, (50) 
where [ ... ] stands for tensorial product of vectors. A calculation along the lines of sec-
A 
tion 2, gives us the eigenvalues ofS of Eq,(14), up to second arder in the inhomogeneities 
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+ L {Fi;1 (Q, t) 0 vtJ + ~ ( fk+jQ,u + 'k-jQ,u) Fh' 1 (Q, t) 0 vt~ ]. (52) 
r~2 
We notice that the second arder approximation being used is a result of the assump-
tion that the inhomogeneities are weak, meaning, in this case, n(Q) « n, (Q * O). 
Therefore, according to Eq.(25), we may obtain a final expression for the electron in-
formational entropy S(t), but for such purpose we need to evaluate the distribution 
~ 
function f m(tl given by Eq.(36), wbere m is now the set of quantum numbers k, CJ. For 




is the population in the homogeneous state of reference. Introducing Eq.(S3) into Eq.(25) 
we find the informational entropy of the ferrnion system, namely, 
S(t) ~-L {[1-]k,a(tl]log[l-]k,a(t)] +].,,(t)log]k,a(tlj (55) 
k,a 
This last expresion depends on the Lagrange multipliers associated to the inhomo-
geneities. These Lagrange multipliers are defined by the amplitude of the inhomo-
geneities, given in the present case [cf.Eq.(39)] by 
J.'h', (t) - J.'h', (t) 
k+ 'JQ,o- k~ 'JQ,o- ( ) 
(t) ( ) tJlk,Q,a t • <pk-"-!Q,a - <pk~!Q,rr t 
(56) 
where l/Jk,Q,a(t) is given in Eq.(52). The expression in this Eq.(56) is of relevant use in 
hydrodynamics [37]. It has been here derived with the use of the general results of sec-
tion 2 and has been also obtained -for use in earlier publications on the hydrodynamic 
properties of the photolnjected plasma ln highly exclted semiconductor [3 7]- by other 
ways: one is resorting to Heims-Jaynes perturbation expansion for averages [38], and 
another one in a direct way through the use of the relation betvveen the average v alue of 
the basic variables and the functional deriva tive of the logarithm of the nonequilibrium 
partition function, namely Q; ~ -oqJ/oF;. 
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4 Concluding Remarks 
We have presented an analysis of the eigenvalue spectrum of the in{ormational-
statistical-entropy operator, a quantity which plays a fundamental role in the Nonequi-
librium Statistical Operator Method. After a short presentation of the fundamental 
quantities in section 2.1 and 2.2, we have obtained in section 2.3, general expres-
sions for the diagonalized instantaneous quasi-equilibrium distribution, p, (cf.Eq.(24)) 
and for the informational-statistical-entropy, 5, (cf.Eq.(25)) in terms of the eigenvalue 
spectrum, [Àm(t)), of the informational-stattsttcal-entropy operator. The quantity S 
has been shown to have a universal form (an extension of the case of equilibrium) for 
quantum gases under any conditions. The populations lm (cf.Eq.(22)) can be considered 
being Fermi-Dirac ar Base-Einstein time-dependent distribution and are also given in 
terms of the eigenvalues of the informational-statistical-entropy operator. ln section 
2.4 are given expressions for the average values of the Wigner-Landau single-particle 
dynamical operators (cf. Eq.(28)) which are also given in terms of i\m (in particular, the 
diagonal elements are the populations f m in the original representation (cf.Eq.(34)). 
Moreover we have obtained the eigenvalues of the informational-statistical-entropy 
operator (cf.Eq.(33)) in the case of normal systems under the assumption of small space 
inhomogeneities (the extension to non-normal systems can be made by following the 
lines described in Appendix B according to the standard diagonalization procedure 
together with ad hoc assumptions on quantities Bk,k' in Eq.(15)). ln this way we could 
express all the quantities in terms of the Lagrange multipliers F. This point is of par-
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ticular relevance since the Lagrange multipliers are associated (as already pointed out) 
to the nonequilibrium thermodynamic intensive variables such as quasi-tcmperature, 
quasi-chemical potential, etc. We recall that one of the open questions in the theory is a 
possible interpretation of these Lagrange multipliers, and the relations obtained in this 
work [cf. Eqs.(36)·(39)] could give an appropriate starting point to attach some physical 
meaning to these quantities in particular nonequilibrium systems. Finally, in section 3 
we have briefly considered some aspects of the hydrodynamics of a fermion system in 
contact with a thermal bath of bosons ln order to show how the results of the previous 
section (and the fundamentais of the theory) can be applied to a particular system. 
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Appendix A The Informational entropy of Eq.(l5) 
lntroducing the single-particle field operalor 
~J(r) ~ 2-:x,(r)a" 
k 
(A.l) 
where at (a) are creation (annihilation) operators in states Xk• which satisfy the corre-
sponding cornmutation relations of bosons o r fermions, we have that 
(A.2) 
and 







Appendix B The Diagonalization Procedure 
The operator f of Eq.(29) can be written in the compact form 
(B.l) 
where Â = éjJ + (jJ, is the sum of the NxN diagonal matrix cjJ (N being the number of 
states of the system), with quantities 'Pk in the diagonal (an apropriate ordered array of 
quantum indexes is supossed) and the NxN non-diagonal matrix [jJ with zero elements 
in the diagonal and elements 'Pk,k' out of the diagonal. We define the quantities a:- and 
a as row anq column N-dlmenslonal vectors with components ak and ak, respect1vely. 
To diagonalize f we must solve the characteristic equation, 
det [<V- A,Í + <ÍJ] ~ O , (B.2) 
where i\k denotes the eigenvalues of matrix Á. Performing an expansion up to second 
arder in quantities 1./' we can write the polinomial in i\k arising out of Eq.(B2) as 
>N ,N-[M ,N-2(M A ) ,.V-3(M 
t\k+r'k nN-l+''k nN-z+ut +t\k nrv-J+Óz)+ 
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where ~ and 6. are functions of ali the elements in the diagonal of Á which are given by 
with 




n-1 ) I' n 'Pk 
{P\ j=l J 
n=1, ... ,N-1, (B.4) 
n=1, ... ,N-1, (B.5) 
if n = 1 
(B.6) 
otherwise 
where 2:. denotes sumation over ali combinations of quantum indexes restricted to the 
{PI 
condition k 1 < k2 < ... < k, to be taken from the N possible states. The prime sign on 
the sumation symbol of Eqs.(B.6) means that the sumis restricted to indexes different 
from k,k'. 
The solution of Eq.(B.3) can be expanded as a linear combination of the Ss to obtain 
the eigenvalues of operator f up to second arder in !JJ, i. e., 
l . 
where u.i =v cpk-1 , and 
.1·./-1 
"k = 'Pk + L v jÓ.J • 
.i=l 
V = __ I_ L n ~:n 
[ 
N ] -1 




with 'RN ~ 1. Hence Eq.(B. 7) becomes 
(8.9) 
Now, after defining the quantity l3k,.J = rp.i/rpk and by virtue of Eq.(B.6), the eigenvalues 
can be written as 
"'' ~ cp, - v 2: n ( 1 - ~'-J l 1 tJI"·I' (8.10) 
k'*k jo~=k,k' 
Eq.(B.lO) makes clear that only the quantities tJl on a row (ar column) of the matrix A 
contribute to the correction of the eigenvalues <Pk due to nondiagonal contributions; 
note that ali the off-dlagonal elements of Â have contribution in Eq.(8.7) and nothing 
can be said a priori about an eventual restr1ct1on 1n this sum. 
After using the expresions of ~nas given by Eqs.(B.5), the sum in Eq.(B.8) can be put 
under a product sign, obtaining 
v~- [cp, n (1-1h.J]-' 
.J*k 
(8.11) 
Using this expression in Eq.(B.lü) we calculate the eigenvalues of Â up to second 
arder in the f./J's to obtain the expression of Eq.(33). After some algebra, the population 
~ 
fk [cf. Eq.(36)]. in the transformed representation, is inmediatly obtained. 
To find expressions for nk,k' and for populations fk up to the lmver arder in the 
nondiagonal contributions it is necessary to look for the coefftcients of the transfor-
mation given by Eqs.(18). If we write the one colurnn matrix Uk with components Uk.i 
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(j = 1, ... , N) the eigenvectors of Á are given by lhe equation Álh = ÀkUk. and, up to 
second arder in l/J, the components of Uk are given by 
(B. 12) 
for k * k', and using the orthonormality condition we obtain that 
(B.13) 
These equations lead straightforwardly to the expressions for nk,k' anf fk as given by 
Eq.(38) and (39) in the text. 
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lnformational-statistical thermodynamics of a dissipative 
system in a steady state 
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Abstract 
An analysis of lhe nonequilibrium thermodynamics of a dissipa tive system. Jcalt with at lhe 
mechano-statistical levei provided by informational-statistical thermodynamics is presented. 
We consider in particular the case of a highly excited photoinjected plasma in a polar 
semiconductor. Undcr continuous constant illumination, a steady state seis in, whose macro-
scopic state is characterized, the main mcchanisms for pumping and dissipalion that are 
involved are analyzed, and the characteristics of the evolution towards the steady state and its 
stability are discussed.lt is shown that such evolution displays a phenomenon of quasitempera-
ture overshoot. 
PACS: 05.70.Ln; 05.30.Fk; 65.50.+m; 72.90.+y 
t. lntroduction 
During the last few decades we have been witnessing an ever expanding develop-
ment of the field of nonequilibrium thermodynamics. For a long time the traditional 
classical irreversible (sometimes referred to as linear) thermodynamics (CIT) [ 1.2] was 
used with particular success to deal with a number of situations in physics, chemistry 
and engineering. However, ClT is restricted to situations encompassing smooth 
space variations, slow in time evolution, small fluctuations, and weak irreversihle 
ftuxes. Recent technological and experimental developments involve situations that 
are outside the domain of application of CIT. ln a nurnber of circumstances, non\in-
earity, correlations in space and time (nonlocality and rnemory, respectively). large 
fluctuations and, mainly, strong irreversible tluxes, are present. This typically involves 
the so-called far-from-equilibrium systems. Suffice to mention the functioning of 
• Corresponding author. Fax: (55) (0192) 39-3137. 
1 E-mail: mago~ifi.unicamp.br. 
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certain semiconductor devices in which a few volts provided hy a merc pnckct batlery 
when acting through very small distances produce high intensity electric hclds (tens (lf 
kV /cm), leading to high intensity currents (a high intcnsity flux of mattcr (chargc) and 
the accompanying heat flux), and we are in the presencc of a far from equilibrium 
situation. Therefore, to face these new challenges, CIT nccds to hc superseded hy othcr 
theories. At the phenomenological levei, among severa! of thcm. rational thermo-
dynamics [3] and extended irreversiblc thermodynamics l4.5 J rnay he highlighted. 
Recalling that Gibbs' equilibrium statistical mechanics provides rnicroscopic founda-
tions to equilihrium thermodynamics (thermostatics), and linear response themy does 
the sarne for CIT, it is of course tempting to look fm a nonequilibrium statistical 
approach to far-from-equilibrium therrnodynamics. Severa\ approaches looking fm 
a general nonequilibrium statistica\ rnechanics are availahle, and h ave heen listed hy 
Zwanzig [6]. Arnong thern a quite promising one is the so-callcd nonequilibriurn 
statistical operator rnethod (NESOM for short) which is a large generalization of 
Gibbs ensemble algorithm and Boltzmann's ideas. NESOM was considered to have 
by far the most appealing structure, founded on a solid base, y•hich rnay hecome the 
most etTective method for dealing with nonlinear transport processes [6]: develop-
ments in the last deeade anda half appear to support this statement of 1981. Severa\ 
approaches to NESOM are presently available, which are based on either heuristic 
arguments or projection operator techniques. Among them Zubarev's formalism 
[7,8] deserves special mention as it is a concise, practical and elegant one, which we 
use in the exposition that follows in the next section. NESOM is a first principies 
formalism which. in our opinion, provides an excel\ent theoretical framework to deal 
with a large class of experimental situations in systems under arbitrary nonequilib-
riurn conditions. 1t even provides a way to analyze and interpret the ultrafast 
evolution (pico- and femto- second scale) of dissipative processes in highly excited 
matter. One of its earlier applications h as been in the area of transport phenomena in 
semiconductors [9-11]. Another relevant application is in the field of optica\ spectro-
scopy in photoexcited semiconductors, either time-integrated or time-resolved. 
which our group performed [12] giving special attention to the qucstion of how 
the method can be applied to calcula te nonequilibrium thermodynamic-like variables 
such as quasitemperature and quasi-chemical-potentials [13]. with a rcvie\v given 
in Ref. [14], as well as to the determination of the photoinjected concentration 
and ambipolar diffusion effects [15]. The method also appears to be of value in 
the study of biological systems displaying complex hehavior [16J, and also in 
the case of molecular polymers having technologica\ applications [17]. Other 
applications related to the method can be found in the analysis of industrial processes 
[ 18]. 
The di!Terent approaches to NESOM can be brought together under the cover of 
a variational principie, as, seemingly, first shown by Zubarev and Kalashnikov 
[19,20], and later extended by other authors [21.22] showing that in that way the 
theory seems to be contained within a broader scope as provided by J aynes' Predictive 
Statistical Mechanics [23]. 
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The NESOM appears as a formalism ahle to provide thc soug:ht-aftcr statistical 
foundation for irreversible thermodynamics of far-from-equdihrium systems. This is 
the so-called lnformational Statistical Thermodynamics (1ST for short, also duhhcd 
as lnformation-theoretic Thermodynamics). 1ST is considered to havc hccn initiatcd 
by Hobson [24] soon after the pionccring papers of Jayncs on the foundations of 
statistical mechanics on the basis of information thcory [25], and sincc thcn it has 
been expanded by severa! authors (a brief review accompanicd with historical notes is 
given in Refs. [26,27], and the articles in Ref. [28J provide information on additional 
variational approaches). 
As already noticed, semiconductor physics. under pressure for improved experi-
mental methods and technological developments in thc design of electronic and 
opto-electronic devices, requires to incorpora te 1ST in its rcalm. Thc kinetic theory 
that accompanies 1ST has been used more or less extesively to study optical and 
transport properties in semiconductors, and we have already noticed above, with 
some examples provided in Refs. [9-15]. But a purely thermodynamic analysis has 
received less attention. ln a previous article in this Journal [29] we considered the 
time evolution of the nonequilibrium thermodynamic state in a model for a highly 
excited photoinjected plasma in serniconductors (HEPS for short), and where thc 
inforrnational entropy production, Glansdorff-Prigogine principies of evolution and 
(in)stability as generalized in 1ST, and the theorem ofminimum entropy production in 
the Onsagerian limit were derived and discussed. ln the present paper we address the 
question concerning the case of HEPS under continuous illumination. which drivcs 
the systern to a steady state. We perforrn a study of this case in the framework of 1ST: 
the macroscopic steady state is characterized. the main mechanisms for pumping and 
dissipation are analyzed, the stability of the system and the characteristics of the 
evolution towards the steady state are discussed. This is done in the next seçtion. whilc 
in the last section we sumrnarize the results and add sorne concluding rernarks. 
2, Thermodynamics of a steady-state in HEPS 
Let us considera direct-gap inverted-band polar serniconductor under continuous 
laser light illumination. We denote by h the intensity of the incident radiation and 
ftwL the energy of lhe photon in the rnonochromatic beam. E\ectron-hole pairs are 
created- to be henceforth designated as carriers- with a, say, concentration n (depen-
dent on JL and líwJ.). These carriers are rapidly distrihuted in the energy space duc to 
the strong !ong-range Coulomb interaction [30]. Hence, in an intrinsic semiconductor 
the concentration of electrons and holes coincide, being, of course, equa\ to n. ln an 
n-doped material we would havc fie = n~ + n and nh = n for the concentration of 
electron and holes, respectively (n~ being the dopping concentration of electrons), and 
in p-doped materiais, evidently, »e= n and nh = n~ + n. It is assumed that the 
concentration of carriers is high enough such that, instead of the gas of excitons. 
a two-component Fermi tluid is forrned; in other words, the system is on the metallic 
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side of the Mott transition l31]. The macroscopic (nonequilibrium thermodynamic) 
state of the carrier system is characterized by the concentrations 11 0 (t) and nh(O. and 
a quasitemperature T:(t). This implies that a near internal equilihrium atmmg the 
carriers has been achieved, which follows in a subpicosecond time scalc. A discussion 
on the establishment of this state is given in Refs. rt4J2l. Depending on the 
characteristics of the experiment, as a general rule. there fnllows in a first step 
(femtosecond scale) the internal thermalization of the holes among themselves and of 
the electrons among themselves; this is dueto mutual thermalization of hoth suhsys-
tems in the subpico- and pico-second scale, acquiring a unique quasitemperature 
[33,34]. The energy in excess of equilibrium dissipates to the latticc through thc 
nonequilibrium carriers. This is mainly a result of the presence of the interaction in 
polar semiconductors with longitudinal optical phonons via the Fr{1hlich potential 
(this is the re\evant mechanism; furthermore, we disregard the influence of thc 
deformation potential interaction in the calculations). The LO phonons drift away 
from equilibrium and release the energy they are receiving from the carriers to the 
acoustic phonons via anharmonic interactions. Finnlly, the latter transmit the energy 
they are receiving to the externa! thermal reservoir via heat diffusion. We assume that 
a very good thermal contact exists between LO phonons and the thermal bath, in such 
a way that they constantly remain in mutual equilibrium at temperature T0 • The 
Hamiltonian of the system is written as 
H =H0 +H', I I) 
where H 0 is composed of the energy operators for the free subsystems of carricrs, LO 
phonons and A phonons. The carriers' band energy leveis are taken in the eflective 
mass approximation, namely, f.: = E0 + (11 2 k2/2me) and f.: = h2 k 2/2mh, where En is 
the energy gap and rne(hl is the electron (bole) effective mass. A Landau quasiparticle 
picture is used, with Coulomb interaction dealt with in the random phase approxima-
tion. The LO phonons are taken in an Einstein model with a dispersionlcss frequency 
w0 . On the other hand, H' contains lhe different types of interactions that are presenL 
namely, an internal one consisting of FrOhlich interaction between carriers and LO 
phonons, and two externa! ones. consisting in the interaction of the carriers with the 
incident electromagnetic radiation produced by the pumping source, and with the 
recombination-radiation field. The vector potential of these electromagnetic fields is 
treated in the dipole approximation. A fourth interaction to be reckoned with is lhe 
anharmonic interaction between A and LO phonons, which is then a third externa\ 
one since the A phonons are considered to actas a thermal bath to the open system 
under consideration consisting of the carriers and LO phonons; we recal\ that the 
LO-phonon system is assumed to remain at a constant temperature T 0 throughout 
the experiment. 
For the description of the macroscopic thermodynarnic state of the system we 
resort, as indicated in the Introduction, to NESOM-IST. We brieOy recall that. 
according to the method, the Hamiltonian as given in this case by Fq. ( 1 ), is composed 
of two parts: One is H 0 consisting of the free part of the Hamiltonians of the 
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subsystems plus the interactions strong enough to produce relaxation of corre!atinns 
in times much smaller than the characteristic time of the experiment (typically. the 
experimental resolution time 6.1), which in this case is Coulomb interaction incorpor-
ated in H 0 via RPA, as indicated. The other is H' which contains the interactions 
associated to slow relaxation processes, namcly, involving relaxation times much 
larger than ó.t. A relevant next step consists in introducing: a closurc condition for thc 
choice of lhe hasic set of variablcs to hc used for thc dcscription nf thc m;lcrnscnpic 
stale of thc system; it is worth noticing that this rcprcscnts at thc statistical levei an 
equivalenl of lhe principie of equiprescnce 128.1 in phenomcnological thcrmn-
dynamics. The procedure runs as follows: Given lhe separation of U in the form 
already descrihed. one introduces a set of 11 dynamical variables deemed relevant 
for the description of the system. say (1 .. 1 ). in such a way that thc sn-called 
Zubarev-Peletminskii symmetry condition is verificd, namely 
" [P1,H0 ] ~ I a1,P,, (2) 
k""' 1 
with j = I, 2, ... , n, and where in an appropriate quantum reprcscntation - lhe 
CJ.ik are c~numbers. The procedurc can be interpreted as one consisting of the sepa-
ration of the fast-relaxing variables, and resorting to the description of the system in 
terms of the set {Pi} of slow-relaxing variahles. ln Mori's [35] terminology. quantities 
Pi precess under the dynamics generated by H 0 with a set of frcquencies determincd 
by ct.ik• while their decay (relaxation effects) is incorporated in H'. 
Next, the nonequilibrium statistical operator p(t) is constructed resorting to Jayncs' 
principie of maximization of the statistícal-information entropy (MaxEnt) [25,36], 
performed through a generalization that introduccs memory e!fccts and, in an ad hoc 
way, irreversible evolution from an initial state of preparation of thc systcm [7.21 .22]. 
Details are given elsewhere L21,22], and it sufliccs to noticc that p(r) can hc scparated 
into two parts, namely, p(t) = (l(t,O) + p'(t). Here j) is an instantanenus (in time) 
Gibhs-like (coarse-grained) distribution, which defines the average values of quanllt-
ies Pi at time t, that is 
(3) 
The other contribution p'(t), contammg memory cffects, and who<;e evolution is 
governed by H' (it goes to zero for vanishing H'). accounts for the irrevcrsíhle 
evolution ofthe system. The set {Qi(t)} (which may a\so depend on the space variahle. 
i.e., these macrovariables may be local densities) defines the set of nonequilihrium 
thermodynamics variables that characterize the macroscopic state of the system. 
Moreover, the connection with phenomenological thermodynamic theorics in the 
context of 1ST is done through the introduction of an entropy-like state function, 
namely, lST-informational entropy given by 
S(r) ~ - Tr {p(t) log t>(t, 01} ~ - Tr { p(r)P(t)log p(r)} , (4) 
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where P(t) is a time-dependent projection operator [211 that projects over thc 
subspace spanned by variahles Pi, a suhspace duhbed as the infnnnational space of 
the "relevant" (ar informational) variables. As shown clscwhere [J7.3R] such <1 projcc-
tion procedure implies a kind of /1-theorem (in Janccl's scnse ]JlJ_I ), V..'hich corrcs-
ponds with the fact that the 1ST entropy increases intime along with thc evolutlon nf 
the system. Finally, the evolution of the macroscopic state of the systern is dcscrihcd 
by the set of equations [ 40] 




3Jit) ~ Tr t~ [P1, H'] p'(r)}. I 6c) 
ln Eq. (5), Jj01 and J? 1 are precession (relaxation free) terms, while .Ji is a collision 
operator responsible for the description of the scattering processes that give rise to 
dissipa tive effects. ln fact, it follows that the IST -entropy production is given by 
(7) 
where Fi(t) are the Lagrange multipliers that the variational-MaxEnt method intro-
duces [21] and they are the differential coellicients of the 1ST entropy, namely, 
(8) 
where b, stands for the functional derivative [41]. Furthermore, a generalization of 
Prigogine's theorem of minimum entropy production in the linear regime and Glan-
sdorff-Prigogine's thermodynamic criterion for evolution and the (in)stability cn-
terion in the nonlinear regime can be derived in the framework of 1ST [ 42]. 
2.1. Evolution of the macrostate in HEPS 
For the case of the HEPS described at the beginning of this section. the set of 
variables to be used, as discussed elsewhere [14,32], is chosen as being composed of 
free carriers and LO- and A-phonon Hamiltonians, and the number of e\ectrons and 
holes, indicated by Hc, Hw, HA, Ne and Nh, respectively. The corresponding auxiliary 
J~ I 
coarse·graincd N ESO [7, 22j in thís case is given by lhe cxpression 
19) 
where </J(I) ensures the normalization of il ((fJ plays thc role nf thc logarithm of 
a nonequilibrium partition function), and we used lhe nnt<ttion f1c. llc, 11 11 • /Ir o· /ln fnr 
the corresponding Lagrange multipliers that the methnd introduces. Also we dctine 
the alterna tive forms, f1c = 1/k 11 T:, #~.o= 1/k 11 T 1~0 • /lo= l.iku To. whcrc T: and 
Tto play the role of quasitemperatures (or nonequilibrium temperatures) L 43j.Jic and 
Jlh are the so-called quasichemical potentials, and, we recai!, the assumption that 
Tto = T0 was introduced. 
The equations of evolution for the hasic variables. namely, the carriers' energy E, (I) 
and photoinjected density n(t), are derived through the use of Eq. ( 5) particulari1.ed for 
this case. The contributions J(OJ and J 0 l in the equations for f.c and n are identically 
ni\1. Moreover, the collision operator of Eq. (6c), taking into account that the interac· 
tions in H' are weak, is calculated in the so-called second arder approximation in 
relaxation theory [40], sometimes referred to as the quasilinear theory of relaxation 
[ 44]. This approxirnation retains the effect of the interactions up to second arder in 
tl"-eir strengths (two quasiparticle col\isions), and consists of a M arkovian approxirna-
tion. ln the calculation we use Zubarev's approach to the N ESOM L 7,8j. The energy 
density, that is 
where V is the volume of lhe system, satisfies the equation of evolution 
d . l • 2 • 
-- Ec(r) =E~ 1 + J:·~) +E~]), (10) 
dt 
whcre on the ríght~hand síde threc contributions are prcsent: Thc first one is duc to 
interaction with thc pumping sourcc 
• ( 1 J 2rr ' '(LI 2 c h - ·c -h - · " h E, (t)~-1 -V-~_,IG (q)( (~:, +~:.J[I-j,(r)-J, 11)]11,,\1~:, +~:, -lt!I,J, 
I '' 
I 11) 
where Qq is the r}hoton frequency and llq the photon population; f/(hl are thc clcctron 
(hole) population distributions 
I I 2) 
calculated with the distribution of Eq. (9) (it may he noticcd that they takc lhe fonn of 
time dependent Fermi --Dirac-like distributions). Moreover, G0 ·1 is the matrix elernent 
for the carrier-laser-radiation interaction, namely, 
( 13) 
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where m0 is the electron rest rnass and P,., thc matrix elernent of the electron linear 
momentum bctween the Brillouin-zone center Bloch states in thc valcncc and cnnduc-
tion bands; the dipole approximation has been uscd, and 'l(w) is thc frequcncy-
dependent refraction index. 
Eq. (li) can be rewritten for the case of illumination with laser light at frcqucncy 
wL and intensity l L• as 
E~"(t) ~ a(wd[l- J'''(t) -J<h'itlJIL, (141 
where a(wr,) is the absorption coefticient, and r c) and r h) are the elcctron and hoJe 
populations at energy leveis (mx/mc!hl)(holJ.- Ec;). respcctively, where m, is thc cx-
citonic mass, (mx- 1 =me-I + mh 1) and parabolic bands are introduccd (the elfective 
mass approximation). 
The second contribution in Eq. ( 10) is the one due to recombination effccts, givcn 
by 
E~"(t) ~- h2n L \G'"'(q)\ 2 (e; + r.~Jf4'(t)J,"(tlô(ei + '~- 11!2,1, 
v •• 
( 15 I 
where G(R) !s the matrix element for the carrier-luminescence field interaction given by 
an expression identical to the one in Eq. ( 13), with Qq being in this case the frequency 
of the photons produced in the recombination processes. 
The third contribution in Eq. (to) is the one due to intcraction \Vil h the LO 
phonons via the Frõhlich potential, given by 
""'()- 2n"\V(J\'(' '') 
.Ge l - ~ -;;:-- L, (Y. q [;I<+ q ~ LA 
ri V Aq~ 
x {v.j,'(t)[l -f.', ,(ti]- (I+ v,l[l -j;']/4'',.itl} 
( 161 
where 
v,= [exp{f3 0 hw0 } ~ lJ 1 ( 171 
is the population of LO phonons with a dispersionlcss frequency (a constant oJ 0 ) to be 
denoted by v0 in what follows; a = c for electrons and a = h for holes; and V~ is the 
matrix element for the cr:-carrier--LO-phonon interaction given by 
li R I 
where E0, is the Frõhlich lleld strength. We have neglected the screening of lhe 
Frõhlich potential arising out of the polarization of the carrier charge density since. 
for the leveis of carrier concentration to be used in the calculations, such an effect is of 
minor relevance. 
The equation for thc rate of change of the photoinjected carricr dcnslty is givcn hy 
I I '!I 
where 
for thc case of illumination by monochromatic laser light of frequency w~., and the 
contribution associated to recombination processes takes the form 
Concerning the other subsystem, namely, the LO phonons, its energy density 
I 
Ew(t) ~V Tr{Ho.0 p(t,O)} (221 
does not change intime (in consequence of the assumption that these phonons remain 
in equilibrium at temperature T0 , which is achieved by means ofa very good thermal 
contact with the surrounding thermal reservoir), that is 
d . . 
dt Ew(f) = Ew,c + Ew,o =O, (23( 
where ÊLO,c = -Ê~3 l is the rate ofenergy received from the carrier systcm and 1\n_D is 
the one due to energy relaxation to the thermal bath. 
2.2. The steady state in HEPS 
We consider next the steady state arising as a consequence of continuous constant 
laser illumination. First we notice that in steady-state conditions, setting dn/df =O in 
Eq. (19) one obtains the concentration of photoinjected carriers in terms of the pump 
intensity h and quasitemperature r:. Since the laser power under conditions of 
continuous illumination should h ave low to intermediate leveis of intensit y (sa y, to be 
kept below lükWjcm 2 ) in arder to avoid sample damaging, the concentration of 
photoinjected carriers is not large and hence a nondegenerate-like approximation 
may be used in the calculations. This means that in Eq. (12) the exponentia\ is much 
larger than one, and the carriers' population takes a form reminiscent of a Maxwell 
distribution, namely 
r<lhJ "' exp 1 _ a [<''hl _ 1, ] } .lk - l Pc A c(h) · (24) 
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Using Eq. (24) in Eqs. ( 1 O) and ( 19), the integrations can hc pcrformed analyticall y to 




where we have taken into account that in Eq. (14)/(cl andphl are much smaller than 
one and have been omitted; M =me+ mh; r is the gamma function; K 0 is the Bessel 
function of the second kind: 1J(wd is the frequency-dependent refractive index: 'I, the 








which are solved using parameters characteristic of GaAs, and for hw~. = 2.4 e V. ln 
Fig. l the dependence of the density of the photoinjected carriers against the laser 
power I L is displayed. The upper curve corresponds to an intrinsic material, while the 
two lower ones (they are practically coincident) correspond to n-type and p-type 
doped sarnples with n!1 and n~ being respectively, in both cases, I O 1 8 cm-- 3 . I n Fig. 2, 
the dependence of the carriers' quasiternperature T: on / 1• is shown: we can sec that, 
as expected, it increases with increasing purnping intensity, but the di!Terence with thc 
value in equilibrium (T0 = 300 K) is small (an increase of nearly 0.5% at most). This 
implies that, the presence of a very efective relaxation mechanism is due to Frühlich 
interaction with LO phonons in these polar semiconductors. The situation is expected 
to be altered, giving ri se to more pronounced warming up of the carriers, in the case of 
indirect gap nonpolar serniconductors as Ge and Si. 
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Fig. 1. Dependence of the carrier concentration with lhe laser power: I I) i~ the ca'ie of an intrínsic material: 
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LASER POWER FLUX(\0 3 W cm- 2 ) 
Fig. 2. Dependence of the carrier's quasitemperature with the laser power: labds (I). (N) and (PJ as in the 
caption of Fig. L 
2.3. Thermodynamic aspects of the steady state in HEPS 
We consider in continuation some particular aspects of nonequilibrium thermo-
dynamics in the steady state in GaAs described in the \ast subsection. First we analyze 
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Fig. 3. Rates of carrier's energ.y variation as a function of thc laser power· (L) mcrcase dueto thc ener)!y 
pumped by ~he source; (R) relaxation duc to recomhination effccts; (LO) relaxation dueto thc intcraction 
with the LO phonons via FrOhlich interaction (intrinsic material). 
the three relaxation rates involved: the gain in energy provided hy the laser pump is 
compensated by the loss in energy via the relaxation channels involving recornbina-
tion processes and dissipation to the lattice. It can he noticed that recombirwtion acts 
as a more efficient relaxation channel than the one provided by dissipation to thc 
lattice (LO phonons) subsystem. but, nevertheless, are of the same order of magnitude. 
For illustration of the values involved, we consider a pumping intensity 
h= 3 kW/cm 2 • when for an intrinsic material the carrier concentration is ncarlv 
t .2 x l 0 18 cm- 3 . ln these conditions, the rate of energy pumped by thc laser is 
2.8 x 103 erg/(cm 3 ps), while the rate of energy loss in recomhination processes is 
1.9 x 103 erg/(cm 3 ps), and in the intcraction with the lattice 0.9 x 10 3 erg.i(cm 3 ps), 
approximately. 
Let us now consider the IST-entropy production, 6 of Fq. (7) specdied for the 
present case. ln the steady state, it is, of course, null, meaning that if we writc 
(2Xi 
where 61 is the internal production of IST entropy and 601 thc nne pumped to thc 
surroundings, one is the negative of the value of the other. Wc concentrate our 
attention on the internal production of IST entropy, namely, 
- n i-131 n E. (/' fl ) i-131 O";= f'c.l.:.c +/~LO I.O,c = Jc- 1.0 J~c ' (29) 
where we have used that .ELO."= -.E13 \ while the externa! one is given by 
- - n [E' iii E'"'J I"' ( I( ·III ·1'1 {! i· rJe11-l-'c c + c - JcJle+Jth 11 +11 )+ LOCLO.D· (30) 
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Fig. 4 provides (in arbitrnry units) the dependcnce of the internal lST-entropy pro-
duction on the laser power. As expected, it is posillvc which can bc considered as 
a manifestation of a kind of H-theorcm, indicating lhe dcvclopment of dissipati\-e 
processes in the media. Moreover, as in the case of the quasitemper<~turc (cf. l· ig. 2). 
the internal lST-entropy is larger in thc n-doped sample than in the intrmsic-type 
material, but srnaller in the p-doped sample, as a result of thc predominancc nf lighter 
and heavier carriers, respectively. 
2.4. The question of stability and thermodynamic pmperties 
We proceed to the analysis of the stability of the macroscopic stcady state in I I FPS, 
which is done by resorting to linear stability analysis [45]. For that purpose, let us 
consider n.s and {Jss the steady-state va\ues of the concentration and reciprocai 
quasitemperature of the carriers, respectively, at any given h. Consider now a small 
imparted deviation ón(t) and óp(t) from that state; resorting now to Eqs. (lO) and (19), 
and once the expressions for the contributions on their right-hand sides given hy 
Eqs. (25) and (26) are taken into account, we can arrive at the linearized equations of 
evolution for ón(t) and óP(t). The results ofthe calculation are presented in Appendix A, 
where it is shown that the Lyapunov exponents are real negative numbers. and 
therefore it follows that rhe steady state is stahlefor any value (?ftl!e control parameter. 
in this case, the laser power. ln the thermodynamic space determined by 611 and 6[3, as 
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Fig. 4. The production of the internal contribution to the IST-entropy in terms of the laser power: labels 





















IMPARTED ARBITRARY DEVIATION,Cln 
Fig. 5. Phase portrait showing the trajectories of the noncquilibrium thermodynamic state aftcr impartcd 
arbltrary deviations tJ.fl and An from thc: steady state (intrinsic material). 
zero in an asymptotic way alonga straight line of positive slope, with 
. dôfi AI+)'+ tan (}b = IIm -, = - ---- , 
1..-.<X) dón A2 
(31) 
where A 1 , A2 and }'+are given in Appendix A. 
We elo se this section with an analysis of the approach to the steady final state a t the 
end ofthe transient time. For that purpose we resort to the generalization to 1ST [ 42] 
of the Glansdorff-Prigogine criterion of evolution [ 46] for the rnacroscopic 
nonequilibrium thermodynamic state of the system to be satisfied along the trajecto-
ries in the state space. According to it, first one imposes time-independcnt boundary 
conditions- in order to enable the system to evolve to a stcady state -- and next lhe 
time derivative of the internal contribution to the production of IST-entropy is 
considered. The latter is separated into two parts, namely, one associated to the time 
variation of the Lagrange multipliers {1, i.e., 
d, - d (fi ( ) fi ) ,:·PI dt a;(r) ~ dt ' I - LO c", (I)' (32) 
and another, associated to the time variation of the macrovariables, that is 
lt is worth noticing that in the asymptotic limit when 1ST reduces to generali7ed 
irreversible thermodynamics (of Ref. [46]), Eq. (32) corresponds to thc contrihution 
arising out of the change in time of the thermodynamic forces (typically. gradients of 
the local equilibrium temperature, chemical potentials, etc.), and Eq. (33) to the 
change in time of the fluxes (of energy, mass, etc., correspondingly). The criterion 
states that the function delined by Eq. (32) is negative along thc cvolutinn of thc 
system. 
We recall that thc variahle cnergy density Ec(tl changcs in time according to 
Eq. (lO), but only EP1 is the internal contribtllion, and that Er.o is cnnstant in t11ne 
(cf. Eq. (23)). According to the criterion of cvolution, thc contrihution of Fq {]2) is 
negative along the trajcctory ofevolution ofthe macrostate ofthc system.ln thc linear 
domain around the steady state is follows that (see Appendix B) 
d, - d 
dt a,(t) ~ K, dt [p,(t) -/J,_]. (34) 
As shown in Appendix B, K 1 is a negative quantity. According lo the criterion of 
evolution, the left-hand side of Eq. (34) must be negative; hence the time deriva tive on 
the right (essentially the time derivative of the reciprocai of the quasitemperature) 
must be positive. This, according to Eq. (A.2) in Appendix A, follows for values of 
n and {3 near the steady-state values in the region below the straight line with positive 
slope 
t () ~_A, Ç0 - B, an c , 
A2ÇO- B2 (35) 
shown in Fig. 6 (the coefficients A's and B's are given in Appendix A). 
Finally, recalling that the time deriva tive of {3 is positive below the line with tangent 
given by Eq. (35) (see Fig. 6) and that the trajectories tend to the stead y <state from the 
DEVIATION lN CONCENTRATION, 
6n(arb.unil<s) 
Fig. 6. Phase portrait showing the region (hatchet) in which is to be contained the trajectory along the 
evolution from the initial equilibrium state to lhe final steady state in the intrinsic material (this i~ 
a qualitatíve figure for illustrative purpmes: as noted in lhe main text the angles (l are\ ery smalll: Line a is 
the upper limít; c is the lower \imit; and b lhe asymptotic to the trajectories approaching the ~teady state. 
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left in the region above thc stra1ght line of positive slope \Vlth (scc /\ppendix C) 
A,+/'-
tan O ~ --- - -- > O 
n A2 • 
the evolution of the system towards the stcady statc must fn[[ow a tnqcctory con-
tained in the shaded region in Fig. 6. lt ought to be noticcd that this is a qualita\1\'C 
tlgure for illustrativc purpose: for lhe case of GaAs considered previously. the slopcs 
are very small and the higher lhe laser power the higher they are. For /1. = lO kW ..... cm 2 
we obtain tan Da = 0.045 erg- 1 cm 3 • tan Oh = 1.072 x 1 O- 1 erg- 1 cm 3 • a nd ta n O" = 
1.07 x 10- 7 erg- 1 cm 3 . There is a small difference in thc numerical calculatinn be-
tween the last two angular coelllcients, but an analysis of their expressions allows to 
show that tan V c < tanOh is always satislied. 
We can derive an important consequence from the analysisjust performed Look~ 
ing at the permitted region for the trajectories to occur. we can conclude that tlte 
quasitemperarure slwws a phenomenon of overslwot, while the concentration increases 
monotonical\y towards the final steady state. This means that in the transient pcriod 
of evolution of the quasitemperature, while tending to the final steady-state v alue 
starting from a lower initial equilibrium value of preparation, this quasitemperaturc 
acquires·a value larger than the final one. ln other words. it keeps increasing in time 
until a maximum is reached and then decrease to the final asymptotic value in the 
steady state. Consequently, the general analysis performed allows us to predict 
a particular phenomenon of overshoot to he present in the nonequilibrium thermo-
dynamics of evolution towards a steady state in the photoinjected plasma in serni-
conductors. Moreover, the concentration has a sim pie behaviour: a monotonic increase 
intime. 
Of course, these results rnay have relevance if they are sustained by experimental 
measurements: two quantities are of relevance in the present study, narnely. thc 
photoinjected-carriers' concentration and quasitemperaturc. We h ave already not iced 
in the lntroduction that they are of accessible magnitude in experimcnts of laser 
optical spectroscopy, either time-integrated or tirne-resolved with the tirst one to hc 
used in this case of a steady-state condition. For details \Ve refer the readcr to 
Refs. [12-1 5]. To our knowledgc, at present such measuremcnts in the steady state of 
continuously photoexcited semiconductors are not avai\ahle. and thereforc v. e cannot 
ofTer a comparison with experiments. 
Finally, an interesting result consists in the fact that it can he numcricall~ provcd. 
using Eq. (B.2), that in the shaded region in Fig. 6, the quantity on the left of Eq. (33) 
is also negative. Consequently, 
d _ d,, _ d0 _ 
-a (l) ~- a·(t) + -~ a·(t) ,;; O dr ' dr ' dr ' ' (37) 
and therefore along the trajectory of evolution of the system the time derivati·vc of the 
internal production of 1ST entropy is negative. But. since, à'; ~O, in this case. 
minimum entropy production is verified under ali conditions, i.e., not necessarily in 
the linear regime ncar equilibrium. The quantity ã; becorncs a sta te function. and thcn. 
for the case of the homogeneous state of HEPS, thc evolution is characterizcd hy 
a variational principie. 
3. Summary and conclusions 
We have presenteei a partia! analysis of the noncquilihrium thcrmodynamics of thc 
dissipa tive state of the system in steady~state conditions. This has been done in. in 
principie, arbitrary out~of~equilibrium conditions. and the case of a photoinjccted 
plasma in polar semiconductor was considered. N umerical results wcre derived for thc 
particular case of GaAs under continuous laser illumination with intensitics capahle 
of generating densities of electron-hole pairs high enough (that is, typical!y of the 
arder of 10 16 cm- 3 and higher) to produce a fluid of mobile carriers (electrons and 
holes in itinerant Bloch~band states). For that purpose we resorted to the seemingly 
powerful, practical, and concise NESOM, which allows the construction of a statist~ 
ical thermodynamics of a large scope, namely 1ST, as described in thc preceding 
section. 
As already noticed, the presence of Coulomb interaction rapidly brings the carriers' 
system to a state of internal thermalization. a fact that can be evidenced on both 
theoretical and observational basis. Consequently, the macroscopic state of the carrier 
system is described in IST in terms of the whole energy and concentration of electrons 
and of holes. The corresponding Lagrange multipliers that thc variational method 
(MaxEnt~NESOM) introduces can be interpreted as representing nonequilibrium 
intensive state variables akin to temperature and chemical potential, usually referred 
to as quasitemperature and quasichemical~potentials. The equations of evolution for 
these variables have been derived from the kinetic equations for the basic variahles 
(energy and concentration), and from them follow their steady~state values for given 
pumping conditions (laser intensity and photon frequency). We recall that the other 
subsystem of relevance in our analysis is the LO~phonon system. whose nonequi\ib-
rium thermodynamic state is characterized in terms of its energy. and. consequently. 
the associated Lagrange parameter is the reciprocai of its quasitempcraturc. For 
simplicity we have assumed an ideal thermal contact of the LO phonon<; with the 
thermal bath (acoustic phonons plus the thermal reservoir in the given experiment). 
so that they can be characterized by the temperature T0 of equilibrium with the 
latter. 
According to our calculations for GaAs, the carriers' quasitemperature in the 
steady state is in near coincidence with that of the LO phonons, and then practica\ly 
with that of the thermal reservoir. As noticed, this is dueto the presence of an efficient 
channel of relaxation governed by the Frühlich interaction. On the other hand, the 
concentration of the photoinjected carriers increases with the laser power following 
a roughly parabolic law. A deviation of this law hecomes apparent at the highest 
intensities present, corresponding to the known tendency to the so~called optica\ 
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saturation at high leveis of excitation; the concentration of saturation in Ga/\s JS 
nearly 2 x 10 19 cm- 3 . 
ünce the steady si ate h as thus been characterizcd we lwve proccedcd lo thc <lnalysis 
of certain nonequilibrium thermodynamic propcrties. Thc production of 1ST cntropy 
was derived, and it was separated into its internal and externa! componcnts (lhe bttcr 
sometimes called the flux contrihution): the dependence on the laser powcr is illu<;-
trated in Fig. 4. The internal production is a positive one, a rcsu[t that may be 
considered to be akin to a H-theorem. 
We have calculated the time variation of the internaliST-entropy production, and 
separated it into two contributions, namely, thc one arising out of thc change intime 
of the Lagrange muhipliers and another associated to lhe evolution of the hasic 
variables (this suggests, in the limít of CIT, to look for the influence of the change in 
time of the thermodynamic forces and fluxes, respectively). Taking into account thc 
generalization to 1ST of Glansdorff-Prigogine thermod ynamic criterion for evolution, 
together with the evolution for the linearized system of equations for the concentraM 
tion and quasitemperature, we have been able to characterize the permitted region in 
the thermodynamic-states space for the possihle trajectories of evnlution in the 
vicinity of the steady-states. ln the numerical calculations performcd for the case of 
GaAs, it consists of a two-dimensional cone (the hatchet region in Fig. 6) compriscd 
between the near horizontal axis and the straight line with slope tan O" = 
4.5 x l0- 2 erg- 1 cm 3 • Moreover, it has been shown that the second contrihution to 
the change intime of the IST-entropy production is also negative. Hencc, the time 
derivative of the internal 1ST -entropy production is negative, and sincc 6; is positive in 
the neighbourhood of the steady state, as shown, hecause of Lyapounov theorem 
there follows that the generalization to 1ST of Prigogine's theorem of minimum 
entropy production is verified in this particular system (HEPS) for any nonequilib-
rium condition (we recall that the general theorem implies in the sufticient- but not 
necessary as this example shows- condition of the system being: in the neigh hourhood 
of equilibrium). This is in complete accordance, as it should. with the direct demon-
stration performed showing that in fact lhe steady state is stable undcr any levei of 
excitation. Therefore, the internaliST-entropy production in HFPS plays the role of 
a state function, with the state then characterized hy the variational condition of 
minimum of 6 1• The validity of the generalized Prigog:ine's theorem cnsures the 
stability of the homogeneous steady state. ln ou r derivation of how thc trajectories in 
thc thermodynamic state space should tend to the steady state (a~ ~hown in Fig. 6) \VC 
have been ahle to predict a particular phenomenon consisting in that the approach to 
the steady state must be accompanied with an overshoot in quasitemperature. A similar 
overshoot of quasitemperature has been predicted in the transient interval previous to 
attaining the steady state in the photoinjected plasma in semiconductors in the presencc 
of a constant electric tield, accompanied by an overshoot in current [ 11]. This suggcsts 
that in the carrier system in HEPS, dueto the nonlinearity ofthe equations of evolution. 
a complex behavior may arise in the form of the phenomenon of overshoot in some 
properties previous to the asymptotic attainment of the steady statc. 
ln this way we have completed the analysis of the noncqutlihrium thermodynam1c 
state of the HEPS in steady-statc conditions. As linal words wc note that thc 
homogeneous steady state has been shown to bc stable. and a next stcr rcquircs lo 
look for its (in)stability against inhomogcncous fluctuations. Prcliminary rcsults r<llnt 
to a possible instability consisting of the formation of a steady-statc chargc dcns1ty 
wavc, whcn the system is sufliciently driven away from cquilihrium. givin!! ri se ln thc 
emergence of a dissipa tive structure in Prigogine's sensc, a rcsult to hc clahoratcd in 
a future article. 
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Appendix A. Linear stability analysis 
After some algebra, the linearized equations of evolution derived from Eqs. (I O) and 
(19) after using Eqs. (25) and (26) are 
~bn(t) ~ -A,.Jn(t)- A,b{J,(t), (A.lj 
dt 
where ô{J and ôn stand for the deviation from the steady-state values of thcsc 
quantities. But, on the other hand, 
d 'E "' d , . d .1., dt u ,(t) ~ ''O dt un(t) + Ço dr õ ,,(t). (i\.3) 
ln the equations above, the six coetlicients are given by 
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5 ' "-~ ( 4 4 2 ') 8 2 ~- ;j'· {i;j' 1 - S E0 {J_,- S E,;{i, 
"' ( E o, E oh ) [ 2 ] + 2 ~ w 0 eftfJ •• · nuexp{zu) ------m: + - 172 (1 + v0 )exp(- z.")- V o 1t me mh 
{ [
1 _ 1 !two J x K 0 (z,.) (1 + v0 )cxp( -2z,.) z {!,_ (1 - 2z,.)K.,(z,.)- 2 - K t(z_,) 
where K 0 and K 1 are the modified Bessel functions of zeroth and llrst order, 
} - 6.J'2rr312tJe2P;ç,J{wd 
·- mJc3 M3t2 
and 
The solution of the set of coupled linear equations (A.l)-(A.3), is 
Jn(t) = ael'· 1 + be''-', 
<l{J,(r) ~ -a[(A 1 + )'+)/A 2 ]e'·'- b[(A 1 + y_)JA 2 ]e' 
(A.4a) 
iA.4bJ 
where a and b are constants of integration determined by the initial condition. ln 
Eqs. (A.4) the relevant result for ou r purpose is the knowledge of the Lyapounov 
coefficients Y± which are given by the expression 
), ~-A +(A 2 -A )112 ± 0- o 1 ' 
where 
2Ao ~ A 1 + (B,/Ço)- (A, <PoJÇo), 




and it can he shown that both Lyapunov exponents in Eq. (i\.5) are always ncgattve. 
Moreover, taking into account that I'_ < -/ + and that hoth are negative, it fol\ows for 
long times that 
dôflc At+i'+ 
~-
dán A 2 
IA Kl 
which is a positive quantity. 
Appendix B. Time derivathe of the IST-entrop)' production 
Eq. (32) in the linear domain near thc stcady-state, that is when f3c(fl -fi"~ fi __ , 
becomes 
ill.l) 
where K 1 is .E~3 ) in the steady state, that is the one given by Eq. l25c) for 11 = 1!_. and 
fJc = lJ,., and is a negative quantity (rate of loss of energy from the carrier system to 
the LQ;phonons system). On the other hand, from Eq. (33), after some algebra we 
obtain that 
d0 _ [ d d J dr a;(t) ~ (p.,- PLOI Kz dt n(t) + K 3 dt {J(t) , (8.2) 
where 
{ [
I , lw!u I x (I+ v0 )cxp( -2z.,) l{l., (I- 2z.,)K.,(z.,)- T K,(z.,) 
with, we recai!, z,. = fJ,shw/2. 
Appendix C. Lower limit for asymptotic evolution 
Eqs. (A.4) in Appendix A provide the equation of evolution describing the asymp-
totic evolution towards the final steady state, whcrc a and h are constants of 
integration that uniquely define the trajectory. Lct btJ 0 and bfJ0 define a point 
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traverscd by the trajectory in such an approach; thcn 
a= ((i[Io + N _ ôn 0 )/(N N,). 
h= -(ô[Jo + N + âllo)i(N - N 1), 
where 
\C I ai 
iC I h) 
tC.2) 
But, as shown, the trajectory must asymptotically apprnach the !inal stcady statc 
(along the straight line wilh angular coetlicient tan Vt.l from lhe left. This imp!Jes that 
m the limit t- x (and we recall that ')' < }' 1 and hoth are negative), 
dOn/dt- a}' 1- e)'. r> O, 
d6f3/dt - ·-a N +i'+ e ··r > O . 
(Cla) 
iC.3b) 
Since }' + is negative, and so are N + and N _ - N +, then a must be negative, and 
therefore, 
bPo > -N_bno ~-[(A,+ Y-)/A,]bno, (C4) 
and consequently the permitted trajectories must be contained in the upper half plane 
with a lower houndary determined by lhe straight line with angular coe!licient given 
by Eq. (36). 
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1 lNTRODUCTlON 
The presence of nonlincar terrns in the kinetic eqnat.ions which ~overn t.he cvolnt.ion of tlw 
macroscopic stat.e of open syst(~Jils, is known t.o hc a fundamcnt al condi! ion iiJr I lw "'o-calkd 
cornplex bchavior to arise. One of t.he nu-ulifcstat.ions of this lwhavior is lhe phcno1w~non of 
synergetic sclf-organi7,ation in dissipat.ive (open) systcrns [1]. Thcsc sysl<~ms, whcn k('pt under 
constant cxcitation leading to non-eqnilibrium stearly-state condit.ions, can display macroscopic 
spatial strudures. We consider here a phenomenon of this type. ExtensiYe and cornprchensive 
reviews on this subject can be found in Ref.[2]. Theoretical studies have ren~nlly sug;gested 
t.he possibility of emergence of a morphological transition in carricr systems iu bulk matt.er 
when under the action of an externa} pumping source of energy [:1]. ln this cornnmuication we 
report an in depth study on the posibilit.y of spat.ial sclf-organizat.ion of the electron systern in 
polar semiconductors while being continuously illuminated with ultraviolet radiation. Along 
the sarne line we also present some considerations involving the case of biopolyrners under 
dark-biochemical excitation. 
2 INSTABlLlTY lN A PHOTOINJECTED PLASMA 
lN POLAR SEMICONDUCTORS 
Let us considera direct-gap, polar semiconductor (GaAs for instance) with energy gap Ec. in 
contact. with a t.hermal bath at temperature T8 . The sample is driven and maintained far away 
from equilibrium through the mechanism of pumping energy using a source of tTV-light. VVe 
assume that the source radiates in a broad spectrurn of cnergies with a spectral density, g(fiw), 
2 
of the form 
( l) 
where Ern and Efi.J are a mmtmum and a maxunurn cnt-clff in cnergy, !]o is a cnnstant and 
11w is the photon cncrg;y; 8(x) is IIeaviside step funct.ion. Equation (1) implies in a constant 
illumination with photons in the energ;y interval t:m ::; fu...,· ::; f.'M, anel wc consider the case 
wherc Em < Ea and EM > Ec and, 1 herefore, electrons in the valcnce brul{l HIC excit.ed 
to the conduction band, being created elcdron-hole pairs with, say, a density n(t) (in unit.s 
of cm-3 ). Noticing that of the total radiation int.ensity focused on t.he sample, the amount 
I (in units of erg cm- 2 s- 1) which effectively contributes to the absorpt.ion processes is the 
one corresponding to energies in the interval Ea ::; E ::; Eu, aud then, in t.his model, the 
total intensity absorbed is given by I = g0 fl.E, where fl.E = EM - Ec. When the source is 
turned on, a nonequilibrium electron distribution is established in the syst.em, corresponding 
to the creation of electron-hole pairs (to be denominated carriers in what follows) and, aft.er 
a transient, which typically extcnds in a ten-fold picoscconds scale [4], a stcady-state sets in. 
This state, determined only by I (once l:l.E and T8 are kept fixed), is characterized by a spatial 
electron density distribution n(r). At low radiation intensit.ies, when the systern is in the so-
called linear regime near equilihrium, the homogeneous state (n(r) = mnstant) is expecte<} 
to be stable (predominance of thermal chaos: collisions, mainly via the long-ranbrc Coulomb 
interaction, rapidly sweep away the inhomogeneities). We analize here the conditions under 
which this state may becmne unstable against the emergence of a macroscopic spatial structure 
in the carrier system. 
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Thc clcct.ron system is treated in t hc dectron-holc rcprcseut at ion. \Ve <:onsider t hat t he 
resulting total carrier density, n = V 1 J n(r)d3r (V is the volume of tlw sarnplt>), is high 
cnough for the syst.em to be on the rnctalic side of J\Iott. transition (what t.ypically occnrs 
for densities of thc order or highcr t.han n "' 1016cm 3 ). lTnder this cnnrl.ition tlw carriers 
forma double photoinjected plasma, that is, the gas of excitons is almost completdy ionizcd. 
The carrier syst.em relaxes it.s energy in excess of equilibrium through mainly two mechanisms: 
radiative recombination and int.eract.ion wit.h the lat t.ice modes. ln polar semiconduct.ors, as 
a general rule, we can disregard the int.cradion of the carriers with the acoust.ic modes and 
deformation potential interaction with the optical phonons, only retaining Ftohlich interaction 
between carriers and LO-phonons. Higher arder processes such as self-absorpt.ion, non-radiative 
recombination, Auger effect, etc, are also neglected.: in the conditions to be analized they have 
much smaller contributions than t.he leading one due to spontaneous recombination. 
Let us consider the equation of evolution for the electron densit.y, n(r, t), at position r 
and time t .. This quantity is given by the averagc, ovcr the nonequilibrium ensemble which 
charact.erizes the dissipa tive macrootate of the system, of the particle dfnsily opcrator 1/.,t (r )1/.J(r) 
at position r, i. e., 
n(r, t) = Tr { V'1(r),P(rJp(t)} , (2) 
where p(t) is the probability distribution operator at time t corresponding to the nonequilih-
rium statist.ical ensemble formalism to be used, and 1)> and 1j} are the usual single-particle 
field operators. The statistical operator p(t), to be specified below, is built on the basis of t.he 
so-called Non-Equilibrium Statistical Operator Method (NESOM for short). NES0}.1 provides 
4 
mechanical-statistical ba.':lis for thc const rue! ion of p( t ), t he Non-Equilihrium St at ist i cal Oper-
ator. VVe noticed that NESOM is a particular noncquilibrinm ensernhle formalism founded on 
the ideas set forth by Gibbs and Boltzmann [5,G]. ln far-frorn-equilibrium systems t}w rndhod 
has been succesfully applied to severa! experimental sit.uat.ions, especially iu t h c arca of pho-
toexcited semiconductors [7], as the one we are considering here. \Vedo not here describe the 
method which is presented in the books in Rd.[5] and the review articles in Ref.[ti]; a descrip-
tion together with applications studying the ultrafast relaxat.ion process in the photoinjccted 
plasma is given in Ref.[8], while the case of polyrners is presenteei in Ref.[9]. 
Expressing the field operators wt (r) and l,b(r) on the basis of single-electron creation ( anni-
hilation) operators c~ (ck) and h~k (h_k) for electrons and boles respectivcly, we "\vrite E{!-(2) 
in the form 
n(r, t) ~L n(Q, t) e->Q< , 
Q 
where the l<àurier transform, n(Q, t), of the carrier density is given by 
k k 
(4) 
Wavevect.ors Q and k in the sums in Eqs.(3) and (4) run over the Brillouin zone (the spin 
index has been omitted), and Bloch's wavefunctions have been approximated by plane ~eaves. 




which are the average values, over the noneqnilibrimn cnsemble, of the Dirac-\Viglwr-Landal! 
single-particle dynamical operators, in this case for dectnms and for bole; n~spectivdy. and 
once t.he transport eqnations for nk,Q(t) and n~.q(l-) are obtained, the corresponding one for 
n(r, t) follows frorn FAjs.(:l) and ( 4). 
For the description of t.he noneqnilibrium statist.ical thermodynamics of this photoinject.ed 
douhle plasma (dealt with, we recall, in the well established and quite succr~sful single-particle 
de:;cription) first wc take, as basic variables, the total carrier energy, Rr(t), and electron and 





is the carriers' Hamiltonian, and 
(lO) 
are the electron and bole number operat.or. Second, for dealing with the local in space char-
acteristics sought after, we must also include the variables of Eqs.(5) and (6). ln Eq.(9) 
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ck = Ec + (h2 /2mf:) k2 and c~ = (h 2 /2mh} k2 are the band energies o[ dPdrons and holes 
respectivcly, in t.he effect.ive ma..,;s approxirnat.ion (m[(/l) denot.L>s, as usual, tlw dcctron (bole) 
effective rnass). 
Consequently, according to NESOI\l, the basic set of dynamical variahles, on which !}J(~ 
nonequilibrimn distribut.ion dcpcnds, consist s of 
( 11) 
with Q i O. 
The NESOM-nonequilibrium statist.ical operat.or p(t) is a superoperat.or built in terms of 
the basic dynamical variables of Eq.(ll) which, in Zubarev's approach [n], is given by 
where 
p(t) = exp { ~g(t, O) +L e'l''-') ~,.i;(t'. t' ~ t)dt'} , 
~ logp(t, O)= q,(t) + /l,(t) [II,~ p,(t)N, ~ ph(t)N1,] + 
+L [F~q(t)c~+Qck + F:q(t)h k qh1 k] 
k,Q 
( 12) 
is the so-called informational entropy opcrator [11], and where f3c(t), -J.1f(t}f3c(t.), -Mh(t},Bc(t.), 
F:Q(t) and F~Q(t) are the Lagrange multipliers (intensivc noneqnilibrium thermodynamic vari-
ables) that the method introduces. The frrst t.hrce ones are those associated to the homogeneous 
variables Ec(t), Ne(t) and Nh(t), andare usually interpreted as /3c{t.) = l/k8'I~•(t) introducing;, 
7 
in this way, the so-called quac;it.emperat ure ']~* U) for t hc carricr syst em, and f.l< (!) and Jl h ( t) 
are the so-called quasi-chemical potent.iab for eledrons and for holf*> respcd ivcly [12]. The 
others are those associated to the Dirac-\Vigncr-Landau dynarnical single-partid(~ operators. 
ln Eq.(l3) p(t,O) is the auxiliary statist.ical operat.or 
(11) 
sometimes called the coarse-grained part of the fine-grained statistical operat.or of Eq.(l2), or 
distribution for a "frozen" instantaneous quasi-equilibrium [5,7,13], which ha.c; a rdevant role 
in the theory and provides the foundations for a statistical irreversible thermodynamics [14]. 
The Lagrange multiplier 4J(t) (playing thc role of the logarit.hm of a nonequilibrium part.it.ion 
function) ensures t.he normalization of the statistical operator. The informat.ional entropy 
operator in Heisenberg representation, which appears in Eq.(12), is given by 
(15) 
The quantity c(> O) in Eq.(12) is an infinitesimal that. goes to zero after the trace operation 
in t.he calculation of averages has been performed. As expect.ed, after switch-off of the external 
pert.urbation t.he st.atistical operator of Eq.(l2) tends to t.he grand-canonical distribution in 
equilibrium [15]. 
We derive next the equations of evolution for the basic macrovariables of Eqs.(5)-(~), re-
sorting to the NESOM-based nonlinear quantum kinet.ic theory [6,7], but restricted to the 
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11arkovian approximation (also rlnbhcd sccond order approximation in rela.xation thcory), and 
which can be considered as a far-reaching generalization of r..:Iori-Heisenhcrg-Langcvin equa-
tions. The transport equations for Er(t) and n(t) are given, for exarnplt~, in Hd.jlO], and thosc 
for n~~~(t) are (see Ref.[17]) 
-i~ (c~tQ- e~) n~.Q(t) + ;~,V(Q) [fk+Q(t)- Jk(t)] n(Q. t.) + 
-A~.Q(t)ntQ(t) + A~.Q(t)n~.Q(t) + Lk.Q(t) +Nk,Q(t), (HiJ 
1 ( h h) h 1 [ h h l ih "•+Q- "• n,,Q(t)- ill V(Q) j_,Q(t)- J,(t) n(Q, t) + 
-A~.Q(t)n~.Q(t) + A~.Q(t)n~.Q(t) + .c~.Q(t) +N~.Q(t), (17) 
where the quant.it.ies f~(h)(t) are 
(l~a) 
(!Hb) 
that is, they are the populations in stat.e lk) in the nonequilibriurn ensemhle. 1.-Ioreover, V(Q) 
is the matrix element ofthe Coulomb interaction between elect.rons, t.his interaction being dealt 
with in RPA (in bulk matter this potential is V(Q) ~ 4Jre2 /V< 0Q2 , where Q ~ [QI and <o is the 
background dielectric constant); JV";.,~) are bilinear contributions in n~:~(t) whose cumbersome 
expressions we omit to "M"ite down for brevity since they will not be present in the linear stability 
g 
analysis to be performed; terms .C~~~ (t) are responsihle for t he clcd ron-LO-phonon intcrad ion 
(which are proportional to the square modulus of t.he rnatrix dement of Friihlich pokncial). 
AB it can be numerically dcrnonstratcd (for nnmcrical paramet.ers WC! nsed t hos(~ cnrresponding 
to the polar GaAB semiconductor, but this result is expected to be a general onc for any other 
direct-gap polar semic:onductor), t.he cont.ributions .C can he disrt!garded (in comparif>on \Vit.h 
the other linear t.enns in Bqs.(l6) and (li)) for wavenumber Q not quite closetl to the zone 
center (in GaAs, for example, negled.iug .C is quite satisfactory for all Q ~ 102cnC 1 ). VVe will 
see, as we proceed, that the instability of the homogeneous state (first bifurcation) arist~ for 
values of Q near the Brillouin wavenumber Q 8 (in GaAs Q 8 '"" 5 x 107cm- 1) anel, therefore, 
the terms .C~~~(t) can be discarded. Terms A~~~ are responsible for the interaction betwtc-en 
carriers and t he radiation fields, and are given by 
where g (fiwk) is the spectral densit.y defined in Eq.(l) at the frequenc:y fiWk =E~+ t~, and SR 
and s F are the constants 
(20) 
where e is thc electron charge, P 2 the square of the matrix of the electron linear momentum 
"' 
between conduction and valence bands states at the zone center, m() the electron rest mass, c 
the speed of light and 170<:' the high frequency refraction index. Terms A~~)(t) are composed of 
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t\vo contribnt.ions, one &%ociat.ed t.o 1 he recornbinat ion processes. narncly, I h c first I enn on t h c 
rhs of Eq. ( 19) plus the corresponding one \Vith k -----~' k + Q, and anot.her one associated t.o I he 
interaction between carriers and the externa! radiation field, namely, the second on the rhs of 
Eq.(19) plus the corresponding one with k- k + Q. 
The homogeneous steady stat.e is characterized by the Q =O .Fourier amplitude in Eq.(:~) 
and null variables n~~) (defined in Eqs.(,I'J) and (6) for Q -=J 0). \Ve are here interested, as 
noticed, in a possible instability of the stationary homogeneous state against the formation of 
a spatial paltcrn, i.e., when n~~) beoomes different from zero (for Q -=J O). For this purpose 
we study the stability of the homogeneous state resort.ing to the use of linear st.ability analysis. 
Recalling t.hat. in the homogeneous state n~~) =O (for Q -=J 0), and then ~.~> in Eqs.(lG) and 
(17) are zero, we test its evolution after an arbitrary srnall perturbation of the form 
c(h)( ) c(h)(O) , 
nkQ t = nkQ exp At (21) 
is imposed, where ..\ = ')' + iw, and following stability theory we look for the sign of ''( At. low 
intensities of the radiation source, "i is negative for ali Q in the BZ, the perturbation always 
regresses and, then, the homogeneous state remains st.able. If an inst.ability arises against a 
sinoidal structure of wavevector Q -=JO at higher leveis of excitation, then '"'i must be equal to 
zero at some criticai intensity I c, and change sign thereafter. Therefore, t.aking ')' = O in Eq.(21), 
introducing it in Eqs.(16) and (17), neglcct.ing the bilinear terms N~j}(t) and performing a sum 
over k, we arrive to the equation that determines the steady-state solutions n( Q) at the criticai 
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intenl:lity. This equat.ion is given by 
where 
and 
n(Q)•(Q,w) ~ U, 
c(Q,w) ~ 1- V(Q) L ii(k,Q,w) + ij,(k,Q,w) , 
k h(k,Q,w) + íj4 (k,Q.w) 
ii(k,Q,w) - ~ (f~+Q - m (illil + E~+Q - E~) + 







ln equations (24)-(27) lhe populations J~(h) (defined in Eqs.(18a) and (18b)), alter linearization 
of Eqs.(16) and (17), acquire a form reminescent of F'ermi-Dirac distrihulions in the homoge-
neous state of reference. For a discussion of this point see for example ReL[lO]. 
We stress that t:(Q,w) defined in Eq.(2:{) is the frequency- and wavevedor-dependent d1-
electric function of the syst.em, in the given nonequilibrium conditions. As known, the dielec-
tric function has information on all the optical properties and elementary excitat.ions (single-
particles and collective modes) of the system [18] and, for the case of highly photoexcited 
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semiconductors (a.<> the one we are considering here) it has been studied in det.ail in se'\·eral 
papers [17]. The possibility of recognizing a physical mcaning for I he fnncl ion ( ( Q, w) is, ccr-
tainly, of relevance. As we shall see below, it will bc nsdnl to discnss, ou t.he hasis of physical 
arguments, the succession of instahilities arising beyond the first hifnrcation, a ta:-;k that, in 
general, requires hard numerical work. 
Equation (22) admits two types of solutions, one is n(Q) = O \Vhich is the solntion cor-
responding to the homogeneous statc, and another one is n(Q) -/= O, the non-homogeneous 
solution, which is possible when t:(Q,w) = O. Sincc t:(Q,w) is a complex function (of real 
arguments Q and w) to set it cqual to zero requires that. both its real (Re c) aml irnaginary 
(Imt:) parts be null. After introducing the expressions for j1(k,Q,w) (l = 1 to -l), as given in 
Eqs.(24)-(27), in Eq.(23), going to the continuum limit. in k-spacc (and therefore t.he sum in 
Eq.(2:3) can be appropriately replaced by an integral over the Brillouin zone), we proceed to 
look for the root.s of t.he coupled set of equations Ret:(Q,w) =O and Imt(Q,w) =O resorting 
to numerical integration which required some careful handling. 
We consider the case of a GaAs semiconductor although the results we obtain are expected 
to be valid for any direct-gap polar systems (we recall that mf' ,..._, 0.05rr~.o; m( ,..._, 0.6m0 ; to"' 10; 
'f/OC) ""'3.5; Ec"' 1.54eV, atroam temperature; P~c/moEc ""'7.-ll; Q8 ""' 5 x 107cm 1). Our 
calculations show that., for w i= O, there are not simultaneous root.s for Ret and lmt: and 
then the inst.ability, if it exists, should be a stationary one (w = 0). Therefore we look after 
possible roots of the static (but wavenumber-dependcnt) dielect.ric function ~:( Q, O). Equation 
(23) tells us that ~:(Q,w) has dcfinite parity: Ret is odd in w whereas lmt is even in w, aml 
then Im~:(Q,O) =O, for ali Q (having recognized t.hat. t(Q,w) is t.he dielectric fundion of the 
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system, its parity follows immediat.ely from knmvn results of thc dcdro(lynamics of material 
media [19]). Therefore, we proceed to look for the possihle root.s of tht~ real pari of lhe static 
dielectric function 
,(Q, o) ~ 1 _ V(Q) L i1 (k. Q, O)h(k Q, o~+ h(k. Q, OJi.~k. Q. OJ. 
• u,(k,Q.o)J + u,(k,Q.oJJ 
(28) 
This function depends on the intensity I of the pumping source, the effective interval of ah-
sorption tlE, the bath temperature T8 , and the doping concentrat.ion n-o. 
Quite simplified expressions for t:(Q, O) under different regimes of illumination \Vere analyzed 
m some limiting conditions and reported in Ref.[3], showing that, at low intensity, no zero 
of the rhs of Eq.(28) is possible and therefore the homogeneous state is ahvays stable; at 
high intensity, the sum in Eq.(28) is shown to be nearly independent of Q and a root of 
the real part can be obtained (first. bifurcation) only in the case of doped 1}-type materiais. 
We retake here the question using t.he full exact expression of Eq.(28). Fbr fixed values of 
l::J..E and Ta we look for the possible roots of t:(Q,O) in Q-space, for different intensities I, 
considering intrinsic and doped semiconductors. The numerical calculations were carried out, 
as noticed, using the characteristic parameters of GaAs, but, as also already noticed, the 
expected behavior to be described in continuation should be a common characteristic in ali 
direct-gap polar semiconductors. 
After a scries of an in depth numerical analysis of the static wavenumher-dependent dielectric 
function, under a number of different conditions, to t\vo main laws appear to hold: 
i) for intrinsic and n-typt-doptd matnials no root of f(Q, O) is possible and, thtrEjorE, lhe 
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spatially homogeneous state is stable llnda any conditwns: 
ii) for p-type-dopr:d mattrials lht stallc didrctríc function, f(Q.O), pnsrn/s om root at r1 
criticai intensity lc; this root appwr·s for a wavenumbcr Qr nwr lhr- r-nd of llu /Jrillouin zonc. 
At the criticai intensit.y t.he homogeneous stat.c b~comes unst.able against the cnwrgence of 
a new struclure of the form 
(29) 
where nc is the photoinjected density at I c· The dependcncc of t.he phot.oinjected densit.y, n, 
on the intensity 1, for intensities such that n ;5 1019cm 3 is discussed in Ref.[lOJ, but it should 
be noted that, at higher int.ensities, the system reaches optical saturation (with n,....., 1020cm 3 ) 
and n becomes a constant independent of I. 
We considera p-type GaAs sample, with the p-doping density being TZQ = 6 x 1018cm- 3 , 
the bath temperature is Ts = 300 K and illumination is provided by an VV-light. source with 
Em< Ea andEM= 1.7eV (see Eq.(l)) and hence !).E,....., 200meV. Under t.hese experimental 
conditions we find that the criticai wavenumber is Qc ~ 1.32 x 107on- 1 meaning that the 
spatial pattern is a sinoidal structure with wavelength À ~ 50Á, which is roughly larger than 
ten times the length of the elernentary crystal cell, a "" 4.5Á. The criticai intensity is found 
to be lc ~ 0.85 TWcm- 2 • This is a very large value which, even if available in a laboratory 
(maybe resorting to UV synchrotron radiation), would produce crippling material damage (if 
not destruction) in the sarnple. Consequently, the phenomenon we have evidenced, cven though 
theoretically possible, cannot be accomplished in semiconductors under realistic experimental 
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conditions. The main reason for this fact. is t.hat the process of radiation absorption IS w~ry 
inefficient in these syst.ems. 
3 MORPHOLOGICAL INSTABILITY lN LOW DIMEN-
SIONAL SYSTEMS 
However, the theoretical results of the previous section, indicating thc fcasihility of snch 
kind of complex behavior, leads us to consider other typc of systems where the phcnomenon 
may become possible and observable in the laboratory. This is the case of systerns of low 
dimensionality, which show peculiar characlt..>ristics not present in bulk matter [20]. Particu-
lar and quite interesting systems are polymers either molecular [21] or biological [22]. These 
materiais admit quite efficient mechanisms for excitation, for examplc by applying electri-
cal currents, or, in the case of biopolymers, via the so-called "dark-excitation"', consisting in 
metabolic biochemical mechanisms [23]. \Vc notice that these systems may behave as a kind of 
semiconductor-like materiais and, in particular, are of the p-doped t.ype [21,22]. This is a quite 
interesting point -in view of the results presented in Section 2 and of considerations advanced 
by A.Szent-Gyürgy's, as, for example, stated in Ref.[24]-, and on the a.s:surnption that ef!icient 
biochemical processes may provide accesible power leveis for the phenomenon of morphological 
transition in the carrier system to follow, it is tempting to proceed with an analysis of the 
behavior of the system beyond the criticai point. The latter constitutes, in fact, a bifurcation 
point, which indicates the first instability of the homogeneous state, against the emergence of a 
steady-state charge density wave (SSCOW) as given by Eq.(29). But with increasing I beyond 
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lc, further instabilities appear, ru> \Ve proceed to show. 
For I> lc, we \Vould need to analyse t(Q,O) aft.er the nc\V inhomogcncons s\.ate has been 
stabilized, that is, t.he Eqs.(lti) and (li) aftcr thc steady-st.ate conditions have se\ in. ln tlwse 
equations, since the nonlinear terms in the amplitudes n(Q) contribui e quadratically in t(Q, O) 
andare very small (ln(Qc)l 2 « n~), they can be neglccted in a Iirst approximalion. Thus, 
we analize t(Q, O) vs 1 (> Ic) taking its expression in the hornogeneous st.ale. Our analysis 
shows that for any int.ensity 1 higher than ln t(Q, O) present.s two roots, one a\. wavenumber 
Qm < Qc and another one at. QM > Qr (at t.he criticai intensity I c these t.hree values coincide, 
i.e., Qm = Qc = QM) (see inset in Fig.l). For any given intensity, say, r> ln the dielectric 
function t(Q, O) is negative in the corresponding interval Q~ < Q < Q'u, what define a port.ion 
o[ the Brillouin zone of unstable modes. This is a quite relevant result frorn the physical point. 
of view, a one which -with independence of a mathematical rigorous handling- allows us to 
characterize the instability and the emerging new structure arising out of a succession of criticai 
points. ln fact, the quantity t(Q, O) being t.he static dielectric function of the system, it must 
always be a positive real number, as should also be t.he refractive index which is the square root 
of t. Therefore, it taking null or negative values characterizes an unphysical charact.er in the 
description of the hornogeneous state of the systern. As we have seen, for a pumping intensity 
Ic, the static dielectric function becornes zero for Q = Q~ and for lc ~ I ~ 1' it becomes 
negative for wavenumber Q in the int.erval Q~ ~ Q ~ Q~1 : This implies that., for incrcasing 
values of I beyond lc, it went through zeroes for all wavenumbers in such interval. Therefore, 
for those values of the wavenumber, the so-called dielectric response E -l ( Q, O) becomes infinite, 
indicating an instability in the charge density at such wavenumbers, in complete analogy with 
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the criteria for phase transitions in equilibrinm (sec Appcndix A). 
Therefore, we expect. t hat si arting frorn n,, (r) at t he criticai int enslty, a gTowing munber 
of stable modcs, a.••; thc int.ensity increases, contribute to com pose t hn spat ial chargc den::,ity, 
leading, at I' ( > I c), to a st.able strnet nre of t.he form 
(:lo) 
Note that this is an approximation, since the exact exprc;sion would not be linear in t he 
amplitudes as it is the simple superpooition in Eq.(30). Ilowever, once conditions leading to 
small amplitudes n(Q) are present, Eq.(30) would constitute a reasonable linr..ar approximation. 
Therefore, with increa.<>ing intensity I above ln we may expect the emergence of a charge density 
wave composed of a large number of normal modes. 
At this point an important question needs be considered, namely, imposing boundary con-
ditions. ln fact, taking into account that the samplc is finit.e in size, if L is its length in the 
direction of Q, boundary conditions impose that the permissible wavenumber are 
(3la) 
(:ll b) 
where lm and lM are the integers corresponding to the wavenumbers at the first instability, 
and l are integers (l = 1, 2, 3, ... ). Moreover there are upper and lower limiting \'alues, that is, 
Q(l) must be in the intervals, 1 :S l ~ lm (for Q};/) and 1 ~ l ~ ls (for Q~}) with la being the 
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maximum integer value for wich Q~?) < Q8 . These \Va\'cmunLers ha\'e associated charactcristic 
wavdengths which are sairl t.o he extrinsic, in t.he scnse I hat t hcy are dcpcndcnl on I h e size 
(geometry) of the systern [25,26]. 
Figure 1 shows the linear st.ahility diagrarn indicating the succession of bifurcations of the 
homogeneous st.eady state. This is a diagram which resembles, arnong ot.lwrs, I he case of I hc 
so-called trimolecular model (or Brussellator), the Bênard problem and, fit.tingly, lhe Turing 
inst.ability against morphological ordering in reaction-diffusion systerns [25,26]. First. it may 
be noticed that it has been determined the wavenumber of the expect.ed emerging steady-stat.e 
charge density wave, that is, the modulus of the wavevector, but not. its direction, what requires 
an additional ex:tended analysis. We noticed that when t his is clone, for example in the quite 
simplified model of Ref.[3], one can obtain t.he amplit.ud of the charge density wave (i. e. ln(Qc) I) 
but not the phase. ln the space (I, n(Qc), ~J?(Qc)), where ip is the phase, the crit.ical point. 
indicates a kind of Hopf bifurcation: Taken a given plane (say, the one containing 'P = O and 
ip = n) the bifurcation is of the pitchfork-like form. Second, as noticed, for I > Ir, there 
follow a succession of criticai points indicating inst.abilities of the homogeneous state against 
spatial variat.ions wit.h wavenumbers Q~ and Q<j. This is quite analogous to the case of Renard 
and Turing inst.abilities [25,26], with such fact giving the signat.ure of the symmetry-breaking 
character of the transition. 
This characteristics of a steady-state charge density wave with a complicate structure (con-
taining the linear superposition of modes as in Eq.(30) plus nonlinear contribut.ions we omit.t.ed 
to write) leads us to the prediction of a particular asymptotic phenomenon. It consists in that 
the growing number of normal modes adding (with ever increasing I), and interacting together, 
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to compose the local density n(r), would lcad to the presence of an exccss of modes in thc 
system in such a way that it. wonld show \vhat. may rescmhk dmot ic heluwior. Ld us call 
this phenornenon turbult:nt-likt chaus, following Landmú; [:>.7] anel Prigogine":-. [2H] works who 
have discussed turbulence and chemical chaos, respectively, in t.erms of an oven:xccss of rnodes 
emerging in the system, as it is the case we have considered. \\re rnay say 1 hat \vil h increasing 
pumping power there follows a particular route to t.his chaotic-like state. which we term a.-; 
Landau-Prigugine route to turbulence-like chaos, which wc descrihe qualitat.ivdy in Fig.2. This 
figure has been adapt.ed from the one in Ref.[28] (p.168), but. must. be noticed that. here is re-
ferring to local variations in space of the steady-state carriers' pla..<>ma. Moreover, pursning thc 
analogy with t.he case of some t.ypes of Belousov-Zhahotinskii readions, it may be conjetured 
that. with further increasing intensity of the pumping source one may expect t.hat new leveis of 
complex behavior could arise. Possible steps would be regimes of chaot.ic behavior accompanied 
with mixed-mode oscillat.ions chaot.ic and partially periodic, relaxation oscillat ions, ct c .. in t he 
steady-state spatial distribution of the carriers' charge density. 
4 CONCLUDING REMARKS 
Summarizing, we have reported t.he possible emergence of spatial arder in the electron system 
in bulk mat.ter under the action of an P.Xtcrnal source of energy. We have shoV.'ll that the 
electron system in semiconductors under continuous illumination with UV-light can display 
such kind of instability when the homogeneous state becomes unstable against t he formation 
of a spatial charge-density-wave st.ructure. We based our analysis on the mechanical-statistical 
formalism of NESOM, which allowed us to derive the transport equation for the electron density 
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n(r,t) defmed in Eq.(2). \Ve shmved that. t.he instability of the homogeneous state arises only 
in doped p-type materiais (for intrinsic and n-doped samples lhe hornogencons state is stahie 
under any intensity of the pnrnping sourcc). Moreovcr, it. follm\"S that t.he criticai wa\'enumher 
Q0 characterizing Lhe spatial pat.tern at. t.he first. hifnrcation, is at near t.hc ewl ofthe Brillouin 
zone (for parameters charactcristic of polar serniconduct.ors Qr,....., 107cm.- 1 , corresponding to 
wavelengths of the orcler of À ,...., 50Á, that is, ten-foid tirnes the length of the elementary 
crystal cell). The crítica! intensity of the pumping source, necessary for the phenomenon to 
follow, wa.<> found to be, typically, of the order of I c .-... 1 TW cm 2 , a vaiue so high that makes 
impossible the emergence and observation of this instabiiity in the laboratory. The high value 
of I c required for the phenomenon to arise is a consequence of the low efficiency of t he radiation 
absorption mechanism by elcctrons: The contribution a.<>sociated to the interaction between 
electrons and the externa! radiation in Eq.(19) is much smaller than the one corresponding to 
pair recombination, except at high intensities (where the bifurcation, effectively, appears). 
However, as we noticed in Section :3, materiais with low dimensionaiity ( quasi-onedimensionai 
systems, for instance) as molecular and biological polymers, whích can be eflicient.ly excitcd, 
may display the morphological transition and chaotic-like behavior we have described. ln the 
case of biopolymers, the efficient mechanisrn in action resides in the so-called dark biologi_cai 
process (chernical reactions involving enzyme catalysis, in particular, the hydrolysis of ATP). 
Hence, the carrier system in these materiais may be led to display such complfx bchatrior. This 
is a quite interesting result t.hat goes in t.he direction of the idea.•-; advanced by A. Szent-Gybrgy, 
that mobile electrons have an enormous relevance in biosystems, playing a fundamental role in 
the working of life, and that the resulting carrier conductivity in extended proteins molecules 
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may result. in Lhe building of highcr structures [21] (as the sitnation we hmT dcscrihcd in this 
paper). 
\iVe have shown on the basis of the analysis, on physical grounds, of t.he st ai i c wavcnmnhl!r-
dependenL dielectric function, t hat wit.h increasing po\\'er of t hc pnmping source heyond t hc 
criticai point (first bifurcation), more and more snbharrnonics of the fundarnent al mw cont rilmt e 
to the construction of Lhe static charge density wave. As t.hc pnmping power increases thc 
number of these componenLs grows in such a way that. the sysLcm could display chaotic-likc 
behavior, phenomenon that may be called turbulent-like chaos, in analogy wit.h t.he old Landau's 
theory of turbulence, who discussed the possible emergence of turbulence in tf'.rrns of an excess 
of modes ernerging in the ftuid. 
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for helpful discussions on the subject of Ref. [23]. We acknowledge financial support provided to 
our Group in different opportunities by the São Paulo State Research Foundation (FAPESP), 
Lhe National Research Council (CNPq), Unicarnp Foundation (FABP), the Ministry of Planning 
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Appendix A Characterization of Bifurcation Points 
Determination of criticai points of inst.abilit.y in nonlinear sys\ems is, lll general, a diflicult 
task. The mathematical approach is ba.sL>d, as known, in the use of Lyapounoy's theory. ln 
nonlinear nonequilibrium thcrrnodynamics Glansdorff-Prigogine (in)st ability crit.erion, ba.•.;ed on 
the change of sign of the quantity called excess entropy production funct.ion [25], is aYailable. VVe 
recall that. because of Prigogine's theorem of minimum ent.ropy product ion in t hc strict ly linear 
(Onsagerian) regime, the disorganized state (thermal chaos) is always stable. It.s instability 
can follow in the nonlinear regime when the system is driven by externa! exciting sonrces and 
Onsager's synunetry laws are no longer valid (these results can be generalized in the scope of 
Informational Statistical Thermodynamics, as shmvn in t.he third of Refs.[14]). 
ln the case we have considered in the main text, we can use an alterna tive approach based on 
response function theory, in dose analogy with the case of phase transitions in equilibrium. The 
critica! (or transition) point, in the latter case, is characterized by a singularity in a particular 
physical property, for example an infinite value of the specific heat in changes of structure, 
an infinite value of the magnetic susceptibility in a ferromagnetic transition, etc. -rvloreover, 
characteristics of the transition can also be derived: ln the first case just mentioned, since 
f:j.Q = Cf:j.T, by definition of the spccillc heat C, where f:j.Q is the heat provided and f:j.T the 
change in temperature, at the transition point f:j.T = O (since f:j.Q is finite), and while the 
transition proceeds the ternperature remains constant; in the second case, the magnetic energy 
being H· B/2 = J.lo IHI2 (1 + XM)/2, at the criticai point the magnetic susceptibility XM g;ocs to 
infinity and then H = O, implying in that a spontaneous ferromagnetic magnetization l\'1 f- O 
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must emerge. 
Consider nmv the case of noncquilibrium systems arbitrarily away frmn cqnilihriurn, a .. -; lhe 
one we have considcred hcre. VVe can for it. to introdncc idcas having a dose nualogy with tlw 
case of phase t.ransitions, however kceping in mind that the role of phascs in eqnilihrinm is now 
played by the stat.ionary dissipativc struct.ure. l•br the carriers" syst.ern descrihed in the main 
text, on the basis of t(Q, O) being lhe static wavenumber-dependent dielectric fnndion, and, 
since the electric energy is E(Q) · D(Q)/2 = ,- 1(Q, O) ID(Q)I' /2, at the point where ,-I goes 
to infinity (i.e. f goes to zero), D =0, implying in t.he emergence of a spont.ancous and spaC(.,'-
dependent electric polarization P -=f O, namely, the charge density wave we have evidenced .. ln 
this way, this is completely analogous to the case of electrical polarizable phase transitions in 
equilibrium, with Q = O for ferroelectrics; IQI = nja for antiferroelectrics --a is the lattice 
parameter in a given direction ·-; arbitrary Q for helical-electric materiais. 
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FIGURE CAPTIONS 
Figure 1: Linear stability diagrarn (:-;t.->e main text); t he inset shows I h c hchavior of d (j. O) 
around Qc for the criticai intensity lc and for 1 > Ir. 
Figure 2: Schematic qualitative description of the route to the so-called turbulcnt-likc chaos 
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We describe the production and the opt.ical properties of thc non-equilihrium photoin-
jected pla~ma in semiconduct.or quantum wires under continuous UV-lig:ht illumina-
tion. The wavenumber-dependent dynamic dielectric function of this systern is dcrived 
and the Raman scattering cross-section calculated. From the latter we identify t.he 
contributions frorn different types of elementary excitations. They consist of, besides 
the single-particle excitations, two typcs of collcctive oscillations: An uppcr onc, con-
sisting of an intrasubband-likc plasmon anda lower one, identified as an acoustic-likc 
plasmon. The dependence of both on the non-equilibrium (dissipative) macroscopic 
state of the system is evidenced and discussed. 
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1 
Low dimensional electron systerns are presently t.he object of extensive theoretical and ex-
perimental study [1], driven by the notable progress achieved in the dew~lopmcnt of rnd hods of 
fabrication and the attradivc possibility for t.hcir applicat.ion in dPviccs. As known, quasi-onc-
dimensional electron systems (QlDES), differently to thc case in bulk, present many novel and 
interesting effects (see for example Ref.[2]). \lost of the studies in QlDES have been mainly 
focused on these systems in equilibrium and near equilibrium condit.ions, with scarce attention 
devoted to nonequilibrium quantum plasmas ([3] and rcferences thercin). Thc lat ler is considcred 
in this communication, where we briefly report a t.heoretical study of some thermodynarnic dtar-
acteristics and optical propertics of thc photoinjcctcd plasma in quantum wirc'H crcatcd by t.hc 
action of continuous illuminat.ion in thc UV-band. Aftcr a transicnt, which typically cxt.ends in t.he 
picosecond range, a steady state set.s in, the onc we analize in what. follows. The non-equilibrium 
processes which arise in this systern are analogous to those that are present in bulk mat.ter, as 
described elsewhere [4]. 
Let us considera quasi-one-dimensional cilindrical semiconductor with axis along t he z-direction, 
in contact with a thermal bath at. t.empcraturc T 8 . Let R bc thc radius of the wire and l it.s lcngth. 
A laser light beam wit.h intensity h and photon energy hw L is continuously focused on it. Taking 
hwL larger than the energy gap Ec, electron-hole pairs are created, which attain a stationary pho-
toinjected concent.ration n. We assume t.hat t.his concentration is high enough for the electrons and 
boles to bchave as itinerant carriers. Lct us frrst determine the dependcncc of the photoinjectcd 
carrier concentration on thc intensity of the externa} radiation. For this purpose we rcsort to the 
Non-Equilibrium Statistical Operator 1\..lethod (NESOM for short), and Zuharev's approach taken 
in t.he second-order approximation in relaxation t.heory (see for exarnple Ref.[6]) is used. This 
2 
method has been extensively and succcsfully applied to scYeral non-equilibriurn sit.uations present 
in the photoinjcctc"<i plasma in bulk semiconductors [7]. 
The carriers' linear concent.ration in the st.eady state, n, ts det.ermined by the condition 
dnjdt = O, in the corresponding kinetic equation of evolut.ion for it [4], v.•hat. implies in the 
equalization of the rates of carricr production and recombinat.ion. For thc quantum wirc IUHl 1 hc 
non-equilibrium population of particles (clectrons and boles) that the mcthod provides, which in 
the usual experimental conditions rescmble Maxwell-Bolt7.mann-like distrihut.ions but, of conrse, 
in the given nonequilibrium conditions, we find that 
(1) 
where o: is the one-photon absort.ion coefficient in QlUES, ne and nh are the concent.rations 
of electrons and boles, respectively (in units of cm- 1 ) and we have introduccd thc notation 
n? 2 Eu = Ec + --K01 2m :r 
Knl = J3ndR 1 
(2) 
(:l) 
where /3n1 are the zeros of the Bessel function of order n, Jn(r /R), with n = O, 1, 2 .... and 
l = 1, 2, ... defining t.he sub-band st.ruct urc of the systern. The singlc-part ide encrgics are 
(4) 
(plus the energy gap Ec for the case of the single-electrons), and the first tcrm on the right. 
ts the kinetic energy for the free movement. in the z-direction (k is the crystalline momentum 
of carriers along the wire). Moreover, mx is the excitonic mass (m; 1 ~ m; 1 + m 1, 1), 1}'X_. is the 
3 
optical refraction index, mo the bare eledron rest. ma.'ls. i\1 = m[ +m,, (m,(h) as nsnal dcsignates 
the electron (hole) effective ma...;;s), P;,c t.he SCJUare of the rnat.rix of I he elcctron linear moment nrn 
between conduction and valence bands states at the zone cenler, anel 
'X• Y. 
lj,~~ LLe (5) 
TI=Ü l=-1 
To perform numerical calculation we consider an intrinsic samplc. i.e., n(. = n, = n, and 
{3 = l/k8 T* (k8 is Boltzmann's const.ant) whcre T* is the quasi-ternperat.nre of t.he photonxcitcd 
carrier syst.em, which can be shown to nearly coincide wit.h the temperature of the t.hermal bath, 
similarly to the result that arises in the ca..<>e of the three-dimensional (bulk) samples [1]. Using 
paramctcrs characteristic of GaAs, and the experimental condit.ions lu..; L = 2.4c F anel T = 70K, 
for three different values oft.he wire diameter d = 21l we show in Fig.l the dependence of the carrier 
concentration on the intensity of the laser be.am. ln the inset is shown n vs d for h = lOOlF cm- 2 . 
As Eq.(l) clearly indicates, n increases with the square root of the intensity and the strong 
dependence of n on t.he radius of t.he wire is also evident (for t.he range of valnes of d \\'e have 
considered this dependence can be very well adjusted by a parabola). 
Lct us now turn over the optical properties of this systcm. \V e consider t.hc case when, instcad 
of a monochromatic laser light, a continuum of energies (in the UV-band) is focust..>d on the wire, 
having an integrated intensity h (as for example obtained using ali the spectrum of frequencies 
of a dye laser ar that of UV-synchrotron light. [8]). Since ali optical properties are related to the 
dielect.ric function E(Q,w) dependent on t.he frequency (w) and wavevector (Q, in the z-direction) 
we proceed to its calculation, consistently resorting to thc abovc said NESOM. The handling of 
the calculation follows essentially the same patt.ern as we used to deal with three-dimensional bulk 
4 
samples [5]. Thc diclect.ric [unct.ion E(Q,w) in UPA i~ given by 
c((! ) ~ n(Q,w) ~ ,:,W 1 + , 
ru 
where r·o is the amplitude of a probe charge oscillating wit h freqnency ~..t.-' and wm·cveclor Q, and 
n(Q,w) t.he polarization charge it. produces (calculated in HPA). The charge density amplitude 
n( Q, w) is the .F'ourier transform in time of 
n(Q, t) ~L [n;,lk,q(t) + n~lk,q(t)], 
nlk 
given in units of the elect.ron charge, and where 
n~lk,Q(t) = ( c~,l,k+Qcn,l,k) cxp {- i~t (s~.l.k+Q- ê~,l,k) t} ' 




are the \Vigner-Landau single-particle (electron aud holc, respectively) density matrix, t.hc 
angular brackets indicating average over thc nonequilibrium ensemble in the steady state. \Ve 
further considera model where only the lowest subband (n =O, l = 1) is occupied, which restricts 
the experimental conditions t.o be used, as will be discussed below. l<Or this model t.he eqnations 
of evolution for the quantities defined in Eqs.(8) and (9) in frequcncy space are 
llwnZ,q(w) 
r 0 V(Q)- Ll.E~qn~q(w) + V(Q) (f~+Q-!:) n(Q,w) + 
+AZqnZq(w) + [-A~q + H~q] n~q(w) + 
+ [f;+Q- m L c;Qn;q(w) +L D:,qn~Jqq(w) + 
q 




+A~Qn~Q(w) + [ -AZQ + H~Q] nZQ(w) + 
+ [f~+Q-m L C~0n:0 (w) +L nt,0 nt, ,q(w) + 
q q 
+ [li'+o- mI: ~o·;Qn~Q(w) ( ll) 
' 
For brevity in these Eqs.(lO) and (11) we have omit.tcd the indexes n = U, l = 1. ).loreover, 
carrier-carrier interaction (where K0 is the zeroth-order Bessel fundion and ~""-' the optical dielec-
tric constant) which has a logarithmic divergence as QH-----+ O, and JZ(h) are the non-P-quilibrium 
populations of carriers in states ln= O,l = l,k), which, after explicit calculat.ion are f.').ven by 
(2 I '{3) 1/2 ~(h) "' 7r ~ - f(h) fk = ne(h) exp (-/3f.kOI) · 
m~(h) 
(12) 
where ~:~~) is defined in f~q.(1). For the sake of simplicity wc do not write down t.he explicit. 
expressions for the coefficients present in Eqs.(lO) and (11) (which are similar to those in bulk 
(3D) samples (see [8]), specified here for QlDF.:S). Suffice it t.o say t.hat. the tcrrn!'i A are the 
addition of two contributions, one related to the recombinat ion mechanism and 1 he anot her one 
to pair creation (which is proportional to the total intensity h). Coefficient.s R. C, [) and E 
contain information on the electron-phonon interaction and are neglected on the ba<>is that their 
contributions are much smaller than those present in A (a resnlt. similar to the onc obtained in 
bulk matter [5]). 
Solving the coupled system of Eqs.(lO) and (11) t.o obtain n(Q,w), after replacing the result 
in Eq.(6) we find that 
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c(Q,w) ~ 1- V(Q) L {''(k, Q ~) + ' 1'(kJ2 ~)} 
1 
h(k,Q,w) + >t4 (!,Q,u-) 
where 
h(k,Q,w) ~ -~ (f:+Q- I:) (11w + t>HZq) + ~ (f~+Q- I:) (I>W- C>E~0 ) (14) 
j,(k,Q,w)~ [(f;+Q-fn- (J:,q-I:)] (A;0 +A;0 ) (15) 
1 
h(k,Q,w) ~r, (llw- t>E;q) (llw + t>EZq) (lfiJ 
j4 (k,Q,w) ~- (r>W- t>H~0 ) AZq- (llw + :,r;;0 ) A;0 (17) 
where A~~) >O. We proceed next. to perform numerical calculations of the dielcct.ric fnnction 
of Eq,(l3) specified for Ql[)ES of GaAs taking d ~ 500A, T0 ~ 3K, and h~ 100\Vcm 2 , which 
implies that n ~ 5 x 105cm- 1. Thesc conditions ensure that the model we are using is justified, 
since the sub-bands other than the n =O, l = 1, which are higher in energy, are near depopulated. 
~ ~ 
For Q = 2 x 103cm- 1 , the real (Re) and imaginary (Im) parts of the dielectric function are 
displayed in the upper-right inset of Fig.2. We consider the carrier Raman scattering spectrum, 
whose intensity is expressed by [11] 
JR(Q,w) 0< [1-exp(-(lf>W)j 1 1m c 1 (Q,w), ( 18 J 
the proportionality constant is ignored and then in the figures this intensit.y is given in arhitrary 
units. Figure 2 shows the carrier Raman spcctrum in the non-equilibrium quantum wire, obtained 
aft.er using t(Q,w) of .Eq_.(13) in Eq.(18) .. F'our peaks can be identified (two quite '\Vell defined 
and two very weak) evidencing the set of elernentary excitations present in the donhle plasma: 
Two of them are the continuum of single particle excitations, one for elect.rons (cent.ered aronnd 
0.002meV) and one for boles (a very weak one roughly centered around U.UOlmeV, which can be 
7 
bettcr evidenced for larger Q in figures not shown here). The ot.her two are collediw~ excitations: 
The mode corresponding to thc intcnsc hand ccntercd aronnd 0.021mrV is in this dottblc plasma 
an analogous ofthe known intrasubband pla.<;rnon in t.he single pla..-;ma [1:3,11] \vhich we eall it the 
upper plasmon, and the one corresponding to the wcak band roughly cenlercd around O.OU5mcV 
we call the lower plasmon. These two collective excitations are in Q1DES thc equivalent. of lhe 
so-called optical and acoustical pla.srnons in bulk (:3D) sarnples (sec, c.g., second of Hefs.[1]). They 
were originally predicted by Pines [12], and corrcspond, respedivdy, to the wllw~tive rnotion of 
the center-of-rnass and relative coordinates of the electron-hole pairs. Thc upper-ldt inset in Fig.2 
presents an enhanced picture of the low frequency si de of the Raman spectrurn, wit h indication of 
the three bands other than that corresponding to t.he upper plasmon. 'l'he four types of elementary 
excitations are a]so evidenced in the real part of the dielectric function ( upper right insct in Fig.2): 
the zero pointed by the arrow (at ,..... 0.02meV) indicates the positioning of the upper pla.smon, 
the other zero { at ,..... 0.002me V) corresponds to the pcak in t he eledron single-part.icle continuum, 
a shoulder around ,..... 0.005mcV is associated to the lower p}a...,mon, and an almost unnoticed 
shoulder (evidenced in detailed computational calculations) around,..... O.OOlm.eV is associated to 
the bole single-particle continuum. Calculating the Raman spect.rum in the range of valnes of 
wavenumber Q ;:S 104cm-1 , we can draw the posit.ion of the four peaks a.s shown in Fig.3. A kind 
of energy dispersion relations, in t.he given non-equilibriurn conditions, at low Q, can bc derived 
analitically (by looking for the roots of Ref(Q,w)) for both typcs of pla.smons (the upper one, 
index u, and the lower one, index l), namely 





where both Ç and 1•1 depend on thc intensit.y ofthe radiat.ion focuscd on lhe wire. For the case 
we are considering here (h= lOO}Vrm- 2 ) we find that Ç ~ 6.9 x l06 rm s··I and 1·1 ~ :t8 x 106rm 
s- 1 . We not.ice that. the functional dependence of Wu wit.h Q is t hc sarne found in t h c ca..-;e of t.hc 
single plasma near equilibrium (see for example [13]) and rneasured for the first. t irne by Goúi et 
al. [14]. The fact t.hat. quant.it.y Ç depeneis on the intensity leads to a peculiar hduwior of lhe 
upper plasmon, a study that will be report.ed in detail in a future cornmunication. 
It. can be noticed that the lower plasrnon may have frequencies either larger than those at 
which are centered the peaks of the electron and holc bands (as in Fig.2), or in between, which 
depends on the intensity of the excitation that creates the double plasma ( the laUer case occurring 
at low intensities), we return to this point in a future communication. ln the uppcr left inset of 
Fig.3 are shown lhe group velocities of both types of plasmons, namely 1'G,1•(1J(Q) = dwu(E)(Q)/dQ 
at low Q [with vc,J ~ v1 of &].(20)]. 
Summarizing, we have shown that a photoinject.ed double plasma in quantum wires, can he 
produced at reasonable intensities of continuous lTV-light illurninat ion. Figure 1 providcs the 
values of the expected concentration of carriers (along the wire) in terms of the intensity of the 
source, and its dependence on the diameter of the wire. The wavenumber-dependent dynamic 
diclectric function of this excited system we have derived [cf.Eq.(l3)], provides informal ion on all 
the optical properties of the system. ln this cornmunication we have considered the particular 
case of carrier Raman scatterin~ (Fig.'2). It allowed us to characteri.ze the element.ary excitations 
present in the nonequilibrium stat.ionary states of the system. Resides the single-particle (elec-
trons and boles) excitat.ions, two collective excitations (plasma waves), namely, an upper plasmon 
(or intrasubband-like pla.<;mon) and a lower one (or acoustic-like plasmou) werc clearly identi-
9 
fied. Energy-dispersion-type relat.ions, in t.he given away-from-eqnilihrimn con<litions, are givPn in 
Eqs.(19) and (20), and illust.rated in Fig. a. We have shown analit.ically anrl numerically t hat. t.hc 
upper plasmon dispersion-like relation has a dependence on Q similar to the dispersion relation for 
the intrasubband plasmon in the single pla...,ma near equilibrium ( = ÇCJ)IJog( Q H) 1), howcvcr wit h 
a quite different quantity e, which, in this case, depends on the intensit.y of lhe incidcnt ext.crnal 
radiation. We have also shown that the lower pla.">mon rnay have frequencies eit.her larger t.han 
those at the peaks of the electron and bole bands (as in Fig.2), or in between, which depends upon 
the intensity of t.he radiation. Detailed studies of the dependence of the elementary excitation on 
non-equilibrium conditions accessible in experiments is part of a work in progress. 
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FIGURE CAPTIONS 
Figure 1: Carrier photoinjected density, n, as a fundion of lhe laser int.cnsit.y, h. for an intrinsic 
GaA1•; quantum wire at T = 70K. The inset. shows t.he dependence of t.he density on the wire 
diameter for h = lOOW cm-2 . 
Figure 2: The carrier Raman spectrum. The upper-right insd displays the real and imaginary 
parts of the dielectric function, and the upper-left one the enhanced low freqnency region 
indicating thc position of the single-part.icle excitat.ion and lhe lmvcr pla.,mon. 
Figure 3: Energy-dispersion-type relations for the lower anel ttpper plasmons. The inset shows 
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Apêndice E C "1 1 d 'T' J''(<n) J"("') ( 1 ') a cu o os ,~_ermos kQ e kQ m =O, , 2 : 
Dedução das Eqs.(4.22), (4.23), (4.26)-(4.28) 
Como explicado na Scçào 4.1, para a de;crição da macroYariável n(r, I) devemos considerar 
o operador Ti(r) = v,t(r)1/J(r) da Eq.(4.1) corno variáYcl dinâmica de hasc. o termo .J(Ol(r,l) 
definido na E4..(2.10) está dado nest.c caso por 
(E .1) 
Desem'olvcndo os operadores de campo na !Orma dada nas Eqs.(4.4) c ('1.f1) obtemos 
Jl"l(r, 1) L x~"( r )xk( r )Tr { i~ [a~' "k', //0 ] p(t., O)} + 
kk' 
+ Lx~"(r)\k(r)lr {,~, [a~'"k'• //o] p(t,o)} 
kk' 
(E .2) 
onde temos feito Tr{~ [a~~a~.,llo]P(t.,o)} = Tr{j- [a~tak_,,//0]p(t,ü)} =O corno ficará 
claro de aqui a pouco. O Ilamiltoniano 1!0 est.á definido na Eq.(:l2) e o operador alLXiliar 
p(t,O) na Bq.(4.19). Passando à represcnta<;iio dót.ron-huraco [cf.Eqs.(1.7) e CV~)j c usando a 
aproximação de ondas planas, podemos escrever a Eq.(E.2) na forma 
LTr{;~, [a~tQak,llo]r(t o)} e iQc+ 
kQ 




A d fi . • t .<(O) Jh(O) · t d · · · " (4 2") ' (4 2'l) . ' gora e mmos os ermos JkQ e , kQ apresen a os nas r.1qs. . .:. c . . . t.c., 
(I·: .1) 
(E .5) 
Vemos que o termo J(0l(r, t) na equação de transporte da densidade espacial de carga n(r, t) r~ 
uma combinação linear dos termos .!~~)(t) e J~~)(t), e podemos então trabalhar indist ínt.amentc 
no espaço direto ou no espaço transformado. Ao longo desta tese temos preferido este último 
caminho. Nos concentraremos apenas no cálculo dos termos J~g">(t) já qne os correspondentes 
termos para buracos se obtém em forma completamente análoga. 
Para calcular J~~)(t) devemos resolver primeiro o comutador 
(E .6) 
onde os comutadores de ct+Qck com os Hamilt.onianos lh0 , HA, HL e lin são obviamente 
nulos. Notemos que o Hamiltoniano de interação Coulombiana Hc-r [cf.Eq.(4.15)] é levado 
em conta explícitamente em H0 devido a que representa moa int.eração de rápida relaxação, 
da ordem dos pico-segundos (aquí estamos interessados em processos de tempos de relaxação 
maiores). 
O primeiro termo da direita da Eq.(E.6) está dado por [cf.Eq.(3.:3)] 
(E .7) 
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onde foi omitido o índice de spin mas deve levar-se em conta que está sempre presente contraido 
no índice k. 
No cálculo de todos os comutadores envolvidos na dedu:.áio dos termos J's, {_~útil usar a 
relação [A, BC] = [A, B] C+ R [A, C] onde A, B e C são operadores arbitrários. Por apli-
caçào recorrentemente desta simples igualdade é fácil reduzir o cálculo de comutadores de n 
operadores, a uma combinação linear de produtos de n - 2 operadores. Usando esta rq.~ra na 
Eq.(E.7) e as regras ele comutação dos operadores de elét.rons, obtemos de maneira direi a 
(E .8) 
O cálculo do traço da E<1.(E.4) leva então a 
(E .9) 
que corresponde ao primeiro termo do lado direito na Eq.( 1.22). O segundo termo desta equa.çÀ.o 
tem origem no cálculo do segnndo comutador na Eq.(E.6), i.e., [c~+Qrk, //,_. rJ. A contribuição a 
este comutador vem só dos termos H e-e e H._ -h definidos nas E<js.( 1.l(i) c (4.17). O cálculo com 
o Hamiltoniano de interação elétron-elétron dá urna combinação linear de quatro operadores, 
enquanto que o comutador com o Hamiltouiano de interação elétron-buraco dá uma combinação 
de dois operadores, como na Eq.(E.8). Uma desta."i contribuiçiX)s é, então, 
(E .10) 
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que pode-se escrever como combinação linear de produtos de quatro operadores <,c>~,.Cfi. No 
cálculo do traço da última equação se tem então que calcular termos da forma Tr { c~r;1 c'"'fc6 p(t, O)}. 
Como o operador auxiliarp(t, O) é quadrático nos operadores rt, c, este traço se calcula facil-
mente usando as regras de Wick (ver Ref.[48] para um caso geral do prodnt.o de m operadores 
ct por m 1 operadores c). Neste caso temos 
'l'r { c~c,p(t, O)} '/'r { c~c,p(t,O)}­
-1'r { c~c)5(t, O)} TI· { c~c,p(t, O)} (E .11) 
e, portanto, o cálculo do traço na Eq.(E.3) leva ao segundo termo na direita da Eq.(4.22), i.e .. 
(E .12) 
com as populações J:(t) definidas na Eq.(4.24) e n(Q, t) sendo a transformada de l:<burier dada 
na Bq,( 4.12), 
O cálculo de J(Il(r, t) e J(2l(r, t) definidos respectivamente nas Eqs.(2.11) e (2.14) segue 
essencialmente a mesma técnica descrita para o cálculo de j(0l(r, t). Da Eq.(2.11) podemos es-
crever para o J(1l(r, t) uma equação do tipo da Eq.(E.3) mas com o Ilamiltonianao de int.eração 




Usando o Hamiltoniano H' definido na Eq.(:t~) é imediato ver que que os tra(;l~..s nas eqnac,:()(~S 
acima são nulos. Efetivarnent.e, como podemos ver H' não conserva o número de partículas 
(por exemplo de.,;trúe ou cria um fóton) entanto que c~ 1 Qck e fi{ f, O) (e port ant.o o seu produt.o) 
sim conserva o número de partícula'>. Portanto ~g)(t) = J~g)(t) =O, corno cstahclecido pela 
Eq.(4.26). 
Finalmente para o cálculo de J~g) ( t) notamos primeiro que a segunda integral do lado (lircit.o 
na Eq.(2.14) é idénticarncntc :r.ero pois, como visto, os termos J~g}(t) são nulos. Prccissamos 
fazer um cálculo ela primeira integral. De maneira análoga à anterior definimos os operadores 
2 ' 
,




O cálculo dos cornu\a(lotes mio apresenta nenhuma dificuldade adicional com respeito ao feito 
acima para os otros termos J's. O ponto fundamental novamente {~ reduzir conmt adon~ que 
envolvem n operadores a combinações de produtos de n - 2 operadores c aplicar a regra de 
\Vick como dada na Eq. (E.l2) no cálculo de tnu;os de produ! os de qual ro operadows {como, por 
t.--xernplo, o que se teria no termo 1'1· { [n,. Lo(/-' - t.). [II,.. uJ. c~t Qck J] fi( t, O)}). A diferencia 
dos termos .J(O} e .J(l) ao final do cálculo dos traços é precis:.,;o tomar o limite .::: ----T O 1 nas 





onde P denota a parte principal e ó é a delta de Dirac. Neste processo de limite {: onde sur~mn 
os termos n•t'l na.;; Eqs.( 4.27) e ( 4.2H). 
Apresentamos cm continuação as expressôes finais dos coeficientes nestas cquaçê>es que foram 
usadas ao longo da tese. 
Akq(t) ~~L {ic<"l(PJI' J•(t)ó ('• + ,~ ~ l>n~"') + 
p 
+ IG(Ll(pJI' n~6 ('k + '~ ~ nn~Ll)} + (o mesmo com k ~ k + Q). (1·: .1~) 
Nesta equação já foi levado em conta a aproximação dipolar. O índice superior na frequência 
nP indica a origem da radiação: (R) para a proveniente da recombinação elétron-huracn; (L) 
para a radiação externa que entra no sistema. Os elementos rle matriz GH(L)(p) estão dados 
na Eq.(l3) do Apêndice B. O cálculo explícito das somas leva à equação (5. 7) no texto. 
Bkq(t) ~ ~L 111;(q)l2 fk+q(t) { 6 ('~ >q ~ '~ + llwq) ~ 6 (c~ lq ~ 'k ~ TlWq)} ~ 
q 
~~L 111;(q)l2 { (1 + vq) 6 ('k+q ~ 'k + llwq) + vqó (<k+q ~ '~ ~ flwq)} + 
q 
+(o mesmo com k--+ k + Q), (E .l!J) 
para os cálculos numéricos pode-se considerar Vq ~ voe w·q ~ u...• 0 para as populaçi)es e frequência 
dos fonons LO. 
(E .20) 
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+(o mesmo com k .- k + Q), (E .21) 
(E .22) 
Os coeficiente--s na equaçao ( 4.2~) se obtem dos resp~._'Ct iYos coeficientes de dN rons nas 
cquaç()f)s acima, t.rocando os índices de dót.rons pelos de buracos, i.c., (c+----------~- h). 
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Apêndice F Função Dielétrica do Sistema de Portadores 
em Condições de Não-Equilíbrio: Eqs.(4.40) 
e (4.44) 
Consideremo..'> as equações ( 4.20) c ( 4.21) com soluções do tipo harmónica como na Eq.( 4.::H). 
Rcarranjando termos podemos escrever estas equações na forma 
q q 
+ [fk+Q(t)- fk(t)] L /é~Q(t)n~Q(I) , (F.lJ 
q 
q q 
+ [f~tQ(t)- f~(l)] I: lc'~Q(t)<t~Q(t)' (F.2) 
q 
onde temos desconsiderado os termos bilinearcs N'(h) c as partes principais 'R'{hJ. Como 
pode-se ver da definição dos coeficientes no Apêndice E, as quantidades A~~)(t) chio conta 
só da interaçã.o entre os portadores e a radiação (a externa c a do campo de lnrninescencia) 
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I. · B'-<"1( ) '"-("i( ) v•<'l ( ) rd'l(t) d i i . entanto que os coe Ictentes kQ t , v Q t. , k -k Q t e r_, Q . epenc cn1 ex c nswarncl!tc q ,q ' q 
da interação portador~fônon (atravez dos coeficientes de FrOhlich). Vemos qtw o lado clireito 
i - ' b' - l' d 'á . '("1(t) N r· i c estas equaçoes e uma com maçao mear a.s van vets n.kQ . . oternos que a tram; orm::u a 
Fourier [cf.Eqs.(4.12)-(4.11)] 
n(Q, t) ~L { n~q(t) + n~q(t)} (F.:l) 
k 
presente nos membros na esquerda também são uma combinação linear com coeficientes iguais 
a 1 e poderiamos escrever o sistema de equações (F.l) e (F.'2) na forma de un sistema linear 
homogeneo. Não obstante devido ao fato de n{Q, t) ter um significado bem específico, prefe* 
rimos não decámpo-lo nos seus termos individuais, mas trabalhar com a sua forma compacta 
dada na Eq.(F.3). 
O sistema de equações (F.l) e (F.2) {de 2N componentes, onde N é o mímero de estados na 
primeira zona de Brillouin) pode-se escrever em notação matricial na forma u = Sx onde x eu 
são matrizes colunas (x sendo a incógnita eu proporcional a n(Q, t)) e í5 a matriz do sistema. 
Notemos que se os termos bilineares foram incluidos teriamos u = Sx + xt!:Bx, onde !:B é a 
matriz da forma bilinear. Neste tíltimo caso a solução geral se reduz a achar a.'3 "coordenadas 
normais" no espaço das variáveis n~~)(t). 
Embora a solução do problema é conceitualmente trivial, na pratica é extremamente dificil 
trabalhar com os coeficientes nas Equações (F.l) e (F.2) (definidcl!'i no Apêndice E) a mais de 
que as matrizes do sistema são muito grandes. Salientamos que, no caso geral, o problema não 
pode ser resolvido ainda numéricamente (inclusive nos casos mas triviais) devido a que não é 
possível conhecer os valores numéricos dos coeficientes das matrizes. 
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A técnica de solu(~ão que sc~imos {~muito simples: a oblmu;à.o da inversa da matriz IS no 
sistema linearizado e portanto a solução dada na forma x = 6 1u. Vamo._c.; ap(~nas descrever a 
ideia central já qnc o resto do trabalho é :-oirnples algebra. Definindo a.':i malrizt~s colunas g e n 
ambas de 2N componentes na forma 
(1.1) 
onde ge(h) e nr,(h) são matrizes colunas de N componentes definida..;; por 
1 (!' J') Yek=-n k-tQ-k; 1 (!'' !") 9hk = y; k-1 Q- k ' 
( F.fi) 
podemos escrever o sistema de cqua(;ões (F.l) e (F.2) na forma 
V(Q)n(Q. l)g ~(.e+ 9Jl) · n (F.7) 
c portanto a solnçào formal do problema está dwla por 
n~V(Q)n(Q.I)(.t.:+9J() 1 ·g. (F.K) 
que corresponde a uma solução implícita devido a que as incóg,1li\.a...,; ainda est.clo na I ransfonuada 
de Fourier. Nas últimas equações ternos separado à matriz do sistema crn soma de dua.'3 matriZL"'S 
.C e ffit. A matriz ,e contôm todos os termos das intera(;ões com a radiação (os A~~)(t)) e os 
termos independentes de todas as interações que estão dados por 
(F.!J) 
Por outro lado a matriz 9R contém o resto das intcrações (a de Frühlich) a t.ravez dos codicient es 
B~(Qh)(t), C"'(Qh)(t), D:(h~kQ(t) e g:(Qh)(t). Por uma questão de simplicidade mio vamos escrever 
q ,q ' q 
aqui as expressões explícitas para as matrizes já que se obtém de forma direta da..:.; Eqs.(F.l) 
e (F.2). Definindo a matriz fila de 2N componentes unitarias ê = (1, 1.1, ... , 1) podemos 
multiplicar ambos os membros da última equação por ê, e notando que ê · n é igual ao membro 
da direita de (F.3), temos 
n(Q, t)c(Q, t) ~O (F.lO) 
onde 
<(Q,tJ ~ 1- v(QJê· (~+ VJJr 1 • g, (F.ll) 
que é a equação (4.40) do texto. 
Com o intuito de obter uma expresào de (.C+ 9Rr1 que nos permita uma facil comparação 
com os resultados da função dielétrica do tipo de Lindhard (A~~l(t) =O. 9J1 =O) c com o caso 
estudado na Ref.[38] (A~~)(t) -=J. O, 9R =O) tentamos obter uma expresão aproximada na forma 
(F.12) 
Desta forma desenvolvimos tanto a matriz dos cofatores como o determinante da matriz, até 
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segunda ordem nas int.erações, i.c., 
cof\21 (l.! + 9Jl) +o(! I') ~ co~2 l (l.! + 9Jl) 
dct(2J (l.! + 9Jl) +o( H') dct(2J (l.! + 9Jl) 
onde o índice (2) indica a aproximar.;ão a segunda ordem nas intcrações contidas em II'. 
Voltando à equação (F.ll) vemos que definindo 
obtemos a eqüação ( 4.40) do t.cxt.o. 
(F.l1) 
(F.l[•) 
Devemos notar qnc, cxctuando casos pat.olô~icos, a inversa (..e+ 9Jl) 1 foi obtida dentro do 
mesmo tipo de aproxirmu;à.o usada ao longo de toda a tese, i.e., a aproxmwçà.o lin(ar JW twria 
da relaxação. O cálculo da matriz dos cofatores e do determinante mio apreseuta nenhuma 
dificuldade conceitnal. Aqui vamos a apresentar só os resultados finais. As fnnrJX:s Bk(Q,w) e 
Vk(Q,w·) est.ão dadas por 
B.(Q.wJ ig,. { [í11~(Q)- I,.(Q)] + J.(QJ} + 
iq,. {[iry~(Q)- I 2.(Q)] + \5k(Q)}, (F.lü) 
v.(Q.w) ~ [i11~(Q)- y,.(Q)] [i'I~(Q)- I 4.(Q)], (F.l7) 




Os termos I 2k, I 4k e ~k se obtém respectivamente dos termos I 1k, I 3k e Jk trocando os índices 
de elétrons pelôs de buracos e viceversa. 
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Apêndice G Relação de Dispersão do Plasmon Superi-
or: Eq.(6.22) 
A parte real da função dielétrica sob as dadas condições de não equilíbrio está dada por ( -..·er 
Eq.(13) no Apêndice D) 
(G.1) 
onde, por brevidade, omitiremos indicar a dependência das variáveis j com Q, w e k. Suas 
expressões explícitas estão dadas nas Eqs.(14)-(17) no Apêndice D. 
Um cálculo imediato mostra que 
hh - ru.~' { (f~+Q-m [ 1 - (':+~.:,,)r [ 1 + c~+~ ,z) ]-





Em todas estas equações está presente o termo 
(G.fiJ 
que já foi introduzido na Eq.( 4.:37). Para simplificar a notação chamemos fj.j'(hJ ~ .f~Y16- f~(h) 
e I e( h) = le(h)(k, Q, w). Vemos que o numerador do integrando na Eq.(G.l) é uma fonna cúbica 
em le(h) enquanto que o denominador é uma forma quártica. Escrevamos explícitamente o 
integrando da Eq.(G.l) na forma 
hh +hj4 
j~ + j~ 
TJW3 { !:J.f' (I- "1,)2 (I+ "fh)- I:J.f' (I+ "'•)' (I-"!,)}+ 
+lU,; (tJ.f'- !:J.f') (A;Q + AZq) [(A;Q + AZq) + AZq1h- A[q"',] 
1i2w4 (1-le)2 (1 + lh)2 + li2W2 [(A~a + AZa) + AZalh- Ata")'.,] 2 
Asumarnos, da mesma forma que na Seção 4.3, que 




Como comprovaremos posteriormente, a solução obtida satisfaz esta hipótese. Com esta hipótese 
está claro que não poderemos obter modos do tipo acústico já que seu comportamento é linear 
com Q. Desta forma JX>demos desenvolver o numerador e o denominador da Eq.(G. 7) até ordem 
linear em "fe(h)· Após alguns cálculos temos 
(G.9) 
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8h(k,Q,w) ~ 8,(k,Q,w) (e~ h), (G.l2) 
(G.l3) 
T,(k, Q,w) ~ -2w2 - 2AkQ (A;Q + AZq) (G.l4) 
Th(k,Q,w) ~ -T,(k,Q,w) (e~ h). (G.l5) 
Os termos de interação A~~) no limite hornogêneo (Q- O) adquirem um valor finito positivo 
dado por (ver Eqs.(5.7) e (5.8)) 
Ae(h) ~J· A'(h) _ 2 (, + h) J'(h) + 2 9 (/lwk) kO - 1m kQ - SR t:k t:k k SF 2 · ~ k+~) (G.l6) 
onde liwk = t:~ + t:Z. Da Eq.(G.9) temos 
hia+hi•-2_{8o (S,_S,T,) (Sh_So'lh)} 
''+'' - •. ~+ ~ T.1' 'Y,+ 1' ~~ 1h )3 )4 TIW -l 0 -l 0 0 0 0 -l 0 -l 0 (G.l7) 
Fasamos agora uma segunda hipótese, i.e., 




ou seja, procuramos modos coletivos cuja frequência se anule no limite de grandes comprimentos 
de onda (Q -----~' 0). Provaremos a posttriori que esta hipótese é satisfeita pela frequência do 
plasmon. Isto nos permite tomar os limites assint.óticos das variáveis S f~ T nas cqmH;Ões 
(G.10)-(G.15). Estes limites estão dados por 
S,(k,Q,w) ~ S,(k,Q,w) (e~ h), 
Q--->0 
T,(k,Q,w) ~ -T,(k,Q,w) (e~ h). 
q-o 
Introduzindo estes limites na Eq.(G.l7) (notando que Lk 50 /To= 0), temos 
onde 
ReE(Q,w) C:: 1- ~;~;,L (D.J'- D.f') {a, ('~+Q- '~)- "• (t:+Q- ,:) } 
k 
A c( h) 
-oc--''"Q'c-c-Q -











Como no limite homogêneo que estamos considerando se satisfaz 
chegamos a 
'!•(h) tJ.jdh) "" Q'!._,_ dk ' 
A c(h) ~ Ae(h) kQ - kO ' 
R (Q ) _ 1_ V(Q)Q2 "' (df~ _ dfi) {n dei_ deZ} . 
eE ,w h2w2 6 dk dk edk ahdk 
k 
Igualando a zero a última equação obtemos a frequência do modo coletivo na forma 
w'"" V(Q)Q'"' (df~ _ dfi ) { dei _ dEZ}. 






como V(Q) C: (e2 /7rE 00 L) jlog (QR)j se tem a relação de dispersão apresentada na 8q.(6.21) no 
texto, i. e., 
(G.32) 
onde 
<(I 7' R ) ~ c"' (df~ _ dfi ) { dei _ dEZ} 
"' f, B, 'ne, nh 6 dk dk 0~ dk o:h dk 
k 
com C= e2 j1fEoc;fi2 L. A ultima equação é a Eq.{6.22) apresentada no texto. É imediato mostrar 
que a solução dada na Eq.(G.32) satisfaz as duas hipótese as.<mmidas ao longo do c.álculo 
[cf.Eq.(G.8) e (G.18)]. Os limites assintóticos das Eqs.(6.24) e (6.25) se obtém trivialmente 
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notando que a baixas intensidades 
Ac(h) 00 2 , ( , + ") Jc(h) kO - "'R fk fk k ' (G.:H) 
ao passo que a altas intensidadts se tem 
(G.35) 
Finahnente notemos que a correção seguinte na equação (G.32) é do tipo f,'Q2 . Para obter 
este termo deve-se fazer uma expansão a segunda ordem em le(h) (hipótese (G.K)) e a segunda 
ordem em w (hipótese G.l8). A expressão para ( (dependente dos termos de interação) é 
extremamente complicada e não vamos apresenta-la aqui. 
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