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Preface
This dissertation is the culmination of almost 9 years of research, making my complete
doctoral journey almost 12 years in the making. Rational Ph.D. students would have
changed topics earlier on, but the reason I didn’t is two-fold:
• My boss, Dr. Stuart Young, first came up with the topic, and I felt that I owed it to
him to work on this to the best of my ability, taking it as far as I was able to.
• It was, and still is, an important area to research that still has very, very little research
done on it.
Dr. Young, I hope that this is good first step in this area; it is by no means the end of the
research as the topic is hard.
So, what is this topic? Why is this topic so difficult? And why is it so important to
research it? And why me?
For the first question, it’s easiest to illustrate it with a small example. Imagine that you
have a cellphone and are walking around chatting with someone. It’s possible that you’ll
go into an area where the radio connectivity is poor, and so your call drops out. This leads
to the following possible solutions:
• You can wait and hope that the signal improves, or you can deliberately move to an
area where you believe the signal will be better. This is what we do today.
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• Someone can make a better cellphone tower, one which follows you around to ensure
that your call never drops. This is mesh robotics, and has been the intensive focus
of research for some time. Some of this research is reviewed in §2. To the best of my
knowledge, although there is intense research in this area, there are no widespread
commercial applications of mesh robots anywhere in the world. However since this
work was published in 2021, that statement might have changed by the time you read
this.
• You can give a message to a courier, and let them take it somewhere where it can reach
the final destination either though the cellphone network when it becomes available,
or by physically couriering the message to the final destination. This is the focus of
the research in this dissertation.
The last method is a superset of the other methods, useful when you don’t have any
better choices (e.g., if you’re trapped somewhere and need to use a robot to carry a message).
The issue is that couriers can be quite slow. Imagine that immediately after giving the
courier a message, you decide to keep on moving. Since you are moving at roughly the
same rate as the courier, you could be quite far away from where you were by the time the
courier returns. How is the courier supposed to find you to give you the reply? How are
any couriers supposed to find you in the first place if you aren’t where they expect you to
be? If you combine these questions with timeliness (latency) of messages, then it becomes
a much more difficult problem to solve; in fact, there are no solutions in the general case as
it is possible for a malicious user to evade all couriers for as long as they wish, preventing
communications. Worse, under the disc communications model that is used in this work,
there are discontinuities in how an actor behaves; e.g., your behavior if the courier misses
you by a minute versus an hour might be same, but if he just barely catches you, your
behavior might suddenly shift. Taking all of this together, it is impossible to develop either
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deterministic or probabilistic models of behavior, which means we are forced to simulate,
test, and learn what we can from these experiments.
Given how hard it is to research this topic, why would we want to? Examples of why
are given in §1.1, but simply put, there are times when it is too dangerous for a human
to be a courier, but communications must still happen. These situations are common in
military scenarios, where Soldiers might be isolated and trapped by an adversary, unable to
send a person out to communicate. In this case, a robot may be able to do what a human
cannot do; act as a courier to get a message out.
The military scenario leads to the final question, “why me?” I work for the US Army
Combat Capabilities Development Command, Army Research Laboratory, an organization
that serves the US Army. That gives me a unique vantage point over what kinds of research
Soldiers need done in order to execute their missions effectively and safely. It is also why
my boss, Dr. Young came up with the topic; while neither of us knew at the time how
difficult it was going to be, nor did we know how long it would take, it was clear that it
was necessary.
In closing, this work is only a tiny, preliminary step in this direction. §7.3 gives an
outline of future work that is needed in this area; there is enough work to last for decades.
I hope that if this work does nothing else, it convinces you of how important the research
is, and whets your appetite for doing further research in this area. It needs the best and
brightest minds in both communications theory and robotics before it is even partially
solved.
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Chapter One

Introduction
This dissertation focuses on the fully decentralized control of a swarm of mobile routers1
whose task is to form and maintain a communications network where possible, and gracefully handle network partition by changing modes to be message couriers when partition is
inevitable. The strategies researched all have the ability to handle router failure (permanent
or temporary) and the online addition of new routers, making the strategies robust against
individual router failure2 .
There are many tasks where the ability to communicate is critical to accomplish a
given task, but communications networks are not guaranteed to exist and can be prone
to failure. Examples include humanitarian disasters, war, and the exploration of spaces
such as tunnels and caves. To deal with these cases, roboticists have explored mobile
communications routers that can form an ad-hoc mesh networks by repositioning individual
routers automatically to enable communications.
Unfortunately, merely having a set of mobile routers that reconfigure themselves is not
enough; there will always be cases where conditions are so poor that there is no configuration
1

For the sake of clarity, “routers” are generally called “actors” or “robots” in this work since they may
have additional tasks over and above communications.
2
While these properties are mathematically proven in this work, they were not tested in simulation due
to time limitations.

1
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of routers that will ensure that all users are connected to one another. In these cases,
the network will naturally partition into two or more components that cannot wirelessly
communicate with one another. This can lead to complete task failure as the resources
required by network users in one partition are only available from network users in a different
partition. In this case, it would be useful if one or more routers could dynamically choose
to act as couriers, physically transporting messages from one network partition to another.
Moreover, we would prefer that any strategy that we use be robust against the loss of a
proper subset of the routers such that no messages are lost.
To enable this, we need to answer the following questions:
• Which routers should be chosen to become couriers?
• When do routers decide to change their mode of operation (see §1.4.6)?
• How do couriers decide which messages need to be delivered first?
This dissertation is a first step toward answering these questions and explores a very simple
model that we hope will be expanded upon in the future by other researchers.
The rest of this dissertation is organized as follows: this chapter provides further motivating examples, a formal statement of the problem under study, and a formal description
of the model of the universe that we use. §2 gives an overview of prior work related to
this dissertation. §3 outlines several different models of the universe and provides proofs of
the limitations of those models to justify the use of our simplified model. §4 describes the
strategies explored in this work and §5 describes the experimental approach taken by this
dissertation, including a description of the simulator developed for this thesis and a defense
of the correctness of the algorithm. §6 provides the results of this research and §7 finishes
with the conclusions and directions for future research.
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3

Motivating Scenarios

The scenarios in this section are not intended as a complete enumeration of all possible
situations where autonomous robots could aid communications; instead, they are a set of
motivating examples showing the problems currently faced by different groups of people
and how robotic routers could be helpful in those situations.

1.1.1

Search and Rescue

Search and rescue is, by definition, an emergency scenario. It is possible that any emplaced communications structures, such as cellphone towers and wireless networks, have
been disrupted by the emergency. In addition, depending on the type of emergency it may
be dangerous for first responders to enter the site, more so if they cannot communicate
with their base of operations. In this case, robots are a good choice to send in first, as they
are disposable and can be made smaller, lighter, and more robust than a human being.
However, when robots are used in this manner they also require the ability to communicate
with their base of operations. This is true whether they are used as sensors or as actuators.
Our first motivating example involves a search and rescue effort for a group of trapped
miners.

1.1.1.1

Mine Rescue

Mine rescue carries many potential dangers, ranging from poisonous gases (including blackdamp, firedamp, and stinkdamp), cave-ins, rock fall, and flooding. In addition, unforeseen
natural disasters such as earthquakes can cause catastrophic damage to mines. However,
mine disasters are not necessarily fatal to all involved. In the 2010 Copiapó mining accident,
33 miners became trapped for 69 days, at which point all 33 were rescued [63]. In the 2010
Wangjialing coal mine disaster in China, 153 workers were trapped in multiple areas of the
mine when the mine was flooded (see [18]).
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The following is a fictitious story constructed from the above two examples, as well as
other mine/underground disasters ([40, 41]), to illustrate the utility of a swarm of disposable
robots.

The Disaster

0215 Local Time Shift B was toward the end of their shift in corridor C of the Blue
Mine, 500 meters below the surface under the Blue Mountains. Freddie (Mercury to his
friends) and Jordan were working the face, drilling and setting charges. Both were tired
and glad that their shift would soon be over. As they were operating the drill, they noticed
water starting to ingress into the tunnel. They stopped drilling to analyze the situation.
0218 Local Time Jordan decides to call in his supervisor (“Never make a decision
that can cost you your job, make someone else do it!”) to see what should be done. Frank,
Jordan’s supervisor, arrives and decides that the amount of water is small, so drilling should
continue.
0233 Local Time The water ingress increases dramatically. Freddie becomes concerned
as the water isn’t being removed by the pumps quickly enough. Rather than continue, he
talks Jordan into stopping the drill and backing it out. This proves disastrous as part of
the rock face falls away suddenly and what was a moderate stream of water suddenly turns
into a torrent of rapidly moving water, mud, gravel, and other debris. Both men abandon
their position, hit the nearest alarm, and retreat to the nearest shelter. They call Frank to
tell him what has happened. Frank calls the mine office and informs them of what is going
on, and that it is a “major situation”. The water is swiftly moving down the tunnel toward
the nearest shaft. The men evacuate to the surface.
0236 Local Time Bill and his crew of five are working in corridor D, 50 meters below
corridor C. They hear the alarm and start evacuating toward the nearest shaft. Unfortunately, the mine layout is such that they have to travel down to reach the crosscut that will
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take them to the shaft out of the mine. The problem with this layout becomes apparent
when they discover water in the shaft that is slowly rising. They are trapped. Realizing
that the other crews in corridor D may not know how dire the situation now is, two of the
men volunteer to run and warn the other crews. Another man, Jared, runs to the nearest
refuge to call the mine office and let them know what is happening. Meanwhile Bill and
the rest attempt to block the tunnel to prevent the water from coming in.
0313 Local Time Bill and his crew were mostly successful in blocking up the corridor;
water is seeping in, but at a much lower rate. However, based on where the water is seeping
in from, they know that the water has filled the tunnel on the other side. Unless rescue
comes from above, they are living on borrowed time. The men continue to block the tunnel
as best as they can, retreating to the refuge when the water slows to a trickle.
0319 Local Time Jared updates the mine office with their current situation. He
doesn’t know if the other crews have been found yet or not. Unfortunately, the incoming
water short circuits the mine telephone; the men are cut off.
0323 Local Time The men that had left to fetch the other crews return with them.
So far, they hadn’t seen water coming in at any other points in the mine, but that could
change rapidly; it was obvious to all that the mine was very close to (possible even under)
an underground lake or other water source that was now draining into the mine. Ventilation
was sure to be cut off at some point, if it hadn’t already, at which point a nasty brew of
gases would start to build up. The only area that had a reserve of safe air to breathe was
the refuge and even that was in limited supply. Their situation wasn’t looking good, nor
was it looking good for anyone who might be in the corridors further below them.
0325 Local Time Mine boss Bob was updated on the situation. Everyone from corridors A, B, and C had been evacuated safely, but due to the mine’s layout, corridors D
through G were cut off. The last person he’d heard from had been Jared, and that was
6 minutes ago. He knew that at least 5 men were trapped, but there were up to 45 men
trapped in various refuges in the mine. If the other miners had blocked up their tunnels,

CHAPTER 1. INTRODUCTION

6

then they could all still be alive; Bob had to find a way of verifying each man’s condition
and rescue those that were still alive. He called Mine Rescue and told them of the incident.
0415 Local Time Mine Rescue arrived on the scene and was apprised of the situation.
Clark, head of the Mine Rescue team, ordered a pallet of scout bots to be activated and sent
in. The thousands of robots were tasked to rapidly explore and map the mine to provide
much needed information on the current structure of the mine. Clark settled down to wait
for the robots to report back on what they found.
0417 Local Time The swarm of robots spread out rapidly, exploring, mapping, and
reporting back what they found as they went. As was expected, communications within
the tunnels was poor; the robots formed a mesh network as they moved, relaying what
they found as they found it. Due to the environment, some robots began to fail. This was
expected, and the swarm reconfigured as required.
0521 Local Time The first robot to reach the shaft leading to the lower levels, #756,
reported back that it sensed water in the shaft. Although it could dive into the water, it was
unlikely that it would be able to exit the shaft under its own power. Clark ordered the robots
to continue through the water, sacrificing up to 10% of the available robots in exploring.
#756 dove in, followed by a number of its brethren. Some remained at the top of the shaft,
acting as routers. The robots in the water detected that their radio communications were
cutoff by the water and switched to audio communications; the squeal of several hundred
14.4 kBaud modems operating in close quarters over the shared medium of muddy water
filled the surrounding air, water, and rock.
0522 Local Time
“What’s that sound?” asked Jared.
“What sound?” asked Bill.
“The sound coming out of the wall... like a million cicadas are serenading a bunch of
fax machines,” replied Jared.
Bill listened carefully, thought for a moment, and said, “THAT is the sound of rescue!”.
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He then started banging out SOS on the nearest hard rockface.
0601 Local Time #756 was destroyed, along with 3% of the other robots that had
been sent in to explore. The survivors successfully mapped the shaft and corridors beyond.
Corridors E, F, and G were fully explored, and 23 dead miners were discovered. All drowned.
Corridor D was only partially explored as there was a blockage. “Get me a picture of the
blockage,” Bob tells Clark. “Before we were cutoff, Jared said that Bill and some of the
others were trying to block up the corridor to prevent water from getting in; they might
still be alive!” Clark orders the robots to give a live video feed of the blockage.
0602 Local Time The swarm acknowledges the order, but the network is unable to
sustain a live video feed; the modems simply cannot keep up with the demand. The robots
in the water change modes; instead of using their modems to communicate, they start
moving in a circuit from the surface of the water to the location of the blockage and back.
This allows each robot to take a short, time-stamped video clip of the blockage, physically
courier the information to the water’s surface where they can transmit the information via
radio to the robots waiting at the top of the shaft, before returning to their circuit. As
robots run out of power and fail, others from the top of the shaft dive in to replace them.
0615 Local Time The first video clips arrive at the mine office and are played in
temporal order. Despite the jerky quality of the video, jumping from one robot’s clip to
another, they can see that the blockage looks rough but solid, and the steady sound of SOS
can be heard over the speakers. “They’re still alive!” exhales Bob in relief. The robots had
done their job, despite losing a large number of their group. Now the real work of rescuing
the miners could begin.

1.1.2

Militarily Significant Scenarios

Militarily significant scenarios are often even more complex than search and rescue situations. In this case, there is likely an adversary that is adapting to the moves of friendly
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forces and actively trying to defeat them. Communications equipment is a valuable target,
and it must be assumed that some percentage will be destroyed. Moreover, the equipment
will probably not be destroyed randomly; rather, it must be assumed that the adversary
will choose to attack in a manner and at a date that causes the most harm to friendly
forces. With this in mind, we consider the following:

1.1.2.1

Urban Warfare

Urban warfare is often characterized by relatively narrow “urban canyons”. With buildings
overlooking the main routes of travel and many locations for adversaries to hide in and
attack from, they are extremely dangerous for friendly forces to clear. How difficult the
situation is depends on many factors, including the following (partial) list:
• How familiar the adversary and the friendly forces are with the location.
• How much time the adversary has had to set up defenses.
• The equipment, training, and general combat readiness of both forces.
[32] provides a good overview of the problems Soldiers face in urban combat.
Within the domain of urban warfare are the problems of street fighting, building clearing,
and sewer or tunnel clearing, each of which is addressed below.

Street Fighting

Cities are designed for civilian populations. What are normal and de-

sirable properties in peacetime are, at the very least, problematic in wartime. Rooms that
overlook streets are good locations for adversaries to attack from, and destroyed vehicles are
good places to hide improvised explosive devices (IEDs). Moreover, if the civilian residents
have been unable to escape, they can be used as human shields, preventing friendly forces
from using artillery or aerial bombardment to simply destroy the building and the emplaced
adversary within. Heavy vehicles such as tanks and other armored vehicles are forced to
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travel in predictable patterns along the street. Since they are unable to spread out, a
well-equipped adversary may use remotely activated weapons to trap armor columns in the
street by destroying the first and last vehicle, and then picking off the units in the middle
at their leisure. This type of street fighting leaves friendly forces with several unpalatable
choices:
• Accept heavy losses.
• Use heavy bombardment to raze the area.
• Encircle the city, laying siege and preventing supplies from entering.
If there are civilians trapped in the area, then the last two possibilities become impossible
to implement ethically.
Thus, if a team of robots could scout ahead of the main force and identify adversaries
and emplaced weapons, then a great deal of the advantage that an emplaced adversary has
(the element of surprise) would be neutralized. If the robotic teams included cheap robots
designed to either neutralize or trigger IEDs and other emplaced weapons before friendly
forces and other valuable assets arrive on scene, then street fighting becomes significantly
less dangerous.

Building Clearing

Once friendly forces have fought their way to where an adversary is

hiding, they need to clear the building of adversary forces and emplaced weapons. They
must do this while minimizing civilian casualties. There are a number of tactics, techniques
and procedures (TTPs) that friendly forces can use to clear the building, but all involve
some amount of risk. The basic problem is that an emplaced adversary may have boobytrapped all entry points to a room that the friendly forces are about to enter. In this case,
the safest course of action is to make a new entry point using explosives. Since the friendly
forces are likely under fire from nearby buildings due to ongoing street fighting, the safest
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method for delivering the explosives is to use stand-off weapons such as grenade launchers
or small rockets. A side effect of doing this is that anyone in the room is usually stunned
or killed, making entry much easier.
The problem with this method is that the adversary may place hostages in likely entry
points knowing that when the friendly forces force entry, they are likely to kill or maim the
hostages. This is clearly unacceptable, putting friendly forces in an untenable situation.
Once again, robots can be used to minimize loss in this situation. The friendly forces
can direct a quadrotor or other robot to enter through any available opening, providing
clear imagery to the friendly forces trying to enter. With that data, friendly forces can
adjust their attack plan on the fly, bypassing particular rooms until they can enter in a
manner that is safe for both the hostages and themselves.

Tunnel Clearing

Tunnel clearing shares some aspects with building clearing, but have

others that are quite different. As with building clearing, friendly forces must often move
through areas where ambushes and IEDs may exist, usually with very little forewarning of
what they will be facing. However, while it is possible to guess the layout of a building based
on observing its outside, this is generally difficult, if not impossible, with tunnel complexes.
If the complexes were formed by a combination of natural and human forces, then even
determining how far the used portion of the complex extends can be challenging, allowing
adversary forces to retreat to areas that friendly forces never consider searching. That
said, natural cave and tunnel complexes often have significantly more material between the
interior caverns and the exterior; in this case, thermobaric weapons can immediately clear
out an entire complex.
Unfortunately, just as in the earlier scenarios, hostages and civilians make the simple
solution infeasible. During the course of fighting, civilians are likely to flee the area and
may be forced to take shelter in caves. In addition, in many parts of the world, it is not
only common but wise to be well armed; adversary forces may not attack civilians, but

CHAPTER 1. INTRODUCTION

11

bandits are a perennial problem, and not having any weapons at all can be a recipe for
personal disaster. This means that a cave with several well-armed people guarding it may
not actually be an adversary stronghold. The only way to know for sure is for someone to
go up and take a look.
In this case, it is safer to use long-range cameras on drones to determine if a cave is
serving as a hideout for civilians, bandits, or adversaries. If this does not yield enough
information, then covertly dropping in small robots near the cave or tunnel entrance that
blend in with the background and transmit information on what they observe may be a
better option. With bandits and adversaries, friendly forces will have an idea of how many
adversaries they face and some of the weapons they have. With civilians, they can plan
when and how to approach to minimize the chance of an altercation.

1.2

Commonalities

In each of the cases in §1.1, communications is a major factor in determining a successful
outcome. Each situation required reliable communications, ideally with low latency. In
those situations where a large amount of data is expected to be transmitted, having and
maintaining a high throughput is also critical. If we prioritize our communications needs,
we have a list as follows:
1. Maximize reliability.
2. Minimize latency.
3. Maximize throughput.

1.2.1

Reliability

A reliable network is one that transports all messages from their sources to their sinks,
regardless of the time it takes for those messages to be transported. This should be true
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even when some intermediate nodes are removed or degraded. However, within this dissertation, reliability is implicitly handled via observed latency of messages. Under this metric,
messages that are lost have infinite latency and therefore strategies that lose messages
automatically score worse than those that don’t. For this reason, this dissertation does
not attempt to measure the fraction of user messages that arrive at their destinations; all
strategies that have finite observed latency scores have earned them only if they delivered
all messages they were given, and therefore, such strategies can be considered to be reliable.

1.2.2

Latency

Latency is the next most important metric to improve. In all the situations described in
§1.1, receiving messages quickly gives users more time to act and react. Sufficiently low
latency allows users to react in a closed-loop fashion, controlling robots as they move, and
directing people toward goals.
Latency can be analyzed in a number of ways: minimum, maximum, mean, median,
mode, histograms, etc. In this work, we primarily use histograms to get a picture of how
well different strategies behave, but we focus on reducing the maximum latency suffered by
any single user message. There are several reasons for doing this.
First, reducing the maximum latency suffered by any single user message improves all
other latency metrics. As the maximum latency approaches zero, so do all other latency
metrics.
Second, improving the other metrics can lead to undesirable results. For example, if we
attempt to improve the average latency over all messages, then we can choose to optimize
the message flows between depots that have very high message volumes. This can result
in an adversarial attack where the attackers force high volumes of messages across certain
pairs of nodes to starve other nodes of network resources, causing the average latency to
reduce, but increasing the latency for certain chosen targets. In those cases where the rate

CHAPTER 1. INTRODUCTION

13

of message generation is known a priori, other metrics such as Age of Information (see [34])
could be used, but attacks could be crafted to thwart those metrics as well.
Third, latency is a scalar value, which makes optimization extremely simple. We do
not need to choose an operating point over a Pareto optimal frontier, with the attendant
possibility of choosing a “bad” point3 .

1.2.3

Throughput

Never underestimate the bandwidth of a station wagon full of tapes hurtling
down the highway.
(Andrew S. Tanenbaum)
Throughput is the least important metric considered in this dissertation. Nevertheless,
there are circumstances where a high throughput will greatly aid the mission. If a network’s
throughput is too low, then some of the data that needs to be transmitted will need to be
dropped or delivered by an alternative means. This dissertation explores the use of robots
as data ferries to physically carry information between points, but as a part of the model
it uses, it assumes that robots can courier an infinite amount of data, with the limitation
being that they can only communicate the data to another robot when they are in very
close proximity4 . This dissertation does not attempt to balance throughput against latency,
but notes that it would be an interesting area for future research.
3
By definition, all points along a Pareto optimal frontier are optimal. However, in our problem definition,
we have imperfect information on both the current state and future state of the world; it is entirely possible
that in a few moment’s time the frontier will move. In some cases, a point along the frontier will move
very little, but in other cases, it may move a significant amount. In this case, we can consider the former
point to be a “good” point and the latter one a “bad” point solely due to the amount of work involved in
reconfiguring the swarm.
4
In effect, the courier is handing off a copy of a hard drive or other storage medium to the other actor.
Since the bandwidth of various wired protocols is essentially infinite compared to wireless bandwidth, this
dissertation assumes that the courier “channel” has a latency related to distance traveled, but very high
throughput once the actors are connected. Note that the mobile actor could choose to transmit a portion of
the information on a wireless channel while at the same time couriering the information to the other actor,
which would further reduce the latency.
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Problem Statement and Metrics

Given the commonalities that we found in §1.2, we now formulate our problem statement
for this dissertation:
Given a stream of randomly generated user messages, develop distributed coordination schemes that reduce the maximum observed latency of all user messages
and characterize the distribution of observed latencies using a variety of metrics.
This problem statement is still imprecise; further definitions are provided in the following
sections, but first we explore what the goal implies further.
First, our goal implies that the performance of individual robots is immaterial; we care
only about the latency of the user messages. Thus, the delay or destruction or one or more
mobile robots may not have an impact on the metrics of interest in this dissertation. In
addition, it is perfectly acceptable to duplicate a message and route it to its destination via
multiple independent routes. This brings up the second point.
As discussed and clarified further in §1.4, messages can be transported using different
means. In addition to multiple wireless channels, the network has the option of tasking
robots to physically courier messages from one network partition to another. Thus, a large
portion of what this dissertation studies is how to make the choice of switching between
different modes of communication to support the goal stated previously.
With our goals firmly in mind, it is now time to fully specify the model of the universe
that we are using in this study.

1.4

Model of the Problem and the Universe

The universe that we use in this study is outlined in the following rules. Their interactions
are expanded upon in the rest of this section.
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1. The universe is a two-dimensional Euclidean space (R2 ) onto which a Cartesian coordinate system has been imposed.
2. There are no obstacles in the universe. This also implies that the actors in the universe
cannot physically obstruct one another.
3. Actors in the universe can communicate over channels. Channels do not interfere with
one another; in particular, actors may simultaneously use more than one channel at
the same time.
4. Actors may be members of a subset of the available channels. Actors may only
communicate with one another directly if the intersection of their subsets is not empty.
All actors are members of the “courier” channel5 .
5. Communications over a channel obeys a disc model. Actors A and B cannot communicate if they are separated by a distance greater than the channel’s radius r. If
they are separated by a distance less than or equal to r, then they may be able to
communicate, subject to the other rules. Since all actors are at a distance 0.0 from
themselves, they always receive their own broadcasts.
6. If A and B are able to communicate, then their communications rate is the channel’s
byte rate b, which is the number of bytes per second that can be transmitted on the
channel6 .
5

To clarify this point: if two actors A and B have no communications channels in common, but do share
channels in common with actor C, they are still able to communicate with another by routing their messages
through C.
6
This is not a typographical error. For the purely pragmatic reason that commonly available computers
operate more efficiently with bytes than with bits, the simulator written for this study operates on messages
that are multiples of bytes in length and is written to use byte rate rather than bit rate for all calculations.
Note that this can be changed in the future; while the simulator’s public application-programmer interface
(API) only accepts byte strings, internally it operates on bit values, and can be rewritten to accept bit
strings instead.
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7. Both r and b are fixed for all time for a given channel, but different channels can have
different values for both r and b. Both r and b are positive real numbers7 .
8. Transmissions on a given channel may interfere with one another; that is, if actor B
is within radius r of actors A and C, and A and C have overlapping broadcasts on
the same channel, then the overlapping symbols are randomized8 , with the received
symbol chosen uniformly at random and independent and identically distributed (IID)
over the set of potential symbols.
9. Actors are only permitted to receive two types of information on a given channel:
• From their point of view, the channel is quiescent.
• From their point of view, the channel is in use and that they have received a
given symbol9 .
In particular, an actor cannot be told that two broadcasts overlap in time, nor can
actors be told that any of their broadcasts were successfully received by another actor
(although actors may develop protocols on top of the model that allow them to deduce
this information). The symbol that an actor receives may be corrupted; internally,
the simulator keeps track of all symbols an actor receives during a given window of
time and if more than one are received during the same window of time, a random
symbol is generated an inserted into the actor’s reception queue. It then becomes
the actor’s responsibility to deal with the corrupted bits. This is discussed in greater
detail in §5.
7

As with other choices made in this work, this is a pragmatic one; our simulator was simpler to implement
when we assumed that both values were positive.
8
With sufficient Forward Error Correction (FEC) encoding, a probabilistic model would allow some bits
to make it through, but at a reduced rate. Error detection and error correction are very large fields of study
in and of themselves. This work is not concerned with this, and simply uses the RaptorQ codes defined
in [38] to encode complete packets into redundant sets of frames as there are readily available libraries for
doing so. Note that RaptorQ is a method of encoding a packet, not a bit; thus, a single bit error will corrupt
an entire frame, but if we receive any k of n frames, we can reconstruct the original packet.
9
Our simulator assumes Quadrature Amplitude Modulation (QAM) encoding, which transmits more
than one bit per analog symbol.
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These rules lead to a number of interesting cases. We can use Fig. 1.1 to illustrate some
of these cases. Note that in the following examples, “broadcast” means a complete packet
or message, not individual bits or symbols.

A

B

C

Figure 1.1: A simple, linear network, used as a didactic example. B is within range of both
A and C, but A and C are not within range of one another.

1.4.1

A and B Have Overlapping Broadcasts

Assume that in Fig. 1.1, actors A and B have broadcasts that overlap in time. Also assume
that actor C can hear B but not A. Finally, assume that the actors aren’t moving relative
to one another, so that the broadcast isn’t broken by going out of range. Under these
circumstances and if no other broadcasts occur, C will receive the broadcast from B, but
both A and B will have garbled reception of each other’s broadcasts10 . This illustrates that
some listeners may have a clear reception, while others will have a garbled reception, even
for the same broadcast.

1.4.2

A and C Have Overlapping Broadcasts

Assume a similar situation to §1.4.1, but instead of A and B broadcasting, A and C are
broadcasting. Also assume that actor B can hear A and C, but A and C cannot hear each
other. In this case, B may or may not receive the message, and neither A nor C can be
10

As alluded to earlier, the symbols that A and B receive that overlap in time and space are randomly
mutated. Since the symbols involved may have some kind of FEC encoding, it isn’t possible to say that
the packet won’t be decoded correctly. In some types of encoding, such as network coding (see [37]), both
packets could be successfully decoded. This affects all of the other examples in this section.
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permitted to learn that their messages were garbled as this would leak information that is
not physically realizable in the real world. This also shows how nodes that aren’t able to
communicate directly with one another can still have an effect on each other, even if only
indirectly.

1.4.3

Relative Motion

Relative motion adds yet another complication. If a listener is out of range of a broadcaster at any point in time during a broadcast, the broadcast will be corrupted from the
listener’s point of view. This must be accounted for correctly even in the circumstance
that a broadcaster leaves and then comes back into range of a listener before the end of a
broadcast.
Layered on top of this is the possibility of multiple broadcasters, all moving relative
to one another. This is the reason why rule 9 exists; it is insufficient to only receive a
message, an actor must also know that a channel is currently being used. By knowing
that a transmission actually occurred on some channel, the actor may choose to change its
behavior, even if it can’t decode the message itself.
The previous vignettes illustrate some of the problems that obeying the rules in §1.4
cause. These stories are not complete, but should show the user that even though the model
of the universe is simple, the interactions among actors are not trivial. As more actors are
added to the system, the interactions become significantly more complex. Further mathematical analysis is provided in §3, and the experimental approach taken in this dissertation
is described in §5.

1.4.4

User Messages

User messages are what our metrics are based on. They have the following characteristics:
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• Messages are strings of octets and the contents of the messages are arbitrary. While
the simulator can support arbitrary-length messages, for purely pragmatic reasons all
user strings were deliberately chosen to be zero-length11 .
• Messages always have a single source and a single sink. The source is always selected
uniformly at random over a special subset of nodes called depot nodes. The sink is
selected uniformly at random from the non-empty12 subset depots − {source}. The
set of depot nodes that were used as the source of source and sink nodes was varied
over time.
• The rate that messages are generated by depots can vary between depots, and can
change over time.
The reason that user messages were deliberately set to zero-length was for the simple
reason that the simulator is sufficiently fine-grained that the wall-clock time of the experiments was excessive, with the longest experiment requiring multiple weeks of continuous
runtime to complete, producing almost a tebibyte of data.
Each simulation was also executed over the period of a single simulated day, with a
sudden mode shift at “noon”. The mode shift altered the set of depots that the source and
sink were drawn from, with the “morning” set of depots being disjoint from the “afternoon”
set. This tested each strategy’s ability to adapt to sudden changes in mode.

1.4.5

Latency

Message latency is measured from the time that a user message is first “created”13 , to
the moment when the first acknowledgment of the receipt of the complete user message
11
Zero-length user messages does not mean that zero-length packets or frames were transmitted, it just
means that the payload of the packets was zero-length.
12
The simulator enforces the rule that the subset be non-empty.
13
For the sake of repeatability, all message streams are pregenerated and fed to their source nodes at the
appropriate time via a script. This also permits comparisons of different strategies in a controlled fashion.
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by the sink is received by the source of the user message. Simulations are not considered
to be finished until every source has received at least one acknowledgment for each user
message that it “created”. As a side-effect of this requirement, should a user message ever
be irrecoverably lost, then that given simulation will never terminate.

1.4.6

Actor Roles

In this work, actors may take on one of three roles:
• depot
• trading post
• mobile robot
A simplified graphic of these roles is given in Fig. 1.2; the roles are covered in the
explanations that follow.

Depot

Trading post

Mobile robot

Figure 1.2: This is a small network, similar to the types explored in this work. Three
depots have communications ranges depicted by the red circles, one trading post (whose
communications range is depicted by the green circle) has chosen to act as a relay and
range extender for two of the depots, and one mobile robot (whose communications range
is depicted by the blue circle) is couriering messages from a depot to the trading post.
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Depots

Depots are a special kind of node:
• They are immortal. They will never fail, be destroyed, or otherwise cease normal
operations during the course of a simulation.
• They are immobile and in well-known locations. All actors in a simulation know where
all depots are located at the start of a simulation.
• They will never change roles; that is, if an actor is known to be a depot at the start
of a simulation, then it will always be a depot for the duration of the simulation.
• As implied earlier, they are the only objects that can act as either sources or sinks
for any user message in the simulation.
Depots represent large, fixed assets in the simulation. Examples of this might be the
base camp in a search and rescue situation, or the command and control vehicle in a military
situation. They are of such great importance that if they are destroyed, then the mission
is a complete failure; further execution of any strategies to maintain communications is
pointless. In addition, because they are of such great importance, all nodes in a simulation
are aware of the locations of all depots. This allows mobile robots to bootstrap their
behavior if they start a simulation at a distance beyond the communications range of any
other robot, and therefore, need to find a depot to work with.

1.4.6.2

Trading Posts

A trading post is a mobile robot (see §1.4.6.3) that has decided to stop moving for a period
of time. Some strategies (see §4) use them and some don’t. Trading posts can be used as
routers to relay messages across a network, or they can extend the range of other actors in
a particular direction (see Fig. 1.2 for an example of this). They can even act as temporary
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collection points for messages, broadcasting their intended future trajectory so that other
robots can drop-off messages with the trading post, which will then courier the message
forward at a future date.
In general, mobile robots will only choose to be trading posts for a limited period of
time. When they do choose to be trading posts, they will often advertise how long they
plan to remain at the given location. They may extend their stay, but cannot move until
after the latest advertised date14 . This allows other actors to plan how they will route their
messages based on the promises of the trading posts they know about.
Unlike depots, their precise locations and disposition can only be learned at runtime,
while the simulation is being executed. This means that it is entirely possible for information
about which actors are currently trading posts and which are currently mobile robots to be
unknown to a given actor.

1.4.6.3

Mobile Robots

Mobile robots can act as both couriers and physical relays at the same time. Their positions
are generally only known to themselves, although they can broadcast their current locations
and trajectories should they wish to do so (not all strategies do this and further work is
needed to determine how useful this information would be to solving the problem).

1.5

Brief Overview of Prior Approaches

Considerable related research has been done, some of which is reviewed in §2. In general,
the approaches tend to fall into one of the following categories:
• Avoid network partitioning at all costs.
14

They also have the choice of not advertising how long they will stick around, allowing them to move
at any time.
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• Assume that all but a few nodes are immobile and use the few mobile nodes as data
ferries.
Both of these approaches fall short of what is needed.
In the former case, only under certain limited conditions can it be mathematically proven
that a given controller will never permit network partitioning from occurring. In particular,
if any mobile node is permitted to fail, then there is no guarantee that the given node was
not critical to keeping the network graph connected. Seeking redundancy by enforcing that
there are always at least k fully independent routes between any pair of depots merely
reduces the probability of partitioning from occurring, but doesn’t prevent it entirely. This
observation is still true, even under the model proposed in §1.4; if nothing else, the depots
may be spread so far apart that it is impossible to form an unbroken network connecting
all the depots to one another. Thus, there must always be a method of recovering from
partitioning, if not utilizing partitions to increase efficiency.
In the latter case, the problem has been reduced to a version of the Traveling Salesman
Problem (TSP) where there are multiple cooperating salesmen. In some ways, this is
worse than the previous case as the network is reliant on a small number of mobile nodes
never failing. Since some of the papers cited in this dissertation referenced exactly one
mobile node, it becomes immediately obvious that if that one mobile node fails, then the
network would become permanently partitioned. This is not a robust solution for emergency
situations where node failure can happen at any time.
These shortcomings, and given the critical nature of the problem as shown in the examples in §1.1, are why we choose to investigate this problem.
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Thesis Contributions

This thesis has the following new contributions to the literature:
• A set of impossibility proofs for different models of the universe.
• A description of a tentative event-based simulator to test strategies on a simplified
model of the universe.
• A collection of strategies and simulation results for them.
• Directions for future research.
As proven in §3, only under very restrictive assumptions can we prove a controller
will not fail. Moreover, because instances of the TSP can be reduced to our problem in
polynomial time, it is immediately obvious that at least some instances of our problem
are NP-complete, and therefore, our problem is in general intractable to solve. In addition,
since the decision version of the TSP is itself NP-complete, we cannot state what the cost of
the lowest-cost route (or routes) would be, which means that we cannot prove how close to
the optimum we’ve come, even for the “simple” TSP-like instances of our problem. Finally,
proofs in §3 show that at least some instances of our problem are mathematically chaotic,
with non-smooth transitions in expected behavior across small dislocations in the initial
configuration space of the set of robots. This makes extrapolation of the results difficult,
if not impossible. While unpalatable, these results are important to the field as they show
that there does not exist a “silver bullet” that will solve this problem.
Since we cannot prove that any given strategies will succeed, nor can we prove how
close a given strategy comes to some optimum method, we are forced to test our strategies
in simulation. The simulator’s design is described in §5.1; it forms a major portion of this
dissertation’s contributions. In essence, the simulator loads a script that describes the roles,
locations, and velocities of every node at the start of a simulation, as well as a timeline for
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when messages are created by their respective sources. This allows direct comparison of the
performance of different strategies, which provides the experimental results of this thesis,
which are given in §6.
Taken together, the proofs, the simulator, and the experimental results of the simulations
form this dissertation’s contributions to the field.

Chapter Two

Prior Work
Many researchers have contributed significantly to areas that are related to our problem,
but there appears to be very little research on our precise problem. In general, the related
research tends to fall into two mostly disjoint camps.
The first assumes that network partitioning is to be avoided at all costs, and if it does
occur, then the primary goal overriding all others is to reconfigure the robots such that the
network is healed into a single component. This camp tends to assume that many, if not
all, robots are mobile and that they start in a configuration that is fully connected, which
means that the controller need only ensure that partitions never occur. A selection of these
are covered in §2.1.
The second camp assumes that partitioning into two or more connected components is
normal, but that the vast majority of actors are immobile. This is common in literature
involving data ferries, where a single1 robot is mobile and the rest are immobile sensors
that must be serviced by the mobile robot. These papers tend to devolve into strategies for
solving some form of the TSP to produce reasonably efficient routes for the mobile robot(s)
to take while navigating the field of immobile sensors. A selection of these are covered in
§2.2.
1

Or very small number, usually fewer than three.
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A tacit assumption of the first camp is that there are a sufficient number of mobile nodes
available to connect all of the agents that want to communicate. In contrast, we seek to
develop methods that allow the team of mobile agents to transition between data ferrying
and message relaying behaviors depending upon the current conditions of the network. The
second camp doesn’t preclude the use of radio communications, but doesn’t tend to focus
on that aspect, concentrating instead on the physical couriering of messages.
Outside of these two camps are a variety of techniques that may improve the reliability
of communications and can be applicable to both camps. Examples include the use of
erasure codes and multiple independent flows. These do not directly address the problem of
controlling the trajectories of swarms of robots, but may affect their control if implemented,
so they are briefly described in §2.3.

2.1

Works that Avoid Partitioning

Works that avoid partitioning can be subdivided by the amount of communications they
require to work. §2.1.1 presents methods that don’t require communications, while §2.1.2
presents methods that do.

2.1.1

Communications-free Methods

[30] and [69] describe fully decentralized flocking algorithms that guide all members of a
group to move in the same direction using nearest-neighbor rules alone. They also show that
if one member of the group is a leader, then all members of the flock will eventually converge
to head in the same direction as the leader. [42] extends the flocking results (without a
leader) to three dimensions, showing that the rules used are stable. Other papers include
[39], which describe different control laws to enable flocking, rendezvous, and area coverage.
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Methods That Require Communication

Unfortunately, the set of useful fully decentralized algorithms that involve no communications appears to be quite limited. The difficulty is that the overall objective may change
depending on conditions discovered by the robots while performing some other task. Since
it is possible that only one or a few robots will be aware of the change, those robots must
communicate the new conditions to all other robots. Once this is done, a consensus must
be formed about what the next steps should be. Simple flocking algorithms don’t have
this capability. [46] acknowledges this fact and develops a framework for forming consensus
among distributed nodes that are only able to communicate with their neighbors. The
framework only supports averaging of some value, but is proven to be convergent for all
connected graphs, and some proofs and experimental results are shown for total time until
convergence.
[78, 77, 76] are similar to one another in that they use gradients across artificial potential
fields to ensure that the network remains connected, but each differs in the details of how
this is done. [78] notes that maximizing the second-smallest eigenvalue of the Laplacian
(the Fiedler value) of the weighted connectivity graph ensures connectivity. [77] extends
this work to include link deletion via a market-based approach, and [76] describes a hybrid approach of continuous potential fields for motion control with discrete distributed
optimization of the communication variables.
Similar to [78], [65, 66] maximize the Fiedler value of the Laplacian of the weighted connectivity graph, but includes additional constraints to account for obstacles, which makes
it possible to use the technique in non-convex environments.
[17] is another gradient-based approach that uses the signal-to-interference ratio (SIR)
as the value measured. This measure is not smooth, which means that the gradient method
used must use generalized gradients in the controller. The advantage of the method used is
that although it is formulated as a centralized controller, from any given mobile node’s point
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of view all non-local information does not contribute to the gradient, so the controller can
be treated as a distributed controller that can correctly handle disconnects and reconnects.
[16] extends the work to use a Mixed Integer Quadratic Program (MIQP) formulation that
can handle some non-convex environments. However, like all of the other gradient-based
controllers reviewed, the primary goal is to ensure that connectivity is never broken; if the
network starts in a disconnected state, then it cannot be directly healed by these methods.
[12] uses the signal-to-noise ratio (SNR) as the metric to optimize over to maintain a
chain of relay nodes that connect a leading sensor node to an immobile base station. Like
[17], it uses a simple gradient-based approach, but because it is keeping a chain of nodes
connected instead of an amorphous set, the control law for a given node ni only optimizes
the SNR between itself and nodes ni−1 and ni+1 .
[48] uses a combination of potential fields and a finite-state machine to switch between
modes of operation when robots are at different distances from one another, all to maintain
formations while traveling through a field that contains convex objects. This work is superficially similar to the work in this dissertation, except that its primary goal is to maintain
network connectivity, so allowing and using partitioning is not supported.
[70] uses a pursuer–evader model, where the goal of the set of robotic routers is to form
a chain such that there is always a route between a base station and an adversarial user that
is acting as an evader whose goal is to break connectivity with base station. The method
used has a runtime that is exponential in terms of the number of robotic routers and thus
is not useful for large numbers of routers such as a robotic swarm might have.
[64] takes a different approach, assuming that the goal is to optimize router placement in
an opaque, non-convex environment where the solution requires that each node in the chain
of routers keeps the prior and next nodes visible at all times. This must be done as the users
of the network (which are not directly controlled) are moving. It does so via a centralized
algorithm that continuously approximates a solution to the Geometric Steiner Tree (GMS)
problem. Because the GMS problem is NP-complete, all solutions are only approximations

CHAPTER 2. PRIOR WORK

30

to the actual solution, but it has the advantage that it attempts to minimize overall router
movement, which isn’t guaranteed by the other techniques.
[59] also assumes that the environment is cluttered and non-convex, but instead of
trying to solve the GMS problem, it tries to form a relay chain between a single leader and
a base station to ensure connectivity between the leader and base station at all times. It
does so by recasting the problem as a Mixed Integer Linear Programming (MILP) problem,
with the optimization problem over both connectivity and the ability of the leader of the
relay to reach its destination. [19] is similar, but incorporates a much more granular model
(accurate radio model via SPLAT!, constraints on the unmanned aerial vehicles (UAVs)
based on fuel, drag, and the requirements to maintain the chain). [1] solves a simplified
form of the problem where the paths of all robots are fixed, but the instantaneous velocities
must be optimized. It does so by recasting the problem as a Receding Horizon Mixed
Integer Nonlinear Programming (RH-MINLP) problem.
[55] avoids the problems of optimizing a potentially nonlinear model and focuses exclusively on preventing network partition. This is done via local knowledge only, where every
node in the network is required to be able to directly communicate with the nodes in its
two-hop neighborhood. If at any point a robot can only communicate with its one-hop
neighbors, it is prevented from moving further, ensuring that connectivity is not lost. [27]
is similar in that it uses Particle Swarm Optimization (PSO) to find the best locations for
a set of mobile routers to move to within a network of sensors. In this case, “best” means
the location where all members of the network can minimize their transmission power while
still ensuring that the network is never partitioned2 .
Like [55], [25] chooses to measure the actual radio environment and use reactive controllers rather than try to fit a model to what is observed. The chosen metrics are radio
signal strength and perceived network bandwidth. These measures are used in a control
2

Note that [27] is an extension of the work done in [26], which found the best locations for mobile units
via a brute-force search of the configuration space. [27] was a search for a better method.

CHAPTER 2. PRIOR WORK

31

law based on the gradient of artificial potential functions, where the goal seeking portion
of the function is balanced against the connectivity maintenance portion of the function.
[21] chooses a location for a single UAV to overfly in an already connected network to
improve the network’s measurements. Depending on the particular network measurements
used (global message connectivity3 , worst-case connectivity4 , bisection connectivity5 , kconnected6 ), either gradient descent or Delaunay triangulation is used7 to decide where the
UAV should be placed.

2.2

Works Involving Data Ferrying

[67] describes a data ferrying algorithm that uses integer linear programming to approximate
a solution to the label covering tour problem via a solution to the Data Mule Scheduling
(DMS) problem. The DMS problem is a variant of the TSP where nodes are replaced by
discs that represent the communication radius of a node, and the goal is not to reach the
node, but to choose a trajectory through the communications radius such that all messages
from the node are received by the data mule. Since messages can take different amounts
of time to communicate, the precise trajectory taken involves finding a path through the
communications disc that will permit the ferry to receive the message(s) while it is moving
such that it leaves the communications radius of the node just as the last message from it
is received.
[62] takes a slightly different approach and attempts to optimize energy usage over all
of the immobile sensors in a field by combining a store and forward network that limits
3

The probability that a given message will be received by all other nodes in a network over a minimum
spanning tree.
4
Maximizing the lowest probability of successful transmission across any single link in the minimum
spanning tree.
5
The probability that a network can be bisected, which depends on the Fiedler value of the Laplacian
matrix.
6
If fewer than k nodes are removed, then the network remains connected.
7
Gradient descent can only be used over differentiable function, while Delaunay triangulation can be
used on integer-valued function.
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the number of hops message can take, with a single data ferry that has infinite energy and
is therefore able to broadcast to all sensors its planned trajectory. In combination, this
scheme permits sensors to choose where to forward their messages such that the energy
consumed by the sensors is minimized, and the data ferry is able to pick up the messages.
[43] provides a good overview of the properties of radio channels and issues that roboticists face when attempting to model radio communications. This validates the approach
of [47], which notes that the models in use are either overly simplified (because the real
math is too hard) or are overly complicated (and still don’t work, both because the math
is hard and the models accidentally miss important features of the environment). Rather
than trying to create a real model of the world, [47] uses machine learning to learn what
the best path for a UAV over a field of sensors is to pick up all of the information. Since
this method doesn’t assume a mathematical model for the radio propagation in the field, it
is a model-free method. [23] assumes that the goal is to move data from a field of sensors
to a single hub. It proves that if the hub is not at the centroid, or if the traffic flows
from different sensors is different, then simply approximating a solution to the TSP isn’t
appropriate, which is why it uses reinforcement learning to learn the best route to take.

2.3

Additional Techniques

While communications are useful, they are not free; [56] assumes that communications have
costs and describes a framework that is useful in deciding when to switch from one mode of
communications to another to maximize overall productivity that can be executed in parallel. [1] takes a different tack, using a receding horizon mixed integer nonlinear programming
methodology to determine trajectories for individual robots in a mostly decentralized but
fully serialized fashion.
[80] considers swarms of mobile robots whose trajectories cannot be controlled by the
communications stack and develops a probabilistic model of communications flows that
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allows a robot to predict which route between a source and a sink will most likely remain
uninterrupted during the transmission of a message. This allows transmission of messages
even when some links are expected to fail. [58] extends this work to the use of UAVs
as relays that are placed in locations above terrestrial units such that the maximum flow
throughout the entire network is maximized.
[72, 60, 71, 33] all describe methods of synchronizing groups of files across a network
efficiently. [72] describes the well-known rsync algorithm, which [60] then extends to incorporate knowledge of network topology and bandwidth to produce more efficient schedules
of synchronization when there is a group of nodes that need to be synchronized, rather
than just a pair as rsync was designed to handle. [71] describes efficiency improvements
to the rsync algorithm. [33] takes a different approach and assumes that the communications channel is an unreliable broadcast channel such as might be found in a wireless
environment using User Datagram Protocol (UDP) broadcast (see [68, 50] for more information) and defines a method where an arbitrary number of passive listeners can update
their view of a given byte string efficiently by eavesdropping on the conversation between a
pair of communicating nodes. [6] describes a hybrid approach, where a multicast tree over
an unreliable medium is used in one phase, followed by a gossip protocol that ensures all
messages are delivered over a reliable gossip phase.
The simplest assumption to make about packets colliding is that both packets are immediately and irretrievably corrupted, but this is not always the case. Significant work has
been done in coding theory (see [49, 75, 74] for introductory texts) that allows information
to be extracted even in cases where some portions of the packets have been corrupted. All
strategies in this dissertation use the RaptorQ erasure coding scheme (see [38]) to trade extra bits8 for extra robustness, allowing transmissions to succeed even in the face of overlap.
We can extend the ideas of the prior two paragraphs by observing that they are sub8

RaptorQ encodes full packets into multiple frames at a time, so the encoding scheme is not granular to
the level of single bits.
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problems of the index coding problem (see [13]). Briefly, the index coding problem is the
question of how a single transmitter can transmit the fewest messages possible to update
a set of receivers when each of the receivers has some amount of prior knowledge9 . This is
similar to the goals of the rsync algorithm described earlier, but modified for multiple receivers. [54] proposes a triangular network code that can efficiently transmit to an arbitrary
number of receivers over a noiseless channel10 .
All of the prior approaches assumed that all knowledge was of equal value and all had to
be communicated. [57] instead models communications as a Partially Observable Markov
Decision Process (POMDP) problem, where the goal of each agent in the system is to
maximize some reward. Within this framework, it asks the question “what is the minimum
information that must be communicated in order to effect a change such that the group takes
the optimum choice?” This view of the problem results in reduced bandwidth consumption,
as only that information that can effect a change is actually communicated. [34] takes a
slightly different approach to the problem and tries to control how often sensors broadcast
updates of their status to minimize the age of the information being reported. This is
similar to the goals of this dissertation, but is different in that wireless communications,
while assumed to be bandwidth limited, is also assumed to always be available, and the
actors are assumed to never change their behavior solely to improve communications.
[53] turns the entire idea of coordination on its head. It uses a central authority to decide
what individual actors must do next, but instead of shipping data to one central node, it
serializes the central authority and ships its code to different actors using the Java thread
migration model. In those cases where the state information the actor carries is greater in
size than the code to make decisions, this technique will reduce overall bandwidth consumed,
but can lead it issues if a connection is lost while the migration is occurring.
9
To clarify: each receivers’ set of prior knowledge can be different from the prior knowledge of other
receivers.
10
Requiring a noiseless channel isn’t a particularly difficult challenge as it can be emulated using some
type of error correcting code that has sufficient redundancy that the error rate is low, with a retransmission
scheme for when errors do occur.
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A different approach would be to construct a GMS tree and constrain movement to be
along the tree’s branches. This would ensure that all mobile robots would eventually come
into contact within one another if they were to circulate across the tree. Since formation
of GMS trees are known to be NP-complete, an approximation method would need to be
used. [44] describes a fully decentralized algorithm that has an approximation ratio of at
most 10 that can be used.
Market-based approaches attempt to bridge the divide between centralized and fully decentralized approaches to coordination by constructing markets where individuals can “sell”
and “purchase” resources and services as needed. By constructing the market correctly, individual optimization also leads to global optimization. A survey of different market-based
approaches can be found in [10]. [11] is an earlier work by the same authors that describes
the TraderBots approach, which gracefully addresses different types of failure (communication or robot failure) by creating a market where maximizing individual profits naturally
maximizes the global objective function.

2.4

Observations Regarding Prior Work

As the prior sections show, although a great deal of work has been done in areas related to
this dissertation, there is very little work that directly relates to the direct use of partitioning. The implicit assumption of the works above is that wireless communications is always
the preferred medium, with movement being a vastly inferior choice. As a result, a large
swath of possible optimizations have simply been ignored. This work is a first step toward
correcting that assumption.

Chapter Three

Theoretical Observations
This chapter provides a set of observations and proofs, demonstrating the limits of knowledge possible under realistic models that we can adopt and the simplified model we did
adopt in §1.4. Once the limits of knowledge are enumerated, we justify the use of our
model and explain what lessons can be learned from our model.

3.1

Adversarial Models

There are two types of adversarial models, one where no adversary is in the trusted set
of actors, and the second where there is at least one trusted robot that happens to be an
impostor. We’ll handle each case separately.
Lemma 1 There exists at least one communications graph where if one of the trusted robots
is an adversary, then the acknowledgment of the delivery of a user message may be delayed
for an arbitrarily long time.
Proof Consider a communications graph where there is at least one adversarial depot that
receives at least one user message at some point. If it never broadcasts an acknowledgment
for any user message it receives, then the hypothesis is trivially proven.
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Lemma 1 shows that if there is at least one trusted robot that happens to be an adversary, then there exists at least one communications graph where communications never
completes. This is unsurprising as this model of the universe is just a variant of the model
used and proven in [14].
The more interesting problem is what happens if there are untrusted adversaries. Since
they are not in the trusted set, it is safe to assume that they are neither the source nor
the sink of any valid message. As a result, if they refuse to participate in the network
communication, it’s as if they don’t exist at all; they cannot physically obstruct movement,
nor are they consuming radio bandwidth. Since the only option that the adversary has is to
broadcast, we must consider our communications model to determine what the adversary
can do. It turns out that there are two very different results depending on our communications models. If we assume that there a finite number of user messages broadcast, with the
last one broadcast at some finite moment in time, then we can probabilistically prove that
all messages will be eventually delivered and acknowledged under some mild assumptions.
However, if the stream of messages is infinitely long (or the last user message is broadcast
at an infinite moment in the future), then we cannot prove that all user messages are probablistically delivered. Theorem 1 proves the finite case, while Theorem 2 proves the infinite
case.
Theorem 1 If all of the following are true:
1. There are no adversaries within the trusted set.
2. No trusted robot fails permanently, and all failures are random and IID.
3. All messages are of finite length.
4. A finite number of user messages are broadcast.
5. The last moment in time that any user message is ever broadcast is a finite moment
in the future.
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6. The set of symbols used in broadcasting is finite.
then it is almost certain that given enough time all user messages will be delivered and their
acknowledgments received.
Proof Assume for the sake of contradiction that the claim is false, and assume that the
adversarial robots are not only mobile robots, but that they also are members of the union
of the set of channels that all trusted robots are members of. Finally, assume that they every trusted robot has an adversarial robot that is coincident with it at all moments in time.
This forms the worst-case scenario as trusted robots are always under perfect observation
at all times, and the adversarial robots always have access to all broadcasts and their start
and finish moments. Since the goal of the adversaries is to jam friendly communications
indefinitely, all adversaries will be broadcasting on all channels at all times, forever. By
rule 8, this means that every symbol broadcast is randomized. However, since the symbols
are randomized uniformly at random, and because the set of symbols is finite (see 6) it is immediately obvious that the probability of receiving a given symbol is a positive value. Since
all message broadcast are also of finite length (see 3), the probability of receiving a complete message must also be a positive value. Finally, since the trusted mobile robots never
permanently fail (see 2), and since they travel between network partitions continuously, all
messages must almost surely be received by their intended recipients eventually.



Note that while Theorem 1 proves that under the right assumptions all messages will
eventually be delivered and acknowledged, it says nothing about how long the process will
take; it could take an arbitrarily long amount of time to succeed.
That said, all of the assumptions laid out in Theorem 1 must be true, or there are no
guarantees that all user messages will be delivered. Theorem 2 proves this.
Theorem 2 If any of the following are false:
1. There are no adversaries within the trusted set.
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2. No trusted robot fails permanently, and all failures are random and IID.
3. All messages are of finite length.
4. A finite number of user messages are broadcast.
5. The last moment in time that any user message is ever broadcast is a finite moment
in the future.
6. The set of symbols used in broadcasting is finite.
then there will always exist at least one communications graph where at least one user
message isn’t acknowledged.
Proof For point 1, if there is at least one adversary in the trusted set, then Lemma 1
applies.
For point 2, if there is only one trusted mobile robot, and it permanently fails before
delivering the last user message, and the source and sink cannot communicate except via
that mobile robot, then the last user message will never be delivered.
For points 3 through 5, the infinite sequences involved mean that there is no finite
moment in time when all user messages have been broadcast. As a result, there is no
moment in time when we are able to be “done”.
For point 6, if there are an infinite number of symbols that might be received, then the
probability of receiving any particular symbol is zero, which means that it is almost certain
that no correct sequence will be received.



Theorem 2 is why our model focuses strongly on finite streams, finite times, and nonpermanent failures. If we permit any other models, we cannot make any strong guarantees.
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Impossibility of Deciding Optimality Over Infinite
Streams

Is it possible to develop an algorithm that is within some factor of optimal? If we can at
least provide an upper bound on the optimality of an algorithm, that will at least let us
know how much room there is for improvement.
Unfortunately, if we permit infinitely long streams of messages, then all algorithms
will have at least one robot configuration and message stream that makes the algorithm
arbitrarily worse than the optimal algorithm. This is proven in Theorem 3.
Theorem 3 Even if there are no adversaries in the universe, we still cannot develop an deterministic optimal algorithm to deliver all messages because all our messages are generated
in an online random manner.
Proof Given that part of our goal in §1.3 is to minimize the observed latency suffered
by any message in the simulation, and given that the message stream is generated in an
online, random manner, over a long enough period of time, there will be an “adversarial”
stream that is indistinguishable from one or more omniscient, adversarial depots. Given
this, we can replace the random stream and friendly depots with a message stream chosen
by one or more adversarial depots. Therefore, our model for this proof is that there are
two adversarial depots and one friendly mobile robot whose job is to courier messages.
We further assume that the depots are sufficiently separated that it is impossible to form a
complete communications graph, necessitating the mobile robot to physically travel between
partitions. Under this model, the mobile robot can either communicate with one depot or
the other depot, but not both at the same time.
We can now consider a game where our adversarial depots want to make algorithm A
appear arbitrarily better than algorithm B. We assume for this proof that A 6= B, and as
such there are sequences of choices that are distinct for each. Because there are differences
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in their choices, there will be durations of time when A will be within communications
range of one of the malicious depots, but B is not. The given depot will ensure that all of
its transmissions start or end with at least a portion of the transmission being broadcast
within this window. This ensures that A will receive the message, but B never does. If
the adversarial stream described above is infinite in length (which is possible because there
exists at least one infinitely long subsequence of the infinitely long sequence of messages),
then there exists the possibility that algorithm B can be made to appear arbitrarily worse
than algorithm A.



Theorem 3 shows that there are always random streams that are arbitrarily suboptimal.
Moreover, an implication of this theorem is that it is impossible to decide a priori if any
given algorithm will be suboptimal for a given message stream as the stream is not known
beforehand.
This is part of the reason for the choice of finite values in all cases; it makes proofs
possible.

3.3

Optimistic Scenarios

While the adversarial models in §3.1 and §3.2 are true, they may be overly pessimistic; it
may be that there are very few such arbitrarily bad situations, which means that, in most
cases, we can ignore the issues. So let’s consider a different situation, one that is much
more optimistic. Assume that the depots are distributed such that the communications
graph of a network is composed solely of depots that are disconnected, but that there are
enough mobile robots that it is possible to form a single connected network over all of the
actors. Finally, assume that we have perfect knowledge of the states of all actors at all
times and the generation times of all messages (including future ones), and that we have
a single, centralized controller that is able to collect all this information to come up with
optimal trajectories for all actors.
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In this case, the problem reduces to finding the optimal placement of the mobile robots
in the world. Unfortunately, this is exactly the GMS problem, which is known to be NPcomplete. Thus, even with perfect knowledge, the problem is already too difficult for us to
solve efficiently. Given that we have imperfect knowledge of the position and velocity of
non-depot actors, and imperfect knowledge of the stream of messages that will be generated
in the future, our problem is at least as difficult as the GMS problem.

3.4

Chaos and Discontinuities

Perhaps the most difficult issue is that our chosen problem is mathematically chaotic; small
perturbations can lead to wildly different results. As an example of this, consider a simple
two-depot system where the depots are widely separated and a single mobile robot is tasked
with couriering messages between the depots1 . Further, assume that the robot follows a
fixed circuit at a fixed schedule. Then under this model, there is a message stream such
that the messages are broadcast only when the mobile robot is too far away to receive the
message. However, by delaying the moment when the mobile robot starts its circuit by the
correct amount, it will always be in the right position to receive the message from each
depot and pass it on to the other depot. The difference between the two scenarios can
be infinitesimal; an -sized delay may be the difference between no communications and
complete communications. This is a discontinuity in our configuration space that is not
easily overcome.
Although the prior example is contrived, one can use the argument of “adversarial”
streams in Theorem 3 and prove that such streams exist for any algorithm2 . An implication
1
In this case, “widely separated” means that there exists a moment in time when the mobile robot is not
in contact with either depot, and the moment is large enough that either depot could transmit its largest
message while it is out of contact with the mobile robot.
2
Note that this is even true for randomized algorithms because in infinitely long message streams,
there will exist one that simulates an omniscient, prescient adversarial controller that “knows” what the
randomized algorithm will do.
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of this is that we cannot extrapolate or interpolate results; small changes may be sufficient
to move from the “possible” regime to the “impossible” regime.
The issue with the previous statement is that we also cannot state with certainty if the
chaotic nature of our problem is a significant issue. It may be that in those cases that
we’re interested in, the problem behaves nicely. The only way to know for certain is to
experiment with different situations and hope that the meager set of simulations that we
are able to execute reflect reality.

3.5

Conclusion

Given the hard limits on our knowledge, an immediate question is, “why bother?” Why
bother with examining this problem? What can we learn? What’s the point of it all?
The answer is simple: we need to start somewhere. Ignoring the problem won’t help us
with any of the examples in §1.1 and it won’t help us in the future with other, more difficult
problems. What’s more, while we can’t prove the optimality of any given algorithm, we can
test different algorithms against one another to get an idea as to what directions we should
explore in the future3 . These are the reasons why this work is useful.

3.5.1

A Final Note About the Proofs

As has been mentioned numerous times throughout this chapter, depending on whether or
not you assume something is infinite can make a difference in the proofs generated. When
all the assumptions about finiteness in Theorem 1 are true, we can make strong statements
about particular algorithms; we use this fact in §4. That is the reason why the proofs in
this chapter may seem to be in opposition to the claims in that chapter. Infinity can do
strange things to proofs!
3

As should be obvious from the proofs, unless we are able to test our algorithms across a majority of all
possible configuration spaces, we cannot definitively state that one method is better than the other. Thus,
although this work provides quantitative results, they must always be used as guides and not as absolute
truths.

Chapter Four

Communications Strategies
As stated in §1.3, our problem statement is as follows:
Given a stream of randomly generated messages, develop distributed coordination schemes that minimize the observed latency of all user messages and
characterize the distribution of observed latencies using a variety of metrics.
The reason these strategies are interesting to study can be summed up by the illustration
in Fig. 4.1; even with a single message, there are numerous different strategies that can be
utilized to deliver the message. Mobile robots could attempt to form a message relay chain,
or they could courier between one another, or they could do some combination of these and
other strategies. Deciding which strategy to use is a central contribution of this dissertation.
This dissertation explores four different strategies, Random Depot in §4.5, Oldest
Message First in §4.6, Trivial Trading Post in §4.7, and Trading Post in §4.8.
Each of these strategies share some behaviors in common, which can be broken out into
their own functions and explored independently of the strategies as a whole. We begin our
analysis with these smaller pieces in §4.4. The strategies are then described as compositions
of these procedures and modifications of the procedures as described for each strategy.
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Option A

Option B

Depot

Trading post

Mobile robot

Figure 4.1: A simplified graphic showing different options for delivering messages. In Option A, one mobile robot has opted to become a trading post to extend the range of one
of the two depots. In Option B, both mobile robots have chosen to move within communications range of one another and exchange messages before returning to their respective
depots. Not shown is the strategy of both mobile robots ignoring one another and simply
acting as couriers between the two depots. Many other strategies are also possible, some of
which this dissertation explores.
Note that the all proofs and analysis in this chapter rely on the assumptions in §4.1. If
any of the assumptions in that section are false, then the results of any proofs may also be
false.

4.1

Assumptions

First, we assume that there are a finite number of actors in the universe and the separation
distance between any pair of actors is also finite.
We further assume that if a mobile robot is moving, then it is moving at a minimum
speed of s, which is a positive value. Although it isn’t possible to formally define what
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a “reasonable” value for s would be, it can be considered to be the minimum speed that
any mobile robot could move at while still performing useful work toward accomplishing its
mission.
We also assume that all messages have a finite upper bound on their length and messages
are always presented to the robots as whole byte strings1 . Further, we assume that the
communications rate of any channel is at least as great as the finite, positive value b in
bytes/second. This assumption is necessary for certain proofs as the arguments break down
in the limit as b approaches 0.
Message streams are also assumed to be finite in length and in time. That is, for any
given simulation instance, the number of messages is finite and the moment in time when
the final message is scheduled to be dropped onto its source is also finite. This ensures
that no message can prevent forward movement of the entire simulation indefinitely, which
can make the proofs in this chapter incorrect. It also bypasses the impossibility results
presented in §3, which rely on infinitely long streams of messages for their results.
All actors are assumed to have perfectly synchronized clocks, and that when they wait
for a random duration, that duration is bounded. That is, the maximum period of time
that any actor will wait for any action that requires waiting is upper bounded by the finite
positive value W . That said, actors are not necessarily forced to wait the entire time period;
an actor may start waiting for some period w, be interrupted after a time less than w, and
then take a different action (which may include selecting a new period of time to wait for).
In some cases, an actor may choose to repeatedly wait, much like pressing the snooze button
on an alarm clock multiple times.
Finally, we assume that the word “random” means uniformly at random over the given
interval and that all trials are IID. Without this assumption, proofs based on probability
will be incorrect.
1

This dissertation always operates on byte strings and not bit strings as the simulator was written to
operate on byte strings.
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In general, if there is a question of something being finite or infinite, assume that it is
finite unless stated otherwise. This assumption more closely models the real world than
assuming anything is infinite.
All of these assumptions are quite mild when we recall that the simulations are intended
to model the real world and not a mathematical abstraction2 .
Given these assumptions, we are now ready to explore the various procedures and strategies.

4.2

Actor State

Each and every actor maintains a belief state that is separate from any other actor’s belief
state. This belief state can be updated between actors whenever they are in communication
with one another. If the state ceased to be mutated, and all actors were in the same network
component, then eventually all actors’ belief states would converge to the one true state.
However, as long as actors are mutating their state, this is in general impossible.
The belief state of an actor can be partitioned into two parts: those that are known
correct, and those that are “best effort”, that is, the information that the actor possesses
may be not only out of date, but woefully out of date, and the actor has no choice but to
believe it until, and unless, better information comes in.

4.2.1

Known Correct Information

Because each actor’s state is separate from every other actor’s state, there is actually very
little that each actor can know for certain. Those few datum points are the following:
• The current date3 .
2

We only consider scenarios where the robots are operating on or under the Earth, under the direction
of humans. The former consideration means that there is a limited amount of mass to make robots and a
limit to how widely separated they can be. The latter means that human patience is the limit for temporal
durations.
3
This comes from our assumptions in §4.1.
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• The actor’s current location and velocity.
• The actor’s current destination (if it has one).
• The location of all depots4 .
• The current contents of the actor’s message bag.
The last item is more useful than it may first appear; some strategies need to examine
the current message bag to make a decision about where to travel to next.
Unfortunately, this is the sum of the information that an actor can know about the current state of the universe. All other information can be out of date or otherwise inaccurate,
and will require special handling.

4.2.2

Imperfectly Known Information

All other information that an actor can know is either only partially known or is possibly
out of date. Actors must adapt to this out-of-date knowledge and react appropriately when
they discover that their knowledge is sufficiently incorrect that it is impossible to make
correct decisions using it. Examples of this kind of data include the following:
• The current locations, velocities, and destinations of all actors that are not depots5 .
• The current contents of any other actor’s message bag.
• Any plans that other actors are making.
• The message streams that are being provided to each depot.
• If another actor is planning on broadcasting.
• If a channel is in use, which actor (or actors) are using that channel.
4
Recall that depots are immobile and immortal, and their positions are always known by all actors in
any simulation.
5
The sole possible exception is the actor itself.
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Given this information, each actor needs to make a decision as to what to do next: it
can move (or choose not to move), it can make a broadcast, it can wait and hope some
other actor will make a broadcast, or it can do some combination of the above. Note that
broadcasting is more complicated than simply selecting a message to broadcast; in order to
update other actors on the current state of the universe, each actor must choose to create
and broadcast some kind of control message. Doing so consumes valuable bandwidth that
could instead be used for forwarding user messages. When multiple channels are in use, the
situation becomes even more complex as different channels can have differing bandwidths
and differing communications radii.
All of this must be accounted for in a completely decentralized manner; actors may not
even be aware of how many (or which) actors are currently part of the simulation as some
actors may permanently fail, and new actors may be added6 .

4.3

Reliability

Since mobile robots and trading posts can fail, there is a possibility that any given message
can be lost in transit from the source to the sink. To guard against this, we take advantage
of the fact that depots are immortal and build a simple acknowledgment-based reliability
protocol. When a source transmits a user message, it will wait for a random period of time7 .
If no acknowledgment is received before the wait period is over, then the unacknowledged
messages are rebroadcast. This will continue until either the simulation is terminated
externally, or the message is acknowledged. Each and every user message that a source
broadcasts is identified with its own Universally Unique Identifier (UUID). Sinks generate
6

Although the simulator supports both temporary and permanent robot failure, this feature wasn’t used
in this work.
7
The wait time is bounded in the range [0, 10] seconds. The values chosen were arbitrary, and other wait
periods could have been chosen.
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acknowledgment messages that contain the UUIDs that they receive, broadcasting the union
of UUIDs that they received from a given source as part of acknowledgment messages
that they create8 . Acknowledgment messages are not themselves acknowledged. Once the
acknowledgment for a user message is received by the source, it discards the user message.
To avoid acknowledgment messages that live forever, each message is given its own timeout value, after which the carrying robot discards the acknowledgment. The timeout value is
calculated

as

twice

the

time

it

would

take

a

robot

traveling

at

max{robot’s current speed, 1} to cover the distance from the source to the sink. This
method of choosing when to discard acknowledgment messages is arbitrary and other methods could also be used.
Note that messages do not necessarily follow a single route from the source to the
sink; each of the given strategies deliberately duplicate messages in the hope that at least
one copy will eventually reach the destination. This is true of both user messages and
acknowledgments. All actors are expected to be able to deal with this correctly.

4.4

Procedures

The strategies described in the following sections are composed of a set of procedures that
are essentially cooperating independent threads of action. For example, an actor may have
two threads, one broadcasting messages and another deciding where to move to next. These
threads are cooperating, but because they operate independently, either can choose to wait
for an arbitrary duration without blocking the other. Bear this in mind when reading about
the procedures that follow.
8
Using UUIDs to tag messages is not the only option. Another option is to use a tuple of (source, sink,
monotonically increasing unique natural number). The advantage of this approach is that instead of
having to specify each acknowledged message, ranges of values could be acknowledged at one time. Within
the experiments that were conducted, this wouldn’t have led to a significant improvement due to the low
number of messages that were transmitted, but in the real world, this could be a significant improvement.
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Random Broadcast

This component broadcasts messages in an individual actor’s message bag. The messages
in the bag include any message that an actor might carry; these might be user messages, acknowledgments, or other control messages. Thus, when Algorithm 1 talks about a “random
message”, it can be any message in the bag.
Input: An actor A
1 RandomBroadcast(A) begin
2
while simulation is still running do
3
if A’s message bag is not empty then
4
Select a message M at random from A’s message bag;
5
Broadcast it;
6
Wait for a random duration;
7
end
8
end
9 end
Algorithm 1: This procedure is used by different strategies to select a message in
A’s message bag to broadcast. See the text for more information.
The loop in Algorithm 1 on line 2 uses a simulator-internal global that allows it to
decide if there are any outstanding messages in the simulation. As soon as all of the user
messages have been delivered and their acknowledgments received by the user messages’
sources, the global will be set to indicate that the simulation is now over. When the loop
tests this value next, it will exit, terminating the thread that is running this loop.
Line 6 is bounded; the wait period is chosen uniformly at random over the range [0, 10]
seconds. It is likely that a variant of the standard Additive-Increase/Multiplicative-Decrease
(AIMD) of TCP would increase utilization of the channels, but since the focus of this
research wasn’t on network utilization, this simpler method was chosen instead.
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Provable Behaviors

Theorem 4 Let T be the upper bound on the amount of time to transmit any message on
any channel by any actor and N be the number of actors in a given simulation. If all actors
use Algorithm 1, and if all actors wait for a duration ≥ T (2N + 1) between broadcasts, then
there will always be at least one interval in the temporal window that is greater in length
than T .
Proof We can adopt a modified adversarial model for this proof. N actors are adversaries
and are permitted to choose when they start their broadcast during a given temporal window
of length ≥ T (2N + 1). The adversary’s goal is to ensure that there is no temporal interval
large enough for a new message of temporal length ≤ T to be fit into the overall temporal
window of length ≥ T (2N + 1). This allows us to develop a proof for the worst possible
case of Algorithm 1, with the knowledge that all random cases are no worse than this case.
To ensure that no silent interval ≥ T exists, every silent interval must be strictly < T .
Since there are N messages, and since overlapping any pair of messages actually increases
the amount of silence that needs to be covered, we can assume that messages don’t overlap.
So we can build an adversarial sequence of broadcasts. At the start of the interval, all
adversaries are silent for a time < T . At the end of this span, adversary a1 transmits a
message for a duration T long. The rest of the adversaries are silent for a time < T (but
only by the smallest  possible), and then adversary a2 transmits a message for a duration
of T . This is repeated for all N adversaries. By construction, we’ve guaranteed that it is
impossible to add in a new message of length T anywhere in that interval. That interval of
time is strictly less than 2 × N × T as the silences are all strictly less than T . The claim is
that the total window is ≥ T (2N + 1). If we subtract the first equation from the second,
we are left with an interval of silence that is strictly > T . This means that the adversary
cannot win, proving the claim that if all actors have a window length of ≥ T (2N + 1), then
there will be an interval of silence > T .
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Theorem 4 only applies when all actors are waiting for a period of at least T (2N + 1),
but robots always choose their wait duration uniformly at random from the real values in
the range [0, 10] seconds; that means that there is a chance that they will all choose to wait
for a time less than T (2N + 1). Fortunately, probability can also swing in our favor; if
there is a positive probability that all the robots choose to wait for a time ≥ T (2N + 1),
then regardless of how small that value is, then it is almost certain that after enough trials
such an event will occur. It is this observation that guides us in our other choices.
Because we’ve fixed our wait period to the range [0, 10] seconds, we also had to make
some choices about the minimum bandwidth of each channel in the simulation, the upper
bound on the size of any frame that is broadcast, and the total number of robots. We used
Theorem 4 as a guide, and made choices that ensured that assumptions of Theorem 4 were
met. As a result, we can guarantee that there is always a window during which broadcasts
are possible.
However, since our friendly node is operating on a randomized broadcast schedule (due
to line 6), we aren’t guaranteed that we’ll select the correct interval, only that we have a
chance to select the correct interval. It is easy to see that probability of selecting the right
interval is related to the “slack” in the system; that is, the difference in duration between
the length of the interval that we’re trying to fit our message into and the temporal length
of our message. While using more intelligent strategies such as AIMD to adjust the length
of the wait period dynamically would probabilistically guarantee that window size was large
enough that not only could all messages fit into the window, but there weren’t any random
collisions either, we took the simpler approach of making the window large enough that the
probability of collision is much less than 50%9 .
9

This is confirmed by analyzing the collision rate within each experimental run. Across all runs, the
maximum collision rate was less than 0.02% and was therefore considered to be negligible.
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Receive Messages

Receiving and acting on messages is generally the simplest action that any actor can take.
It is also critical to accomplishing the communications task, and therefore, must work
correctly. Algorithm 2 contains the standard method that most strategies use to process incoming messages. It is important to note that collision handling is elided in the explanation,
although some strategies will use collisions to decide how to modify their own behavior.
Input: An actor A, a message M
ReceiveMessage(A, M ) begin
2
while simulation is still running do
3
if M is an acknowledgment message then
4
if M is for a user message that A is the source of then
5
Signal to the simulator that the message was acknowledged;
6
end
7
Discard user messages that M is for;
8
Store M in A’s message bag;
// See caption
9
else if M is a user message then
10
if M was not already acknowledged then
11
Store M in A’s message bag;
12
end
13
if A is the sink for M then
14
Create a new, empty acknowledgment message named ack ;
15
Push the identifier for M into ack ;
16
Collect the set of identifiers of all previously received user messages
that A is the sink for into the set U ;
17
while The encoded form of ack can fit in one frame and U is not
empty do
18
Extract a random identifier from U and push it into ack ;
19
end
20
Use the method from line 8 to store the new acknowledgment
message in A’s message bag;
21
end
22
end
23
end
24 end
Algorithm 2: This algorithm is used by different strategies to handle incoming
messages. Line 8 is further discussed in the text.
1
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Line 8 can be more complicated than merely storing the acknowledgment message. If
there are already acknowledgment messages in an actor’s message bag that are destined for
a particular source, then those messages can be merged together, reducing the number of
frames that are broadcast. We did not do this in our strategies both to reduce the number
of variables that we tested, and because in early testing it didn’t appear to improve the
results to do so. However, this is an area that requires further testing and experimentation.
The algorithm within the if statement starting on line 13 is written as it is for several
reasons. First, by pushing in the identifier of the recently received user message, we ensure
that the acknowledgment message will acknowledge that user message. This is important
as we know for certain that the source requested acknowledgment of that message, which
implies that it may not have received an acknowledgment yet10 . Second, by selecting a
random subset of previously received user message identifiers, we increase the likelihood
that the source receives the acknowledgment for one of the older user messages. This
can reduce retransmissions from the source. Third, it may improve the efficiency of all
other actors we meet along the way. This is because of line 7, which applies to all actors,
including mobile actors that happen to be carrying the acknowledgment’s corresponding
user message. By discarding the user message, that mobile actor might be freed up to do
something more useful immediately. Finally, we choose a random subset of user messages
to acknowledge as a means of reducing the amount of traffic we generate. Without this,
the number of acknowledgment methods that need to be generated when any single user
message is received will grow linearly with the number of previously received user messages,
which will eventually result in the number of acknowledgment messages far exceeding the
number of user messages.
That said, the method used to choose which user messages to acknowledge was arbitrarily chosen; other messages that weight how the messages are chosen differently could
10

It is possible that between the time that the source broadcast the given instance and the sink received
it, the source received one of the sink’s acknowledgments.
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be used, and would be of interest in tuning the overall system to perform better.

4.4.3

Discard Old Messages

Actors need some mechanism for emptying out their message bags of old messages. The
method chosen by this dissertation is outlined in Algorithm 3.
Input: An actor A, a message M
DiscardOldMessages(A) begin
2
while simulation is still running do
3
foreach message M in A’s message bag do
4
Let t := 2 × the time to for A to physically courier M from A’s current
location to M ’s sink + 2.0;
5
Let M .age := The duration that M has spent in A’s message bag;
6
if M .age > t then
7
if not ( M is a user message and A is M ’s source) then
8
Discard M ;
9
end
10
end
11
end
12
end
13 end
Algorithm 3: This algorithm is used by different strategies as a garbage handler.
1

The reason Algorithm 3 is needed is because without it, messages will remain in the
actor’s message bags forever. This has two observed negative effects. First, if a strategy
focuses on delivering older messages before newer messages, then it can easily be tricked
into redelivery of messages that have already been delivered. This causes the latency of
undelivered messages to increase. Second, broadcasting consumes channel bandwidth; if a
message that was already delivered is being rebroadcast, then that prevents other messages
from being broadcast on the same channel. Once again, this increases latency by preventing
other actors from utilizing the channel efficiently.
There is a bit of a subtlety in how t in line 4 is calculated. First, consider that because
depots don’t move, t = ∞. Thus, if a message is in a depot’s message bag, then it isn’t
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affected by this procedure11 . Second, the factors involved (multiply by 2, then add 2.0) are
strange; where did those numbers come from? The multiplication came from [5, p. 34],
which suggests that the time to live for any packet should be twice the diameter of the
Internet. The fact that we’re using time in seconds comes from the original definition of
the Time to Live field of the Internet Protocol in [51, p. 30]. The addition of 2.0 is a safety
factor in case the actor is mobile and is extremely close to the sink, in which case, the actor
would normally discard the message almost immediately, possibly before it was broadcast.
Arguments can be made to use other methods to decide when to discard a message, but
like this method, they must be tested.
We are now in a position to discuss the strategies tested in this work.

4.5

Random Depot

The simplest strategy that this thesis explores is the Random Depot strategy. In this
strategy, each mobile robot chooses a depot to visit uniformly at random over the set of
depots, travels there, waits for a random period of time (that is upper bounded, so it
doesn’t wait forever), then repeats the process. As mobile robots travel, they select a
random message from their set of known messages, broadcast it, wait for a random period
of time (once again, this is upper bounded) to receive any messages broadcast by others,
and repeat. A more complete description is given in §4.5.1.
The primary utility of this model is as a base case to test against. Since this method
requires virtually no computation, it could be implemented on extremely simple, and therefore cheap, robots. Moreover, it should be obvious that given enough time all messages
will be delivered, so it is robust. Finally, if a given strategy performs poorly in comparison
to Random Depot, then it suggests that the strategy would perform poorly in the real
world. That said, as explained in §5, we cannot simulate a statistically significant portion
11

Although it can be affected by the other procedures.
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of the configuration space, so our comparisons are merely suggestive of what we can expect,
not concrete proof.
The secondary utility of this model is that it can act as a fall back for all other strategies
when they don’t have any better information on what to do. Because it is probabilistically
certain that all depots will eventually be visited by all mobile robots, there are no situations
where a particular depot is starved of attention or any message fails to be delivered. In
adversarial models, adversaries cannot shape the traffic of the network to force strategies
into misbehaving12 , nor can they destroy a subset of the mobile robots to prevent network
access13 . This makes it the ideal backstop strategy to use.

4.5.1

Formal Description of Random Depot

The description at the start of §4.5 is too informal to either implement or mathematically
analyze. In this section, we formalize Random Depot so that we can analyze it. The
Random Depot algorithm is defined by Algorithm 4.
The main thing to notice in Algorithm 4 is that the different parts of the Random
Depot operate concurrently; the functions in lines 2, 3, 4, and 9 are independent processes
all running on the same actor at the same time. This means that while one process is
paused, the other processes can continue to make progress.

4.5.2

Provable Behaviors

Because several of the algorithms below build on Random Depot, it is useful to develop
some proofs that bound what will happen to a robotic swarm whose members are all
controlled by Algorithm 4. First, we prove that after any mobile robot reaches its first
12
E.g., imagine that the depots are all unattended ground sensors, and the adversary knows that the
strategy in use always serves depots that generate large amounts of traffic first. By choosing a particular
sensor and triggering it continuously, the adversary could “pull” the mobile robots away from other depots,
leaving them starved for network access. At that point, the adversary’s armor column can simply drive past
those sensors without ever being detected, to the obvious detriment of friendly forces.
13
Destroying mobile robots will degrade network performance, but since all mobile robots are guaranteed
to visit all depots, only by destroying all of the mobile robots will the network be permanently partitioned.
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Input: An actor A
1 Execute Blocks Concurrently
2
RandomBroadcast(A);
3
ReceiveMessage(A, M );
// M is an incoming message
4
while simulation is still running do
5
Select a depot at uniformly at random (IID semantics);
6
Set it as the new destination;
7
When the depot is reached, wait for a random duration; // See caption
8
end
9
DiscardOldMessages(A)
Algorithm 4: High-level description of the Random Depot algorithm. Line 7
chooses a value in the range [0, 10] seconds uniformly at random. This choice was
made arbitrarily, and could be the subject of further experiments. RandomBroadcast
is defined in §4.4.1, ReceiveMessage is defined in §4.4.2, and DiscardOldMessages
is defined in §4.4.3.
destination it will remain within the convex hull that bounds the set of depots in a simulation
for all of time.
Lemma 2 If all robots in a universe obey Algorithm 4, then after all mobile robots have
reached their first destination depot, the area that they travel within is within the minimum
closed convex hull of the set of depots in that universe.
Proof Assume for the sake of contradiction that the hypothesis is false. Then there must
be at least one universe where at least one mobile robot travels outside of the confines of
the minimum closed convex hull of the set of depots in that universe.
By the problem definition, we know that some mobile robot r has already reached its
first destination depot di . By construction, di must be within the minimum closed convex
hull of the set of depots in that universe. That means that if r is coincident with di , it is
also within the minimum closed convex hull of the set of depots in that universe. Since this
applies to each and every depot in the universe, we have found a contradiction whenever
r is coincident with a depot. We now consider all points in the universe where depots are
not located.

CHAPTER 4. COMMUNICATIONS STRATEGIES

60

We know mobile robots obeying Algorithm 4 will always travel in a straight line from
one depot to another. Thus, they will visit all and only the points in the universe along the
line segment that connects some pair of depots di , dj. If we consider the locations of those
depots to be pi , pj, respectively, then we can immediately generate any point p along the
line segment via the formula:

p = θpi + (1 − θ) pj ,

0≤θ≤1

(4.1)

However, by definition, if a region of space is known to be convex, and if two points are
known to be within that region, then all points along the line segment connecting the points
are also known to be within that region (see [4, pp 23–25]). Since the problem statement
explicitly stated that all depots are within the minimum closed convex hull formed by the
set of depots, it must be that every point p is also within the minimum closed convex hull
formed by the set of depots. This forms a contradiction.
Taking both contradictions together, we have proven the original hypothesis to be true.
The main use of Lemma 2 is as a bounds on the region that actors can travel within.
By bounding the region of travel, we can make strong statements on whether or not the
communications discs of one or more mobile robots will overlap one another. Moreover, we
can make probabilistic statements on how often actors must make a broadcast to ensure
that another actor is at least aware that another actor is present14 . While this knowledge
doesn’t change the behavior of Random Depot, it does give us a starting point to estimate
how often two actors may communicate with one another.
Lemma 3 Assuming that there are a finite number of actors, and assuming that all mobile
robots travel with an average speed that is greater than or equal to a positive minimum speed
s, and all actors are separated by finite distances from one another initially, then for any
14

Within our communications model, even if two actors jam each other, they will still be aware that the
channel was in use by another actor. This can be enough information for robots to change their behaviors.
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positive probability p < 1, all depots will be visited by all mobile robots an infinite number
of times over an infinitely long simulation.
Proof Since all robots are separated by finite distances and all mobile robots move at an
average speed that is greater than or equal to the positive minimum speed s, it is obvious
that it will take at most a finite time t for any mobile robot to travel to any depot in the
simulation. Once there, the given mobile robot will choose a new depot at random and
travel there, which will also take a finite time upper bounded by t. Given that infinity
divided by any finite value is infinite, it is obvious that this cycle of traveling to a depot
and then choosing a new depot at random will occur an infinite number of times.
Just because the cycle above will occur an infinite number of times does not prove that
all depots will be visited an infinite number of times. However, we can prove that given
enough time, the probability of some depot being visited by some mobile robot rises above
an arbitrary value q, 0 ≤ q < 1.
Since the next depot a mobile robot chooses to travel to is chosen uniformly at random
from the set of depots, the probability of any particular depot in the set of depots D being
chosen is simply:
1
|D|

(4.2)

The probability of a depot not being chosen after n trials is then:


1 n
1−
|D|

(4.3)

which means that the probability of the depot being chosen at least once after n trials is


1 n
1− 1−
|D|

(4.4)

We can use Eq. 4.4 to determine the value of n that ensures that a given mobile robot will

CHAPTER 4. COMMUNICATIONS STRATEGIES

62

visit a given depot at least once with probability ≥ q:


1 n
1− 1−
=q
|D|


1 n
=q−1
− 1−
|D|


1 n
1−
=1−q
|D|


1
= log (1 − q)
n log 1 −
|D|
log (1 − q)


n=
1
log 1 − |D|

(4.5)

Since 0 < q ≤ 1 and |D| > 0, and both are finite positive values, it is easy to see that the
right-hand side of Eq. 4.5 is positive and finite. Since n is the number of trials, we can
extend Eq. 4.5 to be

log
(1
−
q)


n=


1
 log 1 − |D| 


(4.6)

which ensures that n is an integer value.
Now that we’ve proven that after a finite number of trials n we will visit a given depot
d with probability of at least q, it is trivial to show that a mobile robot will visit any
given depot an infinite number of times by observing that the amount of time it takes to
complete n trials will be finite. Since the time is finite and the simulation may take an
infinite amount of time to run, it must be that the same depot is visited by the same mobile
robot an infinite number of times. We can extend this result by considering p to be the
upper bound on any mobile robot’s probability of visiting a given depot at least once. In
this case,




log (1 − p) 


n=

1
 log 1 − |D|


(4.7)

is true, and since n is finite, it must be true that every mobile robot visits every depot an
infinite number of times for any finite probability p < 1.
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Given Lemma 2 and Lemma 3, we are now in a position to prove that all messages must
eventually be delivered, thus proving that Random Depot is robust.
Lemma 4 Assume that the lower bound on the probability that a message m being broadcast
by actor ai being received by an actor aj is a positive value p. Given this assumption, it is
almost certain that all messages must eventually be delivered15 .
Proof We know from Lemma 3 that every depot will be visited by every mobile robot an
infinite number of times, and we know that the source and sink of a given message will be
visited by the same mobile robot an infinite number of times and in the order of source
first, sink second. This means that the mobile actor will travel directly from the source to
the sink of a given message, meaning that the message will not be discarded by line 9 so
we can ignore that portion of the algorithm entirely.
Moreover, since we are only considering the visit from the source to the sink of a given
message, we only need to consider the transmissions between the source and the mobile
robot, and the transmissions from the mobile robot to the sink. This is just a chain of
two transmissions, with each transmission having a lower bound probability of successful
transmission of p, and an upper bound of unsuccessful transmission of 1 − p. Since each
transmission is assumed to be IID, the upper bound on the chain of unsuccessful transmissions is just (1 − p)2 . However, since we are performing an infinite number of trials, the
probability of unsuccessful transmission becomes
lim

n→∞



(1 − p)2

n

which for any positive value of p is 0 in the limit. Thus, the probability of any message not
being delivered will eventually drop to 0, proving that Random Depot is robust.
15



“Almost certain” is used here in the probabilistic sense. That is, while it may never actually be 1, it
can be ≥ 1 −  for any arbitrarily small but positive value for .
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Oldest Message First

Oldest Message First modifies Random Depot by selecting the oldest message in an
actor’s bag, not a random one. That is, if a robot has any messages in its message bag,
it will always broadcast the oldest one and it will travel to the destination of the oldest
message; otherwise, it will fall back to Random Depot. This is the first strategy that is
studied in this thesis that attempts to use information to optimize its own behavior.
This strategy is an obvious extension as it attempts to build on Random Depot, but
unlike other strategies we explore later on, no coordination between actors is attempted.
This means that if more than one robot is carrying a copy of the same message, and that
message happens to be the oldest message in all of the robots’ bags, then all mobile robots
will travel to the same destination. In short, in the worst case, the set of mobile robots
reduces to acting like a single robot.
In spite of this shortcoming, Oldest Message First may be a useful strategy as it
requires no coordination among robots, which also means no additional communication.
Thus, the only bandwidth consumed is for communicating user messages and acknowledgments, whereas coordination may require additional bandwidth for coordination messages.

4.6.1

Formal Description of Oldest Message First

The Oldest Message First algorithm is defined by Algorithm 5.

4.6.2

Provable Behaviors

These proofs rely both on the assumptions of §4.1 and on the proofs already given in §4.5.2.
4.6.2.1

Oldest Message First is Robust

First, we prove that Oldest Message First is robust in that it will eventually deliver all
the messages it is given.
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Input: An actor A
1 Execute Blocks Concurrently
2
while simulation is still running do
3
if A’s message bag is not empty then
4
Select the oldest message M at from A’s message bag;
5
Broadcast it;
6
Wait for a random duration;
// See caption
7
end
8
end
9
ReceiveMessage(A, M );
// M is an incoming message
10
while simulation is still running do
11
if A’s message bag is not empty then
12
Select the oldest message M from A’s message bag;
13
Set M ’s sink as A’s new destination;
14
else
15
Select a depot at random and set that as A’s new destination;
16
end
17
When the depot is reached, wait for a random duration; // See caption
18
end
19
DiscardOldMessages(A)
Algorithm 5: High-level description of the Oldest Message First algorithm.
Line 6 follow similar semantics as Line 6 in the RandomBroadcast algorithm
described in §4.4.1; see that section for more details. Line 17 chooses a value in the
range [0, 10] seconds uniformly at random. This choice was made arbitrarily and
could be the subject of further experiments. ReceiveMessage is defined in §4.4.2
and DiscardOldMessages is defined in §4.4.3.
Theorem 5 Oldest Message First is robust and will eventually deliver all messages it
is given.
Proof We start with the following observations:
1. All mobile robots always travel directly to the sink of the oldest message in their bag
(Algorithm 5, line 10).
2. Broadcasts occur only after waiting for a random duration after the previous broadcast attempt. The duration follows the semantics laid out in Line 6 in the RandomBroadcast algorithm described in §4.4.1 (Algorithm 5, line 6).

CHAPTER 4. COMMUNICATIONS STRATEGIES

66

3. Messages that are too old age out and are discarded. (Algorithm 5, line 19).
Point 1 means that the loop in Algorithm 5, line 19 will not prevent the mobile actor from
getting within communications range of the sink. The only reason the oldest message would
be discarded is if it were jammed. Assume that all of the mobile robots have congregated
around the same depot at the same time and all are trying to transmit to it at the same
time. By point 2, we know that there is a non-zero probability, however slight, that one of
the mobile robots will have a chance to broadcast the message without being jammed by
any of the other actors that are within broadcast range, and that window of opportunity will
occur before the mobile robot will discard the message for being too old (point 3). Once this
happens, the sink will receive the message and start broadcasting its own acknowledgments.
Once again, while the window of opportunity of successful transmission may be small, it is
non-zero, which means that all actors that are within reception distance will immediately
discard the user message, add the acknowledgment to their message bag, and then restart
the entire algorithm.
We can now reuse the arguments in Lemma 4; since the previous cycle must be repeated
an infinite number of times, given enough time, all messages must eventually be delivered.
Theorem 5 has one subtlety that is easy to overlook; while all messages are eventually
delivered, this is only true if the stream of messages is finite in length; if messages are
generated indefinitely, then it is possible to indefinitely delay delivery of some messages.
As an example, consider an adversary that forces a pair of depots to send messages to
each other continuously. Over time, mobile robots will be trapped into a cycle of moving
messages between those depots only, starving other depots of communications resources.
Thus, while Oldest Message First is a first attempt at modifying Random Depot, it
isn’t powerful enough to be used on its own.
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Trivial Trading Post

Just as Oldest Message First modified Random Depot, Trivial Trading Post
builds on Oldest Message First. The difference between Trivial Trading Post and
Oldest Message First is that if a mobile robot hears radio traffic on any channel that
it is a member of, then it will immediately stop moving. The supposition is that the now
immobile robot will be in a position to act as a relay, rebroadcasting messages it receives.
The potential downfall is that a depot that is broadcasting constantly slows down the
movement of any mobile robot that is within hearing range, which may increase overall
latency.

4.7.1

Formal Description of Trivial Trading Post

The Trivial Trading Post algorithm is defined by Algorithm 6.
As a note, if no actor stops moving because of a broadcast (that is, line 18 is always
false), then the Trivial Trading Post algorithm reduces to the Oldest Message First
algorithm of §4.6.

4.7.2

Provable Behaviors

These proofs rely both on the assumptions of §4.1 and on the proofs already given in §4.5.2
and §4.6.2.
Theorem 6 Trivial Trading Post is robust and will eventually deliver all messages it
is given.
Proof Assume for the sake of contradiction that Trivial Trading Post is not robust.
Since Trivial Trading Post reduces to the Oldest Message First algorithm (which
was proven robust in Theorem 5) as long as line 18 is always false, we know that it is
robust in the case that no mobile robot hears a broadcast while it’s moving. So the only
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Input: An actor A
1 Execute Blocks Concurrently
2
while simulation is still running do
3
if A’s message bag is not empty then
4
Select the oldest message M at from A’s message bag;
5
Broadcast it;
6
Wait for a random duration;
// See caption
7
end
8
end
9
ReceiveMessage(A, M );
// M is an incoming message
10
while simulation is still running do
11
if A’s message bag is not empty then
12
Select the oldest message M from A’s message bag;
13
Set M ’s sink as A’s new destination;
14
else
15
Select a depot at random and set that as A’s new destination;
16
end
17
repeat
18
if A hears a broadcast on any channel it is a member of then
19
Stop moving;
20
else
21
Continue moving toward destination;
22
end
23
until The chosen depot is reached ;
24
When the depot is reached, wait for a random duration; // See caption
25
end
26
DiscardOldMessages(A)
Algorithm 6: High-level description of the Trivial Trading Post algorithm.
Line 6 follow similar semantics as Line 6 in the RandomBroadcast algorithm
described in §4.4.1; see that section for more details. Line 24 chooses a value in the
range [0, 10] seconds uniformly at random. This choice was made arbitrarily and
could be the subject of further experiments. ReceiveMessage is defined in §4.4.2
and DiscardOldMessages is defined in §4.4.3.
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possible way for it to not be robust is if at least one mobile robot hears a broadcast while
it’s moving, and that somehow causes the algorithm to not be robust.
The only effect that hearing a broadcast has on a mobile robot is that it stops moving
while the broadcast is ongoing. To ensure that a given mobile robot stops moving indefinitely requires that at all times at least one channel it is a member of is in use. But from
Theorem 4 and the statements that immediately follow, we know that if there are N actors
in a simulation and it takes at most T time to transmit any message, then in a time window
of T (2N + 1) a cumulative duration of T (N + 1) exists where all channels are silent. During
these silent time periods, the actor will be moving toward its goal. This implies that all
mobile robots have a positive lower bound on their average speed. Since mobile robots do
not change their destinations until they have reached it, this means that it is impossible to
prevent the mobile robots from reaching their destinations. Thus, so long as the message
hasn’t been discarded due to old age, it will be delivered.
To address the point about aging out, we can calculate a pessimistic amount of time
that any given message might be waiting in the actor’s message bag, and use that to set
the aging out requirements. To do so, we first calculate the minimum average velocity. We
first start by noting that there are only two places in Algorithm 6 where a mobile robot
is immobilized. The first was just discussed in the previous paragraph, and the second is
on line 24. Per the discussion in the caption of Algorithm 6, we know that a mobile robot
will wait at a depot for at most 10 seconds. Per the discussion of the prior paragraph, we
know that in any given time window of T (2N + 1) seconds, the mobile robot will be moving
for T (N + 1) seconds cumulatively. We can use this to calculate the pessimistic fraction of
time that the robot is moving:
T (N + 1)
T (2N + 1) + 10

(4.8)

Provided both T and N are positive values, that means that Eq. 4.8 is also a positive
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value. Since we already assume that moving mobile robots move at a speed s (see §4.1),
that means that the lower bound on the average speed of a mobile robot is
s · T (N + 1)
T (2N + 1) + 10

(4.9)

For any given user message, we know both its source and sink locations, from which we
can calculate the separation distance. From this and Eq. 4.9, we can immediately calculate
the minimum time to live for any message, ensuring that it will live long enough to reach
its destination.
Thus, there is no method to prevent messages from being delivered, which by contradiction proves that Trivial Trading Post is robust.



Unfortunately, Trivial Trading Post suffers the same problems as were discussed for
Oldest Message First; if the stream of user messages is infinitely long, then it is possible
for an adversary to force generation of streams of messages that trap all mobile robots into
going between a pair of chosen depots while starving the other depots of resources. Thus,
it is only robust as long as there are a finite number of messages being transmitted, and
they are all broadcast by their sources by some finite date.

4.8

Trading Post

The Trading Post strategy builds on the Trivial Trading Post strategy by adding
some extra coordination and intelligence. Each robot in the simulation maintains a belief
state database about the locations, velocities, and channel memberships of all robots in
the simulation (including itself). To make a decision as to what its next action regarding
the oldest message should be, it builds a digraph over which it is able to execute the A*
algorithm ([22]). The edges in the graph represent actions, and the robot executes the
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action represented by the first edge in the path returned by the A* algorithm16 .
The difference from the earlier algorithms is that each robot (including non-depot
robots) is able to broadcast its own belief database, and each robot is able to ingest the
database broadcasts of other robots to update its own database. This strategy has a cost
though; since the database messages must be broadcast on the same channels as user messages and acknowledgments are broadcast, they consume some of the available bandwidth,
potentially increasing the latency of “useful” messages17 .
Moreover, while the entries in each database are timestamped permitting calculation of
the age of the information, there is no mechanism in place to discard or mark as unreliable
entries that are older. As a result, the next action may be incorrect because the database
is wrong.
Despite this, the method is shown to be useful in simulation.

4.8.1

Formal Description of Trading Post

The Trading Post algorithm is defined by Algorithm 7.
Algorithm 7 has been modified from Algorithm 6 as one might expect to support both
making decisions on the belief database and for broadcasting the database.
Algorithm 8 is of greater interest because of the choices made while building the
database. The choices made are described in the following sections.

4.8.1.1

Linear Extrapolation of Position

At first glance this is not a controversial choice, but as it turns out it leads to poor planning.
The issue is that linear extrapolation of trajectories over non-zero velocities always leads
16
While at first glance this may seem to be a primitive form of the planning graph first described in [3],
in reality they are completely unrelated. The only commonality between the two approaches is the use of
graph as a central data structure
17
Database messages are handled slightly differently from user and acknowledgment messages in that
they aren’t placed into an actor’s message bag. Instead, there is a separate thread of control that sleeps
for a duration chosen uniformly at random over the range [0, 100] seconds, after which it broadcasts the
database. This happens indefinitely.

CHAPTER 4. COMMUNICATIONS STRATEGIES

Input: An actor A
1 Execute Blocks Concurrently
2
while simulation is still running do
3
if A’s message bag is not empty then
4
Select the oldest message M at from A’s message bag;
5
Broadcast it;
6
Wait for a random duration;
7
end
8
end
9
ReceiveMessage(A, M );
// M is an incoming message
10
while simulation is still running do
11
if A’s message bag is not empty then
12
Select the oldest message M from A’s message bag;
13
Set A’s destination to M ’s sink, and start moving towards it;
14
Construct a planning graph using Algorithm 8;
15
Calculate A* over the planning graph;
16
Let n be the first node returned by A* that doesn’t represent the actor
A;
17
if n has a name then
18
The name is the name of the channel that you should broadcast on.
Broadcast M on that channel;
19
end
20
else
21
Select a depot at random and set that as A’s new destination;
22
end
23
repeat
24
if A hears a broadcast on any channel it is a member of then
25
Stop moving;
26
else
27
Continue moving toward destination;
28
end
29
until The chosen depot is reached ;
30
When the depot is reached, wait for a random duration;
31
end
32
while simulation is still running do
33
Broadcast A’s belief database;
34
Wait for a duration chosen uniformly at random over [0, 100] seconds;
35
end
36
DiscardOldMessages(A)
Algorithm 7: High-level description of the Trading Post algorithm. As noted
earlier, the planning graph in line 19 is unrelated to [3]. Due to how Algorithm 8
works, we are guaranteed that any node examined in line 17 will have a name set.
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Input: An actor’s belief database D
Input: A natural number l that is the length in bytes of the message being
transmitted
1 Let D 0 be a new, empty belief database;
2 foreach Entry e in D do
3
Create a new entry e0 in D0 from e that extrapolates e to the current date;
4 end
5 Let G be a new, empty directed graph;
6 foreach Entry e0 in D 0 do
7
Create a new node n;
8
Push n into G;
9 end
10 Let V be the set of nodes that are currently in G; // no more nodes are added
to V after this point
11 foreach Element of the set {(ni , nj ) | ni , nj ∈ V } do
12
if ni is not a depot then
13
if ni ’s speed is non-zero then
14
Let s = ni ’s speed;
15
else
16
Let s = 1;
17
end
18
Let t = The time it would take ni to reach nj at speed s, assuming that ni
is heading directly toward nj ’s current position as described in D0 ;
19
Add a new node ne to G;
20
Set ne ’s name to the empty string;
21
Add a directed edge from ni to ne and set its weight to t;
22
Add a directed edge from ne to nj and set its weight to 0;
23
end
24
foreach Channel c that both ni and nj are members of do
25
if ni and nj are within c’s broadcast radius then
26
Let t = The time it takes to broadcast l bytes on channel c;
27
Add a new node ne to G;
28
Name ne “c”;
29
Add a directed edge from ni to ne and set its weight to t;
30
Add a directed edge from ne to nj and set its weight to 0;
31
end
32
end
33 end
Algorithm 8: High-level description of how the decision making digraph is constructed from the belief database. Not shown is use of the A* algorithm ([22]) to
find the shortest path through the resultant graph.
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to the belief that a robot has passed outside of the minimum convex hull containing all
of the depots at some point in time. If mobile robots attempted to intercept one another,
then this could lead to the unexpected behavior of a mobile robot traveling outside of the
minimum convex hull containing all of the depots. Fortunately, this potentially erroneous
behavior is avoided by the fact that the only destinations ever chosen are depots.
That said, while the linear extrapolation does not lead to mobile robots traveling outside
of the minimum convex hull containing all of the depots, it can lead to inefficient behavior.
For example, given enough time, any object that is traveling at a non-zero constant velocity
must eventually exit the minimum convex hull containing all of the depots. If a robot’s
belief database is sufficiently out of date, then when it extrapolates the current position of
all mobile robots, it will decide that they are all too far away to be of any use in helping
with communications. The result is that the mobile robots will each decide that the best
action to take is to physically courier messages to their destination, rather than broadcast
the message and hope that gossiping will take care of the rest.
4.8.1.2

Forcing a Positive Speed for Temporarily Immobile Robots

A more interesting choice is in line 16 of Algorithm 8; with it, all mobile robots are forced
to have a positive speed. The reason is for correctness; while testing the behavior, we
discovered that if a mobile robot is immobile at the time it creates the planning graph,
then weights for all edges related to mobility in the graph would be infinite. The particular implementation of the A* algorithm that we used treated infinite-weight edges as not
existing. In those cases where there was no wireless path between the mobile robot and
the given message’s sink, the result was that no path would be returned, which meant that
the mobile robot would not move. Once this situation occurred, the mobile robot became
trapped; the Discard Old Messages procedure of §4.4.3 was never called because the
time for the mobile robot to cover the distance was also infinite.
The choice of forcing zero speed to unit speed was an arbitrary one, but still something
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we consider to be reasonable; in all of the tests conducted, the speed of any mobile robot
while it was moving was always unit speed. Other choices could have also been made.

4.8.2

Provable Behaviors

Much like the prior strategies, we wish to prove that Trading Post converges, eventually
delivering all messages under all circumstances. Theorem 7 provides this proof. As with
the proofs for the other strategies, the assumptions and proofs in §4.5.1 are assumed to be
true. The proof that it does indeed converge is given by Theorem 7.
Theorem 7 Given that the assumptions and proofs in §4.5.1 are true, the Trading Post
strategy always converges, and all user messages are probabilistically guaranteed to be delivered.
Proof Assume for the sake of contradiction that the claim is false. Then there must be
some configuration and message stream that will cause it to be false. We know that if
the belief databases are never broadcast, or if all messages are delivered and acknowledged
before any belief database is broadcast, then the Trading Post algorithm reduces to the
Trivial Trading Post algorithm, which we’ve already shown always converges in §4.7.2.
That implies that the broadcast of the belief database must be the cause of the failure.
A method to prevent forward progress is to jam all broadcasts with a database broadcast
at the same time. However, this is easily overcome by extending Theorem 4 to include
the database broadcasts; in fact, in our experiments, we were careful to ensure that this
was always true, so it is probabilistically guaranteed that all messages that are repeatedly
broadcast indefinitely will eventually be received. So direct jamming is not the issue.
The other possibility is that the database leads to incorrect actions of some type. However, the utility of the database is to make the strategy more efficient; regardless of how
out of date the database is, line 13 and lines 23-29 of Algorithm 7 ensure that as long as
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an actor is able to move, it will eventually reach a message’s destination, at which point it
will be probabilistically guaranteed to deliver it.
Since the database broadcasts cannot indefinitely jam all other broadcasts, and since
it can’t force an actor to indefinitely avoid the message’s destination, it must be that the
hypothesis is false, proving by contradiction that the claim is true.



This chapter showed that all of the tested strategies will eventually converge, but gives no
insight into the efficiency of any of the strategies. This requires experimentation. In §5, we
discuss the simulator we designed to test these strategies, as well as some of the lessons we
learned while implementing the simulator. The results of simulation are presented in §6.

Chapter Five

Experimental Approach
As described in §1.4, the universe is quite simple: no adversaries, no obstacles, and randomized generation of messages between random depots. However, even within this model,
it is difficult to prove the performance of a particular strategy on a particular universe
and particular message stream. Because of this, this dissertation chooses to implement a
simulator and test the performance of various strategies.
There are two obvious problems with this approach. The first is that the simulator must
faithfully simulate the universe as described in §1.4. The second is the implicit assumption
that it is possible to draw statistically significant conclusions from the use of simulations.
At best, we can address the former problem by developing proofs of algorithmic correctness, but we can’t pragmatically prove the simulator itself is correct; bugs happen to
the best programmers, and even if there are no bugs in the software, problems periodically
appear in the hardware1 . The most we can do is perform a large series of tests whose outcomes are well known to verify that the simulator performs as expected in those particular
cases.
The latter problem cannot be fully addressed. As shown in §3.4, our problem is mathe1

Numerous such vulnerabilities are described in the National Vulnerability Database, https://nvd.
nist.gov/.
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matically chaotic. Small perturbations, such as whether or not two robots come close enough
to one another to communicate, can have very large outcomes on a given simulation. To
overcome this, we would need to simulate a large fraction of the possible combinations of
{initial robot configurations} × {message streams} × {strategies used}. Even if the world
were a discrete 10 × 10 gridworld with just 10 robots, we would need to simulate a significant fraction of the 10010 = 100, 000, 000, 000, 000, 000, 000 possible starting positions2 .
However, our world is across the Euclidean plane R2 ; this means that there are an infinite
number of starting positions, and therefore, it is impossible to simulate a statistically significant number of simulations. This is why §7 does not attempt to extrapolate the results
of the simulations to other seemingly similar situations; it wouldn’t make logical sense to
do so.
That said, simulation is still our best approach outside of using actual robots in the
real world if for no other reason than weeding out poor approaches before significant effort
is expended in the real world. This is the mindset with which we approach the use of
simulations in this work.

5.1

Description of the Simulator

At its heart, the simulator is classical discrete-event simulator (DES), similar to ones described in [24, 31, 2, 45, 79]. Briefly, a classical DES will have a set of events, such as
“reached target” or “receiving broadcast” that can be generated by different subsystems
within the simulator. Different actors may register to receive different events and the same
event may be delivered to multiple actors. Events are delivered in temporal order; if numerous events are generated at the same time, all events are considered to “have occurred”;
that is, they cannot be canceled as they are considered as having already happened. Since
2
One of the assumptions of the rules in §1.4 is that there are no obstacles and robots do not interfere
with one another. This implies that any number of robots may occupy the same point in space at the same
time, which is why we use the formula 10010 .
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events have already occurred, the only requirement is that the events be executed in temporal order. The advantage of a DES is that the time between events can be skipped. In
contrast, a simulator that uses fixed length time steps will need to cycle through each time
step, even if nothing of interest is going on during that time step. In addition, a DES can
simulate events that are separated by arbitrarily small time deltas; fixed length time step
simulators may skip important events if the event occurs at a moment that the simulator
is unable to calculate.
In contrast with the classical DES model, our simulator implements a “tentative events”
event queue; events are placed in the event queue to execute at a future date, but may be
canceled or invalidated before they are executed. Like the classical DES model described
earlier, events are sorted temporally, with events that are scheduled to occur on the same
date occurring in an arbitrary order3 . Events may be scheduled to execute in the future,
but actors may choose to cancel events prior to their execution. This simplifies certain
types of code. For example, when a broadcast is started, an event is placed in the queue
for each symbol4 that is to be transmitted. After the events have been placed in the queue,
the actor may unexpectedly fail, resulting in all events for symbols that have not yet been
transmitted suddenly becoming invalid. In this case, those events are simply canceled and
will be skipped when the event queue reaches them5 .
Events are unlimited in their power; internally, they accept closures, and a date when
the event will occur. Events that are in the future are always tentative and can be canceled
at any time before they are executed. Events that occur “now” are always executed.
3

This has no effect on the simulator as all events that are scheduled to occur on the same date will be
executed by the simulator. This design was chosen because the speed of light limits how fast information
can propagate from one point to another; hence, even if an event is attempting to cancel another event
that is occurring at the same time, it isn’t possible as there isn’t enough time for the information about the
cancellation to travel any distance in the real world.
4
The simulator assumes 256-QAM encoding, which transmits 8 bits per symbol.
5
While profiling and optimizing the simulator was not a focus of the research, some efforts were made
in this regard. Profiling showed that the time spent popping and discarding canceled events consumed less
than 1% of the total runtime, and as such no further efforts were made to optimize this behavior.
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Simulator State

In addition to the event structure described previously, the simulator tracks certain state
information that both affects and is affected by the actors in the simulation. This includes
the following:
• The locations and velocities of all actors6 .
• The channels used by the actors. For each channel, the simulator tracks:
– The channel’s radius.
– The channel’s bandwidth in bytes/second.
• The event queue.
The simulator does not directly track which actor is in contact with which other actor
over a given channel; instead, it determines this information when it executes an event to
transmit a symbol. As an optimization, a specialized caching framework was implemented
that minimized the work involved in location and distance calculation updates7 .
The simulator uses the information above to answer simple questions such as
• From a given node’s point of view, is a given channel in use?
• Where is a given node at the current time?
• When will the next event occur?
Clients, which are the controllers running on the individual nodes, consume the previous
information and give one or more of the following commands to the simulator:
6

This information is updated lazily; that is, the location includes an absolute moment in (simulated)
time. If the current location is required, then the location is updated; otherwise, it isn’t modified. This
allows the simulator to avoid work when it isn’t necessary.
7
The greatest gains are realized when actors aren’t moving. For example, the connectivity graph between
pairs of depots remains constant for the duration of a simulation, which means that once this is calculated,
the results can be reused indefinitely.
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• Change the velocity of the node representing the client.
• Begin broadcast of a message on a given channel.
• Cancel a broadcast of a message.
• Set an alarm.
The simulator will use this information to decide what the next event is, and therefore,
what the next action should be, effectively calling one or more closures at a given instant.
The simulator has no control over the clients; they can send any of their messages to
the simulator at any moment in time, and in any order8 . This is why the simulator is a
“tentative event” DES; an event that is executed may cancel or invalidate a future event.
The most important consequence of how the simulator is designed is that all transmissions take time to complete. Because of this, there is always a sequence of tentative
broadcast events created when a broadcast starts, which may be canceled at any time due
to changes in state or behavior by other clients.
We’re now in a position to consider the actions that actors can take that affect the state
of the simulator in more depth. We consider movement in §5.1.2 and broadcasting in §5.1.3.

5.1.2

Movement

We can easily track when an actor is moving and where it is moving, but we cannot decide
if an actor can receive a message based solely on the fact that its location appears to have
not changed during the course of a broadcast. The issue is the ABA problem9 ; a listener
may start at location A that is within listening range of some ongoing broadcast, move to
location B that is outside of listening range of the broadcast, and then move back again to
8

In particular, a client can start a broadcast and then start another one on the same channel, effectively
interrupting itself.
9
See [8] for a better description.
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location A. Since locations are an unreliable method of determining if a node has moved,
we need to use some other method.
This and other reasons are why this simulator operates on symbols instead of complete
frames; part of what we learned during the course of developing the first four simulators
was that while operating on strings of symbols (frames or larger) was much more efficient
to simulate, there were numerous unexpected corner cases that immediately invalidated the
results of the simulations. Symbol-oriented simulations avoid these complications at the
cost of significantly increased simulation time. This is further discussed in §5.1.3.

5.1.3

Broadcasting

Correctly simulating broadcasts when actors are moving is the reason this simulator exists. As mentioned in §5.1.2, we discovered during the course of developing the first four
simulators that the myriad corner cases made it difficult to prove that a simulator that
operated on anything larger than a single symbol at a time was operating correctly. The
fifth incarnation of the simulator that we describe in this work is much more low-level,
operating on a single symbol at a time. When a symbol is transmitted, the locations of all
actors are updated, and the connectivity graph is recalculated. At that point, the symbol
is transmitted to all receivers that are in range. However, this isn’t the end of the work
necessary for broadcasting; we must also handle the reception half correctly as it is entirely
possible that the same receiver will hear more than one transmitter at a time. To simulate
this, the simulator has two separate events, one for broadcast and one for reception. When
symbols are broadcast, they are pushed into a set of received symbols. They remain there
until a reception event is executed. If there is only one symbol in the input queue when the
reception event occurs, then that symbol is correctly received. If there is more than one
symbol, then a random symbol is generated and used as the received symbol.
This method of deciding the symbols received was arrived at after discussing how actual
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digital radios work with experts at the US DEVCOM Army Research Laboratory in Adelphi,
MD. According to the experts, there are numerous schemes for encoding each symbol for
transmission on a channel, and depending on the particular scheme used, there are various
probabilities for the symbol being correctly decoded, but as a first approximation when
no other information is available about the coding scheme in use, picking the value of a
corrupted symbol at random using a fair coin is a reasonable approach10 .
Reception events are only generated when a reception set transitions from being empty
to being not empty. When the reception event is executed, it will remove all symbols from
the set, resetting it to being empty. Reception events are always set on a clock tick that
depends on the bandwidth of the channel. For example, if the bandwidth of a channel is 1
kHz, then reception events are always generated on clock ticks that occur at ticks ending
at 0.001 seconds. If a symbol is received between that range (e.g., a symbol is received
at 0.0003, 0.0004, and 0.0007 seconds), then all those symbols will sit in the reception set
until the next reception event occurs. This ensures that channels are only able to operate
at their stated bandwidth.
Note that this is not the only choice that could be made for how symbols are transmitted and received. In particular, this method imposes perfectly synchronized clocks onto
each channel and actor. Other models are possible, at the cost of greater computational
complexity.
10

Different coding schemes will bias their decoded results of a corrupted symbol in different ways. One of
the simplest schemes, On Off Keying (OOK) will tend to bias toward a signal, but other schemes may not
have such a bias. QAM coding (used by our simulator), depends in part on the phase differences between
the overlapping received symbols, which is part of why the experts suggested randomly selecting a symbol.
Without more information about the coding scheme in use, the experts were unwilling to commit to any
particular model and only willing to state that choosing a value for the symbol at random was a potentially
valid choice.
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Test Methodology

With the description of the simulator covered in §5.1, we can now consider what we should
measure and how we should measure it. As stated in §1.3, the goal is to minimize the
observed latency, but if different experiments on different strategies use differing streams of
messages, then we will have difficulty comparing the performance of the strategies to one
another. To avoid this problem, this thesis uses pregenerated message streams as a part
of each scenario. The streams contain the messages to be transmitted, the sources and
sinks for the messages, and the simulation date that the sources shall be informed about
the message. Node start positions and velocities are also pregenerated. These scenarios are
discussed further in §5.2.1.
Once all nodes are emplaced in their start positions and other basic setup work is done,
all are started at the same simulated moment. Each node maintains a log of when and where
their velocity changed; this is sufficient to reconstruct the trajectory of each node. When
a client receives an acknowledgment for a message it “created”, it informs the simulator.
When the last user message’s acknowledgment has been received by its sender and the
simulator has been informed, the simulation is terminated11 . Message transmission and
reception is also logged, but this is done by the individual actors as they fully decode a
symbol stream into a message.
The logs are post-processed to extract various information. At the lowest level, the
latencies suffered by each message are extracted. For the purposes of this dissertation,
“latency” is the time that the message was “created’ until the time that the source of the
message receives the first acknowledgment from the sink of the message. Information about
the reception of other copies is maintained for debugging and analysis purposes, but has no
impact on the assessment of the strategy under study.
Because the controllers that this simulator executes may be non-deterministic, each
11

This allows the study of controllers that won’t naturally terminate on their own.
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strategy is run 10 times under identical starting conditions. Depending on the information
being analyzed, either all of the runs are displayed, or the runs are averaged together for
display. Further details on the strategies can be found in §4, while results of the runs can
be found in §6.

5.2.1

Scenarios

Scenarios are what permit experiments to be repeated. Each scenario contained the following information:
• A human-readable string describing the scenario. This was solely for debugging purposes, and was ignored by the simulator.
• A unique identifier number. This was an integer in the range [1, 264 ], and was used
for identification purposes within the logs.
• A unique file to log all data to.
• The channels that were available during the simulation. A given simulation could
have 264 − 1 independent channels, each of which would be uniquely identified with
its own channel number. Each channel had the following information in the scenario:
– The channels unique identifier number, which was an integer in the range [1, 264 ].
– The bandwidth of the channel, which was limited to all positive, finite values
that a 64 bit IEEE 754 floating point value can represent (see [28]).
– The communications radius of the channel, which was limited to all positive,
finite values that a 64 bit IEEE 754 floating point value can represent.
The channel information was fixed for the duration of a simulation.
• Up to 264 − 1 robots. Each robot had the following parameters in its initial configuration:
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– The robot’s unique identifier, which was chosen from integers in the range [1, 264 ].
– The initial role that each robot took on. Robots could be depots, trading posts,
or mobile robots.
– The robot’s initial starting location as an (X, Y ) pair with each value being any
value that a 64 bit IEEE 754 floating point value can represent in the range
[0.0, 1.0].
– The robot’s initial velocity as an (dX, dY ) pair with each value being any finite
value that can be represented by a 64 bit IEEE 754 floating point value.
• Up to 264 − 1 messages. The simulator ensured that the source of a message would
not be given the message to handle until the message’s “creation” date. Each message
had the following information defining it:
– A unique integer acting as a message identifier that was in the range [1, 264 ].
– The “creation” date. This was a positive, finite 64 bit IEEE 754 floating point
value.
– The identifier of the source of the message. This is a robot’s unique identifier as
described earlier.
– The identifier of the sink of the message. This is a robot’s unique identifier as
described earlier.
– The contents of the message being transmitted as a UTF-8 encoded string12 less
than 232 characters long.
While 64 bit IEEE 754 floating point values were used within the textual representations
of scenarios, they were not used within the simulator. Instead, all floating point values
were immediately converted to infinite precision rational numbers. This was done for two
12

See [29].
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reasons. First, by design, floating point arithmetic is lossy; adding a small positive value
to a large value may be equal to the original large value. This means that arithmetic that
relies on cumulative processing13 can yield incorrect results which infinite precision rational
numbers are not plagued by. Second, the rational number library that we used explicitly
modeled finite rational numbers only; neither infinity nor NaN could be represented. This
solved problems with “silent NaNs,” where the results were corrupted but not detected at
run time.
Scenarios were grouped into what were essentially databases called scenario files. All
scenarios were executed to completion concurrently, with the same strategy. The behavior
records of a given strategy was saved, then the next strategy was tested using the same
scenario file.
For the results presented in §6, the scenario file we created was far more limited. It
contained a total of forty scenarios, grouped into four groups of ten.
Within each group, the number and types of robots were kept constant, but the starting
locations of all non-depot robots was randomized within the confines of the rules described
above. All scenarios had four depots, placed at the (X, Y ) locations (0.853553, 0.853553),
(0.146447, 0.853553), (0.146447, 0.146447), (0.853553, 0.146447), with identifiers 1, 2, 3, and
4, respectively. Non-depot robots were always initially mobile robots, with unit speed and
a randomly chosen heading. All robots began the simulation with knowledge of where all
depots were located, but no knowledge of the state of other robots. All robots had empty
message bags initially.
All scenarios had only two channels, 1 and 2, and all robots were members of both
channels. Channel 1 had a bandwidth of 1, 000, 000 bytes/second and a maximum communications radius of 0.25. Channel 2 had a bandwidth of 1, 000, 000, 000 bytes/second and a
maximum communications radius of 0.01.
Messages were quasi-randomly generated. All messages were created over the course of
13

Such as when adding inter-event time durations together to determine the current date.
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a single simulated “day” of 86, 400 seconds, but exactly half were created during the first
half of the day and exactly half during the second. During the first half, depots 2 and
4 “created” messages while 1 and 3 were silent. During the second half, the roles were
reversed14 . This hard switch tested the ability of different strategies to adapt to changing
conditions, while still giving enough time during the steady-state periods to see how they
performed.
Scenario group 1 (containing the first ten scenarios) had one mobile robot in each
scenario. Group 2 had two mobile robots, group 3 had five, and group 4 had ten.
These values were chosen as a balance between pragmatism and research interest. Experience showed that as we increased the number of robots, or the number of messages, the
runtime of the simulator grew at a rate that was unacceptable. The final group of scenarios
required twelve days of continuous runtime for a single behavior, and the complete set of
runs required close to a month of continuous runtime. In addition, the total output was
slightly less than two TiB of recorded data, which required continuous management, compression, and decompression of different data sets to accommodate. This experience leads
to part of our conclusions discussed in §7.2.

14

Note that this did not mean that the other depots were entirely silent; it just means that they weren’t
the source or sink of any messages during that period.

Chapter Six

Results
As was already discussed in §3 and §5, not only can we not prove that one strategy performs
better than another in all cases, we cannot even simulate a statistically significant portion of
the configuration space to probabilistically prove that one strategy is better than another.
The results presented in this section should always be viewed through the lens of these
statements and should be considered suggestive rather than conclusive.
Our first strategy, the Random Depot strategy of §4.5 is the simplest strategy studied
in this work. Because of its simplicity, implementing it on real hardware would be quite
simple relative to the other methods. We reasoned that it would be a good baseline to
compare other methods against as strategies that were more complex than Random Depot
and yet less efficient than it would never be implemented in the real world.
In the rest of this chapter, we present the results of our research, beginning with our
measurements of the latencies suffered by the messages under the different strategies.
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Latencies Suffered by Messages Under Different
Strategies

The most important metric measured in this dissertation is the latency suffered by messages
as they are delivered, where latency is defined as described in §1.4.5. The goal of this work
is to minimize the maximum latency suffered by any one message (see §1.3). However, given
the fact that the message streams are in effect random variables, it is always possible that
a single message stream will be particularly difficult for one strategy to deliver, whereas for
a different stream it will be easier. We can extend that observation to individual messages,
knowing that if we average the individual message latencies, then a few outliers could skew
the results.
The former problem is the reason for executing groups of scenarios as described in §5.2.1;
it makes it possible to average the latency suffered by individual messages across multiple
runs.
The latter problem is why the plots in Figs. 6.1-6.4 show cumulative percentages instead
of the maximums of each run. In each plot, the X-axis shows the percentage of messages that
suffered a latency that was at most the corresponding value on the Y-axis. The difference
between the different plots was the number of mobile robots that were used to execute the
given strategy.
In virtually all cases, Oldest Message First, Trivial Trading Post, and Trading Post outperformed Random, and in cases where there were very few mobile robots,
they outperformed it by large margins. This wasn’t particularly surprising as a random
walk, even when constrained as Random was, is not in general a particularly efficient
strategy. In addition, and also unsurprisingly, as the number of mobile robots increased,
the strategies became more efficient, delivering messages with lower and lower overall latencies.
What was surprising was the rate of improvement of the different strategies. While
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Figure 6.1: This graph shows the percentage of messages that had latencies less than or
equal to given time. In this test, there were four depots and one mobile robot.
Oldest Message First, Trivial Trading Post, and Trading Post all improved as
the number of mobile robots increased, the rate that Random improved as the number of
mobile robots increased was significantly higher than for the other methods. In Fig 6.4,
it can be seen that the maximum latency suffered by any message when delivered by the
Random method is actually less than that suffered by some messages when delivered using
the Oldest Message First strategy. Analysis of the data suggests that the reason for
this was because under the Oldest Message First strategy mobile robots sometimes
became synchronized over time, with groups of mobile robots ending up with the same or
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Figure 6.2: This graph shows the percentage of messages that had latencies less than or
equal to given time. In this test, there were four depots and two mobile robots.
very similar message bag contents1 . Once this happened, they would move as a group,
significantly reducing the utility of having a group of mobile robots, at least for a small
subset of the messages.
That said, we suspect that given enough time and enough mobile robots, Oldest
Message First would actually start to perform worse and worse rather than better and
better. This hypothesis requires further testing in the future to either confirm or deny it.

1

The actual message bag contents of the robots was not recorded in the logs, which is why the behavior
can only by hypothesized about, rather than definitively stated.
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Figure 6.3: This graph shows the percentage of messages that had latencies less than or
equal to given time. In this test, there were four depots and five mobile robots.
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Figure 6.4: This graph shows the percentage of messages that had latencies less than or
equal to given time. In this test, there were four depots and ten mobile robots.
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Number of Envelopes Broadcast per Scenario

An alternative metric is the number of envelopes broadcast by each strategy as they pursued
their goals2 . This is shown in Fig. 6.5.
Average Number of Broadcasts per Mobile Robot

Average Number of Messages Broadcast by Each Mobile Robot
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Figure 6.5: This graph shows how many envelopes were broadcast on average by each mobile
robot as a function of the strategy used and the number of mobile robots that were used in
the given scenario.
As can be seen from Fig. 6.5, as number of mobile robots increased, the Trading Post
2

Envelopes are fragmented and encoded into a variable number of packets, each of which are then
encoded into frames for transmission. The lowest-level information captured in the logs were for envelopes;
this means that the precise number of frames transmitted for each captured log is unknown. A small subset
of the tests were repeated to discover what the frame generation rate was; on average it was 4.05 packets
per envelope under the currently used encoding parameters.
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algorithm broadcast significantly more envelopes than the other strategies. Our immediate
assumption was that there were a large number of collisions, forcing rebroadcasts to occur,
but after analyzing the data, we found that the collision rate across all strategies and all
scenarios were in the range [0.00202%, 0.184%]. Further analysis revealed the cause to be
the messages that were broadcast to keep the local databases of all robots synchronized
with one another due to “synchronization storms”. That is, when a robot’s database was
updated, it would immediately broadcast its updated contents, which would cause other
robots in its vicinity to do the same. Although difficult to see from Fig. 6.5, we expect

that the rate of increase will grow roughly as O n2 , mirroring the growth in the number
of edges in a complete graph as the number of vertexes grows.
While this had no effect on the current work, it was interesting to note because of the
implications on power usage and robot longevity. Assuming that robots have approximately
the same amount of total energy available to them regardless of the strategy they use, and
assuming that each radio broadcast used about the same amount of energy as any other one,
it became clear that robots using the Trading Post algorithm would consume significantly
more power than the other methods would. This immediately implies that robots using this
strategy will consume all energy available to them more quickly, which would naturally limit
how long they can operate without either being recharged or effectively destroyed.
In military situations, the problem becomes more dire; when robots are noisier than
they need to be, it becomes easier to target them, and potentially any Soldiers that are
near them. Thus, noise is to be avoided as much as possible.

Chapter Seven

Conclusions and Future Work
§6 presented what we measured, but this is simply raw data. From it, we must extract
wisdom, which is what we do in this chapter. §7.1 distills the knowledge of §6 into wisdom,
but this is only part of what was learned while doing this research; another part is what
we learned is necessary to perform the research well. This is not normally considered in
published research, but we feel is sufficiently important that it is discussed in §7.2.

7.1

What We Learned

The primary conclusion of this research is that simple randomization can overcome many
obstacles, and in some cases, may actually be competitive with other more sophisticated
algorithms. The advantages of such a simple method are manifold:
• Cheap and easy to implement.
• Impossible to trick.
• Robust against individual robot failure.
However, these advantages come at a price; the number of robots needed may be quite
high. In our experiments, we never simulated a large enough number of mobile robots
97
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to convince ourselves that Random would eventually outperform the other methods. We
consider this important work that must be dealt with in the future.
That said, we did notice something that may be of importance in military situations; a
true random walk yields no information to an adversary, but other methods may. If a group
of Soldiers needs to remain hidden, a method that involves traveling along the branches
of a tree, or even the edges of a fully connected graph, is efficient from a communications
point of view, and still a liability from a Soldier’s point of view as the robots will heedlessly
lead the adversary to the Soldiers’ locations. A cloud of randomly moving robots yields no
information.

7.2

A Note on Pragmatism and Suggestions for Practical
Experimentation

A question that has often been asked of this work is “why is it taking so long‽” The underlying issue for most of the time has been the implementation of the simulator itself. Between
performance and correctness issues, we needed to rewrite the simulator from scratch a total
of five times in four different languages (Python, Cython, C, and finally Rust). The entire project has been an ongoing struggle not with the fundamental research question, but
with proving to ourselves that the results we obtained were true and correct. This is time
that few researchers are blessed to have. In our opinion, the better approach is one using
hardware-in-the-loop simulation. Two possible approaches are to use Computer-controlled
Radio Frequency Attenuators (CCRFAs), as described in §7.2.1, and use smart phones and
groups of volunteers as robot analogs, as described in §7.2.2. In our opinion, either method
will yield more accurate results more quickly than simulation can.
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Computer-controlled Radio Frequency Attenuators

As the name suggests, CCRFAs are computer-controlled devices that act like volume knobs
or water faucets; they reduce the energy that passes through them in a predictable and
controllable manner, making it possible to simulate various fading effects. There exist
purpose-built modules that are designed for use by cell phone manufacturers in laboratory
settings when they are testing their equipment that operate at standard WiFi frequencies.
They can be easily adapted for use in work similar to the work in this dissertation by
connecting the antenna port of the robots’ WiFi adapters to the CCRFA, and having each
robot communicate its current position and heading to a central controller. The central
controller would then adjust the attenuation levels as appropriate for the given RF model.

7.2.1.1

Advantages

More accurate than pure software simulators.

Modern communications stacks con-

sist of a large number of interconnected and carefully tuned components. Accurately simulating all of these pieces is difficult and error-prone. By using hardware in the loop, all
questions about implementing the stack correctly are solved, which removes a source of
error from the experiments.

Reduced setup time. Creating or even verifying a bought or borrowed simulator is
correct takes time. As discussed earlier, the simulator used in this work was the fifth in the
series, which required almost nine years of effort to produce and test for correctness. By
using commercially available hardware, it is possible to avoid the time it takes to build and
verify that a simulator is correct. This can save a researcher years of valuable time.

Faster than simulation. Our simulator was slower than realtime, and as the simulations grew in complexity, it slowed even further. This was despite performance tuning and
aggressive use of our simplified disc communications model to simplify and speed up our
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code. As actual wireless hardware increases in the bit-rate it supports, this will only become
more problematic, not less.

7.2.1.2

Disadvantages

Expensive, and requires specialized hardware.

Although CCRFAs are commercially

available, at the time of this writing, they are not common place, nor are they cheap. As
a result, only well-funded labs are likely to be able to purchase and maintain one. This
leads to issues of how to share a valuable and finite resource between multiple researchers.
Fortunately, this type of resource sharing problem has been addressed before in the highperformance computing arena; similar methods and tools could be applied to this problem
as well.

More difficult to repeat experiments.

The main advantage of a pure software simu-

lator is that the state of the simulation is always accessible and able to be recorded. This
makes it possible to rerun any given simulation from any moment in time, making it easy
to test how a particular change might affect the evolution of a given simulation. This is
often not possible with hardware-in-the-loop simulations as some of the state information
is either inaccessible or impossible to set to a given state via a program. That said, this
may not be a major concern; not all states are truly important to capture. With careful
work, the hardware-in-the-loop model may be sufficient.

7.2.2

Humans As Robot Analogs

The primary difficulty with robotics research is that, at the time of this writing, robots
aren’t as capable as humans are in many areas. Many research-grade unmanned ground
vehicles (UGVs) can only operate on relatively flat ground that has no discontinuities such
as steps, curbs, or large expansion joints. Moreover, operating in busy city streets and other
locations of interest is still a challenge for robots.
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A method of solving this, at least in the research context, is to use humans as surrogates
for robots. Each volunteer can be given a smart phone that is preloaded with software that
will give the human commands to follow, while the phone continues with its communications tasks. The human then provides the functionality of a robot that is not under test,
while the smart phone handles the actual test tasks. At the time of this writing, smart
phones commonly had multiple modes of communication such as the cell phone network,
WiFi, Bluetooth, and near-field communications. With some work, they could even be
programmed to operate acoustically as acoustically coupled modems.

7.2.2.1

Advantages

Numerous communications channels. Each communications channel has different
fading characteristics and routing capabilities, which can lead to interesting interactions
and tests. Moreover, it is possible to reserve one channel as the experimental backbone,
permitting real-time logging of the data (e.g., using the cellphone network to log all data,
while performing tests using the other channels).

Realistic communications model.

This is perhaps the most important advantage of

using this method to do research. There is no artificial communications model, just real
physics in play. As such, there is no need to justify the model chosen, nor is there a need to
prove that the implementation of the model is correct. Because of this, the research done
using this method cannot be questioned on the basis of the simulator’s soundness.

Simplified programming model.

Programming robots requires significant effort as

they must be controlled, their sensor inputs managed, and decisions must be made regarding
planning, mapping, etc. Although tools such as Willow Garage’s Robot Operating System
(ROS) simplify some of this work, by having humans act as surrogates for robots, virtually
all of this work can be avoided. All the programmer needs to do is to create a method of
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communicating with the human that is acting like a robot and open up communications
over each of the channels that will be in use. This could be as simple as showing the human
a compass showing the direction to travel in and opening up one or more socket connections
for each communications channel. With the right API, this might be a few hundred lines of
code that are written in a week’s time, giving the researcher time to do the more important
task of actual research.

Vastly expanded operational space. While robots are becoming more capable every
day, at the time of this writing, humans tended to outperform robots in locomotion and
navigation tasks. A task involving traveling several blocks within a city, then up and down
a flight of stairs, and then navigating within an underground parking garage in an urban
setting while the garage is in active use is a relatively simple task for many humans, but
at the time of this writing, this task is all but impossible for an autonomous robot. By
using humans as robot analogs, areas that are normally closed to experimentation become
accessible, allowing research to progress in the communications domain independent of
the progress in other areas of robotics. In addition, humans respond well to incentives
such as free food; hungry students even more so. We expect that by writing the smart
phone application to reward the volunteers with scan codes that can only be redeemed at
specific restaurants, the volunteers would travel significant distances, greatly expanding the
potential area of operation for all types of network research.

7.2.2.2
Cost

Disadvantages
Real hardware is not free, and if the researchers need to supply numerous smart

phones, then the costs can become significant. Moreover, smart phones need a cell network,
which means that they have an ongoing subscription cost that must be paid for. This may
exceed the research budget allocated.
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Limited communications models. While using the real world frees us from having to
prove a given communications model is correct, it also limits us to those parts of the world
to which we have access. We cannot ethically endanger human volunteers by asking them
to walk around within active war zones or malfunctioning nuclear reactors. Even when
limiting ourselves to entirely safe environments, the cost of travel to areas outside of the
lab and its close surrounds may preclude experiments in those areas1 .

Humans are not robots. Because they are not robots, they may not behave as a robot
would or could. For example, a small robot might be able to move underneath a parked
vehicle, or fit between the bars of a locked gate or fence, neither of which are possible for
a human. Experiments must be designed to ensure that humans not only can, but will
simulate robots as faithfully as they can, and when this isn’t possible, the experiments
should be designed so that the data gathered is still maximally useful.

7.3

Future Work

The work in this dissertation made a number of important simplifying assumptions:
• There are no obstacles in the universe. Actors cannot obstruct the movement of other
actors.
• Depots cannot fail.
• There are no adversaries.
These conditions are clearly oversimplifications of the real world. The next step in
this line of research is to consider both temporary and permanent random robot failures.
Probabilistic robotics is a well-studied and active area of research that may be useful for
1
As anecdotal evidence, we have observed that there are significantly more robotics experiments performed in and around the GRASP laboratory at the University of Pennsylvania then there are on the streets
of Philadelphia surrounding the Levine building.
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developing robust strategies against failures that are IID in nature. That said, in military
environments failures are rarely IID in nature; we must develop adversarial models where
an opponent has the opportunity to choose which robots fail, and when. Since opponents
rarely have complete control of a situation, this model will itself be probabilistic, with the
probabilities changing over time and space. Developing models such as these will itself be
a major area of research for years to come.
As described in §5, permitting dynamic obstacles can lead to situations where not only
is communications not possible, but no algorithm can decide that communications isn’t
possible. Nevertheless, dynamic obstacles are common in the real world. The simplest
model of such obstacles is that their behavior is random and IID in nature. In such a case,
if there is a path from the source to the destination, then it is almost certain that every
message will eventually get through2 . But, just as in the earlier discussion about modeling
failures, IID models are inappropriate when there is an adversary involved. Models that
correctly deal with adversarial behavior are a necessary next step in this research as this is
a natural state of affairs in any military engagement. What kind of model is permitted is an
open question as the adversary (or adversaries) will probably have only partial information,
and only have probabilistic likelihood of completing their intended actions. Thus, even the
models themselves can be an area of research.
In conclusion, while this work is a useful first step in this area, and while it is provable
that no method is guaranteed to work in all cases, it is still an important area to study.
Our hope is that future researchers will be able to use this work as a stepping stone to
reach higher and further than we have. Perhaps one day the problem will be sufficiently
understood that, while it can never be perfectly solved, solutions for many interesting cases
will be known. That is our hope for the future.

2

This is an obvious result of the Gambler’s Ruin problem (see [61, pp. 87–88]).

Glossary
AIMD A method of adjusting the rate that packets are injected into a network that
continuously adapts to current network conditions, maximizing utilization. See also
[7]. 51, 53
API A set of public header files or other interface descriptions that allow a linker to link an
application to a library of code. In general, such interfaces are well defined and kept
invariant from release to release of a library, so that library versions can be replaced
without affecting the applications that depend on them. 15, 102
blackdamp An asphyxiating mixture of gases found in mines, typically consisting of a
mixture of nitrogen, carbon dioxide, and water vapor. 3
CCRFA A computer-controlled device that is able to attenuate the radio frequency energy
that is passing through it in a manner analogous to how the volume control on a radio
adjusts the acoustic energy that is output by a device. By careful adjustment of the
attenuation levels, it is possible to simulate fading of a radio frequency channel. 98–
100
closure An object that stores a function pointer together with a snapshot of the environment where the closure was created. This allows the closure to be saved and called,
even when the variables in the environment have gone out of scope and been destroyed.
79, 81
105

GLOSSARY

106

data ferry A mobile platform that picks up and drops off messages over a (possibly fixed)
route. Similar to a postal vehicle that follows a fixed route over a fixed time period.
A synonym for this is data mule. 23, 26, 106
data mule This is a synonym for data ferry. 106
depot An actor that is immobile and immortal for the duration of a simulation. All actors
know the locations of all depots from the start of a simulation onward. 19–23, 36,
40–42, 45, 48, 49, 56, 58–60, 66, 67, 69–71, 73, 74, 77, 80, 86, 87, 91–94, 103, 109
DES A discrete event simulator treats actions in the universe as a series of discrete events.
In general, events are kept in a sorted sequence and executed in temporal order.
Events may generate further events, or may cancel events that are in the queue that
have not yet been executed. 78, 79, 81
DMS A variant of TSP where the goal is not just to reach each node, but to stay within
its communications radius long enough to capture all communications from the node.
This problem is NP-hard as the communications flows are not known a-priori . 31
FEC A category of symbol encoding methods that not only permit the user to detect transcription errors, but in some cases correct the errors without the need to retransmit
the original symbol. See [75, p71, p393]. 16, 17
firedamp A flammable and sometimes explosive gas found in mines. Often consists of
methane. 3
GMS An NP-complete problem that asks for the minimum weight spanning tree for a set
of points in a 2-D Euclidean plane, where one is allowed to add more vertices to the
original set of points if it will reduce the weight of the tree. Defined in [15, p209] as the
Geometric Steiner Tree problem, see that work for a more complete explanation.
29, 30, 35, 42

GLOSSARY

107

IED An explosive weapon constructed from available materials, used by adversaries that
do not have access to factory-built weapons. These are often in the form of road-side
bombs and other remotely activated devices. 8–10
IID A sequence or set of random variables is independent and identically distributed if
every variable has the same probability distribution as the others, and all are mutually
pair-wise independent of one another. Another way of saying this is that if you perform
the same experiment twice in a row, the probability of a given event occurring is the
same in the second event as the first, and the second event’s probabilities will remain
unchanged regardless of the outcome of the first. 16, 37, 39, 46, 59, 63, 104
IPv6 A packet framing protocol used to transport information across the Internet. Defined
in [9]. 110
MILP An optimization problem over a linear equation that is bounded by a set of linear
constraints. Unlike ordinary integer linear programming, some of the variables in a
MILP problem are permitted to be in the R domain. 30, 108
MIQP An optimization problem over a quadratic equation that is bounded by a set of
linear constraints. Unlike ordinary integer linear programming, some of the variables
in a MIQP problem are permitted to be in the R domain. 29
mobile robot An actor that is able to move around, couriering or relaying messages as
needed. Under some control strategies, these can become trading posts. Depending
on the experiments being performed, these may be mortal, being created or destroyed
during the running of a simulation. 20–22, 38, 39, 42, 45, 49, 58, 66, 67, 69, 70, 74,
75, 86–88, 90–95, 109
NP-complete Non-deterministic polynomial(time)-complete; this is a complexity class
used in computer science.

Formally defined in [15, p27-32], and fully discussed

GLOSSARY

108

throughout that book, it can be informally thought of as a set of problems that
are intractable to solve. At the time of this writing, the only known methods of
solving such problems always took time exponential in the size of the input (O (2n ),
where n is the size of the input). 24, 29, 35, 42, 106, 109
POMDP A model of the universe where the system dynamics are assumed to be determined by a Markov decision process, but the actor is unable to directly observe the
underlying state and must therefore maintain a probability distribution over the set
of possible states of the system as a whole. 34
PSO A method of optimization where are group (swarm) of candidate solutions are randomly perturbed in the hopes that one or more will settle on the optimum solution.
This is not guaranteed. See [35] for more information. 30
QAM A method of encoding multiple bits into a single analog symbol by modulating both
the phase and amplitude of a pair of carrier waves. See [73] for more information. 16,
79, 83
RH-MINLP An optimization problem over a nonlinear, nonconvex equation that is bounded
by a set of linear constraints. Like MILP, some of the variables are permitted to be
in the R domain. The receding horizon means that instead of calculating over all possible time steps, the optimization is only performed over a fixed length time window
that is continuously moved forward in time. 30
ROS A set of utilities, daemons, and other software that acts like an operating system for
robots. Commonly used in research. See [52] for more information. 101
sink Within this dissertation, the sink of a message is the node that message is destined
for. Messages always have exactly one sink. 11, 19–21, 33, 37, 39, 49, 50, 54–57, 63,
65, 66, 68, 70, 72, 74, 84, 86, 88, 110
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109

SIR A measure of radio signal quality, defined in [20]. 28
SNR A measure of radio signal quality, defined as SN R =

Psignal
Pnoise ,

where Psignal is the

power of the signal and Pnoise is the power of the noise. 29
source Within this dissertation, the source of a message is the node that the message
originates from. It is distinguished from all other nodes in that this is the very first
node that the message appears at. Every message has exactly one source. 11, 19–21,
25, 33, 37, 39, 46, 49–51, 54–56, 63, 70, 84, 86, 88, 110
stinkdamp The name given to hydrogen sulfide when it is found in mines. The name derives from its smell, which is similar to rotten eggs. It is both explosive and poisonous.
3
thermobaric weapon A weapon that has a significantly longer temperature and pressure
duration than ordinary weapons that can be used to clear out tunnels, bunkers, and
caves. 10
trading post A mobile robot that chooses to stop moving for a period of time. Such
robots may choose to do so to extend the range of depots or combine two or more
network partitions. See Fig. 1.2 for more information. 20–22, 45, 49, 86, 107
TSP A NP-complete problem that asks the question, “given the costs to travel between
any pair of cities in a set of cities, what is the lowest cost route that allows a traveling
salesman to visit all of the cities and return to the city he started at?” A variation
is the decision version of the problem where the question is, “does there exist a route
of cost c or less?” Both variations are NP-complete. See [15, p211-212] for further
discussion. 23, 24, 26, 31, 32, 106
TTP Methods used by groups of Soldiers to accomplish tactical-level objectives. 9

GLOSSARY

110

UAV A generic term for flying robotic platforms. 30–33
UDP An unreliable protocol that permits packets (datagrams) to be routed across an IP
network (see Internet Protocol, version 6 (IPv6) for more information). There is no
guarantee as to what order packets will arrive at the destination, or even if they will
arrive. In some cases, the same packet may be duplicated multiple times. See also
[68, 50]. 33
UGV A generic term for robotic platforms that travel primarily on the ground. The precise
definition is somewhat murky though because an amphibious robot, or a robot that
travels through the air (such as a hopping or gliding robot) might also be considered
to be a UGV. As a rough definition, it is a robot whose area of operation is similar
to what an unaided human’s area of operation is. 100
user message A byte string of arbitrary content whose length is in the range 0 to 65, 535
bytes, inclusive. In this dissertation, user messages are what must be transported
across the network from a source to a sink. Other types of messages may exist in
the network for control purposes, but they don’t directly affect the metrics that are
measured. 18–20
UUID A 128 bit number that, using the methods described in [36], has a very high probability of being unique. Often used to tag items with unique names, they are cheap
to generate and use. 49, 50
wall-clock time Wall-clock time is the temporal duration from when a program starts to
when a program ends. It is the real elapsed time during the execution of a program,
rather than the simulated time within a given simulation. 19
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