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ABSTRACT 
We fully characterize the class of totally positive matrices whose inverses are 
M-matrices, improving upon the characterization given by Markham. We also 
characterize the set of M-matrices whose inverses are totally positive, and show 
that this set is formed by the tridiagonal M-matrices. 
1. INTRODUCTION 
Nonsingular M-matrices have many equivalent definitions. In fact, 
Berman and Plemmons (see Theorem 2.3 in Chapter 6 of [2]) list fifty 
equivalent definitions. We shall use the following equivalent definitions: 
DEFINITION 1.1. Let A be a real 72 x n matrix with nonpositive off- 
diagonal elements. Then the following concepts are equivalent: 
(i) A is an M-matrix. 
(ii) A-’ is nonnegative. 
(iii) The prin . clpal minors of A are strictly positive. 
(iv) Ax > 0 implies z 2 0 for all 2 E Rn. 
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Nonsingular M-matrices have important applications, for instance, in 
iterative methods in numerical analysis, in the analysis of dynamical sys- 
terns, in economics, and in mathematical programming. 
Totally positive matrices are matrices with all their minors nonnegative 
(in [7] they are called totally nonnegative matrices). This class of matrices 
has many applications in mathematics, statistics, economics, etc. Its appli- 
cations to approximation theory and computer-aided geometric design are 
specially important. Recent examples of these applications can be found, 
for instance, in [4] and in [3]. Characterizations of totally positive matrices 
can be found in [l], [5], and [6]. 
For an M-matrix A, [8] gives necessary conditions and also sufficient 
conditions for A-i positive (that is, with strictly positive elements). On 
the other hand, Theorem 2.1 of [7] characterizes totally positive matri- 
ces whose inverses are M-matrices. This result is improved in Theorem 
2.1. In Theorem 2.2 we characterize M-matrices whose inverses are totally 
positive. In particular we see that they are the tridiagonal (or Jacobi) M- 
matrices. They are also characterized by sign-variation properties. Finally, 
in Remark 2.3 it is shown that there is a bijection between tridiagonal 
M-matrices and tridiagonal totally positive matrices. 
2. CHARACTERIZATIONS 
Following the notation of [l], given k, n E N, 1 5 k 5 n, Qk,n will denote 
the set of all increasing sequences of k natural numbers less than or equal 
to n. Given a E Qlc,n, the complement o’ is the increasing sequence whose 
entries are {1,2, . . . ,n}\a, so that cr’ is an element of Qn_k,n. Let A be a 
real square matrix of order n. For k 5 n, 1 5 n, and for any (I: E Qk,+ and 
P E Ql,nr we denote by A[cy ) /?I the k x 1 submatrix of A containing rows 
numbered by o and columns numbered by ,B. Finally, A(a ( p) := A[a’ ( ,O’]. 
With this notation, Theorem 2.1 of [7] states that if A is a nonsingular 
totally positive matrix, then A-’ is an A4-matrix if and only if det A(i ] j) 
= 0 if i + j is even. The next characterization theorem improves upon this 
one. Observe that property (ii) uses less minors than Markham’s Theorem, 
but property (iv) appears to use many more minors. 
THEOREM 2.1. Suppose A is a nonsingular totally positive n x n ma- 
trix. Then the following properties are equivalent: 
(i) A-’ is an M-matrix. 
(ii) detA(i ] j) = 0 if Ji - j( = 2. 
(iii) A-’ is a tridiagonal matrix. 
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(iv) For any k E {l,... ,n - l}, det A(il,. ,ik 1 j,, . . . ,jk) = 0 if 
Ii1 - j$ > 1 for some 1 E (1,. . , k}. 
Proof. Let K := A(-‘), K = (kij)lli,jsn with 
kii = (_lji+jdet~~~l i’l = (_l)i+j del:fil i). (2.1) 
(i) 3 (ii): Since A is totally positive, by (2.1) k,j > 0 when i + j is 
even, and since A-’ is an M-matrix, kij = 0 [and so det A(j 1 i) = 0] when 
i + j is even and i # j. In particular det A(i ) j) = 0 when ) i - j I= 2. 
(ii) =+ (iii): By hypothesis k, = 0 if Ii-j] = 2, and we have to see that 
kij = 0 when Ii-j] > 2. Since A is a nonsingular totally positive matrix, its 
principal minors are strictly positive (cf. Corollary 3.8 of [l]) and so kii > 0 
for all i. Let J, be the diagonal matrix J, = diag{l, -1,. . . , (-l)“+‘}. 
Then the matrix H := J,A-‘J, is totally positive by Theorem 3.3 of 
[l]. Let US observe that, if H = (hij)l<i,j<,, then hij = (-l)ifj-2kij = 
(-l)‘+J k,j, and then h,j = 0 if Ii - j I = 2 and hii > 0 for all i. We have to 
prove that hij = 0 when Ii - j] > 2. 
Let us consider any element hij with i > j + 2. From the total positivity 
of H it follows that hij > 0 and 
- hij hi,J+2 
0 hi+a,i+z _ 
Since hj+z,j+:! > 0 and h,i > 0, we conclude that hii = 0. Analogously it 
can be shown hij = 0 when j > i + 2, and (iii) follows. 
(iii) + (iv): Using Equation (1.31) of [l], we deduce that the deter- 
minant detA(ii,. . . , ik I ~‘1,. . . , jk) is a multiple of det A-l [jl, . . . , jk I 
il, . . , ik]. If A-’ is tridiagonal, one can obtain that the last determinant 
is zero if I il - j, I > 1 for some 1 E (1, . . . , k}, and (iv) holds. 
(iv) + (iii): If I i - j I > 1, then det A(j I i) = 0 and so k, = 0. 
(iii) =+ (i): Since K -’ = A > 0 and K is tridiagonal, we have to see 
that k,j 5 0 when I i - j I= 1; but this is a direct consequence of (2.1) and 
the total positivity of A. ??
The next result deals with the dual question to the previous theorem: 
when does an M-matrix have a totally positive inverse? It shows that the 
M-matrices with totally positive matrices as inverses form precisely the 
set of all the tridiagonal M-matrices. Conditions (iii) and (iv), related to 
condition (iv) of Definition 1.1, deal with the variation of signs. 
Let us recall some notation of Section 5 of [l]. By a sign sequence 
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of a vector x E R.” we understand any signature sequence E for which 
E& =I xi 1) i= 1,2,... , n. The number of sign changes of x associated to 
E, denoted by C(E), is the number of indices i such that &i&i+1 < 0,l 5 i 
5 n - 1. The mmimum [respectively minimzlm] variation of signs, V+(x) 
[V_(x)], is by definition the maximum [minimum] of C(E) when E runs over 
all sign sequences of x. Let us observe that if no component of z vanishes, 
then V+(x) = V_( x , and this value is usually called the exact variation of ) 
signs. We shall also need the definition of a sign-regular matrix: a matrix 
with all the minors of each order of the same sign (not necessarily strict). 
Thus, totally positive matrices are sign-regular. 
THEOREM 2.2. Let A be a nonsingular n x n M-matrix. Then the 
following properties are equivalent: 
(i) A-’ is a totally positive matrix. 
(ii) A is a ttidiagonal matrix. 
(iii) V+(x) < V+(Ax) for all x E W”. 
(iv) V_(x) 2 V_(Ax) for all x E Rn. 
Proof 
(i) + (ii): It follows from Theorem 2.1. 
(ii) + (i): Let J, be again the diagonal matrix J, = diag{ 1, - 1, . . . , 
(-l)“+l}. Since A is a tridiagonal M-matrix, J,AJ, is nonnegative and, by 
Theorem 3.3 of [l], A-l is totally positive if and only if J,AJ, is totally pos- 
itive. The principal minors of A are strictly positive, and thus the principal 
minors of the tridiagonal nonnegative matrix J,AJ, are positive. Now The- 
orem 2.3 of [l] implies that J,AJ, is totally positive, and (i) follows. 
(i) + (iii): Since A -’ is sign-regular, by Theorem 5.6 of [l] one has 
that V+(Ax) 2 V+(A-lAx) - V+(x) for all x E IF. 
(iii) + (i): By (iii), V+(Ax) 2 V+(x) = V+(A-l(Ax)) for all z E W” 
and so for all Ax E IR”. Then by Theorem 5.6 of [l], A-’ is sign-regular. 
By Equation (1.31) of [l]. 
det A-’ [CY 1 a] = det firi a) . (2.2) 
Since A is an M-matrix, it has positive principal minors; by (2.2), A-’ has 
also positive principal minors. Taking into account that A-’ is sign-regular, 
we obtain that A-’ must be totally positive. 
(iii) + (iv): It is a consequence of Theorem 5.6 of [l], using the 
matrix A-‘. a 
REMARK 2.3. By Theorem 2.3 of [I], a tridiagonal matrix is totally 
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positive if and only if it is nonnegative and has all principal minors non- 
negative. By Theorem 6.4.6 of [2], A is an M-matrix if and only if it 
has nonpositive off-diagonal elements and has all principal minors non- 
negative. This gives a bijection between tridiagonal totally positive ma- 
trices and tridiagonal M-matrices. In fact, if J, is the diagonal matrix 
J, = diag{l, -1,. . . , (-l)“+l}, t ‘d’ g a ri ia onal (not necessarily nonsingular) 
n x n matrix A is an M-matrix (is totally positive) if and only if J,AJ, is 
totally positive (is an M-matrix), because the signs of the principal minors 
of A and J,AJ,, coincide. Equivalently, given a tridiagonal M-matrix A, 
the matrix ( A I:= (I aij ()lsi,jln is totally positive, and given a tridiagonal 
totally positive matrix, its comparison matrix M(A) = (rnij)ll~s~ (with 
mi, :=I aii ( and mij := - 1 aij ) if i # j, 1 5 i, j < n) is an M-matrix. 
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