Introduction {#Sec1}
============

Vaccines are a primary way to stop or slow the spread of many infectious diseases, perhaps most notably, influenza. The lack of appropriate vaccination levels is a major health problem. For instance, influenza is a major cause of morbidity and mortality throughout the world despite the availability of a highly effective and inexpensive vaccine. In the US alone, influenza causes an estimated 36,000 deaths and 120,000 hospitalizations annually yet only around 1/3 of healthcare workers are vaccinated each year (Thompson et al. [@CR17]). Efficient provision of vaccinations poses a difficult problem in that the positive externality associated with a vaccination is the product of the probability of infection, the cost of the infection, and the marginal infections generated by an agent if infected (all of which may vary across agents).

There is great concern over the spread of infectious diseases in hospitals, but little knowledge is available to identify healthcare workers who are most likely to acquire and transmit infectious diseases in hospitals. The problem is especially difficult because the transmission of many infectious diseases is not observable. For instance if someone in your household acquires influenza, you likely do not know which of the potentially hundreds of people you come in contact with each day that may have caused the infection. Further if a vaccine is available for an infectious disease and the vaccine is in short supply or is expensive, it is imperative to know which individuals should have the highest priority in vaccine campaigns. In this paper we use a newly collected data set on hospital worker contacts in order to identify hospital worker groups that have the potential to create the largest number of infections based on their location in a hospital contact network.

To achieve this goal, we have collected person-to-person contact information on 140 individuals belonging to one of 15 types of healthcare workers at the University of Iowa Hospitals and Clinics (UIHC). The data contain information on the contacts between healthcare workers and patients and between healthcare workers and other healthcare workers at the hospital. With this information we develop a network model describing the spread of an infectious disease in a hospital. We estimate, using an agent-based model, the effect of network position of different hospital worker groups on the spread of infectious diseases in a hospital. Through this model we are able to identify the hospital worker groups that create the largest externality if removed from the network (perhaps through a vaccination or a quarantine). We argue that methods such as those used in this paper can help hospitals, health care professionals, and epidemiologists to design efficient programs for healthcare worker vaccinations.

Of importance, we note that we only study the externality in terms of network position within the hospital. In this paper we do not consider other potential heterogeneity among agents such as differences in transmission rates across workers, or differences in behavior outside the hospital that may play a role.[1](#Fn1){ref-type="fn"} While these effects are also important, the large differences across classes of workers shown below are worthy of independent study.

This is the first paper to use specific micro-level contact data within a hospital that can be used to help guide policy makers and public health officials in the problem of efficiently allocating vaccines within hospitals. The data used in this paper is unique and detailed in comparison to other studies. The data consists of shadow data (where a research assistant follows a specific, randomly chosen hospital worker for an entire shift) for the 15 major groups of healthcare workers at the UIHC, a 700-bed major medical center. This results in over 600 h of direct hospital worker observations and the notation of over 6500 specific worker to worker or worker to patient contacts throughout the hospital. To the best of our knowledge, the data that we have collected comprises the most detailed micro-level healthcare worker contact data set in existence. As a comparison, Ueno and Masuda ([@CR18]) collect data on contacts between doctors, nurses, and patients. Their data is based on two calendar days from a small, 129 room, community hospital in Tokyo. They model contacts between nurses, physicians and patients. Their data does not consider contacts with and between other healthcare worker groups (other than nurses and doctors). Based on our data at the UIHC, these assumptions would ignore over 60 % of hospital staff, including most of the groups we identify as most crucial to the spread of an infection disease.

We begin by discussing the background and motivation for our study and then move to develop a simple model of infectious disease transmission. In the model, we initially assume homogeneous contacts as in traditional epidemiological models. We then discuss a similar model with heterogeneous contacts and discuss the difficulties of achieving efficient vaccination levels. Following the theoretical discussion, we use our newly collected data on healthcare worker and patient contacts to model the spread of an infectious disease in a hospital setting. The model allows us to identify the healthcare worker groups that would be expected to play the largest role in the spread of infectious diseases, in terms of network position, in this hospital setting.

Background and motivation {#Sec2}
-------------------------

Traditionally, epidemiology research has focused on well-mixed (randomly mixed) populations where agent contacts are homogeneous. In these models, every agent in a population may "bump into" any other agent with equal probability, much as a gas molecule may bump into any other gas molecule with an equal probability over a fixed time period. Only recently have epidemiologists and other researchers begun to study the heterogeneous contact structures between people over which infectious diseases spread (early studies include Comins et al. [@CR6]; Grenfell and Harwood [@CR10]; Wallinga et al. [@CR19]).

We focus this study on healthcare workers and a particular class of infectious disease, of which influenza is an example. Healthcare workers are at especially high risk of contracting influenza. One study of healthcare workers with a low rate of influenza vaccination demonstrated that 23 % of healthcare workers had evidence of influenza infection during a single influenza season (Elder et al. [@CR7]). Two features of influenza make its spread difficult to control in hospitals. First, people with influenza are infectious 1--4 days before the onset of symptoms. Thus, they can spread the virus when they are still feeling well and are unaware of their own infectious state. Second, only about 50 % of infected persons develop classic influenza symptoms (CDC [@CR3], [@CR4]) Consequently, restricting healthcare workers with influenza-like symptoms from the workplace will not completely prevent transmission of influenza because healthcare workers with atypical symptoms could continue working and spreading the virus. Furthermore, studies show that healthcare workers are more likely than other workers to return to work early or to keep working when they have influenza-related symptoms (Weingarten et al. [@CR20]).

Because of the ease with which influenza may be contracted and spread by healthcare workers, the Centers for Disease Control and Prevention (CDC) have, for the past two decades, recommended influenza vaccination for all healthcare workers. Yet, in the US, only 36 % of workers who have direct patient contact are immunized against influenza annually (Smith and Bresee [@CR16]).

Outside of concerns about traditional influenza, there are additional reasons to study the spread of infectious diseases in hospitals. First, healthcare-associated infections affect about 2 million patients in US hospitals each year (Jarvis [@CR12]). Second, there is a growing fear that hospitals could become a breeding ground for new strains of influenza such as the recent H1N1 influenza outbreak, the potential emergence of person-to-person transmission of avian flu, or other "new viruses." Much as SARS spread widely in hospitals to begin the SARS epidemic in Toronto (Chowell et al. [@CR5]), person-to-person transmission of avian flu may start in hospitals as well, and, if a more lethal version of H1N1 were to develop, hospitals again could be a breeding ground for new infections. This last point is of particular salience. With the recent H1N1 outbreak and the subsequent work to develop a vaccine, controversies arose concerning which individuals to vaccinate first. Healthcare workers were high on the list. But, as we show below, not all healthcare workers are equal in terms of their importance in spreading infectious diseases. Thus, one primary focus of this paper is identifying the individual hospital workers who are most important to vaccinate should a similar outbreak occur again.

There is a growing literature in economics on the vaccination choices of individuals and of the externalities associated with vaccinations. But scant attention is paid to the network effects determined by heterogeneous contacts that we focus on in this paper. For example, Francis ([@CR8]) solves for the optimal tax/subsidy policy for influenza in an SIR model with a constant contact rate and random mixing among the population. Geoffard and Philipson ([@CR9]) examine how the individual incentives for vaccination decrease as disease incidence decreases and thereby argue that relying exclusively on private markets is unlikely to lead to disease eradication. Boulier et al. ([@CR2]), the most similar paper to ours, investigate the magnitude of the externality associated with a vaccination as a function of the number of vaccinations in the population, the transmission rate of the disease, and the efficacy of the vaccination. They find non-montonic relationships between each of these items and the magnitude of the vaccine externality. More specifically, the externality and the number of infections prevented per vaccination initially increases before eventually decreasing. However, like Francis, they do not consider the case of heterogenous contact number or heterogenous sorting among the population. Finally, much of the recent literature on the economics of infectious disease is summarized in Philipson et al. ([@CR14]).

A simple model {#Sec3}
==============

We begin by describing a simple model where agents in a population have contacts with each other with a uniform probability. This is the traditional random mixing model in epidemiology pioneered by Kermack and McKenrick ([@CR13]). The important results in this paper describe exceptions to this homogeneous contact assumption, but we use the simplified model to develop intuition before describing a richer model with heterogeneous contacts. In this simple model, we assume that all agents are homogeneous in that all agents have the same number of contacts with other agents and that these contacts are randomly drawn with uniform probability from the population at large.
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We can write these equations in terms of population shares by dividing each of the above equations by the population size *N* and using lower case letters to denote these population shares, $\documentclass[12pt]{minimal}
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One goal of healthcare policy is to attempt to place a population below the epidemic threshold so that the number of infectious agents in a population does not grow subject to some cost constraint. A population is most vulnerable to being above the epidemic threshold when the infectious disease first enters a population because $\documentclass[12pt]{minimal}
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Vaccinations {#Sec4}
------------

A successful vaccination moves an agent from state S to state R without incurring the costs of infection. If we reduce the initial population of susceptible individuals, $\documentclass[12pt]{minimal}
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                \begin{document}$$(1-\frac{\kappa }{\alpha \gamma })N$$\end{document}$ agents are successfully vaccinated. Vaccinating enough agents to produce this effect is called *herd immunity* (Smith [@CR15]); once enough people are vaccinated, the entire population (herd) is effectively protected without everyone being vaccinated. The question then becomes, given a cost of vaccination, *c*(*v*), what is the efficient level of vaccinations to provide in a population and how do we obtain this efficient level? We begin to approach this question by introducing standard value function notation.

In this initial model, once an agent enters state R she remains there forever. Thus the value of being in state R is simply the lifetime discounted utility received in state R. We also introduce the possibility of having heterogenous contacts at this stage by indexing agent j's contacts ($\documentclass[12pt]{minimal}
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If an agent is in state I, she will remain in state I for $\documentclass[12pt]{minimal}
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With the value functions specified we can now specify the vaccination problem for the individual and the social planner.

### The individual vaccination problem {#Sec5}

To simplify the vaccination choice of individuals we assume that an agent can only be vaccinated at time period 0. At this time the agent will choose to be vaccinated if the value of being in the recovered state less the cost of the vaccination is greater than the value of being in the susceptible state. Thus the agent will choose to be vaccinated if$$\documentclass[12pt]{minimal}
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### The social planner's vaccination problem {#Sec6}

The social planner's vaccination problem is more difficult than the individual vaccination problem. Essentially, the social planner's problem is to vaccinate agent *j* if the cost of the vaccination is less than the expected dis-utility of the increase in infections created by agent *j* if agent *j* is infected weighted by the probability that agent *j* is infected. We define the term "marginal infections" of agent *j* to be the additional infections that occur if *j* is infected that would not occur if *j* was not infected. Note that this is not simply the number of infections that agent *j* creates. As an example, agent *k* maybe infected by agent *j*. But, if *k* would have been infected by another agent had she not been infected by *j* then this would not be a "marginal infection" of agent *j*. *k* will be infected regardless of the vaccination choice of agent *j*. Along these lines of thinking, measuring marginal infections is a difficult problem for epidemiologists for at least three reasons:As mentioned earlier, many infectious disease transmissions are not observable. Thus it is not easily known how many infections a given agent causes.Even if transmissions are observable, the marginal infections created by agent *j* are not simply the number of other agents that *j* infects. This is because some agents that *j* infects may get infected by agents other than *j* even if *j* does not infect them herself. Further one needs to know how many additional agents are infected by those that *j* infects and any additional infections created by these agents and so forth. Thus one needs to know information on the dynamics of the entire epidemic to measure the true marginal infections of a given agent.The marginal value of vaccinating an agent depends on the behavior and vaccination choices of other agents. It eventually must be decreasing in the number of other vaccinations that are performed. In the extreme, if there are enough vaccinations in the population to produce herd immunity the marginal value of vaccinating an additional agent only involves the probability that the agent is infected from outside the agent population. In effect, the only value is preventing a single agent from infection because she will not, on average, infect anyone else.Because of these difficulties we use a simulation approach to help us measure the average and marginal effects of individuals belonging to different worker groups in our hospital contact data. With simulations one can monitor the various infections that occur and also perform controlled experiments to sort out the effects of various groups on potential hospital epidemics.
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                \begin{document}$$m_j(\gamma _j)$$\end{document}$ since the primary focus of the paper will be on the effect of heterogeneous contacts on the spread of infectious diseases. As shown in Boulier et al. marginal infections may be increasing in *v* for sufficiently small *v*.[2](#Fn2){ref-type="fn"} But, marginal infections must eventually decrease in *v*; at the extreme, marginal infections are 0 for any level of *v* above the point at which herd immunity is reached. Thus marginal infections may be increasing or decreasing in the number of vaccinations depending on the specifics of disease transmission, contact patterns, and the number of vaccinations performed.

We can now state the social planner's vaccination problem.
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The key terms to investigate in this externality are the probability agent *j* gets infected, and the marginal infections created by agent *j* if infected. Note that if these marginal infections, $\documentclass[12pt]{minimal}
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                \begin{document}$$m_j(\gamma _j)$$\end{document}$, go to 0, the social planner's problem and the individual problem converge, and the externality is removed. Similarly the externality is removed if enough vaccinations are performed to reach herd immunity, again because $\documentclass[12pt]{minimal}
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                \begin{document}$$m_j(\gamma _j)=0$$\end{document}$ when herd immunity is achieved because the epidemic never occurs.

Heterogeneous contacts {#Sec7}
----------------------

The main focus of this paper concerns the network position of hospital workers. As such, we assume throughout the paper that the cost of an infection is equal across all agents, $\documentclass[12pt]{minimal}
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                \begin{document}$$c_j(i)=c_k(i)$$\end{document}$ for all *j* and *k*. Further, without loss of generality, we can normalize $\documentclass[12pt]{minimal}
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                \begin{document}$$c_j(i)=1$$\end{document}$. Thus the externality above is the product of the probability of infection and the marginal infections produced by the agent if infected. One question then emerges: how are $\documentclass[12pt]{minimal}
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                \begin{document}$$m(\gamma _j)$$\end{document}$ related? At a simple level, if contacts only vary in degree, that is if the only difference in contacts between two agents is the number of contacts and not other, qualitative, aspects of the contacts, then you would expect $\documentclass[12pt]{minimal}
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                \begin{document}$$m(\gamma _j)$$\end{document}$ to be highly correlated. If an agent has a high likelihood of being infected because he has many contacts then he also has many contacts to pass on the infection.

### Example 1: Uniform random contacts with low connectivity {#Sec8}

Suppose that each agent pair is connected with a fixed probability. Then, by chance, some agents will have a higher than average number of contacts and some a lower than average number of contacts. In this case, any agent who has a large number of contacts will also generate a large number of secondary infections since there is a lack of structure within the network population. Thus any agent with a high probability of infection, $\documentclass[12pt]{minimal}
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                \begin{document}$$\pi (\gamma _j)$$\end{document}$ will also be expected to generate a high level of marginal infections $\documentclass[12pt]{minimal}
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                \begin{document}$$m(\gamma _j)$$\end{document}$.

Example one is fairly direct. However, various relationships are possible as we show below.

### Example 2: Fully connected graphs {#Sec9}

In this case each agent in a population is directly connected to every other agent in the population. If this is the case, then any agent that becomes infected is directly tied to all other agents and can infect anyone in the population. Thus once someone is infected each agent has a high probability of becoming infected (either from the original agent or from secondary infections). But, since the first agent contacts everyone in the population, and many agents will be infected from him, the other agents in the population may have a low $\documentclass[12pt]{minimal}
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                \begin{document}$$m(\gamma _j)$$\end{document}$. Thus it is possible to have a high probability of infection $\documentclass[12pt]{minimal}
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                \begin{document}$$\pi (\gamma _j)$$\end{document}$ and low marginal infections generated $\documentclass[12pt]{minimal}
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                \begin{document}$$m(\gamma _j)$$\end{document}$ from the same agent.

### Example 3: A bridge between two separate fully connected graphs {#Sec10}

Imagine that there are three groups of agents in a population. Two of these groups, call them *A* and *B*, are separate fully connected graphs containing equal numbers of agents, who do not have any connections to the other group. In other words an agent $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$a \in A$$\end{document}$ is connected to every agent $\documentclass[12pt]{minimal}
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                \begin{document}$$a\in A$$\end{document}$ is connected to any agent $\documentclass[12pt]{minimal}
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                \begin{document}$$b\in B$$\end{document}$. Suppose that group *B* is formed in a similar manner. The third group is composed of one agent, *j*. Agent *j* has only two contacts: one to agent $\documentclass[12pt]{minimal}
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                \begin{document}$$x \in A$$\end{document}$ and one to agent $\documentclass[12pt]{minimal}
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                \begin{document}$$y \in B$$\end{document}$. In this example it may be unlikely that agent *j* gets infected, especially if there is a low transmission rate, because he only has two contacts in the populations. But, if agent *j* is infected, he may be integral to spreading the disease to the second fully-connected group. Suppose an agent in *A* becomes infected and subsequently infects agent *x* (or any of the other agents in *A*) as well as several other agents in *A*. Agents in group *B* are safe from infection as long as agent *j* is not infected. But, if *j* becomes infected, then it is possible that a large fraction of agents in *B* may become infected as well. Thus agent *j* may have a low probability of being infected, $\documentclass[12pt]{minimal}
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                \begin{document}$$\pi (\gamma _j)$$\end{document}$, but create a large number of marginal infections, $\documentclass[12pt]{minimal}
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                \begin{document}$$m(\gamma _j)$$\end{document}$, if he does become infected.

Note that each of these three examples offer different implications for public policy approaches to encouraging vaccinations. In the first example, each agent has a probability of being infected that is in line with the number of marginal infections generated. In the other two examples, the infection rate and the number of marginal infections generated may not have a simple relationship with each other. This is an important observation if one considers using subsidies or other means to encourage increased vaccination rates.

Data {#Sec11}
====

In the remaining portion of the paper we examine a data set on contacts of and between healthcare workers and patients in a large hospital on the University of Iowa campus. We discuss the data and use agent-based models to identify the healthcare workers whose position in the hospital contact network has the potential to create large numbers of infections in the hospital.

Observational data on contacts between healthcare workers and patients was collected during the winter and early spring of 2006--2007 (the 2006--2007 "flu season") at the University of Iowa Hospitals and Clinics (UIHC). The UIHC is a 700-bed comprehensive academic medical center and regional referral center in Iowa City. Data were collected by randomly selecting UIHC employees from each of 15 job classifications (specified below) and then using research assistants to "shadow" the 140 selected employees. The research assistants manually recorded every human contact of the subjects (within approximately three feet) over a work shift. Note that these observed contacts include anyone contacted within the hospital, not just with the other workers in the shadow sample. This resulted in a total of 6654 recorded contacts over 640 h of observation. Additionally, the RA recorded the worker or patient group category for each observed contact (patient or category of healthcare worker) in our data set, and the location in the hospital where the contact occurred.[3](#Fn3){ref-type="fn"}

The job categories and number of observed subjects in the data set are as follows: Floor Nurse (8), Food Service (11), Housekeeper (8), Intensive Care Nurse (8), Nurse Assistant (10), Pharmacist (8), Phlebotomist (10), Physical/Occupational Therapist (9), Resident/Fellow/ Medical Student (8), Respiratory Therapist (11), Social Worker (8), Staff Physician (11), Transporter (7), Unit Clerk (9), and X-Ray Technician (14). The data for each group contain approximately 40 h of shadowing. The data were summarized into tallies of contacts over 30-min intervals and then aggregated into contacts per 8 h shift by the authors.

Table [1](#Tab1){ref-type="table"} lists the average number of non-repeated contacts[4](#Fn4){ref-type="fn"} per 8 h that occur between the various worker (and patient) categories. Note that we were not allowed to choose patients as subjects in our shadow data directly because of privacy concerns. We were only able to observe patient contacts as a result of shadowing other members of the hospital. Thus they do not appear as a row in the table. We use this contact data to model the spread of an infectious disease across the UIHC hospital.Table 1Average contacts between worker categories per 8 hFNFoodHKIC NN AsstPatPharmPhlebP TherResR TherSWStf PhysTransUCX-rayF N110115111013112121Food35112141101011040HK4031220011001010IC N1018131011212011N Asst51122100011110120Pharm4001132003012010Phleb30001241201100010P Ther71132101131111120Res3103161005112011R Ther41171610131001012SW17011141026123030Stf Phys3003191018012011Trans20101140111101410UC321189310310123121X-ray20131110001001119

With this data we create a probabilistic contact network for the hospital worker groups. The network is constructed to match the distribution of worker groups at the University of Iowa Hospitals and Clinics. This totals 5232 employees. The distribution of workers across the categories is given in Table [2](#Tab2){ref-type="table"}.Table 2Employees at the UIHCFloor nurse804Food service456Housekeeper356IC nurse190Nurse Asst386Patient482Pharmacist276Phlebotomist74Physical/occupational therapist90Residents/fellows/Med students666Respiratory therapist108Social worker114Staff physician760Transporter108Unit clerk126X-ray technician236Total5232

We create a contact network among these agents. In the model, each worker in a given group connects to other workers according to the rates observed in our shadowed subjects given in Table [1](#Tab1){ref-type="table"}. As an example, all floor nurses in the model create 11 contacts to other randomly selected floor nurses on average, 0 contacts to food service workers, etc. We assume that the contacts are symmetric in our model, that is, a contact from a given floor nurse to a given housekeeper is also a contact from the housekeeper to the floor nurse. There are at least two reasons for this assumption. First, if our subject is in close enough proximity to pass on the influenza virus to a second agent, the second agent is also within close enough proximity to pass on the influenza virus to our subject. Thus the ability to acquire or to pass on virus is a symmetric relationship. Second, the reader may note in the table that the matrix of observed contacts is not symmetric because of randomness in the observation of subjects. For instance one notices that the subject floor nurses were not observed to contact food service workers, but a small number of food service worker to floor nurse contacts were observed. Thus by assuming that all contacts that occur in the matrix are undirected, we create a symmetric contact matrix where the total number of contacts from a member of group *x* to group *y* (and from group *y* to group *x*) is one-half the sum of the observed average contacts from group *x* to group *y* and from group *y* to group *x*.

We create the contacts in a uniform random manner within groups. Let $\documentclass[12pt]{minimal}
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                \begin{document}$$\rho _{ij}$$\end{document}$ be the ratio of the average contacts between a member of group *i* and *j* (taken from Table [1](#Tab1){ref-type="table"}) to the total number of group *j* employees (taken from Table [2](#Tab2){ref-type="table"}). We then take each pair of employees across each group and create a contact with probability $\documentclass[12pt]{minimal}
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                \begin{document}$$\rho _{ij}$$\end{document}$. Specifically, let agent *a* be a member of group *i* and agent *b* be a member of group *j*. Then the probability that *a* and *b* are connected is $\documentclass[12pt]{minimal}
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                \begin{document}$$\rho _{ij}=C_{ij}/N_j$$\end{document}$, where $\documentclass[12pt]{minimal}
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                \begin{document}$$C_{ij}$$\end{document}$ is the average number of contacts observed between members of groups *i* and *j* and $\documentclass[12pt]{minimal}
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                \begin{document}$$N_j$$\end{document}$ is the number of employees belonging to group *j*.[5](#Fn5){ref-type="fn"}

Data limitations {#Sec12}
----------------

Before moving to the computational model, we mention two limitations of our data set. Human contact networks frequently have a small number of individuals with a much larger than average number of contacts, perhaps differing by orders of magnitude. These individuals are often called *hubs*. These hubs have the potential to significantly influence disease transmission because they are highly likely to be infected, and if so, to pass on infections to a large number of individuals. Because our sample includes approximately 2.5 % of the hospital worker population, we may be missing hubs in our sample if they exist in this setting. However, we note two things in relation to this: First, the relatively homogeneous workday responsibilities of workers within categories, likely limit the variation of contacts within a category. For instance two physicians or two floor nurses are likely constrained to see a relatively similar number of patients each day. This is unlike many other social network data sets, (such as general friendship or online networks) where there are not these work responsibility constraints on individual contacts. Thus the possibility of hubs with orders of magnitude differences in numbers of contacts is more limited in our data context. Second, our data set is more comprehensive than any other within hospital contact data set in existence in terms of the worker categories included. Recall from earlier in the paper that the Ueno and Masuda data set only includes physicians, nurses, and patients in a hospital much smaller than is studied here. Our results below suggest that many of the most important groups in the hospital are not included in their study. Thus, at a minimum, our study highlights the importance of funding for studies that aim to collect even more comprehensive data sets that include individuals with non-patient care responsibilities and more comprehensively cover a larger share of hospital workers.

In addition, we note that we consider all contacts in our data set to be equivalent, or "equally weighted." There may be some concern that not all contacts are created equal in our context. For instance, a contact between a physician and a patient that occurs during a physical examination, may be more likely to spread an infectious disease than other contacts in our data set. We attempt to control for this possibility later in the paper when we consider heterogeneous transmission rates and repeated contacts.

Computational model {#Sec13}
===================

As mentioned above, transmissions of infectious disease are not usually observable. Thus studying infectious disease transmission using an agent-based model can be a useful tool. In the remainder of the paper we model the spread of an infectious disease across the simulated hospital contact networks described above.

Once created, we use the contact network in a model of the spread of an infectious disease in the hospital as follows: Agents can be in one of three states, susceptible to being infected (S), infected and able to infect others (I), or recovered (and therefore immune) (R). We assume that each infected agent recovers after 5 periods which is in-line with the infectious period for influenza. Once recovered the agent enters state R and is therefore immune to further transitions to the infected state.

Initially, all agents in the model are in state S. Agents may be vaccinated against infection. Vaccinations occur only in the initial period of the model. Once vaccinated, an agent moves immediately from state S to state R and is thus immune for the remainder of the model.

In the initial period of the model, each agent in state S (all agents that have not been vaccinated) is subject to infection with probability $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha _0=0.005$$\end{document}$. These are the agents of our model that seed the potential epidemic. Once these initial infections occur we assume that each contact in our network occurs once in each subsequent period of the model. If a contact occurs between a state I and a state S agent, the state S agent transitions to state I with probability $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha $$\end{document}$, which we vary across experiments. We continue the model until no agents remain in state I. In each period of the model we calculate the fraction of agents in each worker category in each state (S, I, or R).

For each of the results reported below we run 100 replications of each parameter set or computational experiment reported. The results reported are averages over these replications. In addition to the results reported below, we have studied a wide range of parameters for our model and find the results reported below to be robust to changes in all of the parameters within reasonable bounds.[6](#Fn6){ref-type="fn"}

Computational experiments {#Sec14}
-------------------------

The purpose of the model is to estimate $\documentclass[12pt]{minimal}
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                \begin{document}$$m(\gamma _j)$$\end{document}$ and the externality generated for the network of contacts in the UIHC shadow data and, in turn, to identify the classes of workers most important to vaccinate. This is a two step process. First we perform a series of base-line models as described above with none of the healthcare workers and patients vaccinated. From this baseline, we observe the rate of infection for each class of agents in the hospital population (15 worker groups and patients for a total of 16 groups). We denote the infection rate of group *k* in the *base* model as a function of the transmission rate $\documentclass[12pt]{minimal}
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                \begin{document}$$\pi _b^k(\alpha )$$\end{document}$ and the overall infection rate in the entire population as a function of $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha $$\end{document}$ as $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\pi _b^0(\alpha )$$\end{document}$. Second, we want to calculate the average and marginal infections generated by each group. To do so, we change the vaccination rate for each group, one group at a time, and re-run the model. As an example, we run the model with all floor nurses vaccinated and no other vaccinations and observe $\documentclass[12pt]{minimal}
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                \begin{document}$$\pi _1^0(\alpha )$$\end{document}$. Then we run the model with all housekeepers vaccinated and no one else and observe $\documentclass[12pt]{minimal}
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                \begin{document}$$\pi _2^0(\alpha )$$\end{document}$ and so on for each group. We then compare the change in the average number of infections between the models, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\delta (b,k)=(\pi _b^0(\alpha )-\pi _k^0(\alpha ))N$$\end{document}$, which is the difference between the overall infection rate in the base model with no vaccinations and the overall infection rate in the model with all of group *k* vaccinated, multiplied by the total population size *N*. Now, using the notation described above, the change in the number of infections $\documentclass[12pt]{minimal}
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                \begin{document}$$\delta (b,k)$$\end{document}$ is equal to the change in number of people vaccinated, $\documentclass[12pt]{minimal}
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                \begin{document}$$N^k$$\end{document}$, multiplied by the probability that each of these agents becomes infected if not vaccinated, multiplied by the number of additional infections each infected agent would generate. Simplifying, if we assume each agent infects the same number of individuals, we can write the average number of secondary infections generated per infected person in group *k*, as $\documentclass[12pt]{minimal}
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                \begin{document}$$A^k$$\end{document}$ and write:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \delta (b,k)=N^k(\pi _b^k(\alpha )) (A^k) \end{aligned}$$\end{document}$$One can then find an estimate of the average secondary infections per infected person as:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \hat{A}^k=\frac{\delta (b,k)}{\pi _b^k(\alpha ) N^k} \end{aligned}$$\end{document}$$Effectively, this process removes each group from the hospital, one at a time. We then can observe the effect of each individual worker group on the size of the modeled epidemic.

Instead of vaccinating all agents of a group at once, we can vaccinate a fraction of a group. As we change this fraction at intervals $\documentclass[12pt]{minimal}
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                \begin{document}$$\Delta N^k$$\end{document}$ we can view the effect of increases in vaccination rates for each group (one at a time). We then have an estimate of the marginal infections prevented per vaccination as:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \hat{m}^k=\frac{\delta (b,k)}{\pi _b^k(\alpha ) \Delta N^k} \end{aligned}$$\end{document}$$We now proceed in two steps. First we investigate the effect of each group in total on the epidemic process by vaccinating an entire group one at a time and calculating $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{A}^k$$\end{document}$ for each group. We then choose a sample of interesting groups and study the details of the epidemic process as we vary the number of vaccinations performed in each of these groups, at specified intervals between 0 and 100 %. Interestingly, as we vary the percent of each group vaccinated, we will see that there are different outcomes across these different groups in terms of marginal infections generated, probability of infection and the overall effect of a vaccination (in terms of reducing the number of infections).

### Base experiments {#Sec15}

We begin by varying the transmission rate, $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha $$\end{document}$, over the range \[0.0004, 0.006\] and observing the base infection rate $\documentclass[12pt]{minimal}
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                \begin{document}$$\pi _b^0(\alpha )$$\end{document}$. The results are displayed in Fig. [1](#Fig1){ref-type="fig"}. As one can see in the figure, a sufficiently large transmission rate is needed to generate an epidemic of reasonable size. Further, as expected, the number of infections generated monotonically increases as a function of the transmission rate, $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha $$\end{document}$. Our primary interest is in intermediate ranges of epidemic outbreaks. If the transmission rate is too high then almost everyone in a population needs to be vaccinated in order to reach herd immunity. And, if the transmission rate is too low, then there is not a large need to worry about vaccine priority. Thus, we concentrate on two intermediate levels of the transmission rate $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha =0.0035$$\end{document}$. With no vaccinations, these levels yield an epidemic where between one-third and one-half of the population is infected over the course of the epidemic.Fig. 1Infection rate as a function of transmission rate

### Average effect of vaccinations {#Sec16}

We now find the average effect of vaccinations across the hospital worker groups using the procedure described above for $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha =0.0035$$\end{document}$. We present results for the average "secondary infections" generated per infected person, $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{A}^k$$\end{document}$, and the product of average infections and probability of infection, which yields the "decrease in infections per vaccination," $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{\delta (b,k)}{N^k}$$\end{document}$ in Tables [3](#Tab3){ref-type="table"} and [4](#Tab4){ref-type="table"}.Table 3Estimate of average infections prevented per vaccination, $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha =0.0030$$\end{document}$GroupSecondary infections per personDecrease in infections per vaccinationFloor nurse3.211.91Food service1.560.26Housekeeper1.460.17IC nurse1.750.55Nurse Asst1.710.53Patient2.811.41Pharmacist1.410.26Phlebotomist4.573.24Physical/ occupational therapist3.572.27Residents/ fellows/Med students1.680.50Respiratory therapist3.021.50Social worker4.303.10Staff physician1.590.29Transporter2.601.21Unit clerk8.357.35X-ray technician1.780.44 Table 4Average infections prevented per vaccination, $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha =0.0035$$\end{document}$GroupSecondary infections per personDecrease in infections per vaccinationFloor nurse2.731.91Food service1.270.29Housekeeper1.230.19IC nurse1.630.68Nurse Asst1.530.60Patient2.611.63Pharmacist1.220.29Phlebotomist3.713.07Physical/occupational therapist2.972.24Residents/fellows/Med students1.440.54Respiratory therapist2.261.43Social worker3.382.81Staff physician1.370.34Transporter2.061.17Unit clerk6.646.27X-ray technician1.310.44

From the decrease in infections per vaccination we have an indication of how much the vaccination of an individual group member is contributing to preventing the spread of an epidemic. The results of this experiment suggest where efforts should be directed in the event of an influenza vaccine shortage or in the event of the development of new disease for which a vaccine may be developed (e.g., avian flu, swine flu, etc.) but is initially in short supply until mass quantities may be made available. Note that some of the groups have vaccinations that prevent less than one infection per vaccination. This occurs because these groups have a low probability of infection and sufficiently low number of average infections that each member generates if infected. Groups with large decreases in infections per vaccination are the ones to prioritize in times of a vaccine shortage, assuming equal costs of infection.

In these experiments we see three clear groups that stand above the others in terms of the effect of vaccinations. For the parameters of the experiments, each vaccination of a unit clerk, social worker, and phlebotomist, results in a decrease of 3.1 infections or more on average for $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha =0.0035$$\end{document}$.[7](#Fn7){ref-type="fn"} In addition vaccinating unit clerks is extremely effective; each unit clerk vaccination results in a decrease of over 7 infections for $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha =0.0035$$\end{document}$. Somewhat surprisingly, some of the groups that are seen as central to the functioning of a hospital play a very small or moderate role in spreading an infectious disease. Vaccinating staff physicians results in a lower than average decrease in infections. We revisit this result in our discussion of transmission rates later in the paper.

Also of note, as one would expect, as the transmission rate increases, the probability of infection increases. But, this has the effect of making individual vaccinations less beneficial on average. Note that $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{A}^k$$\end{document}$ is smaller for each group for a higher transmission rate. This has the effect of lowering the variance of average infections. For the $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha =0.0030$$\end{document}$ case above the standard deviation is 1.79, and for the $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\alpha =0.0035$$\end{document}$ case, the standard deviation is 1.41. As the transmission rate increases, a larger fraction of individuals are infected throughout the population. Thus there are more opportunities for each individual to be infected if she has not already been infected. Vaccinating a given person in the population will only prevent one of these multiple channels for infection. So, as the infection rate increases, the effectiveness of a vaccination becomes more uniform across the groups. This has direct policy applications. An infectious disease that is highly contagious could best be met with a uniform vaccination strategy since each individual in the population will create a similar level of infections on average. But an infectious disease with a low level of contagiousness could most effectively be met with a targeted vaccination campaign (Bansal and Pourbohloul [@CR1]).

### Marginal effect of vaccinations {#Sec17}

We next look at the marginal effect of a vaccination as the number of vaccinations increase. We present results in Figs. [2](#Fig2){ref-type="fig"}, [3](#Fig3){ref-type="fig"}, [4](#Fig4){ref-type="fig"}, [5](#Fig5){ref-type="fig"}, [6](#Fig6){ref-type="fig"} and [7](#Fig7){ref-type="fig"} for five interesting worker group categories for the same two transmission rates discussed above. Unit Clerks, Social Workers and Phlebotomists are chosen because of their large number of secondary infections generated. We also choose Floor Nurses and Staff Physicians because of interest in the effect of worker groups with primary patient care responsibilities. In Fig. [2](#Fig2){ref-type="fig"} we plot the marginal infections prevented per vaccination as a function of the number of vaccinations performed for the five groups. Recall that the number of marginal infections is the additional number of infections that an agent generates if the agent becomes infected. In Fig. [3](#Fig3){ref-type="fig"} we plot the probability of infection for the five groups. And, in Fig. [4](#Fig4){ref-type="fig"} we plot the product of marginal infections and probability of infection which yields the total number of infections prevented per vaccination. These figures all consider a transmission rate of 0.0030. Figures [5](#Fig5){ref-type="fig"}, [6](#Fig6){ref-type="fig"}, and [7](#Fig7){ref-type="fig"} plot the same relationships for a transmission rate of 0.0035.Fig. 2Marginal infections per vaccination. Transmission rate = 0.0030 Fig. 3Infection rate for non-vaccinated individuals. Transmission rate = 0.0030 Fig. 4Infections prevented per vaccination. Transmission rate = 0.0030 Fig. 5Marginal infections per vaccination. Transmission rate = 0.0030 Fig. 6Infection rate for non-vaccinated individuals. Transmission rate = 0.0030 Fig. 7Infections prevented per vaccination. Transmission rate = 0.0030

We begin with marginal infections. Recall that marginal infections may be increasing or decreasing in the number of vaccinations performed for small numbers of vaccinations (Boulier et al. [@CR2]). (Here the number of vaccinations performed is small relative to the entire population as we are only vaccinating some members of one of the 15 groups. So, even if we vaccinate an entire group, this is a small number relative to the entire population.) Here, we see two interesting outcomes. First, we see that marginal infections for both Unit Clerks and Floor Nurses increase as more vaccinations are performed. For these two groups, each additional vaccination prevents a larger and larger number of infections. This is particularly extreme for a transmission rate of 0.0030 and the case of Unit Clerks where a small number of vaccinations results in about 6 marginal infections prevented and the last vaccination of a Unit Clerk results in about 14 marginal infections prevented. We see the same increasing relationship for a transmission rate of 0.0035 but to a smaller extent. (Recall that the effect of a vaccination becomes more homogeneous as the transmission rate increases.) We see a similar increasing relationship for Floor Nurses as well. However the increase is less pronounced. The other three groups have relatively flat plots of marginal infections. Thus for these three groups there is little difference between marginal infections generated and average infections generated.

Figures [3](#Fig3){ref-type="fig"} and [6](#Fig6){ref-type="fig"} show the change in infection rate for the non-vaccinated agents in the model. As the vaccination rate of a group increases all groups show at least a small decrease in infection rate. For the Floor Nurse group this decrease is large, dropping from over 60 to under 20 % at a transmission rate of 0.0030 and from nearly 70 to 40 % at a transmission rate of 0.0035. The other groups show a much more modest to negligible decrease in infection rate.

The product of the two previously discussed statistics yields the number of infections prevented per vaccination. Again, Unit Clerks display a unique relationship in that the number of infections prevented per vaccination dramatically increases in the number of vaccinations performed. The other four groups result in much flatter plots. Thus again there is little difference between the marginal and the average for these groups.

There are two interesting points to be made from these results. The first is that the effect of vaccinating Unit Clerks in our data is most important both from a marginal and an average perspective regardless of how many vaccinations have been performed. Particularly, the marginal effect of vaccinating a Unit Clerk increases at a greater rate than the probability of infection for a non-vaccinated unit clerk falls. Thus, it is always more beneficial to vaccinate one more unit clerk as opposed to a worker from another group (assuming transmission rates are equal). The second is that there is little difference between the average and the marginal effect of a vaccination for the other groups considered here. This second point can be interpreted as good news from a policy making perspective in the sense that the optimal allocation of vaccinations does not switch as more of a group is vaccinated. In other words it is not the case that Group A is the optimal group to target up to some vaccination percentage, after which Group B should be targeted. Switching such as that would indicate a much more complicated solution to the optimal vaccine allocation problem. Here, because there is little difference between the marginal and the average effect of a vaccination for most groups, one can pragmatically target the groups with the largest average effect of a vaccination.

Network characteristics of most important groups {#Sec18}
------------------------------------------------

We now move to discuss the important features of the contact network that creates the externality. As we will see below, it is not just the number of contacts that an agent has but also which specific agents and groups the agent contacts, as well as who the agent's contacts connect to in turn.

We begin by looking at some basic statistics of the contacts in our data in Table [5](#Tab5){ref-type="table"}. For each group, the table displays the total number of contacts, the percentage of total contacts that are with members of an agent's own group, and the number of patient contacts. Total contacts and contacts with patients could be directly correlated with the likelihood of being infected and with passing on infections. The percentage of contacts within one's own group can indicate how varied one's network is and how widespread one's connections are. For instance having few contacts within one's own group provides the possibility of introducing an infection to other groups within the hospital. In addition the table also contains a common network characteristic measure, *betweenness centrality*, which we discuss below.

On a network, the geodesic distance, $\documentclass[12pt]{minimal}
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                \begin{document}$$g_{a,b}$$\end{document}$, between nodes a and b is the length of the shortest path between the two nodes that traverses connections on the network measured as the number of connections traversed (or "hops" required) to reach node b from node a. As one measure of the *centrality* of a node on a graph one can calculate the average distance to all other nodes on the graph. Thus if a graph $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal {G}$$\end{document}$ is composed of *N* nodes, average distance for node a is calculated as:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \bar{g}_a=\frac{\sum g_{a,b}}{N-1} \quad \forall b \ne a \in \mathcal {G} \end{aligned}$$\end{document}$$A short average distance indicates that a node is close to other nodes on average an thus may be likely to be infected and to pass on infections. Thus it is sometimes considered a measure of the centrality or importance of a node in a network.

Betweenness is another measure of the centrality of a node in a network. Let $\documentclass[12pt]{minimal}
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                \begin{document}$$C^i_{jk}$$\end{document}$ be the proportion of all geodesics linking node *j* and node *k* which pass through node *i*. Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$C^i$$\end{document}$ be the sum of all $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$C^i_{jk}$$\end{document}$ for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$$C^i$$\end{document}$. (Normalized) *Betweenness* for node *i*, $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} B^i=C^i/\bar{C}^i \end{aligned}$$\end{document}$$Betweenness for node *i* is therefore a measure of the proportion of shortest paths between nodes that go through node *i*.[8](#Fn8){ref-type="fn"}

In the the table below we report group level values for betweenness centrality. The values are created in the following manner. First we create a network using the same methods as described above. Second, we then calculate the betweenness centrality measurement for each agent in the simulated network. Third, we calculate the average value for each hospital worker group and report the result in the table below. This network variable is likely to be an indicator of importance for disease transmission in the network. If a hospital worker group has a high average betweenness value, then the nodes in this group are potentially important in passing infections on to other nodes as it plays a crucial role in location along many of the shortest paths between nodes in a network. As such, this measure should be closely related to the marginal infections that a group generates.Table 5Contact characteristicsGroupTotal contacts% Contacts in own groupPatient contactsBetweennessFloor nurse21420360.031Food service4030140.008Housekeeper213420.004IC nurse13431230.029Nurse Asst908250.121Pharmacist341230.008**Phlebotomist5110400**.**036**Physical Ther5716150.089Residetn/fellow14429110.018Respiratory Ther8538120.062**Soc worker50840**.**113**Staff Phys776110.009Transporter3225140.026**Unit clerk111430**.**248**X-ray tech7053190.014Average8121150.0544Columns 1--3 taken from data. Column 4 taken from simulated networks

What is most interesting in Table [5](#Tab5){ref-type="table"} is the lack of a clear relationship between any of the variables in the first three columns and our previously-listed most important groups (highlighted in bold). The only measure that consistently aligns well is the betweenness measure. For a moment concentrate on the values in the first three columns. Each of these three plausibly important characteristics fail to display a meaningful relationship with the average or marginal infections generated. If we concentrate on the top three most important groups, some have relatively large numbers of contacts (unit clerks), although not the largest, while others have contacts significantly below the average (phlebotomists). Some have large numbers of patient contacts (phlebotomists) while others have some of the smallest number of patient contacts (unit clerks and social workers). One interesting thing that appears in the table is that phlebotomists have almost all of their contacts with patients and other phlebotomists. Thus the network position of phlebotomists, is in some sense, very similar to that of patients. Overall, what these observations imply is that there is not likely to be a simple relationship (or a small set of simple relationships) indicating which individuals are most important to vaccinate by looking at easily observed worker interaction patterns. Instead the relationship depends on the intricate and complex web of relationships that make up the entire contact network of the hospital. This is what is captured in the betweenness centrality measure. Betweenness measures the percentage of shortest paths in the entire network on which an agent is located. If we remove agents with high betweenness measures (by vaccinations) from the disease propagation network, we disrupt the flow of an epidemic. For concreteness, the correlation between the betweeness measure and the average infections generated is about 0.84 for both $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha =0.0035$$\end{document}$.

Heterogeneous transmission rates and repeated contacts {#Sec19}
------------------------------------------------------

As mentioned above, the primary focus of this paper concerns the effect of network position on the marginal infections generated within a hospital. Here, we consider two robustness checks to the results presented above. First, we discuss a comparison of the magnitude of the above described network effects and the effect of transmission rates on marginal infections for an interesting example group, staff physicians. Second, we do an additional set of experiments using an additional data set that includes observed repeated contacts. We perform these robustness checks for two main reasons: First, because of the job responsibilities of different worker groups, the different worker groups may have different transmission rates, durations of contacts, or frequency of contacts creating another source of heterogeneity in infections. As a few examples, a staff physician may be more likely to transmit an infection over the course of a patient exam that includes a series of physical contacts, compared to a nurse who has a brief arm's-length conversation with a hospital transporter. A floor nurse may have multiple interactions with the same patient during the course of the day.[9](#Fn9){ref-type="fn"}

We begin this analysis by varying the transmission rate of staff physicians. (Recall that staff physicians created a lower than average number of infections in our earlier model.) Again, this is primarily to account for the fact that physicians may have longer duration contacts with patients and the contacts may more frequently involve physical touch. We now assign a special transmission rate to staff physicians that we denote as $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha _p$$\end{document}$. This will be the transmission rate for any contact between a physician and another agent where one of the agents is infected. We use $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha _p=0.0200$$\end{document}$. As we do this we again measure average infections as described earlier and show the resulting average infections for unit clerks and staff physicians in Fig. [8](#Fig8){ref-type="fig"}.Fig. 8Average infections as a function of physician transmission rate holding all other transmission rates constant at 0.0030

Before we present the results we note that there are alternative ways to model this scenario. For instance, we could re-weight our contact matrix. If we knew, for instance, that physician to patient contacts lasted twice as long as other pairs of contacts in the hospital worker population, we could re-weight each physician to patient contact by a factor of two. But note that, on average, this is equivalent to increasing the transmission probability by a factor of two because the expected number of new infections is the number of susceptible to infected contacts in a period multiplied by the transmission rate. A doubling of the number of contacts is equivalent to a doubling of the transmission rate.[10](#Fn10){ref-type="fn"}

Recall from our results above that when the transmission rates are equal the average secondary infections created by unit clerks are slightly greater than 8 and slightly greater than 1.5 for staff physicians. As we increase the transmission rate for staff physicians we see several things: First, as you would expect, the average infections for staff physicians increases. But the change is not large. For $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha _p=0.0200$$\end{document}$ the average secondary infections created by staff physicians is 2.86, slightly less than a two-fold increase and still well below the level of average infections noted for unit clerks when the transmission rates are equal. For unit clerks, as $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha _p$$\end{document}$ increases, the average infections of unit clerks drops rapidly. This occurs for at least two reasons: One is that unit clerks become less important relative to staff physicians as $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha _p$$\end{document}$ increases, the overall infection rates increase, and as we reported earlier, this causes average infections to become more uniform across groups. Overall, the level of average infections between these two groups does not become similar until the $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha _p$$\end{document}$ increases to about 0.0150, a five-fold increase in the staff physician transmission rate. And, the average infections of staff physicians does not become greater than that of unit clerks until $\documentclass[12pt]{minimal}
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Most interesting about these results is the magnitude of the network effects relative to the magnitude of the transmission rates. In the case of staff physicians and unit clerks it takes a 5--6 times increase in the transmission rate of staff physicians to "make up" the difference in network position. This suggests that the network effect differences in average infections are very important in understanding overall transmission patterns.

As a second robustness check we use an additional cut of our data that includes observed repeated contacts. In some instances members of the hospital population were observed to have come in contact more than once during the observation period. We use this data as one way to include the weighting of contacts mentioned above into the analysis. Table [6](#Tab6){ref-type="table"} displays the observed contacts that were observed and had occurred previously in our data. As you see in the table many of these contacts involved repeated interactions with patients (often by members of the nursing staff). We re-perform the analysis above with these additional contacts added into the data. The only additional change is that we modify the transmission rate to $\documentclass[12pt]{minimal}
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We present the results in Table [7](#Tab7){ref-type="table"}. You will notice in the table that most of the groups that previously had the largest effect still do. Unit clerks are still the most important group to vaccinate, but the difference in magnitude between unit clerks and other important groups is less than in the the previous model. Further, as one would expect, groups that have more repeated contacts, such as all types of nurses, become more important. The important point though, is that the relative ranking of most of the groups changes very little. Of course this is partially due to there being relatively few repeated contacts in the data set.Table 7Estimate of average infections prevented per vaccination including repeated contacts, $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha =0.0020$$\end{document}$GroupSecondary infections per personDecrease in infections per vaccinationFloor nurse2.941.60Food service1.300.17Housekeeper1.640.14IC nurse2.901.53Nurse Asst2.120.77Patient3.762.26Pharmacist1.450.30Phlebotomist5.003.86Physical/occupational therapist3.392.12Residents/fellows/Med students1.930.68Respiratory therapist3.632.15Social worker3.592.07Staff physician1.790.37Transporter2.090.79Unit clerk5.974.57X-ray technician1.920.61

Taking these two robustness checks in combination, they demonstrate two important things. First, network structure is at least as important as transmission rate in determining the course of an epidemic in our data set. Second, while the data we have collected is not perfect in terms of comprehensiveness, the relative ranking of group importance appears relatively robust to alternative measures of network structure. A a minimum, taken in combination, these results suggest a need for a greater emphasis on network based data collection in order to better understand both micro level and macro level epidemiology.

Protecting patients and physicians {#Sec20}
----------------------------------

We now make a small shift in focus. Generally, a hospital's primary goal is to restore or improve patient health. Thus prioritizing healthcare worker vaccinations so as to best protect patients may be a legitimate goal of a hospital. In other words hospital administrators may care about protecting patients from infection as much, or more, than they do about protecting the entire hospital population from infection. Of course these may be closely related goals. In addition, in a large scale epidemic, it may be of great importance to have a healthy staff of physicians to treat patients. Thus protecting physicians may be another important goal in vaccine priority within a hospital. In Tables [8](#Tab8){ref-type="table"} and [9](#Tab9){ref-type="table"} we display the same relationships as displayed in our initial results section above but this time only with regard to *patient* infections generated and *staff physician* infections generated, not infections in the entire hospital.Table 8Estimate of average patient infections prevented per vaccination, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\alpha =0.0030$$\end{document}$GroupSecondary patient infections per personDecrease in patient infections per vaccinationFloor nurse0.340.20Food service0.140.02Housekeeper0.050.01IC nurse0.060.02Nurse asst0.120.04Pharmacist0.000.00Phlebotomist1.250.89Physical/occupational therapist0.470.30Residents/fellows/Med students0.070.02Respiratory therapist0.290.14Social worker0.320.23Staff physician0.070.01Transporter0.500.23Unit clerk0.680.60X-ray technician0.170.04 Table 9Estimate of average staff physician infections prevented per vaccination, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\alpha =0.0030$$\end{document}$GroupSecondary physician infections per personDecrease in physician infections per vaccinationFloor nurse0.230.14Food service0.040.01Housekeeper0.000.00IC nurse0.140.04Nurse Asst0.030.01Patient0.180.09Pharmacist0.050.01Phlebotomist0.200.14Physical/occupational therapist0.190.12Residents/fellows/Med students0.140.04Respiratory therapist0.220.11Social worker0.380.27Transporter0.040.02Unit clerk0.610.54X-ray technician0.050.01

In this analysis we see very similar results to the overall population results. Beginning with patients, the four groups (unit clerk, social worker, physical and occupational therapist, and phlebotomist) that played the most important role in transmitting to the hospital population as a whole also play an important role in their effect on patients specifically. However, we see some difference in the two groups of models. First, groups that have more direct patient contacts increase in importance. For instance, phlebotomists replace unit clerks as the most important group. Second new groups emerge as important for transmitting to patients. For instance, hospital transporters are among the top four groups in transmitting to patients but are significantly below the average in terms of transmissions to the general population. With this in mind it seems that giving vaccination priority to health care workers with direct patient contacts is more important for protecting patients than it is for protecting the general population, as one would expect. But still, some of the groups with the largest impact on infecting patients have few direct patient contacts (unit clerks and social workers, for example).

For staff physicians we see similar results. Again, the four most important groups remain important, but other groups such as floor nurses increase in importance when considering staff physicians specifically.

To summarize the results of this section, the same groups that create infections in the general population also create infections in the patient and staff physician population. But, groups that have direct patient or staff physician contacts have increased importance. Still, one should not ignore other groups central to the network of the hospital that have only few direct patient or staff physician contacts (e.g., social workers and unit clerks).

Conclusion {#Sec21}
==========

We utilize a newly collected data set on contacts of health care workers at a large university hospital to estimate network effects for infectious disease transmission. Interestingly the most important groups to vaccinate tend to have heterogeneous contacts throughout the hospital. Groups such as social workers and unit clerks are very important to vaccinate even though they have been given low priority in past vaccine campaigns because of their relatively limited number of patient contacts. For instance, the CDC recommended in their Interim Influenza Vaccination Recommendations in 2004--2005 that influenza vaccine priority be given to "health-care workers involved in direct patient care" and further stated, "Persons who are not included in one of the priority groups described above should be informed about the urgent vaccine supply situation and asked to forego or defer vaccination." This mismatch of scientific results and past policy decisions suggests that future research in this area is warranted especially when one considers the public health dangers associated with the emergence of avian flu, a more lethal version of swine flu, or recent dangers such as SARS. With that stated, we want to be careful to recognize that one reason to vaccinate primary care providers is to assure individuals are available to care for the sick. This important incentive is outside the scope of our model.

The results of this paper lead to important public policy considerations. Specifically, hospital workers with a low probability of infection may be likely to ignore recommendations for vaccination even if they are central to the spread of an infectious disease. One way to increase the overall vaccination level is with a subsidy program. But, as the results in this paper show, not all hospital workers are equal in terms of the positive externality generated by a vaccination. Because of the heterogeneous contacts throughout the hospital, some workers are more important to the spread of an infectious disease than others. Thus if hospitals and other public health organizations want to efficiently distribute vaccines they need to target specific worker groups, perhaps by allocating subsidies, on the basis of discrepancies in probability of infection and marginal infections generated. This paper is the first to use specific micro-level contact data within a hospital to guide policy makers and public health officials in this endeavor.

To be clear, these results are not meant to be specifically calibrated to measure the exact effect of vaccinations in these groups. Instead our hope is that the orderings of the hospital worker groups (which are robust across the parameters that we have explored) indicate where public health officials can effectively intervene in order to prevent widespread epidemics within hospitals. And these experiments reveal interesting and surprising groupings. Prior to this study, as quoted above, it had been argued that groups like unit clerks be excluded from influenza vaccine campaigns, in times of vaccine shortages, because of their minimal patient contacts. The results of this study suggest that decisions such as these need to be more fully explored.

In the final part of the results section we do offer some insight as to the size of the network based effects relative to transmission rates.

As brief intuition for this result, the first few vaccinations do very little to prevent an epidemic when the susceptible population is large. If the first vaccinated agent doesn't infect you, someone else will. But, once the vaccinations reach a sufficiently large number, the positive feedbacks associated with a smaller epidemic and a smaller number of susceptible agents decrease marginal infections.

The data collection was approved by the Institutional Review Board at the University of Iowa.

A non-repeated contact is a contact between two workers or a worker and a patient that has not been observed before.

Recall that the observed contacts of our subjects may be anyone in the hospital not just one of the 140 shadowed subjects. Thus we divide by the total employees in the worker category not the number of shadow subjects in the worker category.

Additional results and details are available from the corresponding author.

We discuss characteristics of the network contacts of these groups below.

For more discussion of network centrality measures see Jackson ([@CR11]).

As an alternative, instead of changing transmission rates, one could also consider re-weighting the contact matrix. For instance, again, some contacts, say between a physician and a patient may have a long duration. Thus one could more heavily weight the edges of the contact matrix that are of long duration or are of a type that could lead to a higher probability of transmission.

Note that this ignores some subtleties such as one susceptible individual having multiple infected contacts in the same time period. But, for a relatively large population with a small per period incidence of infection, as we have here, these issues are negligible.
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