We introduce a solution for electricity storage market revenue optimisation using quantum algorithms. We start by modelling the battery scheduling optimisation into a Knapsack Problem, known to be NP-hard. We develop and discuss two universal gate quantum computers optimisation approaches, constrained and relaxed, based on the QAOA (Quantum Approximate Optimisation Algorithm). We detail for each of our two methods the implementation of the quantum circuits, and then evaluate their complexity. Given n time windows to optimise, a maximum number of battery cycles C max , and p the depth of the QAOA circuit, the first 'constrained' algorithm runs on a circuit of length O(p(n + log 2 C max + 1)) and needs O(n + log 2 C max + 1) qubits and enforces the constraint to be respected strictly. The second 'relaxed' algorithm is only of length O(p(log n) 3 ) and needs O(n log n) qubits. The results of the simulation on IBM's simulator illustrate an exponential improvement over the number of depth levels, with and without penalty, with a slight quality decrease with larger numbers of time windows.
Scheduling optimisation of electricity storage systems
Electricity storage systems are assets that offers flexibility to process the large-scale integration of renewable energy sources in the power grid. When investing in a large fleet of energy storage systems (batteries for instance), companies seek to evaluate the most likely optimal return on investment of different battery types and specifications, knowing that revenues from batteries come from different type of services sold to the grid. Optimisation of revenues over the battery life cycle hence requires taking into account the returns on these markets, based on price forecast, as well as expected battery degradation over time.
Stimulated by the increasing number of electricity storage assets, different approaches to solve this combinatorics problem using optimisation on classical computers have been published, usually using Mixed Integer Linear Programming [10] , [13] , [15] . We are investigating in this paper how recent advances in quantum optimisation could be adapted to tackle this type problem, and we start in this section by presenting our mathematical model.
Energy storage systems (batteries) and electricity markets
From a modelling perspective, batteries are energy storage systems which transacts energy with the grid by first absorbing electricity (charge) and then supplying electricity (discharge). As any battery, they are subject to ageing, also known as degradation. That degradation affects the battery health and efficiency, and is usually characterised in its simplest form by manufacturers as a maximum charge/discharge cycle numbers to be reached.
The two main electricity markets for batteries are the capacity (volume) and frequency response (frequency) markets, which helps the grid operator to deliver enough (capacity) and good quality (frequency) electricity. On these markets, offer and demand are organised by a regulator that asks each supplier to choose a market in advance, for each time window. Then, the batteries operator will charge and discharge in the network depending on pre-agreed contracts.
The supplier makes therefore forecasts on the return and the number of charge/discharge cycles for each time window to optimise its overall return. Since the performance of a battery decreases while it is used, choosing the best cash return for every time window one after the other, without considering the degradation, does not lead to an optimal return over the lifetime of the battery, i.e. before the number of cycles is reached.
Problem modelling
We model the problem as follows: considering two markets M 1 and M 2 , during every time window (typically a day), the battery operates on either one or the other market, for a maximum of n time windows (typically 10 years). Every day is considered independent and the intraday optimisation a standalone problem: every morning the battery starts with the same level of power so that we don't consider charging problems. Forecasts on both markets being available for the n time windows, we assume known for each time window t (day) and for each market:
• the daily returns λ t 1 and λ t 2
• the daily degradation, or health cost (number of cycles), for the battery c t 1 and c t 2
We want to find the optimal schedule, i.e. optimise the life time return with a cost less than C max cycles. We assume that there is never more than d cycles a day, and this is independent from n:
We introduce the decision variable z t , ∀t ∈ [ [1, n] ] such that z t = 0 if the supplier chooses M 1 and z t = 1 if he chooses M 2 , with every possible vector z = [z 1 , ..., z n ] being a possible schedule.
The previously formulated problem can then be expressed as:
Knapsack Problem formulation
For a time window t, there are 4 situations that need to be dealt with:
In this case it is trivial that we choose M 1 .
2. In the reverse case (λ t 2 ≥ λ t 1 , c t 2 ≤ c t 1 ), we will obviously choose M 2 .
3. λ t 1 ≥ λ t 2 and c t 1 ≥ c t 2 . In this case, the choice of M 1 is equivalent to choosing an object of value (λ t 1 − λ t 2 ) and of weight (c t 1 − c t 2 ).
4. If we are in the contrary case (λ t 2 ≥ λ t 1 , c t 2 ≥ c t 1 ), we just switch the indices.
Situations 1 and 2 need no optimisation because we already know what to choose. While situation 3 and 4 are symmetrical, we can consider we are always in case 3. We introduce
. The problem is thus:
This formulation illustrates that this problem is equivalent to a Knapsack Problem, a standard form of problem, known to be NP-hard. A classical computing approach deals with dynamic programming, and achieves a O(nC max ) complexity. We refer to [11] and [12] for further information on the Knapsack problem.
An adiabatic quantum computing approach has recently been proposed to the Knapsack Problem [2] . The author introduces a complex Hamiltonian that enables to take into account the constraint. The paper was published originally for a quantum annealer. On quantum annealer the required evolution time is dictated by the inverse square of the spectral gap, the minimum between the ground and first excited state and it outputs the optimum. We use here the same Hamiltonian for a QAOA approach. We can therefore explore the performances of the algorithm depending on p, delivering an approximation with a short depth, compared to the spectral gap, while the adiabatic approach outputs the optimum in a longer time.
Quantum Approximate Optimisation Algorithm (QAOA)
Among recent quantum algorithms, the Quantum Approximate Optimisation Algorithm (QAOA) has created great expectations for combinatorial optimisation problems, [5] . This hybrid quantumclassical variational algorithm is today an active field of research and several publications have been published recently to investigate its performances and efficiency, not yet well known [17] , [8] . The set of problems that has been explored with the QAOA remains limited and restricted to theoretical problems, while at the same time publications are emerging on using quantum annealers to solve industrial problems [14] . In this section, we present two bespoke QAOA implementations of Knapsack Problem for battery scheduling.
Overview
Many problems can be framed as combinatorial optimisation problems. These are problems defined on n-bit binary strings z = z 1 z 2 ...z n , z i ∈ {0, 1} where the goal is to determine the a string that maximises yhe objective function f .
With |z = |z 1 ...z n the quantum encoding of z, we treat first the objective function as an operator C such that C |z = f (z) |z and we define the associated unitary operator U (C, γ) = e −ıγC . Given σ x t the operator 0 1 1 0 applied to the t-th qubit, we define as well the operator B, the sum of all single qubit operators σ x , B = n t=1 σ x t and the associated operator U (B, β) = e −ıβB . We set initially the qubits in a uniform superposition of all states:
Given 2p angles β ≡ β 1 , ..., β p and γ ≡ γ 1 , ..., γ p , we define the quantum state:
This state can be computed on a quantum computer with a circuit of size growing linearly with p. F p (β, γ) ≡ β, γ| C |β, γ is the expected value of C for this state. Let M p = max β,γ F p (β, γ). The quantum adiabatic theorem states:
The idea of the QAOA [5] , an algorithm derived from the Quantum Adiabatic Algorithm [6] , is to compute the state |β, γ . With an accurate choice of angles and depth p, the value of the output state C |β, γ will approximate max z∈{0,1} n C(z). We refer the reader to [3] for an implementation of QAOA on the IBMQX4 Quantum Computer.
Since the original QAOA doesn't enable to enforce constraints directly, we propose below two approaches to include the constraints directly in the objective function f .
Parameters for QAOA
The choice of parameters (β k , γ k ) with k ∈ [1; p] is subject to discussion. In the original version of QAOA [5] , optimisation of these parameters is introduced, leading to an expensive training. For a subset of problems, [4] [18] suggest that the optimal angles may be close to linear annealing for certain sets of problems. We have then chosen not to take into consideration this optimisation and to set β k = (1 − k p ) and γ k = k p . Further work could investigate the optimal angles for our class of problem.
Constrained Knapsack QAOA approach
This section introduces a first method that adapts the adiabatic approach proposed in [2] to universal gate quantum computers. The Hamiltonian directly includes the constraint, hence its optimisation is equivalent to the resolution of the constrained problem.
Circuit overview
We introduce e = log 2 C max + 1 and we use a register R of size n + e, where n is the number of time windows, R[t] being the t-th element of register R. We only require one ancillary qubit F to facilitate the computation. The Figure 1 below gives an overview of the circuit, illustrating the main steps of the computation. 
Choice of the Hamiltonian
The Hamiltonian we reintroduce is similar to the one used in [2] .
We call |z = |z 0 z 1 ...z n−1 = R[0 : n − 1] and |b = |b 0 b 1 ...b e−1 = R[n : n + e − 1]. We thus define the objective function of the Hamiltonian as:
, the maximum of f is the maximum of the problem subject to cost(z) ≤ C max . It is trivial to see that this problem can be reformulated into an Ising problem, i.e. with the previous notations, it is therefore equivalent to optimise the following function:
Computation of the Hamiltonian
Since each term commutes, we can compute the Hamiltonian block after block for each term:
Single terms. The terms exp (−ıα t R[t]) can be computed as shown in Figure 3 . As presented in the experimental section, results of the first constrained approach are unsatisfying for low and middle depth (p ≤ 50), leading us to developed a novel algorithm. In this second variant, we propose to relax the problem by introducing an arbitrary penalty for solutions that don't fulfil the constraint. In the case of our battery scheduling problem, that consists in penalising schedules that would exceed the battery health estimate, C max .
Circuit overview
We have computed two variants that have different architectures and different lengths but that are based on the same Hamiltonian and have therefore same performances.
Qubits requirement
In both variants we require a register R of n qubits to store the set of choices and a register A of "ancillary" qubits that we don't need to measure at the end of the circuit. The size and the composition of A differ from one architecture to another as we explain later but we can decompose it in 3 parts: A 1 a subregister of size k 1 related to cost, F a single flag qubit and A 2 of size k 2 an additional subregister to compute basic operations. All the registers are initially set to |0 and at the beginning we turn the qubits of R into the ground state of The following figure gives an overview of a circuit of depth p. The architecture is near to the one introduced in the first approach although it needs more ancillary qubits. 
Penalty Hamiltonian
This second approach consists in penalising linearly too costly set of choices. Given |z = |z 1 z 2 ...z n a set of choices, we introduce cost(z) = n t=1 (1 − z t )c t 1 + z t c t 2 the number of cycles associated with |z . We define the return function return(z) and the penalty function penalty(z) as follows:
And we define the objective function:
It is a classical penalty approach with a penalty mounted the absolute value of the error.
Computation of the return part
We detail here the realisation of the circuit.
= e −ıγ.penalty(z) e −ıγ.return(z) |z
We compute first the return part:
As the phase is θ is independent from z, it doesn't change the final distribution and we can ignore it in the computation. We compute in parallel the terms e −iγ(λ t 2 −λ t 1 )zt |z t as follows.
1 )) · · · U 1 (γ(λ 
Computation of the penalty part
The penalty Hamiltonian is harder to compute for this relaxed approach. We present below two implementations to compute e −iγ.return(z) . In both cases, we decompose its computation in 4 subroutines:
1. Cost calculation. We compute the entangled states |z ⊗ |cost(z) .
Test constraint.
We test the condition cost(z) < C max and we set the flag F to 1 if the inequality is unsatisfied. We obtain then the entangled state |z ⊗ |cost(z) ⊗ C max ≤ cost(z) .
3. Penalty dephasing. We rotate of e ıγα(cost(z)−Cmax) under control of the flag qubit.
4.
Reinitialisation. We undo operations 2 and 1 to reset the ancillary qubits.
Subroutine 1: Cost calculation
Given a set of choices |z 1 ...z n , subroutine 1 stores the associated cost inÃ 1 , a subregister of
. We present two ways to compute the cost, the second one being more accurate, but harder to compute and needs a larger register entanglement as well.
Variant 1. In this variant, A 1 =Ã 1 , i.e. we store |cost(z) the total cost in A 1 . It is set to |0 k 1 at the beginning, and then the cost is incremented successively for each time window t.
The details of the subroutine add(x) in Figure 8 , that adds x to the register A 1 , can be found in Appendix A.
|z add(x) |z + x The cost can then be calculated and stored as shown in Figure 9 : if |z 2 = |0 , A 1 is incremented of c 2 1 , and if |z 2 = |1 A 1 is incremented of c 2 2 . We repeat thus the operation for every |z t and at the end A 1 contains |cost(z) . Variant 2. We assume here that A 1 has n subregisters A i 1 , ∀i ∈ [[1, n]] and we store eventually the total cost in A 1 |A + |A + B |B |B Figure 10 : Subroutine + To achieve the computation, illustrated on Figure 11 , we first store in each subregister A i 1 the cost associated with choice z i :
Then we use a technique inspired by parallelism to sum all terms.
step1 step2 step3 · · · Figure 11 : Cost calculation. Variant 2.
Size of the registers. For both technique 1 and 2, we have to impose that every register is large enough to store the number it has to store, otherwise it creates an overflow. For variant 1, we must impose A 1 big enough to store the largest cost. While every cost are less than d, we notice cost(z) ≤ dn, ∀z, where d = max c t i . Thus by imposing A 1 of size k 1 = log 2 dn + 1 = O(log 2 n), we can ensure there is no overflow.
The size of the registers for this relaxed approach is harder to determine. We give the details in Appendix B, but we sketch the idea here. We note that:
.. have to store 1 cost and must thus be of size log 2 (d) + 1.
• A 3 1 , A 7 1 , A 11 1 ... have to store the sum of 2 costs and must thus be of size log 2 (2d) + 1 = log 2 (d) + 2.
• A 5 1 , A 13 1 , ... have to store the sum of 4 costs and must thus be of size log 2 (4d) + 1 = log 2 (d) + 3.
• ...
And the largest subregister A 1
1 has to be of size O(log 2 n) as well.
Subroutine 2: Constraint testing
Subroutine 2 tests the condition cost(z) < C max and set F to 1 if not. At that stage, we have already computed the cost, stored inÃ 1 a subregister of A 1 , that can be expressed in binary
This multiple condition could be tested with a (k 1 − c)-NOT gate. The circuit presented in 
to a multiple C-NOT gate. If c ≥ k 1 the inequality is always satisfied. Figure 12 : Test constraint circuit.
Suppose we are now in the general case, where C max can be any integer, not only powers of 2. We simply add a constant w to be in the previous case: cost(z) < C max ⇐⇒ cost(z) + w < C max + w = 2 c , see Appendix A for the subroutine to do and undo additions.
Subroutine 3: Penalty dephasing
Given the previous trick, let still assume that C max = 2 c , according that (C max + w) − (cost(z) + w) = C max − cost(z). We have:
Therefore, the subroutine 3 can be computed with the circuit below. 
Subroutine 4: Reinitialisation
At the end of the penalty computation, we want to set the ancillary qubits back in their initial state where they are all set to |0 . Subroutines 1 and 2 are composed only with X-gates and CNOT-gates, and both are involutive (they are their own reciprocal). We thus compute the circuit in reverse direction to reset the ancillary qubits. The computation of the return part is computed in time O(1) and needs no ancillary qubits.
Discussion and complexity
It is the same to compute the block U (B, β). Subroutine 2 and subroutine 3 operate in time O(k 1 ) = O(log 2 n) and requires at most k 1 ancillary qubits. We see below that the global complexity and performances of the circuit is highly dependent of the depth of subroutine 1. as we compute the operations in parallel during one step, each of them needs different ancillary qubits. We use the fact that all the subregisters are of size ≤ log 2 (dn) + 1 = O(log 2 (n)).
Step 1 executes n/2 operations in parallel. We impose then to have n 2 . log 2 (n) = O(n log 2 (n)) ancillary qubits.
Overall complexity and qubits need
The following tables summarises the performance of each variant.
Variant
Depth Number of ancillary qubits 1] ]. And we have set C max = n so that a significant number of set of choices are over this value. In the following, we call ratio the value of the output of the algorithm over the optimal value for the chosen target function.
Results for the constrained approach
The following chart illustrates the results obtained on the simulator. The algorithm outputs in average a 0.75 approximation of the optimum. The results are stable while p increases for these range of middle depth under p = 50. It is perhaps a consequence of the heavy weight of the constraint compared to the return part in the first Hamiltonian introduced. We present here the output without any penalty in the target function(i.e. with only the return part of the circuit). The circuit is much simpler, allowing us to run simulations for bigger circuit, with n ∈ [1; 11] and p ∈ [2; 8], see in Appendix C Table 2 . Figure 15 shows how the ratio evolves depending on P the depth of the circuit. We observe that the ratio is relatively stable for a given depth depending on n. We check also that the precision increases with the depth of the circuit. The figure 16 reveals an exponential improvement with p. The precision is unfortunately not good enough to test it on bigger input. We observe globally the same pattern as in the non penalised experiments: the performance obviously improves with P . It is hard to determine if the performance is stable with that much data. It seems to sink for n = 8 but we don't know how it behaves for bigger n. The exponential is still observable although it is not as clear as in the previous case. 
Conclusion
We have developed two variants of QAOA to solve the problem of battery use optimisation, modelled here as a Knapsack Problem. Inspired by adiabatic algorithms, the relaxed approach offer an interesting alternative to the constrained approach. This relaxed approach, often encountered in optimisation, allows to incorporate a linear penalty for schedules that would exceed the battery degradation limit. This novel approach benefits from the already known advantages of the QAOA, while broadening its scope of application to Knapsack Problems. In terms of complexity, the circuit is of depth O(p(log n) 3 
Appendices Appendix A. Addition subroutine
Different papers have been published to describe the computation of an addition on a quantum computer [16] [9] . Taken into account are the length of the circuit and the number of ancillary qubits needed for this purpose. In our case, to achieve an operation on a n-digit number, we compute a basic addition circuit of length n with n "clean" ancillary qubits.
ADD block.
Suppose we have |z = |z 0 z 1 ...z n a binary number. We want to compute z + 2 k under control of qubit |C with a set of n "clean" ancillary qubits all set initially to |0 . The circuit below performs this operation in linear time. The ancillary qubits enable to propagate the carry in the addition.
Once we can add a number 2 k , it is easy to add an arbitrary constant by adding its binary decomposition. The following circuit uses the ADD block exposed above to compute the + block.
|A ADD(2 0 ) ADD(2 1 ) · · · ADD(2 q ) |b 1 • |b 2
• ... |b q • Figure 21 : Subroutine circuit +
The previous subsection shows that the block ADD has a linear size in the size of the register.
While |A of size p and while there are q blocks, the block is of size pq and needs p ancillary qubits.
Appendix B. Size and complexity of subroutine 1 in variant 2
We detail below the length and the size of the subroutine Cost calculation with variant 2 (cf. Table 10 ). We can assume n = 2 q by adding (2 q − n qubits with q = log 2 n +1 if that is not the case.
It is trivial that there are q = log 2 (2 q ) ≤ log 2 (2n) steps.
We can see that:
• 2 q /2 1 registers are used only for step 1 and store at most 1 cost (≤ d). They need to be of size log 2 (d) + 1.
• 2 q /2 2 registers are used only for steps 1 and step 2 and store at most 2 cost (≤ 2d). They need to be of size log 2 (2d) + 1 ≤ log 2 (d) + 1 + 1.
• 2 q /2 q = 1 register is used only for steps 1 to q and store at most 2 q costs (≤ nd). It needs to be of size log 2 (2 q d) + 1 ≤ q + log 2 (d) + 1.
Thus we need a total of: 
