This chapter proposes an original approach for ontology management in the context of Webbased information systems. Our approach relies on the usage analysis of the chosen Web site, in complement of the existing approaches based on content analysis of Web pages. Our methodology is based on the knowledge discovery techniques mainly from HTTP Web logs and aims at confronting the discovered knowledge in terms of usage with the existing ontology in order to propose new relations between concepts. We illustrate our approach on a Web site provided by French local tourism authorities (related to Metz city) with the use of clustering and sequential patterns discovery methods. One major contribution of this chapter is thus the application of usage analysis to support ontology evolution and/or web site reorganization.
INTRODUCTION
Finding relevant information on the Web has become a real challenge. This is partly due to the volume of data available and to the lack of structure in many Web sites. However, information retrieval may also be difficult in well-structured sites, such as tourist offices Web sites. This is not only due to the volume of data: the way information is organized does not necessarily meet Internet users' expectations. Mechanisms are necessary to enhance their understanding of visited sites.
Local tourism authorities have developed Web sites in order to promote tourism and to offer services to citizens. However, this information is scattered and unstructured and thus does not match tourist's expectations. Our work aims at providing a solution to this problem by:
• Using an existing or semi-automatically built ontology intended to enhance information retrieval • Identifying Web users' profiles through an analysis of their visits, with Web Usage Mining methods, in particular automatic classification and sequential pattern mining techniques,
• Updating the ontology with extracted knowledge. We will study the impact of the visit profiles on the ontology. In particular, we will propose to update Web sites by adapting their structure to a given visit profile. For example, we will propose to add new hyperlinks in order to be consistent with the new ontology.
The first task relies on Web structure and content mining while the second and the third are deduced from usage analysis. A good structure of information will allow us to extract knowledge from log files (traces of visit on the Web) and, on the other hand, extracted knowledge will help us update Web sites' ontology according to tourists' expectations. Local tourism authorities will thus be able to use these models and check whether their tourism policy matches tourists' behaviour. This is essential in the domain of tourism which is highly competitive. Moreover, the Internet is widely available and tourists may even navigate on the Web through wireless connections. It is therefore necessary to develop techniques and tools in order to help them find relevant information easily.
In the future, we will propose to personalize the display, in order to adapt it to each individual's preferences according to his profile. This will be achieved through the use of weights on ontology concepts and relations extracted from usage analysis.
This chapter is composed of five sections. The first section presents the main definitions useful for the understanding of this chapter. Second, we briefly describe the state of the art on ontology management and web mining. Then, we propose our methodology mainly based on web usage mining for supporting ontology management and web site reorganization. Finally, before concluding, we illustrate the proposed methodology in the tourism domain.
BACKGROUND
This section presents the context of our work and is divided into two subsections. We first provide the definitions of the main terms we use in this chapter, then we study the state of the art of techniques related to ontology management and to Web Mining.
Definitions
• Web mining is a Knowledge Discovery process from Databases (called KDD) applied to Web data. Web mining can extract patterns from various types of data; three areas of Web mining are often distinguished: Web content mining, Web Structure Mining and Web Usage Mining (Kosala&Blockeel, 2000) .
• Web content mining is a form of text mining applied to Web pages. This process allows discovering relationships related to a particular domain via co-occurrences of terms in a text for example.
• Web structure mining is used to examine data related to the structure of a Web site.
This process operates on Web pages' hyperlinks. Structure mining can be considered as a specialisation of graph mining.
• Web usage mining is applied to usage data such as those contained in logs files. A log file contains information related to the queries executed by users on a particular Web site. Web usage mining can be used to modify the Web site structure or give some recommendations to the visitor. Personalisation can also be enhanced by usage analysis.
• A thesaurus is a "controlled vocabulary arranged in a known order and structured so that equivalence, homographic, hierarchical, and associative relationships among terms are displayed clearly and identified by standardized relationship indicators." (ANSI/NISO, 1993) . The purpose of a thesaurus is to facilitate documents retrieval. The WordNet thesaurus organizes English nouns, verbs, adverbs and adjectives into a set of synonyms and defines relationships between synonyms.
• Ontologies aim at formalizing domain knowledge in a generic way and provide a common agreed understanding of a domain, which may be used and shared by applications and groups. According to Gruber, "an ontology is an explicit specification of a conceptualization" (Gruber, 1993) . In computer science, the word ontology, borrowed from philosophy, represents a set of precisely defined terms (vocabulary) about a specific domain and accepted by this domain's community. Ontologies thus enable people to agree upon the meaning of terms used in a precise domain, knowing that several terms may represent the same concept (synonyms) and several concepts may be described by the same term (ambiguity). Ontologies consist in a hierarchical description of important concepts and of each concept's properties. Ontologies are at the heart of information retrieval from nomadic objects, from the Internet and from heterogeneous data sources.
Ontologies generally consist of a taxonomy -or vocabulary -and of inference rules.
• Information retrieval provides answers to precise queries, whereas Data Mining aims at discovering new and potentially useful schemas from data, which can be materialized with metadata (which are data about data).
• A user profile is a set of attributes concerning Web sites' visitors. These attributes provide information which will be used to personalize Web sites according to users' specific needs. Two kinds of information about users -explicit and implicit-can be distinguished. Explicit knowledge about users may come for example from the user's connection mode (with or without a login), his status (e.g. subscription) or personal information (address, preferences, etc.) . On the other hand, implicit knowledgeprovided by log files-is extracted from users' visit on the Web. In this work, we mainly focus on implicit data extracted from the exploitation of Web usage. Users' visit will be analyzed so as to be exploited either online -during the same session-or during future Web visits.
• A user session/visit profile corresponds to the implicit information about users based on user sessions or user visits (cf. Section 'step 2' of our methodology) for precise definitions).
State of the art of Techniques related to Ontology Management and to Web Mining

Ontology Management
Regarding ontology management, our state of the art focuses on ontology construction and evolution.
a) Ontology Construction
Methodologies for ontology building can be classified according to the use or not of a priori knowledge (such as thesaurus, existing ontologies, etc.) and to learning methods. The first ones were dedicated to enterprise ontology development (Gruber, 1993; Grüninger and Fox, 1995) and manually built. Then, methodologies for building ontologies from scratch were developed which do not use a-priori knowledge. An example of such a methodology is OntoKnowledge (Staab et al., 2001 ) which proposes a set of generic techniques, methods and principles for each process (feasibility study, initialization, refinement, evaluation and maintenance). Some research work is dedicated to collaborative ontology building such as CO4 (Euzenat, 1995) and (KA)2 (Decker et al., 1999) . Another research area deals with ontology reengineering (Gòmez-Pérez&Rojas, 1999) . Learning methodologies can be distinguished according to their input data type: texts, dictionaries (Jannink, 1999) , knowledge bases (Suryanto&Compton, 2001), relational (Rubin et al., 2002) , (Stojanovic et al., 2002) and semi-structured data (Deitel et al., 2001; Papatheodrou et al., 2002; Volz et al., 2003) .
In the following sub-sections, we focus on the general dimensions implied in ontology learning, and describe some approaches for ontology learning from web pages.
Existing methods can be distinguished according to the following criteria: learning sources, type of ontology, techniques used to extract concepts, relationships and axioms, and existing tools. The most recent methodologies generally use a priori knowledge such as thesaurus, minimal ontology, other existing ontologies, etc. Each one proposes different techniques to extract concepts and relationships, but not axioms. These axioms can represent constraints but also inferential domain knowledge. As for instance extraction, we can find techniques based on first order logic (Junker et al., 1999) , on Bayesian learning (Craven et al., 2000) , etc. We have to capitalize the results obtained by the different methods and to characterize existing techniques, their properties and how we can combine them. The objective of this section is to describes the characteristics of these methods. Learning ontologies is a process requiring at least the following development stages: -Knowledge sources preparation (textual corpus, collection of web documents), potentially using a priori knowledge (ontology with a high-level abstraction, taxonomy, thesaurus, etc.); -Data sources preprocessing; -Concepts and relationships learning; -Ontology evaluation and validation (generally done by experts). The ontology is built according to the following characteristics:
-Input type (data sources, a priori knowledge existence or not, …); -Tasks involved for preprocessing: simple text linguistic analysis, document classification, text labeling using lexico-syntactic patterns, disambiguating, etc.; -Learned elements: concepts, relationships, axioms, instances, thematic roles; -Learning methods characteristics: supervised or not, classification, clustering, rules, linguistic, hybrid; -Automation level: manual, semi-automatic, automatic, cooperative; -Characteristics of the ontology to be built: structure, representation language, coverage; -Usage of the ontology and users' needs (Aussenac-Gilles et al., 2002) .
b) Ontology Evolution
Since the Web is constantly growing and changing, we must expect ontologies to change as well. The reasons to update ontologies are various (Noy et al., 2004) : there may have been errors in prior versions, a new terminology or way of modelling the domain may be preferred or the usage may have changed. Specification changes are due for example to the transformation of the representation language, while changes at the domain level are comparable to databases schema evolution. Finally, modifications of conceptualization concern the application or the usage.
The W3C distinguishes ontology evolution and ontology extension. In the first case, a complete restructuration of the ontology is possible while ontology extension does not suppress or modify existing concepts and relations of the original ontology.
Ontology evolution can be achieved in different ways. This evolution may be linked to changes at the application level, which requires dealing with the integration of new data sources and their impact on the ontology. In this context, the challenge consists in specifying the way to link ontology evolution to corpus evolution or other resources which justify themsuch as ontologies, thesauri or text collections. Another possible case of evolution is when two versions of an ontology exist: differences are searched for with techniques quite similar to those used for semantic mapping between ontologies. Evolution and version management can fully take advantage of the numerous works achieved in the databases domain (Rahm&Bernstein, 2001) . The issue of ontology evolution is essential for perennial applications.
The compatibility between various versions can be defined as follows:
• Instances preservation;
• Ontology preservation (any query result obtained with the new version is a superset of the old version's results, or the facts inferred with the old version's axioms can also be inferred with the new one); • Consistency preservation (the new version does not introduce any inconsistency). An open research problem in this area is the development of algorithms allowing an automatic detection of differences between various versions.
The area of ontology evolution is very active and a lot of work is being done in this domain Castano et al., 2006) . The Boemie ("Boostrapping Ontology Evolution with Multimedia Information Extraction". http://www.boemie.org/) IST 6th Framework Programme Project (FP6-027538), which has started in March, 1 2006 (Spyropoulos et al., 2005) will pave the way towards automation of knowledge acquisition from multimedia content, by introducing the notion of evolving multimedia ontologies.
Web Mining
Web mining is a KDD process applied to Web data. Vast quantities of information are available on the Web and Web mining has to cope with its lack of structure. As classically the KDD process is made of four main steps (cf. Figure 1. ):
1. Data selection aims at extracting from the database or data warehouse the information needed by the data mining step. 2. Data transformation will then use parsers in order to create data tables which can be used by the data mining algorithms. 3. Data mining techniques range from sequential patterns to association rules or cluster discovery. 4. Finally the last step will allow the re-use of the obtained results into a usage analysis/interpretation process. In such a KDD process, we insist on the importance of the pre-processing step composed of selection and transformation sub-steps. The input data usually come from databases or from a file in a standard (such as XML) or a private format. Then various data mining techniques may be used according to the data types in order to extract new patterns (association rules, sequential patterns, clusters). And finally some graphical tools and different quality criteria are used in the interpretation step in order to validate the new extracted patterns as new knowledge to be integrated.
In the context of web usage mining, the data mining methods are applied on usage data relying if possible on the notion of user session or user visit. This notion of session enables us to act at the appropriate level during the process of knowledge extraction from log files (Tanasa&Trousse, 2004; Tanasa, 2005) . Moreover, a Web site's structure analysis can make knowledge extraction easier. It may also allow us to compare usage analysis with information available on the site, which can lead to Web site and/or ontology updates.
WEB USAGE MINING FOR ONTOLOGY MANAGEMENT
This section presents the proposed methodology for supporting the management of Web sites' ontologies based on usage mining.
Based on the previous states of the art in the two communities -ontology management and web mining -we can notice that there is a great synergy between content mining (or web content mining) and ontology management. Indeed ontologies could be built or updated through content mining in the context of Web sites. Web mining could be improved through the use of ontologies or web semantics, also called "semantic web mining" by (Berendt et al., 2005; Berendt et al., 2002) . On the contrary, the use of web structure mining and web usage mining are not really explored for supporting ontology construction and evolution. Below, we propose our methodology for supporting ontology extension and Web site reorganization based on web usage mining techniques.
Proposed Methodology
Our methodology is divided into four steps:
The first step consists in building the ontology of the considered Web sites -or in enriching the existing ontology if one is already available. The construction of this basic ontology can be achieved through knowledge extraction from Web sites, based on content and structure mining. In the experiment presented in Section 'Illustration in the Tourism Domain', we used an existing ontology and modified it according to the structure of the studied Web sites.
The second step consists in pre-processing the logs (raw data) in a rich usage data warehouse based on various notions such user session, user visit etc.
The third step aims at applying data mining techniques on users' visits on these Web sites through the analysis of log files in order to update the current ontology. Web Usage Mining techniques allow us to define visit or navigation profiles and then to facilitate the emergence of new concepts, for example by merging several existing ones. Two different methods will be emphasized and used to analyse usage: Clustering and Sequential Pattern Mining.
Finally, we combine the information obtained from these two methods. One expected result is the ability to update the basic ontology with respect to user visits.
Step 1 Ontology construction from content and/or structure -Document mining -Content mining -Structure mining Usage Mining
Step 2: Pre-Processing Usage data (logs)
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Figure 2:
Steps of the proposed methodology
The four steps of our methodology -as shown in Figure 2 (derived from (AxIS, 2005)) -are detailed in the following subsections. We first describe ontology construction and preprocessing method applied to usage data in order to make them usable for analysis. Secondly we describe two different techniques used for Web Usage Mining: Clustering and Sequential Pattern Mining. Finally we explain how to use web mining to support ontology evolution.
Step 1: Ontology Construction Methods
Ontology construction can be performed manually or semi-automatically. In the first case, this task is hard and time-consuming. This is the reason why many methods and methodologies have been design to semi-automate this process. The data sources can be texts, semistructured data, relational data, etc. In the following, we describe some methods dedicated to knowledge extraction from web pages. A survey on ontology learning methods and tools can be found in the Ontoweb web site (http://ontoweb.org/Members/ruben/Deliverable%201.5).
Many methods or methodologies have been proposed to enrich an existing ontology using web documents (Agirre et al., 2000; Faatz&Steinmetz, 2002) . However, these approaches are not specifically dedicated to web knowledge extraction. The approach proposed by (Navigli&Velardi, 2004) attempts to reduce the terminological and conceptual confusion between members of a virtual community. Concepts and relationships are learned from a set of web sites using the Ontolearn tool. The main steps are: terminology extraction from web sites and web documents data warehouse, semantic interpretation of terms and identification of taxonomic relationships. Some approaches transform html pages into a semantic structured hierarchy encoded in XML, taking into account html regularities (Davulcu et al., 2003) . Finally, we can also point out some approaches only dedicated to ontology construction from web pages without using any a priori knowledge. The approach described in (Sanchez&Moreno, 2004 ) is based on the following steps: (1) extract some keywords representative of the domain, (2) find a collection of web sites related to the previous keywords (using for example Google), (3) exhaustive analysis of each web site, (4) the analyzer searches the initial keywords in a web site and finds the preceding and following words; these words are candidates to be concepts, (5) for each selected concept, a statistical analysis is performed based on the number of occurrences of this word in the web sites and finally, (6) for each concept extracted using a window around the initial keyword, a new keyword is defined and the algorithm recursively iterates. In (Karoui et al., 2004 ), a method is proposed to extract domain ontology from web sites without using a priori knowledge. This approach takes the web pages structure into account and defines a contextual hierarchy. The data preprocessing is an important step to define the more relevant terms to be classified. Weights are associated to the terms according to their position in this conceptual hierarchy. Then, these terms are automatically classified and concepts are extracted. In (Ben Mustapha et al., 2006) , the authors define an ontological architecture based on a semantic triplet, namely: semantics of the contents, structure and services of a domain. This paper focuses on the domain ontology construction and is based on a meta-ontology that represents the linguistic structure and helps to extract lexico-syntactic patterns. This approach is a hybrid one, based on statistical and linguistic techniques. A set of candidate concepts, relationships and lexico-syntactic patterns is extracted from a domain corpus and iteratively validated using other web corpus. Experiments have been realized in the tourism domain. Many projects also include ontology construction, such as for example the French projects Picsel (http://www.lri.fr/~picsel/) or WebContent (http://www.webcontent-project.org).
Step 2: Web Logs Pre-processing Methods
In order to prepare the logs for usage analyses, we used the recently methodology for multisites logs data pre-processing proposed by (Tanasa&Trousse, 2004; Tanasa, 2005) .
Definitions
Below are given the main definitions extracted from (Tanasa, 2005 , page 2) in accordance with the World Wide Web Consortium's work on Web characterization terminology:
• A resource, according to the W3C's Uniform Resource Identifier specification, can be "anything that has identity." Possible examples include an HTML file, an image, and a Web service.
• A URI is a compact string of characters for identifying an abstract or physical resource.
• A Web resource is a resource accessible through any version of the HTTP protocol (for example, HTTP 1.1 or HTTP-NG).
• A Web server is a server that provides access to Web resources.
• A Web page is a set of data constituting one or several Web resources that can be identified by a URI. If the Web page consists of n resources, the first (n-1) th are embedded and the n th URI identifies the Web page.
• A page view (also called an hit) occurs at a specific moment in time, when a Web browser displays a Web page.
• A Web browser or Web client is client software that can send Web requests, handle the responses, and display requested URIs.
• A user is a person using a Web browser.
• A Web request is a request a Web client makes for a Web resource. It can be explicit (user initiated) or implicit (Web client initiated). Explicit Web requests (also called clicks) are classified as embedded (the user selected a link from a Web page) or userinput (the user manually initiates the request-for example, by typing the address in the address bar or selecting the address from the bookmarks or history). Implicit Web requests are generated by the Web Client that needs the embedded resources from a Web page (images, multimedia files, script files, etc.) in order to display that page.
• A Web server log file contains Web requests made to the Web server, recorded in chronological order. The most popular log file formats are the Common Log Format (www.w3.org/Daemon/User/Config/Logging.html#common-logfile-format) and the Extended CLF. A line in the ECLF contains the client's host name or IP address, the user login (if applicable), the request's date and time, the operation type (GET, POST, HEAD, and so on), the requested resource's name, the request status, the requested page's size, the user agent (the user's browser and operating system), and the referrer. A given Web page's referrer is the URL of whatever Web page contains the link that the user followed to the current page. • A visit (also called a visit) is a subset of consecutive page views from a user session occurring closely enough (by means of a time threshold or a semantic distance between pages).
Advanced Pre-processing
The data preprocessing was done in four steps (cf. Generally, in the data fusion step, the log files from different Web servers are merged into a single log file. During the data cleaning step, the non-relevant resources (e.g. jpg, js, gif files) and all requests that haven't succeeded (cf. code status) are eliminated. In the data structuration step, requests are grouped by user, user session, and visit. Finally, after identifying each variable in the accessed URL and their corresponding descriptions, we defined a relational database model to use. Next, the pre-processed data was stored in a relational database, during the data summarization step. Such a pre-processing process is supported by the AxISLogMiner toolbox (Tanasa, 2005 pp. 97-114 ).
Our Database model for WUM is a star schema and it is implemented using the ACCESS software from Microsoft. The table "Base" (cf. Log) is the main or fact table in this model and each line contains information about one request for page view from the provided log files. The dimension tables used are the tables "URL1" and "Navigation". The table "URL1" contains the list of the pages viewed with the decomposition of the file path associated to the page. The table "Navigation" contains the list of the sessions, each session is described by many variables (Date, Number of requests, etc.). Now we propose to extract by some queries a data table for our database (Sauberlich&Huber, 2001) . The statistical units are the set of visits (i.e. navigations) which verify some properties. For each visit we associate the list of the pages visited which are weighted by the number of requests.
Figure 4: Relational Model of the Log Database
Step 3: Web Usage Mining Methods
In the following subsections, we describe the data mining methods we applied on Web usage data in order to illustrate our methodology.
Clustering Methods
Appropriate use of a clustering algorithm is often a useful first step in extracting knowledge from a database. Clustering, in fact, leads to a classification, i.e. the identification of homogeneous and distinct subgroups in data (Gordon, 1981; Bock, 1993) , where the definition of homogeneous and distinct depends on the particular algorithm used: this is indeed a simple structure, which, in the absence of a priori knowledge about the multidimensional shape of the data, may be a reasonable starting point towards the discovery of richer and more complex structures. In spite of the great wealth of clustering algorithms, the rapid accumulation of large databases of increasing complexity raises a number of new problems that traditional algorithms are not suited to address. One important feature of modern data collection is the ever increasing size of a typical database: it is not unusual to work with databases containing from a few thousands to a few millions of items and hundreds or thousands of variables. Now, most clustering algorithms of the traditional type are severely limited as to the number of individuals they can comfortably handle (from a few hundreds to a few thousands).
a) General Scheme of Dynamical Clustering Algorithm
Let E be a set of n objects; each object s of E is described by p variables of V. The description space defined by the set of variables is D and x s is the vector of description of object s in D. A weight µ s >0 can be associated to the object s. The proposed clustering algorithm (Diday, 1975) , according to the dynamical clustering algorithm, looks simultaneously for a partition P of E in k classes and for a vector L of k prototypes (g 1 ,…,g i ,…,g k ) associated to the classes (C 1 ,…,C i ,…,C k ) of the partition P that minimizes a criterion ∆:
with P k the set of partitions of E in k no-empty classes. Such criterion ∆ expresses the fit between the partition P and the vector of the k prototypes. That is defined as the sum of the distances between all the objects s of E and the prototypes g i of the nearest class C i :
The algorithm alternates a step of representation with a step of assignment until the convergence of criterion ∆. After N r runs the partition selected is the partition which minimizes the criterion ∆. The convergence of the criterion ∆ to a stationary point is obtained under the following conditions:
• Uniqueness of the class of assignment of each object of E,
• Existence and uniqueness of the prototype g C minimizing the value ∑ (Diday, 1975) .
b) The Crossed Clustering Approach
Our aim is to obtain simultaneously a rows partition and a columns partition from a contingency table. Some authors (Govaert, 1977; Govaert&Nadif, 2003) proposed the maximization of the chi-squared criterion between rows and columns of a contingency table. As in the classical clustering algorithm the criterion optimized is based on the best fit between classes of objects and their representation. In our analysis of the relations between visits and pages, we propose to represent the classes by prototypes which summarize the whole information of the visits belonging to each of them. Each prototype is even modelled as an object described by multi-categories variables with associated distributions. In this context, several distances and dissimilarity functions could be proposed as assignment. In particular, if the objects and the prototypes are described by multi-categories variables, the dissimilarity measure can be chosen as a classical distance between distributions (e.g. chi-squared). The convergence of the algorithm to a stationary value of the criterion is guaranteed by the best fit between the type representation of the classes and the properties of the allocation function. Different algorithms have been proposed according to the type of descriptors and to the choice of the allocation function. The crossed dynamic algorithm (Verde&Lechevallier, 2003) on objects has been proposed in different contexts of analysis, for example: to cluster archaeological data, described by multicategorical variables; to compare social-economics characteristics in different geographical areas with respect to the distributions of some variables (e.g.: economics activities; income distributions; worked hours; etc).
Sequential Pattern Extraction Methods
Sequential pattern mining deals with data represented as sequences (a sequence contains sorted sets of items). Compared to the association rule extraction, a study of such data provides «inter-transaction» analysis (Agrawal&Srikant, 1995) . Due to the notion of time embedded in the data, applications for sequential pattern extraction are numerous and the problem definition has been slightly modified in different ways. Associated to elegant solutions, these problems can match with real-life time stamped data (when association rules fail) and provide useful results.
a) Definitions
Let us first provide additional definitions: the item is the basic value for numerous data mining problems. It can be considered as the object bought by a customer or the page requested by the user of a website, etc. An itemset is the set of items that are grouped by timestamp (e.g. all the pages requested by the user on June, 4 th 2004). A data sequence is a sequence of itemsets associated to a customer. Table 1 gives a simple example of 4 customers and their activity over 4 days on the Web site of New-York City. In table 1, the data sequence of C2 is the following: «(Met, Subway) (Theater, Liberty) (Restaurant)» which means that the customer searched for information about the Metropolitan Museum and about the Subway the same day, followed by Web pages on a Theater and the Statue of Liberty the following day, and finally a Restaurant two days later. A sequential pattern is included in a data sequence (for instance «(Subway) (Restaurant)» is included in the data sequence of C2, whereas «(Theater) (Met)» is not, because of the timestamps). The minimum support is specified by the user and stands for the minimum number of occurrences of a sequential pattern to be considered as frequent. A maximal frequent sequential pattern is included in at least «minimum support» data sequences and is not included in any other frequent sequential pattern. With a minimum support of 50% a sequential pattern can be considered as frequent if it occurs at least in the data sequences of 2 customers (2/4). In this case a maximal sequential pattern mining process will find three patterns:
• S1: «(Met, Subway) (Theater, Liberty)» • S2: «(Theater, Liberty) (Restaurant)» • S3: «(Bridge) (Central Park)» One can observe that S1 is included in the data sequences of C2 and C4, S2 is included in those of C2 and C3, and S3 in those of C1 and C2. Furthermore the sequences do not have the same length (S1's length = 4, S2's length = 3 and S3's length = 2). 
b) Web Usage Mining based on Sequential Patterns
Various techniques for sequential pattern mining were applied on access log files (Masseglia et al., 1999; Spiliopoulou et al., 1999; Bonchi et al., 2001; Zhu et al., 2002 ) (Nakagawa&Mobasher, 2003 Masseglia et al., 2004; Tanasa, 2005) . The main interest in employing such algorithms for Web usage data is that they take into account the timedimension of the data (Spiliopoulou et al., 1999; Masseglia et al., 1999) . The WUM tool (Web Utilisation Miner) proposed in (Spiliopoulou et al., 1999) allows the discovery of visit patterns which are interesting either from the statistical point of view or through their structure. The extraction of sequential patterns proposed by WUM is based on the frequency of considered patterns. Other subjective criteria that can be specified for the visit patterns are for example the fact of passing through pages with certain properties or a high confidence level between two or several pages of the visit pattern. In (Masseglia et al., 1999) , the authors propose the WebTool platform. The extraction of sequential patterns in WebTool is based on PSP, an algorithm developed by the authors, whose originality is to propose a prefix tree storing both the candidates and the frequent patterns.
Unfortunately, the dimensionality of these data (in terms of different items -pages -as well as sequences) is an issue for the techniques of sequential pattern mining. More precisely, because of the significant number of different items, the number of results obtained is very small. The solution would consist in lowering the minimum support used, but in this case the algorithms would not be able to finish the process and thus to provide results. A proposal for solving this issue was made by the authors of (Masseglia et al., 2004) , who were interested in extracting sequential patterns with low support on the basis that high values of supports often generate obvious patterns. To overcome the difficulties encountered by the methods of sequential pattern mining when lowering the value of the minimum support, the authors proposed to address the problem in a recursive way in order to proceed to a phase of data mining on each sub-problem. The sub-problems correspond to the users' visits with common objectives (i.e. sub-logs containing only the users which passed through similar pages). The patterns obtained are various, from visit on a research team's tutorial to a set of hacking attempts which used the same techniques of intrusion. (Tanasa, 2005) included these two proposals in a more general methodology of sequential pattern mining with low support. Another solution is to reduce the number of items by using a generalization of URLs. In (Fu et al., 2000) the authors use a syntactic generalization of URLs with a different type of analysis (clustering). Before applying a clustering with the BIRCH algorithm (Zhang et al., 1996) , the syntactic topics of a level greater than two are replaced by their syntactic topics of a lower level. For example, instead of http://www-sop.inria.fr/axis/Publications/2005/all.html they will use http://www-sop.inria.fr/axis/ or http://www-sop.inria.fr/axis/Publications/. However, this syntactic generalization, although automatic, is naive because it is based only on the physical organization given to the Web site's pages. An improper organization will implicitly generate a bad clustering and thus generate results of low quality. In (Tanasa&Trousse, 2004) , a generalization based on semantic topics is made during the preprocessing of Web logs. These topics (or categories) are given a priori by an expert of the field to which the Web site belongs. However, this is a time-consuming task both for the creation and for the update and maintenance of such categories. For traditional Web usage mining methods, the general idea is similar to the principle proposed in (Masseglia et al., 1999) . Raw data is collected in a Web log file according to the structure described in Section 'Step 2-Definitions'. This data structure can be easily transformed to the one used by sequential pattern mining algorithms. A record in a log file contains, among other data, the client IP, the date and time of the request, and the Web resource requested. To extract frequent behaviours from such a log file, for each user session or visit in the log file, we first have to: transform the ID-Session into a client number (ID), the date and time into a time number, and the URL into an item number. Table 2 gives a file example obtained after that pre-processing. To each client corresponds a series of times and the URL requested by the client at each time. For instance, the client 2 requested the URL "f" at time d4. The goal is thus, by means of a data mining step, to find the sequential patterns in the file that can be considered as frequent. The result may be, for instance, <(a)(c)(b)(c)> (with the file illustrated in table 2 and a minimum support given by the user: 100%). Such a result, once mapped back into URLs, strengthens the discovery of a frequent behavior, common to n users (with n the threshold given for the data mining process) and also gives the sequence of events composing those behaviors. Nevertheless, most methods that were designed for mining patterns from access log files cannot be applied to a data stream coming from web usage data (such as visits). In our context, we consider that large volumes of usage data are arriving at a rapid rate. Sequences of data elements are continuously generated and we aim at identifying representative behaviors. We assume that the mapping of URLs and clients as well as the data stream management are performed simultaneously.
Step
4: Recommendations for Updating the Ontology via Web Mining
The result of usage analysis provides classes of pages and visits. The clustering relies on the site's structure, visit classes (also called navigation profiles) are based on clusters of visited pages and pages labelling is achieved syntactically with regard to the directories corresponding to the Web sites' structure. In order to see the impact on the ontology, a matching must be done between these syntactic categories and the ontology's semantic concepts.
Our updates mostly concern ontology extension which does not completely modify the initial ontology:
• Addition of a leaf concept in a hierarchy, • Addition of a sub-tree of concepts in the hierarchy, • Addition of a relation between two concepts.
A new concept may appear as a consequence of the emergence of a class of user navigations (from the classification process).
In the same way, a new relation between two concepts may be identified through the extraction of sequential patterns. The chosen example in the experimentation described in the following section allows us to illustrate the two first cases.
ILLUSTRATION IN TOURISM DOMAIN
The chosen application is dedicated to the tourism domain and is based on web usage mining to evaluate the impact of the results of usage analysis on the domain ontology.
Web Site Description and Ontology Building
We analyzed the Web site of the French city of Metz (http://tourisme.mairie-metz.fr/) illustrated by Figures 5. and 6.: This web site contains a set of headings such as events, hotels, specialities, etc. It also contains a heading visit in which exist many slides shows.
For this experiment, we used an existing ontology and modified it according to the structure of the studied Web site. This ontology was built according to the Mundial Tourism Organisation thesaurus. A thesaurus is a "controlled vocabulary arranged in a known order and structured so that equivalence, homographic, hierarchical, and associative relationships among terms are displayed clearly and identified by standardized relationship indicators." (ANSI/NISO, 1993) . The main objective associated to a thesaurus is to facilitate documents retrieval. This ontology, edited with Protégé 2000, is represented on Figure 7 . The used log dataset consists in 4 HTTP log files with a total of 552809 requests for page views (91 MB). During the pre-processing step, we thus grouped the 76133 requests remaining after preprocessing into 9898 sessions (i.e. sets of clicks from the same (IP, User Agent)). Each session is divided into several visits. A visit ends when a time threshold of at last 30 minutes exists between two consecutive requests belonging to the same session. The statistical unit for the analysis was the visit and the number of visits is equal to 11624. The number of distinct Urls requested by users is 723. For our analysis, we did not consider the status code and thus assumed that all requests had succeeded (code 200). Afterwards, we generated from the relational database (cf. Figure 4 for the schema) the dataset used for the visit clustering, illustrated on the 
Usage Analysis Results
Clustering Results
The confusion table (cf . Table 6 ) reports the results obtained after applying the crossed clustering method specifying 11 classes of visits and 10 classes of pages. The language is very important, the set of English pages is split into in 3 classes (PEd_1, PE_2 and PE_3), the set of Germany pages into 2 classes (PGd_1 and PG_2), Italian into one (PI_1) and the set of French pages into 3 classes (PF_ 1, PFd_2 and PF_3); one class (PS_1) represents the set of organization pages (frame pages and home) and the set of pages which are used by all languages (address of hotel, restaurant). More it should be noted that the percentage of the clicks on the pages of English language is 10.6% and on the pages of German language is 22.7% this proportion is the same one on the whole of the visits. It as should be noticed as the class of the slideshows of the city exists in all the languages. The group of visits (VE_2) contains 52 visits which contain almost only clicks on English pages (click 2138 for click 2304 realized during these visits and which accounts for 92.8% of the visited pages). We obtain similar results with the groups of visits of German language. For all the languages the average of the number of clicks during a visit belonging to the three groups of visits on the slideshows (labelled "d" for "diaporama" in French) i.e. (PEd_1, PGd_1 and PFd_2) is identical (approximately 50 clicks per visit) and it is much higher average calculated on the other groups of visits (between 15 and 20 clicks per visit). 42238 is the number of clicks realized by the set of selected visits. The group "V_1" contains 10 visits using multi languages and 28 clicks are realized on the pages belonging to the page class "PE_2". PEd_1 contains all the pages of English language associated the slideshows of the site and PE_2 contains the other pages of English language except some special pages which belong to group PE_3 (these pages represent the activity of the "jewels"). We have a similar result for the German language but PGd_1 contains only the pages of the slideshows which gives a general vision of the town of Metz. PFd_2 contains the French pages of language of the slideshows. First group (PF_1) of the pages of French language contains the pages related on housing and the restoration. PF_3 contains the pages related on the two concepts leisure (URL francais/loisirs/(velocation, shop, etc.)).html and the cultural or festive events (URL francais/manif/(manif2006,manif2005).html) ans also pages related to different regional specialities of the city (URL francais/specialites/(tartes, caramel, luth,...).html). Group (PS_1) contains the structuring pages (banner page, page related to the frames.) and the whole of pages employed by all the visitors (international hotel.). The factorial analysis (cf. Figure 9 .) shows that the visits associated with the pages related to the slideshows are at the border of the first factorial plan (PGd_1, PFd_2 and PEd_1) and the 3 directions represent language (PGd_1 and PG_2 for the whole of pages of German language, PE_1, PE_2 and PE_3 for the pages of English language and the PF_1, PFd_2 and PF_3 for the pages of French language). We can note that the V_1 group of the visits is a whole of the visits which employ pages of different languages. Figures 9. and 10 show that the groups of visits are very separate according to the language. The pages of French language can be extracted for a specific analysis, for example to study how the vision of the slideshows can be connected to other activities (reservation of the cultural activities, hotels and restaurants).
Sequential Pattern Extraction Results
After the preprocessing step, the log file of Metz city's Web site contains 723 URLs and 11624 visit sequences. These sequences have an average length of 6.5 itemsets (requested URLs). The extracted sequences reflect the frequent behaviors of users connected to the site. They have been obtained on the whole log file (including all the resources in all languages) with different minimum supports. We report in this section a few sequential patterns extracted from the log file: This behaviour has a support of 2%. Such a behaviour corresponds to users be interested by accommodation ("hebergement" in French) and after by a map ( "carte" in French).
Results for Supporting the Update of the Ontology
The interpretation of usage analysis results derived from clustering and sequential pattern mining allow us to make suggestions in order to update the ontology, as explained in this subsection.
-Suggestion to add a concept derived from usage analysis (gathering several existing concepts) : We observed that pages from the two concepts leisure and events and from regional specialities are grouped together (PE_3 group). First, the concept of specialties does not exist in our domain ontology and could be added as shown in Figure 10 . -Relationships could be added between these three ontological concepts, -These three concepts could become specializations of a new -more general-concept. Let us note that there are a lot of pages related to events (francais/specialites/fete.html , francais/specialites/galerie.html ) which are stored in the repertory specialites. Our goal is to suggest possible ontologies evolutions consistent with usage analysis, but a validation from an expert is required to make a choice between different propositions. We also note that Slide show ("diaporama" in French) represents 50% of pages from the « Visit » category, and represents about one third of the pages globally visited on the site. The addition of a Slide show concept in the domain ontology could thus be suggested.
-Suggestion to add a relation between concepts :
The sequential pattern mining suggest that a relation exists between accommodation and geography/maps due to the extraction of various patterns linking a page of the concept accommodation and maps such as the frequent sequential pattern 2 previously described. This relationship extracted from usage analysis does not exist as an hyperlink on the Web site.
CONCLUSION
Ontology creation and evolution require the extraction of knowledge from heterogeneous sources. In the case of the Semantic Web, the knowledge extraction is often done from the content of a set of Web pages dedicated to a particular domain. In this chapter, we considered another kind of patterns as we focused on Web usage mining. Web usage mining extracts visit patterns from Web log files and can also extract information about the Web site structure and user profiles. Among Web usage mining applications, we can point out personalization, modification and improvement of Web site, detailed description of a Web site usage.
In this chapter, we attempted to show the potential impact of web usage mining on ontology updating. We illustrated such an impact in the tourism domain by considering the Web site of a French local authority; we started from a domain ontology -obtained through the adaptation of an existing ontology to the structure of the actual Web site. Then we applied different Web usage mining techniques to the logs files generated from this site, in particular clustering and sequential pattern mining methods. Web usage mining provides relevant information to users and it is therefore a very powerful tool for information retrieval. As we mentioned in the previous section, Web usage mining can also be used to modify the Web site structure or give some recommendations to the visitor.
Web mining can be useful to add semantic annotations (ontologies) to Web documents and to populate these ontological structures. In the experiment presented in this chapter, the domain ontology was manually built and we used usage mining to update it. In the future, we will combine Web content and structure mining for a semi-automatic construction of the domain ontology. Regarding the ontology evolution, we will still mainly exploit usage mining but we will also use content mining to confirm suggested updates. This combination of Web content and usage mining could allow us to build ontologies according to Web pages content and to refine them with behaviour patterns extracted from log files.
Our ultimate goal is to mine all kinds of patterns -content, structure and usage-to perform ontology construction and evolution.
