(i) The theoretical developments made to analyse quantitatively the GISAXS patterns beyond the classical approximations, in particular to account for the profile of refraction index and the particle-particle correlations.
The Computational Crystallography Toolbox (cctbx) [1] provides a solid and comprehensive set of building blocks from which to construct crystallographic programs. Its core crystallographic library, which gave its name to the whole toolbox, is the foundation of the MacroMolecular Toolbox (mmtbx) which is the open source proteinspecific component of the PHENIX system [2] . A sister library of the mmtbx, the Small Molecule Toolbox (smtbx), built on the top of the cctbx and addressing the specific need of small molecule single crystal solution and refinement is now under development. Ultimately we aim at writing the code necessary to give the practising crystallographer the tools (s)he is used to. Our focus is mainly on refinement and we will give a synthetic view of our implementation of F^2 refinement, weighting schemes, special position constraints [3] , constrained Hydrogen atoms, constrained occupancies and ADP's for disordered atoms. We have also an interest in ab-initio structure determination and so far have coded the charge flipping algorithm. We will also discuss the problems raised by and the advances made in handling anisotropic scattering form factors, which are the key components for charge density refinement. We gratefully acknowledge the financial support of EPSRC under grant number EP/C536274/1. The dual-space iterative structure solution methods face an increasing interest among crystallographers, especially after the publication of the charge-flipping algorithm in 2004 [1], and demonstration of its usefulness for realistic crystallographic problems [2, 3, 4] . However, the history of the applications of the dual-space iterative algorithms for structure solution dates back at least to 1992, when the "low density elimination" method was published [5] . In 2003 a rather general algorithm named Difference Map was published [6] . It can be shown that all these algorithms can be described in a unified way using the language of constraint sets and projections. A constraint set is a set of all images (for example electron density) that fulfill a predefined constraint, for example positivity. A projection is then a mapping that maps any image onto an image in the constraint set. The different algorithms can be described as an iterative application of different combinations of two projections on a starting random image. It turns out, however, that not only the exact choice of the combination of projections is essential for the performance of the algorithm, but also the exact definition of the projections, constraint sets, and image play a crucial role. These settings distinguish the different algorithms that are otherwise conceptually related. Keywords: ab-initio structure determination, small-molecule structure determination, iterative algorithms C18
