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Abstract
A detailed algorithmic explanation is required for how a network of chemical reactions can generate
the sophisticated behavior displayed by living cells. Though several previous works have shown that reac-
tion networks are computationally universal and can in principle implement any algorithm, there is scope
for constructions that map well onto biological reality, make efficient use of the computational potential
of the native dynamics of reaction networks, and make contact with statistical mechanics. We describe a
new reaction network scheme for solving a large class of statistical problems including the problem of how
a cell would infer its environment from receptor-ligand bindings. Specifically we show how reaction net-
works can implement information projection, and consequently a generalized Expectation-Maximization
algorithm, to solve maximum likelihood estimation problems in partially-observed exponential families
on categorical data. Our scheme can be thought of as an algorithmic interpretation of E. T. Jaynes’s
vision of statistical mechanics as statistical inference.
1 Introduction
Many statistical problems involve fitting an exponential family of probability distributions to some data [2].
Fisher’s method of Maximum Likelihood gives a prescription for the best fit: pick that parameter θ that
maximizes the likelihood Pr[x | θ] of generating the data x. In problems of practical interest, the data x
is rarely available in full. It is more common to want to maximize a likelihood Pr[s | θ] where s = Sx
is a low-dimensional linear projection of the data x. 1 The EM algorithm [14] is one way to solve this
class of problems. We describe a reaction network scheme that implements a geometric version of the EM
algorithm [1] for exponential families, and linear projections. To fix ideas, consider this example.
Example 1. Consider a three-sided die with the three sides labeled X1, X2, X3 respectively. Suppose the
probabilities of the three outcomes depend on two hidden parameters θ1, θ2 according to Pr[X1 | θ1, θ2] ∝
θ21, Pr[X2 | θ1, θ2] ∝ θ1θ2, Pr[X3 | θ1, θ2] ∝ θ22. Further suppose that the die is rolled many times by a
referee who records the frequences n1, n2, n3 of the three outcomes. The outcomes are not visible directly
to us. The referee tells us some linear combinations of n1, n2, n3, and this is the only information available
to us. For example, suppose the referee tells us s1 = n1 + n2 + n3, the total number of die rolls, and also
s2 = n1 + n2, the total number of times the die outcome was either X1 or X2. We may be interested in the
probability Pr[x1, x2, x3, θ1, θ2 | s1, s2] or the maximum likelihood estimator θ∗ = arg supθ Pr[θ1, θ2 | s1, s2].
Let y(θ1, θ2) := (θ
2
1, θ1θ2, θ
2
2). The EM algorithm finds a local minimum of D((x1, x2, x3) || y(θ1, θ2)) =
x1 log(x1/θ
2
1) − x1 + θ21 + x2 log(x2/θ1θ2) − x2 + θ1θ2 + x3 log(x3/θ22) − x3 + θ22 where x1 + x2 + x3 = s1,
x1 + x2 = s2, and x1, x2, x3, θ1, θ2 > 0. We minimize D because its global minimum is related to the mod of
1This situation can arise because only a linear projection is observable. It can also happen because we require a rich family
of probability distributions on the space of s points, but don’t want to give away the nice properties of exponential families. We
can achieve both by imagining that our observation s comes from projection from a data vector x living in a higher-dimensional
space, and then employ an exponential family of probability distributions on this higher-dimensional space.
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the probability distribution of interest and to the maximum likelihood estimator. The algorithm proceeds by
alternately minimizing D over the space of points x that are consistent with the observations while keeping θ
fixed, then minimizing D with respect to θ keeping x fixed, and so on iteratively. It halts when we encounter
a pair (x∗, θ∗) which is a fixed point of the iteration.
Our main contribution is to describe and analyze a novel reaction network scheme that implements the
EM algorithm. Below is a reaction network obtained by our scheme for the die example. The dynamics of
this network implements a generalized EM algorithm and finds a local minimum of D.
X1 → X1 + 2θ1 2θ1 → 0 X2 → X2 + θ1 + θ2 θ1 + θ2 → 0
X3 → X3 + 2θ2 2θ2 → 0 X1 + θ2 → X2 + θ2 X2 + θ1 → X1 + θ1
If (x(t), θ(t)) = (x1(t), x2(t), x3(t), θ1(t), θ2(t)) are solutions to the mass-action ODEs for this system then
we show in Theorem 12 that dD(x(t) || y(θ(t)))dt ≤ 0.
Notice that the first six reactions change the numbers of the θ1, θ2 species while the X1, X2, X3 species act
purely catalytically. The last two reactions change the numbers of the X1, X2, X3 species while the species
θ1, θ2 act purely catalytically. This is a general feature of our reaction scheme. There are two subnetworks,
one which changes only the θ species and is catalyzed by the X species, and the other which changes only
the X species and is catalyzed by the θ species. The first subnetwork computes an M-Projection, and the
second computes an E-Projection (Definition 2).
The last two reactions in our example compute an E-Projection, i.e., if x(t) is a solution trajectory to
the last two reactions when θ1, θ2 are held fixed, then
dD(x(t) || y(θ))
dt ≤ 0. We have described this scheme to
compute the E-Projection previously in [39]. Subsection 3.1 summarizes this previous work, showing that
the subreaction network of our scheme that changes only the X species always has this property, and will
find a global minimum over all x compatible with the observations for the function D(x || y(θ)) when keeping
θ fixed (Theorem 10).
Theorem 10 can be thought of as exploiting a formal similarity between free energy in physics and relative
entropy in information theory. We encode the dynamics of the system so that its free energy corresponds
to the function that we want to minimize, while the system explores the same space as allowed by the
optimization constraints. In this way, we design our chemical system to solve the desired optimization
problem.
The first six reactions in our example compute the M-Projection, i.e., if θ(t) = (θ1(t), θ2(t)) is a solution
trajectory to the first six reactions when x1, x2, x3 are held fixed, then
dD(x || y(θ(t))
dt ≤ 0. The first six
reactions will find a global minimum for D(x || y(θ)) over all θ while keeping x fixed. One of the authors has
previously described a similar scheme in [19]. The current scheme is subtly, but significantly, different. It
employs fewer reactions, admits simpler proofs, and combines well with the E-Projection scheme to allow the
two parts to compute an EM algorithm. This last crucial property was absent in the M-Projection scheme
in [19]. We show all this in general in Subsection 3.2 and Theorem 11 for the subreaction network of our
scheme that changes only the θ species.
Functions of the form D(x(t) ||x′(t)) are known to be Lyapunov functions for Markov chains when
x(t) and x′(t) are solutions to the Markov chain’s Master equation [38]. For nonlinear reaction networks,
in contrast, prior to this work, only functions of the form D(x(t) || q) have been known to be Lyapunov
functions, where q is a point of detailed balance for the reaction network. Our M-projection systems are the
first class of examples of nonlinear reaction networks with Lyapunov functions of the form D(x ||x′(t)) with
time dependence on the second argument. The discovery of such a class of reaction networks and Lyapunov
functions is a key contribution in this paper.
When the E-Projection reaction network and the M-Projection reaction network evolve simultaneously,
we get a continuous-time generalized EM algorithm, where both the x coordinates and the θ coordinates
are being updated continuously. We show in Subsection 3.3 that if (x(t), θ(t)) is a solution trajectory to the
reaction network then dD(x(t) || y(θ(t))dt ≤ 0, so that for a generic initial point the system eventually settles
into a local minimum (xˆ, θˆ) of D(x || y(θ)) with x constrained to values consistent with the observations.
2
2 Preliminaries
Notation: For u = (u1, u2, . . . , un) ∈ Rn, define eu := (eu1 , eu2 , . . . , eun) ∈ Rn>0. For x = (x1, x2, . . . , xn) ∈
Rn>0, define log x := (log x1, log x2, . . . , log xn). Define xu =
∏n
i=1 x
ui
i . For S ⊆ Rn and β ∈ Rn, define
β + S := {β + x | x ∈ S} and eS := {ex | x ∈ S} ⊆ Rn>0. For a matrix (aij)m×n, its i’th row will be denoted
by ai. and its j’th column will be denoted by a.j .
2.1 Information Geometry
Fix a countable set I. The extended relative entropy D : RI≥0 × RI≥0 → [−∞,∞] is D(x || y) :=∑
i∈I xi log
(
xi
yi
)
− xi + yi with the convention 0 log 0 = 0 and x log 0 = −∞ when x 6= 0.
Note 1. D(x || y) = ∑i∈I yih(xi/yi) where h(x) = x log x−x+1. Since h(x) is nonnegative for all x ∈ R≥0,
it follows that D(x || y) ≥ 0 with equality iff x = y.
Note 2. If
∑
i∈I xi =
∑
i∈I yi, in particular if x, y are probability distributions on I, then D(x || y) =∑
i∈I xi log
(
xi
yi
)
.
Note 3. If x, y are Poisson distributions, i.e., xi = e
−λ λi
i! and yi = e
−µ µi
i! for i ∈ Z≥0 then
∑
i∈Z≥0 xi log
xi
yi
=
D(λ ||µ) = λ log λµ − λ+ µ. More generally, the relative entropy between two distributions, each of which is
a product of Poisson distributions, equals the extended relative entropy between their rate vectors.
We state the Pythagorean Theorem of Information Geometry [1, Theorem 1.2] for our special case, and
give the short proof for completeness.
Theorem 4 (Pythagorean Theorem). For all P,Q,R ∈ Rn>0, we have (P − Q) · (logQ − logR) = 0 iff
D(P ||Q) +D(Q ||R) = D(P ||R)
Proof. D(P ||Q)+D(Q ||R)−D(P ||R) = ∑ni=1 Pi log PiQi−Pi+Qi+Qi log QiRi −Qi+Ri−Pi log PiRi +Pi−Ri =∑n
i=1(Pi −Qi)(logRi − logQi)
Definition 2. An Exponential Projection or E-Projection [1] (also called Information Projection or I-
Projection [13]) of a point y ∈ Rn≥0 to a set X ⊂ Rn≥0 is a point x∗ = arg minx∈X D(x || y). A Mixture
Projection or M-Projection (or reverse I-projection) of a point x ∈ Rn≥0 to a set Y ⊆ Rn>0 is a point
y∗ = arg miny∈Y D(x || y).
If X is convex then the E-Projection x∗ is unique [12]. If Y is log-convex (i.e., log Y is convex) then the
M-Projection y∗ is unique [12]. We will be interested in E-Projections when X is an affine subspace (and
hence convex), and M-projections when Y is an exponential family (and hence log-convex). Various problems
in probability and statistics can be reduced to computing such projections [12]. Amari [1] has shown that
an alternation of these two projections corresponds to the usual EM algorithm [14], and has further argued
that various other algorithms in Machine Learning such as k-means clustering, belief propagation, boosting,
etc. can be understood as EM.
Birch’s theorem is a well-known theorem in the statistics and reaction networks communities [31, Theo-
rem 1.10],[7]. Below we state an extension of Birch’s theorem which applies to the extended KL-divergence
function, and show the connection to Information Projection. Our contribution is to present the results in
a form that brings out the geometry of the situation.
Theorem 5 (Birch’s theorem and Information Projection). Fix a positive integer n. Let V ⊆ Rn be an
affine subspace and let V ⊥ = {w | v · w = 0 for all v ∈ V } be the orthogonal complement of V in Rn. Then
1. For all α ∈ Rn>0, the intersection of the polytope (α+ V ⊥)∩Rn≥0 with the hypersurface eV consists of
precisely one point α∗ called the Birch point of α relative to V .
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2. For every β ∈ eV , the E-Projection of β to the polytope (α + V ⊥) ∩ Rn≥0 is α∗. In particular, this
E-Projection is unique.
3. The M-projection of α to eV is α∗. In particular, this M-projection is unique.
Proof. (1) Fix α ∈ Rn>0. We first prove uniqueness: suppose for contradiction that there are at least two
points of intersection α∗1, α
∗
2 of the polytope (α + V
⊥) ∩ Rn≥0 with the hypersurface eV . Since α∗1, α∗2 ∈ eV ,
we have logα∗1 − logα∗2 ∈ V . Since α − α∗1 ∈ V ⊥, we have (α − α∗1) · (logα∗1 − logα∗2) = 0. Then by
the Pythagorean theorem, D(α ||α∗1) = D(α ||α∗2) + D(α∗2 ||α∗1) which implies D(α ||α∗1) ≥ D(α ||α∗2). By
a symmetric argument, D(α ||α∗2) ≥ D(α ||α∗1) and we conclude D(α ||α∗2) = D(α ||α∗1). In particular,
D(α∗2 ||α∗1) = 0 which implies α∗1 = α∗2 by Note 1.
To prove that there exists at least one point of intersection, and to show (2), fix β ∈ eV . We will show
that the E-Projection α∗ of β to (α + V ⊥) ∩ Rn≥0 belongs to eV . This point α∗ exists since D(x ||β) is
continuous, and hence attains its minimum over the compact set (α+V ⊥)∩Rn≥0. Further, because α∗ is an
infimum, we need that limλ→0
df((1−λ)α∗+λα)
dλ = 0. That is, (α− α∗) log α
∗
β = 0, which implies that α
∗ ∈ eV
since α could have been replaced by any other arbitrary point of (α+ V ⊥) ∩ Rn>0.
(3) now follows because α∗ ∈ eV implies D(α ||α∗) + D(α∗ ||β) = D(α ||β) for all β ∈ eV , hence α∗ is
the M-Projection of α to eV .
2.2 Reaction Network Theory
We recall some concepts from reaction network theory [16, 22, 17, 18, 3, 39].
Fix a finite set S of species. An S-reaction, or simply a reaction when S is understood from context, is
a formal chemical equation ∑
X∈S
yXX →
∑
X∈S
y′XX
where the numbers yX , y
′
X ∈ Z≥0 are the stoichiometric coefficients of species X on the reactant side
and product side respectively. We write this reaction more pithily as y → y′ where y, y′ ∈ ZS≥0. A reaction
network is a pair (S,R) where R is a finite set of S-reactions. It is reversible iff y → y′ ∈ R implies
y′ → y ∈ R.
Fix n, n′ ∈ ZS≥0. We say that n 7→R n′ iff there exists a reaction y → y′ ∈ R with n − y ∈ ZS≥0
and n′ = n + y′ − y. The reachability relation n ⇒R n′ is the transitive closure of 7→R. The forward
reachability class of n0 ∈ ZS≥0 is the set Γ(n0) = {n | n0 ⇒R n}. The stoichiometric subspace HR is
the real span of the vectors {y′ − y | y → y′ ∈ R}. The conservation class containing x0 ∈ RS≥0 is the set
C(x0) = (x0 +HR)∩RS≥0. A reaction network (S,R) is weakly reversible iff for every reaction y → y′ ∈ R,
we have y′ ⇒R y.
Fix a weakly reversible reaction network (S,R). The associated ideal I(S,R) ⊆ C[{xi | i ∈ S}] is the
ideal generated by the binomials {xy − xy′ | y → y′ ∈ R}. A reaction network is prime iff its associated
ideal is a prime ideal, i.e., for all f, g ∈ C[x], if fg ∈ I then either f ∈ I or g ∈ I.
Example 3. The reaction network given by the reactions 2X 
 2Y is not prime, as the associated ideal I1
is generated by the binomial x2− y2 and (x+ y)(x− y) ∈ I1 but (x+ y) /∈ I1 and (x− y) /∈ I1. The reaction
network given by the reactions 2X 
 Y is prime since the associated ideal I2 is generated by the irreducible
binomial x2−y, and if fg ∈ I2 then either x2−y divides f or x2−y divides g, that is either f ∈ I2 or g ∈ I2.
A reaction system is a triple (S,R, k) where (S,R) is a reaction network and k : R → R>0 is called
the rate function. It is detailed balanced iff it is reversible and there exists a point q ∈ RS>0 such that
ky→y′ qy = ky′→y qy
′
for every reaction y → y′ ∈ R. A point q ∈ RS>0 that satisfies the above condition is
called a point of detailed balance.
Note 6. The set {log q | q is a point of detailed balance for (S,R, k)} is the simultaneous solution set to the
affine system of equations (y−y′) · log q = log ky′→yky→y′ for all y → y
′ ∈ R, and hence constitutes an affine space.
4
3 Main
Definition 4. Let S be a finite set, and let B = {b1, b2, ..., br} ⊆ ZS be a finite set of integer vectors . For
l = 1 to r, let b+l , b
−
l ∈ ZS≥0 be the positive part and negative part of bl, i.e.,
b+lj =
{
blj if blj > 0
0 otherwise
and b−lj =
{
−blj if blj < 0
0 otherwise
for all j ∈ S.
Then the reaction network (S,RB) generated by B is given by the reactions: b+l 
 b−l for l ∈ {1, . . . , r}.
Example 5. If S = {X1, X2, X3} and B = {(1, 0, 1), (−2, 1, 1), (1, 1,−3)} then (S,RB) is given by: X1 +
X3 
 0, X2 +X3 
 2X1, X1 +X2 
 3X3
3.1 Reaction networks compute E-Projections
The following theorem shows that points of detailed balance correspond to E-Projections. Further, if a
detailed balanced reaction network has no critical siphons then solutions to mass-action kinetics converge to
the E-Projections.
We recall the notion of critical siphon [5, 18]. A siphon in a reaction network (S,R) is a set T ⊆ S of
species such that for every reaction y → y′ ∈ R, if there exists i ∈ T such that y′i > 0 then there exists j ∈ T
such that yj > 0. In particular, if all siphon species are absent, then they remain absent in future. A siphon
T is critical iff there exist x ∈ RS≥0 and y ∈ RS>0 such that x− y ∈ HR and {i | xi = 0} = T .
The significance of critical siphons is that their absence allows easy demonstration of a detailed balanced
reaction network version of the Markov Chain Ergodic Theorem, which is known as the Global Attrac-
tor Conjecture [23, 20]. We take care to construct reaction network schemes that avoid critical siphons,
thus ensuring that our reaction network dynamics provably converges to the right answer. It appears that
avoiding critical siphons also confers advantages in terms of rate of convergence. We discuss this further in
Subsection 5.1.
Theorem 7. Fix a detailed balanced reaction system (S,R, k) with point of detailed balance y ∈ RS>0. Let
x(t) be a solution to the mass-action equations for (S,R, k) with x(0) ∈ RS≥0. Then
1. There exists a unique point of detailed balance x∗ ∈ (x(0) +HR) ∩RS>0.
2. dD(x(t) || y)dt ≤ 0 with equality iff x(t) is a point of detailed balance.
3. If (S,R) has no critical siphons then limt→∞ x(t) = x∗.
4. The point x∗ is the E-Projection of y to the polytope (x(0) +HR) ∩ RS≥0.
Parts (1), (2), (3) are well-known in the theory of chemical reaction networks. We include the proofs of
(1) and (2) for completeness.
Proof. (1) follows from Note 6 and Theorem 5.1. For (2) by explicit calculation note that
dD(x(t) || y)
dt
=
∑
r
r′∈R
(kr→r′x(t)r − kr′→rx(t)r′) log kr
′→rx(t)r
′
kr→r′x(t)r
where each summand is ≤ 0, hence dD/dt ≤ 0 with equality iff x(t) is a point of detailed balance. (3) follows
from [4, Theorem 2]. (4) follows from Theorem 5.2
We are now going to describe a reaction network scheme to compute the E-Projection of an arbitrary
point in Rn>0 to an arbitrary polytope in Rn≥0. Significantly our scheme will only create detailed balanced
reaction networks without critical siphons, allowing the use of Theorem 7. To show that the reation networks
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described by this scheme have no critical siphons, we will need a definition and two lemmas which employ
concepts from the theory of binomial ideals, and will not be used elsewhere in the paper. A reader who is
not particularly concerned about critical siphons can omit these lemmas and jump to Theorem 10.
Fix a positive integer n. A sublattice of Zn is a subgroup of the additive group Zn. It is necessarily a
free and finitely generated abelian group, and hence isomorphic to an integer lattice. A sublattice L ⊆ Zn
is saturated iff for all k ∈ Z \ {0} and v ∈ Zn, if kv ∈ L then v ∈ L.
Example 6. The sublattice L1 = {(x1, 3x2) | x1, x2 ∈ Z} of Z2 is unsaturated since (0, 3) ∈ L1 but
(0, 1) /∈ L1, whereas L2 = {(x, 3x) | x ∈ Z} is saturated.
Lemma 8. Let S be a finite set, and let B ⊆ ZS be a finite set of integer vectors. Then the reaction network
(S,RB) generated by B is prime iff the sublattice LB ⊆ ZS is saturated.
Proof. This follows from [28, Corollary 2.15], taking for A the matrix whose rows form a basis for the
sublattice perpendicular to LB, so that IA becomes the associated ideal I(S,R). The assumption of saturation
is used in identifying the perpendicular to the perpendicular with the original lattice.
Lemma 9. A prime weakly-reversible reaction network has no critical siphons
Proof. Follows from [18, Theorems 4.1,5.2]
E-Projection reaction network scheme: Fix a positive integer n ∈ Z>0. Consider x0, y ∈ Rn>0
and an n-column sensitivity matrix S of integers. Let Hx0 = {x ∈ Rn≥0 | Sx = Sx0}. To compute the
E-Projection xˆ of y to Hx0 , we first compute a basis B = {b1, b2, . . . , br} to the sublattice (kerS)∩Zn. Using
this, we describe a reaction system as follows:
1. The set of species is X = {X1, X2, . . . , Xn},
2. The set of reactions is RB,
3. The reaction rates are chosen so that y is a point of detailed balance, i.e.,
kb−l →b+l
kb+l →b−l
= ybl for l = 1 to
r, where b−l , b
+
l are as in Definition 4
We obtain the following theorem.
Theorem 10. Let x(t) be a solution to the mass-action equations for the reaction system (X, RB, k) described
above with x(0) = x0. Then xˆ = limt→∞ x(t) exists and equals the E-Projection of y to Hx0 .
Proof. From Lemmas 8 and 9, the reaction network (S,RB) has no critical siphons. From Theorem 7.3 and
7.4, the result follows.
Example 7 (contd. from Example 1). For the three sided die, S =
(
1 1 1
1 1 0
)
where the first row
represents s1, the total number of times the die is rolled by the referee, and the second row represents s2,
the total number of times the die comes up either X1 or X2. The vector
 1−1
0
 is a basis for kerS. The
corresponding E-Projection reaction network is X1 
 X2. If y = (1/3, 1/3, 1/3) represents our prior belief
about the die, i.e., that it is a fair die and all three outcomes are equally likely, then we can set all reaction
rates to 1, and concentrations evolve according to the differential equations x˙1 = −x˙2 = x2 − x1, x˙3 = 0.
The derivative dD(x(t) || y)/dt = (x1 − x2) log(x2/x1) ≤ 0, showing that the dynamics is moving the system
towards the E-Projection. If x(0) = (2, 20, 27) then the system reaches equilibrium at x1 = 11, x2 = 11, and
x3 = 27 which is the E-Projection of (1/3, 1/3, 1/3) to Hx0 = {x | Sx = Sx0}. This is also the most likely
outcome corresponding to the observations s1 = 49, s2 = 22.
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3.2 Reaction networks compute M-Projections
M-Projection Reaction Network Scheme: Fix positive integers m,n ∈ Z>0. Consider x ∈ Rn>0, and a
matrix A = (aij)m×n of nonnegative integers. Let Col(A) = {a.1, a.2, . . . , a.n} denote the columns of A. Fix
a map yA : Rm → Rn>0 sending θ 7−→ (c1θa.1 , c2θa.2 , . . . , cnθa.n) where c1, c2, . . . , cn ∈ R>0. To compute the
M-Projection yˆ of x to yA(Rm), we describe a reaction system as follows:
1. The set of species is Θ = {θ1, θ2, . . . , θm},
2. The set of reactions is RCol(A) = {0
 a.1, 0
 a.2, . . . , 0
 a.n},
3. The reaction rates are chosen so that
k0→a.j
ka.j→0
=
xj
cj
for j = 1 to n.
We obtain the following theorem.
Theorem 11. Let θ(t) be a solution to the mass-action equations for the reaction system (Θ, RB, k) described
above. Then
1. θ˙ = A(x− yA ◦ θ(t)).
2. θ˙iθi(t) = −
∂D(x || yA(θ)
∂θi
|θ=θ(t).
3. dD(x || yA◦θ(t))dt ≤ 0 with equality iff A(x− yA ◦ θ(t)) = 0.
4. The limit θˆ = limt→∞ θ(t) ∈ Rm≥0 exists and yA(θˆ) = yˆ is the M-projection of x to yA(Rm).
Proof. (1) and (2) are easily verified by explicit calculation. (3) follows from (2) by the chain rule, since
dD(x || yA◦θ(t))
dt =
∑m
i=1
∂D(x || yA(θ))
∂θi
|θ(t) · θ˙i
= −∑mi=1 1θi(t) (∂D(x || yA(θ))∂θi |θ(t))2 ≤ 0. Equality implies θ˙iθi(t) = 0 for all i, hence by (1) we have θ˙ =
A(x − yA ◦ θ(t)) = 0. To see (4), note that the limit exists because D is decreasing in time, and bounded
from below, and D˙ = 0 implies θ˙ = 0. The limit point θˆ is the M-projection because A(x − yA(θˆ)) = 0
implies θˆ is the Birch point of x relative to log(yA(Rm)), from Theorem 5.
Example 8 (contd. from Example 7). For the three sided die, the design matrix is A =
(
2 1 0
0 1 2
)
, and
yA(θ1, θ2) = (θ
2
1, θ1θ2, θ
2
2). The corresponding network is:
0
x1−⇀↽−
1
2θ1 0
x2−⇀↽−
1
θ1 + θ2 0
x3−⇀↽−
1
2θ2
Suppose the die was rolled 49 times and the outcomes were x1 = 11, x2 = 11 and x3 = 27 respectively. We
get the differential equations θ˙1 = 2(11 − θ21) + (11 − θ1θ2), θ˙2 = 2(27 − θ22) + (11 − θ1θ2) The derivative
dD(x(t) || y)/dt = −
(
θ˙1
2
/θ1 + θ˙2
2
/θ2
)
≤ 0 The system is stationary (but not detailed balanced) at θˆ1 = 3
and θˆ2 = 5. The M-Projection point is (9, 15, 25), and AyA(θˆ) = Ax.
3.3 Reaction Networks implement a generalized EM algorithm
EM Reaction Network Scheme: Fix positive integers m,n ∈ Z>0. Consider x0 ∈ Rn>0 and an n-column
matrix S = (sij) of integers. Let Hx0 = {x ∈ Rn≥0 | Sx = Sx0}.
Fix a matrix A = (aij)m×n of nonnegative integers. Let Col(A) = {a.1, a.2, . . . , a.n} denote the columns
of A. Fix a map yA : Rm → Rn>0 sending θ 7−→ (c1θa.1 , c2θa.2 , . . . , cnθa.n) where c1, c2, . . . , cn ∈ R>0.
To compute (xˆ, θˆ) which is a local minimum of D(x || yA(θ)) when x ∈ Hx0 , we first compute a basis
B = {b1, b2, . . . , br} to the sublattice (kerS) ∩ Zn. Using this, we describe a reaction system EM(A,B):
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1. The set of species is S = X ∪Θ where X = {X1, X2, . . . , Xn} and Θ = {θ1, θ2, . . . , θm},
2. The reactions with rates are
Xj
k+a.j−−→ Xj +
m∑
i=1
aijθi and
m∑
i=1
aijθi
k−a.j−−→ 0 for j = 1 to n
∑
j:blj>0
bljXj +
m∑
i=1
dilθi
k+l−−→
∑
j:blj<0
−bljXj +
m∑
i=1
dilθi
∑
j:blj<0
−bljXj +
m∑
i=1
eilθi
k−l−−→
∑
j:blj>0
bljXj +
m∑
i=1
eilθi

for l = 1 to r
3. The reaction rates k+a.j and k
−
a.j are chosen so that k
−
a.j = cjk
+
a.j for j = 1 to n. A special choice
is k+a.j = 1 and k
−
a.j = cj . The reaction rates k
+
l , k
−
l and the stoichiometric coefficients dil, eil for
the reactions are chosen so that
k−l
k+l
m∏
i=1
θeil−dili = y(θ)
bl for l = 1 to r. A special choice is k−l =
y(1)bl , k+l = 1, eil =
{
ai. · bl if ai. · bl > 0
0 otherwise,
and dil =
{
−ai. · bl if ai. · bl < 0
0 otherwise,
for i = 1 to m,
where ai. = (ai1, ai2, . . . , ain) is the i’th row of A.
We obtain the following theorem.
Theorem 12. Let (x(t), θ(t)) be a solution to the mass-action equations for the reaction system EM(A,B)
described above with initial condition (x(0), θ(0)) ∈ RX>0 × RΘ>0. Then
1. dD(x(t) || yA◦θ(t))dt ≤ 0 with equality iff both x(t) is the E-Projection of yA ◦ θ(t) to Hx0 and yA ◦ θ(t) is
the M-Projection of x(t) to yA(Rm).
2. The limit (xˆ, θˆ) = limt→∞(x(t), θ(t)) exists.
3. ∇θD(x || yA(θ))|xˆ,θˆ = 0 if θˆ ∈ RΘ>0.
4. ∇xD(x || yA(θ))|xˆ,θˆ is perpendicular to the stoichiometric subspace HRB
Proof. (1) From the chain rule, D˙(x(t) || yA ◦ θ(t)) = (∇xD · x˙ + ∇θD · θ˙)|(x(t),θ(t)). From Theorem 10,
the first term is nonpositive with equality iff x(t) is the E-Projection of y(θ(t)) onto Hx0 . From Theorem
11, the second term is nonpositive with equality iff y(θ(t)) is the M-Projection of x(t) onto yA(Rm). Hence
dD(x(t) || yA ◦ θ(t))/dt ≤ 0 with equality iff both x(t) is the E-Projection of yA ◦ θ(t) to Hx0 and yA ◦ θ(t) is
the M-Projection of x(t) to yA(Rm).
(2) Since D(x(t) || yA ◦ θ(t)) has a lower bound and dD(x(t) || yA ◦ θ(t))/dt ≤ 0, eventually dD(x(t) || yA ◦
θ(t))/dt = 0 at which point, by the above argument, both the E-Projection and M-Projection subnetworks
are stationary, so that x˙ = 0 and θ˙ = 0. Hence the limit (xˆ, θˆ) = limt→∞(x(t), θ(t)) exists.
(3) follows since ∇θD(x || yA(θ))|xˆ,θˆ = θ˙(t)/θ(t)|xˆ,θˆ = 0 when θˆ ∈ RΘ>0.
(4) ∇xD(x || yA(θ))|xˆ,θˆ = log
(
xˆ
yA(θˆ)
)
. By (1), the point xˆ is the E-Projection of yA(θˆ) to Hx0 . Hence
by Theorem 5, the point xˆ is the Birch point of x0 relative to the affine space log yA(Rm), so that (x −
xˆ) log
(
xˆ
yA(θˆ)
)
= 0 for all x ∈ Hx0 . Hence the gradient ∇xD(x || yA(θ))|xˆ,θˆ is perpendicular to HRB .
Example 9 (contd. from Example 8). For the three sided die, the design matrix is A =
(
2 1 0
0 1 2
)
,
yA(θ1, θ2) = (θ
2
1, θ1θ2, θ
2
2), S =
(
1 1 1
1 1 0
)
with basis
 1−1
0
 for kerS. The corresponding EM reaction
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network is:
X1 → X1 + 2θ1 2θ1 → 0 X2 → X2 + θ1 + θ2 θ1 + θ2 → 0
X3 → X3 + 2θ2 2θ2 → 0 X1 + θ2 → X2 + θ2 X2 + θ1 → X1 + θ1
With all reaction rates set to 1, the concentrations evolve according to:
θ˙1 = 2(x1 − θ21) + (x2 − θ1θ2) θ˙2 = 2(x3 − θ22) + (x2 − θ1θ2)
x˙1 = −x˙2 = θ1x2 − θ2x1 x˙3 = 0
The derivative dD(x(t) || yA ◦ θ(t))/dt = (x1 − x2) log(x2/x1)− θ˙21/θ1 − θ˙22/θ2 ≤ 0.
If x(0) = (1, 23, 25) then irrespective of θ(0), the system reaches equilibrium at θˆ1 = 3, θˆ2 = 5, xˆ1 =
9, xˆ2 = 15, xˆ3 = 25. The MLE θˆ = arg supθ Pr[s1, s2 | θ] = arg supθ
∑24
i=0
(
49
i,24−i,25
)
θ24+i1 θ
74−i
2 when
maximized analytically through gradient descent converges to θ1 = 0.42007781 and θ2 = 0.70013016, which
is proportional to (3, 5) upto numerical error. Since the likelihood doesn’t change when the parameters are
multiplied by the same factor, in this example the EM CRN has indeed found the MLE. The following graph
shows how concentrations change through time to approach the steady state.
Example 10. Consider A =
(
2 1 0
0 1 2
)
and S =
(
1 0 1
1 1 1
)
. The vector
 10
−1
 spans kerS. The
corresponding reaction network is
X1 → X1 + 2θ1 2θ1 → 0 X2 → X2 + θ1 + θ2 θ1 + θ2 → 0
X3 → X3 + 2θ2 2θ2 → 0 X1 + 2θ2 → X3 + 2θ2 X3 + 2θ1 → X1 + 2θ1
Here the concentration of X2 remains invariant with time. Let c be the initial concentration of X2. If c < 1/3
then the system admits two stable equilibria and one unstable equilibrium. The points (y1, c, y2,
√
y1,
√
y2)
and (y2, c, y1,
√
y2,
√
y1) are the stable equilibria where y1 =
1−c
2 +
√
(1−3c)(1+c)
2 and y2 =
1−c
2 −
√
(1−3c)(1+c)
2 ,
and
(
1−c
2 , c,
1−c
2 ,
√
1
3 ,
√
1
3
)
is the unstable equilibrium. On the other hand, if c ≥ 1/3 then there is only one
equilibrium point at
(
1−c
2 , c,
1−c
2 ,
√
1
3 ,
√
1
3
)
, and this point is stable.
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Example 11. Consider A =
(
2 1 0
0 1 2
)
and S =
(
1 −1 0
1 1 1
)
. The vector
 11
−2
 spans kerS. The
corresponding reaction network is
X1 → X1 + 2θ1, 2θ1 → 0, X2 → X2 + θ1 + θ2, X1 +X2 + 3θ2 → 2X3 + 3θ2
X3 → X3 + 2θ2, 2θ2 → 0, θ1 + θ2 → 0, 2X3 + 3θ1 → X1 +X2 + 3θ1
Here the set {X1, X2, θ1} is a critical siphon. If we start at the initial concentrations x1 = 0.05, x2 =
0.05, x3 = 0.9, θ1 = 0.1, θ2 = 1.0, then the system converges to x1 = 0, x2 = 0, x3 = 1, θ1 = 0, θ2 = 1, hence
this system is not persistent. This provides one explanation for this data: all the outcomes were of type
X3. If instead we start at θ1 = 0.5, θ2 = 1.0 and the same x concentrations, then the system converges to
x1 = x2 = x3 = 1/3, θ1 = θ2 = 1/
√
c. This provides a different explanation for the same data: all three
outcomes have occurred equally frequently.
Example 12. Boltzmann machines are a popular model in machine learning. Formally a Boltzmann machine
is a graph G = (V,E), each of whose nodes can be either 1 or 0. One associates to every configuration
s ∈ {0, 1}V of the Boltzmann machine an energy E(s) = −∑i bisi −∑ij wijsisj . The probability of the
Boltzmann machine being in configuration s is given by the exponential family P (s; b, w) ∝ exp(−E(s)).
Boltzmann machines can be used to do inference conditioned on partial observations, and learning of the
maximum likelihood values of the parameters bi, wij can be done by a stochastic gradient descent.
Our EM scheme can be used to implement the learning rule of arbitrary Boltzmann machines in chemistry.
We illustrate the construction on the 3-node Boltzmann machine with V = {x1, x2, x3}:
with biases b1, b2, b3 and weights w12 and w23. We will work with parameters θi = exp(bi) and θij = exp(wij).
The design matrix A = (aij)5×8 is
A =
X000 X001 X010 X011 X100 X101 X110 X111

θ1 0 0 0 0 1 1 1 1
θ2 0 0 1 1 0 0 1 1
θ3 0 1 0 1 0 1 0 1
θ12 0 0 0 0 0 0 1 1
θ23 0 0 0 1 0 0 0 1
and the corresponding exponential model yA : R5 → R8>0 sends θ = (θ1, θ2, θ3, θ12, θ23) to (θa.1 , θa.2 , . . . , θa.8).
If the node x2 is hidden then the observation matrix S is
S =
X000 X001 X010 X011 X100 X101 X110 X111

1 0 1 0 0 0 0 0
0 1 0 1 0 0 0 0
0 0 0 0 1 0 1 0
0 0 0 0 0 1 0 1
Our EM scheme yields the reaction network
Xijk → Xijk + iθ1 + jθ2 + kθ3 + ijθ12 + jkθ23,
iθ1 + jθ2 + kθ3 + ijθ12 + jkθ23 → 0
}
for i, j, k = 0, 1
Xi1k → Xi0k
Xi0k + θ2 + iθ12 + kθ23 → Xi1k + θ2 + iθ12 + kθ23
}
for i, k = 0, 1
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Suppose we observe a marginal distribution (0.24, 0.04, 0.17, 0.55) on the visible nodes x1, x3. To solve
for the maximum likelihood θˆ, we can initialize the system with X000 = 0.24, X001 = 0.04, X010 = 0, X011 =
0, X100 = 0.17, X101 = 0.55, X110 = 0, X111 = 0 and all θ’s initialized to 1, the system reaches steady state
at θˆ1 = 0.5176, θˆ2 = 0.0018, θˆ3 = 0.3881, θˆ12 = 0.8246, θˆ23 = 0.7969, Xˆ000 = 0.2391, Xˆ001 = 0.0389, Xˆ010 =
0.0009, Xˆ011 = 0.011, Xˆ100 = 0.1695, Xˆ101 = 0.5487, Xˆ110 = 0.0005, Xˆ111 = 0.0013.
4 Related work
There is a rich history of theoretical and empirical results showing that reaction networks can perform
computations [21, 30, 34, 33, 35, 29, 8, 9, 36, 11]. Typically these results take a known algorithm, and show
how to implement it with chemical reaction networks. In contrast, we have obtained what appears to be a
new algorithm within the broad class of generalized EM algorithms. Our algorithm is natural in the sense
that it was suggested by the mathematical structure of reaction network dynamics itself, so that analysis
of our scheme proceeds from insights about reaction network kinetics rather than from insights about the
behavior of some existing classical algorithm.
Similarities in the mathematical structure of statistics, statistical mechanics, and information theory have
been noticed and remarked upon several times [37, 13, 40, 43], and have led to multiple contributions [41,
10, 1, 27, 26, 6] with the goal of presenting some or all of these topics from “the point of view from which the
subject appears in the greatest simplicity,” to borrow a prescient quote from J. W. Gibbs. Our EM reaction
network scheme employs a statistical mechanical system to minimize an information theoretic quantity in
the service of solving a statistical problem. It is a concrete illustration of the connections between these
three disciplines, and of the opportunities that lie at their intersection.
We now compare our scheme with three other schemes that show how to implement machine learning
algorithms with reaction networks.
The belief propagation scheme of Napp and Adams [29] shows how reaction networks can implement sum-
product algorithms from probabilistic graphical models to compute marginals of joint distributions. There
is some formal similarity between the reaction networks of Napp and Adams, and our EM reaction network.
In particular, their scheme also has two sets of species, “sum” and “product” species, and two subnetworks.
In each subnetwork, one set of species changes in number, and the other set appears catalytically. We
speculate that this may be because message passing algorithms are themselves a special case of the EM
algorithm [25, 24], in which case possibly the Napp-Adams scheme may be related in some as-yet-undiscovered
way to our EM scheme.
In a brilliant paper, Zechner et al. [42] show how to implement a Kalman filter with reaction networks,
and implement this scheme in vivo in E. Coli. Their approach is to write down a dynamical system describing
the filter, then change variables if required so the dynamical system falls within the class of systems that are
11
implementable with CRNs, and finally obtain a DNA strand displacement implementation for the dynamical
system. Their work shows that filters, being self-correcting, are robust, and can tolerate some amount of
model mismatch. Further, such systems when implemented in vitro and in vivo work as advertised. This is
very encouraging for the empirical prospects of our schemes.
There appears to be a certain degree of art involved in Zechner et al.’s setting to get the right change
of variables which makes the dynamical system implementable by CRNs. In comparison, the information
processing task directly informs our CRN architecture. Since Hidden Markov Models (HMMs) are special
cases of exponential families as well, our EM reaction network can in principle be extended to implementations
of the forward-backward algorithm for HMMs, which is closely related to the Kalman filter.
In [32], Poole et al. have shown how to implement a Boltzmann machine with reaction networks. The
reaction network is able to do inference, but the Boltzmann machine training to learn weights has to be done
in silico. In Example 12, we have shown how the EM algorithm can also be used to implement Boltzmann
machines. There are pros and cons to our EM approach for this problem. The advantage is that Boltzmann
machine training also happens in vitro and in an online manner. The disadvantage is that as described the
EM implementation has not exploited the graphical structure of Boltzmann machines, and hence requires an
exponentially large number of species for implementation. In contrast, the Poole et al. construction requires
a linear number of species.
5 Discussion
5.1 Rate of convergence
Speed is a key aspect of the analysis of any algorithm. We would like to be able to say that every mass-action
trajectory x(t) to a reaction network described by our scheme converges exponentially fast to the stationary
state x∗, i.e. there exists T > 0 such that for all  > 0, for all x(0) ∈ RS≥0, for all τ ≥ T log d(x(0),x
∗)
 the
distance d(x(τ), x∗) ≤ . We would like to say this for the E-projection system, the M-projection system,
and the EM system. The E-projection system has the nicest structure, being detailed balanced, and hence
is the first candidate for showing such a result. Even here, the best available result appears to be slightly
weaker: Desvillettes et al. [15] have shown that if a detailed balanced system has no boundary equilibria
then for all x(0) ∈ RS≥0, there exists T > 0 such that for all  > 0, for all τ ≥ T log d(x(0),x
∗)
 the distance
d(x(τ), x∗) ≤ . The gap is that here T may depend on x(0). We conjecture that exponential convergence
should be true for the E-projection and M-projection systems. One could try to prove this via an entropy
production inequality: there exists λ > 0 such that −D˙(t) ≥ λD(t)−D∗ where D∗ is the value of D at the
stationary point.
5.2 A proposal for how a biological cell infers its environment
Biological cells are capable of identifying and responding to the environment from the information provided
to them by transmembrane receptors. Given partial observations, biochemical reaction networks have to
identify the most likely environment that could have caused these observations. Could these networks be
employing some variant of our EM scheme? We attempt to sketch how elements of our scheme could map
onto the biological situation.
A single receptor may be sensitive in different degrees to multiple ligands, so the information conveyed into
the cell from the activation of a receptor may not be unlike a message sent by the referee in Example 1. Each
type of transmembrane receptor corresponds to a row of the sensitivity matrix S. Species X1, X2, . . . , Xn are
“shadow” species inside the cell whose job is to track the concentration of the corresponding ligand species
outside. Presumably this matrix S is “known” to the cell, in the sense that it is hardcoded in some way into
the structure of the biochemical reaction network.
The parameters θ to be estimated may correspond to certain underlying environmental variables that
need to be monitored by the cell. For example, θ1 may encode for the threat level in the environment, and
θ2 for the food level. These parameters may not be directly accessible, instead they have to be inferred
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indirectly from proxy measurements. The proxies are the ligand molecules whose concentrations are known
to obey some law which depends on these parameters. The precise form of the law is described by the design
matrix A through the map yA, and has presumably been learnt by the cell through evolution, so that it is
hard-coded into the structure of the biochemical reaction network.
In this setting, the EM reaction network behaves like an online algorithm. As new information streams
into the cell, the reaction network dynamics tracks the current state of the environment, making the necessary
modifications to the concentrations of the θ and X species.
Biochemical circuits in living cells, which have had the advantage of several billion years of evolution, are
likely to be far more sophisticated than the scheme we have suggested. Nevertheless, we would like to think
that our scheme can be a starting point for the study of the actual schemes that cells employ, to initiate a
conversation between the analytical approach of systems biology and the synthetic biology approach.
5.3 Stochastic Aspects of our Scheme
For pedagogical reasons, we have focused in this paper on deterministic dynamics. We now indicate certain
stochastic aspects of our scheme. We have shown in [39] that at steady state, the E-Projection reaction system
samples from the Bayesian posterior distribution Pr[x | s] when the system is evolved according to stochastic
mass-action kinetics. In this sense, the stochastic dynamics is the “right” dynamics for E-Projection. In
contrast, we do not have a similar result for stochastic dynamics in the M-projection system. We appear
to need the large-volume limit here, so that deterministic mass-action kinetics is a good description of the
system’s evolution.
This suggests that the best way to implement this EM scheme using molecules would be to employ a
hybrid dynamics, whereby each unit volume in an infinite volume vessel implements stochastic E-Projection
system, with the X species localized in these unit volumes, whereas the θ species can move freely in the entire
infinite volume, so that their dynamics is correctly described by deterministic mass action. This could be
biologically meaningful if the localized molecules around different receptors can be related to the X species,
and the molecules that move freely in the cytosol and interact with different receptors can be related to the θ
species. Note that the volume for such hybrid dynamics need not be truly infinite, since even copy numbers
as low as 20 typically lead to a dynamics which is well described by deterministic mass-action kinetics.
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