Abstract-Providing efficient support for interactive browsing operations such as fast-forward (ff) and fast-backward (fb) is essential in video-on-demand and other multimedia server systems. In this paper, we propose two basic approaches to scheduling interactive browsing operations: 1) the prefetching approach and 2) the grouping approach. Block-skipping and frame-skipping algorithms are presented for constant bit rate (CBR) data blocks. These algorithms can precisely schedule video streams for both normal play and interactive browsing operations.
I. INTRODUCTION
T HERE is an increasing demand on capacity of video servers in large-scale video-on-demand systems [1] , [2] . Interactive browsing operations, such as fast-forward (ff) and fast-backward (fb) 1 are desirable features in video-on-demand and other multimedia servers. It is necessary to provide efficient supports for interactive browsing operations with quality of service (QoS) guarantee. Interactive browsing operations can be accommodated by displaying frames at a rate higher than the normal play. When only a small percentage of requests are interactive, an analysis shows that statistical guarantees can be provided by reserving only a small portion of its total bandwidth [3] . Bandwidth smoothing techniques are used to solve the bandwidth problem for interactive browsing operation. It provides the ff and fb capacity within a VCR-window by using large buffers. Scans to points outside of the VCR-window require renegotiations [4] . These methods require higher bandwidth for browsing operations.
Efforts have been made toward providing interactive functions without increasing network bandwidth. A simple solution to implementing different ff and fb ratios is to reserve a separate encoded video file for each ratio. Different ff ratios and fb ratios could be provided. For example, to provide ff ratios of 3 and 6 and fb ratios of 3 and 6, five encoded files are stored. When switching between different play modes, the corresponding video files will be used. This solution requires extra disk space for the interactive operations and the ff (fb) ratios are fixed. We aim at more efficient and flexible solutions to miniManuscript received October 8, 1999 ; revised December 8, 2000 . This work was supported in part by NSF Grants CCR-9505300 and CCR-9625784. The associate editor coordinating the review of this paper and approving it for publication was Prof. Chung-Yu Wu.
The authors are with the Department of Electrical and Computer Engineering, The University of New Mexico, Albuquerque, NM 87131-1356 USA (e-mail: wu@eece.unm.edu).
Publisher Item Identifier S 1520-9210(02)01395-0.
1 Fast-backward is often called rewind.
mize the system requirement and to provide different ff (fb) ratios. One solution is to retrieve the ff (fb) data from the normal video stream. The bandwidth requirement can be reduced by block-or frame-skipping. A block-skipping approach for interactive browsing operations has been proposed in [5] . This approach can solve the bandwidth problem and is easy to implement. However, it requires different disk access and network transmission patterns and is more difficult to schedule on a parallel server. Frame-skipping is even more difficult to implement because it usually consumes higher bandwidth.
The number of deliverable streams should be maximized with the same amount of available resources. Instead of relying on statistical multiplexing, our approach meets the challenge by precisely allocating, scheduling, and coordinating storage and network resources to maximize the resource utilization. Providing large availability is hard; at the same time, providing browsing functionalities with fast response is even harder, since resources are fully utilized while many browsing functions other than normal play bring up different requirements of resources. We target at this problem to investigate how to preserve the high availability and at the same time provide browsing functionalities without request of additional resources. We will discuss different approaches to scheduling browsing operations on clustered video servers. Two basic approaches are the prefetching approach and the grouping approach. In the prefetching approach, a buffer is required to store some video data blocks and a browsing operation is performed with some initial delay. In the grouping approach, different operations, such as normal play, ff, and fb, are clustered into different groups with different paces. These approaches can be applied to block-skipping and frame-skipping. We have solved the network conflict problem of multiple browsing operations. With these approaches, system resources are fully utilized and QoS is guaranteed. In the next section, video server architectures are described. Data layout and scheduling are discussed in Section III. The prefetching approach and grouping approach are presented in Section IV and Section V, respectively. Section VI compares these approaches. In Section VII, we discuss the performance issues. Section VIII concludes the paper with a discussion of future works.
II. VIDEO SERVER ARCHITECTURES
There are two major types of parallel video servers: 1) shared memory multiprocessors and 2) distributed memory clustered architectures. In a multiprocessor system, there are a set of storage nodes, a set of computing nodes, and a shared memory. The video data are sent to the memory buffer through a highspeed network or bus and then to the clients. A mass storage system has presented the capacity of supporting hundreds of 1520-9210/02$17.00 © 2002 IEEE requests [6] . However, it is not yet clear that a multiprocessor video server can be scalable. A clustered architecture is easy to scale to hundreds of server nodes. In such a system, a set of storage nodes and a set of delivery nodes are connected by an interconnection network. Data are retrieved from the storage nodes and sent to the delivery nodes which send the data to clients. This architecture presents a single-system image to its clients and has been used by many servers [7] - [11] . The clustered architecture can be extended to the direct-access architecture which provides an interface between the storage system and the network. Project MARS uses an ATM-based interconnect to connect storage devices to an ATM-based broad-band network [12] .
In this paper, we assume that a clustered architecture. Fig. 1 shows a diagram of clustered video servers. The storage nodes are responsible for storing video data in some storage medium, such as disks. Each storage node deals with its own disk scheduling algorithm to provide enough bandwidth. The SCAN algorithm is used for disk scheduling. A buffer for each stream is used to decouple system modules of disk access and network transmission so that disk scheduling and network scheduling can be considered separately. Also, time variation to accessing the data in different locations on the disk can be tolerated. The delivery node is responsible for taking requests from clients, which is then scheduled to a time slot. Video blocks from storage nodes are buffered in delivery nodes, where video blocks are resequenced, if necessary, and then sent to clients. Although video streams can bypass delivery nodes and be directly sent to the clients, the delivery nodes have many functions such as buffering and reordering video blocks. Thus, the server architecture is made transparent to clients, since a client receives video data from a single delivery node that simplifies the system and network management. The logical storage and delivery nodes can be mapped to different physical nodes of the cluster. This configuration is called the two-tier architecture in [9] . On the other hand, in the flat architecture, a logical storage node and a logical delivery node are mapped to a single physical node, called a processing node. In this paper, the flat architecture is assumed. This architecture presents a single-system image to its clients and has been used by many other servers [7] - [11] .
III. DATA LAYOUT AND SCHEDULING
We assume that a number of video files are stored in a parallel storage server of storage nodes. A video file is a sequence of ordered video frames. To facilitate distribution of video data, a video file is partitioned into many video blocks, where each video block contains a number of video frames.
In MPEG [13] , several frames can be grouped together so that the frames that depend on each other are confined into the same group as a group of pictures. It turns out that such a group can define a natural boundary for partitioning. Therefore, a video block can consist of one or more groups of pictures. The size of video blocks can be determined by optimal I/O access time without loss of parallelism.
A. Distribution of Video Blocks
Video blocks are distributed to the storage nodes in order to: 1) exploit parallelism and hence increase the bandwidth provided for video stream retrieval; 2) maintain load balance over the storage nodes; 3) reduce the capacity requirement of each single storage node and hence construct a scalable massively parallel video-on-demand storage system. In order to support a high bandwidth video-on-demand storage system and be able to serve thousands of clients simultaneously, we can evenly distribute video blocks over storage nodes in a round-robin fashion called wide striping. For a balanced load, each video file can start from different storage nodes. When video blocks are distributed to a subset of nodes, it is called short striping. In this paper, we assume wide striping. The results obtained here can be easily extended to short striping.
B. Time-Slot Partition
Accessing a video block is accomplished by a thread. The scheduling module must be integrated with real time capability to handle these threads with soft-deadline constraints. When more than one thread accesses the same storage node at the same time, some threads must wait. For this reason, a conventional storage server is typically lightly loaded in order to maintain a certain level of performance guarantee. Such a system usually leaves sufficient room for unexpected bursts, resulting in an inefficient use of resources.
When a storage node is dedicated to the retrieval of video streams, the average access time and access duration of video blocks can be known in prior. To take advantages of this knowledge, retrieval of video streams can be prescheduled. If a storage node can retrieve video blocks for video streams, the storage node can be time-multiplexed by . For constant bit rate (CBR) video, all video blocks are of about the same size. Thus, the length of time slots can be equal. For variable bit rate (VBR) video, the stored video blocks are of different sizes. In this case, we can choose the constant or variable time-slot partition. Constant time-slot partition wastes time within a time slot but is easy to schedule. Variable time-slot partition is efficient but difficult to schedule. In this paper, we only present methodology for the CBR partition.
Furthermore, if we need to support different retrieval rates, or other general purpose tasks, such as adding a new video file or deleting an old video file, the partition can be done hierarchically. It is more like the multiple-queue scheduling used in operating system, where each queue is associated with a certain percentage bandwidth of a storage node and one of the queues can be dedicated to serve the general-purpose tasks in a round-robin fashion.
With explicit partition of the available bandwidth and prescheduling of video streams onto specific time slots, we construct a more deterministic scheme that can utilize the full capacity of storage nodes, provide a better QoS, reduce the buffer size, and save the real-time scheduling cost. Such a scheme is economically more attractive for massively parallel video-on-demand systems.
The constant time-slot partition is described as follows. The starting blocks of video files are uniformly distributed over all storage nodes. Depending on a selected block size and the base stream (play) rate , time is partitioned into time cycles, where the length of a cycle is . In general, the data transfer rate of a single disk or a disk array can be much higher than the base stream rate . Therefore, in a time cycle, multiple requests can be serviced by a storage node while the individual stream rate is still preserved. The time cycle is thus divided into time slots, where the length of the slot , is equal to or longer than the time required for retrieving a block from the storage node or transmitting to the delivery node; whichever is larger. The number of slots in a cycle is determined by . Then is adjusted to . The time-slot concept might not seem necessary in a single node server; however, it is extremely important in parallel servers to avoid network conflict. A similar model has been used in the Tiger system [14] . This is a very practical model which has been justified by the experimental results [15] , providing a good QoS.
C. Scheduling for Normal Play
Improper scheduling of data retrieval may result in various resource conflicts, such as port contention, where two storage nodes are transmitting to a single delivery node, or disk contention, where more than one request retrieves blocks from the same storage node at the same time. Such a resource conflict can cause a poor stream throughput. Our conflict-free stream scheduling algorithm eliminates contentions so that high system throughput can be achieved.
Assume that a large-scale video-on-demand server consists of storage nodes and delivery nodes. An individual request is handled by a delivery node , which is responsible for delivering the data blocks retrieved from storage nodes to the client via network during the entire lifetime of request , unless a dynamic relocation is required. Since the blocks of a video are consecutively distributed in all storage nodes, if request , at time cycle , retrieves a data block from storage node , it will retrieve a data block from node ( mod ) at time cycle ( ), where . In each time cycle, at most ( ) requests can be scheduled. Video block scheduling can be illustrated by a simple example. Fig. 2 shows a schedule where and . An entry in the figure shows the request number , the delivery node number , and the storage node number . That is, request retrieves a block from storage node and sends it to delivery node . A video stream has its access pattern listed horizontally in a row. For example, request is scheduled to time slot 0 in the first row. For this request, delivery node 0 retrieves a block from storage node 1 in time cycle 0. It then retrieves blocks from storage nodes 2, 3, and 0 in the next three cycles. The schedule table is wrapped around. In a time slot, if more than one request needs to retrieve blocks from the same storage node, they compete for the resource. In order to avoid such a conflict, only the requests that access different storage nodes can be scheduled onto the same time slot. Thus, in every time slot, at most requests can be scheduled, each of which retrieves a block from a different storage node. The conflict-free schedule is a schedule where, in each time slot, no two video streams request a block from the same storage node.
The algorithms for scheduling normal play have been presented in [16] and [17] . In this paper, we present scheduling algorithms for interactive browsing operations. Since ff and fb impose similar requirements, the techniques developed for ff can be extended to fb. Thus, we will only discuss the ff operation. To present scheduling algorithms for the ff operations succinctly, we first define the ff ratio. That is, the ff ratio is if the ff speed is times the normal play speed.
IV. THE PREFETCHING APPROACH
When all clients require normal play, their access patterns are the same. As long as we have a conflict-free schedule at the first time cycle, there will be no conflict at the following time cycles. If, at a time, some request moves from a normal play to an ff operation, the access pattern changes, which may cause conflict in some time cycles.
One solution is prefetching. That is, instead of accessing the storage node that contains the next demanded block but causes a conflict, a different storage node that does not cause a conflict can be accessed. Retrieved from the storage node is the block that will be used in the nearest future. Since the retrieved block is not delivered immediately, it is buffered in the delivery node. This process will continue until the demanded block is retrieved. Thus, the request will be delayed for a few time cycles in general.
A. Block-Skipping
Block-skipping implements ff by skipping video blocks. An experiment described in [5] found that the client had the impression of watching each scene (block) at regular speed with jumps between scenes, similar to watching a slide projector operating at a high speed. Clients can see the details in each scene so that they are able to locate the position of interest.
When performing an ff operation of ratio , a block is retrieved after skipping blocks. It is called block-skipping. To avoid a hot spot, the number of storage nodes and ff ratio must be relatively prime. A good choice is to select the number of storage nodes to be a prime. Thus, the ff ratio can be anything except the multiples of . An example is shown in Fig. 3 , where is 5 and the ff ratio is 3. If the number of storage nodes is not prime, a video file can be distributed to a subset consisting of a prime number of storage nodes. Different video files can be mapped to different subsets for a balanced load.
The prefetching approach for block-skipping can be described as follows. Assume the first video block is stored in Assume that the ff ratio is , where is larger than 1 and relatively prime to . Without loss of generality, we assume that a normal play request changes to the ff operation starting from storage node and block at time cycle . Thus, only the blocks with index ( mod ) will be retrieved. The stream of these video blocks to be retrieved from node is (2) where mod (3) Thus, the delivery node retrieves blocks in the sequence of (4) and delivers blocks in the sequence of (5) The retrieved blocks will be stored in a buffer before they are delivered. Fig. 4 shows the prefetching approach for the example in Fig. 3 . The delivery node retrieves blocks in the sequence of and it delivers blocks in the sequence of Assume block 0 is retrieved at time and block 3 at time . The block 0 needs to be delayed to time , so that at time , block 3 can be delivered. Thus, in this example, the delay is two time cycles.
Let us consider the maximum delay. For an ff operation of ratio , at time cycle , the video block is supposed to be delivered, which is available from storage node at time cycle , where mod mod (6) In general, , the time cycle when the th video block is available, is not equal to , the time cycle when the th video block is needed. Their difference is represented by mod mod mod
When , which implies that the video block is available before it is needed, the block will be prefetched and stored in the buffer. When , which implies that the video block is needed but not available, the video stream must be delayed. In general, varies in the period of , because for any , where and mod mod mod mod
For given and , the maximum delay can be computed by mod
Thus, the video stream is to be delayed by . Fig. 5 shows the maximum delays when the ff ratio changes from 1 to 12 with . Because varies in the period of , all of the ff ratios with the same value of ( mod ) have the same value of . When a video stream is initially delayed by time cycles, data blocks are to be stored in the delivery node's buffer. Therefore, the required buffer size is proportional to the maximum delay. Minimizing the maximum delay will minimize the buffer size, too. There are a number of strategies to reduce the maximum delay and the buffer size. First, when mod , mod . That is, no delay is imposed. A simple design for ff operations can be based on this observation: if we distribute video blocks to storage nodes, then we can support all ff ratios such that mod without having any delay. Also, no buffer is required. However, this design limits the available parallelism and the choice of the ff ratios. We may also vary the combination of and to minimize the maximum delay and the buffer size. Since is bounded by , the video stream can be delayed ( ) time cycles and a buffer of size is needed for each request, where is the block size. A delivery node handles requests, where is the number of time slots in a time cycle. When all requests are in the ff mode, the total buffer size can be as large as . However, multiple ff operations can share buffer space so that the buffer size can be further reduced.
B. Frame-Skipping
Frame-skipping implements ff by skipping frames within a video block. It is illustrated in Fig. 6 , where . A video block is partitioned into a base and an enhancement substream. The base substream contains the frame for ff and the enhancement substream contains the frames that are only for normal play. The frames in the base substream should be decoded without accessing the enhancement substream. That imposes some limitation in the possible ff ratios. Assume is the distance between successive frames and is the distance between successive or frames. Without requiring extra frames being decoded, the possible ff ratio is defined either by or by [18] . Retrieval of smaller blocks will lead to some problems. First, for a compressed video stream such as MPEG, the size of frames may be larger than of the size of all frames in a block because more and frames are retrieved. Second, it may take a longer time to access many small blocks than to access a single large block from the disk even if the same amount of data is accessed. This is because small block access will suffer severe seek and rotation penalty. To keep the bandwidth requirement invariant, the first problem can be solved by resolution reduction and the second problem by multiregion disk layout. The bandwidth requirement can be reduced by resolution reduction. Each frame in the base substream is further partitioned into a low-resolution and a residual component. The low-resolution component can be obtained as follows. As shown in Fig. 7 , data partitioning in a transform block is done by dividing the frequency domain coefficients between the two components. The key issue here is to determine an appropriate number of discrete cosine transform (DCT) coefficients that must be included in the low-resolution component of the base substream so as to make the bandwidth invariant with the best possible video quality. A result has been obtained for when the ff that the bandwidth can be kept invariant when the low-resolution component contains 18-20 DCT coefficients of each transform block [18] .) For the same bandwidth, a higher ff ratio will result in a lower number of DCTs coefficients.
It costs more to access ff video data from a disk since some frames are skipped. To eliminate extra cost, video data should be properly allocated on the disk with the seek and rotation time minimized. The placement is shown in Fig. 8 . The first region includes only the low-resolution component of the base substream. The second region includes both the residual component of the base substream and the enhancement substream. Whereas frames contained in both regions are integrated during normal play, ff is supported by using only the low-resolution component of the base substream. We define a track as the basic allocation unit. That is, each region must be allocated to one or more tracks. In this way, the rotation time can be minimized. Furthermore, these substreams must be stored contiguously so that the overhead of accessing these substreams during normal play is minimized. Fast-forward accesses some tracks which are not contiguously but closely allocated. Therefore, the seek time can also be minimized. More discussion can be found in [21] .
The prefetching approach can be applied to frame-skipping. In each time slot, small subblocks are retrieved from a storage node, where the size of the subblock is of the size of the entire block. These small subblocks are buffered in the delivery nodes. When first subblocks are in the buffer, the delivery node sends them as one block to the client. When first subblocks are in the buffer, the delivery node can send out blocks. Thus, the number of time cycles delayed is . The required buffer size for one ff operation is and for ff operations is , where is the block size. Again, multiple ff operations can share buffer space so that the buffer size can be further reduced.
An example is shown in Fig. 9 , where we have four storage nodes and the ff ratio . In time cycle , blocks 0, 4, and 8 are retrieved; and in time cycle , blocks 1, 5, and 9 are retrieved. In time cycle , blocks 2, 6, and 10 are retrieved and the first three subblocks can be sent out. The time delay is two time cycles.
V. THE GROUPING APPROACH
An important characteristic of video play is its pace. The pace is defined as the speed of play. When pace , it is in the normal play mode. Other operations can be defined by the pace in Table I. For ff, is equal to the ff ratio . Different play modes have different paces which may lead to access conflict on storage nodes. When requests for normal play are scheduled into a time cycle without conflict, it is conflict-free in the following time cycles because the paces are the same. If some request changes from the normal play to an ff operation with a different pace, conflicts may occur. Different from the prefetching approach which changes the retrieval order to avoid conflicts, the grouping approach divides requests into different groups based on their paces. For example, we may have all normal play operations in one group with , and all 
TABLE I PACES OF DIFFERENT INTERACTIVE OPERATIONS
ff operations of the same ff ratio in another group . Furthermore, ff operations with different ff ratios are in different groups. In this way, all requests in the same group will not conflict with each other as long as they do not conflict in the first time cycle.
A. Block-Skipping
For block-skipping, the ff operation is carried out by skipping some blocks. Requests that skip different numbers of blocks are in different groups in addition to the normal play group . With browsing operations supported, the system must allow a request to dynamically change its pace and, consequently, change its group membership. Therefore, the key to supporting interactive browsing operations turns out to be how to handle dynamic reconfiguration of groups.
Assume that there are storage nodes in the system and there are time slots in each time cycle. The system can handle requests when there exists a single group. With multiple groups existing in the system, not every time slot can be fully utilized, because the number of requests in a group is not neces- sarily a multiple of . In general, all requests of the same pace are in group and the number of requests in group is . The number of time slots required for the requests in group is (10) In the worst case mod , the largest fragment of a time slot is wasted. Fig. 10 shows the worst case with , , and , where is the number of groups. Here, there are three groups. The first and second groups have four requests each and the third group has one request.
A request may move from normal play to ff, or from ff to normal play, thereby changing its group membership. Thus, , the number of time slots allocated to group , needs to be varied as well. We define two operations for changing the membership of a request: adding and removing; and two operations to change the number of time slots allocated to a group: expanding and shrinking. First, we will describe the expanding and shrinking operations.
Expanding: If a request is to be added to group , which currently has members and , then one more time slot needs to be allocated to group .
Shrinking: When a group currently has members such that , if a request is removed from the group, one time slot can be deallocated from group by rescheduling the rest ( ) requests into ( ) time slots. Scheduling algorithms can be found in [17] .
Assume there are groups in the system. The following lemma gives the sufficient condition for expanding.
Lemma: An expanding operation can always allocate one more time slot if the number of requests in the system is no more than (11) leaving at least empty spaces. Proof: When a request changes its membership from to , the condition for expanding group is ; that is, the number of unused spaces in group is 0. Assume there is an empty time slot; then group can take this slot. If there is at least empty spaces but no empty time slot, groups other than and can have at most empty spaces. Since has no empty space, has at least empty spaces. Then, removing will free a time slot which can be used for the expanding operation.
When a request moves from group to group , it is removed from and added to group . The adding and removing operations can be described as follows.
Removing: Remove from group . If , apply shrinking. Adding: If , apply expanding to allocate one time slot and schedule request to the time slot.
Otherwise, schedule to one of the empty spaces. If all empty spaces have conflict, algorithms described in [17] can be applied to obtain a conflict-free schedule.
An optimal slot selection algorithm can be found in [19] . Sometimes the shrinking operation can be postponed until an expanding operation needs a free time slot. This is called lazy shrinking. Lazy shrinking can avoid unnecessary rescheduling.
An example is shown in Fig. 11 . This system is assumed to handle only two groups: the normal play and an ff operation. Since there are three nodes and four time slots, it is able to handle requests. However, it is not used to its full capacity, as there are only nine requests. In Fig. 11(a) , all requests are normal play. In Fig. 11(b) , request changes to ff. The expanding operation is invoked which creates a group consisting of time slot 3. Request is removed from and added to , which retrieves blocks at a faster pace. In Fig. 11(c) , request changes to ff and moves to time slot 3, too. In Fig. 11(d) , request changes to ff and moves to time slot 3. Since the only space left is in delivery node 2, the delivery node of is changed from node 0 to node 2. At this time, the shrinking operation can be invoked. However, this operation can be postponed because no expanding operation requests a free time slot. In Fig. 11(e) , request changes to ff. The expanding operation is invoked. It triggers the shrinking operation which reschedules all requests of normal play to time slots 0 and 1 to free time slot 2 for group . Now , consisting of time slots 2 and 3 and , moves to time slot 2.
B. Frame-Skipping
The pace of the ff operation is times faster than the normal play. Thus, for frame-skipping, a delivery node accesses subblocks in a time slot. We further divide a time slot into subslots, each for a different subblock in a different storage node. Similar to the grouping approach for the block-skipping, when one client changes from normal play to the ff operation, it is scheduled to group .
An example is shown in Fig. 12 . The group expanding and shrinking are the same as in Fig. 11 . The only difference is when a request moves to group , it accesses storage nodes in a time slot. For example, in Fig. 12(b) , request changes to ff. It is moved to time slot 3, where it retrieves blocks from storage nodes 0, 1, and 2.
VI. COMPARISON OF PREFETCHING AND GROUPING APPROACHES
Prefetching and grouping approaches are two basic methodologies for interactive video stream scheduling. The prefetching approach can fully utilize the system bandwidth to support requests of video streams. A request is allowed to change its pace at any time, without affecting other requests that do not change their paces. However, it may delay some requests of browsing operations and requires some buffer space. The grouping approach divides the requests into groups. It does not have those disadvantages such as request delay and extra buffer space. However, the system needs to set aside some bandwidth to accommodate transitions between groups. The shrinking operation may also lead to reallocation and delay of some requests. 
VII. PERFORMANCE ISSUES
Prefetching and grouping approaches guarantee QoS of browsing functions. In the prefetching approach, ff data can be delivered after a predefined delay time, which can be minimized by a proper design. The buffer requirement is fixed and can be further reduced by sharing buffer space among streams.
We have conducted a simulation study on the prefetching approach and the grouping approach. The simulation is configured with six parameters: the total number of storage/delivery nodes , the number of slots per time cycle , the load measurement based on the available capacity, the average file size specified in terms of number of blocks, block size , and the duration of simulation in terms of number of time cycles. In the following simulation, the average file size is 200 blocks; the block size is 1.4 MB, representing 1-s display time of an MPEG-1 video; and the simulation duration is 20 000 time cycles.
The arrival rate can be calculated from the following equation:
At each step, the probability that there are exactly new requests is given by where can be calculated as and The simulation proceeds step by step for each time cycle as follows.
1) At each step, the number of new requests is calculated according to probability .
2) For each new request, it randomly generates a delivery node, a starting storage node where the first block of the file is stored, and the size of the file.
3) The admission control policy is applied to determine which requests are to be admitted or rejected.
In addition to the six parameters in the normal play, we add one more parameter: the percentage of ff operations.
a) The prefetching approach.
i) At each step, some of the clients are randomly chosen and their ff ratios are changed. ii) For each client, data are fetched from the storage node, as per the original schedule. If the data fetched is not needed immediately, it is stored in a buffer. Delay is calculated for each interactive browsing operation.
The statistics obtained at the end of the simulation include maximum delay time for a client, the maximum buffer needed by a client, and the maximum buffer required in a delivery node. b) The grouping approach. i) At each step, some of the clients are randomly chosen and their ff ratios are changed. ii) Due to the change in the ff ratio of the clients, the number of slots required for a particular ff ratio group may increase. If slots are available, more slots are allocated to that group. If no more slots are available, shrinking is applied to other groups until enough slots are available. We limit the number of admitted clients to , where is the number of groups [20] . Thus, no ff request can be rejected. The statistics obtained at the end of the simulation include average delay and average relocation per ff change request. In this paper, only block-skipping is studied. The simulation was run with and . The permitted ff ratios were 1 (normal), 5, and 11. For the prefetching approach, the maximum delay time can be calculated, which is 13 s. The average delay time is between 1 and 3 s. Sharing of buffers in a delivery node between clients reduces the buffer requirements. Figs. 13 and 14 show the maximum buffer size required in a delivery node, where the unit of buffer sizes is 1.4 MB. It increases as the load increases. As the percentage of interactive browsing operations increases, the buffer required also increases.
For the grouping approach, the average delay and average number of request relocations are shown in Figs. 15 and 16 , where the unit of delay time is seconds. These values are relatively low when the load is less than 50%. When the load is more than 50%, there is a steep increase in the average delay and relocation. As the percentage of interactive browsing operations increases beyond 20%, there is a steep fall in the average delay and relocation.
The practical issue is whether the slot timing can be accurately controlled. This is the key issue to successfully implement these algorithms. For this purpose, we have conducted an experiment on our prototype of clustered CBR server Odyssey. It consists of three Pentium II 333 PCs connected by a CISCO CATAYSTA 2916M Fast Ethernet Switch, running the RedHat 6.0 Linux operating system. Each PC is equipped with 64MB RAM and three UW SCSI disks. Six MPEG-1 movies are stored: Toy Story, Lost in Space, Goldeneye, Singin' in the Rain, Stepmom, and Top Gun. The video files are partitioned into consecutive video blocks which are evenly distributed to three storage nodes. Each video block consists of 15 frames (one group of pictures) representing 0.5-s play time. The base stream rate is 1.4 Mb/s. Although these MPEG-1 files are VBR-encoded, the variation of video blocks is within 10%. Therefore, we can treat them as CBR videos.
This system is dedicated for the video server and connected with a local area network (LAN) so that timing is under control. A barrier synchronization has been used for slot synchronization. It accurately controls the slot timing and adds only 3% overhead. The ff is implemented with the prefetching approach. This server-push model with our time-slot scheduling worked very well. It provides a guarantee of video block delivery. The network bandwidth utilization is near 100% and the system throughput is maximized. This configuration can deliver 228 video streams with a different mix of normal plays and ff plays [15] . Clients can switch between normal play and browsing functions at any time without interfering any other streams. Compared to a client-pull model, which can only deliver 108 streams [15] , the advantage of the proposed model and algorithms is obvious.
VIII. CONCLUDING REMARKS AND FUTURE WORKS
In this paper, we proposed two basic approaches for scheduling interactive browsing operations: the prefetching approach and the grouping approach. Different scheduling algorithms were presented for block-skipping and frame-skipping. With these algorithms, interactive video streams can be precisely scheduled for QoS guarantee. Experimental results show that the bandwidth requirement is not increased with the number of video streams in the ff mode. The same number of clients can be serviced independent of the normal play or ff mode.
An important topic is to implement interactive browsing functions on a VBR server. High system load in a VBR server may cause more network conflict. New algorithms are to be investigated to efficiently schedule VBR streams, eliminate network conflict, and maximize system utilization. These VBR browsing algorithms can be designed with the model presented in this paper.
