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法は，統計的機械翻訳（Statistical Machine Translation: SMT）と呼ばれている．
1.2. 研究背景 3
統計的機械翻訳の原言語fから目的言語eへの翻訳を以下に示す．










P (e)P (f je) (1.3)





























































p(f ; aje) (2.1)
式（2.1）は，以下のように展開できる．mは原言語文の長さ，ajは，fjと対応する e
とのアライメントを表している．
p(f ; aje) = p(mje)
mY
j=1





p(mje) =  (2.3)
次に，アライメントは，目的言語文の長さ lのみに依存すると仮定する．
p(ajjaj 11 ; f j 11 ;m; e) = (l + 1) 1 (2.4)
最後に，翻訳確率は，原言語の単語にアライメントされた目的言語の単語のみに依存す
ると仮定する．
p(fjjaj1; f j 11 ;m; e) = t(fjjeaj) (2.5)
式（2.3）から式（2.5）より，式（2.2）は，以下の式で表される．























なお，目的言語の単語 eと対応する fの確率の和は 1になるため，t(f je)は以下を満たす．X
f
t(f je) = 1 (2.9)
式（2.9）の制約を満たし，式（2.8）を最大にする t(f je)を，ラグランジュ未定乗数法
を用いて求め，整理すると以下の式を得る．
t(f je) =  1e
SX
s=1






c(f je;f (s); e(s)) (2.11)
c(f je;f ; e) = t(f je)
































図 2.1では，\I"と \私は"のような短いフレーズから，\live in a studio apartment"と
\ワンルームマンションに住んでいる"といった長いフレーズまで様々なフレーズが抽出
されていることがわかる．
















N -gram言語モデルは，単語列の生起確率に，N   1次のマルコフ性を仮定したモデ

























jfwi 1 : C(wi 1wi) > 0gjP
wi





jfwi 1 : C(wi 1wi) > 0gjは，
単語 wi 1に続く単語の異なり語数を表す．異なり語数を考慮することで，高頻度だが，
特定のN -gramでしか出現しないような unigramに対する確率を抑制する．係数 は，
単語wiに対する重みであり，
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ルが提案されている [10, 2, 15]．本節では，語彙選択に用いられる情報に着目して関連
研究を紹介する．
IBMモデルに近い手法としては，Hasanら [10]のTriplet Lexicon Modelが挙げられる．
Triplet Lexicon Modelは，p(f je)の条件部に他の単語をトリガーとして考慮し，p(f je; e0)
によって翻訳確率をモデル化する．トリガーとなる e0は，文の位置に関係なく，全ての
単語がトリガーとなることができる．トリガーは，単語対応だけでは拾いきれない文脈





BOWe = fejp(ejBOW (f)) > g (2.19)


































































n"の下位には \果物"や \edible fruit"が登録された \07705931-n"や \さや"等が登録さ
れた \13139055-n"の synsetがあり，さらにその下に \apple"や \peach"といった同義語
集合を持つ synsetが存在している．synsetに含まれる同義語集合や，各 synsetのパスの
長さなどを利用することで，synsetの関係や，意味的な類似度を取得することができる．



















































本節では，自動評価尺度として BLEU（Bilingual Evaluation Understudy） [20]と















8<:1 (jcj  jrj)exp(1  jrjjcj ) (otherwise) (2.26)
式 (2.25)は出力文と正解文のN -gramの一致率を表している．一致率は 1-gramから
























RIBES は正規化された Kendallの順位相関係数 NKT と，ペナルティP とその重み





力文の 5番目の要素に対応する場合，hの 1番目の要素は 5となる．得た 2つのリスト
から式（2.29）のKendallの順位相関係数を計算する．Kiは，hiについて，hi < hj と



















































入力文: 誰 か が 私 を 訪ね て来 たら 、 私 は コーヒー ショップ に
いる と 伝え て下さい ．
翻訳例: If anyone asks for me , tell them I will be in the coee shop .














入力文: 誰 か が 私 を 訪ね て来 たら 、 私 は コーヒー ショップ に
いる と 伝え て下さい ．




































入力文: 誰 か が 私 を 訪ね て来 たら 、 私 は コーヒー ショップ に























語義に登録されている目的言語の単語には，行為としての \流れ"には，ow や stream，



















の確率を，素性関数 (s; s)と，重み を用いて，個々の要素である最大エントロピー



























s = fsjs 2 f syn \ esyn _ s 2 fg (3.4)
f syn = fsyn(f)jf 2 f ^ f は名詞か副詞 g (3.5)
esyn = fsyn(e)je 2 e ^ eは名詞か副詞 g (3.6)







































































原言語文 (日本語文) 目的言語文 (英語文)
荷物をトランクに入れて下さい． Put the baggage in the trunk, please.
信号は赤でした． The light was red.
窓際の席を御願いします． We want to have a table near the win-
dow.
暗証番号を押して下さい． Please input your pin number.
海に潜るのは初めてです． This is my rst time diving.
えーと、何泊なさいますか． Let me see. How many nights will you
be staying?
ジョンと一緒に働いています． I work with John.
彼女が私達のパーティーに来ると思い
ますか．
Do you think she'll come to our party?
私がそこ迄行けるように地図を描いて
下さい．




The tour guide will be here to pick you























For example, a silicon substrate surface




The capacitor 226 changes the gate
voltage of the PMOS transistor 234 to
gradually decrease.




The circuit patterns are shown in gray.
次に、エンジン１の始動及び停止につ
いて説明する．
Next, starting and stopping of the en-






Then, after the determination results,
during a predetermined period T3, each
interval T3 are checked, if all of them
are normal, a malfunction detection
counter is cleared, while if not, one





The sealing portion 3 is prevented
from being pulled by the corresponding
member 13 and peeled o the rubber






































































　 IWSLT-4　 IWSLT-5 　NTCIR-8　 NTCIR-9
名詞 51.51 42.10 27.63 26.81







　 IWSLT-4　 IWSLT-5 　NTCIR-8　 NTCIR-9
ベースライン 51.51 42.10 27.63 26.81
Mauser 51.26 41.38 26.94 26.03






　 IWSLT-4　 IWSLT-5 　NTCIR-8　 NTCIR-9
ベースライン 89.06 84.86 62.08 62.62
Mauser 89.52 83.61 61.05 61.35




















入力文: 図 ９ 中 、 矢印 は 熱 の 流れ を 示し て いる ．
参照訳: In FIG . 9 , the arrows indicate the ow of heat .
31
5.1. 目的言語の推定における語義に基づく大局的な情報の有効性 32
ベースライン: FIG . 9 shows a ow of the arrows in the thermal .
Mauser: FIG . 9 shows a ow of the arrows in the heat .






































入力文: ビーフ が とても 美味しかっ た です ．
参照訳: The beef was great .
ベースライン: I really enjoyed it beef .
Mauser: Beef is really enjoyed it .
提案手法: The beef was excellent .
翻訳例では，\とても 美味しかった です ．"に対する訳語が変化している．ベースラ
インとMauserは，\really"，\enjoyed it"を，提案手法は \was excellent"を選択してい




は目的語を \beef"にする必要がある入力文に対して \enjoyed it"の訳語を選択したこと
である．このため，ベースラインでは，\really enjoyed"と \beef"の間に不要な \it"が
挿入された出力文を生成してしまった．また，Mauserでは，主語が \I"になるような文
において，誤って \Beef"を選択している．
提案手法では，\とても 美味しかっ た です ．"を翻訳する際に，それぞれの候補
（\enjoyed it"，\was excellent"，etc.）で原言語の語義を考慮する．例として，訓練デー
タ中には，\enjoyed it"と \beef"が同時に出現する文は存在しないが，\was excellent"
と \beef"が同時に出現する文は存在する．そのため，単語，フレーズの翻訳確率では有























入力文: 以下 に 示す コラム 選択 回路 １ １ ０ は 、 ライト アンプ の 機能 を
併せ もつ ．
参照訳: The following column selection circuit 110 also functions as a write am-
plier .
ベースライン: Also , the write amplier has a function of column select circuit 110 to
be described below .
Mauser: The column selecting circuit 110 has a function of the write ampliers
are shown below .




































































入力文: 本 発明 は この うち 、 ガラス 製 の ロッド レンズ の 耐候 性 を 改善
する 効果 が ある ．
参照訳: Of those , the present invention is eective for improving the weather
resistance of the glass rod lenses .
ベースライン: The present invention has the eect of improving the glass rod lens of the
weather resistance .
Mauser: The glass rod lens of the present invention is to improve the eect of
weather resistance .
提案手法: The present invention has the eect of improving the weather resistance




語の表層形には，\ 改善 する"と \improving"を強く結びつけるような素性はなく，僅
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