Abstract
responsibility to collect the node information of the area. All cluster-heads form an upper network again and forward the database to the sink-node. This paper is arranged as follows: chapter 1 introduces some related routing protocols for wireless sensor network; chapter 2 presents the proposed routing protocols in detail; chapter 3 verifies the validity of the proposed routing protocols by simulation experiments and experimental results; chapter 4 makes a conclusion.
Related Works
LEACH [9] is a typical self-adaptation clustering protocol and its executive process is periodic. Each cycle is divided into two stages: the establishment of the cluster and the data communication. The protocol ensures that each node can take charge of the cluster-head, which makes the nodes of the networks consume the energy regularly. Aiming to the problem encountered in the process of multi-data transmission in the wireless sensor networks, the author proposes the data transmission routing protocol of a heterogeneous cluster [10] . Its core idea is layers and clusters from the probability perspective. When there are more cluster numbers close to the layer of the sink-node, there are little node numbers in the cluster; but when there are little cluster numbers far away from the layer of the sink-node, there are more node numbers in the cluster so that it can balance the energy consumption. In order to improve the network survival life, the author proposes a cluster algorithm which adopts to the mixed energy consumption mechanism of the balanced and unbalanced energy consumption between the clusters [11] . In order to avoid the cluster too much and too little, all nodes are divided into the static clusters of different sizes on the basis of the changing rate of the energy consumption, the inverse relation of the cube of the single-hop distance and the limiting condition of the largest clustering angle. Through the clustering algorithm, it effectively lowers the communication energy consumption among the clusters and within the clusters. The literature [12] proposes the high reliability routing algorithm based on the virtual grid unit. The algorithm distributes a virtual ID for each network and its cluster-head node. According to the ID, the node can select its multi-next-hop nodes autonomously so that the multi-replicas of the data spread in the sink direction alternatively and improve the reliability of the data transmission. The literature [13] proposes the grid-based routing protocol, and its emphasis is conducting the optimization design for the establishment of the grids, the sleeping mechanism of the grid node and the routing process among the grids.
Grid model and Problem Statement
The node can find out its own cluster by making use of the grid. Once the grid is fixed, the size of the grid is also fixed. If the cluster-head is distributed on the edge of the grid as shown in the figure 1, A, B, C and D are cluster-heads, and node b belongs to the member of the cluster-head B. A is distributed on the edge of the grid and B is also distributed on the edge of the grid. If A arrives to the cluster B, it needs to jump once while node b needs three times. Therefore, the energy consumed by the node b which transmits the data to the cluster B is higher than the energy consumed by the node b which transmits the data to the cluster A. How to classify the nodes on the edge of the grid reasonably is the first problem solved by the paper. How to assure there is only one cluster-head in every grid and the energy balance in the routing phase are the second problem solved by the paper. Due to the area near to the cluster-head node is the high energy consumption area, the nodes in the area not only transfer the data transmitted from the peripheral nodes, but also transmit their own data to the cluster-head. Therefore, how to select the replacement time of the cluster-head is the third problem solved by the paper. 
The Formation of the Virtual Grid
We set up the monitoring area as the square in the algorithm and the whole monitoring area is divided into some virtual grids (d×d on the side), and every virtual grid has its sole number which is represented by [GX,GY] , as shown in the figure 2. Each node obtains its coordinate information by the positioning algorithm or the device equipped with GPS and computes which virtual grid belongs to by means of the formula (1). In order to avoid the occurrence of the problem shown in the figure 1, we will regard a part of the area connected with the grid as the public area, and the nodes in the public area join the cluster from their nearest cluster-head. As shown in the figure 3, A is the cluster-head of the grid [1, 1] , B is the cluster-head of the grid [1, 0] , b3 is in the pubic area of the two grids and the width of the public area is D. There is only one-hop distance when b3 is from the cluster A, but there is three-hop distance when b3 is from the cluster B, that is b3-b2-b1-B. At this time, b3 is the first to receive the information delivered by the cluster A. Taking the energy saving into consideration, the node b3 should join the cluster established by the cluster A. Compared with the cluster formed by the traditional every grid, the DCG regards the energy conservation as the starting point, distributing the nodes on the edge of the grid to the cluster reasonably in order to avoid these nodes joining the cluster far away from the cluster-head.
Communication Model and the Radius Settings
We should consider the perception events of the nodes, the energy consumption of sending and receiving data in the DCG. In addition, we should adopt to the wireless communication energy consumption model the same as the literature [8] .
b (bits/sec) means the data transmission rate of the nodes. r n represents the route loss and the value of n is 2 or 4, several parameter settings in the formula are as follows: The neighbor cluster nodes can communicate with each other and R represents the communication radius, namely R is 2√2 d. In this way, the node of a cluster can communicate with the surrounding 8 cluster-heads; the members within the clusters just communicate in the clusters and r shows the communication radius, namely r is √2 d.
Cluster-head Election Method
Every grid forms a cluster. If we utilize the cluster-head election method in the LEACH algorithm to produce the cluster-head, it is possible to appear multi-cluster-heads in the same grid (it can not assure the uniqueness of the cluster-head in every grid). Therefore, we put forward a unique cluster-head election method; the steps of its method are as follows:
1. The first round: The node produces a random number between the 0 and 1. If the number is less than the threshold value T th ,, the flooding via the limited area within the grid will notice other nodes; the informations include the node position and the random numbers. When there are many nodes satisfied with the broadcast conditions in the same grid, these nodes choose the nodes possessing the smallest random number as the cluster-head by comparing with respective random numbers.
2. We set up an energy threshold value E th. When each round is about to end, all neighbor nodes in the cluster-head will report the surplus energy value to the cluster-head. If the surplus energy value of the node which has p% is lower than the energy threshold value E th , the next round needs to exchange the cluster-head. The originating cluster-head chooses the cluster members of the highest energy as the cluster-head of the next round; otherwise, the cluster-head of the next round will not be changed.
3. UCHE can reduce the replacement of the cluster-head and the energy consumed by the frequent establishment of the clusters, and ensures that there is only one cluster-head produced in every grid. 
Data Switching Phase
The cluster-head forms an upper network which switches the data to the sink-node. Each cluster-head chooses the neighbor cluster-head of the highest energy as its switching node of the next-hop until the data arrives to the sink-node.
Simulation Experiments and Performance Analysis

Simulation Environment Settings
The simulation parameter settings are as follows: 400 nodes are distributed in the 200m×200m area randomly, the size of the data packet is 300 bytes and the size of the broadcast packet is 30 bytes. All of them have 5J initial energy.
Experiments Comparison and Results Analysis
The paper compares and analyses the performances of DCG, LEACH and GBRP protocols from three aspects: the surplus energy of the node, the number of the surplus node and the death time of the network.
Energy Consumption Comparison
The part mainly discusses the energy consumption of the above-mentioned protocols. The figure 4 shows the surplus energy distribution of their respective nodes for the three protocols. The surplus energy distribution of the node in the LEACH is mainly distributed in 25% to 60% and the node ratio in 50% of the surplus energy is about 35%. The surplus energy distribution of the node in the GBRP is mainly distributed in 30% to 80% and the node ratio in 55% of the surplus energy is about 40%. The surplus energy distribution of the node in the DCG is mainly distributed in 50% to 80%. It is evident that the DCG protocol has the most surplus energy of the node.
Figure 4. Energy Consumption Comparison
Surplus Node Number
The figure 5 shows that the surplus node numbers of the three protocols changes over time after the simulation operates 3000s. Obviously, DCG has the most surplus node numbers. When the simulation operates 2000s, the nodes begin to die. The reason is that the nodes of the public area on the edge of the grid can join the smallest cluster of energy consumption in terms of local information and avoid excessive energy consumption in the DCG. This section discusses the survival time of the network. We deploy 200-400 nodes respectively so that we can observe the node numbers have an influence of the survival time of the network. The figure  6 shows that the member of every cluster is also increasing with the increase of the nodes. Therefore, the number of the data needed to transmit the cluster-head is also increasing so that the survival time of 
Conclusion
This paper proposes a dynamic clustering routing protocol--DCG for the grid-based wireless sensor networks. In order to achieve the purpose of energy saving, the virtual networks can adjust to the size of the cluster in terms of the local information. The unique cluster-head election method can produce the cluster-head; in addition, it can ensure that there is only one cluster-head in every virtual grid and can exchange the cluster-head at the right time. The simulation experiments and analysis show that the protocol balances the energy consumption of the whole network effectively and prolongs the survival time of the network remarkably.
