Coriolis Mode Processing Techniques by Henry, Manus
(19) United States 
(12) Patent Application Publication (10) Pub. No.: US 2014/0039813 A1 
US 20140039813A1 
Henry (43) Pub. Date: Feb. 6, 2014 
(54) CORIOLIS MODE PROCESSING (60) Provisional application No. 60/697,574, filed on Jul. 
TECHNIQUES 11, 2005. 
71) Applicant: I SVst Inc.. Foxb MA (71) Applican loss ystems, Inc., Foxboro, Publication Classification 
(72) Inventor: Manus P. Henry, Oxford (GB) (51) E;A84 (2006.01) 
(73) Assignee: Invensys Systems, Inc., Foxboro, MA (52) U.S. Cl. 
(US) CPC ........................................ G0IF I/84 (2013.01) 
USPC ............................................................ 702/48 
(21) Appl. No.: 14/046,710 
57 ABSTRACT (22) Filed: Oct. 4, 2013 (57) 
O O Flowmeters are described in which a sensor signal received 
Related U.S. Application Data from a sensor that is attached to vibratable flow tube, so as to 
(63) Continuation of application No. 13/317,495, filed on determine properties of a fluid within the flow tube, contains a 
Oct. 19, 2011, now Pat. No. 8,571,819, which is a 
continuation of application No. 12/761,781, filed on 
Apr. 16, 2010, now Pat. No. 8,060,320, which is a 
continuation of application No. 1 1/953,773, filed on 
Dec. 10, 2007, now Pat. No. 7,711,501, which is a 
continuation of application No. 1 1/456,461, filed on 
Jul. 10, 2006, now Pat. No. 7,313,488. 
200 y 
drive signal component and a Coriolis mode component. The 
flowmeters are operable to determine drive parameters of the 
drive signal component, as well as Coriolis parameters of the 
Coriolis mode component. By analyzing the sensor signal 
based on the drive signal parameters, and not on the Coriolis 
signal parameters, the flowmeters are able to provide stable 
and accurate determinations of the properties of the fluid. 
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COROLIS MODE PROCESSING 
TECHNIQUES 
CLAIM OF PRIORITY 
0001. This application is a continuation of U.S. patent 
application Ser. No. 12/761,781, filed Apr. 16, 2010, now 
allowed, titled “CORIOLIS MODE PROCESSING TECH 
NIQUES, which is a continuation of U.S. patent application 
Ser. No. 11/953,773, filed Dec. 10, 2007, now allowed, and 
titled “CORIOLIS MODE PROCESSING TECHNIQUES”, 
which is a continuation of U.S. application Ser. No. 1 1/456, 
461, filed Jul. 10, 2006, now U.S. Pat. No. 7,313,488 and 
titled “CORIOLIS MODE PROCESSING TECHNIQUES”, 
which claims the benefit of U.S. Provisional Application No. 
60/697.574, filed Jul. 11, 2005, now expired, and titled 
CORIOLIS MODE PROCESSING FOR FLOWMETERS, 
all of which are incorporated by reference herein in their 
entirety. 
TECHNICAL FIELD 
0002 This description relates to flowmeters. 
BACKGROUND 
0003 Flowmeters provide information about materials 
being transferred through a conduit. For example, mass flow 
meters provide a measurement of the mass of material being 
transferred through a conduit. Similarly, density flowmeters, 
or densitometers, provide a measurement of the density of 
material flowing through a conduit. Mass flowmeters also 
may provide a measurement of the density of the material. 
0004 For example, Coriolis-type mass flowmeters are 
based on the Coriolis effect, in which material flowing 
through a conduit becomes a mass that is affected by a Corio 
lis force and therefore experiences an acceleration. Many 
Coriolis-type mass flowmeters induce a Coriolis force by 
sinusoidally oscillating a conduit about a pivot axis orthogo 
nal to the length of the conduit. In Such mass flowmeters, the 
Coriolis reaction force experienced by the traveling fluid 
mass is transferred to the conduit itself and is manifested as a 
deflection or offset of the conduit in the direction of the 
Coriolis force vector in the plane of rotation. 
SUMMARY 
0005 According to one general aspect, a method includes 
receiving a sensor signal from a sensor that is operable to 
sense a vibration of a flow tube having a fluid flowing there 
through. The sensor signal has a major signal component 
associated with a drive signal applied to the flow tube and a 
minor signal component associated with a contaminant of the 
sensor signal. The method further includes determining major 
signal parameters of the major signal component based on an 
analysis of the sensor signal during a time period defined with 
respect to the minor signal component; and determining a 
flow parameter of the fluid, based on the major signal param 
eters. 
0006 Implementations may include one or more of the 
following features. For example, determining the flow param 
eter may include determining a mass flow rate of the fluid or 
a density ofthe fluid. The method may include modifying the 
drive signal for further application to the flow tube, based on 
the major signal parameters. 
0007. The method may include determining minor signal 
parameters of the minor signal component based on an analy 
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sis of the sensor signal during a time period defined with 
respect to the minor signal component. The method also may 
include characterizing an external disturbance of the flow 
tube, based on the minor signal parameters or modifying the 
drive signal for further application to the flow tube, based on 
the minor signal parameters. In addition, the method may 
further include determining a minor amplitude of the minor 
signal component; and modifying the drive signal based on 
the minor amplitude, so as to reduce an influence of the minor 
signal component on the sensor signal. 
0008. The method may include receiving a secondary sen 
Sor signal from a secondary sensor, determining secondary 
major signal parameters of a secondary major signal compo 
nent of the secondary sensor signal; determining a first timing 
offset between a first true Zero-crossing of the sensor signal 
and a first observed Zero-crossing of the sensor signal; and 
determining a second timing offset between a second true 
Zero-crossing of the secondary sensor signal and a second 
observed Zero-crossing of the secondary sensor signal. Deter 
mining the flow parameter may include determining a differ 
ence between the first timing offset and the second timing 
offset; and determining a mass flow rate of the fluid, based on 
the difference. The minor signal component associated with 
the contaminant of the sensor signal may include a Coriolis 
mode component associated with a Coriolis mode of vibra 
tion of the flow tube. 
0009. According to another general aspect, a flowmeter 
control system includes a signal contaminant detection sys 
tem and a flow parameter determination system. The signal 
contaminant detection system is operable to receive a first 
sensor signal from a first sensor that is operable to detect a 
vibration of a flow tube having a fluid therein and determine 
first values for first contaminant parameters of a contaminant 
signal within the sensor signal for a first cycle of the contami 
nant signal, and being further operable to determine second 
values for second contaminant parameters of the contaminant 
signal within the sensor signal for a second cycle of the 
contaminant signal. The flow parameter determination sys 
tem is operable to determine a flow parameter of the fluid, 
based on the sensor signal, the first values of the first con 
taminant parameters, and the second values of the second 
contaminant parameters. 
0010 Implementations may include one or more of the 
following features. For example, the first and second values of 
the first and second contaminant parameters, respectively, 
may include values for an amplitude and phase of the con 
taminant signal. The flow parameter determination system 
may be operable to determine the flow parameter by deter 
mining first drive parameters for a first drive mode cycle of a 
drive mode signal within the sensor signal, and by determin 
ing second drive parameters for a second drive mode cycle of 
the drive mode signal, wherein the drive mode signal corre 
sponds to a drive signal that is applied to the flow tube to 
maintain oscillation thereof. The flow parameter determina 
tion system may be operable to determine the first drive 
parameters and the second drive parameters, based on the first 
contaminant parameters and the second contaminant param 
eters. 
0011. The contaminant signal may include a Coriolis 
modesignal. The first contaminant parameters and the second 
contaminant parameters may differ from one another due to a 
change in condition of the flow tube, or of the fluid. 
0012. The contaminant determination system may be 
operable to perform a diagnosis of the condition of the flow 
US 2014/0039813 A1 
tube, or of the fluid, based on the difference between the first 
contaminant parameters and the second contaminant param 
eters. 
0013 The system may include a drive generator that is 
operable to output modified drive parameters for use in gen 
erating a drive signal to be applied to the flow tube for main 
taining oscillation thereof. The drive generator may be oper 
able to determine the modified drive parameters based on the 
first contaminant parameters and the second contaminant 
parameters. The drive generator may be operable to deter 
mine the modified drive parameters such that the modified 
drive parameters include contaminant-canceling parameters 
that are designed to reduce an effect of the contaminant signal 
within the sensor signal. 
DESCRIPTION OF DRAWINGS 
0014 FIG. 1A is an illustration of a flowmeter using a bent 
flow tube. 
0015 FIG. 1B is an illustration of a flowmeter using a 
straight flow tube. 
0016 FIG. 2 is a block diagram of a flowmeter using 
Coriolis mode processing techniques. 
0017 FIG. 3 is a first timing diagram of a sensor signal 
having a drive mode signal component and a Coriolis mode 
signal component. 
0018 FIG. 4 is a flow chart illustrating an operation of 
flow meter of FIG. 2. 
0019 FIG.5 is a flow chart illustrating a first process of the 
flowmeter of FIG. 2. 
0020 FIG. 6 is a flow chart of a second process of the 
flow meter of FIG. 2. 
0021 FIG. 7 is a block diagram of a second implementa 
tion of the flow meter of FIG. 2. 
0022 FIG. 8 is a second timing diagram of a sensor signal 
having a drive mode signal component and a Coriolis mode 
signal component. 
0023 FIG. 9 is a flow chart illustrating a first operation of 
the flow meter of FIG. 7. 
0024 FIG. 10 is a flow chart illustrating a second opera 
tion of the flow meter of FIG. 7. 
0025 FIG. 11 is a flow chart illustrating a third operation 
of the flow meter of FIG. 7. 
0026 FIG. 12 is a timing graph illustrating a first type of 
calculation of the flowmeters of FIGS. 2 and 7. 
0027 FIG. 13 is a timing graph illustrating a second type 
of calculation of the flowmeters of FIGS. 2 and 7. 
0028 FIG. 14 is a timing graph illustrating a third type of 
calculation of the flowmeters of FIGS. 2 and 7. 
0029 FIG. 15 is a timing graph illustrating a fourth type of 
calculation of the flowmeters of FIGS. 2 and 7. 
0030 FIGS. 16A and 16B are graphs illustrating a phase 
difference between two sensor signals. 
0031 FIGS. 17A and 17B are graphs illustrating an aver 
age frequency and a corrected frequency. 
0032 FIG. 18 is a graph illustrating an example of a Corio 
lis frequency estimation. 
0033 FIGS. 19A-19D are graphs illustrating raw and cor 
rected values for amplitude and phase of a drive signal. 
0034 FIGS. 20A-20D are graphs illustrating amplitude 
modulation of a drive signal. 
0035 FIGS. 21A-21D are graphs illustrating a step 
change in phase difference of a drive signal. 
0036 FIGS. 22A-22E are graphs illustrating variations in 
the Coriolis amplitude. 
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DETAILED DESCRIPTION 
0037. Types of flowmeters include digital flowmeters. For 
example, U.S. Pat. No. 6,311,136, which is hereby incorpo 
rated by reference, discloses the use of a digital flowmeter and 
related technology including signal processing and measure 
ment techniques. Such digital flowmeters may be very precise 
in their measurements, with little or negligible noise, and may 
be capable of enabling a wide range of positive and negative 
gains at the driver circuitry for driving the conduit. Such 
digital flowmeters are thus advantageous in a variety of set 
tings. For example, commonly-assigned U.S. Pat. No. 6,505, 
519, which is incorporated by reference, discloses the use of 
a wide gain range, and/or the use of negative gain, to prevent 
stalling and to more accurately exercise control of the flow 
tube, even during difficult conditions such as two-phase flow. 
0038 Analog flowmeters also exist. Although such analog 
flowmeters may be prone to typical shortcomings of analog 
circuitry, e.g., low precision and high noise measurements 
relative to digital flowmeters, they also may be compatible 
with the various techniques and implementations discussed 
herein. Thus, in the following discussion, the term “flowme 
ter' or “meter' is used to refer to any type of device and/or 
system in which a flowmeter system, such as, for example, a 
Coriolis flowmeter system uses various control systems and 
related elements to measure a mass flow, density, and/or other 
parameters of a material(s) moving through a flow tube or 
other conduit. 
0039 FIG. 1A is an illustration of a flowmeter using a bent 
flow tube 102. Specifically, the bent flow tube 102 may be used 
to measure one or more physical characteristics of for 
example, a (traveling) fluid. Such as, for example, density, as 
referred to above. In FIG. 1A, a digital transmitter 104 
exchanges sensor and drive signals with the bent flow tube 
102, so as to both sense an oscillation of the bent flow tube 
102, and to drive the oscillation of the bent flow tube 102 
accordingly. By quickly and accurately determining the sen 
sor and drive signals, the digital transmitter 104, as referred to 
above, provides for fast and accurate operation of the bent 
flow tube 102. Examples of the transmitter 104 being used 
with a bent flow tube are provided in, for example, commonly 
assigned U.S. Pat. No. 6,311,136. 
0040 FIG. 1B is an illustration of a flowmeter using a 
straight flow tube 106. More specifically, in FIG. 1B, the 
straight flow tube 106 interacts with the digital transmitter 
104. Such a straight flow tube operates similarly to the bent 
flow tube 102 on a conceptual level, and has various advan 
tages/disadvantages relative to the bent flow tube 102. For 
example, the straight flow tube 106 may be easier to (com 
pletely) fill and empty than the bent flow tube 102, simply due 
to the geometry of its construction. In operation, the bent 
flow tube 102 may operate at a frequency of, for example, 
50-110 Hz, while the straight flow tube 106 may operate at a 
frequency of, for example, 300-1,000 Hz. 
0041 FIG. 2 is a block diagram of a flowmeter using 
Coriolis mode processing techniques. In FIG. 2, a digital 
mass flowmeter 200 includes the digital transmitter 104, one 
or more motion sensors 205, one or more drivers 210, a 
flow tube 215 (which also may be referred to as a conduit, and 
which may represent either the bent flow tube 102, the straight 
flow tube 106, or some other type of flow tube), and a pressure 
sensor 220. The digital transmitter 104 may be implemented 
using one or more of for example, a processor, a Digital 
Signal Processor (DSP), a field-programmable gate array 
US 2014/0039813 A1 
(FPGA), an ASIC, other programmable logic or gate arrays, 
or programmable logic with a processor core. 
0042. The digital transmitter 104 generates a measure 
ment of for example, density and/or mass flow of a material 
flowing through the flow tube 215, based at least on signals 
received from the motion sensors 205. The digital transmitter 
104 also controls the drivers 210 to induce motion in the 
flow tube 215. This motion is sensed by the motion sensors 
2O5. 
0043. Density measurements of the material flowing 
through the flow tube are related to, for example, the fre 
quency of the motion of the flow tube 215that is induced in the 
flow tube 215 by a driving force supplied by the drivers 210, 
and/or to the temperature of the flow tube 215. Similarly, mass 
flow through the flow tube 215 is related to the phase and 
frequency of the motion of the flow tube 215, as well as to the 
temperature of the flow tube 215. The flowmeter 200 may be 
configures to measure only density, and thereby to operate as 
a densitometer. 
0044) The temperature in the flow tube 215, which is mea 
Sured using the temperature sensor 220, affects certain prop 
erties of the flow tube, such as its stiffness and dimensions. 
Also in FIG. 2, a pressure sensor 225 is illustrated that is in 
communication with the transmitter 104, and is connected to 
the flow tube 215 so as to be operable to sense a pressure of a 
material flowing through the flow tube 215. More particularly, 
pressure measurements may relate to an absolute pressure 
measurement of the fluid within the flow tube 215, or to a 
differential pressure drop across a portion of the flow tube. 
004.5 FIG. 2 also illustrates a liquid fraction probe 230 
that is operable to measure an amount of a particular liquid 
within the flow tube 215 when the flow tube 215 contains a 
mixed fluid having more than one fluid component, Such as, 
for example, oil and water. Somewhat similarly, a void frac 
tion sensor 235 measures a percentage of gas within a fluid 
inner flow tube 215 that contains at least one liquid and at least 
one gas component. Although not specifically illustrated in 
FIG. 2, various other components may be used to measure or 
determine properties of the fluid within the flow tube 215. 
0046. The digital transmitter 104 includes a flow meter 
output unit 240 that is operable to determine information 
related to an operation of the flow meter 200. In particular, the 
flow meter output unit 240 includes a mass flow rate/density 
determination system 245 that is operable to determine either 
a mass flow rate and/or a density of a fluid within the flow tube 
215. The flow meter output unit 240 also includes a drive 
signal generator 250 that is operable to output drive signal 
characteristics to the drivers 210, so as to maintain oscillation 
of the flow tube 215. 
0047. The flow meter output unit 240 performs the above 
described functions based on the sensor signals received from 
the sensors 205. For example, the flow meter output unit 240 
may analyze sensor signals from the sensors 205 to determine 
a frequency of the sensor signals, and/or phase differences 
between the sensor signals from different ones of sensors 205. 
0048. In theory, these sensor signals reflect the form, 
parameters, and characteristics of the vibration of the flow 
tube at the drive frequency applied by the drivers 210, and 
contain, either within themselves or in relation to one another, 
information regarding the mass flow rate, density, or other 
parameters of the fluid flow within the flow tube 215. For 
example, if the drive signal is simplified and applied as a pure 
sinusoidal signal, then the sensor signal detected by the sen 
sors 205 also should be, in theory, essentially a pure sinusoid. 
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In practice, a number of contaminants are present within the 
sensor signals that may alter the characteristics of the sensor 
signals in an undesirable way. Thus, measurements output by 
the flow meter output unit 240 may be less accurate as a result 
of the presence of these contaminants within the sensor sig 
nal. 
0049. One example of a contaminant within the sensor 
signal includes harmonics of the drive frequency that may be 
within the sensor signals. Such harmonics may be caused by, 
for example, non-linearities within the sensors 205, and do 
not represent actual vibrations within the flow tube 215. If the 
drive frequency is designated as the first harmonic, then typi 
cal second, third and fourth harmonic amplitudes may beat, 
for example, 1%, 0.5%, 0.5% and 0.1%, respectively, of the 
amplitude of the first harmonic. Furthermore, ten or more 
higher harmonics may be observed within the sensor signal in 
a given circumstance. 
0050. Another source of contaminant of the sensor signal 
includes other modes of vibration of the flow tube 215 besides 
the desired driven mode that results from application of the 
drive signals. For example, external vibrations, Sudden 
changes in flow rate, or various other factors may result in the 
presence of additional modes of vibration of the flow tubes 
215. 
0051 One example of the modes of vibration that may be 
present within the flow meter 200 is known as the Coriolis 
mode of vibration. The Coriolis mode is typically the mode 
nearest to the driven mode, and is referred to as the Coriolis 
mode because the Coriolis force associated with mass flow 
measurements of the flow meter 200 operate in this mode of 
vibration. 
0.052 Perhaps confusingly, the Coriolis force manifests at 
the drive frequency, and, therefore, the frequency and/or 
phase of the drive mode may be analyzed to determine, for 
example, the mass flow rate of the fluid within the flow tube 
215. That is, as just referenced, the flow tube 215, as it 
vibrates, may include at least two modes of vibration, where 
one mode corresponds to a vibration of the flow tube 215 in 
the drive or driven mode, and a second mode corresponds to 
a vibration of the flow tube 215 in the Coriolis mode. These 
two modes may have different mode shapes corresponding to 
the movements (e.g., twisting) of the flow tube 215. A mass 
flow offluid within the flow tube 215 causes the Coriolis mode 
shape to oscillate, but at the drive frequency, while, simulta 
neously, the Coriolis mode shape has its own natural fre 
quency that is readily excited by external vibration or other 
factors. 
0053. In other words, there are two aspects to the Coriolis 
mode: its oscillation at the drive frequency (associated with a 
measurement principle of the flow meter 200), and the free 
vibration of the Coriolis mode at its own frequency (i.e., the 
Coriolis frequency). It is the latter aspect of the Coriolis mode 
that results from, for example, external vibration and other 
factors. As explained in more detail below, the flow meter 200 
is designed to characterize, identify, and/or minimize the 
effect of this Coriolis mode. 
0054 Referring briefly to FIG. 3 for illustration of the 
above-described concepts, a signal 302 reflects the above 
described drive mode signal, that is, a signal corresponding to 
a movement (e.g., velocity) of the flow tube 215, related to a 
drive signal applied by the driver 210 to the flow tube 215. The 
drive signal from the driver 210 and the resulting flow tube 
movement (velocity) should, ideally, be in phase with one 
another, but are different quantities, and, in particular, the 
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former is generally represented in ma and the latter in mV. 
Therefore, it should be understood that in the following 
description, the signal 302 does not represent the drive signal 
that is output by the driver 210, but, rather, represents a drive 
modesignal that corresponds to a driven mode of vibration of 
the flow tube 215 that is excited by the action of the drive 
signal from the driver 210 on the flow tube 215. 
0055. A signal 304 represents a sensor signal that is 
detected by sensors 205 as a result of the vibration of the flow 
tube 215. A Coriolis mode signal 306, or Coriolis signal 306, 
illustrates the Coriolis mode contaminant just referred to. 
Thus, the sensor signal 304 is composed of at least two modes 
of vibration: the drive mode signal 302 and the Coriolis mode 
signal 306. The drive mode signal 302 and the Coriolis mode 
signal 306 also may be referred to as the drive frequency 
signal 302 and the Coriolis frequency signal 306, or the drive 
signal component 302 and the Coriolis signal component 306, 
or the drive frequency component 302 and the Coriolis fre 
quency component 306, all respectively, or by similar termi 
nology. 
0056. In the example FIG. 3, it may be seen that a fre 
quency of the Coriolis mode signal 306 is less than a fre 
quency of the drive mode signal 302 (i.e., the period of the 
Coriolis modesignal 306 is greater than that of the drive mode 
signal 302). In general, however, the Coriolis modesignal 306 
may have a frequency that is either less than or greater than 
that of the drive mode signal 302. Moreover, there may be 
multiple Coriolis mode signals 306, where a first one of the 
Coriolis mode signal may have a frequency less than that of 
the drive mode signal 302, and a second Coriolis mode signal 
may have a frequency greater than that of the drive mode 
signal 302. Generally, the Coriolis modesignal 306 is a mode 
of vibration that is generally adjacent to a mode of vibration 
of the drive mode signal 306. However, the Coriolis mode 
signal 306 need not be particularly close to the drive mode 
signal 302 in terms of frequency. For example, in the straight 
flow tube of FIG. 1B, when using the lowest mode of vibration 
as the drive mode, the next (Coriolis) mode of vibration may 
be two or more times higher, and therefore may be filtered out. 
0057 Generally, though, separation (e.g., filtering) or 
characterization of the Coriolis modesignal 306 with respect 
to the drive mode signal 302 within the sensor signal 304 may 
be difficult or impossible. Moreover, a response time of the 
meter 200 may be improved when the Coriolis mode signal 
306 is as close as possible to the drive mode signal in terms of 
frequency (thus reducing an efficacy or possibility of filter 
ing), since the Coriolis force may then be more easily mani 
fested within the drive mode. 
0058 When the drive mode signal 302 corresponds to a 
lowest mode of vibration of flow tube 215, the Coriolis mode 
signal 306 may be the next highest resident mode above the 
drive mode signal 302. However, when the drive mode is a 
relatively high mode of vibration, as just referred to, the 
Coriolis mode signal 306 may be the next lowest resident 
mode, so that it may be necessary to consider two adjacent 
modes (both above and below the drive mode). These may be 
referred to as the upper and lower Coriolis mode. In the 
example of FIGS. 2 and 3, for simplicity's sake, only one 
Coriolis mode is considered. However, it should be under 
stood that the analysis described herein is valid whether a 
frequency of the Coriolis mode signal 306 is lower and/or 
higher than that of the drive modesignal 302. 
0059 Also in FIG. 3, an area 308 and an area 310 are 
designated as regions of interest for the following discussion. 
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The area 308 includes a time t-0 at which a zero-crossing of 
the drive modesignal 302 occurs, as well as a Zero-crossing of 
the sensor signal 304 itself As shown, a time difference or 
offset Z1 exists between these two zero-crossings, which is 
due to, for example, the presence of the Coriolis signal 306 
within the sensor signal 304. As referred to above, detection 
of Zero-crossings may be important, for example, in the 
operations of the flowmeter output unit 240 in determining a 
frequency of the sensor signal 304, so as to thereby deduce a 
density of the fluid(s) within the flow tube 215. Thus, the 
offset Z.1 may lead to reduced accuracy or complete failure, or 
reduced efficiency, of the flowmeter output unit 240. 
0060. The area 310 also includes the offset Z1. As 
described in more detail below, an additional offset, referred 
to below as Z2, may be present within the sensor signal 304 
that is not illustrated for the purposes of discussion of FIGS. 
2-6. 
0061. In part by characterizing, accounting for, and/or 
identifying the offset Z1, the flowmeter 200 is able to deter 
mine characteristics and parameters of the Coriolis mode 
signal 306. Put another way, the flowmeter 200 is able to 
determine characteristics and parameters of the sensor signal 
304 that are related to the drive mode signal 302, and that are 
not related to the Coriolis mode signal 306. Thus, the flow 
meter 200 accounts for the causes or reasons for the presence 
of the Coriolis mode signal 306 (e.g., external vibrations, 
increased flow rate, or a changed percentage of gas within the 
fluid flow), and outputs mass flow rate and/or density mea 
Surements (as well as Subsequent drive signals) that are highly 
accurate, and that are resistant to the causes and effects of the 
Coriolis mode signal 306. 
0062 Referring back to FIG. 2, components, operations, 
and analyses of the flowmeter 200 are illustrated that are used 
to obtain such accurate and stable operation of the flowmeter 
200. For example, the digital transmitter 104 includes a signal 
analyzer 255 that is operable to receive the sensor signals 
from the sensors 205 and outputat least two characterizations 
of the sensor signals. 
0063. In particular, the signal analyzer 255 outputs a first 
characterization of the sensor signal(s) 304 in which an influ 
ence of the drive mode signal 302 is maximized or empha 
sized relative to information within the sensor signal 304 that 
is related to the Coriolis signal 306. Further, the signal ana 
lyzer 255 outputs a second characterization of the sensor 
signal(s) 304, in which an influence of the Coriolis mode 
signal 306 parameters are maximized relative to a presence of 
the drive mode signal 302. In so doing, the first characteriza 
tion, i.e., the drive-emphasized characterization, may be out 
put to a signal identifier 260 for identification of parameters of 
the drive mode signal 302. Similarly, but conversely, the 
signal analyzer 255 outputs the second characterization, i.e., 
the Coriolis-emphasized characterization, of the sensor Sig 
nals to the signal identifier 260 for identification of the Corio 
lis mode signal 306 parameters. 
0064. This general process, as well as various sub-pro 
cesses, may be iteratively repeated, until a desired level of 
accuracy is reached with respect to characteristics of the 
sensor signals 304. That is, the parameters that are generally 
of interest to the flow meter output unit 240 are those charac 
teristics of the sensor signal 304 that correspond to vibrations 
of the flow tube only at the drive frequency, uncontaminated 
by the presence of the Coriolis mode signal 306 within the 
sensor signal 304. These parameters or characteristics of the 
sensor signal 304 allow the flow meter output unit 240 to 
determine a mass flow rate and/or density of the fluid within 
the flow tube 215, and to generate a drive signal to the driver 
210 that accurately maintains a desired oscillation of the flow 
tube 215. 
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0065. In the implementations described herein, then, these 
parameters of the sensor signal 304 that reflect characteristics 
of the drive modesignal 302, and that are referred to hereinas 
drive signal parameters, are referred to as: “A” referring to an 
amplitude of oscillation of the drive mode signal 302; “f” a 
frequency of the drive mode signal 302; and “0” a phase of 
the sensor signal 304 at the drive frequency when time t—0. 
Analogously, corresponding parameters of the Coriolis mode 
signal 306 include an amplitude B, a frequencyk, and a phase 
(p. 
0066. Thus, by determining an accurate representation of 
the drive parameters A, f, and 0, the signal analyzer 255 and 
the signal identifier 260 ensure accurate output and operation 
of the flow meter output unit 240. Similarly, by determining 
accurate characterizations of the Coriolis mode signal 306 
parameters B, k, and p, the signal analyzer 255 and the signal 
identifier 260 may assist in the accurate determination of A, f 
and 0. 
0067 Moreover, by determining the Coriolis mode signal 
306 parameters B, k, and p, the digital transmitter 104 allows 
for accurate determination of for example, characteristics of 
external vibrations or other factors that lead to a presence in 
the Coriolis mode signal 306 in the sensor signal 304. As a 
result, Such external factors may be extracted from the sensor 
signal 304, for, for example, analysis of the external event(s) 
which lead(s) to the determined value of the Coriolis mode 
parameters, or otherwise for responding to these factors and/ 
or eliminating an impact of these factors. 
0068. The described techniques for determining the drive 
and Coriolis parameters A, f, 0, B, k, and (p may then be 
performed on a cycle-by-cycle basis (or more or less frequent, 
as desired). In this way, information from a previous cycle 
may be used in calculations (e.g., as initial estimates) per 
formed on the next cycle. Moreover, changes in the sensor 
signal 304 may be detected and characterized within the same 
or following period of the sensor signal in which the changes 
OCCU. 
0069. As described in more detail below, the signal ana 
lyZer 255 operates by implementing a Zero-crossing detector 
255 that analyzes the sensor signal 304 to determine a time at 
which the sensor signal 304 crosses a Zero value, e.g., within 
areas 308 and 310 in FIG. 3. As is known, such detected Zero 
crossings may be used to calculate a period, and thus a fre 
quency, of the sensor signal 304. 
0070 A frequency calculator 270 may be used to receive 
an output of the Zero-crossing detector 265, to calculate the 
frequency fof the sensor signal 304. Then, a frequency k of 
the Coriolis mode signal 306 may be determined from the 
frequency f. For example, it is often the case that an existing 
relationship between the frequency fand the frequency k is 
known. For example, the frequencyk may be expressed as the 
frequency freduced by a factor of 13, or by some other factor. 
0071. Once the frequency fand k are known, an integrator 
275 may be used to perform two characterizations of the 
sensor signal 304. That is, as described above, the integrator 
275 may perform a first integration of the signal 304 in which 
parameters A, f, and 0 of the drive modesignal 302 within the 
sensor signal 304 are maximized or emphasized relative to the 
Coriolis mode parameters B, k, and (p of the Coriolis mode 
signal 306 that are present within the sensor signal 304. As a 
result, the integrator 275 may output a drive-emphasized 
characterization of the sensor signal 304 to the signal identi 
fier 260, in which the effect of parameters B, k, and (p the 
Coriolis mode signal 306 is minimized or eliminated. 
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0072 Similarly, the integrator 275 may perform a second 
integration in which parameters or characteristics B, k, and (p 
of the Coriolis modesignal 306 within the sensor signal 304 
are maximized or emphasized relative to the corresponding 
drive signal parameters A, f, 0, within the sensor signal 304. 
The result is a Coriolis-emphasized characterization being 
output by the integrator 275 to the signal identifier 260. 
0073. The signal identifier 260 receives the integration 
results, i.e., the drive-emphasized characterization of the sen 
sor signal 304 and the Coriolis-emphasized characterization 
of the sensor signal 304, within integration results 280. This 
function of the integrator 275 also may be referred to as mode 
maximization; i.e., the integrator 275 performs a first integra 
tion to maximize an effect of the drive modesignal 302 within 
the sensor signal 304 (minimizing the effect of the Coriolis 
modesignal 306), and performs a second integration to maxi 
mize an effect of the Coriolis signal 306 within the sensor 
signal 304 (minimizing the effect of the drive mode signal 
302). 
0074 For example, the integrator 275 may perform the 
two integrations as numerical integrations of the sensor signal 
304, examples of which are provided in more detail below. 
Then, the results of these numerical integrations may be 
stored within the integration results 280. 
0075. A second memory or database 285 stores initial 
and/or revisedestimates of the various signal parameters to be 
calculated. Accordingly, a parameter calculator 290 inputs 
the integration results and the initial parameter estimates, and 
calculates remaining ones of the parameters, as well as 
improved values for the parameter estimates. The same or 
similar parameter estimates may be used by the signal ana 
lyzer 385, so that the parameter estimates database 285 is 
illustrated within the signal analyzer 255, as well. Of course, 
both the signal analyzer 255 and the signal identifier 260 may 
access the same or different parameter estimates database(s) 
285. 
0076 An example of an operation of the signal analyzer 
255 is provided in more detail below with respect to FIGS. 3 
and 4. In particular, it should first be understood that known 
techniques for determining the amplitude A and phase data 0 
on the sensor signal 304 include a Fourier analysis of the 
signals 304, as described in detailin, for example, commonly 
assigned U.S. Pat. No. 6,311,136, which is incorporated by 
reference above. Within such analysis, for example, an inte 
gration may be performed over a period of the sensor signal 
304 that is presumed to equate to a period of the drive mode 
signal 302, as illustrated by Eqs. 1, 1a, 2 and 2a, below: 
1. Eq. (1) 
I S(A. f. () = "A sin((2-1 ft) + 9 sin(2-1 findt O 
1 Eq. (1a) 
I S(A, f, 8) = 37Acos(0) 
1. Eq. (2) 
I C(A. f. () := A sin((2-it-fit) + o-cos(2-1 findt O 
Eq. (2a) 
I C(A, f, 8) = st Asino) 
As may be seen, Eqs. (1) and (2) rely on integrations with 
modulating functions sin(27tft) and cos(2tft), respectively. 
Eqs. (1) and (2) may be simplified into Eq.S. (1a) and (2a). 
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respectively, which may be manipulated to determine analyti 
cal expressions for A and 0, as shown in Eqs. (3) and (4): 
A est:= 2. f VI S + I C? Eq. (3) 
I C Ed. (4 O est:= at q. (4) 
I S 
Thus, given values for the functions I S and I C, as well as 
the frequency f, estimates for the values of A and 0 may be 
obtained. 
0077. In summary, then, the expressions, for example, A 
sin (2ut--0) and Acos(2Lt.--0) represent the sensor signal 304. 
Higher harmonics of the sensor signal may be present without 
impacting the results of Eqs. (1)–(4), since the Zero-crossings 
of the harmonics will, by definition, be the same as the Zero 
crossings of the sensor signal 304 itself, and the Fourier 
analysis is designed to eliminate the influence of Such har 
monics. In Eqs. (1) and (2), the sensor signal 304 is multiplied 
through by a pure sine or cosine modulating function (i.e., 
sin(2 ft) and cos(27tft), respectively) at the drive frequency f. 
and integrated over one complete drive cycle, as described 
above. 
0078. As a result of these operations, a phase difference 
between a plurality of the sensor signals 304, which is 
approximately proportional to a mass flow rate of fluid within 
the flow tube 215, may be determined by determining a dif 
ference between observed phase data on two separate sensor 
signals (e.g., a difference in 0 for two different sensors). 
Further, since the frequency is known, a density of the mate 
rial also may be determined. Still further, these factors, along 
with the determined value for the amplitude A, may be used to 
generate a drive signal to the driver(s) 210 such that a desired 
oscillation of the flow tube 215 is maintained. The analysis of 
Eqs. (1)–(4) does not specifically consider an impact of the 
Coriolis mode signal 306, and, therefore, may be sufficient 
when there are little or no disturbances or other factors that 
may lead to a presence of the Coriolis mode signal 306 in the 
sensor signal 304. 
0079. In FIGS. 2 and 3, however, the presence and impact 
of the Coriolis mode signal 306 is considered, as referenced 
above and described in more detail, below. Specifically, for 
example, the integrator 275 performs a related analysis to that 
of Eqs. (1)–(4), but performs an integration(s) based on the 
period of operation of the Coriolis mode signal 306, as 
opposed to the period of oscillation of the drive mode 302. 
0080 For example, in the examples that follow, the inte 
gration interval is extended symmetrically in both directions 
away from the Zero crossings of the drive mode signal 302, so 
as to encompass an entirety of a period of oscillation of the 
Coriolis mode signal 306. In other words, rather than inte 
grating over a period from time t-0 to time t1/f, the period of 
integration is extended negatively by value of (/2k)-(/2f. 
and is extended in a positive direction from an end of the 
relevant drive cycle by a corresponding amount (/2k)-(/2f). 
as illustrated in FIG. 3. 
0081. This approach results in alterations to the integral 
limits of Eqs. (1) and (2), and, in particular, in addition to 
altering the limits themselves, alters the modulation func 
tions, as described in more detail below. As also described 
below, further alteration of the modulation functions in this 
context allows for the mode maximization capabilities of the 
integrator 255, as described above. For example, if a first 
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modulation function is used that is twice the Coriolis mode 
frequency (i.e., 2k), then the influence of the drive mode will 
be maximized, while the influence of the Coriolis mode will 
be reduced or eliminated. If, however, a second modulation 
function that is equal to the Coriolis frequency (k) is used, 
then an influence of the Coriolis mode will be maximized. 
Equations 5-8 provide an example of the first-described 
modulation function that is twice the Coriolis mode fre 
quency. 
I0082 Specifically, Eq. (5) illustrates the CS2 Z1 integral. 
That is, using the notation above, Eq. (5) represents a form of 
Eq. (1) above, but with a number of points of note regarding 
the form and notation used with respect to Eq. (5). First, Eq. 
(5) includes a “B” term (i.e., Bsin I2tlkt--(p) representing the 
Coriolis mode signal 306, in addition to the 'A' term of Eq. 
(1) that represents an effect of the drive modesignal 302. That 
is, Eq. (5) takes a general form of “integral value=(A or drive 
mode term)+(B or Coriolis mode term) that is seen through 
out the following equations and discussion. 
I0083. Second, Eq. (5) has integral limits extended to 
encompass a full cycle of the Coriolis mode, which, again, is 
indicated in Eq. (5) by the “B” term. Third, Eq.(5), like Eq. 
(1), represents the sine term of the Fourier analysis, as repre 
sented by the “S” term. Fourth, Eq. (5) has a modulation 
function with frequency 2k, designated by the use of (Link) 
in the modulation function and by the '2' term in the expres 
sion CS2 Z1. Fifth, as designated by the Z1 term in the CS2 
Z1 expression, Eq. (5) includes the offset value Z1 in the 
integral limits, and thereby in the modulation function, in 
order to take into account an effect of the altered Zero-cross 
ing of the sensor signal 304 discussed above with respect to 
areas 308 and 310 of FIG. 3. 
CS2 Z1 int(A. f. B., k, d. 21) := Eq. (5) 
sin4 it k-t-il +(i. sat 
I0084. Further in the expression of Eq. (5), it should be 
understood that the integral limits are expressed such that a 
point of Zero phase for the drive mode component (A term) 
occurs at time t—0 in FIG. 3, while the Zero crossing point of 
the sensor signal 304 occurs at time t-Z1, due to the presence 
of the Coriolis mode component 306 within the sensor signal 
304. This notation may be selected to reflect calculations 
performed within the integrator 275, in which integrations are 
generally performed between Zero-crossings, rather than 
starting at Z1, since, at the time of integration, a value of Z1 is 
generally not known. 
I0085 Having expressed this CS2 Z1 integral, an analyti 
cal expression for its value may be expressed in terms of its 
parameters f, k, A. Z1, B, p, and Z1. As seen below, and 
generally speaking, analytical forms for each of the A term 
and the B term of Eq. (5) may be determined, and, in particu 
lar, B terms may turn out to be exactly zero. Thus, for the A 
term of Eq. 5, analogous to Eq. (1a), may be determined and 
is expressed in Eq. (6): 
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CS2 Z1(A, f, B, k, d5, 31) := Eq. (6) 
-2. k. A (f 
... (f2 - 4.42) sin -)-cos(2-f it:1) 
I0086 A corresponding expression for the B term of Eq.(5) 
may be determined to be zero, which was the first desired 
result of the integrator (mode maximizer) 275, as described 
above. That is, Eq. (6) provides the first term of the first pair 
of integrals in which the drive mode is emphasized or maxi 
mized relative to the Coriolis mode, and, in fact, Eq. (6) 
obtains the desired result of eliminating the Coriolis mode (B 
term) entirely, so that Eq. (6) may be considered to be the 
analytical result of an entire integration of Eq.(6), having the 
above term for A and with the B term entirely eliminated. As 
explained, this result is obtained naturally from extending the 
integral limits and doubling the modulation function fre 
quency, and takes into account the effect of the offset Z1. 
0087. A corresponding analysis may be performed with 
respect to Eq. (2), i.e., the cosine term of the Fourier analysis. 
Using the notation above, Eq. (7) represents the CC2 Z1 
integral. That is, the first 'C' again designates the integration 
over the full Coriolis mode cycle, the second “C” designates 
the fact that the cosine term is being represented, and the “2 
represents doubling of the modulation frequency. 
CC2 Z1 int(A, f, B, k, ), (1) := Eq. (7) 
B. sin(2 . . . k . t) + i + A. sin(2 . . . f. t). 
cos4-it k. -:) +(i. sat 
0088 As with Eq.(6), an analytical expression for Eq. (7) 
may be obtained, and is shown below as Eq. (8). 
CC2 Z1(A, f, B, k, d5, 31) := Eq. (8) 
- A. As sin(-) sin(2.f. :) 
Again, a similar expression for the B term of Eq. (6) may be 
shown to be zero, which is the desired result for minimizing 
the Coriolis mode effect and maximizing the effect of the 
drive mode signal 302. In other words, Eq. (8) provides an 
analytical expression for CC2 Z1 having no B term at all, as 
it has been cancelled out by using twice the Coriolis fre 
quency k (i.e., 2 k) as a modulation function and integrated 
over the Coriolis period. 
0089. Thus, Eq. (8) represents the second term in the first 
pair of integrals output by the integrator (mode maximizer) 
275, in which the drive mode signal 302 is emphasized rela 
tive to the Coriolis mode. That is, in this example, the drive 
emphasized characterization of the sensor signal 304 includes 
the pair of integrals CS2 Z1 and CC2 Z1 of Eqs. (6) and (8), 
respectively. 
0090. As described below, Eqs. (6) and (8) may be used in 
a manner analogous to Eqs. (3) and (4) above, in order to 
obtain solvable expressions for A and Z1, respectively. An 
accuracy of these values will be increased with respect to 
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what may be calculated from Eqs. (3) and (4) when applied to 
a sensor signal contaminated with the Coriolis mode compo 
nent 306, however, since the effect of the Coriolis signal 306 
is minimized in Eqs. (6) and (8). 
0091. Further, these improved values of A and Z1 may be 
used to more-accurately determine values for corresponding 
terms B and (p of the Coriolis mode signal 306 itself, which 
may themselves then be used to determine yet-more accurate 
values for A and Z1. This process may be iteratively repeated 
until a desired level of accuracy is reached. Then, the value A 
may be used to generate appropriate parameters for a new 
drive signal to be applied to the flow tube 215, and the value Z1 
for a first sensor signal from a first sensor may be used 
together with a corresponding value for Z1 determined for a 
second sensor signal from a second sensor, in order to deter 
mine a phase difference between the sensor signals (thereby 
to determine a mass flow rate of the fluid within the flow tube 
215). 
0092 Specifically, the corresponding terms B and cp may 
be determined from Eqs. (9)-(14), below. In Eqs. (9)-(14), the 
two analogous terms CS1 Z1 and CC1, Z1 are determined, 
where again the first term “C” represents the use of integral 
limits corresponding to an entire drive cycle of the Coriolis 
mode, the second term “S” or “C” represents the sine or 
cosine term, respectively, and the “1” term designates the use 
of the frequency k as the modulation frequency. 
0093. Accordingly, Eq. (9) represents the CS1 Z1 term, in 
which the only difference between Eq. (9) and Eq. (5) is that 
the modulation term involves a term of the form sin(2tk(... 
)) instead of sin(4.7tk(. . . )). Thus, Eq. (9) may be written as: 
CS1 Z1 int(A. f. B., k, d. 21) := Eq. (9) 
sin2 it k-t-il +(i. sat 
0094) Eq. (9) has an analytical expression for the A term 
that is shown in Eq. (10): 
CS1 Aonly Z1 (A. f. B., k, qi, (1) := Eq. (10) 
-k. A (f 
... (f2 -k2) sin -)-cos(2-f it:1) 
0.095 Eq. (9) has an analytical expression for the B term 
that is shown in Eq. (11): 
CS1 Bonly Z1(A, f, B, k, d5, 31):= Eq. (11) 
- B 
scoski (; +2:1)+ 
0096. As seen below, the B term of Eq. (10) is maximized 
with respect to the A term of Eq. (11), although the A term 
does not go to Zero. 
0097. Similar analysis may be performed for the cosine 
term of the Coriolis-emphasized (i.e., B term maximized) 
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characterization of the sensor signal 304 that is output by the 
integrator 275. This cosine term is expressed as CC1, Z1, as 
shown in Eq. (12): 
CC1, Z1 int(A. f. B., k, qi, (1) := Eq. (12) 
( +z1 
B. sin(2.7t. k . t) + i + A. sin(2.7t. f. t). 
cos2. It k-t-il +(i. sat 
0098 Eqs. (13) and (14) represent the analytical expres 
sions for the A term and B term, respectively, of Eq. (12). 
CC1 Aonly Z1(A, f, B, k, qi, (1) := Eq. (13) 
- f. A As sin; it) sin(2-f it:1) 
CC1 Bonly Z1(A, f, B, k, d5, 31) := Eq. (14) 
5 sinki (; +2:1)+ 
As with Eqs. (10) and (11), above, and as described in more 
detail below, the B term of Eq. (13) is maximized with respect 
to the A term of Eq. (14). As a result, expressions for B and (p. 
analogous to Eqs. (3) and (4), respectively, may be deter 
mined, so that Band (p may be determined to a relatively high 
degree of accuracy, particularly since improved-accuracy A 
and Z1 terms above may be used in the calculations thereof. 
0099 Further explanation and examples for the derivation 
and use of Eqs. (5)-(14) are provided in more detail below, 
and, in particular, with respect to FIGS. 12-15, including 
further explanation for the above described selection of the 
first and second modulation functions. However, with respect 
to the described operations of FIGS. 2-11, and associated 
examples, it is enough to understand that the integrator 275 is 
operable to perform a numerical integration of the sensor 
signal 304, over a time interval defined by a period of the 
Coriolis modesignal 306 with respect to a period of the drive 
mode signal 302, including the Zero-crossing offset Z1 that 
results from the presence of the Coriolis mode signal 306. As 
a result, the integrator 275, as described above, outputs a 
drive-emphasized characterization of the sensor signal 304 as 
a first pair of integrals CS2 Z1 and CC2 Z1, and a Coriolis 
emphasized characterization of the sensor signal 304 as a 
second pair of integrals CS1 Z1 and CC1 Z1. 
0100. As a result, the signal analyzer 255 and the signal 
identifier 260 of FIG. 2 may be considered to be a contami 
nant determination or detection system, that is operable to 
determine actual values for contaminant signals. Such as the 
Coriolis modesignal 306, within the sensor signal 304. More 
over, these values may be determined on a cycle-by-cycle 
basis, even when the drive modesignal 302 is very close to the 
contaminant signal, and without requiring filtering of the 
contaminant signal. A key philosophy is that the motion sen 
Sor signal is not filtered prior to the integration process, for 
example in order to reduce the influence of any specific mode 
of vibration, thus avoiding any loss of dynamic response. As 
a result, a dynamic response of the flowmeter 200 is very 
good, and, in particular, a response of the flowmeter both to 
changing flow parameters of the fluid within the flow tube 215 
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(e.g., a change in mass flow rate of the fluid), and to changing 
contaminant parameters of the contaminant signal (e.g., a 
change due to an external disturbance of the flow tube, or due 
to a change in condition of the flow tube, or of the fluid). 
0101 Given the above explanation, FIGS. 4-6 provide an 
overview of the structure, function, and operation of the sig 
nal analyzer 255 and the signal identifier 260 of the flowmeter 
200 of FIG. 2. 
0102 Specifically, FIG. 4 is a flow chart 400 illustrating an 
operation of the signal analyzer 255 of FIG. 2. In FIG. 4, the 
signal analyzer 255 receives the sensor signal 304, which, as 
explained above, includes portions related to the drive mode 
signal 302 and other portions related to contaminants, such as 
the Coriolis mode 306 (402). 
0103) The Zero crossing detector 265 of the signal ana 
lyzer 255 analyzes the sensor signal 304 to observe zero 
crossings of the sensor signal 304 (404). From this informa 
tion, the frequency calculator 270 is operable to determine the 
drive frequency fand, thereby, the Coriolis frequencyk (406). 
For example, as described above, the drive frequency fmay 
simply be determined to be the intervals of the period of time 
between two consecutive Zero crossings, while frequency k 
may be determined based on a known relationship between f 
and k, such as, for example, k=(V3)f. 
0104. With knowledge off and k, the integrator 275 may 
determine integral boundaries as described above with 
respect to Eqs. (5), (7), (9), and (12) (408). That is, the integral 
boundaries start at the Zero crossings, but adjusted for the 
Coriolis mode period rather than the drive mode period, with 
the knowledge that the observed Zero crossings are offset 
from the true Zero crossings by the time offset Z1, which is 
unknown and to be solved for at a later stage for determination 
of phase difference and mass flow rate. 
0105. Accordingly, the integrator 275 may perform a first 
numerical integration of the sensor signal 304 in which 
parameters of the drive mode will be maximized (410). The 
result of this calculation is the first pair of integrals CS2 Z1 
and CC2 Z1 of Eqs. (5) and (7), respectively. 
0106 Similarly, the integrator 275 may perform a second 
numerical integration of the sensor signal 304, in which the 
parameters of the Coriolis mode signal 306 are maximized 
(412). The result of this calculation is the second pair of 
integrals CS1 Z1 and CC1, Z1, related to Eqs. (9) and (12), 
respectively. 
0107 FIG. 5 is a flow chart 500 illustrating a first process 
of the signal identifier 260 of FIG. 2. In FIG. 5, the signal 
identifier 260 receives first integration results from the inte 
grator 275, where the first integration results provide the 
drive-emphasized characterization of the sensor signal 304 
(502). That is, as described above, the integration results 
include the values CS2 Z1 and CC2 Z1 of Eqs. (5) and (7), 
respectively. 
0108. The parameter calculator 290 receives these integra 
tion results 280, and obtains estimates for the parameters A 
and Z1 (504). Sufficiently rough estimates for values for the 
parameters A and Z1 may be determined based on, for 
example, knowledge of these parameters gained from the 
immediately-previous cycle, on the assumption that the 
parameters will not have changed by a large amount between 
close or consecutive cycles. Estimates also may be deter 
mined from, for example, the type of flow tube 215 being 
used, or based on a value of the drive frequency f, or from the 
use of Eqs. (1)–(4), above, or from other known sources. As 
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mentioned, such parameter estimates may be calculated and 
stored with respect to the parameter estimates database 285. 
0109 The parameter calculator 290 may determine an 
improved value for the drive amplitude A, using the integra 
tion results CS2 1 and CC2 Z1, along with Eq. (15), which, 
as referenced above, provides an analytical expression for the 
value A that is analogous to Eq.3. 
A est CS2(CS2 Z1 val, CC2 Z1 val, f, k) := Eq. (15) 
(co, a f -- (Sigal f | . (f- 
si(4) 
In Eq. 15, it should be understood that the terms CS2 Z1 val 
and CC2 Z1 val represent numerical values for the CS2 Z1 
and CC2 Z1 integrals, which are determined by the integrator 
275 and output to the signal identifier 260. 
0110. Subsequently, the numerical values for the CS2 Z1 
and CC2 Z1 integrals may be used to determine an improved 
value for the parameter Z1 (508), using Eq. (16) (in which a 
tan is the inverse tangent function), which is analogous to Eq. 
(4), above: 
2.1 est(CS2 Z1 val, CC2 Z1 val, f, k) := Eq. (16) 
2k. CC2 Z1 val 
atan f. CS2 Z1 val 
2. t. if 
0111. If the values of the drive amplitude A and the Zero 
offset Z1 are determined to be accurate (510), then the values 
A and Z1 may be output (512). If, however, additional itera 
tions are desired or required, then the determined values of A 
and Z1 may be used as a starting point for a seconditeration of 
the process 500 (504). 
0112. In some implementations, the estimation/iteration 
process described above for A and Z1 may not be necessary or 
desired. In these cases, the integration results (502) may be 
used to determine A (506) and Z1 (508) directly, and the 
obtained values may be sufficiently accurate for a given 
design or purpose, without the need to use initial estimates 
and Subsequent iterations to convergence(s). 
0113 FIG. 6 is a flow chart 600 of a second process imple 
mented by the signal identifier 260 of FIG. 2. In FIG. 6, the 
parameter calculator 290 receives the second integration 
results with the Coriolis mode parameters maximized therein 
(602). That is, the signal identifier receives from the integrator 
275 the Coriolis-emphasized characterization of the sensor 
signal 304, expressed as numerical values calculated for the 
integrals CS1 Z1 and CC1, Z1 of Eqs. (9) and (12), respec 
tively, in which the Coriolis frequency k is used with the 
modulation function(s) of those expressions. 
0114. The parameter calculator 290 then obtains the val 
ues for the drive amplitude A and the Zero crossing offset Z1 
that were previously obtained as an output of the process 500 
of FIG. 5, and estimates the Coriolis parameters of amplitude 
Band phase (p (604). As referenced above, the initial estimates 
for parameters B and (p may be obtained based on knowledge 
of these parameters from previous cycles, and/or based on 
knowledge of the already-determined parameters of, for 
example, f, k, A, and Z1. 
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0115 Similarly to the process 500 of FIG. 5, then, the 
Coriolis amplitude B may be determined based on the inte 
gration results CS1 Z1 and CC1 Z1 (606). Specifically, the 
procedure Summarized in Eq. (17) may be used in this calcu 
lation, which is analogous to Eqs. (3) and (15), but for the B 
term: 
Best CS1(A, f, k, 31, CS1 val, CC1 val):= Eq. (17) 
c - CC1 val - CC1 Aonly Z1(A, f, O, k, 0, 31) 
S (- CS1 val - CS1 Aonly Z1(A, f, O, k, 0, 31) 
2. k. WC2 + s2 
0116. In Eq. (17), the terms 'c' and “s' are numerical 
estimates of the integral values CC1 Bonly Z1 and CS1 
Bonly Z1. They may be obtained by subtracting estimates of 
the influence of A in these integrals (i.e., CC1 Aonly Z1 and 
CS1 Aonly Z1) from the numerical values of CC1, Z1 and 
CS1 Z1, or CC1 Z1 val and CS1 Z1 val, as defined by the 
analytical results given in EqS. (13) and (10), above. Then, as 
shown, the resulting values of c and S are combined in a 
root-Sum-square manner to obtain the estimate for B. 
0117 Then, the integration results CS1 Z1 and CC1 Z1 
and determined value of Z1 may be used to determine a value 
of p (608), as shown in Eq. (18) and analogously to Eqs. (4) 
and (16), above, where the terms c and s are defined for Eq. 
(17), above: 
(i) est CS1(A, f, k, 31, CS1 val, CC1 val):= Eq. (18) 
atant) -ki (; +2:1) 
0118. If the determined values of B and pare sufficiently 
accurate (610), then the values B and cp may be output (612). 
Otherwise, as in FIG. 5, additional iterations may be per 
formed to improve the resulting values of B and (p. 
0119. As a further alternative, and again as explained 
above for FIG. 5, it may not be necessary to obtain initial 
estimates of B and (p for performing Subsequent iterations. 
Rather, sufficiently accurate results may be obtained in some 
implementations by determining B (606) and (p (608) directly 
from the integration results CS1 Z1 and CC1 Z1 (602). 
0.120. As described above, the process 400 of the signal 
analyzer 255 results in integration results which characterize 
the sensor signal 304 in a manner that encompasses all of the 
information pertaining to both the Coriolis mode 306 and the 
drive mode 302, as well as information related to an offset of 
the Zero crossing of the sensor signal 304 that is caused by the 
presence of the Coriolis mode 306. More specifically, the 
process 400 of the integrator 275 results in a first pair of 
integration results CS2 Z1 and CC2 Z1 in which parameters 
of the drive mode signal 302 are maximized or emphasized 
relative to the parameters of the Coriolis mode signal 306. 
Further, the integrator 275 outputs a second pair of integration 
results CS1 Z1 and CC1 Z1 which provide a Coriolis-en 
hanced characterization of the sensor signal 304, in which the 
Coriolis parameters B and (p are maximized or emphasized 
within the integration results relative to the drive parameters 
A and Z1. 
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0121 Subsequently, process 500 uses the drive empha 
sized characterization of the sensor signal 304, i.e., the inte 
gration results CS2 Z1 and CC2 Z1, in which a modulation 
function that is twice a frequency of the Coriolis mode is used. 
These drive-emphasized characterizations may then be used 
to determine the parameters A and Z1, related to the drive 
mode signal 302. Similarly, the process 600 of the signal 
identifier 260 uses the Coriolis-enhanced characterization of 
the sensor signal 304, i.e., the integration results CS1 Z1 and 
CC1 Z1 in which a modulation function having a frequency 
equal to that of the Coriolis modesignal 306 is used, to obtain 
the Coriolis mode parameters B and (p. 
0122) Some or all of the processes 400-600 may be per 
formed at each cycle of the drive mode signal 302, or may be 
performed twice per cycle of the drive mode signal 302, or 
may be performed at some other interval. The processes 400 
600 may be iterated until acceptable values for the parameters 
A, B, z1, and (p are determined. Further, as described in more 
detail below, these parameters and related information may 
then be used to determine improved estimates for the frequen 
cies f and k, whereupon the processes 400-600 may be per 
formed again, using these improved frequency estimates. 
0123. Once acceptable values for f, A, and Z1 are deter 
mined (specifically, once values of Z1 for two different sensor 
205 are determined relative to one another), the flow meter 
output unit 240 may use these values to determine and output 
a mass flow rate and/or density of fluid within the flow tube 
215 and may further use the parameters f, A, and Z1 to gen 
erate an appropriate new version of the drive modesignal 302 
for maintaining oscillation of the flow tube 215. 
0.124. Since the flow meter output unit 240 receives very 
accurate values for the drive signal parameters f, A, and Z1 
from the signal identifier 260, the flow meter output unit 240 
is able to output correspondingly accurate values for the mass 
flow rate, density, and new drive signal parameters, even in 
the presence of a strong Coriolis mode signal that may be 
caused by, for example, external vibration to the flow tube 
215, sudden changes in flow rate of the fluid within the flow 
tube 215, or some other causes. 
0.125 Further, such transient effects that appear as large 
parameter values Band (p of the Coriolis modesignal 306 may 
be isolated and identified for analysis thereof. For example, it 
may be the case that the flow tube 215 is subject to external 
vibrations of unknown source, duration, and/or magnitude. In 
this case, the results of Such external vibrations may be ana 
lyzed through the above-described analysis of the Coriolis 
mode signal 306. In this way, the external vibration and 
characteristics thereof may be characterized and/or deter 
mined. 
0126. Moreover, the above-described, cycle-by-cycle, 
active tracking of the Coriolis mode component 306 permits 
and facilitates active control of an amplitude B thereof. For 
example, an excessive Coriolis amplitude B (due to external 
disturbances, onset of two-phase flow, or other factors) may 
be suppressed through the inclusion of an inverse Coriolis 
mode component within the drive signal that is output by the 
driver(s) 210 and applied to the flow tube 215. In other words, 
a negative drive gain may be applied that reduces or cancels 
out an effect of the existing Coriolis mode component 306. 
0127. Still further, the Coriolis mode signal component 
306 may be used to perform general diagnostics regarding a 
current state or condition of the flow tube 215. For example, 
similar conditions may occur over a period of time, e.g., a 
given disturbance may occur periodically, or an onset of 
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two-phase flow may occur on a regular or semi-regular basis. 
However, the Coriolis modesignal 306 may be determined to 
be different over time in response to these conditions. The 
varying (e.g., increasing) Coriolis mode parameters may thus 
be indicative of a changing or changed condition and/or 
behavior of the flow tube 215, such as, for example, a reduced 
reliability, or a lowered response time/characteristic. 
I0128 Finally, and most generally, the basic flow and den 
sity calibrations of the meter may vary with the relative posi 
tioning of the frequencies of the drive and Coriolis modes 
respectively. Some flow tube designs are constrained to ensure 
that this frequency positioning is kept relatively stable over 
the range of operating drive frequencies of the meter. Using 
this form of analysis to directly track the relative positions of 
the drive and Coriolis frequencies, it may be possible to 
improve flow tube designs by removing the constraint of rela 
tive frequency positioning. Alternatively, this analysis can be 
used to improve the basic mass flow and density measurement 
on flow tube designs where it is not possible to control the 
relative positioning of the two mode frequencies, where mass 
flow and density corrections can be applied if the actual drive 
and Coriolis frequencies are tracked in real time. 
I0129. Having described the above examples of general 
operations 400-600 of the flowmeter 200, the following pro 
vides numerical examples of these operations, with reference 
back to FIGS. 2-6. Specifically, the following example 
assumes that the signal analyzer 255 determines a frequency 
f=100 Hz, where a value of the amplitude A of the drive mode 
signal 302 is assumed to be 0.3V for the purpose of simulating 
the numerical integration to be performed by the integrator 
275, and for comparison to a value for A that is determined 
using the techniques described herein. 
0.130. In this case, the frequency k for the Coriolis mode 
signal 306 is determined to be 57.735 Hz, using the assump 
tion that f=(V3)k. The amplitude B of the Coriolis mode 
signal 306, which is typically much smaller than the drive 
amplitude A, is used in this example as 0.0001V, and the 
Coriolis phase parameter (p may be used as 1.0000 radians. 
Finally, Zl, i.e., the time in seconds between a start of a cycle 
of the drive mode signal 302 at timet–0 and an observed point 
of Zero phase on the sensor signal 304, may be set as Z1=5x 
10 s. 
I0131 For clarity, it is emphasized that the values of A. Z1. 
B and (p given above are the “true values which are to be 
deduced from the numerical values of the integrations per 
formed on the sensor data. 
0.132. Thus, with reference to FIG. 4, it may be seen that 
the signal analyzer 255 receives the sensor signal 304, deter 
mines the frequencies fand k from the observed Zero-cross 
ings, and determines integral boundaries for integrating over 
the Coriolis mode period (402,404, 406, and 408). With this 
information, the integrator 275 may use the modulation func 
tion having twice the frequency of the Coriolis frequencyk to 
perform a first numerical integration on the sensor signal 304 
to obtain the drive-emphasized characterization CS2 Z1 and 
CC2 Z1, which, in this example, and using the “true’ param 
eter values for A, B, and Zl, as well as the frequencies fand k, 
calculates aS values CS2 Z1 val; 
=-2.46718958053974x10 and CC2 Z1 val=-6. 
71250242220871x10° (410). 
0.133 Similarly, the integrator 275 may use the modula 
tion function having the same frequency as the Coriolis fre 
quency k to perform a second numerical integration on the 
sensor signal 304 to obtain the Coriolis-emphasized charac 
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terization CS1 Z1 Val and CC1, Z1 val, which, in this 
example, calculates as CS1 Z1=6.176178134864-15x10 
and CC1 Z1=-3.07891796642618x10 (412). 
0134 Dealing with the drive parameters and drive-empha 
sized characterization first (as shown in FIG. 5), the param 
eter calculator 290 of the signal identifier 260 of FIG.2 may 
solve for the value of drive amplitude A using Eq. (15), above 
(506). That is, since, by definition, the values CS2 Z1 valand 
CC2 Z1 val include a minimized or Zero value for the Corio 
lis amplitude B and phase (p, then using these values in Eq. 
(15) provides a more accurate value for the amplitude A, 
which, in this example, turns out to be A=0. 
2.99999999999986. Similarly, the parameter calculator 290 
may use this improved value of A, along with Eq. (16) above, 
to solve for an improved value of Z1 (508), which, in this 
example, is z1=5.00000000000295x10 s. 
0135 Dealing with the Coriolis parameters and Coriolis 
emphasized characterization next (as shown in FIG. 6), the 
parameter calculator 290 of the signal identifier 260 of FIG. 2 
may solve for the value of Coriolis amplitude B using Eq. 
(17), above (606). That is, since, by definition, the values 
CS1 Z1 Val and CC1, Z1 val include a maximized value for 
the Coriolis amplitude B and phase (p, then using these values 
in Eq. (17) provides a more accurate value for the amplitude 
B, which, in this example, turns out to be B=1. 
00000000003168x10". Similarly, the parameter calculator 
290 may use this improved value of B, along with Eq. (18) 
above, to solve for an improved value of p (608), which, in 
this example, is p=1.00000000000807. 
0136. As described above, these calculations may be per 
formed on a cycle-by-cycle basis, such that the values A, B, 
Z1, and (p may be dynamically updated on a regular basis. As 
a result, the impact of the Coriolis mode signal 306 may be 
dynamically compensated, at or near real time. For example, 
in the presence of an external vibration, the flowmeter 200 
may nonetheless determine the drive amplitude A and the 
phase difference 0 (using Z1 values from different sensors 
205), and also may output values for the Coriolis amplitude B 
and phase (p, which will reflect and characterize the presence 
of the external vibration. As a result, the flowmeter 200 will 
operate in a continuous fashion, outputting accurate measure 
ments, even in the presence of Such disturbances. Moreover, 
the response time of the flowmeter 200 may be improved with 
respect to its operation and output during Such instances. 
0.137 In other implementations, the entire processes of 
FIGS. 4-6 may be iterated in their entirety, in order to obtain 
even more accurate values for A, Z1, B, and (p. Further, 
improved values for the frequency parameters f and k may be 
determined (examples techniques are provided below), and 
these frequency values may be used in Subsequent iterations. 
Still further, the calculations may be performed twice per 
cycle, rather than once per cycle. 
0.138. In the latter case, extra calculations may be required 
which make use of a value Z1 offset, that may be defined as a 
dual value, i.e., either 0.5/f for calculations done from a 
negative Zero crossing to a negative Zero crossing, or 0.0 (no 
effect) for calculations done from a positive Zero crossing to 
a positive Zero crossing. In this example, then, the calculated 
value of Z1, above, may be kept as the described value when 
an absolute value of Z1 offset is less than or equal to 0.25/f. 
Otherwise, the value of Z1 may be expressed as Z1=Z1+Z1 
offset. 
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0.139. The description of FIGS. 2-6 above acknowledges 
that the presence of the Coriolis mode component 306 in the 
sensor signal 304 will shift the observed Zero crossing at the 
start of the cycle by time Z1 from the “true’ Zero crossing 
point of the drive mode component 302 of the sensor signal 
304, as shown in FIG. 3. Additionally, however, the Zero 
crossing at the end of the same cycle of the sensor signal 304 
may be shifted by a different amount, because of the asyn 
chronous interaction between the drive modesignal 302 and 
the Coriolis mode signal 306, and their respective frequencies 
fand k. 
0140. As a consequence, if the frequency f is estimated 
based on the period between Zero crossings, then the resulting 
estimate for f may be erroneous. Further, if the integration 
interval is based on these Zero crossings, then additional error 
may be introduced, and, most importantly, an erroneous fre 
quency will be used for the modulation function. 
0141 Consequently, a parameter Z2 may be incorporated 
into the analysis above, where Z2 is defined as a time offset 
between the true period 1/f of the drive mode signal 302 and 
the observed period between Zero crossings that is seen with 
respect to the sensor signal 304. Then, as above, analytical 
results may be derived for the resulting integrals, including 
the Z2 term. 
0142. In the discussion below, the values of Z1 and Z2 may 
be arbitrary within certain parameters and assumptions, with 
the assumption, for example, that, in practice, Z2 may often be 
assumed to be Small. The expressions for the integral values 
that include Z2, i.e., CS2 Z2, CC2 Z2, CS1 Z2, and CC1, Z2, 
are analytically exact, and apply to any values of Z1 and Z2. 
Hence, although the need for Z1 and z2 arises from the effect 
of the Coriolis mode component 306 in shifting the locations 
of Zero crossings in the sensor signal 304, the resulting and 
described analysis is valid for any integral limits, whether or 
not the integral limits actually coincide with the Zero cross 
ings of the sensor signal 304. As described in detail below, this 
analysis offers many practical benefits, including, for 
example, significant reductions in the computational effort 
required. 
0143 FIG. 7 is a block diagram of a flow meter 700. The 
flow meter 700 of FIG. 7 operates similarly to the flow meter 
200 of FIG. 2, but further includes an additional effect of the 
Coriolis modesignal 306 on the sensor signal 304, mentioned 
above and referred to herein as offset Z2. 
0144. Referring to FIG. 8, the offset Z2 may be seen to 
result from the asymmetry of the Coriolis mode signal 306 
relative to the drive mode signal 302, such that the offset Z2 
exists independently of the offset Z1 defined above. As shown 
in FIG. 8, the offset Z2 may be defined as the difference 
between the true drive period of the drive modesignal 302 and 
the actual, observed drive period of the corresponding sensor 
signal 304, based on Zero crossings. 
0145. In the first instance, then, the value Z2 may be incor 
porated into modified versions of Eqs. (5)-(18). That is, equa 
tions may be developed for the two pairs of integrals, i.e., the 
drive-emphasized integrals CS2 Z2 and CC2 Z2, and the 
Coriolis-emphasized integrals CS1 Z2 and CC1 Z2, where 
the designator Z2 indicates the inclusion of both offsets Z1 and 
Z2 (although Z1 is not included in this notation, for brevity's 
sake). The resulting equations are shown as Eqs. (19)-(30). 
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0146 Thus, CS2 Z2 may be written as Eq. (19): 
CS2 Z2 int(A. f. B., k, ci, z1, z2) := Eq. (19) 
k 1 1 
sinz. t. (1 + k . (2) -:) +(i. sat 
0147. It may be observed that the Z2 term occurs twice in 
Eq. (19). Firstly, Z2 occurs in the upper limit of the integral, so 
that it may be seen that the integration period deviates from an 
ideal length of 1/k seconds (i.e., a period of the Coriolis mode 
signal 306) by Z2 seconds. Secondly, the period of the modu 
lating sine term is also adjusted by Z2 seconds. Overall, there 
fore, Eq. (19) the numerical integration(s) to be performed on 
the sensor signal 304 (which are based on the observed Zero 
crossings) inherently include errors caused by the presence of 
Z2 and reflected in the integration limits and modulation 
function(s) (frequencies), so that Eq. (19) represents the con 
sequences of applying these wrong integral limits and cor 
responding wrong modulation frequency. 
0148. The A term is given by Eq. (20): 
CS2. Aonly Z2(A, f, B, k, d5, z1, z2):= -2. A. k. Eq. (20) 
sin: f(i. +2) cost.f. (2.31 + x2) 
it. (f+f. k .22 + 2. k). (f+f. k .32-2. k.) (1 + k . (2). 
In the case where Z2-0, Eq. (20) simplifies to the correspond 
ing expression for CS2 Z1, given above in Eq.(6). 
0149 
Eq. (21): 
The B term is not exactly zero as above, as shown in 
CS2 Bonly Z2(A, f, B, k, d5, z1, z2):= Eq. (21) 
2. B. (1 + k . (2) 
... k. (3 + k . .2). (1 -k, -2) 
cosk -i (; + 2. 31 +2+ sinct k-2) 
However, the B term is very small, being a product of both B 
itself and sin(z2), both of which may be assumed to be small. 
In the case where Z2 is Zero, the B term also goes to Zero. 
0150. The CC2 Z2 integral may be written as in Eq. (22): 
CC2 Z2 int(A. f. B. k. (p. 21, z2) := Eq. (22) 
4 k 1 1 1 d COS it trait- +( - ) 
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0151. The Aterm for CC2 z2 of Eq. (22) takes the form of 
Eq. (23): 
CC2 Aonly Z2(A, f, B, k, d5, z1, z2):= -A. f. Eq. (23) 
sin: f(i. +2) sint . f. (2.31 + x2) (1 + k . .2). k it. (f+f. k . (2 + 2. k). (f+f. k .32-2. k.) 
while the B term takes the form of Eq. (24): 
CC2 Bonly Z2(A, f, B, k, d5, z1, z2):= Eq. (24) 
-B. (1 + k - 32) 
it. k . (k. x2 + 3). (k - 2 - 1) 
sinki (; + 2. 31 +2)+sinct k-2) 
As in Eq. (21), the B term of Eq. (24), being a product of the 
two small terms B and sin(z2), is Small. 
0152 Having described the above drive-emphasized char 
acterization, having the first pair of integrals CS2 Z2 and 
CC2 Z2, corresponding equations may be developed for the 
Coriolis-emphasized characterization, including the second 
pair of integrals CS1 Z2 and CC1, Z2. 
0153. Specifically, CS1 Z2 may be written as Eq. (25): 
CS1 Z2 int(A. f. B., k, i. z1, z2) := Eq. (25) 
Eq. (25) has an analytical expression for the A term given by 
Eq. (26): 
CS1 Aonly Z2(A. f. B. k. (p. 21, z2) := Eq. (26) 
sin: f(i. +2) cost.f. (2.31 + x2) 
-A k. (1 + k . (2) - it. (f+f. k .22 + k). (f+f. k .22 - k) 
Eq. (25) has a B term given by Eq. (27): 
- B. (1 + k . (2) Eq. (27) 
CS1 Bonly Z2(A, f, B, k, d5, z1, z2):= ... k2. 2. (2 + k . .2) 
cost k(; + 2. 31 +2)+sinct k-2) 
0154 The presence of Z2 in the denominator of Eq. (27) 
may suggest that the B term goes to infinity as Z2 tends to 
Zero. However, the presence of the sin(L.k.Z2) term in the 
numerator allows for re-arrangement of Eq. (27) in terms of 
the sinc function sin(L.k.Z2)/(L.k.Z2), which may be shown to 
tend towards CS1 Bonly Z1 of Eq. (11), as Z2 tends to zero. 
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(O155 Finally, CC1 Z2 may be written as Eq. (28): 
CC1, Z2 int(A. f. B. k. (p. 21, z2) := Eq. (28) 
cos2. 7. tria-il (i. - at 
0156 
(29): 
For Eq. (28), the A term may be written as in Eq. 
CC1 Aonly Z2(A. f. B. k. (p. 21, z2) := Eq. (29) 
sin: f( +2) sint. f. (2.31 + x2) 
0157. Further for Eq. (28), the B term, where again the sinc 
function sin(L.k.Z2)/(L.k.Z2) is included, may be written as in 
Eq. (30): 
-B. (1 + k - 32) Eq. (30) CC1 Bonly Z2(A. f. B. k 1, z2) := - - - - . Bonly Z2(A. f. B. k. (p. 21, z2) it. k2.32. (2 + k . (2) 
sin: k(; + 2. 31 +2+ sinct k-2) 
0158. A full derivation and development of Eqs. (5)-(30) is 
provided below with respect to FIGS. 12-15. Here, Eqs. (19)- 
(30) are included to explain the operation of the signal ana 
lyzer 255 and the signal identifier 260, in the context of the 
implementation of the flowmeter 700 of FIG. 7. 
0159 Specifically, the integrator 275 outputs integration 
results CS2 Z2 and CC2 Z2 within the drive-emphasized 
characterization of the sensor signal 304, taking into account 
both the offset Z1 and the offset Z2 over a period that is close 
to, but not necessarily equal to, period of the Coriolis mode 
signal 306. Similarly, the integrator 275 also outputs integra 
tion results CS1 Z2 and CC1, Z2, representing the Coriolis 
enhanced characterization of the sensor signal 304, and also 
taking into effect the offsets z1, and z2 over the same inte 
gration interval. 
0160. As described above, and as may be seen in Eqs. 
(19)-(30), the CS2 Z2 and CC2 Z2 integration results use a 
modulation function having a frequency that is approxi 
mately twice that of the Coriolis mode signal 306, while the 
integration results CS1 Z2 and CC1 Z2 use a modulation 
function having a frequency approximately equal to the 
Coriolis mode frequency. Generally speaking, then, the flow 
meter 700 may proceed with corresponding calculations 
described above with respect to FIGS. 4-6, but using the 
integration results CS2 Z2, CC2 Z2, CS1 Z2 and CC1, Z2. 
Further illustration and examples of Such calculations are 
provided below, with respect to FIGS. 9-11. 
0161 Additionally, these calculations may be further 
modified for computational convenience and improved accu 
racy. Specifically, in FIG. 8, samples 802 are illustrated to 
illustrate a sampling of the sensor signal 304 that may be 
performed by an analog-to-digital conversion (ADC) imple 
13 
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mented in association with operation of the digital transmitter 
104 of the flow meter 700. Although not drawn to scale, FIG. 
8 illustrates that the samples 802 will not necessarily coincide 
directly with any of the Zero crossings of the sensor signal 
304, or Zero crossings of the drive mode signal 302, or of the 
Coriolis signal 306. As in virtually any digital system that 
relies on conversion to and/or from analog signals, some loss 
of accuracy may result from Such sampling errors. For 
example, the signal analyzer 255 may use integral limits 
between a first sampled value of the sensor signal 304 and a 
second sampled value, rather than integrating between true 
Zero-crossing values. 
0162. A shift in the starting point of the integral to the 
exact time of an ADC sample implies a corresponding shift in 
the (initially unknown) value of Z1. However, as sampling on 
each of a plurality of sensor signals (i.e., from different sen 
sors 205) is simultaneous, the same shift applied during the 
processing of each sensor signal will apply the same shift to 
the respective values of Z1, hence leaving the resulting phase 
difference calculation(s) unaffected. 
0163 Similarly, shifting the end-point of the integral to the 
exact time of an ADC sample will adjust the integration 
period from its ideal value of the Coriolis mode period, and 
will, in other words, adjust the value of Z2. However, given the 
analytical results in Eqs. (19)-(30), it is possible to compen 
sate the integral values for a non-Zero value of Z2. It is thus 
possible to integrate over whole samples, with little or no loss 
of accuracy. 
(0164 More specifically, in order to address such sampling 
errors and issues, in FIGS. 7 and 8, the values Z2 may be 
modified or chosen Such that integral limits each coincide 
directly with one of the samples 802. In other words, as shown 
in FIG. 8, an adjusted integration period may be effectively 
selected, such that the value Z2 is defined as a difference 
between the actual integration period used by the integrator 
275 and a period of the Coriolis mode signal 306. 
0.165. This modification of Z2 results in computational 
convenience and reduced processing requirements, and may 
be obtained by a corresponding adjustment of the value Z1. 
without effecting a calculation of the drive amplitude A. It 
should be understood that such an adjustment of the value Z1 
will not substantially affect determination of phase difference 
required by the flowmeter output unit 240, since determina 
tion of the mass flow rate relies on a relative difference 
between the phases of two separate sensor signals, i.e., a 
difference between two values of Z1. 
0166 As a result of this ability to compensate for the value 
of Z2, the modulation functions of the integrals described 
above may be adjusted Such that the integral limits and modu 
lation frequencies of the CS2 Z2, CC2 Z2, CS1 Z2, and 
CC1 Z2 integrals correspond to an exact number of samples, 
as shown by the integration period 804 of FIG. 8. Such an 
adjustment results in a simplification of an integration calcu 
lation, as well as an improvement in accuracy of these calcu 
lations. Further, the modulation frequencies may be stored 
and reused. 
0.167 Existing techniques allow for integration over peri 
ods that do not start and end on exact sample boundaries, but 
include various errors and calculations that are included for 
the purpose of dealing with Such integrations. These errors 
and calculations may be eliminated through the use of Z1 and 
Z2, as described herein. 
0.168. Furthermore, a significant computational effort 
associated with the type of Fourier integrations described 
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herein and in the prior art is the calculation of the modulation 
sine and cosine functions. If the exact (or best estimate of) the 
instantaneous drive or Coriolis frequency is used for these 
integrations, then the modulation functions may need to be 
recalculated each time. If, however, through the use of Z1 and 
Z2, the integration time is restricted to convenient whole 
sample periods, then it is possible to "cache” modulation sine 
and cosine values, so that recalculation thereof occurs only 
when there is a shift in the drive frequency fthat is determined 
to be sufficiently large to warrant such a recalculation. 
0169. Accordingly, the signal analyzer 255 includes 
modulation sets 702 which store modulation frequencies and 
sample-specific drive frequencies. For example, if a true fre 
quency vibration of the flow tube 215 is equal to 82.51 hertz, 
then this frequency may correspond to, for example, 121.197 
samples at a sample rate of 10 kHz. Therefore, modulation 
sets corresponding to 121 samples and 122 samples may be 
calculated, for use by the integrator 275 in determining the 
integration results CS2 Z2, CC2 Z2, CS1 Z2, and CC1, Z2. 
The modulation sets 702 in this example may thus continue to 
be used by the integrator 275 until the drive period moves 
below 121 or above 122 samples, at which time other modu 
lation set(s) may be used. 
0170 For example, in one implementation, Z2 may be set 
So as to vary by t0.5 of a sample period, since, for example, 
whenever Z2 would move beyond this value, the next drive 
frequency (modulation set) may begin to be used. For 
example, the flowmeter 700 may be measuring parameters of 
a fluid in the flow tube 215, and a density of the fluid (or some 
other parameter) may change Such that a Coriolis frequency k 
(and corresponding period) changes from corresponding to 
121.2 samples to corresponding to 121.7 samples, over some 
window of time. During that window of time, Z2 will thus 
change incrementally on, for example, a cycle-by-cycle basis, 
while the modulation set with exactly 121 samples will be 
used for integration calculations, so that Z2 gets bigger until 
the true period of 121.5 is reached. At that time, Z2 will be 
approximately equal to half of the sample period, in seconds, 
and a new modulation set corresponding to 122 samples will 
begin to be used. Then, the value of Z2 will jump to -0.5 * the 
sample period in seconds, and will increase towards Zero until 
the true period of 121.7 samples is reached, at which point Z2 
equals -0.3 sample periods. 
0171 In this way, Z2 may be viewed as varying, on a 
cycle-by-cycle basis, to accommodate Small changes in the 
drive frequency f. So as to avoid otherwise-necessary recal 
culations of modulation function values that would becaused 
by these frequency changes. Thus, Z2 may be viewed as 
representing the time difference between the best estimate of 
the exact period of the Coriolis mode component 306, and the 
integration period 804 that is used for integration (e.g., 121 or 
122 samples), as shown in FIG. 8. 
(0172 FIG.9 is a flow chart 900 illustrating an operation of 
the flow meter 700. The basic strategy of the technique of 
FIG.9, including z2, is the same as that described above with 
respect to FIGS. 4-6, with the following additional consider 
ations. Specifically, as already described, and as shown in 
more detail below with respect to FIGS. 12-15, the analytical 
expressions (Eq. (20)/(21), (23)/(24), (26)/(27), and (29)/ 
(30)) for each of the four integrals including z2, i.e., CS2 Z2. 
CC2 Z2, CS1 Z2, and CC1, Z2 (Eqs. (19), (22), (25), and (28), respectively) simplify to the corresponding analytical 
expressions (Eq.(6), (8), (10)/(11), and (13)/(14)) for the Z1 
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integrals, i.e., CS2 Z1, CC2 Z1, CS1 Z1, and CC1, Z1 (Eq. 
(5), (7), (9), and (12), respectively), when Z2 equals Zero. 
0173 Thus, a Z2 error term may be defined for each of the 
Z2 integrals, and, specifically, may be defined as a difference 
between each pair of corresponding Z1 and Z2 analytical 
expressions (e.g., CS2 Z2 err-CS2 Z2-CS2 Z1; CC2 Z2 
err-CC2 Z2-CC2 Z1, CS1 Z2 err=CS1 Z2-CS1 Z1; and 
CC1, Z2 err=CC1, Z2-CC1 Z1). The Z2 error terms may be 
estimated analytically using the best estimates of each of the 
parameter values f, k, A, Zl, B, p, and Z2. The value of the 
Z2 error term may then be subtracted from the numerical 
value of the Z2 integral calculated by the integrator 275, to 
give an estimate of what the Z1 integral value would be, (i.e., 
if Z2=0). 
0.174 With the resulting estimates of the Z1 integral val 
ues, improved estimates of A, Zl, B, p may be calculated as 
described above, which in turn lead to improved estimates of 
f, k, and hence Z2. These improved parameter estimates can 
be used to provide better values for the Z2 error terms, and, 
hence, the system of equations may be iterated to conver 
gence. As long as Z2 has a Sufficiently small value (e.g., less 
than half a sample period), the influence of B on the CS2 Z2 
and CC2 Z2 remains very Small. Thus, good first estimates of 
the parameters A and Z1 may be achieved by assuming 
Z2=Z2 error 0. 
0.175. Having described techniques for using Z2 in general 
terms, FIG. 9 illustrates more specific and detailed examples 
of these techniques. In FIG. 9, the process begins with deter 
mination of values for the drive signal frequency fand the 
Coriolis mode frequency k, as determined by the Zero cross 
ing detector 265, the frequency calculator 270, and the modu 
lation sets 702 (902). These values may be determined in 
conjunction with, and/or based on, a selection of an appro 
priate value for Z2, i.e., a value that results in sample-specific 
integration limits. As noted, this setting of a Z2 value may 
result in an adjustment to a value of Z1, that will be reflected 
in the following calculations and results, but that does not 
impact actual outputs of the flowmeter 700 (e.g., mass flow 
rate, density, and/or new drive signal parameters), assuming 
the same integration interval is used for the relevant sensor 
SetS. 
0176). Using the frequency values and modulation set val 
ues, the integrator 275 may thus determine appropriate inte 
gral values (904), i.e., CS2 Z2 val, CC2 Z2 val, CS1 Z2 
val, and CC1 Z2 val. The signal identifier 260 may then 
determine initial estimates of the parameters A, Z1, B, and (p. 
as described above (906). 
0177. Then, the parameter calculator 290 may determine 
improved values for A and Z1, using equations that are analo 
gous to Eqs. (3) and (4) (and Eqs. (15) and (16)), above (908), 
that is, for example, using Eqs. (31) and (32), respectively: 
Based on the current best estimates of Z1, Z2, f, k, A, B, and (p. 
estimates of the Z2 error terms are calculated based on the 
analytical expressions given above: 
These error terms are best estimates of the small adjustments 
needed to the numerical values of the integral values to com 
pensate for non-Zero values of Z2. Accordingly, estimated 
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values of the Z1 integral values are calculated by Subtracting 
the Z2 error values from the numerical values of the integrals 
generated by the integrator 275. 
Based on these estimated numerical values of the Z1 integrals, 
improved estimates of A and Z1 are calculated using similar 
equations to 
A est CS2 Z2(CS2 Z1 est, CC2 Z1 est, f, k) = Eq. (31) 
f. CS2 Z1 est 
2. t. if 
atant 2.1 est(CS2 Z1 est, CC2 Z1 est, f, k) = 
0.178 At this point, further iterations may be made to 
account for errors within the calculations that are due to the 
presence of Z2. Such phase iterations are discussed in more 
detail below, with respect to FIG. 10. 
0179 Subsequently, the parameter calculator 290 may 
determine values for B and (p, using equations that are analo 
gous to Eqs. (3) and (4) (and Eqs. (17) and (18)), above (910), 
that is, for example, using Eqs. (33) and (34), respectively: 
C = CC1 Z1 est - CC1 Aonly Z1(A, f, O, k, 0, 31) 
S = CS1 Z1 est - CS1 Aonly Z1(A, f, O, k, 0, 31) 
Best CS1 Z2 = 2k. WC2 + s2 Eq. (33) 
1 Ed. (34 best CSI-2 = atant)-k-it- +2:1) q. (34) 
0180. As with the determination of A and Z1, additional 
iterations may be performed to account for errors introduced 
by the Z2 offset. Such iterations are discussed in more detail 
with respect to FIG. 11. 
0181. If the values for A. Z1, B, and pare not sufficiently 
accurate (912), then the process may iterate through the deter 
minations of those values, using the just-determined values 
(906). Otherwise, the process may re-calculate the original 
integral values CS2 Z2, CC2 Z2, CS1 Z2, and CC1, Z2 
(904). 
0182. Otherwise (912), the process may perform addi 
tional processing to determine harmonics of the drive signal 
present within the sensor signal 304 (914). For example, 
referring to FIG. 7, a harmonics removal system 704 is illus 
trated that is designed to remove, or account for the effects of 
harmonics of the drive mode signal 302. That is, as mentioned 
above, various factors may lead to the presence of harmonics 
or multiples of the drive frequency within the sensor signal 
304. In conventional processing, such as the Fourier analysis 
of Eqs. (1)–(4). Such harmonics do not generally impact the 
analysis, because the integrations are performed over the 
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drive cycle itself, and, since the harmonics of the drive mode 
signal 302 will have the same Zero-crossings as the drive 
mode signal 302 itself, the harmonics do not impact the 
calculations of A and 0. 
0183 In contrast, the calculations of Eqs. (5)-(34) include 
integrations performed over a period of the Coriolis signal 
306, which will not generally have the same Zero-crossings as 
the drive modesignal 302, as explained above. As a result, the 
drive harmonics may be considered as part of a separate or 
additional processing. 
0.184 One technique for accounting for these drive har 
monics is to include a simple low pass filter as the drive 
harmonics removal system 704. In this case, the filter may be 
implemented within the digital transmitter 104, or outside of 
the digital transmitter 104, e.g., in the sensor 205. Such a filter 
may be operable to remove some or all of the drive harmonics 
that are above the Coriolis mode signal 306. 
0185. Additionally, or alternatively, an analysis of the sen 
sor signal 304 may be performed at the harmonics removal 
system 704 in which estimates of the parameters of the drive 
harmonics are obtained, perhaps from periodic integrations 
over a period of the drive signal. Then, by making certain 
assumptions about the relationships of the parameters to one 
another, effects of the drive signal harmonics may be removed 
from the analysis of the sensor signal by the signal analyzer 
255. 
0186. In other words, considering drive harmonics, the 
sensor signal 304 may be expressed in the form of S(t)=A 
sin(2 ft--.p)+B sin(27tk+(p) (for the sine terms), so that the 
second harmonic may be written as A sin(27tft--.p.)+B sin 
(27tk+(cp), and the third harmonic may be written in the form 
A sin(2tft+)+B sin(27tk+(p), and so on. In this formula 
tion, it may be assumed that the signal parameters have cer 
tain relationships to one another that may be known or deter 
mined. For example, it may be assumed that a ratio of A/A is 
known, as well as A/A or that a relationship between and 
up is known. Accordingly, additional corrections can be made 
to the numerical values of the integrals CS2 etc based on 
estimates of the influence of the higher harmonics. 
0187. Therefore, for example, once a value for A is known 
from the above calculations, the value of A may be deter 
mined, and thereafter the value of A. Similar comments 
apply to the phase information up of the various harmonics. In 
other words, the above Coriolis-based integrations may be 
performed to determine estimates of A, Z1, B, and (p compen 
sating for the estimated influence of the higher harmonics of 
the drive frequency. Then, periodically, the integrator 275 
may perform integrations over the drive cycle, rather than the 
Coriolis cycle, in order to update, for example, information 
regarding the relationships between the harmonics. 
0188 Of course, combinations of the above techniques 
may be implemented. For example, a filter may be used to 
remove harmonics having value A and above, so that the 
above analysis need only be performed for the second har 
monic. Determination of how many harmonics to be filtered 
may be made based on, for example, a relationship between 
the frequencies f and k, or based on a desired dynamic 
response of the particular flowmeter (which may be impacted 
by Such filtering). 
0189 Further, it may be possible to calculate improved 
frequencies fand k (916). If so, then, the improved frequency 
values may be used in a furtheriteration of the entire process 
900. 
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0190. Examples of such techniques generally contemplate 
the use of the exact phase observed over each integration 
period of the calculation(s), and to note the shift in phase over 
adjacent ones of the integrations periods. Then, the calculated 
frequency is given by the time taken to generate a phase shift 
of 2C radians. 
0191 For example, it should be understood that the offset 
value Z1 essentially provided information regarding true Zero 
crossings of the drive signal (as shown, for example, in FIGS. 
3 and 8). That is, a parameter X may be defined as a phase 
offset in degrees between a Zero-crossing of the drive mode 
signal 302 (e.g., at time t O) and an actual Zero-crossing Zc, 
of the sensor signal 304 (illustrated in FIG. 8). Then, consid 
ering only say Zero crossings from negative to positive sensor 
signal values consecutive phases X, X1, X2, and Zero 
crossing locations Zc, ZC., and Zc, may be identified. 
0192 In this formulation, it may be seen that (ZC-Zc.) 
is the obvious estimate of the drive period. However, at each 
of these positions we have observed phase offsets from the 
Zero crossing of the drive component of X-X. If (Zc 
Zc.) were exactly equal to the true drive period, then it would 
be found that (X-X)=0 (even if neither X, nor X, are 
Zero themselves. Hence the difference X-X, can be used 
to improve the estimate of frequency. 
0.193) One approach is to calculate the true instant of Zero 
crossing for the drive phase component by adjusting for the 
observed phase offset. The true instant of Zero phase for 
associated with cycle n, tZ, may be expressed in Eq. (36): 
while Eq. (37) defines the equivalent instant of zero phase for 
the next cycle, n+1. 
tz, 1-2C, -1-(X, 1/360)/s, Eq. (37) 
Then, finally, a corrected period (and thereby a revised fre 
quency) may be obtained as a difference of these Zero values, 
i.e., (1/feise)-(Z-Z, 
0194 It should be understood that FIG. 9 is intended to 
show examples of general flows of the process 900, but that 
the above-described operations are not restricted to the out 
line or order of the process 900. For example, the just-de 
scribed frequency updating procedure may be performed 
cycle-by-cycle, intra-cycle, or merely periodically. 
0.195 A revised frequency k may be determined from the 
revised value off Alternatively, a similar procedure to that just 
described may be performed for k, using the determined 
value(s) for the parameter (p. For example, if p is calculated 
once per cycle, then consecutive values of p may be compared 
to calculate k in the above-described manner. 
0196) Determining k from fas described above relies on a 
particular relationship between these two parameters, and, to 
the extent that this relationship is not exact, the value of k may 
generally be less accurate in the first instance than a value off 
As a result, cycle-by-cycle estimates of the Coriolis fre 
quency k may be relatively noisy. Nonetheless, averaged val 
ues of k over a given time period (e.g., one minute) will give 
a relatively stable estimate of the Coriolis frequency k. 
0.197 Additionally, in some implementations, a ratio off 
to k may be determined based on the improved estimates of 
each parameter. Then, Sudden changes in the drive frequency 
(resulting, e.g., from changes in fluid density in the flow tube 
215, instigation of two-phase flow, or other abrupt changes) 
will result in corresponding and proportional changes in the 
Coriolis mode. 
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0198 If improved frequencies are not calculated (916), 
then the flowmeter output unit 240 may proceed with the 
calculation of flow parameters (e.g., mass flow rate and/or 
density), as well as with the outputting of appropriate param 
eters for generating the next drive signal. 
(0199 FIG. 10 is a flowchart 1000 illustrating an example 
of a first operation of FIG.9. Specifically, FIG. 10 illustrates 
the techniques discussed above for FIG.9 in which the values 
A and Z1 are calculated, including iterations for phase offsets 
introduced by the presence of the value Z2 (908). 
(0200 Similarly, FIG. 11 is a flowchart 1100 illustrating an 
example of a second operation of FIG.9. Specifically, FIG. 11 
illustrates the techniques discussed above for FIG.9 in which 
the values B and (p are calculated, including iterations for 
phase offsets introduced by the presence of the value Z2 (910). 
0201 In FIGS. 10 and 11, numerical examples are pro 
vided for illustration. These examples assume the same true 
values for the parameters f, k, A, Z1, B, and (p, above. How 
ever, as should be understood from the above description of 
FIG. 9, the integrals calculated by the integrator 275 reflect 
the presence of the value Z2. In the following examples, it is 
assumed that the value of Z2 is chosen, as described above, so 
as to define the relevant integration limits as falling exactly on 
sampling points of the sensor signal 304. In this example the 
value of Z2=1x10s. 
(0202 Referring first to FIG. 10, then, the process 1000 
begins with a determination of the value A, using the numeri 
cally calculated integral values for CS2 Z2 and CC2 Z2, in 
which the drive parameters are maximized relative to the 
Coriolis parameters, i.e., using Eqs. (19)-(30), above. In this 
example, these values turn out to be CS2 Z2=-2. 
46414954242338x10 and CC2 Z2=-1.07 153028732249x 
10'. Using Eq. (31), above (and initially assuming B is 
Zero), the value for A may be determined to be 
0.299628865383374 (1002). 
0203) Next, an error due to the presence of Z2 is calculated 
and removed (1004). Specifically, for example, the term CS2 
Z2 err is recalculated using the just-obtained value for A, and 
this value is subtracted from the value CS2 Z2=-2. 
46414954242338x10 (1006). The remainder is thus an esti 
mate of CS2 Z1=-2.46720949500005x10. Analogous cal 
culations may be performed for CC2 Z2, recalculating CC2 
Z2 with the obtained value of A (1004), or CC2 Z2 err=6. 
6920402455379x10, which, subtracted from the original 
value of CC2 Z2, provides an estimate for CC2 Z1=-6. 
69214739856663x10° (1004, 1006). 
0204 Then, using these values for CS2 Z1 and CC2 Z1. 
an improved value for A may be determined using Eq. (31) 
(1008), which, in this example, is A=3.00002412526826x10 
1. Subsequently, using Eq. (32), the values for CS2 Z1 and 
CC2 Z1 also may be used to obtain an estimate of Z1 (1010), 
or Z1=4.9847978.4037622x10. Techniques for modifying 
this approach of obtaining Z1 for cases where calculations are 
performed twice per cycle are described above, and may be 
used here, as well. 
0205 If the values of A and Z1 are sufficiently accurate 
(1012), then the process 1000 may proceed to analogous 
calculations for the Coriolis mode signal 306, i.e., may pro 
ceed to FIG.11 (1014). Otherwise, the process 1000 may use 
the newly-obtained values for A and Z1 to find yet-further 
improved values for CS2 Z1 and CC2 Z1 (1004, 1006). 
Then, improved values for A and Z1 may be obtained, which, 
in this case, turn out to be A=0.299999935356127 and Z1=5. 
00009360798378x10. 
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0206. In FIG. 11, analogous operations may be performed 
for the Coriolis-emphasized characterizations (integrals) 
CS1 Z2 and CC1 Z2. That is, the previously-determined 
information of A and Z1, along with values from numerical 
integrations of the integrator 275 of CS1 Z2=6. 
200628716805.45x10" and CC1 Z2=-2.78579266493641X 
107, may be used to determine an estimate for B (1102), 
using Eq. (33). In some cases, since B is relatively small, an 
initial estimate may be considered to be zero. 
0207. Then, an error due to the presence of Z2 is calculated 
and removed (1104). Specifically, the term CS1 Z2 is recal 
culated using the just-obtained value for B, and this value of 
(here) 2.44579936376226x10 is subtracted from the value 
CS1 Z2=6.2006287168.0545x10 (1106). The remainder is 
thus an estimate of CS1 Z1=6.17617072316783x10. 
0208 Analogous calculations may be performed for 
CC1 Z2, calculating the error in CC1 Z2 due to Z2 using the 
obtained value of B (1104), giving CC1, Z2 err=-3. 
35625027516248x10, which, subtracted from the original 
value of CC1, Z2, provides an estimate for CC1 Z1=3. 
07767100866884x10° (1104, 1106). 
0209. Then, using these values for CS1 Z1 and CC1 Z1. 
an improved value for B may be determined using Eq. (33) 
(1108), which, in this example, is B=9.99820 189036286x10 
5. Further, using Eq. (34), the values for CS1 Z1 and CC1, Z1 
also may be used to obtain an estimate of cp (1010), or (p=9. 
98342808.946008x10 (1110). 
0210. If the values of Band pare not sufficiently accurate 
(1112), then the process 1100 may iterate (1104). Such an 
iteration, in the present example, would result in further 
improved values of B=1.00017250689519x10, and cp=9. 
99.978.70785885x10'. 
0211. Otherwise (1112), the process 1100 may return to 
FIG. 9 (912). That is, all calculations may be refined in light 
of the just-determined values for A. Z1, B, and cp, so that the 
processes 900, 1000, and 1100 are repeated. Alternatively, or 
additionally, the process 1100 may return directly to FIG. 10 
(1004), and re-calculate the parameters of that process. Such 
iterations may be performed until a desired level of accuracy 
is reached, or may be truncated based on Some other criteria, 
Such as a time and/or computing resource limitation. 
0212. The descriptions of FIGS. 2-11, above, provide 
explanation and examples for implementation and uses of the 
flowmeters 200 and 700, and other variations thereof. The 
description provided below in conjunction with FIGS. 12-15 
provides derivation, proof, and further explanation of the 
techniques implemented above for FIGS. 2-11, as well as 
alternative techniques. 
0213. As noted above, Eqs. (1)–(4) provide the basis for a 
Fourier analysis of the sensor signal 304, integrating over the 
drive signal period, and ignoring the impact of the Coriolis 
mode. In order to initially include an impact of the Coriolis 
mode, a first approximation of the effect of the Coriolis mode 
on the Fourier calculation may be made such that it is 
assumed that the correct integral limits and modulation fre 
quency are used, and the only influence of the Coriolis mode 
is the contamination of the drive integral of Eqs. 1 and 2. The 
sine integral of Eq. 1 is thus defined as shown in Eq. (38) 
(assuming no phase offset on the drive frequency): 
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S1 int(A, f, B, k, (b):= Eq. (38) 
1. (B-sin (2 k + 8 + A sin(2.1 ft) sin(2 it findt O 
0214. The drive mode or A term is simply A/2f, and the 
modulation function remains sin(2tft). The analytical 
expression for the influence of the B term (Coriolis mode) is 
given by Eq. (39): 
S1 Bonly(A, f, B, k, (5):= Eq. (39) 
-B. fsir - ) 
Similarly, the cosine integral of Eq. 2 is shown in Eq. 
co- it k + ) 
0215 
(40) 
C1 int(A, f, B, k, (5):= Eq. (40) 
1. 
?" (B-sin (2-it k n + 8 + A sin(2-1 ft)-cos(2-1 ft) O 
cit 
with modulation function cos(2tft). Here the A term is 
exactly zero, while the B term is given by Eq. (41): 
C1 (A1, f, B, k, (b):= Eq. (41) 
?ts, sir; - ) sin; . . k +) 
For both integrals, the effect of the B term modulates with (p. 
resulting in a Coriolis mode beating effect that may be 
observed in both amplitude and phase (see, e.g., FIGS. 19A 
19D). 
0216. As described, the Coriolis mode shifts the positions 
of the Zero crossings of the sensor signal 304, so that the 
Zero-crossings no longer occur at the exact points of Zero (or 
It) phase for the drive frequency, as shown in FIGS. 3 and 8. 
This effect is reflected in the Z1 parameter, reflecting this shift 
from the point of Zero phase on the drive signal. In this case 
the sine integral of the Fourier analysis may be shown as in 
Eq. (42): 
S1 Z1 int(A. f. B., k, qi, (1) := Eq. (42) 
sin2. . . f. (t - 31)ldt 
0217. In Eq. (42), the modified modulating sine function 
sin2Lift-Z1) is zero at the start and end of the integral while 
the A term is slightly offset. As a consequence the A term 
contribution to the integral may be shown as in Eq. (43): 
US 2014/0039813 A1 
A Eq. (43) S1 Aonly Z1(A, f, B, k, qi, (1) := 2f cos(2f. t.31) 
while the B term is shown as in Eq. (44): 
S1 Bonly Z1(A, f, B, k, d5, 31) := Eq. (44) 
Elisi(t-)-cost k++2-k:) 
0218 
(45): 
Similarly, the cosine integral may be shown as in Eq. 
C1 Z1 int(A. f. B., k, ci, (1) := Eq. (45) 
cos2. T. f. (t - 31)ldt 
Here, the modified modulation function is seen to be cos 
2tf(t-Z1). The A term for Eq. (45) is shown in Eq. (46): 
1 Eq. (46) C1 Aonly Z1(A, f, B, k, d5, 31):= 2. F . A. sin(2.7t. 31.f) 
and B term shown in Eq. (47): 
C1 Bonly Z1(A, f, B, k, d5, 31):= Eq. (47) 
- B. k ( ( 1 i? 2, sin k) sin it k + i + 2 it k zi) 
0219 Beyond this, and as described above, because the 
Coriolis mode is asynchronous, there is a different timing 
offset for the Zero crossings at the beginning and the end of the 
integral. The analytical convenience is described above of 
denoting the time offset (from the point of true Zero phase on 
the drive mode) at the beginning of the integral as Z1, while 
adding the additional time offset Z2 to the end of the integral 
period. Of course, it also may be possible to express the 
combined time offset as a single parameter. 
0220. A further effect of the offset Zero crossings is that as 
the Zero crossings are not exactly 1/f seconds apart, the wrong 
modulation frequency is applied; instead of using frequency 
f, as above, the modulation frequency within the now-modi 
fied modulation function(s) is given by f/(1+f Z2). The size of 
the expressions involved suggest separating A and B terms. 
Thus the A integral is defined in Eq. (48) as: 
S1 Aonly Z2 int(A. f. B. k. (p. 21, z2) := Eq. (48) 
+:1+2 ? A. sin(2.7t. f. t) sin2. t. . (t - 31) at 
z1 (1 + f. (2) 
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0221) The analytical value of Eq. (48) is given by Eq. (49); 
S1 Aonly Z2(A. f. B. k. (p. 21, z2) := Eq. (49) 
1 + f2.2 
A sinct f. 2)-cost? (2:1 + 2)- safes 
0222 AS in the previous analysis, Eq. (49) contains a sinc 
function, only in terms off rather thank: sin(L.f.Z2)/(L.f.Z2) 
which is well behaved as Z2->0; it can be shown analytically 
that this expression tends to the function S1 Aonly Z1 
defined above in Eq. (43) for small Z2. 
0223) The B integral is defined in Eq. (50) as: 
S1 Bonly Z2 int(A. f. B. k. (p. 21, z2) := Eq. (50) 
i+:1-2 ? B. sin(2 . . . k . t) + (i. 
sin2.7t. (1 + f. (2) . (t - 31)dt 
Ananalytical expression for a value of Eq. (50) is given by Eq. 
(51): 
S1 Bonly Z2(A. f. B., k, ci, z1, z2) := Eq. (51) 
B 1 + f2.2 2. ( .. f. k. 24 f). ( .. f. k. :) - f) 
sin-it k (; + 31 +2)+ - sin(2.7t. 31. k + (5) 
0224. The total integral value is given by the sum of the A 
and B terms of Eq. (49) and Eq. (51), respectively. 
0225. The corresponding cosine integral is shown in Eq. 
(52): 
C1 Z2 int(A. f. B., k, i. z1, z2) := Eq. (52) 
+:1+2 ? B. sin(2.7t. k . t) + (5 + A. sin(2.7t. f. t). 
z1 
f 
cos2.7t. 1 + f. 22 . (t - 31)dt 
where the A term is analytically equal to Eq. (53); 
C1 Aonly Z2(A. f. B. k. (p. 21, z2) := Eq. (53) 
A. (1 + f22) 2).si 2.2.1 + 2 ?: 2.2 ?o, sinct f : ). Isint.f. (2.31 + x2) 
0226. Then, the B term is shown in Eq. (54): 
C1 Bonly Z2(A. f. B. k. (p. 21, z2) := Eq. (54) 
(1 + f. 22) 
- k3, f. 2 . () ( .. f. 2 - F) 
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-continued 
cos2 -k-(; + 31 +2)+ - cos(2.7t. 31. k + (5) 
0227 Eqs. (48)-(54) define the influence of the Coriolis 
mode on the integral values that are calculated, assuming the 
start and endpoints of the integral are shifted from the points 
of Zero phase in the drive mode by Z1 and Z1+Z2 seconds, 
respectively, as described. In other words, Eqs. (48)-(54) 
show what is calculated during an integration between Zero 
crossings related to the drive modesignal 302. Eqs. (48)-(54) 
above are analytically exact for any values of Z1 and Z2 (and 
for any of the other described parameters). 
0228 Thus, Eqs. (48)-(54) illustrate an alternative solu 
tion approach for determining drive parameters and Coriolis 
signal parameters. That is, given the observed Zero crossings 
(as detected, for example, by the Zero-crossing detector 265) 
and the numerical values of the S1 int. Z2 and C1 int. Z2 
integrals of Eqs. (48)/(50) and (52), respectively, the values of 
A. f. B. k. (p. Z1, and Z2, may be deduced. In particular, it may 
be possible to make certain assumptions regarding relation 
ships between the parameters A, f, B, k, qp, Z1, and Z2. Such as 
the relationship between f and k for a specific flow tube, as 
referred to above. Other assumptions may be made about how 
parameter values vary from drive cycle to cycle during opera 
tion of the flow meters 200 or 700. 
0229. However, the approaches described above with 
respect to FIGS. 2-11 take the basic analysis of Eqs. (48)- 
(54), and modify both the integration limits and the modula 
tion functions to encapsulate required information regarding 
the drive parameters and the Coriolis parameters within the 
sensor signal, in a form that is amenable to Solution for each. 
0230. Thus, the approaches of FIGS. 2-11 describe analy 
sis of a sensor signal having a relatively large term (e.g., the 
amplitude of A is typically 300 mV) and a relatively small 
term (e.g., the amplitude of B is typically less than or equal to 
3 mV, and may be 0.1 mV or less in many cases), where both 
are to be calculated to very high precision. The various solu 
tion techniques operate by first selecting the integral limits 
and the modulation function such that the smaller influence 
(Coriolis mode) is reduced or eliminated entirely, so that a 
very accurate estimate of the larger influence (drive mode) 
may be obtained. Then, use this very accurate estimate of the 
larger influence to deduce the residual effect of the smaller 
influence. 
0231 Specifically, as described above, integrating over 
the period of the Coriolis mode instead of the period of the 
drive mode allows for effective separation of the drive (A) and 
Coriolis (B) terms. Further, if the sensor signal 304 is inte 
grated over the period of the Coriolis mode, and a modulation 
function is used which is twice the Coriolis mode frequency 
(i.e. 2k), then the influence of the Coriolis mode (B) term will 
be largely or entirely eliminated. If, however, a modulation 
function which is equal to the Coriolis frequency (i.e., k) is 
used, then this will maximize the influence of the Coriolis (B) 
term. 
0232. It is for this reason that the techniques of FIGS. 2-11 
effectively generate four integral values instead of the two 
integral forms of, for example, Eqs. (48)/(50) and (52). These 
four integral values include two sets of sine and cosine terms, 
having modulating frequency 2 k and k, respectively, and are 
referred to above as CS2, CC2, CS1, and CC1. From these 
19 
Feb. 6, 2014 
integrals, as described above, the various drive parameters 
and Coriolis parameters may be determined. 
0233 FIGS. 12-15 and the corresponding discussion, 
below, illustrate a development of these techniques of FIGS. 
2-11, based on an extension of the analysis of Eqs. (1)–(4) and 
Eqs. (38)-(54). Thus, various ones of the Eqs. (5)-(38) are 
repeated below, as part of this development, and are therefore 
designated by the same numerical identifiers as above. 
0234 FIG. 12 is a timing graph illustrating a development 
of the CS2 integrals. In FIG. 12, the sensor signal 304 is 
illustrated as having integral limits extended symmetrically 
from the beginning and end of the drive period to makeup one 
complete Coriolis period, as shown, and as just described. A 
modulation function 1202 is shown as being multiplied by the 
sensor signal 304, to obtain a product signal 1204. As should 
be understood from the above, the modulation signal 1202 
has a frequency that is equal to twice that of the Coriolis 
frequency k, and the product signal 1204 thus includes little 
or no influence of the Coriolis signal 306. 
0235 Hence the CS2 integral, here ignoring the influence 
of Z1 and Z2, can be written as Eq. (55): 
Eq. (55) 
sin-it-ki ( – idt 
Thus, it may be seen from Eq. (55) that the modulating func 
tion sin 47tkt+((/2k)-(/2f)) has frequency 47tk, corre 
sponding to twice the Coriolis mode frequency. 
0236. The form of the integral limits and the modulation 
function are explained as follows. The previous assumption 
that the drive mode phase is close to zero at time t-O is 
maintained, so the integral is extended beyond 0 . . . 1/f 
symmetrically, by the period /2k-/2f. If the Coriolis mode 
frequency k is lower than that of the drive frequency f. this 
operation results in an expansion of the integration region. If, 
however, the Coriolis mode frequency is higher than the drive 
frequency, then the integration region would be reduced. The 
relevant equations are valid, and may be appropriately 
expressed, either way. 
0237) 
Eq. (56): 
The analytical value of the CS2 integral is given by 
Eq. (56) -2. k. A 
CS2(A, f, B, k, (b):= ... (f2 - 4.42) sist it) 
In Eq. (56), the B term has been eliminated entirely, as a result 
of the fact that the B term is a function of sin(27tkt), and Eq. 
(56) uses the modulation function of sin(4.7tkt). 
0238 If a non-zero value of initial time offset, Z1, is 
included, then the CS2 integral, or CS2 Z1, may be written as 
above in Eq. (5): 
US 2014/0039813 A1 
CS2 Z1 int(A, f, B, k, d5, 31) := Eq. (5) 
-(-r) I '(B. sin((2- it kit) + 8 + A sin(2. It f : D): 
-(-r) 
sin4 it k-t-il +(i. idt 
with an analytical expression shown in Eq. (6): 
CS2 Z1(A, f, B, k, d5, 31) := Eq. (6) 
-2. k. A (f 
... (f2 - 4.42) siri -)cos(2-f it:1) 
Again, the influence of B has been eliminated. 
0239 Finally, if a non-zero value of Z2 and corresponding 
modulation frequency are used, then the CS2 integral, or 
CS2 Z2, may be written as above in Eq. (19): 
CS2 Z2 int(A. f. B., k, ci, z1, z2) := Eq. (19) 
+(-)+zl+2 ? B. sin(2.7t. k . t) + i + A. sin(2.7t. f. t). 
-(-)-zl 
k 1 1 
sin4 it (1 al-zi +(i. adt 
0240. The A term is given by Eq. (20): 
CS2. Aonly Z2(A, f, B, k, d5, z1, z2):= -2. A. k. Eq. (20) 
sin: f(i. +2) cost.f. (2.31 + x2) 
0241 
(21): 
The B term is no longer exactly Zero, as shown in Eq. 
CS2 Bonly Z2(A, f, B, k, d5, z1, z2):= Eq. (21) 
2. B. (1 + k . (2) 
... k. (3 + k . .2). (1 -k, -2) 
cosk- + 2. 31 +2)+sinct k-2) 
However, it is very small, being a product of both B itself and 
sin(z2), both of which may be assumed to be small. 
0242 FIG. 13 is a timing graph illustrating a development 
of the CC2 integrals. The major change from CS2 in FIG. 12 
and the above discussion, is that a modulation function 1304 
is a cosine rather than a sine function, leading to a different 
product function 1306 than seen in FIG. 12. 
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0243 Thus, first assuming both Z1 and z2 are Zero, the 
CC2 integral takes the form of Eq. (57): 
CC2 int(A, f, B, k, (b):= Eq. (57) 
?", "in into a k-n- + A. sin(2.7t. f. t). 
cos4 it k +(i. idt 
Eq. (57) has a value of exactly zero, as both the A term and B 
term disappear. 
0244 Next allowing for a non-zero value of Z1, the value 
CC2 Z1 may be expressed as above in Eq. (7): 
CC2 Z1 int(A, f, B, k, d5, 31):= Eq. (7) 
(i. + - +zl I. s ..) B. sin(2.7t. k . t) + i + A. sin(2.7t. f. t). 
-(-)-zl 
cos4-it k-t-il +(i. idt 
which has analytical form, in which again the B term is 
exactly Zero, as shown in Eq. (8): 
CC2 Z1(A, f, B, k, d5, 31) := Eq. (8) 
- A. As sin(f it) sin(2-f it 31) 
0245 Finally, and most generally, allowing non-zero Z1 
and Z2, and the resulting error in the modulation frequency, 
the CC2 Z2 integral may be written as in Eq. (22): 
CC2 Z2 int(A. f. B., k, i. z1, z2) := Eq. (22) 
-- I. --z-z2 
I. (s 2) B. sin(2.7t. k .t) + i + A. sin(2.7t. f. t). 
4 k 1 1 1 d COS tie- +( - ) 
0246 Thus, the A term for CC2 Z2 of Eq. (22) takes the 
form of Eq. (23): 
CC2 Aonly Z2(A, f, B, k, d5, z1, z2):= -A. f. Eq. (23) 
sin: f(; +2) sint . f. (2.31 + x2) 
it. (f+f. k . (2 + 2. k). (f+f. k .32-2. k.) (1 + k z2). 
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while the B term takes the form of Eq. (24): 
CC2 Bonly Z2(A, f, B, k, d5, z1, z2):= Eq. (24) 
-B. (1 + k - 32) 
it. k. (3 + k . (2). (1 - k. 32) 
sink- + 2. 31 +2) + ... sin(it. k. (2) 
which again, being a product of B and sin(z2), is Small. 
0247 FIG. 14 is a timing graph illustrating a development 
of the CS1 integrals. In FIG. 14, as shown, a modulating 
function 1402 completes a single cycle over the integration 
period, having the Coriolis frequency k, thus resulting in a 
product function 1404. 
0248 Proceeding through to the development of the CS1 
integrals, the first CS1 integral, i.e., assuming Z1 and Z2 are 
both Zero, is defined as in Eq. (58): 
CS1 int(A, f, B, k, (b):= Eq. (58) 
4+ --- (i. "insic --- a sing a rol (: - ; ) 
sin2 k-1 (i. idt 
0249. The analytic value of Eq. (58) is given by Eq. (59); 
CS1(A, f, B, k, (b):= Eq. (59) 
0250 Assuming next a non-zero value of Z1, the CS1 Z1 
integral is shown in Eq. (9) as: 
CS1 Z1 int(A. f. B., k, ci, 31) := Eq. (9) 
+(-,+:1 I. '' (B. sin((2-it k t) + 8 + A sin(2. It f : ) 
sin2 it k-t-il +(i. idt 
Eq. (9) has an A term given by Eq. (10): 
CS1 Aonly Z1 (A. f. B., k, qi, (1) := Eq. (10) 
-k. A (f 
... (f2 -k2) sin: -)-cos(2-f-121) 
Eq. (10) has a B term given by Eq. (11): 
Eq. (11) CS1 Bonly Z1(A, f, B, k, d5, 31) := 
- B 
scoski (; +2:1)+ 
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0251 Finally, with a non-zero Z2 term, the CS1 Z2 inte 
gral may be written as in Eq. (25): 
CS1 Z2 in(tA, f, B, k, is, 31, 22) := Eq. (25) 
B. sin(2.7t. k .t) + i + A. sin(2.7t. f. t). 
in2 k 1 1 1 d S. tria-3 +( - ) 
Eq. (25) has an analytical expression for the A term given by 
Eq. (26): 
CS1 Aonly Z2(A. f. B. k. (p. 21, z2) := Eq. (26) 
sin: f(i. +2) cost.f. (2.31 + x2) 
-A k. (1 + k . (2) - it. (f+f. k .22 + k). (f+f. k .22 - k) 
Eq. (26) has a B term given by Eq. (27): 
- B. (1 + k . (2) Eq. (27) 
CS1 Bonly Z2(A, f, B, k, d5, z1, z2):= ... k2. 2. (2 + k . .2) 
cost k(; + 2. 31 +2)+sinct k-2) 
0252. The B term of Eq. (27) includes the sinc function 
sin(L.k.Z2)/(L.k.Z2), and may be shown to tend towards CS1 
Bonly Z1 of Eq. (11), as Z2 tends to zero. 
0253 FIG. 15 is a timing graph illustrating a development 
of the CC1 integrals. In FIG. 15, as shown, a modulating 
(cosine) function 1502 completes a single cycle over the 
integration period, having the Coriolis frequency k, and 
results in a product function 1504. 
0254 Proceeding in an analogous fashion to the above, 
and starting with Z1 and Z2 both assumed to be zero, the CC1 
integral takes the form of Eq. (60): 
CC1 int(A, f, B, k, (5):= Eq. (60) 
4 + -. ? "in into a koto a sing a rol 
-(-2) 
0255. The Aterm disappears, leaving only the following B 
term of Eq. (61): 
CC1(A, f, B, k, (b):= isit t +) Eq. (61) 
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0256 With a non-zero value of Z1, the CC1 Z1 integral 
may be shown as above in Eq. (12): 
CC1, Z1 int(A. f. B., k, qi, (1) := Eq. (12) 
+(-)+:1 I. '' (B. sin((2- it k t) + 8 + A sin(2: it. f. t.) 
-(-)-zl 
1 1 
cos2 -k -:) -- (i. 3) cit 
resultS 1n an A term O : 0257 Eq. (12 lts i f Eq. (13 
CC1 Aonly Z1(A, f, B, k, qi, (1) := Eq. (13) 
- f. A is, sin; it) sin(2.f. t. 1) 
0258 Eq. (13) results in a B term of Eq. (14): 
CC1 Bonly Z1(A, f, B, k, d5, 31) := Eq. (14) 
5 sinki (; +2:1)+ 
0259 Finally, with non-zero Z2, the CC1, Z2 integral is 
represented in Eq. (28) as: 
CC1, Z2 in(IA, f, B, k, is, 31, z2) := Eq. (28) 
- +z--22 
I s 2) B. sin(2.7t. k .t) + i + A. sin(2.7t. f. t). 
-(-)-zl 
2 k 1 1 1 d COS it air- +( – ) 
0260 
(29): 
For Eq. (28), the A term may be written as in Eq. 
CC1 Aonly Z2(A. f. B. k. (p. 21, z2) := Eq. (29) 
sin: f(; +2) sint. f. (2.31 + x2) 
0261) Further for Eq. (29), the B term, where again the sinc 
function sin(L.k.Z2)/(L.k.Z2) in included, may be written as in 
Eq. (30): 
-B. (1 + k - 32) Eq. (30) CC1 Bonly Z2(A. f. B. k 1, z2) := - - - - . Bonly Z2(A. f. B. k. (p. 21, z2) it. k2.32. (2 + k . (2) 
sin: k(; + 2. 31 +2) + ... sin(it. k. (2) f 
0262 Thus, the above discussion of FIGS. 12-15 illus 
trates a development of all of the CS2 Z1, CC2 Z1, CS1 Z1. 
CC1, Z1, CS2 Z2. CC2 Z2, CS1 Z2, and CC1, Z2 integrals, 
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the development being based on extensions of existing tech 
niques for performing Fourier analysis of the sensor signal 
304. 
0263 FIGS. 16-22 illustrate examples of results of imple 
mentations of the techniques of FIGS. 2-11, above. In FIGS. 
16-22, unless mentioned otherwise, data is illustrated in 
which parameter values are A=0.3, f=100 Hz, k=f/V3, and 
B=0.005. Of course, these parameters are merely for exam 
ple's sake. 
0264 FIGS. 16A and 16B are graphs illustrating a phase 
difference between two sensor signals 304, e.g., between two 
offsets Z1 of two signals from two sensors 205. FIG. 16A 
illustrates a raw phase difference, before the corrections dis 
cussed above, and FIG. 16B illustrates a phase difference 
after the corrections. 
0265 FIGS. 17A and 17B are graphs illustrating an aver 
age frequency f (in FIG. 17A) and a corrected frequency 
fe (in FIG.17B). As illustrated, significant improvements 
infrequency values, and reductions in errors, may be obtained 
by using the techniques described above with respect to FIG. 
9 (916). For example, a standard deduction reduction of 
10-1000 may be obtained, depending, for example, on the 
level of Coriolis noise. 
0266 FIG. 18 is a graph illustrating an example of a Corio 
lis frequency estimation along the lines described above with 
respect to FIG. 9 (916). That is, FIG. 18 illustrates the calcu 
lations of an average Coriolis frequency over a given time 
period. As described above, a ratio or other relationship 
between f of FIG. 17B and k of FIG. 18 may be deter 
mined. 
0267 FIGS. 19A-19D are graphs illustrating raw and cor 
rected values for amplitude and phase of a drive signal. Spe 
cifically, FIGS. 19A and 19B illustrate a raw and corrected 
amplitude of a drive signal, while FIGS. 19C and 19D illus 
trate a raw and corrected phase difference Z1. As shown, 
significant reductions in standard deviation may be obtained. 
Moreover, the beating pattern that typically occurs at the 
difference between the drive frequency and the Coriolis fre 
quency, referred to above, may be eliminated. 
0268 FIGS. 20A-20D are graphs illustrating amplitude 
modulation of a drive signal. In FIGS. 20A and 20B, a raw and 
corrected amplitude respectively, are illustrated. In FIGS. 
20C and 20D, a raw and corrected phase difference, respec 
tively, are illustrated. 
0269 FIGS. 21A-21D are graphs illustrating a step 
change in phase difference of a drive signal. In FIGS. 21A and 
21B, a raw and corrected amplitude respectively, are illus 
trated. In FIGS. 21C and 21D, a raw and corrected phase 
difference, respectively, are illustrated. As may be seen, the 
step changes in phase difference are obscured by noise in FIG. 
21C, but are clearly visible in FIG. 21D. 
0270 Finally, FIGS. 22A-22E are graphs illustrating 
variations in the Coriolis amplitude B. In FIG. 22A, a raw 
amplitude of a sensor signal is illustrated, while a corrected 
amplitude is illustrated in FIG.22B. A raw phase difference is 
shown in FIG. 22C, while a corrected phase difference is 
shown in FIG. 22D. 
0271 Finally, FIG. 22E illustrates a change in Coriolis 
amplitude that results from any of the various effects refer 
enced above, e.g., external vibrations of the flow tube 215. In 
FIG. 22E, the Coriolis amplitude, as shown, varies between 
0.005V and 0.0075V. As shown, the Coriolis amplitude B 
may be determined to a high level of accuracy, so that the 
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originating causes of the changes in B may be identified, 
characterized, and/or determined. 
0272 Techniques are described above in which a sensor 
signal having a major (drive) signal component and a minor 
(e.g., Coriolis) component may be analyzed so as to charac 
terize the signal components, and, ultimately, to identify 
parameters of the signal components with a high degree of 
accuracy. As a result, highly accurate, stable, and responsive 
measurements may be made of a fluid within a vibratable 
flow tube, and a new drive signal may be generated that main 
tains a desired oscillation of the flow tube. 
0273. In these and related techniques, it should be under 
stood that the signal analyzer 255 and the signal identifier 260 
of FIGS. 2 and 7 may be implemented at separate locations. 
For example, the signal analyzer 255 may be implemented 
within a specialized processor, such as a FPGA, as referred to 
above, for high-speed calculation of the integration values. 
Then, the FPGA may send the results of these integrations to 
the signal identifier 260 on a separate processor, so that the 
actions of the signal identifier 260 in extracting the various 
signal parameters from the integral results may be performed 
with a minimum of computational load. 
0274. A number of implementations have been described. 
Nevertheless, it will be understood that various modifications 
may be made. Accordingly, other implementations are within 
the scope of the following claims. 
1. (canceled) 
2. A Coriolis flowmeter comprising: 
a flow tube for containing a fluid flow; 
a driver configured to induce motion of the flow tube: 
a pair of sensors positioned to detect motion of the flow 
tube: 
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a processor configured to receive signals from the sensors 
and process the signals to measure a flow rate of fluid 
through the flow tube using a numerical integration of at 
least one of the sensor signals, the processor being con 
figured to reduce the influence of a contaminant mode on 
the measured flow rate without filtering said at least one 
sensor signal before said numerical integration with a 
filter designed to Suppress the contaminant mode. 
3. A Coriolis flowmeter as set forth in claim 2 wherein said 
contaminant mode comprises a Coriolis mode. 
4. A Coriolis flowmeter as set forth in claim 2 wherein said 
numerical integration is a step in a Fourier analysis of the at 
least one sensor signal. 
5. A Coriolis flowmeter as set forth in claim 4 wherein the 
processor is configured to perform Fourier analysis on both 
sensor signals without filtering either of the sensor signals 
with a filter designed to suppress the contaminant mode 
before performing the Fourier analyses. 
6. A Coriolis flowmeter as set forth in claim 2 wherein the 
processor is configured to estimate a major frequency of 
vibration of the flow tube using Zero crossings of said at least 
one sensor signal. 
7. A Coriolis flowmeter as set forth in claim 6 wherein the 
processor is configured to determine a Zero crossing offset 
that results from the contaminant mode and adjust a period of 
integration for said numerical integration to account for the 
Zero crossing offset. 
8. A Coriolis flowmeter as set forth in claim 2 wherein the 
processor is configured to reduce the influence of the con 
taminant mode without producing an associated reduction in 
dynamic response of the flowmeter. 
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