We study a predator-prey model with predator intra-specific interactions and ratio-dependent functional response. We show that the model has at most two equilibrium points in the first quadrant, one is always a saddle point while the other can be a repeller or an attractor. Moreover, we show that when the parameters are varied the model displays a wide range of different bifurcations, such as saddle-node bifurcations, Hopf bifurcations and homoclinic bifurcations. We use numerical simulations to illustrate the impact changing the predator per capita consumption rate, or the efficiency with which predators convert consumed prey into new predators.
Introduction
The original Lotka-Volterra predator prey models [24] were straightforward, with simple functional forms for species growth and interactions. Empirical observations required successive changes to these assumptions, leading inter alia to the Bazykin model [26] . Ratio-dependent predator-prey models [17, 19, 27] are becoming more interesting in Ecology since this models are better alternative for describing both the theoretical and experimental predator-prey interactions [10] . For instance, Jost and Arditi [21] found that the ratio-dependent predator-prey models are more suitable for showing the dynamics between predators and preys. In particular when the predators involve serious hunting processes such as animals searching for animals. The Bazykin model [26] with ratio-dependent functional response is described by an autonomous two-dimensional system of ordinary differential equations, where the equations for the growth of the prey is a logistic-type function [1, 13, 26] . The functional response is a ratio-dependent, in which the feeding rate is determined by the ratio of resource biomass to consumer biomass [23] . In particular, the model is given by dx dt = rx 1 − x K − qxy x + ay , dy dt = cxy x + ay − µ0y − µ1y 2 .
(1)
Here, x(t) and y(t) represent the proportion of the prey respectively predator population at time t; r is the intrinsic growth rate for the prey; K is the prey carrying capacity; q is the per capita predation rate; a is the amount of prey by which the predation effect is maximum; c is the efficiency with which predators convert consumed prey into new predators; µ0 is the per capita death rate of predators and µ1 is predator death rate by density. The aim of this manuscript is to study the bifurcation dynamics of (1) and, in particular, understanding the change in dynamics the ratio-dependent functional response causes. Moreover, we will show that the model (1) will lead to complex dynamics, and different types of bifurcations such as Hopf bifurcations, homoclinic bifurcations, saddle-node bifurcations and Bogadonov-Takens bifurcations.
The basic properties of the model are briefly described in Section 2. In Section 3 we prove the stability of the equilibrium points and give the conditions for the different types of bifurcations. In addition, we discuss the impact changing the predation rate or the efficiency with which predators convert consumed prey into new predators has on the basins of attraction of the positive equilibrium point in system (1). We further discuss the results and give the ecological implications in Section 4.
The model
The ratio-dependent Bazykin predator-prey model is given by (1) and for biological reasons we only consider the model in the domain Ω = {(x, y) ∈ R 2 , x > 0, y > 0}. In order to simplify the analysis follow [3, 4, 16] and we introduce the dimensionless variable given by the function
By substitution C := c, M := µ0/r, N := µ1K/(ar) and Q := q/(ar) into (1) we obtain
System (3) is defined inΩ = {(u, v) ∈ R 2 , u ≥ 0, v ≥ 0} and we first recall the stability of the equilibrium points of system (3). Additionally, we have constructed a diffeomorphism ϕ (2) which preserve the orientation of time since det (ϕ (u, v, τ )) = K 2 u 2 + v 2 /(ar) > 0 [2, 9] . Moreover, system (3) is of Kolmogorov [12] type since du/dτ = uW (u, v) and dv/dτ = vR(u, v) with
That is, the axes u = 0 and v = 0 are invariant. The u nullclines are u = 0 and
while the v nullclines are v = 0 and
the equilibrium points for this system are (0, 0), (1, 0) and up to two interior positive equilibrium points (see Figure 1 ) P1 = (u1, v1) and P2 = (u2, v2), where u1, u2, v1 and v2 are given by
Note that u1 < u2, v1 < v2 and u1 > 0 if only if (Q − 1) (C − CQ + M Q) < 0.
Main Results
In this section, we discuss the stability of the equilibrium points of system (3).
is an invariant region and all solutions of (3) which are initiated in the first quadrant are bounded.
Proof. Since the system (3) is of Kolmogorov type the coordinates axes are invariant [15] . Moreover, if u ≥ 0 and v = 0 then du/dτ = u 2 (1 − u) and if u = 0 and v ≥ 0 the dv/dτ = −v 2 (M + N v), so that any trajectory with initial point in the positive vertical v − axis tends to zero and any trajectory with initial point on the positive horizontal u − axis tend to u = 1. Next, setting u = 1 in in the first equation of system (3) (the scaled carrying capacity), we have du/dt = −Cv < 0 and thus for any initial point born along the vertical line u = 1, the corresponding trajectory enters and remains in Γ for any sign of
Now we shall prove that no trajectory in the open region Γ1 = {(x, y) ∈ Ω : 0 < x < 1} converges to infinity as t → ∞. To do so, it suffices to study the behaviour of the solutions in Γ1 at infinity as v → ∞ using the Poincaré compactification [12, 25] . Let us consider the the change of variables (3); several possible scenarios for prey isocline (red curve) and the corresponding equilibra by changing the parameter Q. Illustrating that it is possible to have none, one or two interior equilibrium points.
Together with the time rescaling t → y 2 t. This transformation defines the following system:
The origin Oxy(0, 0) is a critical point of (6) whose Jacobian matrix is
Indicating that the origin Oxy(0, 0) is an hyperbolic repeller for N > 0 and the origin Ouv(0, 0) of system (3) is a non-hyperbolic repeller point. It follows that every solution of (2) in Γ does not converges to infinity, and hence, remains bounded.
The nature of the equilibrium points
To determine the nature of the equilibrium points we compute the Jacobian matrix J(u, v) of (3)
is a non-hyperbolic complicated point [7, 8] . Moreover, A neighbourhood of the origin O = (0, 0) presents four types of topologically different structures in the first quadrant of the phase-plane. Proof. First we observe that in system (3) setting u = 0, then dv/dτ = −v 2 (M + N v) < 0 for v ≤ 0. That is any trajectory starting along the v − axis converges to the origin O = (0, 0). Also, setting v = 0, du/dτ = u 2 (1 − u) and any orbits starting along the u − axis near the origin converges to the scale carrying capacity (1, 0). Next to analyse the dynamics in a neighbourhood of the origin we consider the vertical blow-up given by the transformation (u, v) → (xy, y) and the time rescaling τ → t y
The transformation (8) 'blows-up' the origin of system (3) in the entire y − axis [12] . Our goal is to analyse the equilibria at the positive half axis x ≤ 0, y = 0, in the new system, which is given by setting (8) 
System (9) has two equilibria in the positive horizontal x − axis of the form (x, 0) with x ≤ 0. The origin Oxy = (0, 0) and a second equilibrium point Ix = (µ, 0) with
. Their corresponding Jacobian matrices at Oxy = (0, 0) is
with eigenvalues λ1(Oxy) = 1 + M − Q and λ2(Oxy) = −M.
and at Ix = (µ, 0) is
with eigenvalues
Depending on the parameters C, Q and M (see Table 1 ) we summarise the the stability of Oxy and Ix as follows 
The goal now is to analyse the equilibria at the positive half axis x = 0, y ≤ 0, in the new system which is given by setting (10) in system (3)
System (11) Table 1 ). Therefore, Proof. The result follows by analysing the signs of the eigenvalues of the Jacobian matrix (7). The Jacobian matrix evaluated at (1, 0) is Proof. Finally, by Theorem 3.1 we have that solutions starting in the first quadrant are bounded and eventually end up in the invariant region Γ. Moreover, the equilibrium point (1, 0) is a saddle point and, if ∆ < 0 (5), there are no equilibrium points in the interior of the first quadrant. Thus, by the Poincaré-Bendixson Theorem the unique ω-limit of all the trajectories is the origin, see Figure 3 .
Next, we consider the stability of the two positive equilibrium points P1,2 of system (3) in the interior of Γ. These equilibrium points lie on the curve u = v such that W (u, v) = 0 (4), and they only exist if the system parameters are such that ∆ > 0 (5). The Jacobian matrix of system (4) at these equilibrium points becomes
Therefore, we have that the determinant and the trace of the Jacobian matrix (12) are given by
This gives the following results.
Theorem 3.2 The equilibrium point P1 = (u1, v1) is a saddle point for all parameter values whenever it exits.
Proof. Evaluating the de determinant (13) at P1 = (u1, v1) gives
whit u1, v1 > 0 and ∆ defined in (5) then the result follows. It is necessary to remark the following; Since we are working under the assumption that u1, v1 > 0 and therefore u1 + v1 > 0, we must have N > M and C − CQ + M Q < 0. Proof. Evaluating the determinant (13) at P2 = (u2, v2) gives
with delta defined in (5) and since u2, v2 > 0 the results follows by analysing the trace (14) of the Jacobian matrix (12) evaluated at (u2, v2). The trace of the Jacobian matrix at a positive equilibrium point is given by tr (J (u, v)) = T (u, v) which is an elliptical paraboloid open downward, with an absolute maximum at the point (ū,v) max and maximum value at T (ū,v) max which are given by
and
Note Now we discuss the stable manifold of the saddle point P1, W s (P1), often acts as a separatrix curve between the basins of attraction of the equilibrium points (0, 0) and P2. Moreover, by continuation of the variation of the stable manifold we can proof the conditions for the existence of an homoclinic curve and homoclinic bifurcation. Let W u,s (P1) be the (un)stable manifold of P1 that goes up to the right (from P1) and let W u,s (P1) be the (un)stable manifold of P1 that goes down to the left (from P1) [5] . Following [14] is quasi-global-attractor since P 2 is unstable [20] . The blue (red) curve represents the prey (predator) nullcline and the orange (grey) region represent the basin of attraction of (0, 0) (P 2 ). Observe that the same colour conventions are used in the upcoming figures. 705 then the equilibrium point P 2 is stable surrounded by an unstable limit cycle which act as a separatrix between the basins of attraction of (0, 0) and P 2 . The blue (red) curve represents the prey (predator) nullcline (See Figure 5 for the colour conventions).
(b) there is a limit cycle that bifurcates from the homoclinic which is surrounded the equilibrium point P2 = (u2, v2).
Proof. As Γ is an invariant region and by the Theorem of existence and uniqueness the trajectory determined by the unstable manifold W u (P1) cannot intersect the trajectories determined by the superior stable manifold W s (P1). Moreover, the α-limit of the W s (P1) can lie at the point (1, 0) or infinity in the direction of u-axis. Therefore, the ω-limit of the right unstable manifold W u (P1) must be the equilibrium point P2, when this is an attractor, a stable limit cycle if P2 is a repeller or the equilibrium point (0, 0). Then, there existe a subset on the parameter space for which W u (P1) intersects W s (P1) and therefore an homoclinic curve is obtained, see Figure 6 .
Additionally, when the point P2 is an attractor and the ω-limit of the right unstable manifold W u (P1) is the point (0, 0), there exists an unstable limit cycle which acts as a separatrix between the basins of attraction of the equilibrium points P2 and (0, 0).
Note that when the homoclinic curve breaks which is determined by the intersection of the stable and unstable manifolds (W s (P1) and W u (P1)) of the equilibrium point P1 it generates a non-infinitesimal limit cycle (originating a homoclinic bifurcation), which could coincide with other limit cycle obtained via Hopf bifurcation (infinitesimal limit cycle), when P2 is a center-focus, see Theorem 3.3. Additionally, we observe that the non-infinitesimal limit cycle can increase until coincides with the homoclinic curve, then when it breaks the point P2 becomes an unstable node and so the equilibrium point (0, 0) is a global attractor.
Finally, if ∆ = 0 in equation (5) the equilibrium points P1 and P2 collapse such that u1 Figure 7 . Therefore, system (3) has one equilibrium point of order two in the first quadrant given by P3 = (u3, v3).
Theorem 3.4 Defining
2 then the stability of equilibrium point P3 = (u3, v3) is as follows:
Proof. Since u3 + v3 = (N − M )/(2N ) and ∆ = 0 then Q = (M − N ) 2 + 4CN / (4N (C − M )). Therefore, the Jacobian matrix of (3) at the equilibrium point P3 becomes
Figure 7: For Q = 1.826, C = 0.363, M = 0.16, and N = 0.25, such that the two nullclines intersect in one point in the first quadrant, i.e. for ∆ < 0 (5), then P 1 = P 2 = P 3 . The blue (red) curve represents the prey (predator) nullcline (See Figure 5 for the colour conventions).
Then the determinant of the Jacobian matrix (15) is det J(P3) = 0. Next, the trace of the Jacobian matrix (15) is given by
2 and hence C must be between the two real roots of the quadratic equation αC 2 + βC − γ (16), but C > 0. Therefore, there are positive values (u3, v3) satisfying either (a) and (b), see Figure 7 .
Now we can discuss some of the possible bifurcation scenarios of system (3) . Observe that the stability of (0, 0), (1, 0) and P1 do not change the stability. Additionally, we can see that the stability of the equilibrium points P2 and P3 depend on the system parameter C. Therefore, C can be one of the natural candidates to act as bifurcation parameter.
Remark 3.1 In the proof of Theorem (3.4) under the assuption that ∆ = 0 in (5) and in addition considering the condition tr(J(P3)) = 0 in (16) , that is when
The Jacobian matrix evaluated at P3, J(P3), has Jordan canonical form:
Hence, the equilibrium P3 has a single (repeted) eigenvalue λ1 = λ2 = 0 with algebraic multiplicity 2. This is a necessary condition for system (3) to undergo a Bogdano-Taken bifurcation [25] . One needs the variation of two parameters in order to encounter the bifurcation in a structurally stable way and to describe all possible qualitative behaviuours nearby [9, 25] . Nowadays, there are several computational methods to find Bogdano-Taken points in vector foelds to high accuracy [22] . These methods are implemented in software packages such as MATCONT [11] . Figure 8 illustrates the Bogdano-Taken bifurcation which was detected with [11] Proof. The proof of this theorem is based on Sotomayor's Theorem [25] . For ∆ = 0, there is only one equilibrium point P3 = (u3, v3) in the first quadrant, with u3 = (2C(1 − Q) + Q(M + N ))/(2(C + N Q)) and v3 = (CN (2Q − 1) − 2M N Q − CM )/ (2N (C + N Q) ). From the proof of Theorem 3.4 we know that det(J(P3)) = 0 if ∆ = 0. Additionally, let U = (1, 1) T the eigenvector corresponding to the eigenvalue λ = 0 of the Jacobian matrix J(P3), and let
T be the eigenvector corresponding to the eigenvalue λ = 0 of the transposed Jacobian matrix J(P3) T . If we represent (3) by its vector form
then differentiating F at P3 with respect to the bifurcation parameter C gives
Therefore,
Note that W · FC (u3, v3; C) = 0 under some conditions in the parameters (C, Q, N, M ). Next, we analyse the expression W · [D 2 FC (u3, v3; C)(U, U )]. Therefore, we first compute the Hessian matrix
At the equilibrium point P3 and V = U , this simplifies to
; C)(U, U )] = 0 under some conditions in the parameters (C, Q, N, M ). Therefore, by Sotomayor's Theorem [25] it now follows that system (3) has a saddle-node bifurcation at the equilibrium point P3.
In order to get the bifurcation diagram of system (3) for the parameters M and N fixed we follow [4, 16] and we use the numerical bifurcation package MATCONT [11] 1 . We observe that if (Q, C) are located in the SN curve (see Figure 8 ), then system (3) has only one positive equilibrium point which is the collision of P1 and P2 (see Theorem 3.4), while if (Q, C) are located in the green region (see Figure 8 ), then system (3) does not have equilibrium points in the firs quadrant and therefore (0, 0) is global attractor (see Lemma 3.3) . If (Q, C) are located in the black, yellow or brown regions in Figure 8 , then system (3) has two positive equilibrium points namely P1 = (u1, v1) and P2 = (u2, v2) with u1 ≤ u2 and v1 ≤ v2. In these regions the equilibrium point P1 is always a saddle point. The bifurcation curves obtained from Theorems 3.3, 3.5 and Lemma 3.4 divide the (Q, C) parameter space into four parts. When (Q, C) are located in the brown region the equilibrium point P2 is stable. Moreover, P2 is stable surrounded by an unstable limit cycle when (Q, C) are located in the yellow region, while the equilibrium point P2 is unstable when (Q, C) are located in the black region (see Figure 8 ). 
Conclusions
In this manuscript, the Bazykin predator-prey model with predator intra-specific interactions and ratiodependent functional response was studied. Using a diffeomorphism we analysed a topologically equivalent system (3). This system has four system parameters which determine the number and the stability of the equilibrium points. We showed that the equilibrium points (1, 0) which correspond to the rescaled carrying capacity and P1 are always saddle points. We showed in Theorem 3.1 the origin has a complex dynamics and by using vertical and horizontal blow-up we showed the dynamic in the neighbourhood of the origin. Furthermore, for some sets of parameters values the stable manifold of P1 determines a separatrix curve which divides the basins of attraction of (0, 0) and P2. As a result, the equilibrium point P2 can be stable, stable surrounded by unstable limit cycle or unstable, depending on the trace of its Jacobian matrix, see Theorem 3.3. Moreover, the equilibrium points P1 and P2 collapse for ∆ = 0 (5) and system (3) experiences a saddle-node bifurcation [25] , see Theorem 3.5. We can also conclude that a modification of the parameters Q and C changes the location of the equilibrium points P1 and P2 and this variation also changes the behaviour of the equilibrium point (0, o). Therefore, the basins of attraction of the equilibrium points (0, 0) and P2 depend on the parameters Q and C.
Since the function ϕ is a diffeomorphism preserving the orientation of time, the dynamics of system (3) is topologically equivalent to system (1). Therefore, we can conclude that for certain population sizes, there exists self-regulation in system (1) , that is, the species can coexist. However, system (1) is sensitive to disturbances of the parameters and also in the initial population size. We can se this impact in the size of the basins of attraction of the equilibrium points (0, 0) and P2 in Figures 3, 5, 6 and 7. In these Figures the orange region represent the extinction of both population and the grey region represent the stabilisation of both population over the time. In addition, we showed that the stabilisation of the predator and the prey depends on the values of the parameters Q and C by taking the parameters M and N fixed. Note that the parameter Q correspond to the rescaled per capita predation rate q and the parameter C correspond to the rescaled efficiency with which predators convert consumed prey into new predators c.
Finally, we showed that the intra-specific interactions [6] and ratio-dependent functional response in the Bazykin predator-prey model (1) modified the dynamics of the original Bazykin predator-prey model studied in [18] . Haque showed that the ratio-dependent predator-prey models are more appropriate for predator-prey interactions when the predators involve serious hunting processes. This manuscript extend the analysis in the neighbourhood of the origin showed in [18] and it also provide new graphic explanation about the different behaviour arown this point.
