Abstract We perform a detailed analysis of the solvability of linear strain equations on hyperbolic surfaces. Then the rigidity results on the strain tensor of the middle surface is given for non-characteristic regions. Finally, we obtain the optimal constant in the first Korn inequality scales like h 4/3 for hyperbolic shells, removed the main assumption that the middle surface of the shell is given by a single principal system
Introduction
The goal of the present paper is twofold to study the solvability of linear strain equations and the optimal constant in the first Korn inequality for hyperbolic shells.
The Linear strain equations plays a fundamental role in the theory of thin shells, see [12, 13, 14, 15, 29] . In those works, the linear strain equations have been studied in order to obtain the Γ-limits in a hierarchy of shell(plate) models (introduced in the setting of plates and justified in [4] , and in the setting of shells in [14] ). In general, the strain equations are translated into a scalar second order partial differential equation, which is subject to the geometry of the middle surface. The main observation is that the scalar equation is, respectively, elliptic, hyperbolic or degenerate if the middle surface is of positive, negative or zero Gaussian curvature. The works [15] , [12] , and [29] are specific to the elliptic, parabolic, and hyperbolic middle surfaces, respectively. A survey on this topic is presented in [13] .
Here we present a direct method of solving the linear strain equations for the hyperbolic middle surface, different from [29] , which is relatively simple and allows us to obtain a lower regularity on the solution, see Theorem 1.1 later. Fortunately, this regularity implies the rigidity results on the strain tensor of the middle surface which is one of the key ingredients for the optimal constant in the first Korn inequality for hyperbolic shells ( [10] ).
Originally, Korn's inequalities were used to prove existence, uniqueness and wellposedness of boundary value problems of linear elasticity (see e.g., [1, 17] ). The optimal exponential of thickness in Korn's inequalities for thin shells represents the relationship between the rigidity and the thickness of a shell when the small deformations take place since Korn's inequalities are linearized from the geometric rigidity inequalities under the small deformations ( [3] ). Thus it is the best Korn constant in the Korn inequality that is of central importance (e.g., [2, 16, 18, 19, 21, 22] ). Moreover, it is ingenious that the best Korn constant is subject to the Gaussian curvature. The one for the parabolic shell scales like h 3/2 ( [6, 7] ), for the hyperbolic shell, h 4/3 ( [10] ) and for the elliptic shell, h ( [10] ). All those results were derived under the main assumption that the middle surface of the shell is given by a single principal coordinate system in order to carry out some necessary computation. This assumption is where the properties ∇ ∂z n = κ z ∂z, ∇ ∂θ n = κ θ ∂θ for p ∈ S hold. In the case of the parabolic or hyperbolic shell, a principal coordinate only exists locally ( [30] ). There is even no such an existence for the elliptic shell. However, the assumption (1.1) in [6, 7, 10] can be removed if the Bochner technique is employed to perform some necessary computation. The Bochner technique provides us the great simplification in computation, for example, see [26] or [28] . It has been done in the cases of the parabolic and elliptic shells in [30] . Here we treat the hyperbolic shell by combining the rigidity lemma of the strain tensor of the middle surface, given in this paper, and the interpolation inequality [11] to obtain that the best constant in Korn's inequality scales like h 4/3 , removed the assumption (1.1).
Let M ⊂ IR 3 be a C 3 surface with the induce metric g and a normal field n. Let S ⊂ M be an open bounded set with a regular boundary ∂S. Suppose that S is the middle surface of the shell with thickness h > 0
A shell Ω is said to be hyperbolic if
where κ is the Gaussian curvature. Throughout the paper Ω is assumed to be hyperbolic. Let y ∈ H 1 (S, IR 3 ) be a displacement of the middle surface S. We decompose y as
where ·, · denotes the dot metric of the Euclidean space IR 3 . The (linear) strain tensor of the middle surface (related to the displacement y) is defined by
where D is the Levi-Civita connection of the induced metric g on S,
is the second fundamental form of surface M. y ∈ H 1 (S, IR 3 ) is said to be an infinitesimal isometry if Υ(y) = 0.
We say that S is a non-characteristic region if one of the following assumptions (I) and (II) holds.
(
is an imbedding map which is a family of regular curves with two parameters t, s such that
is one point, and, for each t ∈ (0, a], α(t, ·) is of periodicity 2π in θ. Moreover, for each t ∈ (0, a],
Remark 1.1 If the middle surface is given by one single principal coordinate, that is, the assumption (1.1) holds, then S is in (II) when for each z ∈ [1, 1 + l], r(z, ·) is a closed curve; otherwise, S in (I).
where e 1 , e 2 is an orthonormal basis of M x with the positive orientation. Then the definition of Q is independent of the choice of a positively orientation orthonormal basis and is the rotation on M x by π/2 along the clockwise direction, see [29] . Recall that the shape operator ∇ n :
where
and sign is the sign function. In (I), we shall consider the part boundary data
For convenience, we denote the relations (1.6) and (1.7) by
In (II) the following boundary data are concerned 9) which is denoted by W | (II) = φ. We have the following. Theorem 1.1 (i) Let S be given in (I). Then there is a constant C > 0 such that, for any q 1 , q 2 ∈ L 2 (0, b), and φ ∈ L 2 ((0, a), X ) and any U ∈ L 2 (S, T 2 ), there exists a unique solution y to problem (1.2) with the data (1.6) and (1.7) satisfying 10) where y = W + w n.
(ii) Let S be given in (II). Then there is a constant C > 0 such that, for any φ ∈ L 2 ((0, 2π), X ) and any U ∈ L 2 (S, T 2 ), there exists a unique solution y to problem (1.2) with the data (1.9) satisfying 11) where y = W + w n.
Remark 1.2 A roundabout solvability to problem (1.2) has been given in [29] where the matching property is proven and some Γ-limits are obtained for the hyperbolic shell.
It follows immediately from Theorem 1.1 the corollary below Corollary 1.1 Let S be in (I). Then there is a constant C > 0 such that, for any y = W + w n ∈ H 1 (S, IR 3 ) there exists an infinitesimal y 0 ∈ H 1 (S, IR 3 ) with the boundary 12) where y 0 = W 0 + w 0 n. Let S be given in (II). Then there is a constant C > 0 such that, for any y = W +w n ∈ H 1 (S, IR 3 ) there exists an infinitesimal y 0 ∈ H 1 (S, IR 3 ) with the boundary data
satisfying the estimate (1.12).
We have a rigidity lemma on the strain tensor of the middle surface. 14) for all y = W +w n ∈ H 1 (S, IR 3 ) with w| ∂S×(−h/2,h/2) = 0 and W | (I)(a,b) = 0, or W | (II) = 0.
We combine [11, Theorem 3 .1] with Theorem 1.2 by an argument as in [10] to obtain Theorem 1.3 Let S be a non-characteristic region. Then there are
for all h ∈ (0, h 0 ) and y = W + w n ∈ H 1 (Ω, IR 3 ) with w| ∂S×(−h/2,h/2) = 0 and W | (I)(a,b) = 0, or W | (II) = 0. Moreover, the exponential of the thickness h in (1.15) is optimal.
Remark 1.3
The results in Theorems 1.2 and 1.3 are given in [10] when the middle surface is given by one single principal coordinate.
Linear Strain Equations
On IR 2 we consider the solvability of problem
where (p 1 , p 2 ) is given and (f 1 , f 2 ) is the unknown and a ij ∈ L ∞ . We shall work out some basic regions in which problem (2.1) is uniquely solvable when (p 1 , p 2 ) and some data on part of boundary are given.
A curve γ(t) = (γ 1 (t),
Consider the boundary data
and consider the boundary data
be two noncharacterstic curves with γ(0) = β(0) such that (2.2) and (2.8) hold, respectively. We further assume that
to problem (2.1) with the data (2.13) and (2.14) satisfying
(2.15)
Let β and γ be noncharacteristic curves with β(0) = γ(0) such that (2.2) and (2.8) hold, respectively. Letβ = (β 1 ,β 2 ) : (0,t 1 ) → IR 2 be noncharacteristic such that
Proposition 2.4 Let q 1 , q 2 , and q be given L 2 functions. Then problem (2.1) admits a unique solution f ∈ L 2 (Φ(β,β), IR 2 ) with the data (2.16) and (2.17). Moreover, the following estimates hold
).
The proofs of Propositions 2.1 and 2.4 will be given by the following lemmas.
Proof The proof is broken into several steps as follows.
Step 1. Let x = (x 1 , x 2 ) ∈ E(γ) be given. We integrate the first equation in (2.1) with respect to the variable
Then integrating the second equation in (2.1) over (γ 2 • γ −1
1 (x 1 ), x 2 ) with respect to the variable x 2 yields
Step 2. Let p and q be given. We define an operator B :
with the data (2.4) if and only if B f = f. Next, we shall prove that there is a 0 < ε T ≤ 1 such that when |γ(0)| ≤ T and 0 < max{γ
is contractible. Thus the existence and uniqueness of solutions follow from Banach's fixed point theorem.
In fact, for
which yields
i.e., the map B :
Step 3. Let map B :
Step 2 and let f ∈ L 2 (E(γ), IR 2 ) be the solution to problem (2.1) with the data (2.4). It follows from (2.20) and (2.21) that
Thus, the estimate (2.5) follows if ε is small. Moreover, it follows from (2.18) that
for x 2 ∈ (γ 2 (t 0 ), γ 2 (0)), which yield the estimate (2.6) by (2.5). A similar argument gives (2.7). ✷ By a similar argument as in the proof of Lemma 2.1, we obtain Lemma 2.2 below. For z = (z 1 , z 2 ) ∈ IR 2 , a 1 > 0, and a 2 > 0 given, let
Lemma 2.2 Let T > 0 be given. There is a ε T > 0 such that if |z| ≤ T and 0 < a i < ε T , then for q i ∈ L 2 (z i , z i + a i ) and p ∈ L 2 (R(z, a), IR 2 ) given, there exists a unique R(z,a)) ).
(2.24)
Proof of Proposition 2.1. Let T > 0 be given such that
Let ε T > 0 be given small such that Lemmas 2.1-2.2 hold. We divide the curve γ into m parts with the points τ 0 = 0, τ 0 < τ 1 < · · · < τ m = t 0 such that
For simplicity, we assume that m = 3. The other cases can be treated by a similar argument.
In the case of m = 3, we have
From Lemma 2.1, problem (2.1) admits a unique solution f i ∈ L 2 (E i , IR 2 ) for each i = 0, 1, 2, 3, respectively, with the corresponding data and the corresponding estimates.
We extend the domain of f from ∪ 3 i=0 E i to E(γ) by the following way. By Lemma 2.2, we define f ∈ L 2 (R i , IR 2 ) to be the solution u i ∈ L 2 (R i , IR 2 ) to problem (1.2) with the data
for i = 1, and 2, respectively. Then we extend f on R 3 to be the solution u 3 of (1.2) with the data u
To complete the proof, we have to show f ∈ L 2 (E(γ), IR 2 ). Consider the subregioñ
Since |γ(τ 2 ) − γ(0)| ≤ ε T , Lemma 2.1 insures that problem (1.2) admits a unique solutioñ f ∈ L 2 (Ẽ, IR 2 ) with the corresponding data. Then the uniqueness implies that f (x) =f (x) for x ∈Ẽ. By a similar argument, we show that f ∈ L 2 (E(γ), IR 2 ) is a solution to problem (1.2) with the data (2.4). If M is hyperbolic, an asymptotic coordinate system exists locally( [24] ). Let p ∈ M be given. Then there is an asymptotic coordinate system ψ : N → IR 2 with ψ(q) = (x 1 , x 2 ) such that (2.26) hold for q ∈ N , where N is a neighbourhood of p. Let
We may assume that Π(∂x 1 , ∂x 2 ) > 0 and set
In an asymptotic coordinate system, equation (1.2) takes the form (2.28) below.
Proposition 2.5 Let M be a hyperbolic orientated surface and let ψ(p) = (x 1 , x 2 ) : N (⊂ M ) → IR 2 be an asymptotic coordinate system on M with the positive orientation.
Then equation (1.2) is equivalent to problem
28)
where 
Then the equations, Υ(y)(∂x i , ∂x i ) = U (∂x i , ∂x i ) for i = 1 2, yield problem (2.28) since Π(∂x i , ∂x i ) = 0. In addition, (2.29) follows from the equation Υ(y)(∂x 1 , ∂x 2 ) = U (∂x 1 , ∂x 2 ). ✷
We also need the following lemmas 2.3-2.5, whose proofs are given in [29] .
Lemma 2.3 ([29])
There is a σ 0 > 0 such that, for all p ∈ S, there exist asymptotic coordinate systems ψ : B(p, σ 0 ) → IR 2 with ψ(p) = (0, 0), where B(p, σ 0 ) is the geodesic plate in M centered at p with radius σ 0 .
Lemma 2.4 ([29])
Let γ : [0, a] → M be a regular curve without self intersection points. Then there is a σ 0 > 0 such that, for all p ∈ { γ(t) | t ∈ (0, a) }, S(p, σ 0 ) has at most two intersection points with { γ(t) | t ∈ [0, a] }, where S(p, σ 0 ) is the geodesic circle centered at p with radius σ 0 . If p = γ(0), or γ(a), then S(p, σ 0 ) has at most one intersection point with { γ(t) | t ∈ [0, a] }. 
Letψ : B(p 0 , σ) → IR 2 be an asymptotic coordinate system. Then there exists an asymptotic coordinate system ψ :
where ψ(β(s)) = (β 1 (s), β 2 (s)). Moreover, for X = X 1 ∂x 1 + X 2 ∂x 2 with Π(X, X) = 0, we have
32)
where ̺(X) and Q are given in (1.5) and (1.3), respectively.
Lemma 2.6 Let S be given in (I). There is a 0 < η ≤ b such that problem (1.2) admits a unique solution y = W + w n with the data
(2.34)
Proof Let σ 0 > 0 be given small such that the claims in Lemmas 2.3 and 2.4 hold, where γ(t) = α(t, 0) in Lemma 2.4. We divide the curve α(t, 0) into m parts with the points λ i = α(t i , 0) such that
where t 0 = 0, t 1 > 0, t 2 > t 1 , · · · , and t m = a > t m−1 . For simplicity, we assume that m = 3. The other cases can be treated by a similar argument. We shall construct a local solution in a neighborhood of the curve α(·, 0) by the following steps.
Step 1. Letŝ 0 > 0 be small such that
From Lemma 2.5, there is asymptotic coordinate system ψ 0 (p) = x : B(λ 0 , σ 0 ) → IR 2 with ψ 0 (λ 0 ) = (0, 0) such that
where ψ 0 (β 0 (s)) = (β 01 (s), β 02 (s)) and β 0 (s) = α(0, s). Let 0 < s 0 ≤ŝ 0 be given such that
Next, since α s (s, 0) = β ′ 01 (s)∂x 1 + β ′ 02 (s)∂x 2 , from (2.32) and (2.36), we have
that is, by (1.4),
From (2.38) the boundary data W, T 2 α s = q 1 (s) and W • α(t, 0) = φ(t) are equivalent to 
and w 0 is given by the formula (2.29). We define a curve on S 0 by
Then β 1 (s) is noncharacteristic and
Using the identity (2.18) where f = (W 1 , W 2 ), p = (U 11 , U 22 ) and q = φ, we obtain
It follows from Proposition 2.2 that
Step 2. Let the curve β 1 be given in (2.40). Letŝ 1 > 0 be small such that
From the noncharacteristicness of β 1 (s) and the relation (2.41) and Lemma 2.5 again, there exists an asymptotic coordinate system ψ 1 (p) = x : B(λ 1 , σ 0 ) → IR 2 with ψ 1 (λ 1 ) = (0, 0) and
where ψ 1 (β 1 (s)) = (β 11 (s), β 12 (s)). Since ψ 1 (β 1 (0)) = (0, 0), we take 0 < s 1 ≤ŝ 1 such that
By a similar argument in Step 1, we obtain a unique solution y 1 = W 1 + w 1 n to problem (1.2) on S 1 with the data
y 0 = W 0 + w 0 n is the solution of (1.2) on S 0 , given in Step 1, and
As in Step 1, we define a curve on Ω 1 by
Then β 2 (s) is noncharacteristic and
and the following estimate holds
As in Step 1, using the estimates in Proposition 2.3, we have
Step 3. Letŝ 2 > 0 be small such that
Let ψ 2 (p) = x : B(λ 2 , σ 0 ) → IR 2 be an asymptotic coordinate system with ψ 2 (λ 2 ) = (0, 0),
and β
where ψ 2 (β 2 (s)) = (β 21 (s), β 22 (s)). Next, we prove that
where ψ 2 (β 3 (s)) = (β 31 (s), β 32 (s)) and β 3 (s) = α(a, s), by contradiction. Since β 3 (s) is noncharacteristic, using (2.46) and the assumption Π(α t (a, 0), β ′ 3 (0)) = 0, we have
Let t(s) ∈ (0, a − t 2 ) be such that
Since α 1t (0, 0) = 1 and α(t+t 2 , s) are noncharacteristic for all s ∈ [0,ŝ], we have α 1t (t, s) > 0 and
Thus, equality (2.48) means that α(α 1 (t(s), s), 0) = α(t(s), s), which is a contradiction since α : [0, a] × [a, b] → M is an imbedding map. Let 0 < s 2 ≤ŝ 2 be such that
Then take 0 < s 3 < b such that
We again let
where x = ψ 2 . We consider the boundary data of (W 1 , W 2 ) on Φ(β 2 , β 3 ). We set
where φ = φ 1 ∂x 1 + φ 2 ∂x 2 . Moreover, it follows from (2.47) and (2.32) that the boundary data W, T 1 α s • α(a, s) = q 2 (s) yields
We apply Proposition 2.4 with f = (W 1 , W 2 ) to obtain a solution y 2 = W 2 + w 2 n to problem (1.2) with the corresponding boundary data which satisfies
Step 4. We define
Let η > 0 be small such that
Then y = W + w n on S(0, η) will be a solution to (1.2) with the corresponding boundary data if we show that
from the uniqueness in Proposition 2.3, we have
which yields the first identity in (2.50). A similar argument shows that the second identity in (2.50) is true. Finally, the estimate (2.34) follows from (2.43), (2.45), and (2.49). ✷
Proof of Theorem 1.1 (a) Let S be given in (I). Let ℵ be the set of all 0 < η ≤ b such that the claims in Lemma 2.6 hold. We shall prove b ∈ ℵ.
Let η 0 = sup η∈ℵ η. Then 0 < η 0 ≤ b. Thus there is a unique solution y = W + w n on S(0, η 0 ) to (1.2) with the data W (I)(a,η 0 ) = (q 1 , φ, q 2 ).
Step 1. We claim η 0 = b. By contradiction. We assume that η 0 < b. Let σ 0 > 0 be given small such that the claims in Lemmas 2.3 and 2.4 hold, where γ(t) = α(t, η 0 ) in Lemma 2.4. As in the proof of Lemma 2.6, we divide the curve α(t, η 0 ) into m parts with the points λ i = α(t i , η 0 ) such that
where t 0 = 0, t 1 > 0, t 2 > t 1 , · · · , and t m = a > t m−1 . Again, we shall treat the case of m = 3 for simplicity. Let ψ 0 (p) = x : B(λ 0 , σ 0 ) → IR 2 be an asymptotic coordinate system with ψ 0 (λ 0 ) = (0, 0) such that
For ε 0 > 0, let
where β 0i (s) = ζ i (s + η 0 − ε 0 ) for i = 1, 2. Let ε 0 > 0 be given small such that there is t 0 2 > 0 satisfying
From Proposition 2.3, the solution y = W +w n can be extended on to S 0 and the following estimates
By a similar argument as in Steps 2 and 3 in the proof of Lemma 2.6, we proceed to obtain 0 < ε 2 ≤ ε 1 ≤ ε 0 such that the solution y = W + w n is extended to the domain S(0, η 0 + ε 2 ) and the estimates
holds, that is, η 0 + ε 2 ∈ ℵ, contradicting with the definition of η 0 .
Step 2. Let ε > 0 be given small. We extend
By a similar argument as in Step 1, we show that b ∈ ℵ.
(b) Let S be given in (II). If α(0, ·) is a closed curve, by similar arguments as in the proof of (a), we solve problem (1.2) locally and paste the local solutions together to obtain the desired solution. The details are omitted.
Next, let us assume that α(0, ·) = p 0 ∈ M is one point. Let σ 0 > 0 be given small such that B(p 0 , σ 0 ) ⊂ S and there is an asymptotic coordinate system ψ = x :
It is easy to check that for ε > 0 small,
is a neighbourhood of p 0 , which is a non-characteristic region. We fixed t 0 > 0 small such that
We first solve problem (1.2) on the region
with the boundary data W | (II) = φ to have the solution y = W + w n. Then we solve problem (1.2) on the region N ε with the corresponding the boundary data which is from W to have the solution y 1 on N ε . Finally, we paste y and y 1 together to obtain the desired solution. ✷ Proof of Theorem 1.2 The estimate (1.13) follows from Corollary 1.1 immediately. Next, we prove the estimate (1.14). It follows from the identity (2.52) below that Proof Let p ∈ S be given. Let E 1 , E 2 be a frame field normal at p such that = Π(W, Dw) + w tr g i (W )DΠ + w Π, DW .
✷

Optimal Exponential
We need an interpolation inequality from [11] . This result is also established in [30] where the existence of a local principal coordinate is not assumed but the Dirichlet boundary conditions are needed to hold on the thin faces of the shell. for all h ∈ (0, h 0 ) and y ∈ H 1 (Ω, IR 3 ).
From [30, Proposition 2,1], if κ(p) < 0, a local principal coordinate exists at p. Thus, the estimates (3.1) hold when S is a non-characteristic region.
By defining ∇ n n = 0, we introduce an 2-order tensor p(y) on IR 3
x by p(y)(α,β) = ∇ ∇ nα y,β forα,β ∈ IR 3 . (3.2)
Moreover, we need the following lemma from [30] . From Theorem 1.2, we thus have
(3.5)
We integrate the above inequality in t ∈ (−h/2, h/2) to have w ≤ C( ∇y sym ∇y + sym ∇y ). for ε > 0 small. Inserting (3.6) and (3.7) into (3.1), we obtain (1.15).
To complete the proof, we need to construct an Ansatz. From [30, Proposition 2.1], there is a local principal coordinate on S. In such a local principal coordinate, the Ansatz has been given in [10] . ✷
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