Introduction
When data x follows a model with density f (x|θ, ψ) and parameters θ ∈ R p (p ≥ 1), ψ ∈ R, the maximum likelihood estimate (MLE)ψ is often biased when it depends on MLEθ and the model is ψ-regular, i.e. the ψ-score's expectation vanishes for all θ, ψ. An alternative estimation method for ψ is thus The results justify theoretically Fisher's abandoned "2-stage procedure" that does not adhere to MLP and its implementation is equivalent to MUMLE.
When the MLE of a parameter has a distribution depending only on that parameter, its likelihood can be formed and maximized to produce a second stage MLE (Savage, 1976, p.455, footnote 20) . Fisher (1915 Fisher ( , 1921 used the procedure to estimate the variance and the correlation coefficient of normal population but has never formulated this " second criterion". He has never discussed the relationship between the original and the second criterion, why he preferred the latter in 1912-1921 and changed his mind in 1922 (Aldrich, 1997 , p. 166, left column, lines 22-35). There were neither motivating theory nor details for the implementation of the 2-stage procedure. For example, which estimate to choose if the second step estimate has smaller bias but larger MSE than the estimate obtained in the first step? Why is the estimate in the second step better than that in the first step?
MLP was introduced by Fisher (1922 Fisher ( , 1925 ) who established asymptotic optimality of the MLEθ of θ for various x-models. The notions of the first and second order efficiency of an estimate revealed asymptotic optimality properties ofθ (Rao, 1962 , Efron, 1975 . A decision theoretic approach showed that θ is finite sample efficient with respect to the mean squared error of the scores and within a large class of estimates (Yatracos, 1998 This work is motivated from several MLEs for the shape parameter ψ that are unbiased only when the location θ is known. The goals are: a) to examine whether there is a theoretical explanation for this phenomenon, b) to correct the bias adhering to MLP.
The obtained results for a) show thatψ's bias in these examples is not a coincidence and indicate how to achieve b) by not adhering to Fisher's model specification approach (Fisher, 1922 (Fisher, , 1925 
This new LE is not that of a χ 2 -distribution with n − 1 degrees of freedom,
i.e. Y 's distribution, thus it "does not correspond to a proper model".
The proposed preventive approach suggests to replace the LE to be solved Criterion (Rissanen 1984 (Rissanen , 1987 
MLE's Bias Pathology
Let the data x be a random vector in R d having density f (x|θ, ψ) with respect to Lebesgue measure, parameters θ ∈ R p , ψ ∈ R all unknown and with the ψ-score U ψ satisfying
Assume that MLEθ of θ and U ψ are used to obtain MLEψ such that
It is seen in Proposition 2.1 a) that ψ-regularity (3) may most often cause bias forψ because it is expected to imply that E θ,ψ U ψ (x,θ, ψ) does not vanish, especially if θ's dimension p is large. Using instead the score for the data Y (i.e.ψ) to determineψ M U this drawback is avoided for some models thus motivating the use of MUMLE.
and only if
at least for ψ = ψ 0 . Since (3) holdsψ is expected to be biased.
ψ is biased estimate of ψ if and only if
at least for ψ = ψ 0 ; ψ * is betweenψ and ψ 0 .ψ is expected to be biased.
A simple result follows motivating the use of MUMLE when Y 's distribution depends only on ψ.
Corollary 2.1 Under the assumptions of Proposition 2.1 a) but with ψ the only model parameter, ψ-regularity (3) implies thatψ is unbiased for ψ.
The next proposition can be used to showψ is biased.
Proposition 2.2 Let T (x, θ, ψ) be a functional for which (4) holds with
is a constant C( = 0) and for ψ 0 it holds
Thenψ is biased estimate of ψ.
1 Proofs are in the Appendix.
When U ψ (x, θ, ψ) has the form
(2)-(4) hold also for U * ;h is a real valued function. The equation to be solved for ψ has the form
U * is a useful tool that will play the role of T when applying Proposition 2.2.
With the next propositionψ's bias is confirmed directly for some models.
Proposition 2.3 For f (x|θ, ψ) withθ the MLE for θ assume in addition to
which implies that
C is a constant, D is a function with positive values, A > 0 and g is a real valued function of x.
Then,ψ is biased for ψ.
Proposition 2.3 is used in Examples 2.1-2.4.
Example 2.1 Let x = {X 1 , . . . , X n } be i.i.d. normal random variables with mean θ and variance ψ. Then f (x|θ, ψ) satisfies (9),θ =X and U ψ has form (10) with
From Proposition 2.3ψ is biased for ψ.
Example 2.2 (The Neyman-Scott problem)
Let {X ij , j = 1, ..., k} be a sample from a normal distribution with mean θ i and variance ψ, i = 1, ..., n, and let x represent all the observations. The samples are independent andθ i =X i , i = 1, . . . , n. Then f (x|θ, ψ) satisfies (9) and U ψ has form (10) with
From Proposition 2.3 it follows thatψ is biased for ψ.
Example 2.3 Let x = {X 1 , . . . , X n } be i.i.d. random variables from a shifted exponential density f with parameters θ and ψ (> 0),
I denotes the indicator function. Then f (x|θ, ψ) satisfies (9),θ is the smallest observation X (1) and U ψ has form (10) with
From Proposition 2.3ψ is biased for ψ. 
I denotes the indicator function. Then f (x|θ, ψ) satisfies (9),θ is the smallest observation X (1) and U ψ * has form (10) with
From Proposition 2.3 MLEψ * is biased for ψ * .
The proposition that follows presents conditions under whichψ is biased. The definition of a complete family of densities is provided according to Lehmann and Scheffé (1950) . 
it holds that φ(u) = 0 for every u except for a set of u's having probability zero for all η ∈ H.
Proposition 2.4 a) Under the assumptions and the notation of Proposition

a)
, with C(x,θ, ψ) a constant C and
if the family {f (x, θ, ψ), θ ∈ R} is complete for each fixed ψ and the distribution of U ψ (x|θ, ψ) depends also on θ, thenψ is biased estimate of ψ.
b) Under the assumptions and the notation of Proposition 2.1 b), for gen-
eral C(x,θ, ψ) existing in neighborhoods of ψ 0 andψ 0 and with (13) holding, if the family {f (x, θ, ψ), θ ∈ R} is complete for each fixed ψ and the distribution of
for ψ = ψ 0 ,ψ 0 , depends also on θ, thenψ is biased. The LE for θ k has form (8) with θ k instead of ψ, and solving it we obtain
When Y 's density depends only on θ k it is used as model to obtain MUMLÊ θ k,M U .
In the examples presented in the next section the distribution of Y is easy 
h(θ) is a prior and |I x (θ)| is the determinant of the Fisher's information matrix for x, p ≥ 1.
The next propositions motivate the use of the MML approach for frequentist inference. 
Remark 3.2 The assumptions in Proposition 3.2 hold at least under the setup of Example 2.1 for which
Then,
Examples-MUMLE's Applications
An elementary Lemma follows to be used in the examples. 
and Y 's distribution follows from Lemma 4.1 with τ and k taking,respectively, values √ ψ and n − 1. The model updated LE is
The MUMLE of ψ is its UMV U estimate
Example 4.2 (Example 2.2 continued, the Neyman-Scott problem)
The LE for ψ after replacing θ i by its MLEX i (for every i) is
Using Y 's model from Lemma 4.1 with k = n(m − 1), the MUMLE is
an unbiased and consistent estimate of ψ. 
Y follows Gamma distribution with parameters ψ and n − 1. The LE for Y is
that is also the UMVU estimate (Arnold, 1970 (Arnold, , p. 1261 ).
In the Pareto family example that follows with parameters ψ and θ both unknownψ M U reduces by 50% the bias of the MLEψ and has also smaller variance. With this parametrizationψ is not unbiased even when θ is known.
Using the parametrization ψ = 1/ψ * , MLEψ * is unbiased for ψ * when θ is known but when θ is unknown MUMLEψ * M U is unbiased.
Example 4.4 Let X 1 , · · · , X n be independent random variables from Pareto density (12) with ψ * = ψ −1 , ψ > 0. The log-likelihood of the sample is n log ψ + nψ log θ − (ψ + 1)
andθ is the smallest observation, X (1) . The score and the MLE are, respectively,
has a Γ(n−1, ψ) distribution (see, e.g, Baxter, 1980, p. 136, l. -6 and references therein)ψ is biased and
The updated score based on the data Y and MUMLEψ M U are, respectively,
, with
Observe thatψ M U improves both the bias and the variance ofψ.
Using instead density (12) the ψ * -score and the MLE are, respectively,
n . ψ * is biased; see Example 2.4. Using the model from data
the updated score and MUMLEψ * M U are, respectively
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Appendix
Proof of Proposition 2.1: a) Make a Taylor expansion of U ψ (x,θ,ψ) around ψ using U ψ 's linearity in ψ,
From (4) it follows that
b) Equation (18) remains valid with C = C(x,θ, ψ) evaluated at ψ = ψ * between ψ andψ. Thenψ is biased if and only if
Most often (19) will hold. To examine this expectation further make a second order Taylor approximation of the left side in (19) around E θ,ψ U ψ (x,θ, ψ) (denoted by EU ψ ) and E θ,ψ C(x,θ, ψ * ) (denoted by EC) assuming negligibility of the remainder, 
Thus, from (10) it follows that Assume thatψ is unbiased. Then from Proposition 2.1 a) for ψ 0 E θ,ψ 0 U ψ (x,θ, ψ 0 ) = 0 ∀ θ.
Let K(ψ 0 ) = {x : U ψ (x,θ, ψ 0 ) = 0}.
Since U ψ (x,θ, ψ 0 ) is function of x only, by assumption its distribution depends on both θ and ψ 0 and the family {f (x|θ, ψ 0 ), θ ∈ R} is complete, it follows from (22) that
Equalities (23) hold also forψ 0 = ψ 0 and for x ∈ K(ψ 0 ) ∩ K(ψ 0 )( = ∅) the likelihood equation for ψ has 2 solutions, ψ 0 andψ 0 , leading to contradiction because of (2). is function of x only, its distribution depends on both θ and ψ 0 and family {f (x|θ, ψ 0 ), θ ∈ R} is complete it follows that U ψ (x,θ, ψ 0 )
C(x,θ, ψ * ) = 0 a.s.
which implies that 
