In this paper, we present a new method for characterization of radio frequency Power Amplifier (PA) in the presence of nonlinear distortion which affect the modulated signal in the Radiocommunication transmission system. The proposed procedure uses a grey box model where PA dynamics are modelled with a MIMO continuous filter and the nonlinear characteristics are described as general polynomial functions, approximated by means of Taylor series. Using the baseband input and output data, model parameters are obtained by an iterative identification algorithm based on Output Error method. Initialization and excitation problems are resolved by an association of a new technique using initial values extraction with a multi-level binary sequence input exciting all PA dynamics. Finally, the proposed estimation method is tested and validated on experimental data.
Introduction
There is increasing interest in high-level or behavioural modelling for simulation and design of complex radiocommunication sub-systems and components 1,2 . Radio frequency (RF) nonlinear power amplifiers (PA), used to transmit the modulated signal, are classically characterized by two types of distortion: amplitude-to-amplitude (AM/AM) and amplitude-to-phase (AM/PM) characteristics. However, some uncertainty remains regarding the limitations and drawbacks of these commonly used approaches. These limitations are more evident in systems containing a significant degree of dynamical or when it is attempted to use this type of characterization with multiple carrier inputs and different modulation schemes.
The standard technique for PA modeling uses a nonlinear structure with fixed delay taps and complex coefficients 3, 4 . A Volterra series 1, 5, 6 , Wiener and Hammerstein model 2, 7 are largely employed in quantifying Radio frequency (RF) effects. A number of algorithms exist performing the coefficient adaptations like the Least Mean Squares (LMS) technique which is the most commonly used algorithm 8, 9 . However, the parameters computation for a nonlinear system is often difficult and time consuming for strongly nonlinear devices. The model considered in this paper is described on continuous-time domain. This structure is similar to PA discretetime representation which is including nonlinear transfer function and continuous filter 3 . The first branch is set to a memoryless amplitude (AM/AM) and phase (AM/PM) conversion. Conventionally, the power series model is used to considered these transfer functions. To describe a PA dynamics, an n th MIMO coupled filters is inserted. This element operates on modulating input and represents a low-pass equivalent in envelope signals 10 .
Model parameters are achieved using an iterative identification algorithm based on Output Error method.
During last two decades, there has been a new interest in Output Error techniques 11, 12, 13, 14 . An overview of approaches is given in 8, 15, 16 . Output Error (OE) methods are based on iterative minimization of an output error quadratic criterion by a Non Linear Programming (NLP) algorithm. This technique requires much more computation and do not converge to unique optimum. But, OE methods present very attractive features, because the simulation of the output model is based only on the knowledge of the input, so the parameter estimates are unbiased 9, 17 . Moreover, OE methods can be used to identify non linear systems. For these advantages, the OE methods are more appropriate in microwave systems characterization 10 . For PA identification, the parameters initialization and input excitation are very important to ensure global convergence. Then, we propose a new procedure for initialization search based on estimation of the nonlinear (AM/AM) and (AM/PM) functions decoupled from filter identification. A resulting value gives a good approximation of model parameters. Associated with a multi-level input excitation, this technique allows a fast convergence to the optimal values. Such an identification procedure for continuous-time domain in PA modeling does not seem to have been used previously.
The validation of this PA model is obtained for some digital modulation techniques in simulation and experimental investigations. Measured and estimated output signal are compared. Results show a good agreement and the possibility to PA characterization using continuous-time representation.
PA Model description
The nonlinear amplifier model used in this paper is an extension of the discrete timemodel at continuous representation 3, 18, 19 . The major disadvantage of the discrete representation is that the used parameters have no physical significance, contrary to continuous one where parameters keep their real aspect 12, 20 . This is very important when advanced PA applications are considered such as linearization or real time control.
The nonlinear block presented here operates on baseband quadrature I/Q timedomain waveforms. The complex low-pass equivalent (LPE) representation of the communication signal is used to avoid the high sampling rate required at the carrier frequency. As shown in fig. 1 , the two-box MIMO model includes a memoryless nonlinearity prior to an n th order Laplace filter. In this model, the first box is the AM/AM and AM/PM conversions described PA nonlinearities. The second box is the frequency response which operates on the two baseband inputs I/Q.
Nonlinear Static functions
To take into account simultaneous gain and phase characteristics, amplifiers are traditionally modeled with a complex polynomial series 2 . Then, the complex envelope of the non linear output signal is approximated with the following baseband input/output relationship:
V in and V N L are respectively the complex input and output voltage translated in baseband and expressed according the direct and quadrature I/Q signals as:
is the complex gain of the amplifier, dependent of the magnitude of the input V in . The complex gain is expressed with a polynomial function composed by even term which produce harmonic distortions inside the PA bandpass:
where c 2k+1 are the complex power series coefficients such as:
The previous equations give the relationship between input and output baseband signals :
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The output quadrature signals depend on the both input quadrature terms and on the instantaneous input power.
Continuous filter
Such power amplifiers are more or less nonlinear which means that the output signal will be an amplified but distorted version of the input signal. Furthermore, these amplifiers have memory, i.e., the output signal does not only depend on the instantaneous value of the input signal. This results in a frequency-dependent transfer function and coupling effect between I and Q voices. These dynamical effect caused by the PA system behavior may be expressed with a MIMO differential model 10 . As shown in figure (1), the input to output relationships of this n th order filter can be written as:
where I out (t) and Q out (t) are the filter outputs.
The coefficients a k , b k and b ′ k are real scalars that define the model. Note that the filter structure is the same on the diagonal axes IQ and inverse on the other component, which gives a coupled MIMO plant. Thus, the input-output relation can be expressed in Laplace-domain with the two transfer-functions H(s) and G(s), as so:
where s denotes the differential operator s = d dt .
Parameter identification of the PA model
Parameter identification is based on the definition of a model. For power amplifier, we consider the previous mathematical model (Eqs. 1-6) and we define the parameter vector:
where [.] T denotes transposition operation.
A general principle of parameters estimation using Output Error technique is shown in Figure ( 2). Assume that we have measured K values of input vector (I in (t), Q in (t)) and output vector (I * out (t), Q * out (t)) with t = k · T e and 1/T e is the sampling rate. The identification problem is then to estimate the values of the parameters θ. Thus, we define the output prediction errors:
where predicted outputsÎ out k andQ out k are obtained by numerical simulations of the PA model andθ is an estimation of true parameter vector θ. As a general rule, parameter estimation with OE technique is based on minimization of a quadratic multivariable criterion defined as :
We obtain the optimal values of θ by Non Linear Programming techniques. Practically, we use Marquardt's algorithm 21 for off-line estimation:
J ′ θ and J ′′ θθ are respectively gradient and hessian such as: 1-6 ).
Initialization problems
An inherent problem of iterative search routines is that only convergence to a local minimum can be guaranteed. In order to converge to the global minimum, a good initialization is important. Usually, for engineering process, users have a good knowledge on physical parameters, necessary to initialize the iterative algorithm (Eq. 10). In our case, PA users have not sufficient information on parameter vector θ, especially on AM/AM and AM/PM parameters. It is then essential to define a global strategy which makes it possible to obtain approximative values of parameters. So we propose an optimal search method based on Equation Error techniques to achieve initial values of non linear and filter parameters.
Non linear parameters initialization
The first step consists in searching approximation of the complex parameters c 2k+1 using the envelope magnitude and phase distortions (Eqs. 1-3). Thus, the AM/AM and AM/PM characteristics are used to optimize a polynomial function by Least Mean Square (LMS) algorithm 9 . A solution for the coefficients is obtained by minimizing the mean-squared error between the measured (I * out , Q * out ) and the modeled output (I out , Q out ) under low frequency signal such as:
where :
T is the vector of polynomial parameters,
T is the regression vector, and V in k is a k th sampled input.
Noted that for these estimations, the regression vector ϕ k is not correlated with the measured output V * out . In practice, the PA characteristics is performed by a sinusoidal excitation applied on baseband inputs I in and Q in at fixed low frequency and high input level. In
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Continuous identification of RF amplifiers 7 these conditions, the PA filtering effects are assumed negligible according to non linear dynamics. The input-output curves are obtained by measuring the output gain and phase as a function of input level.
Filter parameters initialization
The second step is the determination of initial values for the filter coefficients. They are obtained for an input signal with low input level and large frequency bandwidth. The signal distorsion is then negligible, which makes it possible to take into account only the linear filters H(s) and G(s) effects. Thus, we define the two filters parameters vectors:
Parameter estimation is performed by iterative Instrumental Variable based on Reinitilized Partial Moments RPM method (see also 10, 13, 23 ). Used for continuous filter identification, this technique is included in the integral methods class. The main idea of this class is to avoid the input-output time-derivatives calculation by performing integrations. In this class, the particularities of the RPM method a is the use of a time-shifting window for the integration and to perform an output noise filtering. The main advantage of this estimation method to others is its relatively insensitivity to the initial conditions and rough system a priori knowledge.
Simulation and experimental results

PA circuit and results
The described power amplifier is a single stage structure composed of a MESFET device by Infineon (CLY 5). The nonlinear behaviour of the transistor is described by a table based model of the nonlinear drain current source associated to a junction model for the gate to source capacitance (Fig. 3) .
The matching topology is designed to ensure optimum power and efficiency performance at the 900MHz operating frequency. The output matching has a low pass T structure composed of a capacitor to ground and two transmission lines.
Filter identification algorithm needs large frequency bandwidth excitation signal to provide appropriate estimation. Indeed, modulated signals are required to In our case, we used the 3 th order complex polynomial:
Thus, we define the estimated parameter complex vector:
After running a LMS algorithm (Eq. 11), we obtained : Figure (4) allows a comparison between measured I output waveforms and its estimation. As can be seen, even if the amplifier is driven near saturation, the LMS algorithm converge to the optimum values with a maximum output estimation error less than 0.4 V.
Step 2 The initial values a i , b i and b ′ i of the linear filters H(s) and G(s) are obtained by applying a Pseudo Random Binary Sequence (PRBS) signal with small amplitude level. To evaluate the efficiency of parameters estimator, we compared simulated output with real data of channel I at the end of the identification procedure (Fig. 5) . We can show that the estimation error (or residuals) is negligible and dont exceed 24mV. The filter form is achieved using the RPM method for different plants. A quadratic error comparison allows to obtain an appropriate order. Then, for a 1 st order filters, the RPM algorithm gives the parameters values: 
The dynamic behavioral of the PA system can be described by a MIMO coupled filter. The real filter H(s) and the obtained filterĤ(s) characteristics are represented in figure (6) by the gain and phase curves. The cut off frequency of the filter is around 76 MHz. Step 3 The model parameters obtained in the previous steps will be used to initialize the nonlinear identification algorithm. The unknown system in this case is the global PA model. The measurements are performed by an input signal obtained from the adding of some P.R.B.Sequences at different levels. The aim is to drive the amplifier in its overall level range (linear and non linear area). After 8 iterations, we obtain the following parameters: Model simulation with the achieved parameters exhibit good approximation of measured data (Fig. 7) .
PA setup
The measurement setup is shown in Fig. 8 . The power amplifier is a commercial ZHL-42 from Mini Circuits manufacturer. Input and output data are obtained from YOKOGAWA Digital Oscilloscope with a sampling period equal to 10 ns. AM/AM and AM/PM characteristics are given in figure (9) . Thus, we can clearly see that the non linear behavioral of the amplifier is successfully described by a traditional third polynomial series. 
Conclusion
A model based on continuous-time representation is described which offers a simple way to modeling PA dynamics. This model is able of accounting the magnitude and phase amplifier nonlinearities such as the saturation effects.
Test results in simulation and experimentation illustrate the efficiency of this technique for use in off-line identification. The continuous approach was found to be accurate in predicting the dynamical response of the commercial amplifier. Estimation results show that the described amplifier acts like a resonant system coupled with a polynomial series.
