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ABSTRACT
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ROBUST DESIGN METHODOLOGIES:
APPLICATION TO COMPRESSOR BLADES
by Apurva Kumar
Compressor blades are subtle aerodynamic shapes designed after years of research and in-
sight. They inevitably show deviations from their desired shapes due to manufacturing errors,
erosion or foreign object damage. In the present study we focus on seeking compressor blade
geometries, that are robust in performance in the presence of geometric uncertainty. So-
phisticated tools for representing and propagating uncertainty are employed. Novel method
for modeling eroded blade geometry and simulating manufacturing variations with process
capability data are presented. These are combined with an automatic meshing routine and a
high ﬁdelity viscous ﬂow solver for performance analysis. A combination of Design of Experi-
ment techniques and Gaussian Process emulators are employed to develop eﬃcient surrogate
models for uncertainty analysis and exploring the design space.
Eﬃcient multiobjective optimization based robust design methodologies are presented.
The robust design methods in conjunction with the surrogate model are used to seek blades
that have less variation in performance in the presence of erosion and manufacturing vari-
ations. Main eﬀects and sensitivity analysis are also performed to understand the eﬀect of
each noise variable on the performance. The performance of the robust blades obtained are
compared to that of deterministic optimal blades in the presence of the uncertainties. The
robust optimal blades exhibit considerably less variability and mean shift in performance as
compared to the optimal blades. Finally, a probabilistic framework is developed to deal with
randomness in objectives during multiobjective optimization and is applied in conjunction
with Gaussian Process emulators for robust design.to my parents ....Contents
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Introduction
1.1 Motivation
The performance and integrity of compressor blades are central to the behaviour of mod-
ern gas turbine engines. These blades are subtle airfoils designed after years of insight
and research, however, they inevitably exhibit deviations from their designed shape due to
manufacturing errors, erosion and damage. This can cause considerable deterioration in
aerodynamic performance and may even lead to replacement of the expensive blades. Re-
cent changes in the aviation power industry and new market paradigms such as Power By
The Hour by Rolls-Royce, which oﬀer operational guarantees on items such as performance
retention, reliability, in-ﬂight shutdowns, maintainability, maintenance cost, etc; make the
need for robust design very important in the present scenario. This motivates our current
work of developing methods to seek compressor blades that have robust performance in the
face of erosion and manufacturing errors.
The presence of uncertainty in designing any engineering system is inevitable. Uncertainty
could be present for many reasons, including lack of knowledge about material properties,
uncertain boundary conditions and operating conditions, manufacturing tolerances, etc. Tra-
ditional methods of deterministic design ignore the presence of uncertainty which can lead to
undesirable variations in the design performance. Probabilistic design methods can be em-
ployed to quantify, propagate and manage uncertainty in the design process. More often than
not it can be very expensive or perhaps impossible to eliminate the sources of uncertainty in
a system, such as manufacturing precision, operating temperature or humidity levels. One of
the popular probabilistic methods is robust design which seeks designs that are less sensitive
to the presence of uncertainty in the system, without removing the source of uncertainty.
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It exploits the interactions between the design variables and uncertain parameters to pro-
pose designs that are robust (Phadke, 1989). Robust design essentially aims at reducing
the variability in the performance of a system, along with seeking improvement in the mean
performance (Taguchi & Wu, 1980). There are many methods for conducting robust design
optimization and the most common are the Taguchi methods, Metamodel based methods,
Statistical decision theory based methods and Multi-objective optimization methods (Nair,
1992; Sanchez, 2000; Trosset, 1996).
There is a wide body of literature dealing with application of robust design methods to
engineering systems. These contributions have been mainly in the area of experimental set
up, deﬁning variability metrics and objective formulations. Unfortunately, robust design
methods are still not widely used in industry. The primary reason being that, industries
like those in the aerospace sector, are continuously moving towards higher ﬁdelity models
to simulate the design performance. For example, in the ﬁeld of aerodynamic design, there
is an increasing push from low ﬁdelity codes like panel methods, to high ﬁdelity methods
like Reynolds Averaged Navier Stokes solvers (RANS), Large Eddy Simulation (LES) etc.
Such high ﬁdelity models incur high computational cost and quantifying uncertainty in the
face of uncertainty can be prohibitive. The focus of the present research is to propose
eﬃcient surrogate model based robust design methods which can be used eﬀectively in a
sequential optimization framework to arrive at robust designs on a limited computational
budget. The research also focuses on explicitly exploiting the trade-oﬀs between mean and
standard deviation of the performance in a sophisticated multiobjective framework. The
strategy is essentially 1) to formulate eﬃcient surrogate based robust design methods for
high ﬁdelity analysis problems, 2) to devise strategies to systematically improve the quality
of the surrogate to predict robust solutions. The resulting surrogate can then be used to
produce robust and high quality designs.
1.2 Background
Traditional methods in design optimization aim to optimize the nominal performance of the
system. This may lead to designs which have good performance at the design points but
may have poor oﬀ-design performance. A classical example in aerodynamic optimization is
to seek an airfoil which has good performance across a range of Mach numbers. Researchers
have solved this problem from a deterministic point of view using multi-point optimizationChapter 1 Introduction 3
techniques. These methods are computationally very expensive and though one may achieve
designs with good performance at the multiple design points there is no guarantee that the
design would have good performance at some other intermediate point (Drela, 1998).
Non-deterministic methods which systematically manage and propagate uncertainty through
the system are best suited to solve such problems. Two major class of probabilistic methods
are Robust Design Methods and Reliability Based Design Methods. Robust design methods
seek to reduce the variability in the performance of the system while reliability based meth-
ods suggest designs with the probability of failure lower than a prescribed value. Robinson
(1998) provides a survey of probabilistic methods for performing reliability and uncertainty
analysis of complex engineering systems. Unlike traditional methods using factors of safety
and knockdown factors, the probabilistic methods provide a systematic and quantitative
approach. The most commonly used reliability based methods are ﬁrst and second order re-
liability methods (FORM and SORM) (Madsen et al., 1986; Chandu & Grandhi, 1995; Allen
& Maute, 2004). One of the early approaches to reduce variations in performance was the Six
Sigma Quality method, which required that the ±6 standard deviations of the performance
lie between the mean and a prescribed value (Harry, 1997). The Six Sigma Quality method
has been employed by many companies like Motorola and General Electric to improve their
product performance (Pande et al., 2000).
In the early 1970’s Taguchi re-emphasized the need to reduce the variation in the perfor-
mance of products (Taguchi & Wu, 1980). He proposed to exploit the interactions between
the design variables and noise variables to achieve robust designs (Taguchi, 1986; Phadke,
1989). Taguchi’s methods found widespread applications in the manufacturing and electronic
industry, but these methods had several limitations for complex design problems (Nair, 1992;
Box, 1988; Tsui, 1996). With the growing interest in robust design many improvements on
Taguchi’s methods were presented. Welch et al. (1990); Welch & Sacks (1991) proposed a
combined array and metamodel based method for robust design using computer experiments.
Ben-Tal & Nemirovski (1997) used min-max method, based on statistical decision theory, for
robust design studies. A genetic algorithm based robust solution searching scheme was pro-
posed by Tsutsui & Ghosh (1997). Robust design methods of these forms have also been
widely used in the industry.
Probabilistic methods like robust design have found limited applications to problems in-
volving computationally expensive analysis such as aerodynamic design. This is primarily
because they demand many evaluations of these high ﬁdelity models which turn out to beChapter 1 Introduction 4
prohibitively expensive. In the last few years there has been a resurgent increase in proba-
bilistic design methods in aerospace design (Zang et al., 2002). Huyse & Lewis (2001) studied
the classical airfoil optimization problem of minimizing drag while allowing for uncertainty
in operating conditions. They used a free form airfoil optimization approach with an inviscid
Euler solver to estimate the drag. In (Huyse, 2001), they compared the results obtained
from deterministic single point and multi point optimization methods, with a robust design
based method. They employed a statistical decision theory based min-max approach method
which seeks to optimize the worst case scenario of the performance (Li et al., 2002). Putko
et al. (2001) use sensitivity derivatives in an approximate statistical moment method to seek
robust solutions. They used a quasi 1-D Euler code for CFD simulation and sought nozzle
designs robust to geometric variability and uncertainty in input conditions. Mavris & Bandte
(1997) applied probabilistic methods applied to aircraft system design for a high speed civil
transport system. Mavris et al. (1998) compared Monte Carlo Simulation (MCS), Response
Surface Methodology and fast probability integration methods for probabilistic design of a
commercial aircraft engine cycle.
Despite the previously cited work probabilistic methods have not found widespread ap-
plication in aerothermal analysis and design of turbomachinery components. In the last
decade these methods have been applied to optimize engine cycle parameters and individ-
ual engine components (Egorov, 1992; Egorov & Kretinin, 1993; Garzon & Darmofal, 2001,
2003). Egorov (1992); Egorov & Kretinin (1993) proposed a procedure for optimizing mul-
tistage axial compressor parameters in a stochastic setup. Turbomachinery components like
compressor fan blades are central to the performance of modern gas turbine engines. These
blades are sensitive shapes and are manufactured under tight tolerancing. However, ﬁnished
airfoils have deviations from their intended shape due to manufacturing errors or erosion and
damage (Roberts, 1984; Balan & Tabakoﬀ, 1984).
During operation, compressor fan blades are exposed to a number of erosion processes
(Metwally et al., 1995). This can lead to reduction of the blade chord, alteration in the
shape and increase in the surface roughness (Balan & Tabakoﬀ, 1984; Hamed et al., 1998).
In their study, Balan & Tabakoﬀ (1984) use a semi-empirical erosion model, derived from
erosion tests of material samples at diﬀerent particulate ﬂow conditions, to predict the blade
erosion patterns and locations. Roberts (1984) has shown that geometric variability in the
form of leading edge erosion in compressor airfoils may account for an increase of 3% or more
on the thrust speciﬁc fuel consumption.Chapter 1 Introduction 5
Manufacturing uncertainty in end products always occur due to variations in production
conditions like temperature, humidity, pressure and other deviations due to tool wear and
human errors. Departure from datum design may also occur due to limitations of the man-
ufacturing process or existence of tolerances. It is very important to understand the eﬀect
of such manufacturing uncertainty on the performance of the product. Garzon & Darmofal
(2001) proposed a principal component analysis (PCA) based method to minimize the ef-
fect of shape variability due to manufacturing errors on the performance of the compressor
cascade. They use random MCS combined with response surface methods and probabilistic
quadrature methods to seek robust compressor designs. They report up to 15% decrease in
the shift of mean loss from the nominal loss in a compressor cascade (Garzon & Darmofal,
2003). In this study we aim to seek compressor blades that are less sensitive to erosion and
manufacturing errors.
1.3 Scope and Objectives of the Thesis
The main objectives of this work are to 1) develop eﬃcient methods to represent and prop-
agate geometric uncertainty in compressor blades in order to quantify their impact on aero-
dynamic performance, 2) develop eﬃcient methods for seeking robust optimal compressor
blades that have reduced sensitivities to geometric uncertainty on a limited computational
budget.
1.3.1 Uncertainty Representation and Propagation
Geometric uncertainty can be present in compressor blades due to manufacturing errors,
erosion or damage. In the present study we focus on representing and propagating uncertainty
due to erosion and manufacturing errors in blades. Firstly, we set up the design analysis
framework for the compressor blade erosion problem to conduct robust design studies. We
develop a parametric geometry deﬁnition of the compressor blade, which can be exploited
during design optimization to explore the design space. Next, we develop a novel parametric
model for geometric representation of eroded compressor blades and set up an automatic grid
generation routine for subsequent high ﬁdelity CFD analysis. The next step at hand is to
select and train a surrogate model for eﬃcient probabilistic analysis. We select an appropriate
Design of Experiments (DOE) method and train the surrogate, which is subsequently used
in lieu of the computationally expensive CFD simulation. Finally, we focus on conducting anChapter 1 Introduction 6
eﬃcient probabilistic optimization study based on the surrogate to analyze the performance
of blades in the presence of geometric uncertainty arising due to erosion. Similarly, for the
manufacturing problem we ﬁrst set up the design analysis framework. Process capability data
for the blade manufacturing process is employed in conjunction with a parametric geometry
model to quantify and simulate manufacturing uncertainty. Again surrogate models and
DOE techniques are used to expedite the analysis process. This set up is then employed for
probabilistic analysis and robust design studies.
1.3.2 Robust Design
We seek compressor fan blades that have robust performance in the presence of erosion and
manufacturing uncertainty. The two problems 1) geometric uncertainty due to erosion (en-
vironment variables), and 2) geometric variations due to manufacturing uncertainty (design
variables), are essentially diﬀerent in nature and we propose diﬀerent techniques for them.
We begin with the aim to develop a generic robust design methodology for dealing with
external noise (e.g. operating conditions or erosion etc.). This methodology is applied to
the erosion problem where high ﬁdelity CFD is employed for design analysis. Robust de-
sign methods with high ﬁdelity models (CFD) can be computationally very expensive. We
employ a sophisticated metamodel as a cheap surrogate to the expensive analysis solver in
the robust design process. More often than not, reductions in variation of the performance
is achieved at the cost of deterioration of the mean performance. The objective here is to
develop a formulation which ensures an eﬀective trade-oﬀ between both objectives.
In the case of manufacturing uncertainty, the noise variables (manufacturing uncertainty)
is a subset of the design variables themselves. We employ a combined array based experiment
for this problem. We present a new methodology based on Bayesian Monte Carlo technique to
manage such problems. Bayesian Monte Carlo methods are employed to predict the statistics
of interest more accurately and precisely. Finally, we develop a probabilistic framework for
multiobjective optimization which exploits the errors in prediction of the surrogate models.
The focus of the thesis is to achieve robustness with high accuracy on a limited com-
putational budget. Our scope is limited to developing eﬃcient robust design methods and
eﬀective exploitation of surrogate models in a robust design framework for probabilistic anal-
ysis for high ﬁdelity complex design analysis models. Improvements in the analysis model,
CFD in our case, for modeling ﬂow around complex eroded blades or blades with manufac-
turing defects are beyond the scope of this work. The issues in measurement of data andChapter 1 Introduction 7
subsequent development of input models for uncertainty analysis are also not tackled. In all
the problems in this study, a simpliﬁed probabilistic representation of the input uncertainty
is assumed.
1.4 Layout of the Thesis
The thesis is arranged as follows:
Chapter 2 presents an overview of probabilistic methods used in engineering design. Var-
ious methods for uncertainty propagation and quantiﬁcation are discussed. The chapter also
provides an overview of the more commonly used robust design methods. The multiobjective
robust design formulation for robust design is also discussed.
Chapter 3 analyzes the eﬀect of geometric uncertainty due to erosion and manufacturing
variations on the performance of compressor blades. A novel parametric geometry model for
eroded blades is presented. Process capability data based novel method for simulating man-
ufacturing variations around the blade is also proposed. The CFD analysis solver HYDRA
and the grid generator PADRAM is also introduced. Monte Carlo Simulations are conducted
to estimate the performance variations and build a case for robust design studies
Chapter 4 presents a multi-objective formulation based robust design method for compres-
sor fan blades against erosion. Design of Experiment techniques are used to train Gaussian
Stochastic Process models to predict the mean and variance of the performance. Main eﬀect
studies are also conducted to understand the eﬀect of each parameter on the output per-
formance. The Non-dominated Sorting Genetic Algorithm (NSGA-II) is employed for the
multi-objective optimization to seek the Pareto-optimal front. The performance of the robust
blade and the deterministically optimized blade, in the presence of erosion, are compared.
Chapter 5 deals with robust design against manufacturing uncertainty for compressor
blades. An eﬃcient Bayesian Monte Carlo Simulation based robust design methodology is
proposed. The methodology again uses Gaussian Process emulators in conjunction with
NSGA-II for explicit trade-oﬀ between mean and variance in the output performance. Anal-
ysis of Variance based sensitivity analysis studies are conducted to understand the eﬀect of
noise variables on the blade performance. Finally, robust design studies are conducted on the
blade and the performance of the robust blade is compared to that of the deterministically
optimal blade.
Chapter 6 starts with discussing the issues involved in surrogate based multiobjectiveChapter 1 Introduction 8
robust design methods. A probabilistic framework is presented to extend the deﬁnitions of
dominance and Pareto Optimality for random objectives. An eﬃcient probabilistic ranking
based multiobjective algorithm is proposed to conduct robust design studies. The algorithm
is tested on a suite of test problems and the results are presented. Finally, we revisit the
erosion and manufacturing uncertainty problem.
Chapter 7 summarizes the contributions and major conclusions of this research. Some
directions for future research are also outlined.Chapter 2
Overview of Uncertainty Modeling
and Robust Design
In this chapter we present an overview of uncertainty quantiﬁcation and robust design meth-
ods. We ﬁrst discuss methods of representing uncertainty and various techniques of prop-
agating uncertainty in an analysis. Subsequently we discuss approaches for design in the
presence of uncertainty. Finally, we present a brief account of the most commonly used
methods for probabilistic and non-probabilistic robust design.
2.1 Uncertainty Representation
Uncertainty representation is a prerequisite for the use of uncertainty based design methods.
Oberkampf et al. (1998) categorized uncertainties into three diﬀerent classes. Variability
refers to “the inherent variations associated with the physical system or the environment
under consideration.” Uncertainty is “a potential deﬁciency in any phase or activity of the
modeling process that is due to lack of knowledge.” Error is “a recognizable deﬁciency in
any phase or activity of modeling and simulation that is not due to lack of knowledge.” Un-
certainties can also be broadly classiﬁed into two groups to distinguish between their origin:
aleatory and epistemic uncertainty (Helton et al., 2004). Aleatory uncertainty is also referred
to as irreducible uncertainty, inherent uncertainty or stochastic uncertainty. Aleatory uncer-
tainty is used to describe the inherent variations associated with the physical system or the
environment under consideration. Epistemic uncertainty is also referred to as reducible un-
certainty, subjective uncertainty and model form uncertainty. Epistemic uncertainty derives
from some level of ignorance or incomplete information of the system or the surrounding
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environment.
Uncertainty is also widely categorized as parametric and model form uncertainty (Zang
et al., 2002). Parametric uncertainty is the uncertainty associated either with the input data
of a computational model, such as input conditions or boundary conditions, or with the basic
parameters which deﬁne a computational process. Model form uncertainties are associated
with the model validity, such as the inadequacy of a mathematical model to capture the
physics of a process. Another taxonomy of uncertainty in computer code outputs is given by
O’Hagan & Oakley (2004); Haylock & O’Hagan (1996). They classify the uncertainties in
four classes: parametric, model, residual and code uncertainty. The ﬁrst two classiﬁcations
are similar to the ones mentioned above. Residual uncertainty pertains to the variations in
the results predicted by a model even when the conditions are fully speciﬁed, whereas code
uncertainty is associated with the practical inability to run the code at all the relevant input
conﬁgurations (for example sampling error in MCS).
The most commonly used probabilistic models for representing uncertainty in design are
random variable, random ﬁeld and time dependent stochastic processes. Probabilistic models
are appropriate when suﬃcient data or information about the uncertain quantity is avail-
able. In some situations with limited data, non-probabilistic approaches may be required
for uncertainty quantiﬁcation. Non-probabilistic approaches which have attracted attention
in the design community in recent years include evidence theory, possibility theory, interval
analysis and convex modeling. A detailed study and application of these methods can be
found in Ben-Haim & Elishakoﬀ (1990); Rao & Chen (1998).
2.2 Uncertainty Propagation
Once any uncertainties are classiﬁed and represented, the next step is to propagate the
uncertainty through the analysis code. In this section, we discuss approaches for uncertainty
propagation through deterministic computational models. Given a set of input vectors, the
computational model can be considered as a black box which provides outputs of interest.
When probabilistic models with speciﬁed statistics are used to represent uncertainty, the
uncertainty propagation problem essentially involves computing the statistics of the outputs
of interest. When interval or convex models are employed to represent uncertainty, the
uncertainty propagation involves evaluating the bounds on the outputs. The aim of the
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set of experiments. Such methods are broadly referred to as Design of Experiments (DOE)
techniques.
2.2.1 Monte Carlo Simulation
Monte Carlo Simulation (MCS) is the most popular DOE technique and can be applied to
compute the statistics of the response quantities of interest with high accuracy, provided
suﬃcient number of samples is used. MCS (Hurtado & Barbat, 1998; Gentle, 1998) employs
a random number generator to select points say ξ(1),ξ(2),...,ξ(n), in the design space where
the response quantity y(ξ) is evaluated using a computational model. The statistics can be
expressed as:
hy(ξ)i ≈ e y =
1
n
n X
i=1
y(ξ(i)). (2.1)
where e y is referred to as the Monte Carlo estimate. The variance of the Monte Carlo estimate
is:
V ar(e y) =
1
n(n − 1)
n X
i=1
(y(ξ(i)) − e y)
2
=
σy
2
n
, (2.2)
where σy is the sample estimate of the variance of y(ξ). The variance computed using
equation (2.2) can be used to evaluate the accuracy of the Monte Carlo estimate. It can be
deduced from equation (2.2) that the standard error of e y is independent of the dimension
of the design space and is given by σy/
√
n. Hence, MCS estimate has a convergence rate of
O(1/
√
n).
MCS is employed as a method of last resort as it can be computationally very expensive to
use with high ﬁdelity computational models like CFD, FEM etc. The other major drawback of
MCS is that the samples generated for evaluation are not essentially space ﬁlling. Unlike ﬁeld
and laboratory experiments, which have randomness and non-repeatability, computational
models are deterministic. Therefore, to extract the most information it is important to choose
training points which ﬁll the design space in an optimal sense (Sacks et al., 1989). Several
pseudo MCS methods have been proposed to address the deﬁciency of basic MCS sampling.
Some of the widely used pseudo MCS methods are Stratiﬁed MCS, Latin Hypercube Sampling
(LHS) (Mckay et al., 1979) and orthogonal array (OA) sampling. The underlying idea of
Stratiﬁed MCS (Koehler & Owen, 1996) and LHS is to divide the design space into regions
of equal probability (bins) and generate pseudo random points, such that no two points lieChapter 2 Overview of Uncertainty Modeling and Robust Design 12
in the same bin. Even so, the space-ﬁlling characteristics are not guaranteed to be good all
the time. This has motivated the development of optimal LHS design which have a more
uniform coverage of the design space, for example the algorithm used by Audze & Eglais
(1977), see Figure 2.1. Conceptually, OA shares many similarities with LHS and the OA
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Figure 2.1: Spatial Distribution of points using standard and optimized LHS
algorithm can be used to produce latin hypercube samples (Hedayat et al., 1999). The key
feature of OA sampling is that it produces a set of samples that yield uniform sampling in
any t-dimensional projection of an d-dimensional design space (where t < d).
2.2.2 Quasi Monte Carlo Simulation
Another class of DOE techniques for uncertainty propagation are the Quasi-Monte Carlo
methods. These methods employ a deterministic algorithm to generate samples in an d-
dimensional space. Sobol & Stanikov (1981) introduced the concept of discrepancy to allow
quantitative assessment of the uniformity of a sequence of points. It refers to the measure
of how much the distribution of samples deviates from an ideal uniform distribution. Hence,
low discrepancy is a desired feature of this class of sampling methods. The most commonly
used approach is the LPτ method based on Sobol sequences (Sobol, 1994). Figure 2.2 shows
the distribution of 100 points generated using the Sobol sequence.
LPτ gives a mechanism for generating a deterministic sequence of points in space which
is uniformly distributed. An important feature of LPτ sampling is that it provides a wayChapter 2 Overview of Uncertainty Modeling and Robust Design 13
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Figure 2.2: Spatial distribution of points generated from Sobol Sequence
DOE Method Convergence
Random MCS O(1/
√
n)
Pseudo MCS O([
loglogn
n ]1/2)
Quasi MCS O(
[logn]d
n )
Table 2.1: Comparison between convergence of diﬀerent MCS techniques.
to add more points to the initially sampled points with the same uniform characteristics.
The actual computation of LPτ sequences for any dimension can be done by consulting the
tables provided by Sobol and Statnikov . Any sequence of uniform numbers can be chosen
to generate LPτ sequences. For an overview of the modern design of experiments methods
for computational simulations the reader is referred to Giunta et al. (2003). Table 2.1 shows
the comparison of the convergence for evaluating the statistics using various discussed MCS
method. It should be noted, however, that for the quasi MCS methods the convergence is
dependent on the number of dimensions of the problem (d) and hence is not preferred for
high dimensional problems. For low dimensional problems (d << n) all sampling sequences
that aim for uniform or low discrepancy sampling converge at the rate of O(1/n).Chapter 2 Overview of Uncertainty Modeling and Robust Design 14
2.2.3 Surrogate Model Based Monte Carlo Simulation
The advent of faster computers gave hopes that probabilistic analysis using MCS would be
easily achieved. However, the design community has also moved to more precise computa-
tional analysis models which are computationally expensive. For example, in the aerospace
design community panel codes used to be the analysis tools whereas, now Reynolds Aver-
aged Navier Stokes (RANS) models are used extensively in the industry. The computational
cost associated with such high ﬁdelity models make the use of MCS virtually impossible for
probabilistic analysis. This motivates the use of approximate models which can be employed
as computationally cheap surrogates to the original high ﬁdelity analysis model for MCS.
Surrogate modeling uses the basic idea of analyzing an initial set of design points to
generate data which can be used to construct approximations of the original high ﬁdelity
model. The high-ﬁdelity model can be represented by a functional relationship y = f(x),
where x ∈ Rp is the vector of inputs to the simulation code and y is the output. The objective
is to construct an approximate model b y = b f(x,α) ≈ f(x), that is computationally cheaper
to evaluate. α is a vector of undetermined parameters which is to be estimated using the
observed data.There are a wide range of techniques like Response Surface Models, Radial
Basis Function Approximations, Gaussian Stochastic Process Model, Neural Networks etc.,
to construct surrogate models from observed data; see for example (Vapnik, 1998; Mackay,
2003; Keane & Nair, 2005).
These surrogate models can be classiﬁed into two major categories, namely parametric
and non-parametric models. The most widely used and simplest parametric model is the
polynomial response surface model. This method employs DOE techniques with interpolation
or regression technique for model building (Box & Draper, 1987; Myers & Montgomery, 2002).
To illustrate the polynomial model, let (x(i),y(i),i = 1,2,...,n) denote the training dataset
obtained by running the high ﬁdelity analysis code at a set of initial points, which in turn
can be obtained using any DOE technique. A quadratic response surface model for y can be
expressed as
b y = c0 +
X
1≤j≤p
cjxj +
X
1≤j≤p,k≥j
cj(p−j+2)+k−1xjxk, (2.3)
where c0,cj and cp−1+j+k are the undetermined coeﬃcients in the model which can be eval-
uated by using an interpolation or regression technique. Hence once the parameters are
evaluated there is no need to refer to the observed dataset again.
An alternative approach is the Gaussian stochastic process method which was developedChapter 2 Overview of Uncertainty Modeling and Robust Design 15
in the ﬁeld of geostatistics (where this model is referred to as Kriging) and has been in
use since the early 1960’s (Matheron, 1963). It is also widely used in the neural network
community where it is referred to as Gaussian process regression (Neal, 1996; MacKay,
1997). A Gaussian Stochastic Process model is a non-parametric model and the structure
typically used to approximate the relationship y = f(x) can be expressed as
Y (x) = g(x) + Z(x). (2.4)
It can be seen as a combination of a global model (g(x)) and a local model (Z(x)). g(x)
is usually a linear or quadratic polynomial function, however, a constant g(x) = β is often
found to be suﬃcient for modeling complex functions. Z(x) is a Gaussian random function
with zero mean and non-zero covariance and is used to model the local deviations from the
global model. The main advantage of Gaussian stochastic process model is that the user can
get an estimate of the errors in prediction. This can be exploited in optimization procedures
to update the surrogate model. Gaussian Stochastic Process Models have been widely used
by researchers in optimization studies (Ong et al., 2003; Keane, 2003a; Ong et al., 2004).
The basic idea of surrogate model based MCS is to replace y in equation (2.1) by b y obtained
using the computationally less expensive surrogate.
2.3 Uncertainty in Design
The presence of some degree of uncertainty in characterizing any real engineering system is
inevitable. Uncertainty in a system can be present at a macro scale due to changes in environ-
ment and operating condition, or at a micro scale due to non-homogeneous microstructure in
materials. In aerodynamic design, the most common uncertainties observed are variations in
nominal geometry due to erosion, icing, damage or manufacturing tolerances and uncertainty
in loading due to changes in ﬂight speed and other nondeterministic operating environment
conditions. Traditional design methods tend to optimize designs for the nominal performance
of the engineering system. Such methods, which assume deterministic values of the involved
uncertainty in the system, are referred to as deterministic design methods. The deterministic
methods currently in use for product design either tend to produce solutions that perform
well at design points but may have poor oﬀ-design characteristics. As a consequence, an
optimum design obtained without accounting for uncertainty can potentially be a high risk
solution which is likely to violate design requirements or lead to failure when the ﬁnal system
is tested.Chapter 2 Overview of Uncertainty Modeling and Robust Design 16
The conventional practices used to account for uncertainty are based on combinations
of factors of safety (Fs) and knockdown factors. These methods aim to safeguard against
uncertainty by imposing stringent conditions on the design. Typical value of Fs range from
1.2 to 3 and are applied to the loads, while knockdown factors take a value less than one
and are applied to the strengths. The actual values are often decided on the basis of prior
experience with the material being used and similar design concepts. These methods can
be logically inconsistent and have several shortcomings. Deciding on Fs depends on the
designers previous experience and knowledge which can not be readily applied to radical
and unconventional designs. These methods also do not provide one with any measure of
the robustness or reliability of the engineering system. Due to the constraints imposed by
these methods, the design process can lead to designs with performance penalties without
worthwhile improvements in reliability or robustness.
Unlike traditional deterministic methods, probabilistic design rationally accommodates
uncertainties during the design process to arrive at reliable and robust designs. This is in
contrast to the factor of safety based approach where parameter uncertainty is not explic-
itly incorporated in the design formulation - rather uncertainties arising from all sources are
lumped into a single parameter. The two major classes of probabilistic design problems are
Robust Design problems and Reliability-based Design problems. A robust design problem is
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one in which a design is sought that is relatively insensitive to small changes in uncertain
parameters. A reliability-based problem is one in which a design is sought that has a prob-
ability of failure less than a prescribed value. Hence, robust design is concerned with the
event distribution near the mean of the probability distribution function (pdf) of the output,
whereas reliability-based design is concerned with the event distribution in the tails of the
pdf of output, see ﬁgure 2.3. The most commonly used reliability based methods are ﬁrst
and second order reliability methods (FORM and SORM) (Madsen et al., 1986; Chandu &
Grandhi, 1995; Allen & Maute, 2004). Robinson (1998) provides a survey of probabilistic
methods for performing reliability and uncertainty analysis on complex engineering system.
We do not discuss reliability methods further in this thesis. In the next section we discuss
the robust design approach in more detail.
2.4 Robust Design
Robust Design aims at seeking designs that have reduced sensitivities to variations. These
variations could be due to uncertainty in operating conditions, manufacturing process or
the geometry due to erosion, icing, etc. Such uncertainty is inevitable and more often than
not expensive to control. Traditional optimization methods do not take uncertainty into ac-
count and may lead to designs that have poor performance characteristics in their presence
(sensitive designs). Figure 2.4 compares a robust design and a sensitive design. The funda-
mental idea of most of the robust design methods is to exploit the interactions between the
parameters of the system to reduce variability, without reducing the sources of uncertainty
(Phadke, 1989). In these method, the system parameters are classiﬁed into two groups 1)
control factors (x = {x1,x2,...,xp} ∈ χ) and 2) noise factors (ξ = {ξ(1),ξ(2),...,ξ(q)} ∈ E).
Control factors are the parameters which can be easily controlled by the designer whereas
noise factors are the parameters that are diﬃcult or expensive to control.
2.4.1 Taguchi Methods
In the early 1970’s, Taguchi emphasized the need to reduce the variations in product per-
formance (Taguchi & Wu, 1980). The Taguchi method consists of three stages of system
design, parameter design and tolerance design (Taguchi, 1986). In system design one iden-
tiﬁes the design space for exploration and deﬁnes the system conﬁguration. The parameter
design stage involves identifying the control parameters that reduce the system sensitivity toChapter 2 Overview of Uncertainty Modeling and Robust Design 19
using the outer array ξ. Finally, the data obtained from the experiment are evaluated using
standard analysis of variance methods to obtain the optimum combination of control factors
for robustness.
Though Taguchi methods are widely used in industry they have several limitations.
Taguchi’s method of modeling the signal to noise ratios may lead to non-optimal solutions
(Tsui, 1994). Shoemaker et al. (1991) showed that the SNR model approach leads to infor-
mation loss, since it lumps all the data into a single function and hence does not provide
information on the eﬀects of individual noise factors. Taguchi methods decide the values
of the control and noise factors apriori and hence do not permit a sequential optimization
process. This may lead to spending important computational eﬀort in areas of no interest
to the designer (Trosset, 1996). Another major criticism of the Taguchi method is the use
of a cross product array of control and noise factors which leads to a large number of points
at which observations must be made (Welch et al., 1990; Box, 1988). For a detailed critical
overview of Taguchi methods the reader is referred to Nair (1992); Tsui (1996).
2.4.2 Response Model Based Robust Design
Welch et al. (1990) and Box & Jones (1992) suggested the use of combined array and meta-
modeling techniques to alleviate some of the limitations of Taguchi’s method. In the combined
array approach both the control and noise factors are varied together using DOE techniques.
This saves computational eﬀort as compared to the cross product array method. In the
combined array (CA) based metamodel strategy for robust design a DOE (Design of Ex-
periments) is performed over the product space x × ξ. Let us denote the variables in this
product space by the vector ˜ x ∈ Rp+q , then the response at the DOE points obtained using
the analysis code can be represented as [˜ x(i),y(˜ x(i))]. This dataset can be utilized for ﬁnding
the robust design by minimizing some loss function. The dataset obtained using the CA
method can also be used to train a metamodel (b y(˜ x) = b y(x,ξ)) for predicting the response
quantity y(˜ x) (Welch & Sacks, 1991; Myers et al., 1992). Using the metamodel, the robust
design problem can be formulated as
x∗ = arg min
x
Z
E
b y(x,ξ)P(ξ)dξ. (2.7)
Since the metamodel directly models the response over the control and noise factors, it can
explain how the control factors dampen the eﬀects of the individual noise factors (Shoemaker
et al., 1991). This can be done using Analysis of Variance (ANOVA) techniques (Chen et al.,Chapter 2 Overview of Uncertainty Modeling and Robust Design 20
2005). Trosset et al. (2003) proposed a four step procedure to improve the metamodel
based approach. The steps are (1) choose initial set of points by varying the design and
noise variables ˜ x, (2) compute the function y(˜ x) at these points, (3) construct a surrogate
objective function b y, (4) evaluate the integral in equation (2.7) and minimize.
The major limitation of this method is that like Taguchi’s method the points in the com-
bined array are decided beforehand. Further, there are no rational guidelines for sequentially
updating the surrogate during the optimization process. Hence the designer might end up
spending important computational eﬀort in regions of no interest. Another shortcoming is
that the quality of the robust designs are critically dependent on the accuracy of the pre-
dictions made by the surrogate (Tsui, 1996). Hence without options for further updates,
this can be considered as a serious shortcoming for modeling complex interactions between
system parameters.
2.4.3 Decision Theory Based Robust Design
Statistical decision theory has also been used for robust design. The objective can be formu-
lated so as to mitigate the eﬀect of the worst-case performance. This strategy is referred to
as the minimax method and can be employed to seek a design with the optimal worst case
performance (Ben-Tal & Nemirovski, 1997). If f(x,ξ) is the function to be optimized then
the minimax formulation can be expressed as
x∗ = arg min
χ
φ(x), where φ(x) = max
E
f(x,ξ), (2.8)
where f(x,ξ) is a bounded function. The minimax principle is conservative as it seeks to
protect the decision maker against the worst case scenario (Trosset et al., 2003). Huyse &
Lewis (2001); Huyse (2001) use a maximum expected value criterion which seeks a design
with the best expected performance in the presence of uncertainty. This formulation uses
the Bayes’s principle and the best design or decision is referred to as the Bayes’ decision.
This can be expressed as
x∗ = arg min
χ φ(x), where φ(x) =
Z
E
f(x,ξ)P(ξ)dξ. (2.9)
where P(ξ) is the probability distribution function of the uncertain parameters, φ(x∗) is the
Bayes’ risk, and x∗ is the so called Bayes’ decision.
All the above mentioned methods require evaluation of complex integrals of the form
R
E f(x,ξ)P(ξ)dξ; see for example equations (2.7) and (2.9). More often than not, the aboveChapter 2 Overview of Uncertainty Modeling and Robust Design 21
integrals are very diﬃcult or impossible to evaluate analytically. In most cases, techniques
such as Monte Carlo Simulation (MCS) are used which can be computationally expensive,
particularly when used with high ﬁdelity analysis codes. Later in this chapter, we will discuss
the use of eﬃcient surrogate based methods to alleviate this issue. It should also be noted
that these methods focus on minimizing the expected value of the performance in the presence
of uncertainty. Robust design is inherently a multiobjective problem with the objective to
improve the expected value and reduce the variance. In the next subsection, we introduce a
multiobjective formulation for robust design to allow for explicit trade-oﬀ between the mean
and standard deviation of the performance.
2.4.4 Multi-Objective Optimization Based Robust Design
Many researchers have proposed to minimize a single objective to achieve robust design.
These methods can be classiﬁed into two groups where the aim is to minimize 1) the expec-
tation of the objective function in its neighborhood (Tsutsui & Ghosh, 1997; Tsutsui et al.,
1996; Huyse, 2001; Li et al., 2002), 2) the variance of the objective function (Parkinson,
1997). Das (2000) discussed the drawbacks of minimizing the expectation of the objective
function. They argued that positive and negative deviations in the function value in the
neighborhood of a target may cancel each other and lead to a non-robust optimal design.
Minimizing the variability function alone can lead to designs that are robust but not opti-
mal and hence not desirable (Das, 2000; Jin & Branke, 2003). Therefore, it is desirable to
optimize both the expectation and variance of the objective function. Robust design can be
formulated as a multiobjective problem with the goals of minimizing the mean and variance
of the performance. This method allows explicit trade-oﬀ between the mean and variability
of the performance. The multiobjective formulation can be expressed as to simultaneously
minimize both the mean and standard deviation:
x∗ = arg min
x∈χ{µ(x),σ(x)} (2.10)
where µ and σ are the performance statistics in the presence of noise variables ξ ∈ E and are
given by
µ(x) =
Z
E
b y(x,ξ)P(ξ)dξ (2.11)
and
σ2(x) =
Z
E
(b y − µ)2P(ξ)dξ. (2.12)
The objective of this formulation is expressed in ﬁgure 2.5 where the abscissa represents vari-Chapter 2 Overview of Uncertainty Modeling and Robust Design 22
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Figure 2.5: Robust design using multiobjective formulation (Keane and Nair, 2005)
ations in a performance parameter, the bell-shaped dashed curve represents the probability
density function (PDF) of a sensitive design and the dashed line at its center is its mean.
The bell-shaped solid curve is the PDF of the robust design and its mean is represented by
the solid line. It can be observed from ﬁgure 2.5 that robust design has less variability as
compared to the sensitive design, whereas the mean performance of the sensitive design is
marginally better than the mean performance of robust design. The improvement in the
variance has been obtained at the cost of a (small) reduction in the mean performance.
More often than not there is a conﬂict between optimization of mean and variance and a
trade oﬀ is required to choose the best designs. The presence of multiple conﬂicting objectives
in a problem leads to a set of optimal solutions, rather than a single solution. Later in the
thesis, we will discuss various ways to solve and approach this multiobjective optimization
problem.Chapter 3
Eﬀect of Geometry Variations on
Compressor Blades
3.1 Introduction
The behaviour of compressor blades is central to the performance of modern gas turbine en-
gines. These airfoils inevitably exhibit deviation from their intended shape and size. Geomet-
ric uncertainty may be introduced for instance, by manufacturing errors, icing or operational
wear and damage. The eﬀect of geometric variability, primarily caused by manufacturing
errors, on the performance of axial compressors has been studied by Garzon (2003). The
probabilistic model used by them was based on Principal-Component Analysis of the blade
surface measurements (Garzon & Darmofal, 2003). They employed a full scale Monte Carlo
Simulation to understand the eﬀects of manufacturing uncertainties on the aerodynamic and
aerothermal properties of high-pressure axial compression systems. Their study suggests
that the overall compressor eﬃciency could deteriorate by approximately 1% due to blade
passage eﬀects arising from representative manufacturing variability.
Bragg (1986); Bragg & Khodadoust (1989) studied the aerodynamic performance of air-
foils with added ice shapes. They conducted numerical studies to investigate the eﬀect of
leading-edge ice shapes and simulated ridge ice shapes on the aerodynamic behaviour of air-
foils and wings, over a range of Reynolds numbers and Mach numbers. The eﬀect of ice shape
size and location has been studied on the stall condition, lift and drag values by Pan et al.
(2003). They validated their RANS based studies with experimental data and suggested use
of higher ﬁdelity methods, such as Large Eddy Simulations or Detached Eddy Simulations,
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for post-stall analysis where the ﬂow tends to be unsteady and separated. In this thesis, we
focus on geometric uncertainty due to erosion and manufacturing variations.
In this chapter our aim is to understand the eﬀect of erosion and manufacturing variation
on compressor blade performance. A novel parametric CAD representation of compres-
sor blade sections with geometric variations due to erosion and manufacturing variations is
presented. The method uses cubic polynomials, splines and Hicks-Henne functions (Hicks
& Henne, 1978). This is combined with the geometric modeling and CFD meshing tool
PADRAM (Shahpar & Lapworth, 2003) (Parametric Design and Rapid Meshing) to gener-
ate hybrid O-H mesh. The multigrid RANS solver HYDRA is then used to carry out CFD
simulations at the DOE candidate points. The Spalart Allmaras model is used for modeling
turbulence. Since running a full scale Monte Carlo Simulation (Hurtado & Barbat, 1998)
would be computationally very expensive, the space ﬁlling DOE techniques discussed in the
previous chapter are used for the probabilistic analysis. Here LPτ techniques (Statnikov &
Matusov, 2002) are used to create the initial candidate points.
3.2 Aerodynamic Analysis
3.2.1 Background
The aerodynamic performance of a compressor blade may be summarized by the changes
in total enthalpy and entropy in the ﬂow across the blade row. Applying the ﬁrst law of
thermodynamics and conservation of angular momentum to a control volume surrounding a
stream-tube across the blade passage leads to the Euler turbine equation
∆ht = ω(r2υ2 − r1υ1), (3.1)
where ∆ht denotes the change in total enthalpy; ω, r and υ denote wheel speed, radius and
circumferential ﬂow velocity, and the subscripts 1 and 2 denote the inlet and exit respectively.
Equation (3.1) relates the change in total speciﬁc enthalpy (per unit mass) ∆ht to the speciﬁc
angular momentum across the passage. For small changes in the radial direction across the
blade row, equation (3.1) can be expressed as
∆ht = ωr[u1tanβ1 − u2tan(β1 + ϑ)], (3.2)
where u and β are the axial ﬂow velocity and relative ﬂow angle respectively and ϑ
represents the ﬂow turning angle, ϑ = β2 − β1.Chapter 3 Eﬀect of Geometry Variations on Compressor Blades 25
An appropriate choice for estimating loss in an adiabatic machine is by using entropy
generation. The increase in entropy results in a decrease of stagnation pressure rise compared
to the isentropic value. Pressure loss coeﬃcient is used by Rolls-Royce to estimate the
performance of their blades. The pressure loss coeﬃcient can can be deﬁned as the drop in
total pressure from the ideal value at passage exit normalized by the diﬀerence between inlet
total and static pressure, In this study we use the pressure loss coeﬃcient, which is extracted
using PAX post-processor (see ﬁgure 3.3), as the criterion for evaluating the performance of
the compressor fan blade. Here, we employ CFD to evaluate the pressure loss coeﬃcient.
PADRAM is used for grid generation and HYDRA is used as the CFD solver.
3.2.2 Geometry and Grid Generation: PADRAM
The Rolls-Royce propriety code PADRAM is employed for creating the geometry and for
grid generation. The basic idea of the PADRAM system is to parametrically change the
geometry and rapidly mesh the resultant geometry. This capability is central for solving op-
timization problems, where the exploration of the design space is dependent on the eﬃciency
of automatically creating and meshing new geometries. A popular approach to manage such
problems is to perturb the existing computational grid. However, if the changes in geometry
are signiﬁcant this method may lead to poor mesh quality. In this study, we generate a
completely new mesh for the variations in airfoil geometry.
PADRAM is capable of creating 2D, quasi-3D, 3D, single passage and multi-passage
meshes suitable for viscous and inviscid CFD calculations. The meshes are based on O-
H multi-blocks which are then pre-processed to write input ﬁles for the Hydra CFD solver.
It makes use of both transﬁnite interpolation and elliptic grid generation to generate hybrid
C-O-H meshes. An orthogonal body ﬁtted O mesh is used to capture the viscous region of
the airfoil whilst an H mesh is used near the boundary where stretched cells are required,
for example in the wake region. The schematic of a single passage mesh is shown in ﬁgure
3.1 Figure 3.2 shows a typical mesh created for CFD analysis using PADRAM. Another
beneﬁt of using PADRAM is that it oﬀers the user the ﬂexibility to incorporate new geome-
try modules. Unlike most existing commercial grid generators, the availability of the source
code allows new geometry modeling techniques to be incorporated for modeling erosion and
manufacturing variations. We discuss these models later in this chapter.Chapter 3 Eﬀect of Geometry Variations on Compressor Blades 26
Figure 3.1: Schematic of a Single Passage Mesh
Figure 3.2: CFD mesh for compressor blade (O-H mesh)Chapter 3 Eﬀect of Geometry Variations on Compressor Blades 27
3.2.3 CFD Analysis: HYDRA
The viscous ﬂow solver HYDRA is used for the CFD simulation. Hydra is a collection of
linear, non-linear and adjoint CFD solvers. It was initially developed by researchers at the
Rolls-Royce University Technology Centre (UTC) in CFD at the University of Oxford. The
code continues to be actively developed by Rolls-Royce and the UTCs for a wide range of
aerospace, marine and industrial applications. In this study, the steady non-linear solver
is used (Moinier & Giles, 1998). HYDRA uses an edge-based data structure to give the
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Figure 3.3: Flowchart of Hydra routines used in this study
ﬂexibility to run on diﬀerent mesh types. A pre-processing tool is employed to compute
the edge weights and provide the connectivity information. In addition, it uses multigrid
adaptation (Moinier et al., 1999) in order to accelerate convergence. In this approach, the
multigrid scheme is achieved by edge collapsing, removing certain edges to selectively coarsen
the mesh and damping out high frequency error modes.
Figure 3.3 gives an overview of the various elements of the Hydra user suite. PADRAM
is employed to generate the geometry with mesh in this study. This mesh is preprocessed
by Rolls-Royce proprietary code JM52 to produce a hybrid unstructured mesh. JM52 alsoChapter 3 Eﬀect of Geometry Variations on Compressor Blades 28
prepares the Hydra input ﬁles and is used to deﬁne the boundary conditions for the solver.
This includes the deﬁnition of the boundary surface types as inviscid or viscous walls, inﬂow
or outﬂow, periodic surfaces, etc. Following this the Rolls-Royce proprietary code JM56
is used to generate multigrid levels for Hydra. It is also employed to compute the edge
connectivity and weights for each mesh in the multigrid sequence. The next step is to run
HYDRA itself. All these codes can be run in batch mode, which make them ideally suited
for sequential optimization studies.
As already noted HYDRA solves the steady Reynolds Averaged Navier-Stokes equations
with the Spalart-Allmaras turbulence model. The non-linear solver employs an explicit
time marching scheme based on the ﬁve step Runge-Kutta stepping procedure. To reduce
computational eﬀort, the multigrid approach and parallel processing based on the master
slave system are adopted. The CFD domain used here is shown in ﬁgure 3.2 by abdc, where
boundary ab is the inlet and boundary cd is the exit. The inlet boundary conditions for the
CFD analysis are Total temperature = 290 Kelvin, Total Pressure = 63400 Pascal, Whirl
Angle = -37.28 Degrees and the outlet boundary condition is Static Pressure = 52000 Pascal.
An initial uniform ﬂow condition with Density = 0.7675 kg/m3, Velocity = 0 m/sec and
Pressure = 66932 Pascal is considered. These input conditions are provided by Rolls-Royce
and are representative of what they employ for their analysis. A four level multigrid is used
for the present simulations. The converged CFD solution is used to calculate the pressure
loss coeﬃcient across the blade geometry.
3.3 Analysis of Eroded Compressor Blade
During operation, compressor fan blades are exposed to a number of erosion processes (Met-
wally et al., 1995), which can lead to reduction of the blade chord, alteration in the shape
and increase in the surface roughness (Hamed et al., 1998). This is critical to the blade per-
formance and can lead to degraded overall engine eﬃciency. Roberts (1984) has shown that
geometric variability in the form of leading edge erosion in compressor airfoils may account
for an increase of 3% or more on the thrust speciﬁc fuel consumption. However, replacing
the eroded compressor fan blades is expensive. Hence, it is desirable to understand the ef-
fect of erosion on the blade performance. In this section, we propose a method to generate
simpliﬁed models of eroded blade geometries. The aim is to use these models to understand
the eﬀect of a range of erosion patterns on the aerodynamic performance of the blade.Chapter 3 Eﬀect of Geometry Variations on Compressor Blades 29
Figure 3.4: Static pressure distribution for Baseline geometry
3.3.1 Geometry Modeling of Eroded Blades
Erosion leads to blade surface deterioration and causes a depression in the original airfoil.
Hence for modeling eroded geometries, an approach that can model local dents in the original
airfoil shape is required. Hicks-Henne functions (Hicks & Henne, 1978) provide a ﬂexible tool
to model local variation in the form of bumps. Erosion patterns observed in compressor fan
blades can be very complex. A combination of piece-wise cubic polynomial and Hicks-Henne
function is used here to create a simpliﬁed model of such erosion patterns. The eroded
compressor fan blade section is parametrized in terms of the location, depth and the width
of the eroded section. The Hicks-Henne function can be expressed as:
b(x) = A

sin

πx
log0.5
logt1
t2
,0 ≤ x ≤ 1. (3.3)
Here, A is the maximum bump magnitude, t1 is the position of the maximum of the bump,
and t2 controls the shape of the bump. For modelling eroded geometries we keep the values
of t1 = 0.5 and t2 = 2 ﬁxed. This implies that the erosion is symmetric about its maxima
and behaves as sin2. We parametrize the eroded blade in terms of the location of erosion on
the blade, the width and the depth of the erosion on the blade geometry. All these quantities
are denoted as percentage of the chord length. This provides us with a parametric model
of eroded blades with three variables - location (l), width (w) and depth (A). Once the
depth of erosion is ﬁxed, we use equation (3.3) to get the erosion shape. This shape is thenChapter 3 Eﬀect of Geometry Variations on Compressor Blades 30
superimposed on the baseline shape at the given location with the prescribed depth. The
details of the implementation of this model is given in Appendix A. Figure 3.5 shows the
parametrized model.
Figure 3.5: Parametric model of eroded compressor blade
It has to be mentioned here that this model is not a true representation of the complex
eroded shapes observed in practice. The proposed model is a simpliﬁed representation of
erosion due to several limitations. The major limitations is lack of data of eroded blade
geometries. In the absence of relevant data, this method was limited to visual veriﬁcation
with a few available eroded geometries. It is to be noted here that though our model is
capable of modeling erosion on both pressure and suction surfaces, we only model erosion on
the pressure surface. It has been observed that due to the rotatary motion and placement
of the blades, erosion is primarily observed on the pressure surface. As mentioned earlier,
we employed PADRAM for automatic and rapid grid generation. Though a new mesh was
generated for each eroded geometry, complex erosion shapes could lead to poor mesh quality
or failure of the grid generation process due to negative areas which more often than not
may need human interaction. However, for probabilistic analysis such interactions can be
computationally prohibitive. So, the grid generation process had to be conducted in batch
mode and this imposes additional constraints on the erosion model. Finally, as we employ a
steady non-linear solver HYDRA, it was not advisable to analyze complex shapes with high
curvature changes (for example corner wedges), since such geometries may cause unsteadyChapter 3 Eﬀect of Geometry Variations on Compressor Blades 31
ﬂow behaviour. Figure 3.6 shows some typical eroded blade shapes that can be obtained
using this method.
Figure 3.6: Typical eroded blade patterns obtained using the parametric model
3.3.2 CFD Analysis of Eroded Blades
The parametric erosion model discussed above is incorporated in PADRAM. The grid gener-
ator in PADRAM is then employed for automatic mesh generation. The HYDRA computa-
tional grid was made ﬁne enough to give y+ values between 20 and 50 (normally recommended
for Spalart-Allmaras turbulence model). This required a mesh size of more than 26000 cells
in two dimensions. This would ensure that a high quality solution is obtained using the
Spalart-Allmaras transport equation turbulence model as boundary layer is modeled accu-
rately for calculating the wall shear stress. The CFD analysis was performed on the eroded
geometry for two grids of mesh size 26,000 and 32,000 respectively to understand the eﬀect of
mesh size on the CFD results. Table 3.1 shows the comparison of the prediction of pressure
loss coeﬃcient using the two grids. The ﬁne mesh calculations are not very diﬀerent from the
coarse mesh (diﬀerence of 0.114%). Hense the coarse mesh was chosen for the present study.
Figure 3.7 shows a zoomed in view of the selected mesh. This mesh was preprocessed using
JM52 with the speciﬁed boundary conditions. JM56 was used for generating four multigrid
levels. Finally, the HYDRA CFD solver is run to obtain the pressure loss coeﬃcient. The
CFD analysis takes approximately 20 minutes on a Intel(R) Xeon(TM) 3.06GHz processor.Chapter 3 Eﬀect of Geometry Variations on Compressor Blades 32
Mesh No. of Cells Pressure Loss Coeﬀ
Coarse Mesh 26,344 2.3924
Fine Mesh 32,224 2.3897
Table 3.1: Comparison of pressure loss coeﬃcient predicted on coarse and ﬁne grid.
Figure 3.7: Zoomed in view of the mesh around the eroded blade geometry
Figure 3.8 shows the static pressure distribution for an eroded blade geometry. Next we show
the zoomed in plots for x velocity u, relative y velocity v, relative angular velocity w and
static pressure for a typical CFD solution on the eroded blade in ﬁgure 3.9.
3.3.3 Probabilistic Analysis of Eroded Blades
We use the analysis system described in the previous subsection to conduct probabilistic
performance analysis of the compressor blade in the presence of erosion. Figure 3.10 outlines
the sequence of steps involved. In the ﬁrst step we deﬁne the range of the erosion parameters
- location (l), width (w) and depth (A). In the absence of measurement data, the range for
each parameter was decided by visual inspection and the limitations imposed by the grid
generator and CFD solver. The space ﬁlling DOE technique LPτ is employed for providing a
set of candidate points, assuming a uniform distribution of the erosion parameters over the
selected range. Table 3.2 gives the range of values for each erosion parameter. This datasetChapter 3 Eﬀect of Geometry Variations on Compressor Blades 33
Figure 3.8: Static pressure distribution for an eroded geometry
Erosion Parameter Lower Bound Upper Bound
A 0% 3%
l 3% 40%
w 2% 6%
Table 3.2: Upper and lower bounds of erosion parameters in terms of percentage of chord.
is fed into PADRAM to create geometries and subsequent CFD meshes.
A 100 point DOE is run over this parameter range of which 11 analysis failed due to
problems in grid generation or divergence of CFD solutions. A common practice is to select
at least 10 points for each variable to understand their eﬀect on the performance. We are
also limited by the high computational cost involved in selecting a huge sample for analysis
and hence 89 points for 3 variables were selected. Figure 3.11 shows the normalized scatter
in performance of the eroded blade shapes at the selected points. It can be observed that
the pressure loss for most of the eroded geometries has deteriorated. Up to 5% degradation
in pressure loss coeﬃcient can be observed. This emphasizes the need to consider the eﬀect
of erosion on blades during the design stage. In the next chapter, we propose a methodology
for robust design of compressor blades in the presence of such erosion.Chapter 3 Eﬀect of Geometry Variations on Compressor Blades 34
(a) (b)
(c) (d)
Figure 3.9: Zoomed in plots near the erosion for the compressor blade using CFD for (a)
u velocity (b) relative y velocity v (c) relative angular velocity w (d) static pressureChapter 3 Eﬀect of Geometry Variations on Compressor Blades 35
Figure 3.10: Flowchart for probabilistic analysis of compressor blade
0 10 20 30 40 50 60 70 80 90
0.99
1
1.01
1.02
1.03
1.04
1.05
1.06
Number of sample points 
P
r
e
s
s
u
r
e
 
L
o
s
s
 
C
o
e
f
f
i
c
i
e
n
t
DOE Sample  Points
Figure 3.11: Scatter observed in performance due to erosion of compressor blade. The
horizontal line represents the nominal value.Chapter 3 Eﬀect of Geometry Variations on Compressor Blades 36
3.4 Analysis of Blades with Manufacturing Variations
Manufacturing variations can also lead to loss in quality due to performance degradation,
non-conformance to speciﬁcations, high cost of redesign or scrap and failure. Due to such
variations, the manufactured product may diﬀer from the proposed ideal design and its per-
formance may be sensitive to manufacturing uncertainty. To assure that a product meets
the design speciﬁcation, manufacturers select tight tolerances or a higher precision manufac-
turing process, which can lead to considerable increase in manufacturing cost. Hence, it is
important to consider the eﬀect of manufacturing variations on a product during the design
phase and select a design that is robust.
3.4.1 Process Capability Data
More often than not design engineers do not have enough information about the downstream
manufacturing process capability (Tata & Thornton, 1999). In recent years there have been
many attempts to provide the designer with process capability data (Kotz & Johnson, 2002).
Process Capability is the expected probability distribution of the manufactured products
using a manufacturing process in ideal conditions (Bothe, 2001). Numerous methods for
measuring process capability exist in the manufacturing literature; for example see Chase &
Parkinson (1991); Boyles (1991); Kotz & Lovelace (1998); Bothe (2001). The most common
quantitative deﬁnition of process capability is the process spread, or 6σp. The performance
of a manufacturing process can be measured using the dimensions of parts produced by the
process. In the limiting case, the process is assumed to have a normal distribution with
standard deviation σ. In practice, the observed variations in the process will be greater
than that predicted by process capability due to temperature variations, tool wear, material
properties etc, see ﬁgure 3.12. Moreover they are never strictly Gaussian in nature.
Probabilistic analysis have shown substantial degradation in performance of compressor
blades in presence of manufacturing variations, errors and tolerances (Garzon, 2003; Lamb,
2005). These studies re-emphasize the need to consider robustness of compressor blade
performance against manufacturing uncertainty in the design stage. The most common
processes used for manufacturing compressor blades are ﬂank milling and point milling and
their process capability data can be readily made available to the designers. Next we discuss
how to use such data for simulating manufacturing process variability and to understand its
eﬀect on aerodynamic performance of compressor blades.Chapter 3 Eﬀect of Geometry Variations on Compressor Blades 37
Observed Process Capability
Ideal Process Capability Tolerance =  Dh
m  m − 6s  m + 6s 
Figure 3.12: Ideal and Observed Process Capability
3.4.2 Geometry Modeling of Manufacturing Variations
Once a manufacturing process is ﬁxed (ﬂank or point milling) and the process capability is
known, manufacturing variations can be modeled. Figure 3.13 shows a typical manufacturing
uncertainty band around the nominal compressor blade. The task at hand is to simulate a
manufacturing process such that the observed manufactured blades have a normal distribu-
tion with 6σp = ∆h. To model manufacturing uncertainty precisely, a parametric geometry
model is sought which can describe geometry variations in the given tolerance band around
the nominal geometry. These could be variations in chord, camber and thickness. Here we
present an eﬃcient method using a combination of Hick-Hennes functions and splines for
modeling manufacturing variations. To parametrize the blade section geometry we use a
linear combination of Hicks-Henne functions super-imposed on a baseline shape. For the
problem under consideration, we have used 10 Hicks-Henne functions to parametrize the
compressor fan blade. The Hicks-Henne shape functions can also be expressed as
bi(x) = sin2(πxmi) , mi = ln(0.5)/ln(xMi) i = 1,2,...n (3.4)
where x is the normalized chord-wise coordinate starting from the trailing edge encompassing
the whole airfoil and back to the trailing edge. (0 ≤ x ≤ 1), xMi are preselected valuesChapter 3 Eﬀect of Geometry Variations on Compressor Blades 38
Nominal Geometry
Tolerance Band
!h
Figure 3.13: Manufacturing uncertainty band in compressor blade
corresponding to the location of the maxima and n is the number of Hicks-Henne functions
used.
In the present study, the locations of xMi for i = 1,2,...,10 are chosen in a manner to
ensure clustering near the leading edge. This ensures more points where the curvature is
higher and thus more variety in shapes near the leading edge. Each Hicks-Henne function
is multiplied by a weight factor Wi | i = 1,2,...,10, which controls the amplitude (maxima)
of the respective functions. These weight factors give us 10 design variables to parametrize
manufacturing uncertainty in the blade geometry. Note that though each Wi would have
a eﬀect on the whole shape of the blade, its maximum inﬂuence would be near the region
corresponding to the location of its respective maxima (xMi). Figure 3.14 shows the location
of the maximum inﬂuence point due to each variable on the blade shape. Furthermore, two
control points required are chosen to be the two points at the cusp on the trailing edge.
This ensures that we also achieve deviations in the chord length of the airfoil. Some typical
patterns of blade geometries obtained using the above method is shown in ﬁgure 3.15.
Figure 3.16 shows zoomed in view near the leading and trailing edge for two typical
shapes obtained by using the above mentioned technique. Note that we obtain changes in
chord length, which is not possible in the existing Hick-Henne based techniques. This isChapter 3 Eﬀect of Geometry Variations on Compressor Blades 39
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Figure 3.14: Maximum impact location due to each variable on the blade shape
achieved by having both the control points at the cusp of the trailing edge. The details of
the implementation of this technique is ﬁven in Appendix B.
3.4.3 Probabilistic Analysis in Presence of Manufacturing Uncertainty
Once the manufacturing geometry simulation model is developed we combine it with PADRAM
and the HYDRA suite of codes. The process deﬁned in the ﬂowchart given in ﬁgure 3.10 is
executed. An LPτ based DOE of 150 points (shapes) is executed to understand the eﬀect
of manufacturing variations on the aerodynamic performance of the compressor blade. The
choice of 150 points is again based on the fact that we are limited by the high computational
cost involved in running the CFD solver and that we need at least 10 points for each design
variable.
The CFD analysis for all these blade shapes is conducted using HYDRA. Figure 3.17 shows
the normalized scatter in the aerodynamic performance due to manufacturing uncertainty.Chapter 3 Eﬀect of Geometry Variations on Compressor Blades 40
Figure 3.15: Some typical manufacturing variations shape s obtained using the parametric
model
It can be observed that for the selected value of process capability (σp) we observe upto 6%
deterioration in the pressure loss coeﬃcient. Later in the thesis we will discuss methods to
alleviate this issue. It is also interesting to observe that some blades show improvement in
performance.
3.5 Summary
In this chapter we introduced the geometric and computational model which is central to
analysis of blades throughout this thesis. Novel methods to model erosion and manufacturing
uncertainty was also presented. A parametric representation of these geometric models were
developed which could be exploited during uncertainty analysis and design search. We also
discussed the limitations of our geometric models. In the case of eroded blades, these limita-
tions are imposed due to lack of data. The steady state CFD solver and the grid generator
also limits us to use smooth geometries. On the other hand the manufacturing variations
model is more realistic as the variations due to manufacturing uncertainty are smooth and
hence easier to model. We assumed a normal distribution for the manufacturing variations
however, in practice these uncertainty are never strictly normal.Chapter 3 Eﬀect of Geometry Variations on Compressor Blades 41
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Figure 3.16: Zoomed in plots near the leading and trailing edge using the manufacturing
uncertainty parametrization technique (a) leading edge for shape1 (b) trailing edge for shape
1 (c) leading edge for shape 2 (d) trailing edge for shape 2Chapter 3 Eﬀect of Geometry Variations on Compressor Blades 42
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Figure 3.17: Scatter in pressure loss coeﬃcient of compressor blade due to manufacturing
uncertainty
Probabilistic studies on performance analysis of eroded blades and blades with manu-
facturing uncertainty were presented. We observed that blade performance can deteriorate
signiﬁcantly in the presence of uncertainty. This reemphasized the case for robust design
against geometric uncertainty during blade design. The robust design methods require eval-
uation of the statistics of the performance over the noise space which can be computationally
expensive. The aim of the remaining part of the thesis is to propose and implement robust
design methods to alleviate the eﬀect of geometric uncertainties on the aerodynamic perfor-
mance of compressor blades. The focus would be to make these analysis computationally
eﬃcient and eﬀective.Chapter 4
Robust Design of Compressor
Blades against Erosion
4.1 Introduction
In recent years, there has been a resurgent interest in computational analysis and design
methods that rationally accommodate uncertainty arising from sources such as varying oper-
ating conditions, inaccurate system parameters etc. (Zang et al., 2002). Aircraft engines can
be subjected to severe conditions during operation in ﬂights all around the world. Exami-
nation of compressor blades of gas turbine engines after operations have shown that these
blades undergo critical shape changes along the surface of the blades due to erosion. This
erosion is primarily caused due to ingestion of foreign particles which then impinge and dam-
age the stationary and rotating blade surfaces. Over time, the erosion process can severely
alter the blade surface, which in turn can signiﬁcantly deteriorate the overall performance
of the engine. In this chapter, we propose a method to design compressor blades that are
less sensitive in aerodynamic performance to variations in shape due to the above-mentioned
erosion processes.
The proposed approach combines a multiobjective genetic algorithm with geometry mod-
elling methods and high-ﬁdelity computational ﬂuid dynamics to arrive at robust designs.
Direct application of high ﬁdelity analysis solvers for robust design studies can be compu-
tationally expensive. We employ surrogate models based on Gaussian Stochastic Process
Emulators to achieve our objectives on a limited computational budget. A detailed Gaussian
emulator based probabilistic performance analysis is carried out to quantify and understand
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the eﬀect of erosion. This is followed by numerical studies on robust design of a typical
compressor fan blade section to illustrate the proposed methodology. The performance of a
selected robust optimal solution on the Pareto front is compared to a deterministic optimal
solution to demonstrate that signiﬁcant improvements in the mean shift and variance can be
achieved.
This chapter is organized as follows, Section 4.2 describes the Gaussian Stochastic Process
Model. The details of surrogate model based probabilistic performance analysis to under-
stand the eﬀect of erosion on the aerodynamic performance of the blade are presented in
section 4.3. In section 4.4 we present the robust design methodology and deﬁne the erosion
problem. A brief overview of the Non-dominated Sorting Genetic Algorithm (NSGA-II) used
for solving the multiobjective optimization problem is presented in section 4.5. Finally, in
section 4.6 we present the numerical studies which are followed by a summary of the chapter.
4.2 Surrogate Model
The computational cost associated with high-ﬁdelity simulation generally rules out the direct
application of MCS based techniques for probabilistic analysis. Surrogate modelling uses the
basic idea of analyzing an initial set of design points to generate data which can be used to
construct computationally cheap approximations of the original high-ﬁdelity model. A brief
overview of surrogate models was given earlier in section 2.2.3. In this study, we employ
a Gaussian Stochastic Process model, a non-parametric model based on combination of a
local and global models. It has been shown that this model oﬀers suﬃcient ﬂexibility for
modelling smooth as well as nonlinear functions (Nair et al., 2001). One key advantage of
this approach is that the user can get an estimate of the prediction error, which can be
exploited in optimization procedures to sequentially update the surrogate model and hence
improve its predictive capability (Keane, 2003a; Keane & Nair, 2005; Ong et al., 2003). Next
we present this model in detail.
4.2.1 Gaussian Stochastic Process Modelling
In general, Gaussian Stochastic Process modelling involves the following steps: (1) data
generation, (2) model structure selection, (3) parameter estimation and (4) model validation.
Let Dn = (ξ(i),y(ξ(i))|i = 1...n) denote the initial dataset which comprises the candidate
points obtained using DOE techniques and the respective observed output responses fromChapter 4 Robust Design of Compressor Blades against Erosion 45
a computational analysis model. Our objective is to formulate a method that utilizes the
information in the observed dataset Dn and subsequently provide us a computationally less
expensive surrogate to replace the high ﬁdelity analysis model (CFD, FEA) for uncertainty
analysis. The underlying functional relationship between the input (noise factors) and the
output is denoted by the function Y (ξ). The goal is to model this function using the observed
dataset.
In the next step, we assume that the output response Y (ξ) is a Gaussian process (Cressie,
1998; Neal, 1996). O’Hagan et al. (1999) have extensively employed Gaussian process emula-
tors to model complex functions . A Gaussian process can be thought of as the generalisation
of a Gaussian distribution over a ﬁnite vector space to an inﬁnite dimension function space
(Mackay, 2003; Girard, 2004). It is a random ﬁeld which is fully characterized by its mean
and covariance function; i.e. Y (ξ) ∼ GP(m,Γ) where, m is the mean (expectation) function
and, Γ is the covariance function. m is a function of ξ (m = hY (ξ)i), however, m is often
taken as the zero function for the sake of convenience. It has been shown that this choice does
not lead to any loss of generality and can be employed to model complex functions (Girard
(2004)). The covariance function should ideally depend on the observed dataset Dn and we
shall discuss this issue later in this section. For the time being, we will proceed with our
discussion assuming that m = 0 and an appropriate covariance function has been speciﬁed.
The Gaussian process prior implies that, for any given set of inputs (ξ(1),ξ(2),...,ξ(n)), the
corresponding random variables Yn = [Y (ξ(1)),Y (ξ(2)),...,Y (ξ(n))]T have an n-dimensional
normal distribution. The randomness can be thought to arise from the fact that one cannot
aﬀord to evaluate y(ξ) at every ξ ∈ E. This is usually the case when the output is expensive to
evaluate using high ﬁdelity computational models like CFD. This Gaussian process model can
be symbolically expressed as Yn ∼ N(0,Γ). Here, Γ is an n×n matrix of covariances between
all pairs of points. The ijth element of the covariance matrix is given by Γ(ξ(i),ξ(j)) =
Cov(ξ(i),ξ(j)) which expresses the covariance between the values of Y (ξ) at the points ξ(i)
and ξ(j). The covariance matrix Γn can be written in expanded form as
Γn =

 
 
 
 



Γ(ξ(1),ξ(1)) ··· Γ(ξ(1),ξ(n))
. . .
. . .
. . .
··· Γ(ξ(i),ξ(j)) ···
. . .
. . .
. . .
Γ(ξ(n),ξ(1)) ··· Γ(ξ(n),ξ(n))

 
 
 
 
 

(4.1)
Next we use the Gaussian process prior for inferencing at a new point given the dataset DnChapter 4 Robust Design of Compressor Blades against Erosion 46
4.2.2 Predicting at a new point
Once the joint probability distribution function N(0,Γ) is obtained from the speciﬁed co-
variance function, the information available in the existing dataset can be used for predicting
at any new data point using Bayesian Inference. The conditional probability for Y (ξ∗) at
any new noise factor set ξ∗ given the observed data Dn is
P(Y (ξ∗)|Dn) =
P(Y (ξ∗),Dn)
P(Dn)
. (4.2)
Having assumed a Gaussian process prior over the response outputs, the output at any
new point and the outputs in Dn are jointly Gaussian. Hence, the conditional probability
P(Y (ξ∗)|Dn) given by equation (4.2) is also Gaussian. The posterior distribution is given by
P(Y (ξ∗)|Dn) ∝ exp

−
1
2
Yn+1Γ−1
n+1YT
n+1

, (4.3)
where Γn+1 is the (n+1)×(n+1) covariance matrix for the vector Yn+1 = [Y (ξ(1)),...,Y (ξ(n)),
Y (ξ∗)]T. We can evaluate the expected value and posterior variance of Y (ξ∗) by inverting
the Γn+1 matrix, which can be expressed in expanded form as

 [Γn] [k]

kT
[κ]

, (4.4)
where, κ = Γ(ξ∗,ξ∗) and [k] = [Γ(ξ(1),ξ∗),Γ(ξ(2),ξ∗),...,Γ(ξ(n),ξ∗)] is an n element vector
with each term being the covariance between all the observed points (ξ(i)|i = 1...n) and
the new point ξ∗ under consideration. Substituting the inverse of the matrix Γn+1 into
equation (4.3) gives
P(Y (ξ∗)|Dn) =
1
Z
exp
"
−
(Y (ξ∗) − b Y (ξ∗))2
2σ2
Y (ξ∗)
#
, (4.5)
where
b Y (ξ∗) = kTΓ−1
n Yn, (4.6)
and
σ2
Y (ξ∗) = κ − kTΓ−1
n k. (4.7)
Equations (4.6) and (4.7) can be viewed as a Gaussian process emulator of the original
function y(ξ). The posterior mean b Y can be interpreted as an estimate of the high-ﬁdelity
function value at ξ∗, while the posterior variance σ2
Y can be interpreted as an estimate of
the uncertainty involved in predicting the output using the dataset Dn. Note that thisChapter 4 Robust Design of Compressor Blades against Erosion 47
uncertainty arises from the fact that the dataset contains a ﬁnite number of training points.
The posterior covariance can be written as
C(ξ∗,ξ0) = Γ(ξ∗,ξ0) − kTΓ−1
n k. (4.8)
Note that the posterior variance σ2
Y (ξ∗) is given by C(ξ∗,ξ∗). In this step we selected the
model structure for the surrogate model. In the next section we discuss the choice of covari-
ance function and how to tune the covariance function to a given training dataset.
4.2.3 Covariance Function Selection and Tuning
It can be observed from equations (4.6) and (4.7) that predictions made using the above
model depend on the choice of the covariance function Γ used in the Gaussian process prior.
In the ideal case the covariance function should depend on the observed dataset (Mackay,
2003). A very convenient and widely used covariance function is of the form
Γ(ξ,ξ0;θ) = θ1exp
"
−
1
2
q X
i=1
(ξi − ξi
0)2
θ2
2+i
#
+ θ2 (4.9)
where θ = (θ1,θ2,...,θq+2) are a set of hyperparameters, that can be tuned to the training
dataset Dn. This parameterized covariance function belongs to the stationary family and
obeys the product correlation rule. In the next chapter, we will discuss in detail the merits
of selecting this covariance function. The next task is to estimate unknown model hyperpa-
rameters of the covariance function Γ using the observed dataset Dn. This is also referred to
as covariance tuning or tuning of the hyperparameters. The maximum likelihood estimation
approach can be employed to seek values of the undetermined hyperparameters θ that are
most likely to have generated the observed dataset Dn. Since the observed outputs have a
Gaussian distribution, the log likelihood function can be written as
L = −
1
2
ln|Γn| −
1
2
YT
n Γ−1
n Yn −
n
2
ln2π. (4.10)
To ﬁnd the most probable value of θ, we can solve the optimization problem given below:
θopt = arg max
θ
L, where θ = (θi|i = 1,2,...,q + 2), (4.11)
and where L is given by equation (4.10). In practice, any standard optimization technique
can be employed to solve equation (4.11). For a detailed discussion of the computational
aspects, the reader is referred to Keane & Nair (2005); Mackay (2003).
As shown in this section, the use of a Gaussian process prior over the response quantities
gives us a statistical foundation for exploiting the information in the existing dataset forChapter 4 Robust Design of Compressor Blades against Erosion 48
further prediction. At the same time we have built an emulator which can act as a compu-
tationally cheap surrogate to the high ﬁdelity simulator (CFD analysis in our case). In the
next subsection we discuss methods to validate the accuracy of the surrogate model.
4.2.4 Model Validation
To assess the quality of the surrogate model we need to perform validation studies. This
assessment study can be performed in many ways; two common methods are : 1) the accu-
racy of predicting the output at a number of additional points and 2) a leave-one-out type
cross-validation procedure. The ﬁrst method can become computationally prohibitive for
high-ﬁdelity models such as CFD simulation of a geometry with signiﬁcant mesh size. A
cross-validation procedure which does not need additional observation data can be a com-
putationally cheap alternative. This method involves leaving the ith training point out and
reusing the surrogate model. The new surrogate model is then employed to compute the
posterior mean at the ith point, given by b Y−i(ξ(i)). By plotting the computed values against
the original values from the training dataset, the quality of the surrogate model can be as-
sessed. In a recent study, Meckesheimer et al. (2002) noted that the leave-one-out procedure
may signiﬁcantly underestimate the actual prediction error and suggested that a k-fold cross-
validation scheme (with k = 0.1n or
√
n) may be a better indicator of the model quality; i.e.
where k elements are left out at each step.
Another measure of the quality of the Gaussian stochastic surrogate model would be to
validate our basic assumption that a Gaussian process prior is appropriate for the CFD
simulation code used as a black box here. Jones et al. (1998) have discussed the use of
Standardized Cross-Validated Residual (SCVR) which is deﬁned as
SCV Ri =
y(ξ(i)) − b Y−i(ξ(i))
σ2
−i(ξ(i))
,i = 1,2,...,n, (4.12)
where b Y−i(ξ(i)) and σ2
−i(ξ(i)) denote the mean and variance of the metamodel prediction
at a point ξ(i) without using the ith training point. SCV Ri can be computed for all the
training points by removing the contribution of the corresponding points from the correlation
matrix Γ. In the next section, we train the Gaussian stochastic process model to a candidate
dataset of points. After model validation studies, we use this surrogate model for probabilistic
analysis and, later in the chapter for robust design studies.Chapter 4 Robust Design of Compressor Blades against Erosion 49
4.3 Surrogate Based Probabilistic Analysis
In section 3.3.3 we employed a Quasi-Monte Carlo Method (LPτ) in conjunction with the high
ﬁdelity CFD analysis system for probabilistic analysis. In this section, we train a Gaussian
Stochastic Process model to the initial dataset of 90 points used in that study. The range of
the erosion parameters are shown in table 3.2 and ﬁgure 3.11 shows the scatter of the points.
The optimization problem, involved in tuning the hyperparameters, is solved using a hybrid
Genetic Algorithm (GA) and Dynamic Hill Climbing (DHC) search method (Keane, 2003b).
The quality of the surrogate model is assessed by a leave-one-out type cross-validation
procedure. As discussed in the previous section, this method involves leaving the ith training
point out and computing the posterior mean at the ith point. The computed values using
the surrogate are plotted against the original values from the training dataset in ﬁgure 4.1.
The regression coeﬃcient for a linear model ﬁt to the leave-one-out results is R2 = 0.954.
A Standardized Cross-Validated Residual test is also performed over the surrogate model.
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Figure 4.1: Predicted posterior mean versus original values
Figure 4.2 show the plot of posterior mean and SCVRi values predicted by the leave-one-out
method. It can also be observed that most of the SCVRi in Fig. 4.2 lie within the range
[−3σ,+3σ] and hence the error bars computed using the surrogate are reasonably tight.Chapter 4 Robust Design of Compressor Blades against Erosion 50
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Figure 4.2: SCV Ri Values using Leave-One-Out Validation
4.3.1 Probabilistic Analysis
Having established the quality of the surrogate model we use it to study the eﬀect of ero-
sion parameters on the blade at modest computational cost. A 10,000 point MCS is run on
the surrogate model to generate the probability distribution of the pressure loss assuming
a uniform distribution for the erosion parameters location, width, depth (A). The histogram
for the pressure loss evaluated using MCS is shown in Fig. 4.3. The MCS using the sur-
rogate model takes less than 4 seconds for carrying out 10,000 evaluations on an Intel(R)
Xeon(TM) CPU 3.06GHz dual processor machine. This shows substantial savings in com-
putational time, as compared to using the high-ﬁdelity CFD model for probabilistic studies.
The histogram shows that there has been considerable shift in mean performance from the
nominal performance (Mean Shift). The predicted mean shift is close to 2%. It can also be
observed that the performance degradation is as large as 6%.
Figure 4.4 shows the variations in the pressure loss for diﬀerent settings of the erosion
parameters location, width, depth, using the surrogate model. The parameters are varied
in the range shown in Table 3.2. All variables are normalized between 0 to 1 for ease of
presentation. Each row in ﬁgure 4.4 shows the contour plot of pressure loss for two variables
at a diﬀerent settings of the third variable. The setting of the third variable is shown by
Z, which increases with the increase in column number. The values of the hyperparameterChapter 4 Robust Design of Compressor Blades against Erosion 51
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Figure 4.3: Probability Distribution of the Pressure Loss using MCS on the Surrogate
Model
θ = [θlocation,θwidth,θdepth] can be used to understand the relative importance of the erosion
parameters on the pressure loss. The higher the θ value the more inﬂuence the respective
parameter has on the objective. We found the θ values corresponding to location, width and
depth to be 1.413, 0.227 and 1.623, respectively. Since, there was no signiﬁcant diﬀerence in
these values, no insight into the relative importance of the input variables could be made.
A more rigorous way to understand the eﬀect of each parameter is the main eﬀect analysis
and is presented in the next subsection.
4.3.2 Main Eﬀect Analysis
One of the limitations of non-parametric techniques like Gaussian stochastic process mod-
elling, as compared to parametric models, is that the underlying input-output relationship is
not available in a readily interpretable form. Hence, it is not straightforward to understand
the eﬀects of each input variable on the output performance. In order to understand the
underlying functional relationship, the eﬀect of each input parameter has to be isolated. The
main eﬀect of an input can be evaluated by integrating out the eﬀect of the other input
variables (Sacks et al., 1989; Schonlau, 1997). The main eﬀect of the ith variable can beChapter 4 Robust Design of Compressor Blades against Erosion 52
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Figure 4.4: Contour Plot of the pressure loss for various settings of noise variables
expressed as
µ(ξ(i)) =
1
V
Z
y(ξ)
Y
h6=i
dξ(h). (4.13)
In most cases it is cumbersome to evaluate the above integral analytically. However, a
numerical approximation can be obtained by performing a summation over a set of m discrete
points [ξ(1),ξ(2),...,ξ(m)]. The m points can be generated by using any standard DOE
technique. Note that since the Gaussian Stochastic Process model also provides the posterior
variance, error bars on the main eﬀects can be readily computed (Schonlau, 1997).
Main eﬀect studies were carried out by numerically integrating out the eﬀect of the other
variables. The main eﬀect plots for [location,width,depth] are shown in Figures 4.5, 4.6
and 4.7. The main eﬀect plots for location and width of the erosion are relatively ﬂat
as compared to the main eﬀect plot for height. This suggests that depth of the erosion
is the most inﬂuential input variable. The main eﬀects plots also suggest that there is
an approximately linear relationship between pressure loss and the location and width of
the erosion. However, a relatively non-linear underlying relationship between the depth of
the erosion and pressure loss is predicted. The probabilistic analysis suggested up to 6 %Chapter 4 Robust Design of Compressor Blades against Erosion 53
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Figure 4.5: Main eﬀect plot for location
degradation in pressure loss which emphasizes the need for blades which are robust against
erosion. Since no one variable shows less eﬀect on the performance as compared to the other
two variables, we consider all of them for the robust design studies.
4.4 Robust Design Methodology
This sections discusses the methodology proposed for robust design of compressor blade
sections against erosion. In the ﬁrst step we deﬁne the control and noise variables. Next we
present the objective functions in terms of the statistics of the aerodynamic performance.
This is followed by a description of the multiobjective optimizer used in this study. Then we
present the methodology employed for robust design optimization.
4.4.1 Control and Noise Factors
Robust design methods require the deﬁnition of noise factors and control (design) factors
in the system design. The parameters used to model the eroded blades in section 3.3.1 are
taken as the noise variables. This provides us with three noise factors - location (l), width
(w) and depth (A). The compressor blade geometry itself also needs to be parametrized to
create a set of control factors. To parametrize the blade section geometry we use a linear
combination of Hicks-Henne functions. Wu et al. (2003) have presented and compared theChapter 4 Robust Design of Compressor Blades against Erosion 54
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Figure 4.6: Main eﬀect plot for width
eﬃcacy of Hicks-Henne shape functions to other methods for modelling compressor blade
sections. For the problem under consideration, we have used 10 Hicks-Henne functions, ﬁve
each for the upper and lower airfoil section, to parametrize the compressor fan blade. The
Hicks-Henne shape functions can also be expressed as
bi(x) = sin2(πxmi) , mi = ln(0.5)/ln(xMi) where i = 1,2,...n (4.14)
where x is the normalized chord-wise coordinate from leading edge to the trailing edge
(0 ≤ x ≤ 1), xMi are preselected-selected values corresponding to the location of the maxima
and n is the number of Hicks-Henne functions used. In the present study, the locations of xMi
for i = 1,2,....,5 are chosen to be 0.5[1−cos(βi)], where βi = πi/6. This choice of xMi ensures
that the distribution is denser near the leading edge and trailing edge, where the curvature
is high. These shape functions are multiplied by an weight function Wi | i = 1,2,...,10
and added to a typical Rolls-Royce compressor fan blade section to obtain new shapes. The
amplitudes of these shape functions are used as design variables. Hence, for our robust design
study we have 10 design variables which can be treated as the control factors. Some typical
shapes obtained by using this method are shown in ﬁgure 4.8. Figure 4.9 also shows zoomed
in view near the leading edge for some typical shapes obtained using these control factorsChapter 4 Robust Design of Compressor Blades against Erosion 55
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Figure 4.7: Main eﬀect plot for depth
Figure 4.8: Typical shapes obtained by varying the control factors
4.4.2 Multiobjective Optimization: NSGA-II
Robust design is inherently a bi-objective problem since we seek to control both the mean and
standard deviation of performance. The presence of multiple objectives in a problem leads to
a set of optimal solutions, rather than a single solution. Such a solution set is referred to as
Pareto-optimal set in the optimization literature. Each point in the set is optimal in the sense
that no improvement can be achieved in one objective without worsening the other objective.
In the absence of further information about the relative importance of the objectives, it is
not possible to decide which design is better than the rest. Hence, it is important to ﬁnd as
many Pareto-optimal solutions as possible for the beneﬁt of the designer.
Classical optimization methods suggest converting the multiple objective optimization
problem to a single objective optimization problem emphasizing one particular Pareto-Chapter 4 Robust Design of Compressor Blades against Erosion 56
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Figure 4.9: Zoomed in view near the leading edge for some typical shapes obtained by
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optimal solution at a time. Such methods prove to be computationally expensive and do
not ensure convergence to true optimal Pareto sets in non-convex problems (Athan & Pa-
palambros, 1996; Koski, 1985). In contrast, Genetic Algorithms are inherently suited for
multi-objective problems as they have the ability to ﬁnd multiple Pareto-optimal solutions
in one simulation run. Since GAs work with a population of solutions, it is easier to extend
them to maintain high diversity in ﬁnding multiple Pareto-optimal solutions at each stage,
while moving toward the true Pareto-optimal region (Fonseca & Fleming, 1993).
In recent years several approaches have been proposed to solve Multi-objective problems
using GAs (Horn et al., 1994; Deb, 1999). The elitism based Non-dominated Sorting Genetic
Algorithm (NSGA-II) proposed by Deb et al. (2002) is employed here to seek the true Pareto-
optimal front. The NSGA-II method is fast as it has a computational complexity of O(MN2)
(where M is the number of objectives and N is the population size) when compared to other
non-dominated GA with computational complexity O(MN3). The NSGA-II method also
uses elitism to enhance the performance of the GA and prevent the loss of good solutions
once they are found. Traditional GA methods ensure diversity in a population by relying
on the concept of sharing. In such methods it is necessary to specify the sharing parameter
(σshare) beforehand by the user. The performance of sharing functions in ensuring diversity,
is dependent upon the choice of σshare. In practice it is not very obvious how to select the
best σshare. In NSGA-II the sharing function approach is replaced by a crowded comparison
approach. The crowded comparison approach has a better computational complexity and
eliminates any user deﬁned parameter for maintaining diversity among population members.
In this study NSGA-II is employed in conjunction with surrogate models to identify the
true Pareto-optimal front to seek robust designs. We discuss the underlying algorithm in
NSGA-II in detail later in this thesis.
4.4.3 Robust Design Method
For the present study the robust design objective can be can be expressed as
Minimize : µ = 1
k
Pk
i=1 Pli and
Minimize : σ =
q
1
k−1
Pk
i=1 (Pli − µ)
2, i = 1,2,....k.
(4.15)
We present an eﬃcient method to achieve the above mentioned objective using the various
tools described earlier in this chapter. Figure 4.10 presents the ﬂowchart for the proposed
robust design method. In the ﬁrst step we select the design space and use DOE techniquesChapter 4 Robust Design of Compressor Blades against Erosion 58
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Figure 4.10: Flowchart for the Robust Design Methodology proposed
to rationally choose a set of compressor fan blade sections as initial m candidate points.
Subsequently a second level of DOE is run to suggest n diﬀerent erosion geometries on each
candidate compressor fan blade section. This is very similar to the inner control factor
array of m points and noise factor array of n points used in Taguchi’s system design. The
eroded compressor blades are modeled using the novel parameterization technique based on
Hicks-Henne functions, discussed earlier in section 3.3.1. The Parametric Design and Rapid
Meshing (PADRAM) tool is used to produce high quality hybrid meshes. The multigrid
Reynolds-Averaged Navier Stokes (RANS) solver HYDRA with Spalart Allmaras turbulence
model is used for Computational Fluid Dynamics (CFD) simulations to calculate the total
pressure loss over the compressor blade section at each of the m × n points. The mean and
standard deviation of the total pressure loss (over n erosion types settings) is calculated for
all the m blade sections.
Unlike conventional robust design procedures we do not limit ourselves to just searchingChapter 4 Robust Design of Compressor Blades against Erosion 59
the initial design space. A Gaussian stochastic process model is employed to generate a
computationally less expensive surrogate to predict the mean and standard deviation of the
total pressure loss. Note that the Gaussian process emulator maps the design variables Wi to
the output statistics (mean and standard deviation). These output statistics are estimated
for each blade using MCS of size n over the erosion parameters. Note that this MCS of n
size is run over the high ﬁdelity solver and not the surrogate model. The hyperparameters
θ of the surrogate model are estimated via maximum likelihood estimation. NSGA-II is
then used to search the entire design space using this surrogate to obtain Pareto-optimal
solutions. The errors in the prediction can be estimated from the posterior variance given
by the surrogate model at each point. The prediction, using the surrogate model, at the
points on the Pareto-front are then veriﬁed by running full scale CFD simulations. A low-
crowding algorithm is used to select points for update at which the full CFD model is run in
the noise space (n runs to estimate the statistics). The surrogate model is then updated at
the suggested points; i.e. the new data is updated to the existing training dataset and the
hyperparameters are re-tuned. This process is performed iteratively until some convergence
criteria are satisﬁed or the speciﬁed computational budget is exhausted. In this study, the
process is terminated if for more than two update iterations, there is no improvement in
Pareto front as compared to the previous best Pareto front. The designer can subsequently
use the resulting optimal design set to trade oﬀ between mean performance and variance to
obtain robust designs.
4.5 Numerical Studies and Results
The robust design method discussed above is next applied to seek compressor fan blades with
robust aerodynamic performance in the presence of erosion. We compare the performance
of the robust blade to another blade obtained by deterministic optimization method. In the
deterministic optimization process we use the same design variables but no noise variables
(no erosion) and simply seek the blade with the best nominal pressure loss. The blade is also
compared to the baseline blade from which both optimization process started.
4.5.1 Robust Design Studies
The robust design method discussed earlier is applied to a typical Rolls-Royce compressor
fan blade section. An LPτ based DOE is employed to create an initial control factor setChapter 4 Robust Design of Compressor Blades against Erosion 60
of m (m = 50) compressor fan blade shapes. This is followed by another set of LPτ based
DOE to create n (n=15) types of erosion on each of the m blade shapes. The noise factors -
location (t1), width (t2) and depth (A) are represented by a uniform distribution. PADRAM
is employed for generating high quality CFD meshes and a multigrid RANS based CFD
simulation using HYDRA is performed at the m×n (50×15) candidates points to evaluate
the mean and variance of the pressure losses corresponding to the m designs. Note that the
mean ans standard deviation have been estimated using a sample size of 15 points. NSGA-II
is used in conjunction with Gaussian stochastic process models for the mean and variance of
the loss coeﬃcient to seek Pareto optimal solutions. After each search iteration 10 new points
are selected on the Pareto front obtained using the surrogate models using a low crowding
algorithm. Exact runs of the CFD code are carried out at these points and the resulting
data is used to update the baseline surrogate models for the mean and variance
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Figure 4.11: Plot of the initial dataset and the initial Pareto front. The plot also shows
the last three Pareto fronts after which the search was terminated. Note that the 11th,12th
and 13th Pareto fronts are the same and overlap, hence they are not distinguishable in the
plot
The NSGA-II algorithm with the update method is employed for 13 updates to ﬁnd the
optimal robust design set (i.e. 180×15 CFD runs are used in total). The search is terminatedChapter 4 Robust Design of Compressor Blades against Erosion 61
when there is no further improvement in the Pareto front. Figure 4.11 shows the convergence
of the Pareto fronts. It can be observed from Fig. 4.11 that the last three Pareto fronts are
same, and hence the search was terminated. It should be noted that this termination criterion
does not ensure convergence to the true Pareto front. However, our primary objective is to
seek design improvements on a limited computational budget and this has been achieved.
Figure 4.11 shows the initial dataset with the initial Pareto front (dotted line). The solid line
shows the ﬁnal Pareto front. It can be noted from Fig. 4.11 that signiﬁcant improvement in
the Pareto front has been achieved.
A 50 point LPτ based DOE with noise factors - location (t1),width (t2) and depth (A)
is executed for a selected geometry on the ﬁnal Pareto front. The data is used to train a
surrogate model, which is further used for an MCS. An MCS of 10,000 runs is executed for
the selected blade geometry and the histograms of the pressure loss are generated. Figure
4.12 shows the robust geometry as compared to the baseline geometry. The histogram of
basline
robust
 
Figure 4.12: Shape of the robust geometry and the baseline geometry
pressure loss for the robust geometry is shown in ﬁgure 4.13.
4.5.2 Deterministic Design
To provide a benchmark against which the results of a multiobjective robust design search can
be compared, we begin with a traditional deterministic optimization approach. DeterministicChapter 4 Robust Design of Compressor Blades against Erosion 62
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Figure 4.13: Histogram of Pressure Loss of the Robust Geometry
design methods seek to optimize the nominal performance of the system, i.e., optimize blade
geometries for low pressure loss coeﬃcients. An LPτ based DOE is employed to generate
an initial set of training points containing diﬀerent blade geometries whose performances
are evaluated using the CFD code. The initial dataset is subsequently used to construct a
baseline surrogate model which is then used in lieu of the CFD simulator during optimization.
During the optimization iterations, the surrogate models are updated in a sequential fashion
to improve its accuracy. The approach employed is illustrated by the ﬂowchart in Fig. 4.14.
We employ the Dynamic Hill Climbing based optimization method in OPTIONS soft-
ware framework for the design search (Keane, 2003b). The initial DOE points and all the
points explored during the optimization search are shown in ﬁgure 4.15. The ﬁgure shows
the convergence history and the deterministic optimal point chosen for comparison. Once
the optimal blade is found we then analyze its behaviour in the presence of erosion. A prob-
abilistic analysis, similar to the study performed earlier, is employed to study the deviation
in coeﬃcient of pressure loss for the resulting design. A 50 point LPτ DOE survey is per-
formed over the values of the erosion parameters location, width, depth and CFD calculations
using HYDRA are executed at these points. The initial dataset is used to train a Gaussian
stochastic process model. An MCS of 10,000 runs is employed to obtain the statistics of theChapter 4 Robust Design of Compressor Blades against Erosion 63
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Figure 4.14: Flowchart for deterministic surrogate-assisted design optimization
blade performance.
We compare the performance of the geometry which was optimized for pressure loss coef-
ﬁcient using the deterministic method with the selected robust geometry. Figure 4.16 shows
the histograms for both geometries with nominal pressure loss coeﬃcient and the mean of
the pressure loss coeﬃcient in the presence of erosion. The histogram of the robust geometry
shows less variability in pressure loss coeﬃcient as compared to the design obtained using a
deterministic approach. There is considerably lower shift in the mean performance of 0.7%
from the nominal performance for the robust blade geometry as compared to almost 2% for
the deterministic optimal blade geometry. It can be observed that low variability has been
achieved in the robust design at the expense of a marginal reduction in the mean perfor-
mance. The worst case performance of the robust blade geometry is also considerably better
than the deterministic optimal blade geometry.Chapter 4 Robust Design of Compressor Blades against Erosion 64
Figure 4.15: Convergence plot for deterministic surrogate-assisted design optimization
using DHC
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Figure 4.16: Histograms of robust and deterministic optimal geometriesChapter 4 Robust Design of Compressor Blades against Erosion 65
4.6 Summary
In this chapter we have presented an eﬃcient surrogate model and genetic algorithm based
robust design methodology. An LPτ based DOE technique was used to construct an initial
inner control array and outer noise array. A parametric grid generation routine was used
to automate geometry creation and grid generation to construct high quality CFD meshes
which were then solved using a RANS code. Gaussian stochastic process models were used as
computational surrogates to the high-ﬁdelity CFD simulations in order to ensure convergence
close to the true Pareto front using a limited number of exact function evaluations.
The robust design problem was formulated as a multi-objective problem. An elitism
based non-dominated sorting genetic algorithm was employed in conjunction with the sur-
rogate model to search the design space. A Pareto-optimal set was identiﬁed for trade oﬀ
between the mean and standard deviation of the pressure loss. The eﬃciency of the proposed
solutions would depend on the quality of the surrogate model used. The Pareto-optimal set
suggested by the NSGA-II, using the surrogate model, was veriﬁed using CFD simulations
and few points were selected from the ﬁnal Pareto front for further analysis and updating the
surrogate models. An MCS based on surrogate models was executed for the selected blades
and the results were found to be considerably more robust than the design obtained using a
deterministic optimization approach. The method presented can be employed to seek robust
optimal sets which can be presented to the designers to ﬁnd compressor blade designs that
are robust to erosion processes.
The major limitation in this chapter was the number of sample points taken in the noise
space. This was due to the high computational cost involved in taking a large sample. Recall
that then we employed MCS to estimate the statistics of pressure loss for each selected blade
geometry using this sample. It is well known that the MCS is very sensitive to the sample size
employed for predicting the statistics of response (Convergence rate is O(1/
√
n)). In the next
chapter, we will tackle this issue by employing Bayesian Monte Carlo methods. On a diﬀerent
note, the CFD solutions for the eroded compressor blades may have signiﬁcant errors. This
may be due lack of veriﬁcation of the CFD solver with experimental data for these eroded
geometries. In such case, we cannot rely much on our results as the contributions of the
CFD solution errors to the pressure loss variations may be comparable to the contributions
due to geometric uncertainty. However, the main aim was to achieve better robustness in
performance on a limited computational budget and it was achieved.Chapter 5
Robust Design against
Manufacturing Variations
In this chapter, we propose an eﬃcient strategy for robust design based on Bayesian Monte
Carlo simulation. Robust design is formulated as a multiobjective problem with the mean
performance and variability of the performance as the objectives to be minimized. Bayesian
Monte Carlo simulation is employed to eﬃciently estimate these performance statistics for
optimization. The proposed method is applied to compressor blade design in the presence
of manufacturing uncertainty. Process capability data is utilized in conjunction with a para-
metric geometry model for manufacturing uncertainty quantiﬁcation. High ﬁdelity compu-
tational ﬂuid dynamics simulations are used to evaluate the aerodynamic performance of the
compressor blade.
A probabilistic analysis for estimating the eﬀect of manufacturing variations on the aero-
dynamic performance of the blade is performed. Sensitivity analysis studies are conducted
to understand the eﬀect of the design and noise variables on the performance output. The
proposed approach is applied to robust design of compressor blades and a selected design
from the ﬁnal Pareto set is compared with an optimal design obtained by minimizing the
nominal performance alone. The selected robust blade has substantial improvement in ro-
bustness against manufacturing variations in comparison to the deterministic optimal blade.
Signiﬁcant savings in computational eﬀort using the proposed method as compared to MCS
are also illustrated.
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5.1 Introduction
Manufacturing uncertainty is inevitable due to the presence of varying process conditions,
tool wear, human errors or tolerancing limitations. In Chapter 3, we discussed the role of
process capability data in quantifying the uncertainty present in manufacturing processes.
We also presented a methodology for utilizing process capability data to represent manufac-
turing uncertainty in compressor blades. It was observed, that such uncertainty can cause
signiﬁcant deterioration in the aerodynamic performance of the blade. This established the
need for robust design studies in the early design phase.
We left the earlier chapter mentioning some limitations of the robust design method used
for erosion study; one of the major limitations being the choice of sample size used for the
inner noise loop. In this chapter, we present Bayesian Monte Carlo based Monte Carlo
Simulation (BMCS) method for eﬃcient integration over the noise variables to evaluate
the performance statistics. Also manufacturing variations cause smooth geometry changes
and we expect the CFD solver may not contribute bias in the performance statistics. In
section 5.1, we present the BMCS method and compare it with existing methods using a
simple example problem. This is followed by a deﬁnition of the manufacturing uncertainty
problem in the context of robust design. In section 5.3, we conduct a robust design study
against manufacturing uncertainty on a typical compressor blade geometry. The probabilistic
aerodynamic performance of the robust design obtained is compared to the performance of
a deterministic optimal design in the presence of manufacturing variations.
5.2 Why Bayesian Monte Carlo?
In chapter 2 we presented an overview of Monte Carlo Simulation to compute the statistics
of the response quantities of interest. In this section, we look at MCS from the perspective
of robust design studies; that is for evaluating the integrals in equations (2.7), (2.11) and
(2.12) (see section 2.4). For every set of control factors (x ∈ χ), MCS employs a random
number generator to select a set of points in the noise space (ξ(1),ξ(2),...,ξ(m)), where ξ(i) =
{ξ
(i)
1 ,ξ
(i)
2 ,...,ξ
(i)
q }. Once the response quantity y(x,ξ(i)) is evaluated using a computational
analysis model at these points, the mean of the output can be estimated by equation 2.1 and
the variance can be estimated by equation 2.2.
As mentioned in Chapter 2, the standard MCS technique has many limitations. First,
a large sample size is required for accurate inferencing, which rules out its application toChapter 5 Robust Design against Manufacturing Variations 68
computationally expensive high ﬁdelity simulation models. Another drawback of MCS is that
the random samples generated for evaluation may not be space ﬁlling, which is important
with computational analysis models as they are deterministic. In Chapter 2 we presented
Pseudo and Quasi-MCS based methods that may be used to address these issues. We also
presented surrogate based MCS to reduce the high computational cost involved with robust
design. A Gaussian Stochastic Process emulator was employed as a surrogate in the previous
chapter. However, another major drawback of MCS is that it uses only the observations
of the output response quantity [y(1),y(2),...,y(m)] for estimating the statistics and does
not take into account the points (ξ(1),ξ(2),...,ξ(m)) at which they were observed (O’Hagan,
1987). Here, we present a Bayesian approach that does not suﬀer from these limitations.
In the previous chapter, we employed Gaussian stochastic process model as an emulator for
probabilistic analysis. We presented a statistical method that utilizes the information in the
observed dataset Dn to build an emulator, given by (4.6) and (4.7), which can act as a cheap
surrogate to the high ﬁdelity analysis code. In the next section, we extend this idea to the
case when the inputs to this emulator are random.
5.2.1 Random Inputs: BMCS
Here, we revisit the problem mentioned earlier, where we need to evaluate the multidimen-
sional integral
R
E f(ξ)P(ξ)dξ. This is the case when the input ξ is random with distribution
P(ξ), and one aims to estimate the statistics of the response output f(ξ). Recollect that
such problems are central to robust design formulations where the aim is to evaluate the
statistics of design performance in the presence of uncertainty due to noise variables. For
example, in the case of manufacturing uncertainty, the inputs are given by a probability
density function. In the limiting case the probability density function is Gaussian, with the
mean given by baseline geometry and variance speciﬁed by the process capability variance
σp. In the Gaussian process modeling approach described earlier we had a set of inputs and
the corresponding outputs from an analysis code represented by Dn = (ξ(i),y(ξ(i))|i = 1...n).
Using this method we approximated the output response by a Gaussian random ﬁeld given
by
Y (ξ) ∼ N(b Y (ξ),C(ξ,ξ0)). (5.1)
The Gaussian ﬁeld Y (ξ) can be employed to approximate the integral
R
E f(ξ)P(ξ)dξ. This
method is also known as the Bayesian Monte Carlo Simulation (BMCS) (Rasmussen, 2003).
Since Y (ξ) is a Gaussian random ﬁeld its expected value will be a Gaussian random variableChapter 5 Robust Design against Manufacturing Variations 69
and is given by
M =
Z
E
Y (ξ)P(ξ)dξ ∼ N(hMi,σ2
M), (5.2)
where
hMi =
Z
E
b Y (ξ)P(ξ)dξ and σ2
M =
Z
E
Z
E
C(ξ,ξ0)P(ξ)P(ξ0)dξdξ0. (5.3)
Here, hMi can be interpreted as an estimate of the mean of Y (ξ), while σ2
M is a probabilistic
error bar which is analogous to the variance of the MCS (equation (2.2)), and can be used
to estimate the accuracy of the BMCS prediction. The integrals in equation (5.3) can be
estimated using simulation techniques. This is feasible since predicting b Y (ξ) and C(ξ,ξ0)
at a new point using the Gaussian process emulator given by Equations (4.6) and (4.8) is
computationally very cheap incurring only O(n2) operations.
In the special case when the input variable distribution P(ξ) is Gaussian and the co-
variance function Γ(ξ,ξ0) obeys the product correlation rule (for example Gaussian), the
integral in equation (5.3) can be evaluated analytically (O’Hagan et al., 1999; Rasmussen
& Ghahramani, 2003). Let P(ξ) ∼ N(b,B) and the covariance function be of the form
Γ = N(ai = ξ(i),A = diag(θ2
1,....,θ2
q+1)) given by
Γ(ξ,ξ0) = θ1exp
"
−
1
2
q X
i=1
(ξi − ξi
0)2
θ2
i+1
#
. (5.4)
Then the ﬁrst integral in Equation (5.3) simpliﬁes to
hMi = zTΓ−1Yn, (5.5)
where
z = θ1|A−1B + I|−1/2exp

−0.5(a − b)T(A + B)−1(a − b)

. (5.6)
Similarly, the second integral in Equation (5.3) which gives an error bar for hMi simpliﬁes
to
σ2
M = θ1|2A−1B + I|−1/2 − zTΓ−1z. (5.7)
As shown in this section, the use of a Gaussian process prior over the response quantities
provides a statistical approach that fully utilizes the information in the existing dataset for
uncertainty analysis. At the same time we have an emulator which can act as a computa-
tionally cheap surrogate to the high ﬁdelity simulator (CFD analysis in our case). Hence,
the above proposed methodology alleviates the drawbacks of the standard MCS technique
discussed earlier. In the next subsection we apply the BMCS based methodology to a simple
test case.Chapter 5 Robust Design against Manufacturing Variations 70
5.2.2 Case Study: Rastrigin Function
Figure 5.1: The plot of Rastrigin function
We look at the convergence rates of random MCS, quasi MCS (LPτ) and Bayesian MCS
methods to predict the statistics of the output when the underlying relation between the
input and outputs is a complex function. The highly nonlinear Rastrigin function, see ﬁgure
5.1, is used to study the convergence of the above mentioned methods. For two independent
variables, the Rastrigin function can be expressed as
R(x1,x2) = 20 + x2
1 + x2
2 − 10(cos2πx1 + cos2πx2). (5.8)
The random inputs x1 and x2 are assumed to be uniformly distributed; i.e. x1 ∈ [−1,1]
and x2 ∈ [−1,1]. To obtain a benchmark for comparison, an initial random MCS of 10,000
runs is executed. This is employed to calculate the mean and standard deviation of the
output R(x1,x2) using equations (2.1) and (2.2). The mean and standard deviation using
the random and quasi MCS are estimated incrementally. This implies that the number of
points in the sample, for estimating the statistics, are incremented after each step. In the
random MCS the points are incremented randomly, whereas, in the quasi MCS the new point
is selected using the LPτ method based on Sobol sequences. The choice of using LPτ method
is due to the fact that it generates a deterministic DOE dataset. This property makes it
ideal for our study as we can create a dataset initially and can employ it to increment the
sample size at each step without generating a new DOE dataset at every step.
For the case of Bayesian MCS, at each step, we increment the sample using the LPτ DOE
technique. Then a Gaussian stochastic process model is trained to the updated sample dataChapter 5 Robust Design against Manufacturing Variations 71
to obtain a surrogate model as discussed in Chapter 4. This emulator is employed for BMCS
as discussed in the previous section. The statistics of interest can then be evaluated using
the integrals in equation (5.3). Since the inputs are not Gaussian (uniform in this case), we
do not use analytical solutions for these integrals. Instead a MCS of 10,000 runs is further
executed using the emulator model to estimate the integral at each step. Figure 5.2 and 5.3
show the convergence plots for the above mentioned methods. These ﬁgures clearly illustrate
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Figure 5.2: Convergence study for predicting the mean of the Rastrigin function. The
horizontal line is the benchmark result for mean
that BMCS can predict statistics of the response quantity with far fewer samples. It should
be noted that, for the BMCS study we had to run the surrogate model 10,000 times at each
step. This incurred extra computational cost as compared to the random and quasi MCS
methods. However, the run time associated with the surrogate model is very small. This
argument becomes very apparent when the underlying relationship between the inputs and
outputs is given by a high ﬁdelity analysis code like CFD. Hence, one would prefer many
more evaluations of the surrogate as compared to running the computationally expensive
CFD simulations many times over. Hence, this study suggests far better convergence and
computational savings when using Bayesian MCS to predict the output statistics.Chapter 5 Robust Design against Manufacturing Variations 72
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Figure 5.3: Convergence study for predicting standard deviation of the Rastrigin function.
The horizontal line is the benchmark result for standard deviation
5.3 Application: Manufacturing Uncertainty in Compressor
Blade
In Chapter 3 we proposed a method for modeling manufacturing uncertainty in compressor
blades. We also showed that manufacturing uncertainty can signiﬁcantly deteriorate the
aerodynamic performance of a compressor blade. In this section we will further build a
case for robust design by conducting a surrogate model based probabilistic analysis. We
will employ the ideas presented earlier in this chapter (BMCS) to eﬃciently estimate the
performance statistics. Firstly, we train a Gaussian Stochastic Process emulator to an initial
candidate dataset. This surrogate model is validated using the methods discussed in section
4.2.4. The next step is to conduct a BMCS based probabilistic analysis which is followed by
the main eﬀect studies and sensitivity analysis.
5.3.1 Surrogate Model Training and Validation
We employ the BMCS method to estimate the eﬀect of manufacturing uncertainty on the
aerodynamic performance of a baseline design. A set of 100 points in vicinity of the baseline
blade (i.e. the noise space deﬁned by process capability data) is ﬁrst generated using the LPτ
technique. CFD analysis is carried out at these points to create an initial training dataset.Chapter 5 Robust Design against Manufacturing Variations 73
The Gaussian Stochastic process emulator is trained to this initial dataset using the steps
described in Chapter 4. Once we have tuned the hyperparameters, the next task at hand is
to validate the surrogate model.
Figure 5.4: Predicted posterior mean versus original values for initial emulator for modeling
manufacturing variations
The quality of the surrogate model can be assessed by a leave-one-out type cross-validation
procedure. As shown in previous chapter, this method involves leaving the ith training point
out and computing the posterior mean at the ith point. The computed values using the
surrogate are plotted against the original values from the training dataset in ﬁgure 5.4.
The regression coeﬃcient for a linear model ﬁt to the leave-one-out results is R2 = 0.916.
A Standardized Cross-Validated Residual test is also performed over the surrogate model.
Figure 5.5 show the plot of posterior mean and SCVRi values predicted by the leave-one-
out method. It can be observed that most of the SCVRi in Fig. 5.5 lie within the range
[−3σ,+3σ] and hence the error bars computed using the surrogate are reasonably tight.
5.3.2 Probabilistic Analysis
A normal distribution for the noise variables is assumed with the tolerance limits assigned to
lie at [−6σ,+6σ], obtained from the process capability data. The histogram of the pressure
loss is shown in ﬁgure 5.6. A total of 100,000 samples were used in conjunction with theChapter 5 Robust Design against Manufacturing Variations 74
Figure 5.5: SCV Ri values using Leave-One-Out validation for initial emulator for modeling
manufacturing variations
Gaussian process emulator to generate this ﬁgure. Uncertainty analysis using the Gaussian
process emulator takes around 13 seconds on an Intel(R) Xeon(TM) 3.06GHz processor.
This represents a substantial saving in computational time as compared to using the high-
ﬁdelity CFD model for probabilistic studies, which would have taken approximately 2,000,000
minutes on the machine. Note here that if only the ﬁrst two statistical moments are of interest
(which is the case in our robust design formulation), then the computational cost is less than
a second, after the covariance function of the Gaussian process prior has been tuned for the
baseline dataset. It can be seen from ﬁgure 5.6 that manufacturing variations can lead to
signiﬁcant deterioration in the aerodynamic performance of a blade. In the worst case there
can be upto 14% degradation in pressure loss coeﬃcient. It also suggests an almost 4% shift
in mean performance from the nominal performance. These ﬁgures re-emphasize the need
for robust design of compressor blades against manufacturing variations.
5.3.3 Main Eﬀects and Sensitivity Analysis
One of the important parts of a robustness analysis is to understand the eﬀect of each variable
on the performance. Main eﬀect studies, as discussed in section 4.3.2, were carried out by
numerically integrating out the eﬀect of other variables. The main eﬀect plots for the tenChapter 5 Robust Design against Manufacturing Variations 75
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Figure 5.6: Histogram of performance of baseline geometry with manufacturing uncertainty
variables are shown in Figure 5.7. Wi | i = 1,2,...,10 refer to all the variables and we plot
the estimated eﬀect and the 95% conﬁdence intervals. Close inspection of these plots reveal
that variables W2,W4,W5,W7 and W8 have a larger eﬀect on the performance. However, it
is very diﬃcult to understand the relative importance of each variable from these plots. Also
it does not provide us any metric to rank variables. In such cases we are limited to visual
comparison between many plots. It is also limited by the fact that it does not give any insight
in to the interaction eﬀects. Here we will present a more precise method for understanding
the eﬀect of each variable on the performance output.
Sensitivity analysis has been widely proposed by researchers to quantify the eﬀect of
variables on model output. For a detailed review of existing sensitivity analysis methods
the reader is referred to (Saltelli et al., 1993; Sobol’, 1993; Chan et al., 1997). Sobol’ (1993)
proposed a general method for sensitivity analysis for nonlinear mathematical models. He
also also presented global sensitivity indices using Monte Carlo estimates in (Sobol’, 2001).
The main idea in Sobols’ method of global sensitivity indices is that underlying function in
the analysis model can be decomposed into functions of increasing orders of variables. We
adopt this idea for our problem, in our case the Gaussian emulator b Y (ξ) can be decomposedChapter 5 Robust Design against Manufacturing Variations 76
Figure 5.7: Main eﬀect plot for all the design variables in the manufacturing uncertainty
problem.
as
b Y (ξ(1),...,ξ(q)) = b Yo +
q X
i=1
b Yi(ξ(i)) +
q X
i=1
q X
j=i+1
b Yij(ξ(i),ξ(j)) + ... + b Y1,2,...,q(ξ(i),...,ξ(q)). (5.9)
where, b Yo is a constant and q is the number of variables (noise variables) in this case. It can
be seen that total number of summands will be 2q. Equation (5.9) can also be expressed
compactly as
b Y (ξ) = b Yo +
q X
s=1
q X
i1<...<is
b Yi1...is(ξ(i1),...,ξ(is)), (5.10)
where 1 ≤ i1 < ... < is ≤ q. For equation 5.9 to be unique, the integral of every summand
over any of its own variables must vanish, i.e.
Z 1
0
b Yi1...is(ξ(i1),...,ξ(is))dξ(k) = 0 for k = i1,...,is. (5.11)
Equation (5.11) also enforces that all the summand in equation (5.9) are orthogonal and
can be expressed as integrals of b Y (ξ); due to Sobol’ (2001). The expression in equation
(5.9) is also called Analysis of Variance (ANOVA) decomposition. If we assume that b Y (ξ)Chapter 5 Robust Design against Manufacturing Variations 77
is square integrable, then all the b Yi1...is in equation (5.9) are square integrable in the noise
space (ξ ∈ Rq). Squaring the terms in equation (5.9) and integrating over the noise space we
get
Z
b Y 2(ξ)dξ − b Y 2
o =
q X
s=1
q X
i1<...<is
Z
b Y 2
i1...isdξi1...dξis. (5.12)
In this expression the constant terms are
D =
Z
b Y 2dξ − b Y 2
o , and Di1...1s =
Z
b Y 2
i1...isdξi1...dξis. (5.13)
These terms are the variances in the sense that if the input ξ is random, the output b Y (ξ) is
random. This in turn would imply from equation (5.9) that terms like b Yi1...is(ξ(i1),...,ξ(is))
are random. In such case their variance is given by D and Di1...1s. The global sensitivity
indices are deﬁned as
Si1...is =
Di1...is
D
. (5.14)
In equation (5.14), s is referred to as the order of the sensitivity index. The global sensitiv-
ity indices can be employed for ranking of variables and ﬁxing the unessential variables in
b Y (ξ(1),...,ξ(q)). They can also be used in dropping higher order members in equation (5.9)
to conduct a more detailed sensitivity analysis over other terms.
In this study we carry out a ﬁrst order sensitivity analysis. We evaluate the terms
D1,....Dq using MCS estimates for the respective integrals. The ﬁrst step in this method is
similar to the method employed in main eﬀect analysis in section 4.3.2. We ﬁrst numerically
solve the following equation:
m(ξ(i)) =
Z
b Y (ξ(1),...,ξ(q))
q Y
j=1;j6=i
dξ(j). (5.15)
We employ a 10,000 points LPτ based MCS in q − 1 dimensions to estimate m(ξ(i)). Once
we integrate out the eﬀect of all variables sans the ith variable, we conduct another LPτ
based MCS over the ith variable to estimate the variance of m(ξ(i)), which is in turn the
value of Di. Figure 5.8 shows the plot of the indices Di Pq
i=1 Di. In our example the variables
[ξ(1),ξ(2),...,ξ(q)] are the weights of the shape function used in parameterizing the blade
geometry and are given by [W1,W2,...,W10]. The parametrization technique and the eﬀect
of the weights variables on the geometry was explained in section 3.4. Recall that, each
variable has its maximum inﬂuence near the region corresponding to the location of its
maxima given by xMi; see equation (3.4). The pie chart in ﬁgure 5.8 shows that the variables
W1 and W10 also have less eﬀect on the performance output. As expected, these variablesChapter 5 Robust Design against Manufacturing Variations 78
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Figure 5.8: Graphical representation using pie chart of the 1st order sensitivity analysis
cause shape changes near the trailing edge and should not inﬂuence pressure loss much. The
variables W4,W5,W6,W7 and W8 have the maximum eﬀect on the aerodynamic performance.
Table 5.1 rank the variables with their ﬁrst order sensitivity indices. It also shows the
location of the maximum eﬀect of the variable as percentage of chord. The term PS along
with the location stands for pressure surface and SS stands for suction surface. It can be
noted from the table that the variables that have higher ranking of sensitivity index are in
general those that cause shape changes near the leading edge and in turn are expected to
have high inﬂuence on the aerodynamic performance. Figure 3.14 shows the location of the
maximum inﬂuence point due to each variable on the blade shape. One would have expected
W5 to have the maximum impact on the output performance as it is eﬀects the leading edge
the most. It is interesting to note that W7 and W8, which eﬀects the pressure side of the
blade near the trailing edge, have a higher ﬁrst order sensitivity index as compared to not
only W5, but also W4 and W6 which are closer to the leading edge. This is consistent withChapter 5 Robust Design against Manufacturing Variations 79
Rank of Variable Sensitivity Index (as %) Location of
Variables Name Di Pq
i=1 Di Peak from LE
1 W7 30.391 20% (PS)
2 W5 20.354 0% (SS)
3 W8 14.934 60% (PS)
4 W4 9.8952 10% (SS)
5 W6 9.3935 10% (PS)
6 W2 9.2958 50% (SS)
7 W3 3.7892 30% (SS)
8 W9 1.8732 60% (PS)
9 W1 0.0707 70% (SS)
10 W10 0.0033 80% (PS)
Table 5.1: Ranking of ﬁrst order sensitivity indices for the variables with their maximum
eﬀect location
the many observations made in transonic airfoil design optimization, where designers ﬁnd
that this region near the trailing edge on the pressure surface of the airfoil inﬂuences the
aerodynamic performance (Huyse et al., 2002; Li et al., 2006; Zingg & Elias, 2006)
However, there may be high interaction eﬀects present in our model. From equations
(5.12) and (5.13) we have
D =
q X
s=1
q X
i1<...<is
Di1...1s. (5.16)
From this we can evaluate the interaction eﬀects as the diﬀerence between the total global
variance D and the sum of the ﬁrst order variances given by
Pq
i=1 Di. The total global
variance D is evaluated using a MCS over all the variables. Figure 5.9 shows the plot of these
indices given by Di
D and the sensitivity index of the interaction eﬀects given by
D−
Pq
i=1 Di
D .
This plot shows that there is large impact due to interaction eﬀects on the model output. To
understand the eﬀect of interaction eﬀects one can conduct a higher order sensitivity analysis.
This can be implemented by using the method proposed above for diﬀerent combinations of
variables instead of just one variable. Once the variable combinations are selected a two step
MCS simulation similar to the one conducted earlier in this section needs to be performed.
Higher order sensitivity calculations can be computationally demanding. One can use theChapter 5 Robust Design against Manufacturing Variations 80
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Figure 5.9: Pie chart of the 1st order sensitivity analysis with interaction eﬀects
ﬁrst order sensitivity analysis ranking as shown in Table 5.1 to drop variables with lower
ranks. Again at each stage one can employ the idea in equation (5.16) to estimate higher
order interaction eﬀects. For example after one estimates the ﬁrst and second order variance,
the sum of these variances can be subtracted from the total variance D to estimate the eﬀect
of higher order eﬀects. If this quantity is a small fraction of total variance further index
calculations can be omitted. This can lead to reduction in computational eﬀort for the user.
The sensitivity index ranking in table 5.1 shows that variables such as [W1,W3,W9,W10]
have much less eﬀect on model output. These terms can be dropped from further analysis.
However, in our shape model these variables also contribute to maintaining smooth shape
changes to the blade geometry, and thus are retained for robust design studies in the next
section.
5.3.4 BMCS based Robust Design Method
The tools and methods discussed in earlier sections are employed next to build an eﬃcient
method for robust design. We call this method Bayesian Monte Carlo based Robust Design
and the steps involved are shown in ﬁgure 5.10. In this method we start with an initialChapter 5 Robust Design against Manufacturing Variations 81
Figure 5.10: Flowchart for Robust Design of Compressor Blades against Manufacturing
Uncertainty
combined array dataset Dn ∈ ˜ x ∈ Rp+q, generated using the LHS technique. The choice
of a combined array is intuitive for the problem under consideration since the noise factors
(manufacturing variations) are a subset of the design factors (design space), i.e. E ∈ χ. The
grid generator and CFD solver are used to generate the initial dataset [Xn,Yn]. The dataset
is employed for tuning the covariance function as discussed in section 3.4. The BMCS method
is employed, using the emulator obtained from the previous step, to calculate the mean and
standard deviation of the pressure loss. This is followed by multiobjective optimization to
seek the Pareto optimal set. The CFD analysis is performed on points on the Pareto front
and these new points are appended to the existing dataset, which is subsequently used to
update the baseline Gaussian process emulator. This process is repeated till we meet some
predeﬁned convergence criteria.
The above mentioned approach alleviates most of the concerns expressed regarding exist-
ing robust design strategies discussed earlier. Speciﬁcally, the present approach uses a com-
putationally cheap emulator to improve the eﬃciency of robust design search. The methodChapter 5 Robust Design against Manufacturing Variations 82
also provides the option of updates which ensures that the designer spends eﬀort in the area
of interest (near the Pareto front) and the emulator prediction improves with each iteration.
We will illustrate this improvement in the numerical studies section. In the next section, we
discuss the results obtained by applying the proposed method to a compressor blade design
problem.
5.4 Numerical Studies and Results
We next conduct a robust design optimization study for a compressor blade. We employ
the Bayesian Monte Carlo based method proposed in the ﬂowchart shown in ﬁgure 5.10. To
start with, we use the Gaussian process emulator which was trained to initial dataset of 100
points. NSGA-II is then employed in conjunction with this emulator to search the entire
design space. BMCS is carried out for all points in the population at each generation to
evaluate the performance statistics (design objectives). The objectives are then ranked to
obtain Pareto-optimal solutions. We use a population size of 100 points with 100 generations
for this study.
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Figure 5.11: Final Pareto front with all explored pointsChapter 5 Robust Design against Manufacturing Variations 83
A low-crowding algorithm, which maximizes the Euclidean distance between the Pareto
points, is used to select points which are then veriﬁed by running full scale CFD simulations
Kumar et al. (2006). These points are updated to the existing dataset and the Gaussian
process emulator is re-trained on the new dataset. The Gaussian emulator based NSGA-II
searches are repeated for updates until a convergence criterion is met. Here the convergence
criterion is a function of the improvement made in predicting the Pareto front after each
update. When the observed improvement is less than a user deﬁned value the search is
terminated. Figure 5.11 contains the initial dataset and subsequent updates points which
are collectively shown as the explored points. The ﬁgure also shows the ﬁnal Pareto Front
after ten updates. Note that exact aerodynamic analysis using the high ﬁdelity CFD code
was conducted only at the 336 points shown in the ﬁgure.
Figure 5.12: Predicted posterior mean versus original values for ﬁnal emulator for modeling
manufacturing variations
We had mentioned earlier that at each iteration the surrogate model is updated with
CFD solutions at the points selected from the Pareto front. Hence, at the ﬁnal iteration we
had 336 points for training the Gaussian emulator. We conducted model validation on the
ﬁnal surrogate model to illustrate improvements from the initial surrogate model and build
conﬁdence in our predictions. Figure 5.12 shows the plot of predicted values versus actual
CFD values using the leave-one-out validation test. The regression coeﬃcient for a linearChapter 5 Robust Design against Manufacturing Variations 84
model ﬁt to the leave-one-out results is R2 = 0.978, which has considerably improved as
compared to R2 = 0.916 for the initial dataset. An SCVR test was also conducted for the
ﬁnal surrogate model. Figure 5.13 shows the SCVR plot. It can be observed that most of
the points lie between +1σ and −1σ. Though there are a few outliers this suggests a good
model ﬁt. Figure 5.14 compares the initial Pareto front with the ﬁnal converged front. It
Figure 5.13: SCV Ri values using Leave-One-Out validation for ﬁnal emulator for modeling
manufacturing variations
can be noted that signiﬁcant improvement in the Pareto front is obtained.
5.4.1 Comparison with Deterministic Design
We compare the robust blades with an optimal geometry obtained by minimizing the nominal
performance to understand the trade-oﬀs obtained. To conduct this comparison, we perform
a standard deterministic optimization study. Deterministic design methods seek to optimize
the nominal performance of the system, i.e., to optimize blade geometries simply for low
pressure loss coeﬃcients. In order to ensure computational eﬃciency, the search is performed
in conjunction with the Gaussian process emulator constructed using the initial dataset. A
robust design from the ﬁnal Pareto Set is selected for comparison with the deterministic
optimal design. The selected robust design is highlighted in ﬁgure 5.14.
To start with, 50 points are sampled in the noise space around each blade and, theChapter 5 Robust Design against Manufacturing Variations 85
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Figure 5.14: Improvement in Pareto Front from initial Pareto Front
high-ﬁdelity CFD solver is executed to create two new datasets. These datasets are then ap-
pended to the ﬁnal updated dataset for training Gaussian emulators. Finally, probabilistic
performance analysis for the robust and the deterministically optimal blade is conducted by
employing the respective emulators. Figure 5.15 compares the histogram of the pressure loss
coeﬃcient of the robust blade with that of the deterministically optimal blade. This ﬁgure
was generated by sampling the respective Gaussian process emulator (100,000 samples) in
the noise space around the robust and the deterministically optimal blades. As expected,
the histogram of the robust geometry shows less variability in pressure loss coeﬃcient as
compared to the design obtained using a deterministic approach. Table 5.2 shows the
comparison between the Nominal, Mean and Worst Case performance of the baseline, deter-
ministic and robust design blades. It also shows the respective Standard Deviation and Mean
Shift predicted using the above mentioned method. There is a considerably lower shift in the
mean performance of 1.05% from the nominal performance for the robust blade geometry
as compared to almost 3.59% for the deterministic optimal blade geometry, see Table 5.2.
The standard deviation of the robust blade [σ = 0.0231] is signiﬁcantly less than that of
the deterministically optimal blade [σ = 0.0335]. It can be observed that low variability hasChapter 5 Robust Design against Manufacturing Variations 86
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Figure 5.15: Histograms for Comparison between Robust Design and Deterministic Opti-
mal Design
Blade Nominal Mean Standard Mean Worst Case
Designs Performance Performance Deviation Shift Performance
Baseline 1.0 1.0317 0.0295 3.17% 1.1461
Deterministic 0.9387 0.9724 0.0335 3.59% 1.1442
Robust 0.9610 0.9711 0.0231 1.05% 1.1124
Table 5.2: Comparison between the Baseline, Deterministic and Robust DesignChapter 5 Robust Design against Manufacturing Variations 87
been achieved in the robust design at the expense of a marginal reduction in the nominal
performance. However, the mean performance of the robust blade [µ = 0.9711] is better than
the mean performance for the deterministically optimal blade [µ = 0.9724]. The worst case
performance of the robust blade geometry is also almost 3% better than the deterministic
optimal blade geometry. Clearly the robust blade is better in all measures than the baseline
geometry, except in nominal performance. Figure 5.16 shows the zoomed in view of the
baseline, deterministic optimal and robust design.
Baseline Geometry
Deterministic Optimal Geometry
Robust Geometry
Figure 5.16: Zoomed in view of Baseline, Deterministic and Robust Design Blades
5.5 Summary
In this chapter a Bayesian Monte Carlo Simulation method was presented for eﬃcient esti-
mation of statistics of output. The limitations of existing pseudo and quasi MCS methods
were presented and an argument for using the BMCS method for robust design studies was
presented. The method was shown to be more eﬃcient than existing methods. This idea was
further employed to propose a Bayesian Monte Carlo based robust design methodology. The
proposed method also employed a multiobjective robust design formulation to ensure ex-
plicit trade-oﬀs between mean and standard deviation of the performance. Gaussian process
emulators were used to construct computational cheap surrogate of the high-ﬁdelity CFDChapter 5 Robust Design against Manufacturing Variations 88
simulations and for carrying out BMCS to estimate the eﬀect of manufacturing uncertainty
on the aerodynamic performance of compressor blades. Main eﬀect and sensitivity analysis
for understanding the eﬀect of variables were conducted. The sensitivity analysis provided
us with a metric to rank the variables according to their inﬂuence on the aerodynamic per-
formance of the blade. It also gave us an insight into the interaction eﬀects. Subsequently,
multiobjective genetic algorithm based robust design studies were conducted to seek the
Pareto optimal solutions.
A robust design from the ﬁnal Pareto set was selected for comparison with a determinis-
tically optimal blade design. BMCS was carried out for the selected blades and the robust
design was found to be considerably less sensitive to manufacturing variations as compared
to the deterministic optimal design. The robust design was also found to have better perfor-
mance than deterministic optimal design in all respects (Mean, Standard Deviation, Mean
Shift, Worst Case Performance), except the nominal performance. Signiﬁcant computational
savings for the robust design studies gained by employing eﬃcient Gaussian process emulators
instead of high ﬁdelity CFD simulations were also reported.
One issue that we faced while using the proposed robust design methodology in this study
was the density (diversity) of points on the Pareto Front. The reason is that the multiobjec-
tive optimizers seeks the Pareto front using the surrogate model (Gaussian emulator). Even
after many updates the model is not 100% accurate. This leads to errors in the prediction
of points on the pareto front. Consequently, points when veriﬁed by CFD solutions tend to
move away from the predicted Pareto front. In the next chapter we will discuss and propose
a method to alleviate this problem.Chapter 6
Probabilistic Ranking Based
Multiobjective Robust Design
In the previous chapters we employed surrogate models based on Gaussian emulators to expe-
dite the multiobjective optimization process. Surrogate models have been extensively used to
reduce computation cost when using optimization methods with high ﬁdelity analysis codes.
However, these approximate models may have poor predictability in certain regions of the
design space which could mislead the optimization process. Many researchers have proposed
methods to manage this issue in single objective optimization. Some widely used methods
are based on the concepts of Probability of Improvement, Expected Improvement Criteria and
the Trust Region approach (Dennis & Torczon, 1997; Jones et al., 1998; Alexandrov et al.,
1998; Jin et al., 2003; Ong et al., 2003; Keane, 2003a; Keane & Nair, 2005). However, very
few methods exist for improvement of surrogate based multiobjective optimization.
A commonly used method to manage this concern in multiobjective optimization, is to
update the surrogate model during the optimization search. The idea is to select points
from the approximate Pareto set predicted by the surrogate and execute the high ﬁdelity
analysis model at these points to create a new dataset. This new dataset is appended to the
initial dataset and the surrogate is retrained. We employed this idea in the earlier chapters
with some success. However, we observed two major issues (1) wasting computational eﬀort
in updating regions which may not be of interest and (2) lack of diversity in the predicted
approximate Pareto set.
Recently some methods have been proposed to alleviate these concerns for multiobjective
problems. An eﬃcient method, based on the concept of Expected Improvement Criteria,
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to manage these issues in multiobjective optimization was proposed by Keane (2006). In
this method a probabilistic metric (probability of improvement) allows trade-oﬀ between
exploring the design space and seeking the Pareto optimal set. The major advantage of
this method is that multiobjective problems can be solved using existing single objective
optimization methods (e.g. gradient based methods) without any need of weight factors.
Emmerich et al. (2006) used the information of error in the approximate model to expedite
the multiobjective optimization process. They used the conﬁdence intervals provided by
Gaussian emulator based surrogate models to deduce the lower conﬁdence bound of the
predicted value. They also proposed other metrics based on Probability of Improvement and
Expected Improvement Criteria, and showed that these methods perform better than direct
surrogate based optimization methods.
In this chapter, we propose a generic method for eﬃcient multiobjective optimization with
surrogate models. The proposed method is based on a probabilistic framework and ensures
that the uncertainty in predictions are accounted for during the optimization search. For the
sake of clarity, we ﬁrst discuss in detail the concepts of non-dominated sorting and Pareto op-
timality which are central to multiobjective optimization algorithms. We then extend these
deﬁnitions for dealing with models with uncertainty. We propose a probabilistic multiobjec-
tive optimization algorithm and implement it using an existing multiobjective optimization
method (NSGA-II). We apply this tool to a suite of test problems based on complex functions
whose true Pareto front is known apriori. We compare the proposed methodology with op-
timization methods which directly search the true function and a simple Gaussian emulator
assisted search algorithm. Finally, we present a generic method for eﬃcient robust design
with surrogates and revisit the erosion and manufacturing uncertainty problems.
6.1 Introduction
Many engineering problems involve more than one objective which more often than not
compete with each other. Multiobjective optimization involves simultaneous optimization
of these objectives. Let x = [x1,x2,...,xm] ∈ Rm be a vector of m design variables and
the n objectives be given by f = [f1(x),f2(x),...,fn(x)] ∈ Rn. Then the multiobjective
minimization problem can be expressed as seek x∗ = [x∗
1,x∗
2,...,x∗
m] to
minimize
x {f1(x),f2(x),...,fn(x)}. (6.1)Chapter 6 Probabilistic Ranking Based Multiobjective Robust Design 91
For the sake of simplicity we will consider unconstrained optimization problems through out
this chapter. Without any loss of generality, we present our deﬁnitions for a minimization
problem in which the aim is to minimize all the objectives simultaneously. These ideas can be
easily extended to maximization problems or combinations of minimization and maximization
problems.
Over the last few decades, several techniques have been employed to solve the nonlinear
optimization problem given by equation (6.1). The simplest approach is to use a combination
of all the objectives to get a single objective. The major problem with this approach is in
deciding the weights assigned to each objective function. Without any prior information
about the behaviour and importance of each objective, it is not very clear on how to decide
these weights. The most common approach in this class is the weighted sum approach. This
method consists of adding all the objective function with diﬀerent weight combinations. The
new single objective problem can be expressed as
x∗ = arg min
x
n X
i
wifi(x), (6.2)
where
Pn
i wi = 1 and wi ≥ 0. wi are the weight coeﬃcients representing the relative
importance of each objective. Equation (6.2) is solved for diﬀerent combinations of wi to
seek the optimal solutions which can be then presented to the designer for selection.
The principles of multiobjective optimization are diﬀerent from that of single objective
optimization. In single objective optimization problems, the goal is to ﬁnd the optimal or
best design, which corresponds to the minimum or maximum value of the objective function.
However, in multiobjective optimization, there may not be any single optimal solution. This
is the case when there is a conﬂict between the objectives, i.e. an improvement in one
objective may lead to worsening of other objectives. In such cases, one seeks the compromised
solutions which are also known as the Pareto Optimal Solutions. There exist numerous
methods in literature to solve the multiobjective optimization; for an extensive review of
such methods the reader is referred to (Fonseca & Fleming, 1993, 1995; Deb, 1995; Keane
& Nair, 2005). The idea of dominance and Pareto optimality are central to multiobjective
optimization methods. Next we present these concepts and ideas in more detail
6.2 Pareto Optimality: Concepts and Deﬁnitions
The concept of Pareto optimality was ﬁrst formulated in the area of economics in the early
19th century by Vilferdo Pareto (Pareto, 1896). The deﬁnition of the Pareto optimum is asChapter 6 Probabilistic Ranking Based Multiobjective Robust Design 92
follows
Deﬁnition 1 (Pareto Optimum)
Let ˆ x,x∗ ∈ Rm. Then, for a minimization problem, x∗ is Pareto optimal if ∀ ˆ x 6= x∗ one
of the following holds
• ∀i ∈ {1,2,...,n} : fi(ˆ x) = fi(x∗)
• ∃ at least one i ∈ {1,2,...,n} such that fi(ˆ x) > fi(x∗)
According to the deﬁnition, the design vector x∗ is Pareto optimal if there exists no feasible
vector x which would decrease some objective without causing a simultaneous increase in
at least one other objective. However, this deﬁnition more often than not leads to a set
of solutions rather than a single solution. Such set is referred to the set of non-dominated
solution. We deﬁne f(i) as a vector of objectives given by f(i) = [f
(i)
1 ,f
(i)
2 ,...,f
(i)
n ]. Next we
deﬁne the concept of dominance.
A
B
C
D
F
Objective 1
O
b
j
e
c
t
i
v
e
 
2
E
Figure 6.1: Concept of dominance using a bi-objective minimization problem
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Let f(1),f(2) ∈ Rn be two vectors of objectives. Then, for a minimization problem, f(1) is
said to dominate f(2) (i.e. f(1)  f(2)), if both the following conditions are true
• ∀i ∈ {1,2,...,n} : f
(1)
i ≤ f
(2)
i
• ∃ j ∈ {1,2,...,n} : f
(1)
j < f
(2)
j
This deﬁnition implies that if the solution f(1) is said to dominate f(2), then the solution
f(1) is no worse than f(2) in all objectives and at the same time the solution f(1) is strictly
better than f(2) in at least one objective. To illustrate this notion,we consider a bi-objective
problem. Figure 6.1 shows a set of solutions for the bi-objective minimization problem. In
ﬁgure 6.1 point B dominates points F, E and D as it is better than these points in both
objectives. However, point B does not dominate point A. This follows from the deﬁnition of
dominance, though point B is better than point A in Objective 1, it is worse than point A in
Objective 2. Using the same argument point C is not dominated by point B and the points
F, E and D are not dominated by points A and C. It should be noted that points A, B and
C are not dominated by any other points. We now use the concept of dominance to deﬁne
Pareto Set and the Pareto front.
Deﬁnition 3 (Pareto Set)
Let F,F∗ ⊆ Rn be a set of vectors. Then the Pareto set F∗ of F is deﬁned as follows: F∗
contains all vectors f(∗) ∈ F which are not dominated by any vector f ∈ F, i.e.
• F∗ := {f(∗) ∈ F| @ f ∈ F : f  f(∗)}
It can be deduced from this deﬁnition that any vector f ∈ F is dominated by at least one
vector belonging to the Pareto set (f(∗) ∈ F∗). We illustrate this idea using a bi-objective
minimization problem as shown in ﬁgure 6.2. According to the deﬁnition, all the points A, B
and C are members of the Pareto set as they are not dominated by any other points shown
in the ﬁgure. Note that points A and C do not dominate any of the other points B, F or
D but are still members of the Pareto set. The Pareto front is an curve (e.g. a polynomial
interpolant though points A, B and C as shown in ﬁgure 6.2) on which all points from the
Pareto set lie. In the next section, we generalise these deﬁnitions in a probabilistic setting,
addressing the concerns raised in the beginning of this chapter.Chapter 6 Probabilistic Ranking Based Multiobjective Robust Design 94
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Figure 6.2: Concept of Pareto Set using a bi-objective minimization problem
6.3 Gaussian Emulator assisted Multiobjective Optimization
In the previous section we presented the deﬁnitions of Dominance and Pareto Set for deter-
ministic quantities. In this section, we consider the case where Gaussian Stochastic Process
models are used to expedite the Multiobjective optimization. For simplicity of presentation
we present our ﬁnal formulation on bi-objective problems, although the proposed approach
can be readily extended to any arbitrary number of objectives. Recall from 4.2.1 that we
employed Gaussian emulators as surrogate to the high ﬁdelity CFD analysis solver. For
our bi-objective problem, we approximated both the objectives with Gaussian processes so
that, f1 ∼ GP1(m1(x),C1(x,x0)) and f2 ∼ GP2(m2(x),C2(x,x0)). For each objective, the
realization of the Gaussian process at any two points x(1),x(2) ∈ Rm are correlated Gaussian
random variables. The mean vector for objective 1 at points x(1),x(2) is given by



m1(x(1))
m1(x(2))



, (6.3)Chapter 6 Probabilistic Ranking Based Multiobjective Robust Design 95
and the covariance matrix is given by



C1(x(1),x(1)) C1(x(1),x(2))
C1(x(2),x(1)) C1(x(2),x(2))



. (6.4)
Similarly for objective 2 at points x(1),x(2) the mean vector is



m2(x(1))
m2(x(2))



, (6.5)
and the covariance matrix is given by



C2(x(1),x(1)) C2(x(1),x(2))
C2(x(2),x(1)) C2(x(2),x(2))



. (6.6)
Since we are now dealing with random objectives (an approximation of the original deter-
ministic objectives), we can not directly use the deﬁnition for Dominance and Pareto set
which were applicable for deterministic variables.
6.3.1 Probabilistic Deﬁnitions
To begin with we redeﬁne the concepts of Dominance and Pareto set for random objectives.
Deﬁnition 4 (Probabilistic Dominance)
Let F(1),F(2) ∈ Rn be two vectors of random objectives. Then F(1) is said to dominate
F(2) (i.e. F(1)  F(2)), if both the following conditions are true
• ∀i ∈ {1,2,...,n} : P[F
(1)
i ≤ F
(2)
i ] ≥ γ
• ∃ j ∈ {1,2,...,n} : P[F
(1)
j < F
(2)
j ] > γ
where 0.5 < γ ≤ 1 is deﬁned as the conﬁdence factor. γ is an important parameter and
has to be chosen judiciously. The higher the γ value, the lower the chance of selecting a
point with high uncertainty in prediction. We discuss the eﬀect of γ on the Pareto optimal
set in more detail later in the chapter. P[X] denotes the probability of occurrence of X.
This deﬁnition implies that if the solution F(1) is said to dominate F(2), then the probability
P that F(1) is no worse than F(2) in all objectives is greater than or equal to γ and at the
same time the probability that F(1) is strictly better than F(2) in at least one objective is
greater than γ. The deﬁnition of probabilistic Pareto set follows asChapter 6 Probabilistic Ranking Based Multiobjective Robust Design 96
Deﬁnition 5 (Probabilistic Pareto Set)
Let F ⊆ Rn be a set of random vectors. Then the Pareto set F∗ of F is deﬁned as
follows: F∗ contains all random vectors F(∗) ∈ F which are not dominated by any random
vector F ∈ F, i.e.
• F∗ := {F(∗) ∈ F| @ F ∈ F : F  F(∗)}
It can be deduced from this deﬁnition that any random vector F ∈ F is dominated
by at least one random vector belonging to the Pareto set (F(∗) ∈ F∗). These deﬁnitions
are very general and can be used for any multiobjective optimization problem dealing with
stochastic objectives. Next we illustrate the application of these probabilistic deﬁnitions to
a bi-objective optimization problem.
6.3.2 Comparing Random Objectives
In order to use the deﬁnition of Probabilistic Dominance we need to evaluate the probability
given by P[F
(1)
i ≤ F
(2)
i ]. This essentially involves evaluating the statistics of the random
variable given by F
(1)
i − F
(2)
i . For the case of a bi-objective minimization problem, let
Z1 be a random variable given by the diﬀerence in objective 1 at two points x(1),x(2), i.e.
Z1 = F
(1)
1 −F
(2)
1 . In the ﬁrst step we estimate the expected value of Z1, denoted as mZ1 by
Z
Z1P(Z1)dZ1, (6.7)
where P(Z1) is the probability density function (PDF) of the random variable Z1. Equation
(6.7) can also be expressed as
Z
F
(1)
1 dF
(1)
1
Z
P12(F
(1)
1 ,F
(2)
1 )dF
(2)
1 −
Z
F
(2)
1 dF
(2)
1
Z
P12(F
(1)
1 ,F
(2)
1 )dF
(1)
1 (6.8)
where P12(F
(1)
1 ,F
(2)
1 ) is the joint PDF of the random variables F
(1)
1 and F
(2)
1 . From the
deﬁnition of marginal probability density function we know that
R
P12(F
(1)
1 ,F
(2)
1 )dF
(2)
1 =
P(F
(1)
1 ) and
R
P12(F
(1)
1 ,F
(2)
1 ))dF
(1)
1 = P(F
(2)
1 ). Substituting this we get
Z
F
(1)
1 P(F
(1)
1 )dF
(1)
1 −
Z
F
(2)
1 P(F
(2)
1 )dF
(2)
1 (6.9)
This leads to the ﬁnal expression for the expected value of Z1 as
mZ1 = m1(x(1)) − m1(x(2)). (6.10)
Next we derive the second central moment of the random variable Z1, the variance σ2
Z1,
which can be written as Z
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which can also be expressed as
ZZ
(F
(1)
1 − F
(2)
1 )2P(F
(1)
1 ,F
(2)
1 )dF
(1)
1 dF
(2)
1 − m2
Z1 . (6.12)
After rearranging we get
Z
F
(1)
1
2
P(F
(1)
1 )dF
(1)
1 +
Z
F
(2)
1
2
P(F
(2)
1 )dF
(2)
1 −2
ZZ
F
(1)
1 F
(2)
1 P12(F
(1)
1 ,F
(2)
1 )dF
(1)
1 dF
(2)
1 −m2
Z1 .
(6.13)
Using equations (6.3) and (6.4) in conjunction with the deﬁnitions for covariance and second
central moments we can ﬁnally deduce that
σ2
Z1 = C1(x(1),x(1)) + C1(x(2),x(2)) − 2C1(x(1),x(2)) . (6.14)
Similarly, for the second objective we can deﬁne Z2 = F
(1)
2 − F
(2)
2 . The mean of Z2 can be
written as
mZ2 = m2(x(1)) − m2(x(2)) . (6.15)
and the variance can be expressed as
σ2
Z2 = C2(x(1),x(1)) + C2(x(2),x(2)) − 2C2(x(1),x(2)) . (6.16)
These expressions are in general applicable for any random quantities. Note that in our
problem F are Gaussian random variables. As Z is a linear combination of two Gaussian
random variables, it is also Gaussian. Hence, the random variables Z1 and Z2 are completely
deﬁned by their ﬁrst and second moments; Z1 ∼ N(mZ1,σ2
Z1) and Z2 ∼ N(mZ2,σ2
Z2). The
next step is to calculate the probability that Z > 0. We can express this as
P(Z > 0) = 1 −
Z 0
−∞
1
σZ
√
2π
e
−
(Z−mZ)2
2σ2
Z dZ. (6.17)
The second term on the right hand side in equation (6.17) is the cumulative distribution
function which can be expressed in terms of the error function (erf(x) =
R x
0
2 √
πe−t2
dt) as
1
2

1 + erf

−mZ
σZ
√
2

. (6.18)
Substituting equation (6.18) in equation (6.17) we ﬁnally get
P(Z > 0) =
1
2
erfc

−mZ
σZ
√
2

, (6.19)
where erfc(x) is the complementary error function. This derivation is showed in detail in
Appendix C. The next is to evaluate if P(Z > 0) is greater than γ, where 0.5 < γ ≤ 1. InChapter 6 Probabilistic Ranking Based Multiobjective Robust Design 98
the case of Gaussian random variables, which are symmetric about their mean, the choice of
γ close to 0.5 would imply that we compare just the mean values and the standard deviation
is more or less ignored in probabilistic ranking. Higher values of γ would put a stringent
condition on deciding if a Gaussian random objective dominates the other. This would lead
to a cloud of non-dominated points rather than a front. We will illustrate this idea while
applying the proposed algorithm to some test functions in the numerical studies carried out
later in this chapter
These derivations illustrated how to employ the probabilistic deﬁnitions for ranking mul-
tiple objectives. In the next section we propose a probabilistic multiobjective optimization
algorithm based on NSGA-II. Note that the proposed ideas are not limited to use with
Gaussian Stochastic Process model or NSGA-II. The concept is very general and can ﬁnd
applications in many cases. For example, a very interesting application would be to use these
deﬁnitions when a multiobjective optimizer is used in conjunction with a stochastic solver
where, each objective would be random with a given probability density function.
6.3.3 Probabilistic NSGA-II
We present an algorithm based on the Elitist Non-Dominated Sorting Genetic Algorithm
(NSGA-II) proposed by Deb et al. (2002). A schematic of the NSGA-II algorithm is shown
in ﬁgure 6.3. Apart from having the standard GA operators like Reproduction, Crossover
and Mutation, NSGA-II uses an elite preservation strategy. NSGA-II also employs an explicit
diversity-preserving mechanism using a niching strategy. This niching strategy is based on
local crowding distance, which ensures that new members reside in the least crowded region of
the Pareto front. In the proposed algorithm we extend NSGA-II to include Gaussian emulator
based search with an eﬃcient update strategy. We also modify the ranking procedure by
introducing the probabilistic dominance formulation we presented in the earlier sections. We
refer to this new algorithm as Probabilistic NSGA-II and the key steps are summarised
in Algorithm 1.
We ﬁrst create the initial sample population P0 using any standard DOE technique. The
high ﬁdelity analysis solver is employed to evaluate the objective values fi | i = 1,...,n
at these points to get the initial dataset D0. This dataset is used to train the Gaussian
emulator which is employed as the cheap surrogate to the expensive analysis model. At each
generation, the oﬀspring population Qt is created by using Reproduction, Crossover and
Mutation operators on the parent population Pt. In the next step, the parent and oﬀspringChapter 6 Probabilistic Ranking Based Multiobjective Robust Design 99
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Figure 6.3: Flowchart for NSGA-II
populations are combined together to form Rt. If both Pt and Qt were of size N (population
size), the new set Rt is of size 2N. Probabilistic non-dominated ranking is then employed to
classify the new population Rt to allow a global non-domination check among the oﬀspring
and parent solutions. This leads to identiﬁcation of all the probabilistic non-dominated sets
Ftk | k = 1,2,...etc., where k denotes the ranking of the set. For example k = 1 is the best
non-dominated set, k = 2 is the non-dominated set if we remove points with k = 1.
Once the probabilistic ranking is over, the new population is created by selecting solutions
from the diﬀerent non-dominated sets. The best non-dominated set (k = 1) is selected ﬁrst,
followed by the second non-dominated set (k = 2) and then the third non-dominated set
(k = 3) and so on. This is shown in steps 7, 8 and 9 in Algorithm 1. Since the size of
Rt is 2N, all the sets cannot be accommodated in the new population. The last set which
can be accommodated may also have more solutions that the remaining slots left in the new
generation. A niching strategy based on the low crowding algorithm is employed to selectChapter 6 Probabilistic Ranking Based Multiobjective Robust Design 100
Algorithm 1 Probabilistic NSGA-II
1. Create initial random sample population P0
2. Evaluate the high ﬁdelity analysis model at P0 to get the initial dataset D0
3. Assign t = 0, k = 1; (where k is the rank of objectives)
while (Convergence Criteria not met) do
4. Train Gaussian emulators for all objectives using training dataset Dt
{ fj ∼ GPj(mj(x),Cj(x,x0)) | j = 1,...,n; n = number of objectives}
5. Create oﬀspring population Qt from parent population Pt, where |Qt| = N
{using Reproduction, Crossover and Mutation Operators; N = population size}
6. Combine parent and oﬀspring population Rt = Pt ∪ Qt
7. Perform probabilistic non-dominated sorting to Rt
{Identify diﬀerent probabilistic Pareto sets Ftk}
while (|Pt+1| + |Ftk| < N) do
8. Pt+1 = Pt+1 ∪ Ftk
{Create new population set by adding probabilistic non-dominated sets}
9. k = k + 1
end while
10. Perform Crowding Sort and on Pt+1 to select u points for update Pu
11. Evaluate the true function Pu and update training dataset Dt+1 = Dt + Du
12. t = t + 1
end while
the remaining solutions. This strategy is also referred to as Elitism.
Once the new population is created, u number of points are selected for updating the
surrogate model. A low crowding sorting approach which minimizes the Euclidean distance
between the selected points is employed. The analysis solver is executed at these points to
obtain the true objectives at these points (Pu). The update training dataset Du is then
appended to the existing dataset Dt to get Dt+1, which is then employed to retrain the
Gaussian emulator. The emulator based optimization and the subsequent update process is
repeated until a user speciﬁed convergence criteria is met. The convergence criteria could be
a function of successive improvements made in the new approximate Pareto set or perhaps
the maximum computational resources available for design search. In the next section we
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6.4 Numerical Studies
We compare the performance of the Probabilistic NSGA-II algorithm proposed above with
direct NSGA-II search on the true function and the Gaussian emulator assisted NSGA-II
search. The steps for Gaussian emulator assisted NSGA-II search are the same as the steps
shown for Probabilistic NSGA-II in algorithm 1, except that there is no probabilistic domi-
nance based ranking. It is a common practice to only use the posterior mean predicted by the
Gaussian emulator, during non-dominance based ranking and ignore the error bars (poste-
rior variance). The comparison is performed on a selected set of mathematical test problems
whose true Pareto front are known. Note that for all test problems the objectives are deter-
ministic. However, since we employ the Gaussian Stochastic Process model to approximate
the existing deterministic objectives, the new approximate objectives are stochastic.
For all the experiments we ﬁx the population size N = 100. For the direct NSGA-II,
the GA is stopped after 50 generations. We employ 10 update steps for both the other
methods. For probabilistic ranking the Conﬁdence Factor is selected to be 0.7 (γ = 0.7).
Every experiment was repeated 5 times, each with a diﬀerent random number seed. For
every experiment we plot the best predicted approximate Pareto set. This can be employed
to check the diversity of the population and the coverage of the the true Pareto front by the
approximate Pareto sets predicted by each method. We also compare a convergence metric
which is a measure of the convergence of the approximate Pareto set toward the true Pareto
front which we describe next.
6.4.1 Convergence Metric
We employ the convergence metric proposed by (Deb & Jain, 2002) for comparing the per-
formance of the above mentioned methods. This metric evaluates the convergence towards a
target reference set F∗. The target set of points can either be the set of the true Pareto Opti-
mal set or a set of non-dominated solutions obtained by another algorithm or a huge GA run.
In our case, the true Pareto fronts for the test problems are known apriori. We deﬁne the con-
vergence metric as follows. For the population P(t) at any generation let the non-dominated
set be Ft = {f(1t),...,f(it),...,f(pt)}, where p = |Ft|. If n is the number of objectives, each
vector of the set can be expressed as f(it) = [f
(it)
1 ,f
(it)
2 ,....,f
(it)
n ]. Similarly for the target
reference set F∗, each vector of the set can be expressed as f(i∗) = [f
(i∗)
1 ,f
(i∗)
2 ,....,f
(i∗)
n ]. The
steps involved in evaluating the convergence metric are shown in Algorithm 2. In the nextChapter 6 Probabilistic Ranking Based Multiobjective Robust Design 102
Algorithm 2 Evaluate Convergence Metric
1. Identify the target reference set F∗
2. Identify the non-dominated set Ft of Pt
for i = 1 to p do
{where p = |Ft|}
for j = 1 to q do
{where q = |F∗|}
3.Calculate dij =
s
Pn
k=1

f
(it)
k −f
(j∗)
k
max(f
(it)
k )−min(f
(j∗)
k )
2
{where n is number of objectives}
end for
4. Find minimum of dij ⇒ di = min dij
end for
5. Calculate Convergence Metric Conv(Ft) =
P
di
|Ft|
sections we present the test problems and the results obtained.
6.4.2 Test Case 1: Generalized Schaﬀer Problem
As the ﬁrst test problem we employ the generalized Schaﬀer’s test function (Emmerich et al.,
2006). The test function can be expressed as
f1(x) =
1
dα/2
 
d X
i=1
x2
i
!α/2
(6.20)
f2(x) =
1
dα/2
 
d X
i=1
(1 − xi)2
!α/2
(6.21)
where d is the dimension of the design space and x ∈ [0,10]d. The aim is to minimize both
the objectives f1 and f2 simultaneously. The curvature of the Pareto front is scalable by
changing the parameter α. The true Pareto front for this class of problem is known and is
given by
f∗
2 =

1 − f∗
1
1/α
α
, f∗
1 ∈ [0,1]. (6.22)
The choice of α = 1 leads to a linear Pareto front, α < 1 leads to concave Pareto fronts
and, α > 1 leads to convex Pareto fronts. In our case we select the value of α as ﬁxed at 2.
We employ all the algorithms mentioned above to solve this problem. We solve the problem
for 4-d and 6-d case. The experiments are repeated 5 times with a diﬀerent random seed.Chapter 6 Probabilistic Ranking Based Multiobjective Robust Design 103
We evaluate the mean Convergence Metric (averaged over the 5 experiments) and select the
best approximate Pareto set predicted using each algorithm for comparison. Recall that the
objectives are stochastic only because we employ the Gaussian Stochastic Process model to
approximate them. The results obtained are presented in ﬁgures 6.4 and 6.5.
6.4.3 Test Case 2: FON Problem
This test function was proposed by Fonseca & Fleming (1995) and can expressed as to
minimize simultaneously both the objectives given by
f1(x) = 1 − exp
 
−
d X
i=1
(xi −
1
√
d
)2
!
(6.23)
f2(x) = 1 − exp
 
−
d X
i=1
(xi +
1
√
d
)2
!
(6.24)
where −4 ≤ xi ≤ 4 | i = 1,2,...,d and d is the number of variables. The true Pareto
solution to this problem is x∗
i ∈ [−1/
√
d,1/
√
d] | i = 1,2,...,d. These solutions also satisfy
the following relationship between the two objective functions
f∗
2 = 1 − exp
 
−

2 −
q
−ln(1 − f∗
1)
2!
(6.25)
in the range 0 ≤ f∗
1 ≤ 1 − exp(−4). The true Pareto front in this case is non-convex. We
employ all the algorithms mentioned above to solve this problem. We solve the problem
for 3-d and 6-d case. Like the previous problem the experiments are repeated 5 times with
a diﬀerent random seed. We evaluate the mean Convergence Metric and select the best
approximate Pareto set predicted using each algorithm for comparison. The objectives for
this problem are also deterministic. The stochastic nature is only because we approximate
them using the Gaussian process emulator. The results obtained are presented in ﬁgure 6.6
and 6.7.
6.4.4 Test Case 3: ZDT1 Problem
The next test problem is selected from a suite of problems called Zitzler-Deb-Thiele’s (ZDT)
test problems (Zitzler et al., 2000). We choose the ZDT1 problem which has a convex Pareto
front. The problem involves minimizing the following objectives simultaneously
f1x, and f2(x) = g(x)h(f1(x),g(x)). (6.26)Chapter 6 Probabilistic Ranking Based Multiobjective Robust Design 104
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Figure 6.4: True Pareto front and approximate Pareto set for SCH function (4d) using
(a) NSGA-II (b) Gaussian emulator based NSGA-II (c) Probabilistic Ranking and Gaussian
emulator based NSGA-II (d) Convergence Metric for original, Gaussian emulator based and
Gaussian emulator with probabilistic ranking based NSGA-II for SCH function (d=4)Chapter 6 Probabilistic Ranking Based Multiobjective Robust Design 105
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Figure 6.5: True Pareto front and approximate Pareto set for SCH function (6d) using
(a) NSGA-II (b) Gaussian emulator based NSGA-II (c) Probabilistic Ranking and Gaussian
emulator based NSGA-II (d) Mean Convergence Metric for original, Gaussian emulator based
and Gaussian emulator with probabilistic ranking based NSGA-II for SCH function (d=6)Chapter 6 Probabilistic Ranking Based Multiobjective Robust Design 106
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Figure 6.6: True Pareto front and approximate Pareto set for FON function (3d) using
(a) NSGA-II (b) Gaussian emulator based NSGA-II (c) Probabilistic Ranking and Gaussian
emulator based NSGA-II (d) Mean Convergence Metric for original, Gaussian emulator based
and Gaussian emulator with probabilistic ranking based NSGA-II for FON function (d = 3)Chapter 6 Probabilistic Ranking Based Multiobjective Robust Design 107
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Figure 6.7: True Pareto front and approximate Pareto set for FON function (6-d) using
(a) NSGA-II (b) Gaussian emulator based NSGA-II (c) Probabilistic Ranking and Gaussian
emulator based NSGA-II (d) Mean Convergence Metric for original, Gaussian emulator based
and Gaussian emulator with probabilistic ranking based NSGA-II for FON function (d = 6)Chapter 6 Probabilistic Ranking Based Multiobjective Robust Design 108
where f1(x), g(x) and h(f1,g) is given by
f1(x) = x1, (6.27)
g(x) = 1 +
9
d − 1
d X
i=2
xi, (6.28)
h(f1,g) = 1 −
p
(f1/g). (6.29)
where xi ∈ [0,1];i = 1,2,...,d. The true Pareto front corresponds to 0 ≤ x∗
1 ≤ 1 and
x∗
i = 0 | i = 2,3,...,d. We employ all the algorithms mentioned above to solve this problem.
We solve the problem for 6-d and 10-d case. Again the experiments are repeated 5 times
with a diﬀerent random seed. We evaluate the mean Convergence Metric and select the best
approximate Pareto set predicted using each algorithm for comparison. The randomness in
the objectives is again attributed to the Gaussian Process emulator employed to approximate
them. The results obtained are presented in ﬁgures 6.8 and 6.9
6.4.5 Results and Comments
In the last section we conducted experiments to compare the three methods for multiobjective
optimization. The results obtained are summarised in ﬁgures 6.4 - 6.9 . We showed the plot
of mean Convergence Metric versus the number of true function evaluations. It is very
important to consider the number of true function evaluation rather the number of surrogate
evaluations, when dealing with high ﬁdelity analysis models. For example in our case each
CFD evaluation takes approximately 20 minutes, whereas the Gaussian emulator evaluation
takes a fraction of a second once the hyperparameters have been tuned.
It can be observed from Figure 6.4 - 6.9 that the probabilistic NSGA-II algorithm and
the Gaussian emulator (krig) assisted algorithm have better mean convergence as compared
to the direct NSGA-II algorithm. It can also be observed that Gaussian emulator assisted
NSGA-II does ensure good diversity in the approximate Pareto set. This is obvious from
ﬁgures 6.4 (b), 6.5 (b) and 6.6 (b). For low dimension of input variables (d), there is no
marked diﬀerence in the mean convergence metric for the two methods though probabilistic
NSGA-II shows better diversity in solutions. For high dimensional problems the Probabilistic
NSGA-II performs better than the Gaussian emulator assisted NSGA-II in terms of diversity
in Pareto Set; for example see ﬁgures 6.5 (d), 6.7 (d) and 6.9 (d). However, Gaussian emulator
assisted NSGA-II has better convergence towards the Pareto front for these problems. This
can explained by the fact that Gaussian emulators suﬀer from the curse of dimensionality
and thus, for high dimensional problems the error in prediction (posterior variance) is high.Chapter 6 Probabilistic Ranking Based Multiobjective Robust Design 109
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Objective 1
O
b
j
e
c
t
i
v
e
 
2
Pareto Front
Approximate Pareto − NSGA−II
(a)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Objective 1
O
b
j
e
c
t
i
v
e
 
2
Pareto Front
Approximate Pareto Set− Krig based NSGA−II
(b)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Objective 1
O
b
j
e
c
t
i
v
e
 
2
Pareto Front
Approximate Pareto − Probabilistic NSGA−II
(c)
100 120 140 160 180 200 220 240 260 280 300
0
0.5
1
1.5
2
2.5
Number of True Function Evaluations
C
o
n
v
e
r
g
e
n
c
e
 
M
e
t
r
i
c
NSGA−II
Gaussian Emulator based NSGA−II
Probabilistic NSGA−II
(d)
Figure 6.8: True Pareto front and approximate Pareto set for ZDT1 function (6d) using
(a) NSGA-II (b) Gaussian emulator based NSGA-II (c) Probabilistic Ranking and Gaussian
emulator based NSGA-II (d) Mean Convergence Metric for original, Gaussian emulator based
and Gaussian emulator with probabilistic ranking based NSGA-II for ZDT1 function (6d)Chapter 6 Probabilistic Ranking Based Multiobjective Robust Design 110
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Figure 6.9: True Pareto front and approximate Pareto set for ZDT1 function (10d) using
(a) NSGA-II (b) Gaussian emulator based NSGA-II (c) Probabilistic Ranking and Gaussian
emulator based NSGA-II (d) Mean Convergence Metric for original, Gaussian emulator based
and Gaussian emulator with probabilistic ranking based NSGA-II for ZDT1 function (10d)Chapter 6 Probabilistic Ranking Based Multiobjective Robust Design 111
With high conﬁdence factor values (γ > 0.7), we put a strict condition for deciding if a point
is dominated by others. Many points which are visually dominated by others are selected in
the Pareto set, as they still satisfy the non-dominated criteria due to high posterior variance
and the stricter condition imposed by choosing high γ. This trend can be observed in ﬁgures
6.4 (c) - 6.9 (c). This in turn leads to Pareto clouds which in turn adversely aﬀect the
convergence metric for high dimensional problems; see ﬁgure 6.7 (d), 6.8 (d) and 6.9 (d)
Next we analyze the reasons for the better diversity observed for the Probabilistic NSGA-II
method.
The basic concept of any GA including NSGA-II is to preserve and propagate solutions
which are better than others. The working principles are similar to natural genetics and
the algorithms try to artiﬁcially simulate processes such as Reproduction , Crossover and
Mutation. These algorithms provide a powerful tool for optimization when used with true
functions. However, when used with approximate models of the true function they can
be misled due to the presence of errors in predictions. These errors can lead to selection
of oﬀspring which are sub-optimal in the new parent generation. Such sub-optimal designs
would be propagated across populations and could take the search away from the true Pareto
front. Since the existing Gaussian emulator assisted search algorithms does not consider the
errors in prediction (posterior variance for Gaussian emulator), the approximate Pareto set
may have a good predicted values but may also have high errors. A consequence could be
that during update the search would be spending time in regions which are not of interest.
This would also slow down convergence to the true Pareto front. In Probabilistic NSGA-II
we take into account the posterior variance while ranking and selecting the new generation,
hence ensuring that the solutions with less error are selected and propagated. Another
point to be noted is that the Probabilistic NSGA-II algorithm, is at least as good as the
Gaussian emulator assisted NSGA-II algorithm; i.e. if the surrogate model is a very good
approximation of the true function the Probabilistic NSGA-II method would tend to simple
predicted value comparison like the Gaussian emulator assisted NSGA-II.
6.5 Robustness against Erosion: Revisited
Firstly we revisit the robust design in the presence of erosion problem considered earlier in
Chapter 4. Recall that, we conducted an inner and outer array based experiment, where
the inner array was employed to estimate the statistics over the noise space (erosion param-Chapter 6 Probabilistic Ranking Based Multiobjective Robust Design 112
eters). Two Gaussian emulators were trained to predict the mean and standard deviation,
respectively. Due to the small sample size employed for estimating the statistics over the
noise variables, we are dealing with a dataset with noise in the output. Here we take a
dataset of 108 points from that experiment (after 5 updates on the initial 50 points for the
previous study), to train the surrogate models. As the data is noisy we employ the regres-
sion based Gaussian Stochastic Process model for this case. For regression we get one extra
hyperparameter to tune to the dataset, and the lower the regression parameter the better
the ﬁt. Maximum likelihood estimation revealed that the regression hyperparameter of the
surrogate for the mean is 0.000552 and that for the standard deviation is 0.231273. This is
to be expected since we know from prior experience that the errors in predicting standard
deviation is higher.
Another issue involved is that the standard deviation is always positive by deﬁnition.
However, in this case the noise space is sparsely populated for predicting the statistics and
as a consequence the surrogate model output may not be strictly positive. To manage this
issue we train the Gaussian emulator to the log of the predicted standard deviation log(σ).
We present the SCV Ri tests on both the surrogate models in ﬁgure 6.10. This tests ensures
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Figure 6.10: SCV Ri validation check on the Gaussian emulators for (a) Mean of Pressure
Loss (b) Standard Deviation of Pressure Loss
that the Gaussian Process assumption is valid as most of the SCV Ri values lie betweenChapter 6 Probabilistic Ranking Based Multiobjective Robust Design 113
the −3σ and +3σ range. It can be observed from ﬁgure 6.10 that the Gaussian emulator
model for predicting mean is better than that for predicting the standard deviation. Next
we conduct the robust design study in conjunction with the surrogate models.
We apply the Probabilistic NSGA-II method shown in Algorithm 1 to this problem. It is
important to note that, we conduct probabilistic ranking on the objectives and their random
nature is attributed here to the Gaussian emulator being employed to approximate them. We
conduct a probabilistic NSGA-II run with population size N = 100 for 50 generations. The
Conﬁdence Factor (γ) is taken to be 0.7. The approximate Pareto set obtained is plotted in
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Figure 6.11: Approximate Pareto set after 50 generations using Probabilistic NSGA-II
with (a) Initial GA generation (b) Initial training dataset
ﬁgure 6.11. The ﬁgures also show the initial generation from which the GA started the search
as well as the initial dataset which was employed to train the surrogate models. Signiﬁcant
improvements have been made by the proposed algorithm from the initial generation. Recall
that the initial dataset in ﬁgure 6.11 (b) was obtained after 5 updates during robust design
studies using the method employed in Chapter 4. Even so the surrogate based Probabilistic
NSGA-II algorithm predicts improvements with good diversity in the Pareto set. To verify
the prediction we select 10 points using low crowding algorithm from the approximate Pareto
set in ﬁgure 6.11 for veriﬁcation. At each of these points a 15 point MCS is conducted over
the noise variables (erosion parameters) to estimate the mean and standard deviation. TheChapter 6 Probabilistic Ranking Based Multiobjective Robust Design 114
results are shown with the initial training dataset in ﬁgure 6.12. It can be observed from
Figure 6.12: Approximate Pareto Set after appending the update points to the initial
training dataset. The dotted line shows the approximate Pareto Front.
the ﬁgure that the Pareto front has improved and as expected the points do not move far
from the predicted Pareto set after veriﬁcation. This can be attributed to probabilistic
ranking which ensures that designs with low errors in prediction are chosen in favour to high
error prone designs. The results obtained here look promising, however we need to conduct
many more updates and GA based searches on the subsequently updated surrogate models
to understand the eﬃciency of this model. Another improvement that can be made for the
erosion problem set up is to replace the MCS in the inner array (over erosion parameters)
by BMCS to estimate the performance statistics. We have shown in Chapter 5, that BMCS
gives far better convergence for predicting mean and standard deviation than MCS.
The proposed algorithm can also be applied to the manufacturing uncertainty problem
discussed in Chapter 5, however the implementation is more complex. Recall that we con-
ducted a Combined Array experiment for that study and trained a Gaussian Process emulator
to the observed dataset. This Gaussian emulator was then exploited to perform a BMCS
over the noise variables (manufacturing uncertainty) at each design point. As shown in sec-Chapter 6 Probabilistic Ranking Based Multiobjective Robust Design 115
tion 5.2.1, this provided us with an estimate of the statistics of interest as Gaussian random
variable which are given by equations 5.2 and 5.3.
hMi in equation 5.3 can be interpreted as an estimate of the mean of the quantity of
interest Y (ξ) (which is pressure loss in our case), while σ2
M is an estimate of the variance
in the prediction of the mean. This provides us our ﬁrst random objective (Gaussian) for
probabilistic ranking, i.e. F1 ∼ N(hMi,σ2
M). Note that σ2
M is not the estimate of the
variance of the response which would be our second random objective. Using the same line
of thought, we can train the Gaussian Process emulator for Y 2(ξ) values and evaluate the
estimates of variance as Gaussian random objectives to get the second random objective F2 ∼
N(hM0i,σ2
M0), where hM0i is the estimate of the standard deviation of pressure loss and σ2
M0
is an estimate of the variance in the prediction of the standard deviation. Subsequently, we
can conduct probabilistic dominance check over both the objectives during the Probabilistic
NSGA-II search method. Next we summarize the major ideas presented in this chapter.
6.6 Summary
In this chapter we set out to alleviate the concerns raised in the previous chapter regarding
lack of diversity in the Pareto set and wasting of computational eﬀort in regions which may
not be of interest to the designer. We developed a probabilistic framework for comparing solu-
tions during the multiobjective optimization search. Probabilistic deﬁnitions for Dominance
and Pareto Set were formulated and employed to rank random objectives in multiobjective
optimization. An existing algorithm (NSGA-II) was extended to include probabilistic rank-
ing and tested on a suite of test problems. The performance of the Probabilistic NSGA-II was
compared to direct NSGA-II and the Gaussian process emulator assisted NSGA-II optimiza-
tion method. The proposed algorithm was shown to have better performance in diversity as
compared to a naive strategy where the Gaussian process emulator errors are ignored. The
convergence metric for the Gaussian emulator assisted NSGA-II algorithm was better than
probabilistic NSGA-II algorithm, as we observed Pareto clouds which adversely aﬀected the
convergence metric. To circumvent this issue we can add one more stage to the algorithm.
After each iteration in Algorithm 1, we could separately rank (non-probabilistic dominance
ranking) all the true function evaluations and employ the Pareto set thus obtained to evalu-
ate the convergence metric. As there would be no more uncertainty in prediction, it would
give us a better idea of the convergence. This would also ensure that we eventually get rid ofChapter 6 Probabilistic Ranking Based Multiobjective Robust Design 116
the Pareto cloud and get a ﬁnal Pareto front for the designer to choose from. This method
would be part of our future work.
Finally, the robust design against erosion problem was revisited and the Probabilistic
NSGA-II optimization method was applied to it. The application of the proposed methodol-
ogy to the manufacturing uncertainty problem was also discussed. It is important to mention
the limitations of the proposed method. Probabilistic NSGA-II suﬀers from the curse of di-
mensionality; i.e. for high dimensional problems (e.g. d > 12), the algorithm would be
very slow and the performance would also deteriorate. This can be attributed to the use
of Gaussian Process emulators to approximate the objectives. A possible solution for this
issue could be to employ local surrogates during the optimization search (Ong et al., 2003).
Sensitivity analysis methods, as discussed in section 5.3.3 could also be employed to help in
managing this concern. They could be used to understand the impact of the design variables
on the performance and the variables which have low inﬂuence could be dropped. This eﬀec-
tively would reduce the dimensionality of the problem and aid in improving the performance
of the proposed algorithm. It should be noted however that, the Probabilistic NSGA-II
method performs better than the simple Gaussian process assisted NSGA-II method for high
dimensional problems as well.
Another point worth mentioning is that here we employed probabilistic ranking in con-
junction with Gaussian Process emulators and NSGA-II. The idea of probabilistic dominance
and Pareto set are not limited to use with these methods. It is a very general idea and could
be employed to expedite multiobjective optimization in many other scenarios. We will elab-
orate on a few of these ideas in the future work section of the next chapter.Chapter 7
Conclusions and Further Areas of
Research
This chapter concludes the thesis with a brief synopsis of the main conclusions and contri-
butions of the present research. Some directions for future research are also outlined.
7.1 Research Summary
The main focus of the present research was to seek compressor blades that are robust in
the presence of erosion and manufacturing uncertainty. Novel parametric geometry meth-
ods for modeling eroded blades and simulating manufacturing uncertainty were presented.
Probabilistic analysis on the baseline blade was conducted and a case for robust design was
established for both the problems. Eﬃcient multiobjective robust design methods based on
multiobjective optimization and Gaussian Process emulators were proposed to seek blades
with reduced sensitivities in the presence of geometric uncertainty. The main conclusions
and contributions are summarized below.
Surrogate based Probabilistic Analysis of Compressor Blade
In this study we employed Gaussian Process emulators to expedite the probabilistic analysis
of compressor blades in the presence of geometric uncertainty. We employed DOE techniques
in conjunction with the parametric geometry models, automatic grid generator and high ﬁ-
delity CFD solver to create training datasets. The Gaussian Process emulators were trained
to the dataset and then veriﬁed using Leave-one-Out and SCVR validation techniques and if
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needed improved by using additional data. These emulators were then used for probabilistic
analysis using Monte Carlo and Bayesian Monte Carlo Simulation. The studies showed that
blade performance may deteriorate signiﬁcantly in presence of uncertainty due to erosion and
manufacturing variations. High Mean shift and variation in performance in the presence of
the above-mentioned uncertainty was observed. Main eﬀect analysis was performed to un-
derstand the eﬀect of each noise parameter on the design performance. This analysis could
be very useful in understanding the critical location, depth and width of the erosion patterns
on the blade. Sensitivity analysis was also conducted for the manufacturing uncertainty
problem and the relative importance of each variable was quantiﬁed. The understanding of
relative importance of variable can be very useful for reducing the dimension of the problem
or perhaps performing a higher resolution analysis for the more important variables. The
limitations of employing simpliﬁed geometry models and using small sample size for estimat-
ing the statistics in the erosion problem were discussed. These studies quantiﬁed the eﬀect of
uncertainty on performance, reemphasized the need for considering robustness during design
and provided a framework for conducting robust design studies.
Robust Design Methodology
We ﬁrst proposed an eﬃcient multiobjective robust design methodology to seek compressor
fan blades that are less sensitive to geometric uncertainty due to environment variables
like erosion. An elitism based non-dominated sorting genetic algorithm was employed in
conjunction with the Gaussian emulators to search the design space. A Pareto-optimal set
was identiﬁed for trade oﬀ between the mean and standard deviation of the pressure loss. The
predicted approximate Pareto-optimal set suggested by the NSGA-II, was veriﬁed using CFD
simulations and few points were selected from the veriﬁed Pareto front for further analysis.
Monte Carlo Simulation based on the surrogate models was executed for the selected blades
and the results were found to be considerably better and more robust than the baseline
design. The performance of the robust design was also compared to an optimal design
obtained from a deterministic optimization method. A probabilistic study was conducted
on a deterministically optimized blade and robust blade to compare their performance in
presence of erosion. The deterministic optimal blade showed considerably larger deterioration
in performance as compared to the robust blade. There was considerably lower shift in
the mean performance for the robust geometry as compared to the deterministic optimal
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For the manufacturing uncertainty problem we formulated a Bayesian Monte Carlo Simu-
lation based robust design method. In this method we employed a combined array experiment
over the design (control factors) and noise factors to create the initial training dataset. A
Gaussian Process emulator was trained and veriﬁed using the standard validation techniques.
The validated surrogate model was then exploited to conduct BMCS over the noise variables
to estimate the performance statistics in the presence of manufacturing uncertainty. This
model was then used in conjunction with NSGA-II to perform multiobjective optimization
for seeking robust designs. A robust design from the converged Pareto set was chosen for
comparison with deterministic optimal design. The robust design had better performance
against manufacturing uncertainty than deterministic optimal design in all respects covering
Mean, Standard Deviation, Mean Shift and Worst Case Performance. Signiﬁcant computa-
tional savings for the robust design studies gained by employing eﬃcient Gaussian emulators
were also reported.
Finally, the issues involved in employing multiobjective optimization directly to Gaussian
Stochastic Process model based surrogates were discussed. A probabilistic framework for
dealing with random objectives during multiobjective search was developed. The deﬁnitions
of dominance and Pareto optimality were extended to consider stochastic objectives and the
concepts were implemented. A new algorithm, Probabilistic NSGA-II, was proposed and then
tested on a suite of test functions. Comparison with the NSGA-II based direct search and
Gaussian emulator assisted search methods were also performed and the trends showed that
the proposed algorithm ensured better diversity. There was a need to improve the algorithm
for better convergence and more analysis was required to understand the choice of conﬁdence
factor, which would make an important part of our future work. The proposed algorithm
was then applied to the erosion problem and the manufacturing uncertainty problem was
also brieﬂy revisited.
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7.2 Future Research
Future research would involve improving the robust design methodologies proposed in this
research. This would encompass improvements in uncertainty quantiﬁcation and propagation
using measured data and realistic geometry models. Enhancements to the multiobjective
framework and exploitation of surrogates are also considered. Some directions for future
work are outlined below
• In the present study for the erosion problem, Monte Carlo Simulation was employed
for estimating the statistics over the noise variables. In the future work, it is proposed
to replace it by Bayesian Monte Carlo Methods. The BMCS estimates can then be
employed to train Gaussian Process emulators for multiobjective robust design search.
It would be interesting to investigate the behaviour of the random objectives obtained,
by approximating the BMCS estimates by the Gaussian Process emulators. The ideasChapter 7 Conclusions and Further Areas of Research 121
of probabilistic optimization can also be similarly extended to robust design of blades
against manufacturing uncertainty.
• Improvements can also be made to the Probabilistic NSGA-II algorithm proposed in
this study. A multiobjective optimization method was proposed, which takes into
account the randomness in objectives due to approximating them by surrogate models.
However, the objectives also contain uncertainty due to noise variables (erosion and
manufacturing uncertainty) and the choice of design and noise samples. Methods for
quantifying such uncertainties and exploiting them in a probabilistic framework for
robust designs should be addressed. Future work could include development of a generic
probabilistic multiobjective robust design framework for dealing with systems with
diﬀerent types of uncertainty models.
• Recall that we employed global surrogate models to replace the high ﬁdelity CFD solver
throughout this study. It is worth noting that global surrogates suﬀer from the curse
of dimensionality and the computational cost incurred in the training phase scales as
(O(N3)), where N is the number of points in the training dataset. Hence, construction
of surrogate models can become computationally expensive for more than say a few
thousand training points. It would be of interest to investigate how local surrogate
models, that are built on-the-ﬂy for each design point of interest, can be used to reduce
the computational cost of surrogate model construction while increasing prediction
accuracy.
• In the ﬁnal chapter we observed that the choice of γ (conﬁdence factor) had a very
important role to play in the Probabilistic NSGA-II Algorithm. It would be important
to carry out more numerical experiments to understand the eﬀect of γ on the conver-
gence metric and diversity of the approximate Pareto set. A good line of action to
enhance the algorithm would be to add one more stage in each GA iteration, where all
the true function evalauted points can be ranked. This would give a better indication
of convergence and lead to Pareto fronts rather than Pareto clouds.
• A major limitation of the present work was the use of simpliﬁed models for uncertainty
representation. Any methodology is as good as the inputs and an important area for
future work could be improvements in uncertainty representation. There is therefore a
pressing need to develop methods for assimilating data obtained through measurements
to enhance probabilistic models used for representing the input uncertainties.Appendix A
Program for Modeling Eroded
Blades
The parametric eroded blade code was written in C programming language. The model
was added as a module to the Rolls-Royce proprietary software PADRAM. We present here
only the snippets of codes which were added during the implementation of the model. The
changes were made to the code ss04 convert.c and the code is presented here.
#include <stdio . h>
#include <string . h>
#include <ctype . h>
#include <signal . h>
#include <stdlib . h>
#include <math . h>
#include ” ss04 /ss04 om . h”
#include ” ss04 / ss04 aero . h”
#define SPLINE s p l i n e
#define SEVAL seval
extern OM ogvi ;
/∗ Variables added for erosion model ∗/
int index min , index max ;
OM A, head , tail , mid , ogvf , ogvi transrot , ogvi dummy , ogvi upper ,
OM ogvi lower , ogvi norm , ogvi new , LE Points ;
void convert (double ∗x2 , double ∗y2 , int iogv , int np , int npn1 , int npn2)
{
int i , j , ii , ile , ite , ile2 , ile3 , ite2 , ite3 , npn ;
double ∗snew , ∗snew2 ;
/∗ Could have taken t h i s as an external but
np can be d i f f e r e n t for d i f f e r e n t DT6 sections ∗/
double alfa , coe1 , coe2 , abet , eta ;
double xle , xte , yle , yte , ss ;
double xle2 , xte2 , yle2 , yte2 ;
double xle3 , xte3 , yle3 , yte3 , ang1b , ang2b ;
double value , value1 , value2 ,∗ s , ∗ spls , ∗splx , ∗splxb , ∗sply ,
∗splyb ;
int m, npnb , nparc1s , nparc3s ;
int imid1 , imid2 ;
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double arc0 , arc1 , arc2 , rtod ;
double ∗bufx , ∗bufy ;
AERO ogv ;
FILE ∗ fptr = NULL;
double ∗s3 , ds1 , ds2 ;
/∗ This i s used for 3 arc segments for the middle arc ∗/
int interp type ;
/∗ f l a g for whether to use s p l i n e or l i n e a r interp ∗/
double chord , alf , mdash ;
int npnb1 , npnb2 , npnb3 , i f a i l , i f a i l 1 , i f a i l 2 , i f a i l 3 , index ;
double arc01 , arc02 , arc03 ,∗ s31 ,∗ s32 ,∗ s33 , penny le arc , penny te arc ;
double x3 , y3 , xx1 , yy1 , xx2 , yy2 , xx , yy , cc , marc ;
double maxs , mids1 , mids2 , mids3 ;
int npn1new , npn2new ;
FILE ∗fp ; /∗ fro erosion model∗/
FILE ∗ fptr fod1 , ∗ fptr shape ; /∗added for erosion model∗/
/∗ v a r i a b l e s needed for erosion model ∗/
double peak position , fod width , location , peak height , width , a [ 4 ] , b [ 4 ] ;
double ∗alpha upper , ∗ alpha lower , theta , LE Center X , LE Center Y ;
double x1u , y1u , x2l , y2l , x3l , y3l ,m1,m2, xc , yc , x0 , y0 ,m0, min x lower , min x upper , max x lower ;
double max x upper ,∗ theta n , pi ;
int start pt index , end pt index , index diff , af , temp fod , FLAG FOD, NPOINTS, r points , nhh ;
int index te upper , index te lower , nlower , nupper , index dummy , nhh manf ;
/∗ Read the input v a r i a b l e s for erosion model ∗/
fptr fod1 = fopen (”INPUT FOD.DAT” ,”r” ) ;
fscanf ( fptr fod1 , ”%d \n”,&FLAG FOD) ;
fscanf ( fptr fod1 , ”%d \n”,& r points ) ;
fscanf ( fptr fod1 , ”%l f \n”,&peak height ) ;
fscanf ( fptr fod1 , ”%l f \n”,&width ) ;
fscanf ( fptr fod1 , ”%l f \n”,& location ) ;
fscanf ( fptr fod1 , ”%l f \n”,& peak position ) ;
fscanf ( fptr fod1 , ”%l f \n”,&fod width ) ;
fscanf ( fptr fod1 , ”%l f \n”,&a [ 0 ] ) ;
fscanf ( fptr fod1 , ”%l f \n”,&a [ 1 ] ) ;
fscanf ( fptr fod1 , ”%l f \n”,&a [ 2 ] ) ;
fscanf ( fptr fod1 , ”%l f \n”,&a [ 3 ] ) ;
fscanf ( fptr fod1 , ”%l f \n”,&b [ 0 ] ) ;
fscanf ( fptr fod1 , ”%l f \n”,&b [ 1 ] ) ;
fscanf ( fptr fod1 , ”%l f \n”,&b [ 2 ] ) ;
fscanf ( fptr fod1 , ”%l f \n”,&b [ 3 ] ) ;
f c l o s e ( fptr fod1 ) ;
/∗ . . . . . . Original code continues . . . . . ∗/
/∗ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ∗/
/∗ Erosion model ∗/
i f (FLAG FOD == 1)
{
fp = fopen (” o g v i i n i t i a l ” ,”w” ) ;
for ( i =1; i<=npn1+npn2 ; i++)
{
f p r i n t f ( fp , ”\n %3.5 f %3.5 f ” , ogvi . x [ i −1] , ogvi . y [ i −1]);
}
f c l o s e ( fp ) ;
/∗ Get the indices of the s t a r t and end points on the a i r f o i l in the ogvi array ,
s e l e c t af = 1 for upper a i r f o i l and af =2 for lower a i r f o i l ∗/
af = 1;
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return indices (npn1 , npn2 , location , width , af , &start pt index , &end pt index ) ;
/∗ f i r s t decompose the whole ogvi array into three parts head , mid and t a i l ∗/
decompose ogvi (npn1 , npn2 , start pt index , end pt index ) ;
/∗ prepare the mid array and perturbed according to the Hick Hennes function ∗/
introduce fod (npn1 , npn2 , end pt index , start pt index , peak height , &
& peak position , fod width , a , NPOINTS) ;
/∗ Now merge the three parts head mid and t a i l into a f i n a l ogvf array ∗/
merge ogvi (npn1 , npn2 , start pt index , end pt index ) ;
printf (”\n start pt index = %d npn=%d end pt index=%d peak h = %f ” , &
& start pt index , ogvi . np , end pt index , peak height ) ;
/∗ introduce changes in lowe surface with peak height = o ∗/
i n d e x d i f f = end pt index − start pt index ;
npn1new = npn1−(( end pt index − start pt index )+1)+NPOINTS;
npn2new = npn2 ;
af = 2;
return indices (npn1new , npn2new , location , width , &
& af , &start pt index , &end pt index ) ;
peak height =0.00000;
start pt index = end pt index ;
end pt index = start pt index + i n d e x d i f f ;
decompose ogvi (npn1new , npn2new , start pt index , end pt index ) ;
introduce fod (npn1new , npn2new , end pt index , start pt index , peak height , &
& peak position , fod width , b , NPOINTS) ;
merge ogvi (npn1new , npn2new , start pt index , end pt index ) ;
/∗ write out the eroded geometry ∗/
fp = fopen (” o g v i f i n a l ” ,”w” ) ;
for ( i =1; i<=ogvi . np ; i++)
{
f p r i n t f ( fp , ”\n %3.5 f %3.5 f ” , ogvi . x [ i −1] , ogvi . y [ i −1]);
}
f c l o s e ( fp ) ;
}
/∗ . . . . . . . o r i g i n a l code begins again . . . . . . ∗/
/∗ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ∗/
free (snew ) , free ( snew2 ) ;
i f ( interp type==0){ free ( s );}
else{ free ( spls ) ; free ( splx ) ; free ( splxb ) ; free ( sply ) ; free ( splyb );}
free ( ogv . x ) ;
return ;
/∗ end of main function ∗/
}
/∗ functions added for erosion model ∗/
/∗ returns indices for s t a r t and end of erosion ∗/
void return indices ( int npn1 , int npn2 , double location , double width , int af , int ∗ startindex , int ∗endindex )
{
int i , wr , j , counter start , counter end ;
double pt [ 2 ] , xchord , ychord ,cm, temp ,D, pwl , pcl ;
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cm = ( ogvi . y [ npn1]−ogvi . y [ 0 ] ) / ( ogvi . x [ npn1]−ogvi . x [ 0 ] ) ;
pcl=location /100;
xchord = (1−pcl )∗ ogvi . x [ 0 ] + pcl ∗ ogvi . x [ npn1 ] ;
ychord = (1−pcl )∗ ogvi . y [ 0 ] + pcl ∗ ogvi . y [ npn1 ] ;
D = fabs ( ogvi . y [ 0 ] − ychord + ( ogvi . x [ 0 ] − xchord )/cm) ;
temp = D;
pwl=width /100;
i f ( af == 1)
{
counter start = 1;
counter end = npn1 ;
}
else
{
counter start = npn1 ;
counter end = npn1+npn2 ;
}
D = fabs ( ogvi . y [ counter start − 1] − ychord + ( ogvi . x [ counter start − 1] − xchord )/cm) ;
temp = D;
for ( i=counter start ; i<counter end ; i++)
{
D = fabs ( ogvi . y [ i ] − ychord + ( ogvi . x [ i ] − xchord )/cm) ;
i f (D −temp < 0)
{
temp = D;
∗ startindex = i ;
f p r i n t f ( stderr , ”\n D = %f start = %d” ,D,∗ startindex ) ;
}
}
pcl = pcl+pwl ;
xchord = (1−pcl )∗ ogvi . x [ 0 ] + pcl ∗ ogvi . x [ npn1 ] ;
ychord = (1−pcl )∗ ogvi . y [ 0 ] + pcl ∗ ogvi . y [ npn1 ] ;
D = fabs ( ogvi . y [ counter start −1] − ychord + ( ogvi . x [ counter start −1] − xchord )/cm) ;
temp = D;
for ( j=counter start ; j <(counter end ) ; j++)
{
D = fabs ( ogvi . y [ j ] − ychord + ( ogvi . x [ j ] − xchord )/cm) ;
i f (D < temp)
{
temp = D;
∗endindex = j ;
f p r i n t f ( stderr , ”\n D = %f end = %d” ,D,∗ endindex ) ;
}
}
}
/∗ merges d i f f e r e n t arrays of coordinates ∗/
void merge ogvi ( int npn1 , int npn2 , int startindex , int endindex )
{
int i , count ;
ogvf . np = head . np + mid . np + t a i l . np ;
ogvf . x = (double ∗) malloc ( ogvf . np∗ sizeof (double ) ) ;
ogvf . y = (double ∗) malloc ( ogvf . np∗ sizeof (double ) ) ;
count = 0;
for ( i =0; i<head . np ; i++)
{
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ogvf . y [ count ] = head . y [ i ] ;
count ++;
}
for ( i =0; i<mid . np ; i++)
{
ogvf . x [ count ] = mid . x [ i ] ;
ogvf . y [ count ] = mid . y [ i ] ;
count ++;
}
for ( i =0; i<t a i l . np ; i++)
{
ogvf . x [ count ] = t a i l . x [ i ] ;
ogvf . y [ count ] = t a i l . y [ i ] ;
count ++;
}
free ( ogvi . x ) ;
free ( ogvi . y ) ;
ogvi . x = (double ∗) malloc ( ogvf . np∗ sizeof (double ) ) ;
ogvi . y = (double ∗) malloc ( ogvf . np∗ sizeof (double ) ) ;
ogvi . np = ogvf . np ;
for ( i =1; i<=ogvi . np ; i++)
{
ogvi . x [ i −1] = ogvf . x [ i −1];
ogvi . y [ i −1] = ogvf . y [ i −1];
}
free ( ogvf . x ) ;
free ( ogvf . y ) ;
}
/∗ decompose the a i r f o i l into parts ∗/
void decompose ogvi ( int npn1 , int npn2 , int startindex , int endindex )
{
int i , length A ;
A. np = endindex−startindex +1;
A. x = (double ∗) malloc (A. np∗ sizeof (double ) ) ;
A. y = (double ∗) malloc (A. np∗ sizeof (double ) ) ;
for ( i =0; i<A. np ; i++)
{
A. x [ i ] = ogvi . x [ startindex+i ] ;
A. y [ i ] = ogvi . y [ startindex+i ] ;
}
head . np = startindex ;
head . x = (double ∗) malloc ( head . np∗ sizeof (double ) ) ;
head . y = (double ∗) malloc ( head . np∗ sizeof (double ) ) ;
for ( i =0; i<head . np ; i++)
{
head . x [ i ] = ogvi . x [ i ] ;
head . y [ i ] = ogvi . y [ i ] ;
}
t a i l . np = (npn1+npn2)−(endindex )−2;
t a i l . x = (double ∗) malloc ( t a i l . np∗ sizeof (double ) ) ;
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for ( i =0; i<t a i l . np ; i++)
{
t a i l . x [ i ] = ogvi . x [ endindex+i +1];
t a i l . y [ i ] = ogvi . y [ endindex+i +1];
}
}
/∗ create inputs for modeling erosion in a given range ∗/
void linspace ( double start , double end , int numpoints , double ∗x)
{
double delta x ;
int i ;
delta x = (end−start )/( numpoints −1);
for ( i =0; i<numpoints ; i++)
x [ i ] = start+i ∗ delta x ;
}
/∗ Hich−Henne function ∗/
double hickhenns (double x , double peak height , double peak position , double fod width )
{
double y , f1 , f2 , pi ;
pi = 4∗atan ( 1 . 0 ) ;
f1 = log (0.5)/ log ( peak position ) ;
f2 = sin ( pi ∗ pow(x , f1 ) ) ;
y = peak height ∗pow( f2 , fod width ) ;
return y ;
}
/∗ function for finding the c o e f f i c i e n t s of any cubic polynomial given 4 conditions ∗/
void c a l c u l a t e c o e f f i c i e n t s f o r c u b i c p o l y n o m i a l ( int start pt index , int end pt index , double ∗a)
{
double ∗ Coeff Matrix ;
int ∗ ipivCoeff Matrix ;
double x1 , x2 , y1 , y2 , m1, m2,num, den ;
int err ;
x1 = A. x [ 0 ] ;
y1 = A. y [ 0 ] ;
x2 = A. x [A. np−1];
y2 = A. y [A. np−1];
m1 = (A. y[1] −A. y [ 0 ] ) / (A. x[1] −A. x [ 0 ] ) ;
m2 = (A. y [A. np−1]−A. y [A. np−2])/(A. x [A. np−1]−A. x [A. np −2]);
Coeff Matrix = (double ∗) malloc (16∗ sizeof (double ) ) ;
ipivCoeff Matrix = ( int ∗) malloc (4∗ sizeof (double ) ) ;
Coeff Matrix [ 0 ] = 1;
Coeff Matrix [ 1 ] = x1 ;
Coeff Matrix [ 2 ] = x1∗x1 ;
Coeff Matrix [ 3 ] = x1∗x1∗x1 ;
Coeff Matrix [ 4 ] = 1;
Coeff Matrix [ 5 ] = x2 ;
Coeff Matrix [ 6 ] = x2∗x2 ;
Coeff Matrix [ 7 ] = x2∗x2∗x2 ;
Coeff Matrix [ 8 ] = 0;
Coeff Matrix [ 9 ] = 1;
Coeff Matrix [ 1 0 ] = 2∗x1 ;
Coeff Matrix [ 1 1 ] = 3∗x1∗x1 ;
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Coeff Matrix [ 1 3 ] = 1;
Coeff Matrix [ 1 4 ] = 2∗x2 ;
Coeff Matrix [ 1 5 ] = 3∗x2∗x2 ;
// Preparing the RHS
a [ 0 ] = y1 ;
a [ 1 ] = y2 ;
a [ 2 ] = m1;
a [ 3 ] = m2;
num = 2∗m2∗(x2−x1) − 2∗(y2−y1) − (x1−x2 )∗(m1−m2) ;
den = (x2−x1 )∗(pow(x2 ,2)−2∗x1∗x2+pow(x1 , 2 ) ) ;
a [ 3 ] = num/den ;
num = (m1−m2)−(3∗a [ 3 ] ∗ ( pow(x1,2)−pow(x2 , 2 ) ) ) ;
den = 2∗(x1−x2 ) ;
a [ 2 ] = num/den ;
num = (y2−y1) − a [ 2 ] ∗ ( pow(x2,2)−pow(x1 , 2 ) ) − a [ 3 ] ∗ ( pow(x2,3)−pow(x1 , 3 ) ) ;
a [ 1 ] = num/(x2−x1 ) ;
a [ 0 ] = y1 − (a [ 1 ] ∗ x1) − (a [ 2 ] ∗ pow(x1 , 2 ) ) − (a [ 3 ] ∗ pow(x1 , 3 ) ) ;
free ( Coeff Matrix ) ;
free ( ipivCoeff Matrix ) ;
}
/∗ introduce erosion in the a i r f o i l ∗/
void introduce fod ( int npn1 , int npn2 , int end pt index , int start pt index , double peak height , . . . &
&... double peak position , double fod width , double ∗a , int NPOINTS)
{
double slope1 , slope2 , m1, m2;
double cx , cy , r0 , pi , cm, LOC;
double inpoint x [NPOINTS] , inpoint y [NPOINTS] ,Xnew[NPOINTS] ,Ynew[NPOINTS] ,mnew[NPOINTS] , theta [NPOINTS ] ;
double theta min , theta max , angle , r [NPOINTS ] ;
int i ;
FILE ∗fp ;
// c a l c u l a t e c o e f f i c i e n t s f o r c u b i c p o l y n o m i a l ( s t a r t p t i n d e x , end pt index , a ) ;
pi = 4∗atan ( 1 ) ;
// Calculating the slopes of the tangents
slope1=(A. y[1] −A. y [ 0 ] ) / (A. x[1] −A. x [ 0 ] ) ;
slope2=(A. y [A. np−1]−A. y [A. np−2])/(A. x [A. np−1]−A. x [A. np −2]);
// Find the new X
linspace (A. x [ 0 ] ,A. x [A. np−1] , NPOINTS, Xnew ) ;
// Calculate the Ynew and slope of the r e s p e c t i v e normals using the cubic polynomial
for ( i =0; i<NPOINTS; i++)
{
Ynew[ i ] = a [ 0 ] + a [ 1 ] ∗Xnew[ i ] + a [ 2 ] ∗ pow(Xnew[ i ] ,2) + a [ 3 ] ∗ pow(Xnew[ i ] , 3 ) ;
mnew[ i ] = a [ 1 ] + 2∗a [ 2 ] ∗Xnew[ i ] + 3∗a [ 3 ] ∗ pow(Xnew[ i ] , 2 ) ;
theta [ i ] = atan(−1/mnew[ i ] ) ;
}
// find the hickhenne deviations and deviate the cubic polynomial in the normal d i r e c t i o n s
linspace (0 , 1 , NPOINTS, inpoint x ) ;
mid . np = NPOINTS;
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mid . y = (double ∗) malloc (mid . np∗ sizeof (double ) ) ;
for ( i =0; i<NPOINTS; i++)
{
inpoint y [ i ] = hickhenns ( inpoint x [ i ] , peak height , peak position , fod width ) ;
mid . x [ i ] = Xnew[ i ] − fabs ( inpoint y [ i ]∗ cos ( theta [ i ] ) ) ;
mid . y [ i ] = Ynew[ i ] − fabs ( inpoint y [ i ]∗ sin ( theta [ i ] ) ) ;
}
}
/∗ Find the TE cusp and s p l i t the a i i r f o i l in two halves ∗/
void s p l i t a i r f o i l ( int n1 , int n2)
{
int i ;
double a , b , theta ;
double x , y ;
ogvi transrot . x = (double ∗) malloc (( n1+n2)∗ sizeof (double ) ) ;
ogvi transrot . y = (double ∗) malloc (( n1+n2)∗ sizeof (double ) ) ;
ogvi upper . x = (double ∗) malloc (n1∗ sizeof (double ) ) ;
ogvi upper . y = (double ∗) malloc (n1∗ sizeof (double ) ) ;
ogvi lower . x = (double ∗) malloc (( n2)∗ sizeof (double ) ) ;
ogvi lower . y = (double ∗) malloc (( n2)∗ sizeof (double ) ) ;
/∗ Added by apu 20 th Nov 2005 ∗/
a = ogvi . x [ 0 ] ;
b = ogvi . y [ 0 ] ;
theta = fabs ( atan ( (b − ogvi . y [ n1−1])/ (a − ogvi . x [ n1−1]) ) ) ;
/∗ Perform Translation and Rotation ∗/
for ( i =0; i <(n1+n2 ) ; i++)
{
x = ogvi . x [ i ] ;
y = ogvi . y [ i ] ;
ogvi transrot . x [ i ] = ((x−a)∗ cos ( theta ) − ((y−b)∗ sin ( theta ) ) ) ;
ogvi transrot . y [ i ] = ((x−a)∗ sin ( theta ) + ((y−b)∗ cos ( theta ) ) ) ;
}
for ( i =0; i<n1 ; i++)
{
ogvi upper . x [ i ] = ogvi transrot . x [ i ] ;
ogvi upper . y [ i ] = ogvi transrot . y [ i ] ;
/∗ ogvi upper . x [ i ] = ogvi . x [ i ] ;
ogvi upper . y [ i ] = ogvi . y [ i ] ; ∗/
}
for ( i=n1 ; i<n1+n2 ; i++)
{
ogvi lower . x [ i−n1 ] = ogvi transrot . x [ i ] ;
ogvi lower . y [ i−n1 ] = ogvi transrot . y [ i ] ;
/∗ ogvi lower . x [ i−n1 ] = ogvi . x [ i ] ;
ogvi lower . y [ i−n1 ] = ogvi . y [ i ] ; ∗/
}
free ( ogvi transrot . x ) ;
free ( ogvi transrot . y ) ;
}
/∗ find the extrema using search method ∗/
void search extrema (double ∗x , int n , double ∗min , double ∗max)
{
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∗min = x [ 0 ] ;
index min =1;
∗max = x [ 0 ] ;
index max=1;
for ( i =1; i<n ; i++)
{
i f (x [ i ]<(∗min ))
{
∗min = x [ i ] ;
index min = i ;
}
i f (x [ i ]>(∗max))
{
∗max = x [ i ] ;
index max = i ;
}
}
printf (”\n I am in search extrema ” ) ;
printf (”\n index min = %d min value = %E ” , index min , ∗min ) ;
printf (”\n index max = %d max value = %E ” , index max , ∗max) ;
getchar ( ) ;
}
/∗ normalize the a i r f o i l ∗/
void n o r m a l i z e a i r f o i l (OM a , int n)
{
int i ;
double min x , min y , max x , max y ;
search extrema (a . x , n,&min x ,&max x ) ;
ogvi norm . x = (double ∗) malloc (n∗ sizeof (double ) ) ;
ogvi norm . y = (double ∗) malloc (n∗ sizeof (double ) ) ;
for ( i =0; i<n ; i++)
{
ogvi norm . x [ i ] = (a . x [ i ]−min x )/( max x − min x ) ;
ogvi norm . y [ i ] = a . y [ i ] ;
}
}Appendix B
Program for Modeling
Manufacturing Uncertainty
The manufacturing uncertainty modeling code was written in C programming language. The
model was added as a module to the Rolls-Royce proprietary software PADRAM. We present
here only the snippets of codes which were added during the implementation of the model.
The changes were made to the code ss04 convert.c and the code is presented here.
#include <stdio . h>
#include <string . h>
#include <ctype . h>
#include <signal . h>
#include <stdlib . h>
#include <math . h>
#include ” ss04 /ss04 om . h”
#include ” ss04 / ss04 aero . h”
#define SPLINE s p l i n e
#define SEVAL seval
extern OM ogvi ;
/∗ Variables added for manufacturing model ∗/
OM A, ogvf , ogvi transrot , ogvi dummy , ogvi upper , ogvi lower , ogvi norm ;
void convert (double ∗x2 , double ∗y2 , int iogv , int np , int npn1 , int npn2)
{
int i , j , ii , ile , ite , ile2 , ile3 , ite2 , ite3 , npn ;
double ∗snew , ∗snew2 ;
/∗ Could have taken t h i s as an external but
np can be d i f f e r e n t for d i f f e r e n t DT6 sections ∗/
double alfa , coe1 , coe2 , abet , eta ;
double xle , xte , yle , yte , ss ;
double xle2 , xte2 , yle2 , yte2 ;
double xle3 , xte3 , yle3 , yte3 , ang1b , ang2b ;
double value , value1 , value2 ,∗ s , ∗ spls , ∗splx , ∗splxb , ∗sply ,
∗splyb ;
int m, npnb , nparc1s , nparc3s ;
int imid1 , imid2 ;
double arc0 , arc1 , arc2 , rtod ;
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double ∗bufx , ∗bufy ;
AERO ogv ;
FILE ∗ fptr = NULL;
double ∗s3 , ds1 , ds2 ;
/∗ This i s used for 3 arc segments for the middle arc ∗/
int interp type ;
/∗ f l a g for whether to use s p l i n e or l i n e a r interp ∗/
double chord , alf , mdash ;
int npnb1 , npnb2 , npnb3 , i f a i l , i f a i l 1 , i f a i l 2 , i f a i l 3 , index ;
double arc01 , arc02 , arc03 ,∗ s31 ,∗ s32 ,∗ s33 , penny le arc , penny te arc ;
double x3 , y3 , xx1 , yy1 , xx2 , yy2 , xx , yy , cc , marc ;
double maxs , mids1 , mids2 , mids3 ;
int npn1new , npn2new ;
FILE ∗fp ; /∗ for manufacturing uncertainty model∗/
FILE ∗ fptr manf ; /∗added for manufacturing uncertainty model∗/
/∗ v a r i a b l e s needed for manufacturing uncertainty model ∗/
double ∗alpha upper , ∗ alpha lower , theta , LE Center X , LE Center Y ;
double x1u , y1u , x2l , y2l , x3l , y3l ,m1,m2, xc , yc , x0 , y0 ,m0, min x lower , min x upper , max x lower ;
double max x upper ,∗ weights manf , slope tangent , slope normal ,∗ theta n , pi ;
int r points , nhh , FLAG SHAPE,FLAG MANF;
int index te upper , index te lower , nlower , nupper , index dummy , nhh manf ;
/∗ Read the input v a r i a b l e s for manufacturing uncertainty model ∗/
FLAG MANF=1;
fptr manf = fopen (”INPUT MANF.DAT” ,”r” ) ;
fscanf ( fptr manf , ”%d \n”,&nhh manf ) ;
weights manf = (double ∗) malloc ( nhh manf∗ sizeof (double ) ) ;
for ( i =0; i<nhh manf ; i++)
fscanf ( fptr manf , ”%l f \n”,&weights manf [ i ] ) ;
f c l o s e ( fptr manf ) ;
/∗ . . . . . . . . . . . . . . . . Original code continues . . . . . . . . . . . . . . . . . ∗/
/∗ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ∗/
/∗ manufacturing uncertainty model ∗/
/∗ Model manufacturing v a r i a t i on s ( including LE and Chord ) using combination of Hicks−Henne functions ∗/
fp = fopen (” o g v i i n i t i a l ” ,”w” ) ;
for ( i =1; i<=npn1+npn2 ; i++)
{
f p r i n t f ( fp , ”\n %3.5 f %3.5 f ” , ogvi . x [ i −1] , ogvi . y [ i −1]);
}
f c l o s e ( fp ) ;
i f (FLAG MANF == 1)
{
pi = 4∗atan ( 1 . 0 ) ;
x1u = ogvi . x [ 1 ] ;
y1u = ogvi . y [ 1 ] ;
x2l = ogvi . x [ npn1+npn2 −3];
y2l = ogvi . y [ npn1+npn2 −3];
x3l = ogvi . x [ npn1+npn2 −4];
y3l = ogvi . y [ npn1+npn2 −4];
m1 = (y1u−y2l )/( x1u−x2l ) ;
m2 = (y1u−y3l )/( x1u−x3l ) ;
xc = ((( x1u+x3l )/(2∗m2)) − (( x1u+x2l )/(2∗m1)) − (( y2l−y3l )/2))∗(m1∗m2/(m1−m2) ) ;
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printf (”\n The Centre of the leading edge c i r c l e i s (%3.5 f , %3.5 f )” ,xc , yc ) ;
/∗ Align the co−ordinate system such that origin i s at ( x0 , y0 )
and the new x−axis i s in the d i r e c t i o n of the radius ∗/
x0 = ogvi . x [ 0 ] ;
y0 = ogvi . y [ 0 ] ;
m0 = (y0−yc )/( x0−xc ) ;
theta = fabs ( atan (m0) ) ;
ogvi transrot . x = (double ∗) malloc (( npn1+npn2)∗ sizeof (double ) ) ;
ogvi transrot . y = (double ∗) malloc (( npn1+npn2)∗ sizeof (double ) ) ;
fp = fopen (” ogvitransrotdata ” ,”w” ) ;
for ( i =0; i< (npn1+npn2−1) ; i++)
{
ogvi transrot . x [ i ] = (( ogvi . x [ i ]−x0)∗ cos ( theta )) − (( ogvi . y [ i ]−y0)∗ sin ( theta ) ) ;
ogvi transrot . y [ i ] = (( ogvi . x [ i ]−x0)∗ sin ( theta )) + (( ogvi . y [ i ]−y0)∗ cos ( theta ) ) ;
f p r i n t f ( fp , ”%3.6 f %3.6 f \n” , ogvi transrot . x [ i ] , ogvi transrot . y [ i ] ) ;
}
f c l o s e ( fp ) ;
/∗ Place a dummy value at the l a s t element of the array ∗/
ogvi transrot . x [ npn1+npn2−1] = 0 . 0 ;
ogvi transrot . y [ npn1+npn2−1] = 0 . 0 ;
/∗ I t i s known that in the new coordinate system the t r a i l i n g edge i s p a r a l l e l to y ’ ∗/
for ( i=npn1−5;i <(npn1+5); i++)
{
printf (”%E\n” , fabs ( ogvi transrot . x [ i ]− ogvi transrot . x [ i +1]));
// getchar ( ) ;
i f ( fabs ( ogvi transrot . x [ i ]− ogvi transrot . x [ i +1]) <= 2∗pow(10 , −6) )
{
index te upper = i ;
index te lower = i +1;
break ;
}
}
/∗ Create a dummy ogvi dummy which contains 0<=x<=1 and y=0 and i t s length i s npn1+npn2−1 ∗/
ogvi dummy . x = (double ∗) malloc (( npn1+npn2−1)∗ sizeof (double ) ) ;
ogvi dummy . y = (double ∗) malloc (( npn1+npn2−1)∗ sizeof (double ) ) ;
linspace (0 ,1 , npn1+npn2−1,ogvi dummy . x ) ;
for ( i =1; i<=npn1+npn2−1; i++)
ogvi dummy . y [ i −1] = 0 . 0 ;
/∗ Call shape to i n s e r t combination of nhh hickshennes functions in ogvi dummy ∗/
shape (ogvi dummy , npn1+npn2−1,nhh manf , weights manf ) ;
fp = fopen (”ogvi dummy” ,”w” ) ;
for ( i =0; i< (npn1+npn2−1) ; i++)
{
f p r i n t f ( fp , ”%3.6 f %3.6 f \n” ,ogvi dummy . x [ i ] , ogvi dummy . y [ i ] ) ;
}
f c l o s e ( fp ) ;
theta n = (double ∗) malloc (( npn1+npn2−1)∗ sizeof (double ) ) ;
index dummy = 0;
for ( i =0; i<=index te upper ; i++)
{
/∗Find the d i r e c t i o n of tangent and normal at the point and make deviations along the normal∗/
i f (( ogvi transrot . x [ i ]− ogvi transrot . x [ i +1])==0)
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else
{
slope tangent = ( ogvi transrot . y [ i ]− ogvi transrot . y [ i +1])/...&
& . . . . ( ogvi transrot . x [ i ]− ogvi transrot . x [ i +1]);
i f ( slope tangent == 0)
theta n [ i ] = theta n [ i −1];
else
{
slope normal = −1/slope tangent ;
i f ( slope tangent < 0)
theta n [ i ] = atan ( slope normal ) ;
else
theta n [ i ] = pi + atan ( slope normal ) ;
}
}
ogvi transrot . x [ i ] = ogvi transrot . x [ i ] + ogvi dummy . y [ index te upper−i ]∗ cos ( theta n [ i ] ) ;
ogvi transrot . y [ i ] = ogvi transrot . y [ i ] + ogvi dummy . y [ index te upper−i ]∗ sin ( theta n [ i ] ) ;
index dummy ++;
}
index dummy=0;
for ( i=index te lower ; i<=npn1+npn2−2; i++)
{
/∗Find the d i r e c t i o n of tangent and normal at the point and make deviations along the normal∗/
i f (( ogvi transrot . x [ i ]− ogvi transrot . x [ i +1])==0)
theta n [ i ] = theta n [ i −1];
else
{
slope tangent = ( ogvi transrot . y [ i ]− ogvi transrot . y [ i +1])/....&
&...( ogvi transrot . x [ i ]− ogvi transrot . x [ i +1]);
i f ( slope tangent == 0)
theta n [ i ] = theta n [ i −1];
else
{
slope normal = −1/slope tangent ;
i f ( slope tangent < 0)
theta n [ i ] = atan ( slope normal ) ;
else
theta n [ i ] = pi + atan ( slope normal ) ;
}
}
ogvi transrot . x [ i ] = ogvi transrot . x [ i ] − . . . . &
&... ogvi dummy . y [ npn1+npn2−2−index dummy ]∗ cos ( theta n [ i ] ) ;
ogvi transrot . y [ i ] = ogvi transrot . y [ i ] − . . . . &
&... ogvi dummy . y [ npn1+npn2−2−index dummy ]∗ sin ( theta n [ i ] ) ;
index dummy ++;
}
fp = fopen (” ogvitransrotdata manf ” ,”w” ) ;
for ( i =0; i< (npn1+npn2−1) ; i++)
{
f p r i n t f ( fp , ”%3.6 f %3.6 f \n” , ogvi transrot . x [ i ] , ogvi transrot . y [ i ] ) ;
}
f c l o s e ( fp ) ;
/∗ Untranslate and Unrotate to get back to o r i g i n a l coordinate system ∗/
for ( i =0; i< (npn1+npn2−1) ; i++)
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ogvi . x [ i ] = x0 + (( ogvi transrot . x [ i ]∗ cos ( theta )) + ( ogvi transrot . y [ i ]∗ sin ( theta )) ) ;
ogvi . y [ i ] = y0 + (( ogvi transrot . y [ i ]∗ cos ( theta )) − ( ogvi transrot . x [ i ]∗ sin ( theta )) ) ;
}
ogvi . x [318] = ogvi . x [ 0 ] ;
ogvi . y [318] = ogvi . y [ 0 ] ;
fp = fopen (”ogvi manf” ,”w” ) ;
for ( i =0; i<= (npn1+npn2−1) ; i++)
{
f p r i n t f ( fp , ”%3.5 f %3.5 f \n” , ogvi . x [ i ] , ogvi . y [ i ] ) ;
}
f c l o s e ( fp ) ;
free ( theta n ) ;
free (ogvi dummy . x ) ;
free (ogvi dummy . y ) ;
}
/∗ . . . . . . . . . . . . . . . . . . . . . . . o r i g i n a l code begins again . . . . . . . . . . . . . . . . . . . . . ∗/
/∗ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ∗/
free (snew ) , free ( snew2 ) ;
i f ( interp type==0){ free ( s );}
else{ free ( spls ) ; free ( splx ) ; free ( splxb ) ; free ( sply ) ; free ( splyb );}
free ( ogv . x ) ;
return ;
/∗ . . . . . . . . . . . . . . . . . . . . . . . . . end of main function . . . . . . . . . . . . . . . . . . . . . . . . . . . ∗/
}
/∗ functions added for manufacturing uncertainty model ∗/
/∗ decompose the a i r f o i l into parts ( lower surface and upper surface ) ∗/
void decompose ogvi ( int npn1 , int npn2 , int startindex , int endindex )
{
int i , length A ;
A. np = endindex−startindex +1;
A. x = (double ∗) malloc (A. np∗ sizeof (double ) ) ;
A. y = (double ∗) malloc (A. np∗ sizeof (double ) ) ;
for ( i =0; i<A. np ; i++)
{
A. x [ i ] = ogvi . x [ startindex+i ] ;
A. y [ i ] = ogvi . y [ startindex+i ] ;
}
head . np = startindex ;
head . x = (double ∗) malloc ( head . np∗ sizeof (double ) ) ;
head . y = (double ∗) malloc ( head . np∗ sizeof (double ) ) ;
for ( i =0; i<head . np ; i++)
{
head . x [ i ] = ogvi . x [ i ] ;
head . y [ i ] = ogvi . y [ i ] ;
}
t a i l . np = (npn1+npn2)−(endindex )−2;
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t a i l . y = (double ∗) malloc ( t a i l . np∗ sizeof (double ) ) ;
for ( i =0; i<t a i l . np ; i++)
{
t a i l . x [ i ] = ogvi . x [ endindex+i +1];
t a i l . y [ i ] = ogvi . y [ endindex+i +1];
}
}
/∗ create inputs in a given range ∗/
void linspace ( double start , double end , int numpoints , double ∗x)
{
double delta x ;
int i ;
delta x = (end−start )/( numpoints −1);
for ( i =0; i<numpoints ; i++)
x [ i ] = start+i ∗ delta x ;
}
/∗ Hich−Henne function ∗/
double hickhenns (double x , double peak height , double peak position , double fod width )
{
double y , f1 , f2 , pi ;
pi = 4∗atan ( 1 . 0 ) ;
f1 = log (0.5)/ log ( peak position ) ;
f2 = sin ( pi ∗ pow(x , f1 ) ) ;
y = peak height ∗pow( f2 , fod width ) ;
return y ;
}
/∗ function for finding the c o e f f i c i e n t s of any cubic polynomial given 4 conditions ∗/
void c a l c u l a t e c o e f f i c i e n t s f o r c u b i c p o l y n o m i a l ( int start pt index , int end pt index , double ∗a)
{
double ∗ Coeff Matrix ;
int ∗ ipivCoeff Matrix ;
double x1 , x2 , y1 , y2 , m1, m2,num, den ;
int err ;
x1 = A. x [ 0 ] ;
y1 = A. y [ 0 ] ;
x2 = A. x [A. np−1];
y2 = A. y [A. np−1];
m1 = (A. y[1] −A. y [ 0 ] ) / (A. x[1] −A. x [ 0 ] ) ;
m2 = (A. y [A. np−1]−A. y [A. np−2])/(A. x [A. np−1]−A. x [A. np −2]);
Coeff Matrix = (double ∗) malloc (16∗ sizeof (double ) ) ;
ipivCoeff Matrix = ( int ∗) malloc (4∗ sizeof (double ) ) ;
Coeff Matrix [ 0 ] = 1;
Coeff Matrix [ 1 ] = x1 ;
Coeff Matrix [ 2 ] = x1∗x1 ;
Coeff Matrix [ 3 ] = x1∗x1∗x1 ;
Coeff Matrix [ 4 ] = 1;
Coeff Matrix [ 5 ] = x2 ;
Coeff Matrix [ 6 ] = x2∗x2 ;
Coeff Matrix [ 7 ] = x2∗x2∗x2 ;
Coeff Matrix [ 8 ] = 0;
Coeff Matrix [ 9 ] = 1;
Coeff Matrix [ 1 0 ] = 2∗x1 ;
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Coeff Matrix [ 1 2 ] = 0;
Coeff Matrix [ 1 3 ] = 1;
Coeff Matrix [ 1 4 ] = 2∗x2 ;
Coeff Matrix [ 1 5 ] = 3∗x2∗x2 ;
// Preparing the RHS
a [ 0 ] = y1 ;
a [ 1 ] = y2 ;
a [ 2 ] = m1;
a [ 3 ] = m2;
num = 2∗m2∗(x2−x1) − 2∗(y2−y1) − (x1−x2 )∗(m1−m2) ;
den = (x2−x1 )∗(pow(x2 ,2)−2∗x1∗x2+pow(x1 , 2 ) ) ;
a [ 3 ] = num/den ;
num = (m1−m2)−(3∗a [ 3 ] ∗ ( pow(x1,2)−pow(x2 , 2 ) ) ) ;
den = 2∗(x1−x2 ) ;
a [ 2 ] = num/den ;
num = (y2−y1) − a [ 2 ] ∗ ( pow(x2,2)−pow(x1 , 2 ) ) − a [ 3 ] ∗ ( pow(x2,3)−pow(x1 , 3 ) ) ;
a [ 1 ] = num/(x2−x1 ) ;
a [ 0 ] = y1 − (a [ 1 ] ∗ x1) − (a [ 2 ] ∗ pow(x1 , 2 ) ) − (a [ 3 ] ∗ pow(x1 , 3 ) ) ;
free ( Coeff Matrix ) ;
free ( ipivCoeff Matrix ) ;
}
/∗ Find the TE cusp and s p l i t the a i i r f o i l in two halves ∗/
void s p l i t a i r f o i l ( int n1 , int n2)
{
int i ;
double a , b , theta ;
double x , y ;
ogvi transrot . x = (double ∗) malloc (( n1+n2)∗ sizeof (double ) ) ;
ogvi transrot . y = (double ∗) malloc (( n1+n2)∗ sizeof (double ) ) ;
ogvi upper . x = (double ∗) malloc (n1∗ sizeof (double ) ) ;
ogvi upper . y = (double ∗) malloc (n1∗ sizeof (double ) ) ;
ogvi lower . x = (double ∗) malloc (( n2)∗ sizeof (double ) ) ;
ogvi lower . y = (double ∗) malloc (( n2)∗ sizeof (double ) ) ;
/∗ Added by apu 20 th Nov 2005 ∗/
a = ogvi . x [ 0 ] ;
b = ogvi . y [ 0 ] ;
theta = fabs ( atan ( (b − ogvi . y [ n1−1])/ (a − ogvi . x [ n1−1]) ) ) ;
/∗ Perform Translation and Rotation ∗/
for ( i =0; i <(n1+n2 ) ; i++)
{
x = ogvi . x [ i ] ;
y = ogvi . y [ i ] ;
ogvi transrot . x [ i ] = ((x−a)∗ cos ( theta ) − ((y−b)∗ sin ( theta ) ) ) ;
ogvi transrot . y [ i ] = ((x−a)∗ sin ( theta ) + ((y−b)∗ cos ( theta ) ) ) ;
}Appendix B Program for Modeling Manufacturing Uncertainty 138
for ( i =0; i<n1 ; i++)
{
ogvi upper . x [ i ] = ogvi transrot . x [ i ] ;
ogvi upper . y [ i ] = ogvi transrot . y [ i ] ;
/∗ ogvi upper . x [ i ] = ogvi . x [ i ] ;
ogvi upper . y [ i ] = ogvi . y [ i ] ; ∗/
}
for ( i=n1 ; i<n1+n2 ; i++)
{
ogvi lower . x [ i−n1 ] = ogvi transrot . x [ i ] ;
ogvi lower . y [ i−n1 ] = ogvi transrot . y [ i ] ;
/∗ ogvi lower . x [ i−n1 ] = ogvi . x [ i ] ;
ogvi lower . y [ i−n1 ] = ogvi . y [ i ] ; ∗/
}
free ( ogvi transrot . x ) ;
free ( ogvi transrot . y ) ;
}
/∗ find the extrema using search method ∗/
void search extrema (double ∗x , int n , double ∗min , double ∗max)
{
int i ;
∗min = x [ 0 ] ;
index min =1;
∗max = x [ 0 ] ;
index max=1;
for ( i =1; i<n ; i++)
{
i f (x [ i ]<(∗min ))
{
∗min = x [ i ] ;
index min = i ;
}
i f (x [ i ]>(∗max))
{
∗max = x [ i ] ;
index max = i ;
}
}
printf (”\n I am in search extrema ” ) ;
printf (”\n index min = %d min value = %E ” , index min , ∗min ) ;
printf (”\n index max = %d max value = %E ” , index max , ∗max) ;
getchar ( ) ;
}
/∗ normalize the a i r f o i l ∗/
void n o r m a l i z e a i r f o i l (OM a , int n)
{
int i ;
double min x , min y , max x , max y ;
search extrema (a . x , n,&min x ,&max x ) ;
ogvi norm . x = (double ∗) malloc (n∗ sizeof (double ) ) ;
ogvi norm . y = (double ∗) malloc (n∗ sizeof (double ) ) ;
for ( i =0; i<n ; i++)
{
ogvi norm . x [ i ] = (a . x [ i ]−min x )/( max x − min x ) ;
ogvi norm . y [ i ] = a . y [ i ] ;
}
}Appendix C
Estimation of Probability using erfc
We need to evaluate the probability that a Gaussian random variable Z is greater than zero
(P(Z > 0)). This is graphicaly shown in the ﬁgure C1. The shaded area can be evaluated
Figure C.1: Shaded area under the probability density function is the probability to be
evaluated
to give us the desired probability, this can be expressed as
P(Z > 0) =
Z ∞
0
1
σZ
√
2π
e
−
(Z−mZ)2
2σ2
Z dZ. (C.1)
After substituting Z−mZ
σZ
√
2 = t, the right hand side of the above equation can be written as
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Z ∞
0
1
σZ
√
2π
e
−
(Z−mZ)2
2σ2
Z dZ =
Z ∞
−mZ
σZ
√
2
1
√
π
e−t2
dt
= 1
2erfc( −mZ
σZ
√
2).
, (C.2)
where erfc(x) is deﬁned as
erfc(x) =
Z ∞
x
2
√
π
e−t2
dt. (C.3)
We can now numerically estimate the integral in equation C.2. This function is available
in most of the standard scientiﬁc tool boxes like Matlab.References
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