1.. Introduction {#S1}
================

There is a tension in modern human genomics between data sharing and privacy concerns.^[@R1]^ On the one hand, genomic data holds the promise of greatly improving human health, so the ability to share it is paramount. On the other hand, our genomes are some of the most private pieces of information we have, and the risks of sharing it openly are far from understood. Even releasing aggregate genomic data (statistics calculated on an entire group of individuals, such as odds ratios or minor allele frequencies - MAF) can raise privacy concerns.^[@R2]--[@R5]^

Numerous approaches have been suggested for enabling the sharing of aggregate genomic data while respecting participants privacy.^[@R1],[@R6]^ In practice, most data is either open access (posted online with minimal privacy considerations) or controlled access (only shared with trusted individuals). Recently, there has been a push to develop alternative methods for sharing this data publicly while still preserving privacy.^[@R3],[@R7],[@R8]^ Most of these methods rely on strong assumptions about the background population (such as independent SNPs, lack of stratification, etc). As such, it is unclear how accurate a measure they provide on real world populations. Moreover, it is unclear how to extend them to more general classes of statistics (beyond MAF, etc). Alternatively, there have been methods suggested that give strong privacy guarantees with little to no assumptions about the underlying data (namely differential privacy, see [section 2.5](#S7){ref-type="sec"} for a definition).^[@R9]--[@R15]^ Though these methods are effective at sharing small amounts of data while preserving strong privacy guarantees, current methods become inaccurate when scaled to more than a few genomic loci.^[@R14],[@R15]^

Here we introduce a method for preserving privacy that begins to address both concerns. We build upon ideas from the statistical disclosure literature. In particular, our approach is based off of measuring the risk of reidentification using Bayesian approaches.^[@R16]^ Our method aims to protect private disease status information for participants in GWAS studies, while making minimal assumptions about how the genomic data was generated (in particular, we assume that the individual trying to learn private information, known as the adversary, does not have any information allowing them to distinguish cases from controls a priori), and allowing release of more accurate statistics than that achieved by current differentially private methods. Moreover, unlike differential privacy, it is straightforward to apply our approach to almost any statistic of interest.

2.. Methods {#S2}
===========

2.1.. The Model {#S3}
---------------

In the model underlying our method, we are given two pieces of information: the genotype data of each individual, and their disease status. Let *D* = {*d*~1~, · · · *, d*~*n*~}, where *d*~*i*~ ∈ {0, 1, 2}^*m*^ for *i* = 1*, . . . , n*, be the genotype data of all individuals in our study. Let *y* = (*y*~1~, · · · *, y*~*n*~) ∈ {0, 1}^*n*^ be the vector of disease statuses (*y*~*i*~ = 1 if individual *i* has the disease, *y*~*i*~ = 0 otherwise). Let *n*~1~ be the number of times a 1 occurs in *y* (number of cases), *n*~0~ the number of times 0 occurs (number of controls), *n* the total number of individuals, and *m* the number of SNPs we want to share aggregate data about.

Let *Y* be a random variable which takes values in {0, 1}^*n*^. This variable represents the adversaries prior belief about how likely each individual in the study is to be a case or control.

In particular, we will define it so that *Pr*(*Y* = *y*′) is equal for all *y*′ ∈ {0, 1}^*n*^ such that *y*′ with exactly *n*~1~ ones, and 0 otherwise; i.e.: $$Pr\left( {Y = y^{\prime}} \right) = \frac{1}{\left( \begin{array}{l}
n \\
n_{0} \\
\end{array} \right)}$$

This represents the prior probability of each individual in the study being either a case or control, assuming all such assignments are equally likely. In essence, this model is meant to represent an adversary who knows everything about the study (genotypes, etc) except has no idea who is a case and who is a control.

2.2.. The Privacy Approach {#S4}
--------------------------

We want to release some statistics based on *y* and *D*. In order to protect participants privacy, however, we add a small amount of noise to them.

More formally, consider a statistic *X* that takes in both genotype data and disease status information, and outputs a vector of statistical information in ${\mathbb{R}}^{k}$ for some integer *k*. We want to release *X*(*y,D*) while preserving privacy. In order to do this, we instead release *X*+*ϵ*, where *ϵ* = (*ϵ*~1~, · · ·, *ϵ*~*k*~) is a random noise term.

For our purposes, we will assume that each *ϵ*~*i*~ is either a Laplacian random variable or a truncated Laplacian random variable. This choice is so as to be consistent with the Laplacian mechanism, a standard diferentially private technique.^[@R17]^ In particular, for given parameter *λ* and bound *δ*, we have that: $$Pr\left( {\epsilon_{i} = z} \right) \propto \begin{cases}
{exp\left( {- \frac{\left| z \right|}{\lambda}} \right),} & {- \delta < z < \delta} \\
0 & \text{otherwise} \\
\end{cases}$$

Here *λ* controls the variance, and *δ* the maximum/ minimum amount of noise added. When *δ* is set to infinity, we get a standard (unbounded) Laplacian random variable, represented by *Lap*(0*, λ*).

2.3.. The Privacy Measure {#S5}
-------------------------

Having specified a method for releasing privacy-preserving statistics, we want to be able to measure how much privacy is lost upon releasing them. Instead of using differential privacy based measures, however, we suggest an alternative approach based on prior probability, specified by the random variable *Y*. The measure of privacy we use is based on the assumption that anyone looking at the statistics does not know which participants are in the case versus the control cohort. In particular, we consider all possible permutations of participants disease status, and assume that all such assignments are equally likely from an outsiders point of view. This probabilistic model is inspired by the model used to justify k-anonymity (a standard technique in the statistical disclosure literature) and related techniques.^[@R16],[@R18],[@R19]^

For a given statistic *X*, genetic dataset *D*, and a disease status vector *y*, we want to release *χ*, a noisy version of *X*, defined as: $$\chi(y,D) = X(y,D) + \epsilon$$

In order to measure the disclosure risk of releasing this data, we consider, for the *i*th individual, the probability $$Pr\left( Y_{i} = 1 \middle| \chi(Y,D) = \chi(y,D) \right)$$

This can be seen as measuring the probability that the adversary believes the *i*th individual has the disease based on the perturbed statistic *χ*(*y,D*). Our goal is to keep this quantity as small as possible, particularly when *y*~*i*~ = 1 (when the individual has the disease). It is worth noting that, for a randomly chosen *i*, this has an expected value of $\frac{n_{1}}{n}$. Note that we do not consider the probability that *Y*~*i*~ = 0, since in general revealing that a given individual does not have a disease is not considered a privacy breach. This decision is consistent with the membership privacy idea used in previous work,^[@R10],[@R20]^ though our method can be easily modified to consider the probability *Y*~*i*~ = 0 as well.

2.4.. Estimating the Posterior {#S6}
------------------------------

In theory, we would like to have an exact estimate of *Pr*(*Y*~*i*~ = 1\|*χ*(*Y,D*) = *χ*(*y,D*)). In practice, however, there does not seem to be an easy way to do this. Short of brute force, there does not seem to be a general method that works for more than a handful of statistics. As such, we use a form of Markov Chain Monte Carlo (MCMC) known as the Metropolis-Hastings algorithm^[@R21]^ to estimate this probability.

In order to achieve this, we first draw *y*′ \~ *Pr*(*Y* = *y*′\|*χ*(*Y,D*) = *χ*(*y,D*)) using a two step process. Pick *y*′ \~ *Pr*(*Y* = *y*′\|*X*(*Y,D*) + *Lap*(0*, λ*) = *χ*(*y,D*)) using Metropolis-Hastings, where *Lap*(0*, λ*) is a *k*-dimensional unbounded Laplacian variable. The proposal distribution, *q*, we use to do this is chosen so that *q*(*y*~1~*, y*~2~) ∝ 1 if \|*y*~1~ − *y*~2~\|~1~ = 2 and equals 0 otherwise.If max~∀*i*~ \|*X*~*i*~(*y*′*,D*) − *χ*~*i*~(*y,D*)\| \< *δ* return *y*′, else go back to the previous step

Here, the proposal distribution dictates the probability of each step in the random walk used for MCMC. Our choice ensures each such jump corresponds to swapping one case and one control.

Note that, if the noise is not truncated, then step 1 suffices. We can use the above algorithm to generate a series of samples which can be used to estimate *Pr*(*Y*~*i*~ = 1\|*χ*(*Y,D*) = *χ*(*y,D*)). It can be shown that this approach results in a correct asymptotic estimate of the probabilities of interest. Note that we use 100,000 steps as burn-in with 10,000 steps between samples in the Metropolis-Hastings algorithm.

2.5.. Comparison to differential privacy {#S7}
----------------------------------------

Differential privacy^[@R17]^ is a common definition of privacy in the cryptographic literature. Formally:

**Definition 1.** *A random function F* is *ϵ-differentially private, if for all datasets D and D*′ *that differ in exactly one entry, and for all sets S, we have that* $$Pr(F(D) \in S) \leq exp(\epsilon)Pr\left( {F\left( D^{\prime} \right) \in S} \right)$$

Note that it is hard to directly compare the privacy guarantees of differential privacy to the privacy guarantees provided by risk based methods, since there is no clear correspondence (they have different assumptions, one gives a risk bound and one a risk estimate, etc). In an attempt to overcome this qualitative difference, we note that, under reasonable assumptions (namely that the distribution is a mutually independent distribution,^[@R10]^ assumptions we believe reasonable to assume in our setting), differential privacy can be thought of as ensuring that, for any dataset *D*~1~ and any *d* ∈ *D*~1~ $$log\left( {Pr\left( d \in D_{1} \middle| F\left( D_{1} \right) \right)/Pr\left( {d \in D_{1}} \right)} \right) \leq \epsilon$$ In our setting, if we take *D*~1~ to be the case cohort and our statistic of interest to be the MAF (see [Section 2.8](#S10){ref-type="sec"}), this corresponds to $$log\left( {Pr\left( Y_{i} = 1 \middle| \chi(Y,D) = \chi(y,D) \right)/Pr\left( {Y_{i} = 1} \right)} \right) \leq \epsilon$$ Therefore, in order to compare differential privacy--- in particular a well-known differentially private mechanism known as the Laplacian mechanism^[@R17]^--- to our method, we compare this upper bound to the maximum value of our MCMC based estimate of *log*(*Pr*(*Y*~*i*~ = 1\|*χ*(*Y,D*) = *χ*(*y,D*))*/Pr*(*Y*~*i*~ = 1)) taken over all individuals in the case cohort. The smaller this quantity, the smaller the risk relative to the background risk. Though not a perfect comparison, it gives us some idea of how our method compares to differential privacy. To vary epsilon in our analysis the number of SNPs is varied from 10 to 50 SNPs, using noise parameter *λ* = .01, and the log probability ratios are calculated with both our approach and the Laplacian mechanism.

2.6.. Error in MCMC {#S8}
-------------------

To measure the error in our MCMC approach, we consider a dataset with 1000 individuals, 50 cases and 950 controls, each with 20 SNPs. By error, we mean the difference between our estimated probabilities and the theoretical ones. For each SNP, the controls have 0 copies of the minor allele, and the cases have 2 copies. For this dataset, it is easy to calculate the marginals of interest using simple combinatorial and probabilistic arguments. As such, we are able to compare the exact marginals on this dataset with the marginals estimated by our method.

2.7.. The Data {#S9}
--------------

In order to test our method, we use genotype data from Plenge et al.^[@R22]^ This data is from a rheumatoid arthritis dataset. In most of our tests, we used 50 random cases and 950 random controls. Note that we did not use the full dataset, since our method requires that the controls out number the cases by a large margin---in particular, it is aimed at datasets without ascertainment biases (e.g. studies that have the same percentage cases as the background population). Otherwise, simply knowing someone is in the dataset reveals that they have a greater risk of having the disease being studied than someone in the general population. Though historically GWAS have been enriched for cases compared to the background population, recent population level datasets (such as the UK biobank, direct to consumer studies, etc) have started to change this, a trend likely to continue. Note that this dataset was used in all the results below, except for [Fig 2](#F2){ref-type="fig"} and [Fig 4](#F4){ref-type="fig"} where we use data from a GWAS of bladder cancer,^[@R23]^ choosing 50 cases and 950 controls, and in [Section 3.4](#S15){ref-type="sec"} where simulated data was used. For all results we used randomly chosen SNPs with MAF greater than .05 and no missing values.

2.8.. Statistics of Interest {#S10}
----------------------------

We test our method on the MAF of the case cohort and the log odds ratio from the entire dataset. The MAF is defined as: $$maf(y,D) = \frac{1}{2n_{1}}\sum\limits_{i}y_{i}d_{i}$$ while the log odds ratio is defined, for the *j*th snp, as: $$logOdds_{j}(y,D) = log\left( \frac{a_{j}\left( {1 - b_{j}} \right)}{b_{j}\left( {1 - a_{j}} \right)} \right)$$ where *a*~*j*~ = *maf*~*j*~(*y*,*D*) and $b_{j} = maf_{j}(\overline{1} - y,D)$.

3.. Results {#S11}
===========

3.1.. The Privacy Cost of Releasing More Data {#S12}
---------------------------------------------

We first apply our method to the minor allele frequency (MAF) of the case cohort. In particular, we use a set of 50 cases and 950 controls from a Rheumatoid Arthritis GWAS (see [Methods](#S2){ref-type="sec"}). In order to ensure privacy, we add Laplacian noise with parameter *λ* = .01 to the output MAF for each SNP (see [Methods](#S2){ref-type="sec"}). This corresponds to an expected error in the returned statistic of .01.

In this setting, we used our method to measure the amount of privacy lost when releasing the MAF from various numbers of SNPS between 10 and 50 ([Fig 1a](#F1){ref-type="fig"}). We look at randomly chosen SNPs, though one could use similar techniques to look at SNPs of particular interest (such as those with low p-values). Unsurprisingly, we see that, as the number of SNPs increases, the disclosure risk (that is to say the amount of privacy loss) increases for individuals in the case cohort. Less intuitively, we see that, though the average risk for cases increases slowly as more data is released, there are a few outliers with much higher risk. This suggests the possibility of removing these individuals in an attempt to lower the risk of releasing the data (assuming that doing so does not introduce bias into the results). We also tested our method on another GWAS of bladder cancer patients and found similar results ([Fig 2](#F2){ref-type="fig"}).

Many practitioners are uncomfortable with the idea of adding unbounded noise to a statistic, even in the name of ensuring privacy. Unlike differential privacy, our method is flexible enough to allow us to bound the error of our output. As such, we considered adding bounded Laplacian noise to the MAF, to see how bounding the noise effects privacy (see [Methods](#S2){ref-type="sec"}). This ensures that the released statistic is within a window of length .1 centered around the true MAF. Using this noise, we ran the same experiment that was run for Laplacian noise above ([Figure 1b](#F1){ref-type="fig"}). Again, we see that disclosure risk increases as the number of SNPs released increases, most notably in a few outliers.

3.2.. Accuracy Versus Privacy {#S13}
-----------------------------

We are also interested in exploring the trade off between accuracy and privacy. The larger the amount of noise added to our statistics, the less privacy risks are encountered. At the same time, the more noise that is added, the less accuracy that is achieved. As such, we compared the the amount of noise added to the level of risk. In particular, we considered releasing the MAF for 25 SNPs with Laplacian noise added to them. We varied the expected error per SNP between .01 and .1 ([Fig 3](#F3){ref-type="fig"}). This was achieved by varying the *λ* parameter of the Laplacian distribution. We see that, as the accuracy increases, the risk of disclosure increases as well. The trade off between accuracy and privacy is important, since it can help determine which choice of noise parameter is reasonable in any particular setting. In particular, we see that the privacy gains of increasing the error level off quickly, suggesting that there is not much incentive to add large amounts of noise to the data.

It is also of interest to figure out the amount of privacy lost when publishing unperturbed statistics. Unfortunately, our method relies on the addition of noise to calculate the risk (to enable MCMC). Having said that, as the noise approaches zero, the risk should approach that of releasing the unperturbed statistics. As such, the risk we see in [Fig 3](#F3){ref-type="fig"} for low levels of noise should give us some idea about the risk of the unperturbed dataset.

3.3.. Comparison to Differential Privacy {#S14}
----------------------------------------

One of the main candidates that has been suggested for privacy preserving statistical calculations is known as differential privacy. The informal idea behind differential privacy is that, by adding noise to a released statistics, one is able to achieve a level of plausible deniability that a particular individual was in your dataset. This level of deniability is measured by a privacy parameter, *ϵ*. The larger the *ϵ* parameter, the less plausible deniability is preserved.

Under reasonable assumptions can be seen as being an upper bound on the ratio of the probability of any individual being in the dataset before and after releasing the perturbed statistic of interest (see [Methods](#S2){ref-type="sec"}). The smaller this log ratio, the less information that is being leaked. As such, we wanted to compare this upper bound with the log probability ratio produced by our probability model ([Fig 4](#F4){ref-type="fig"}). Note that we apply the unbounded version of our method, since standard differential privacy techniques do not allow for bounded noise. To this end, we apply a standard differentially private mechanism, known as the Laplacian mechanism. We see that the log ratio for our measure is much smaller than that predicted by the differentially private bounds from the Laplacian mechanism, differing by roughly a factor of 10--- far outside the normal range for differential privacy. Importantly, these results shows that our approach allows for the release of much more data, at the cost of a slightly weaker privacy guarantee.

3.4.. Accuracy of MCMC {#S15}
----------------------

Our method aims to estimate the true disclosure risk using a sampling based technique. Such sampling techniques introduce uncertainty in the estimated disclosure risk. In order to quantify this, we generated a dataset were we could directly calculate the probability of any particular individual being in the output (see [Methods](#S2){ref-type="sec"}). We then compared the true probability versus the estimated probability using our MCMC based approach. We see that, for 98.5% of the simulated individuals the error is less than .05, with only one individual having an error of greater than .1. Moreover, the estimates can be improved by increasing the number of samples taken, as well as the number of MCMC iterations per sample.

3.5.. Beyond MAF: applications to log odds ratios {#S16}
-------------------------------------------------

So far we have focused on using our approach to measure the privacy loss when releasing MAF for a large number of SNPs. As mentioned, however, the approach introduced here can be applied to almost any real valued statistic (or collection of statistics). To see this, we apply our method to measure the amount of privacy lost when releasing information about the odds ratio. More specifically, we release the log odds ratio for numerous SNPs.

We calculate these log odds ratios on 50 cases and 950 controls from the rheumatoid arthritis GWAS ([Figure 5](#F5){ref-type="fig"}). We add (unbounded) Laplacian noise with parameter *λ* = .1 (this corresponds to an average additive error of .1 in the returned log odds ratio), and measured the privacy for various number of SNPs. We see that, in this experiment, the disclosure risk is fairly small for most individuals, with a few outliers who have greater risk. In particular, the results are comparable to what we see when releasing noisy MAF. This suggests that releasing noisy log odds ratios has a minimal effect on privacy when *λ* = .1.

4.. Conclusion {#S17}
==============

We have introduced a novel method for measuring privacy loss in aggregate genomic data. Our method manages to avoid making the strong assumptions about the background population required by many other methods (assumptions that might not hold in practice), while still achieving better accuracy than standard differentially private methods.

The framework we introduced here can be extended in many ways, enabling more expressive analysis. For example, the current method requires adding noise to the output statistic. If this noise is small enough, the effect on accuracy is minimal, and is similar to the effect of only releasing a small number of significant digits (a common practice in most analysis). Even still, many practitioners are uncomfortable with the idea of adding noise to their data, so extending the method to unperturbed data would be of great use. For example, ideas from approximate Bayesian calculations might be used to help achieve this.^[@R24]^

Another important direction for future work is to improve runtime. This direction is of particular importance since most datasets without ascertainment bias (the type of datasets our method is meant to be applied to) are quite large. To address this, we are currently exploring approximate methods, such as variational techniques, to allow for greater scalability.^[@R25]^

Our method provides another tool to help understand the privacy risks inherent in sharing genomic data. Many of the arguments between those who want to publicly share genomic data (and health data more broadly) and those who want to keep it under lock and key revolve around the fact that we are still not certain about the real world risks posed by public disclosure of genomic data. As such, continuing to investigate the benefits and risks of sharing this data is paramount in order to be able to improve human health without negatively effecting study participants.
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![Number of SNPs versus privacy. We compare the disclosure risk versus the number of SNPs whose MAF data we release from a rheumatoid arthritis GWAS, with both (a) unbounded and (b) bounded noise. This demonstrates that, unsurprisingly, privacy is greatly affected by the amount of data released. Less intuitively, we see most of this privacy loss is suffered by a few individuals, rather than being evenly shared between all individuals in the cohort. More importantly, it demonstrates the utility of disclosure risk to measure the level of privacy concerns. The risk is calculated on a dataset of 50 cases, 950 controls, with the number of SNPs released varying between 10 and 50 SNPs, with noise *λ* = .01. The bounded noise is bounded by *δ* = .05.](nihms-999826-f0001){#F1}

![Number of SNPs versus privacy. We compare the disclosure risk versus the number of SNPs whose MAF data we release, with unbounded noise on a bladder cancer GWAS dataset. The results are, unsurprisingly, similar to those in the Rheumatoid Arthritis dataset.](nihms-999826-f0002){#F2}

![Privacy versus accuracy. We compare the effect of the amount of noise versus disclosure risk when adding unbounded noise. We see that, as the noise increases, disclosure risk decreases, so privacy level increases. This increase in privacy, however, sees diminishing returns with fairly low errors, suggesting that adding large amounts of noise might not be needed. The risk is calculated on a rheumatoid arthritis GWAS dataset of 50 cases, 950 controls, with 25 SNPs released, and noise varying between *λ* = .01 and *λ* = .1.](nihms-999826-f0003){#F3}

![Comparison to differential privacy. We compare to the log probability ratio (see [methods](#S2){ref-type="sec"}) when adding unbounded noise for both bladder cancer (BC) and rheumatoid arthritis (RA) cohorts. We see that the log ratio for our measure is much smaller than that predicted by differentially private bounds for the Laplacian mechanism, differing by roughly a factor of 10. This shows that, under reasonable assumptions, the Laplacian mechanism greatly overestimates the level of noise required to achieve a given level of privacy. The risk is calculated on a rheumatoid arthritis dataset of 50 cases, 950 controls, with 10 to 50 SNPs released, and noise *λ* = .01.](nihms-999826-f0004){#F4}

![Privacy and the log odds ratio. We compare the disclosure risk versus the number of SNPs whose log odds ratio data we release, with unbounded noise. The results are qualitatively very close to those we see for the MAF. More importantly, this shows that our technique can be extended to new statistics, and is not just limited to one. The risk is calculated on a rheumatoid arthritis dataset of 50 cases, 950 controls, varying the number of SNPs released from 10 and 50 SNPs, with *λ* = .1.](nihms-999826-f0005){#F5}
