This paper is concerned with uniform measure estimates for nodal sets of solutions in elliptic homogenization. We consider a family of second-order elliptic operators {L ε } in divergence form with rapidly oscillating and periodic coefficients. We show that the (d − 1)-dimensional Hausdorff measures of the nodal sets of solutions to L ε (u ε ) = 0 in a ball in R d are bounded uniformly in ε > 0. The proof relies on a uniform doubling condition and approximation of u ε by solutions of the homogenized equation.
Introduction
In this paper we initiate the study of uniform measure estimates for nodal sets of solutions in elliptic homogenization. We consider a family of elliptic operators in divergence form,
where ε > 0 and A(y) = (a ij (y)) is a symmetric d×d matrix-valued function in R d . Throughout this paper, unless otherwise stated, we will impose the following conditions,
• (ellipticity) there exists some λ ∈ (0, 1] such that where C(N) depends only on d, λ, M and N.
The study of nodal sets for solutions and eigenfunctions is important for understanding geometric properties of elliptic operators. Classical results in this area may be found in [1, 7, 12, 5, 6, 3] . See [13, 14] and their references for more recent advances. In particular, for ε = 1, Theorem 1.1 was proved in [6] by Q. Han and F. Lin. Since the constants C depend on the smoothness of coefficients, quantitative results in [6] as well as in other previous work do not extend directly to the operator L ε for estimates that are uniform with respect to ε. Our Theorem 1.1 provides the first result on the uniform measure estimates of nodal sets of solutions for L ε in the periodic setting.
Our general approach to the estimate (1.6) follows the iterating-rescaling scheme used in [6] (also see related earlier work in [7, 12] ). As in [6] , the proof relies on the doubling condition for solutions. Theorem 1.2. Assume that A = A(y) satisfies conditions (1.2), (1.3) and (1.4). Let u ε ∈ H 1 (B 2 ) be a weak solution of L ε (u ε ) = 0 in B 2 . Suppose u ε satisfies (1.5) for some N > 1. Then
for any 0 < r < 1, where C(N) depends only on d, λ, M and N.
The doubling condition for L 1 , as a consequence of a monotonicity formula, was proved in [2] . The proof of Theorem 1.2 for L ε uses a compactness argument from the theory of periodic homogenization. The idea is that as ε → 0, u ε converges strongly in L 2 to a solution u 0 of a second-order elliptic equation with constant coefficients. Together with a three-spheres theorem for u 0 , this yields (1.7) for some small r > 0. By an iteration argument we then obtain (1.7) for Cε < r < 1. Finally, the small-scale case 0 < r ≤ Cε is handled by a blow-up argument.
The second key ingredient in the proof of Theorem 1.1 is an approximation result. It allows us to utilize the existing estimates of nodal and singular sets for the homogenized operator L 0 . Theorem 1.3. Assume that A = A(y) satisfies conditions (1.2), (1.3) and (1.4). Let 8) and
where C depends only on d, λ and M. Moreover, if u ε satisfies (1.5) for some N > 1 and 0 < ε < ε 0 , then
where C(N) and ε 0 depend only on d, λ, M and N.
The paper is organized as follows. In Section 2 we provide a brief review of the homogenization theory for L ε and give the proof of Theorem 1.3. The proof of Theorem 1.2 is given in Section 3, while Theorem 1.1 is proved in Section 4.
Throughout the paper we will use C to denote constants that may depend on d, λ and M. If a constant also depends on N, it will be denoted by C(N). The summation convention that repeated indices are summed will be used.
Approximation of solutions
Suppose that A = A(y) is real, bounded measurable, and satisfies the ellipticity condition
where λ > 0. Also assume that A satisfies the periodicity condition (
By the classical De Giorgi -Nash estimate, χ j is Hölder continuous. Moreover, ∇χ is bounded if A is Hölder continuous. The homogenized operator for L ε is given by L 0 = −div( A∇), where A = a ij d×d and
It is known that the homogenized matrix A also satisfies (2.1) with the same λ. Moreover, if A is symmetric and satisfies (1.2), the same is true for A. We refer the reader to [8] for the proofs. Let
that is B(y) = (b ij (y)) d×d with 
Proof. See e.g. [9, p.1015 ].
The function φ = (φ kij ) is called the flux corrector for L ε . 
where f ∈ H 1 (∂Ω) and Ω = B r for some 9/8 ≤ r ≤ 3/2. Then there exists
where C depends only on d, λ and M.
Proof. Let G ε (x, y) and G 0 (x, y) denote the Green functions in Ω for L ε and L 0 , respectively. Fix x ∈ Ω, let
and v
Since A is symmetric and L ε (u ε ) = 0 in Ω, by the Green identity,
for any x ∈ Ω, where ∂u ε ∂ν ε = n · A(y/ε)∇u ε denotes the conormal derivative of u ε on ∂Ω associated with the operator L ε . We will show that for any
where C depends only on d, λ and M. Note that if x ∈ B 3/4 ,
where we have used the estimate |∇ y G 0 (x, y)| ≤ C|x − y| 1−d for the first inequality and the Rellich estimate,
(see [11] ) for the last. This, together with (2.10) and (2.11), gives
for any x ∈ B 3/4 . Observe that on ∂Ω, u ε = f and that if x ∈ B 3/4 ,
(2.13)
We now let
in Ω, and
where we have used the estimate ∇χ ∞ ≤ C. Since
it follows from (2.12) and (2.13) that for any x ∈ B 3/4 ,
where we have used the estimate |∇ (2.11) . To this end, we first note that
it follows by Lemma 2.2 that
where φ = (φ kij ) is given by Lemma 2.1. Using integration by parts, this leads to
where we have used the fact χ ∞ + φ ∞ ≤ C. Finally, to bound the RHS of (2.17), we use the fact that |∇
As a result, the first three terms in the RHS of (2.17) are bounded by
Note that for y ∈ Ω \ B(x, 1/64),
(see [10] ). Also, in view of (2.16), we may use Caccioppoli's inequality to deduce that
Hence, the last two terms in the RHS of (2.17) are bounded by
In summary, we have proved that for any
This completes the proof. 
Remark 2.5. The function u 0 given by (2.14) does not agree with u ε on ∂Ω. Indeed, using the fact that G 0 (x, y) = 0 for y ∈ ∂Ω and thus
it is not hard to see that u 0 = ω ε f on ∂Ω, where w ε (y) = h(y, y/ε) and h(x, y) is 1-periodic in the y variable. In particular, we have
By the square function estimate for L 0 , we obtain
where C depends only on d, λ and M. Estimate (2.18) is not used in this paper.
We now give the proof of Theorem 1.3.
Proof of Theorem 1.3. By Caccioppoli's inequality,
It follows that there exists some r ∈ (9/8, 5/4) such that
For otherwise we may integrate the reverse inequality of (2.20) in r over (9/8, 5/4) to obtain an inequality that is in contradiction with (2.19). We now apply Theorem 2.3 to u ε in Ω = B r . This gives us a function u 0 ∈ H 1 (B r ) such that L 0 (u 0 ) = 0 in B r and
where we have used (2.20) for the last step. We also obtain from (2.14) that
where C depends only on d, λ and M. Suppose now that
for some N > 1. It follows from (2.21) that
and
, where the last step follows from Theorem 1.2. We should point out that the proof of Theorem 1.2 in the next section does not use Theorem 1.3. Thus, in view of (2.23), if C(N)ε < 1/2, the solution u 0 satisfies 
where A is the homogenized matrix defined by (2.3). Since A satisfies (1.2), we have
for 0 < r < ∞.
The goal of this section is to prove the following.
Theorem 3.1. Let u ε ∈ H 1 (B 2 ) be a weak solution of div A(x/ε)∇u ε = 0 in B 2 for some A ∈ A. Suppose that
for some N > 1. Then for 0 < r ≤ 1,
where C(N) depends only on d, λ, M and N.
To prove Theorem 3.1, we first note that if ε ≥ ε 0 > 0, then
for any x, y ∈ R d . As a result, the estimate (3.4) follows directly from [2] . In this case the periodicity of A is not needed and the constant C(N) in (3.4) depends on ε 0 . One may also replace E r (A) by the ball B r .
The proof for the case 0 < ε < ε 0 uses a compactness argument from the homogenization theory.
Lemma 3.2. Let m ≥ 1 be a positive integer. Then there exists ε 0 > 0, depending only on d, m and λ, such that
is a weak solution of div(A(x/ε)∇u ε ) = 0 in B 2 for some symmetric matrix A satisfying (1.2) and (1.3), and
Proof. We prove the lemma by contradiction. Suppose that there exist sequences {ε k } ⊂ R + , {A k } satisfying (1.2) and (
where E r (A k ) is defined by (3.1). Since A k is symmetric and bounded in R d×d , we may assume that A k → H (3.10)
for some symmetric matrix H satisfying (1.2). By multiplying a constant to u k , we may assume that
By Caccioppoli's inequality this implies that {u k } is bounded in H 1 (E r (H)) for any 0 < r < 2. Thus, by passing to a subsequence, we may further assume that
for any 0 < r < 2, where u ∈ H 1 loc (E 2 (H)) and F ∈ L 2 loc (E 2 (H)). It follows from the theory of homogenization (see e.g. [8] ) that F = H∇u and div H∇u) = 0 in E 2 (H).
(3.13)
To proceed, we note that the weak convergence of
. In view of (3.8), (3.9), (3.10) and (3.11), by letting k → ∞, we may deduce that
Since H is symmetric and positive definite, there exists a d × d matrix S such that SHS T = I d×d . Let u(x) = w(Sx). Then ∆w = div SHS T ∇w) = div H∇u = 0.
Note that H −1 = S T S and
By a change of variables it follows from (3.14) and (3.15) that Next, we use the fact that for the harmonic function w in B 2 , the function
is a convex function of r on the interval (−∞, 1] (this is a consequence of the well-known three-spheres theorem for harmonic functions). It follows that
where we have used (3.17) for the last step. This, together with (3.16), yields for any 0 < r ≤ 1. Finally, we write
where P ℓ (x) is a homogeneous polynomial of degree ℓ ≥ 0 and the remainder R ℓ (x) satisfies the estimate
It is not hard to see that as r → 0,
This, together with (3.19), implies that 2ℓ = 2m + 1, which is in contradiction with the assumption that m is an integer.
Proof of Theorem 3.1. Let u ε ∈ H 1 (B 2 ) be a solution of div A(x/ε)∇u ε = 0 in B 2 for some A ∈ A. Suppose that
where N > 2. Let m be an integer such that 2 2m+1 ≥ N ≥ 2 2m−1 . Let ε 0 > 0, which depends on d, λ and m, be given by Lemma 3.2. We may assume that 0 < ε < ε 0 . For otherwise the inequality (3.4) follows from [2] , as we pointed out earlier.
It follows from (3.21) by Lemma 3.2 that
) and a change of variables,
Thus, if 2ε ≤ ε 0 , we may use Lemma 3.2 again to obtain
which, by a change of variables, leads to
By an induction argument we see that if 2 k−1 ε ≤ ε 0 ,
. It follows from (3.23) that
where C depends only on d and λ. Finally, to deal with the case 0 < r < (ε/ε 0 ), we use a blow-up argument. Let w(x) = u ε (εx/ε 0 ). Then L ε 0 (w) = 0. Note that by (3.24) with r = ε/ε 0 ,
It follows from [2] that for 0 < r < 1,
where C depends only on d, λ, M/ε 0 and m. By a change of variables this yields
for any 0 < r < ε/ε 0 . In view of (3.24) and (3.25) we have proved that the inequality (3.25) holds for any 0 < r ≤ 1, where C depends only on d, λ, M and N.
We now deduce Theorem 1.2 from Theorem 3.1, using (3.2).
Proof of Theorem 1.2. By (3.2) the condition (1.5) implieŝ
It follows by Theorem 3.1 that if 0 < r ≤ √ λ,
where ℓ ≥ 1 is an integer such that 2
The next theorem will be used in the proof of Theorem 1.1.
Theorem 3.3. Let u ε be a weak solution of div A(x/ε)∇u ε = 0 in B 2 for some A ∈ A. Suppose that
for some N > 1. Then for any 0 < r < 3/4 and |x 0 | ≤ √ λ/2, 
where we have used Theorem 1.2. It follows by Theoem 1.2 that for 0 < r < 2,
which gives (3.27).
Uniform measure estimates of nodal sets
Throughout this section u ε is a nonzero weak solution of div A(x/ε)∇u ε ) = 0 in B 2 for some A ∈ A(λ, M). In view of Theorem 3.3 we assume that u ε satisfies the doubling condition,
for any |y| ≤ √ λ/2 and 0 < r < 3/4, where N > 1. Without the loss of generality we further assume thatˆB
denote the nodal set of u ε . Define
where B(y, r) ⊂ B(0, 2). Our goal is to prove that 5) where C( N) depends only on d, λ, M and N . We first recall one of the main results in [6] .
Theorem 4.1. Let u be a nonzero weak solution of div A(x)∇u) = 0 in B 1 for some symmetric matrix A satisfying conditions (1.2) and (1.4). Suppose that
for some N > 1. Then
where C(N) depends only on d, λ, M and N .
If ε ≥ ε 0 > 0, the estimate (4.5) follows directly from Theorem 4.1, with constant C( N) also depending on ε 0 . We may also use Theorem 4.1 to obtain a small-scale estimate by a rescaling argument. The estimate allows us to bound the function F ε (y, r) for 0 < r < Cε.
Lemma 4.2. Suppose that 0 < r < kε for some k ≥ 1 and r < (3/8). Then for any
where C( N , k) depends only on d, λ, k, M and N.
where A(y) = A(y + x 0 /ε). Since ε/(2r) ≥ 1/(2k) and
where we have used (4.1), it follows by Theorem 4.1 that
where C( N , k) depends only on d, λ, k, M and N. By a change of variables this yields (4.8).
For N > 1, define
denote the singular set of u. It was proved in [4] that if u ∈ F (N), with the properties that x i , y j ∈ B(0, r 0 ), 0 < t i , s j < r 1 ,
where C(N) depends only on d, λ and N.
Proof. It follows from (4.11) that for 0 < r < r 0 /4, there exists a finite sequence of balls {B(y j , s j ) : j = 1, 2, . . . , m ′ } with y j ∈ B(0, r 0 ) and 0 < s j < r such that
We now fix r = r 1 , which depends only on d, λ and N, so that the second inequality in (4.14) holds. Let
where ρ(u) > 0 is sufficiently small, then
We now use the fact that F (N) is compact with respect to the topology induced by the norm in C 1 (B 3/4 ). This implies that there exists a finite sequence of functions {u k } ℓ k=1 in F (N) such that F (N) is covered by the union of sets
Thus we have proved that for any u ∈ F (N), there exists a finite sequence of balls B(y j , s j ) : j = 1, 2, . . . , m ′ with y j ∈ B 1/2 and s j ∈ (0, r 1 ) satisfying the second inequality in (4.14), such that inf |u(x)| + |∇u(x)| : x ∈ B(0, r 0 ) \ j B(y j , s j ) ≥ δ 1 , (4.15) where δ 1 > 0 and r 1 > 0 depends only on d, λ and N. This gives (4.13). The proof of (4.12) uses a similar compactness argument and the estimate (4.7). We leave the details to the reader. for some y j ∈ B(0, r 0 ) and s j ∈ (0, r 1 ), j = 1, 2, . . . , m. Finally, we iterate the estimate (4.23) and stop the process for F ε (y, r) whenever r < C 0 ε. Using the fact that s j < r 1 < (1/4)r 0 , we may deduce that
where we have used Lemma 4.2 for the last step.
