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ABSTRACT
There are two classical approaches to approximating the shape of objects. The first is based on diffusion and often leads to
the (Gaussian) smoothing of contour information. The resulting scale-space may often be viewed as generated by parabolic
operators which progressively and globally smooth shapes. The second approach is based on morphological morphology
operations which represent the interior of shapes as sets, e.g., a collection of disks. The resulting morphological space
can be viewed as being defined via a hyperbolic operator whose weak or viscosity solutions progressively smooth shapes
in a local manner. We are developing a general theory of shape which unifies these two different approaches in the
entropy scale space. The theory is organized around two basic intuitions: first, if a boundary were changed only slightly,
then, in general, its shape would change only slightly. This leads us to propose an operational theory of shape based
on incremental contour deformations. The second intuition is that not all contours are shapes, but rather only those
that can enclose "physical" material. A novel theory of contour deformation is derived from these intuitions, based on
abstract conservation principles and the Hamilton-Jacobi theory. The result is a characterization of the computational
elements of shape: protrusions, parts, bends, and seeds (which show where to place the components of a shape); and
leads to a space of shapes (the reaction-diffusion space) which places shapes within a neighborhood of "similar" ones.
Previously, these elements of shape have been used for description. We now show how they can be used to generate
another space for shapes, the entropy scale space, which is obtained from the reaction-diffusion space by running the
"reaction" portion of the equations "backwards" in time. As a result distinct components of a shape can be removed by
introducing a minimal disturbance to the remainder of the shape. For example, imagine an image of don Quixote holding
a lance. Within the entropy scale space the lance can be removed without disturbing the shape of his body. In contrast,
if Gaussian smoothing techniques were used, the extent of the lance would effect the amount of distortion introduced
to the rest of his body. As such, the entropy scale space is a combination of smoothing due to shocks as "black holes"
of information and the subsequent rarefaction wave reconstruction, and the anisotropic diffusion process spreading of
contour information. Our technique is numerically stable, and several examples will be shown.
1. INTRODUCTION
Visual structure is naturally perceived in a hierarchy of different scales, and as such, a qualitative understanding of
an image should reflect these different scales. To cite the classical example, fingers exhibit structure at a finer scale
than hands, hands are finer than limbs, and so on. Thus there is a connection between scale and size, and, for many
applications in computer vision, scale size became synonymous with operator size. Big operators select structure at large
scales, and small operators select structure at fine scales; one need only recall the tree image in [33] to recall the force of
this argument; see also [39, 33, 26, 50] as well as the psychophysical support they were engaging [8, 47]. A scale-based
representation is necessary not only to build a taxonomy of features, but also to deal with changes in resolution [25, 27],
to match from coarse to fine, and to effectively communicate images [7].
But confounding these assessments of structure is noise, which suggests a different interpretation of operator size: big
operators smooth large fractions of the image, while small operators smooth only tiny fractions. This confounding is clear
for the "hand" above, in respect of which the "fingers" are just noise. Witkin [48] put these two interpretations together
by suggesting a continuum of operators in a kind of scale space. Structure was captured by signal extrema, and these
were computed not over a few neighborhood sizes, but over a continuum of neighborhoods, established by convolution
against Gaussians of increasing extents. The behavior of extrema as the signal is smoothed out yields the qualitative
description of the signal. In addition, a hidden bonus emerged in the form of a significance hierarchy on the extrema, in
the sense that the extrema that survive larger smoothing extents are considered more significant. This is analogous to
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Figure 1: This figure reviews some of the proposed scale spaces. Note that the use of Gaussian smoothing is prominent.
the fingers being smoothed out before the hand. The space of the signal and its continuously smoothed versions is the
scale space for the signal.
1.1. Parabolic Diffusion and Gaussian Smoothing
The question thus arises of how to "smooth" the signal so that only increasingly "significant" features survive further
smoothing. Koenderink showed that, given assumptions of causality, homogeneity, and isotropy, the diffusion equation
is the only sensible way of embedding a signal in a family of simpler signals with the requirement that structure is
not created [25, 27]. From a different perspective, Babaud et al.independently showed that the Gaussian is the unique
smoothing kernel that does not create structure in that with increased smoothing no new zero-crossings are created [6].
Yuille and Poggio extended this result to two dimensions [49] and Hummel and Monoit showed that zero-crossings, when
supplemented with gradient data along the zero-crossing boundaries, are sufficient to reconstruct the original signal.
While these theorems and the popularity of Gaussian scale-spaces attest to its functionality in certain domains,
Figure 1, it does not always provide "semantically meaningful" descriptions of images [37]. Rather, the above notions
of structure are often not the natural ones, and Gaussian scale spaces may lead to more problems than they solve. For
example, in an edge-detection Gaussian scale-space the true location of edges is not available. Instead, the true location is
estimated by tracking edges across the scale space. Furthermore, the edges, which are very high in information content,
become blurred out in the Gaussian representation. This point is illustrated even more powerfully in the domain of
shape, and exemplified by the depiction of "don Quixote" in Figure 2. Ideally a scale-space representation of this profile
should relate the structure of "the man on the horse with a lance" to that of "the man on the horse" .Unfortunately, in
the Gaussian scale-space representation of the shape, the lance assumes a role much more significant than it has in the
original image. In fact, the longer the lance is, the more it dominates and distorts the remainder of the shape .
Thus, for Gaussian scale spaces, the "cure" almost seems worse than the "problem" ; once the lance has been blurred
together with don Quixote, it is almost impossible to remove it. Now, the situation is starting to look rather bleak,
since the uniqueness theorems would seem to exclude other smoothing options for building scale-spaces. However, these
theorems in fact make strong smoothness assumptions and do not hold when the scale space is extended to include non-
differentiable or even non-continuous signals. Perona and Malik relax the homogeneity assumption and suggest that the
candidate paradigm for generating a multiscale description should satisfy causality, immediate localization, and piecewise
smoothing [37]. As before, causality requires that spurious detail should not be generated while passing from coarse to
fine; immediate localization requires sharp scale-invariant placement of boundaries; and piecewise smoothing encourages
intraregion over interregion smoothing. To alleviate the latter problem, they suggest that diffusion be location dependent,
or anisotropic, for edge-detection.
1.2. Morphological Filters
Other approaches such as mathematical morphology argue that much stronger nonlinearities are necessary. Mathematical
morphology views binary images as sets and grayscale images as functions or topographic reliefs. These sets and functions
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Figure 2: Left) A depiction of don Quioxte. The left column illustrates three instances of the process of blurring the boundary
coordinates; the middle column displays effects of blurring the characteristic function of the interior of the shape. On the right,
three steps along one axis of the entropy scale-space is shown. Note, that while the lance as well as other features of the shape
are distributed throughout the shape by Gaussian smoothing, this does not happen in the entropy scale-space. Here, small
features like the lance are removed without affecting the larger structures. Right) The reaction-diffusion space represents a range
of deformations: diffusion corresponds to deformations by curvature motion alone, while reaction is deformations by constant
motion (both in and out) along the normal. Intermediate points are combinations of the two deformations. Time is the amount
of deformation in all cases.
are then transformed—in the spatial domain—via morphological transformations, whose definitions are usually based
on structuring elements, i.e., particular shapes that are translated in the images and used as probes. Morphological
transformations can be built in an incremental way starting from the simplest ones, erosions and dilations [43, 44, 15].
The erosion of a set X is defined as the the locus of the positions of the center of the structuring element when it is
translated over the set X and it is completely included in it. From erosion and dilation operations one derives the classic
openings and closings operations as well as morphological gradients, granulometries and hit-or-miss transformations,
leading to skeletons and watersheds. The mathematical morphology approach represents the notion of scale by operators
of increasing sizes, leading to morphological scale spaces [31, 10, 32]. Chen and Yan showed that the morphological
opening filter does not introduce new zero-crossings as one moves to coarser scales; see also [32].
The classical set theoretic, algebraic view of mathematical morphology is complemented by a geometric, differential
view when the morphological operations are considered as steps in a differential deformation of the shape [21, 5]. It
was shown that mathematical morphology operations with a convex structuring element are captured by a differential
deformation of the boundary along the normal, governed by a Hamilton-Jacobi partial differential equation [5].
We will explore this geometric connection later in the paper to bridge the immense conceptual transition from parabolic
diffusion such as Gaussian smoothing to mathematical morphology; somehow, to be generally applicable, scale spaces
must be extended to include these extremes. Our goal in this paper is to propose a formal mathematical framework for
abstraction of information in a signal in which parabolic diffusion and morphological operations are special cases.
2. A FRAMEWORK FOR REPRESENTING SHAPE
2.1. Shape from deformation
Entropy scale-space evolved from our framework for representing shape. One of the basic axioms in this framework is that
slightly deformed shapes appear similar to the original shape. To establish this connection, we studied the deformation
of closed curves under arbitrary deformations [22].
Ci = f3(s,t)1, (1)
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where C is the curve, t is time (or the amount of deformation), s is the parameter along the curve (not necessarily
the arclength), iS is the normal. Intriguingly, arbitrary intrinsic deformations can be classified into a) constant motion
along the normal to the boundary of the curve,constant motion, and b) motion along the boundary with magnitude
proportional to the curvature of the curve at that point, curvature motion. These two basis of deformations have
complementary properties and capture various properties of shape along the axes of linear/nonlinear, local/global and
boundary/region. Formally,
Ct=(3o—8iic)N, (2)
where ic is curvature, and 3o, /3i determine the combination of constant and curvature motions 2, For mathematical, as
well as numerical, reasons the problem of curve evolution is cast as a higher-dimensional, surface evolution problem [18, 23]
with the property that the zero-level set evolves according to equation (2). Let the surface be defined by z =4(x,y, t)
such that its zero levet set çb(x, y, t) = 0 is exactly the trace of the curve C(s, t) = (x(s, t), y(s, t)). Thus, we have
çbg + /3NIVqI = 0, or when /3(K) = Po —
,: i: r + qcb)ct+/io cS —pit— (A2A2\3/2''z
2.2. The role of conservation laws
It is interesting that constant motion leads to a hyperbolic conservation law for the orientation of the curve [19, 20, 18]:
Theorem 1 Orientation of a curve deformed by constant motion satisfies
+flo(O)=O, (4)
where ?(o(9) cos(9), —ir/2 < 9 ir/2; clearly a hyperbolic conservation law for orientation 9.
Curvature motion, on the other hand, adds viscosity to the system:
Theorem 2 Orientation of a curve deformed by a combination of constant motion and curvature motion satisfies
ot+ 130[fl(9)]a, = :3 cos2(O)9, (5)
where 7((9) = cos(O), namely a viscous hyperbolic conservation law for orientation 9.
Since conservation laws are nonlinear, initially smooth functions often lead to singularities, or shocks. The formation
and classification of these shocks is governed by a notion of entropy. The interaction of these shocks is key to understanding
shape. As such, we define the space of all combinations of constant and curvature deformations for all times as the reaction-
diffusion space, Figure 2. Formally, the reaction-diffusion space for a shape S is the set of all shapes 8' generates by
7V(,t) : S —+8', (6)
where 1ZV is the deformation with a as the ratio of constant motion to curvature motion magnitudes and t is time.
2.3. Shape deformations and smoothing
What is particularly interesting is the connection between pure curvature motion and Gaussian smoothing [18]:
Theorem 3 Consider the family of curves C(s, t)=(x(s, t), y(s, t)) satisfying
( OC (! 7l C(s,O) =Co(s),
where Co(s) = (x0(s),yo(s) is the initial curve, s is some arbitrary parameter along the curve, t is time, ic is curvature,
and N is the normal. Then the coordinates satisfy the diffusion equation
( Ox _02z 1n\_ 1) i XS,u)—X0S. y(,O)=yo(),
where is the arclength parameter along the curve.
2The sign of /3i is negative to stress that running curvature motion backward in time is equivalent to running the heat equation backwards
in time which is ill-conditioned.
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In other words, locally, curvature motion smooths the boundary coordinates by the diffusion (heat) equation whose kernel
is the Gaussian [46]. Note that since arclength parameterization is not preserved in the smoothing process, smoothing
by curvature motion is a nonlinear analogue of Gaussian smoothing as used in [35].
A strong connection exists between the classic heat equation [27], anisotropic diffusion [37, 9, 1] and evolution by
curvature [24], namely when ,@(ic) = —ic. The latter equation is represented by the following surface evolution
qt='cIVc5I, (9)
which may be rewritten as
cbt = IVczIdiv(j). (10)
On the other hand, the classical heat equation is
(11)
When the component of the diffusion across each edge, namely along the gradient, is subtracted, we have
t = Lç -
flVc5(12
V), (12)
where V24 denotes the Hessian of V. It is not difficult to show that this is equivalent to equation (9), thereby demon-
strating the surprising connection that deformation by curvature of each level set of an intensity image is tantamount to
anisotropic diffusion.
The other of our basis deformations, constant motion, operates in a complementary fashion. To describe this process,
we first illustrate the process of shock formation and the role of entropy which allows us to view shocks as "black holes
of information".
2.4. Formation of Shocks and Entropy
Conservation laws appear frequently in physical sciences. Examples include conservation of matter, energy, electric
charge, heat, among others. To illustrate, consider conservation of matter: "the amount of matter that flows into a
volume is exactly the amount of increase of matter within that volume" . In other words, "matter is neither created nor
destroyed" . Consider a single hyperbolic conservation law,
I Ut + [f(u)J = 0, (13I u(x,O)
where U 15 the conserved quantity, t is time, x is the spatial coordinate, and f is the flux [29]. This is often a nonlinear
equation which will frequently lead to singularities, even if the initial data is smooth. As such, the usual space of
differentiable, or even continuous function no longer captures the physical solutions beyond the development of the
singularity. One possibility is to enlarge the space to one of generalized functions. Unfortunately, there are too many
solutions satisfying the above partial differential equation with the initial condition. Since the physics of the solution
determines a single function, the question arises as how to determine the physically significant solution. The answer
lies in the notion of entropy [28, 36], to pick the physical vsicosity solution [11], and which in the case of gas dynamics
reduces to "entropy of the particles must increase as they cross a shock front".
To illustrate the notions of shock and entropy, let us consider the characteristics of equation (13),
dxdf 14
dt du
To recall, characteristics are trajectories in the (x, t), or space and time domain, over which U remains constant. Consider
then, a well-studied example of a hyperbolic conservation law, the Burgers' equation [16], where 1(U) = u2, leading to




all points on the negative x-axis will move to the right with speed 1, all points with x  1 stay put, while all pointswith
0 x < 1 will move to the right with intermediate speeds. It is clear from Figure 3 that for t< 1 the function U(x, t)
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Figure 3: This figures illustrates how characteristics clash and shocks form. Note that after the shock forms, it travels as a shock.
Therefore, singularities are explicitly represented in the context of generalized functions.
remains single valued. However, for t  1, the characteristics clash, and there exists the potential for the formation
of a shock. At this point, the two characteristics enforce two different values for u, which is clearly not possible. The
dilemma of which of the two values is physically meaningful is solved by enforcing conservation at the shock, leading to
the so-called jump condition
8(Ur — Ui) = fr Ii,
where 1 and r denote left and right, respectively, and s is the speed with which the shock will move. For the case of
Burgers' flux, the shock will move with the average speed of the two incoming characteristics.
A second problem arises when we consider diverging characteristics. Consider the initial condition
I 0 ifx<O
u0(x)=1 ifO<x
where there will be points whose value can not be determined as is depicted in Figure 4. The gap may be filled using the
jump condition, however we find that many solutions exists in conjunction. The entropy condition rules out the above
example as a possible discontinuous solution by imposing that characteristics always flow into the discontinuity [28, 36, 45]
A discontinuity satisfying both the jump condition and the entropy condition is called a shock. The important theorem
is provided by Lax, who shows that a generalized solution of equation (13) which has only shocks as discontinuities exists
and is unique [29].
2.5. Shocks as Black Holes of Information
The key to the connection between scale-space and hyperbolic conservation laws is a view of shocks as "black holes
of information" [18]. To qualify, let us consider equation (13) and the initial condition (15). Up to the time of shock
formation the process is reversible in that the signal may be recovered by tracing the characteristics back in time. As
such the information content of the signal remains the same up to the formation of a shock. However, at any point past
shock formation, the process is irreversible. In fact, in the context of gas dynamics this irreversibility and that entropy
must increase across a shock (and therefore loss of information) has long been recognized [45, 30]. Any attempt in the
recovery of the initial signal will be successful only for those characteristics that can be traced back in time, that is any
point other than the shock itself. However, the shock point maps to a region of the initial signal, namely, its domain of
dependence [12]. Therefore, information contained in this section of the signal is irreversibly lost, Figure 4. It is with this
view that we have termed a shock a "black hole" of information: with increasing time, increasingly larger sections of the





3Also known as the Rankine-Hugoniot condition.
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Figure 4: This figures illustrates a rarefaction wave and how it relates to the idea of a shock as a "black hole of information".
( Left) The initial condition represents a shock from which characteristics diverge to produce a gap between determined values.
How should the function continue in time (the two graphs represents two possibilities)? The entropy condition determines the
outcome here which in the case of the conservation law for shape corresponds to a circular reconstruction centered at the shock.
( Top Right) This figures illustrates how a convex figure deforms in time form a shock. Once a shock is formed, the information
contained in the section of the curve which mapped to the shock in the forward direction (between dashed lines) is now lost forever.
Note that the removal of information is local, and nonlinear. An attempt to reconstruct the original signal yields a circular arc
for the section that maps to the shock. (Bottom Right) This is an illustration of the hierarchy imposed by shocks: less significant
shocks corresponding to protrusions get absorbed in larger shocks describing the more global shape of the object. Again the back
reconstruction gives the same circular arc, even though the section mapping to the shock is now more complicated.
signal map onto the shock, irrevocably lost. Other sections of the signal, however, can be recovered fully and exactly.
This is, therefore, a local process whose domain increases with time and eventually becomes global.
An interesting question is what happens to the lost section of the signal upon recovery. The non-shocks points can
be retrieved by running the same process backwards in time £• However, the process of running a shock backwards in
time, leads to a rarefaction wave which generates a continuous solution connecting the two disparate ends while satisfying
conservation. For the case of shape and conservation of orientation this will be equivalent to arc of circle approximation.
Remark. The preceding theory of curve evolution is Euclidean invariant. Very recently, an affine invariant approach
has been developed in [41, 42, 40], where it is shown that the unique affine invariant evolution is
= 1/3j (18)
This evolution has a number of remarkable properties, for example, it shrinks the affine perimeter as quickly as possible,
and converges to an ellipse.
3. The Entropy Scale Space
The key motivation behind the entropy scale space is to combine two complementary approaches to smoothing shape
in a unified framework: global parabolic diffusion smoothing methods, on the one hand, and local smoothing and shock
generating filters such as morphological operators, on the other. Our framework for shape begins with simple intuitive
4For the diffusive-type conservation laws (e.g. heat equation) this process is ill-conditioned, however for the wave-type (e.g. our case), this
process has proven extremely robust.
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Figure 5: Left) This figure illustrates the process of constructing the entropy scale space. A point (/30, 31, t) of the entropy scale
space is the result of the reaction-diffusion process at (j30, /31, t) and a subsequent process (—3O, 0, t). Informally, run reaction-
diffusion forward in time and then run reaction backward in time. The time corresponding to each pair of deformations together
with the ratio of reaction to diffusion spans the entropy scale space. Right) A depiction of the entropy scale space.
axioms and leads to the reaction-diffusion space where the shape is deformed in various ways and a description is obtained
via the formation of shocks. We now show how to use this description to approximate shapes in the entropy scale space
whose extremes define the above approaches.
Informally, parabolic diffusion, such as Gaussian smoothing, smooths shapes by globally propagating information.
Information is thus lost globally at each finite resolution. On the other hand, morphological operators annihilate informa-
tion locally by selectively removing parts of the shape, while leaving others unaffected. The entropy scale space captures
the first kind of smoothing via curvature deformation which gives rise to a parabolic diffusion equation as was shown
in Theorem 3. The second kind of operation is captured by a pair of constant deformations, and can best be explained
in terms of shock formations and rarefaction waves. In the process of the first constant deformation shocks form which
remove information locally. This information is lost forever. Indeed, attempting to reverse the course of time produces
a rarefaction wave. In other words, the first constant deformation produces shocks and the second constant deformation
(in the opposite direction) reconstructs what is possible through the rarefaction wave. Given the flux of conservation
law (4), the rarefaction wave effectively replaces pieces of the boundary of the shape with a circular reconstruction.
Thus, these two evolutions capture the basic diffusion and morphological processes of interest in image analysis and
shape approximation; see Figure 5.
Formally, the entropy scale space is the set of all shapes 8" generated from S by first deforming the shape by some
combination of constant and curvature motion magnitudes, (3o, /3i ), for time T/2 to get C1 (s),
( 8C Ic i:
) .i =VJo—P1K)1v 19
l. C(s,O) =Co(s).
and then deforming C1 (s) by a related combination of constant and curvature motion magnitudes, (—f3o, 0), for time T/2
to get C2(s),
(OC
) .i —RO 20
1% C(s,0) =Ci(s).
which gives the boundary of 8", Figure 6. It should be noted that in fact these equations are implemented by considering
the curves as level curves on a corresponding deforming family of surfaces, equation (3). This allows us an explicit
treatment of shocks using viscosity theory.
Alternatively, we may write this process as a single PDE; consider the solution C(s, r,t) of the following PDE:
= X(o,t/2)(T)(/3o — thi)I+ X(t/2,t)(T)(—o)N
(21)C(s,0) =Co(s),
where X(t) is the characteristic function of the set S. Then, pick C(s, t) = i2(s, t, t). In practice, first the reaction-
diffusion space for a shape is computed and the resulting shapes are then run backward to construct the entropy scale
space, Figure 5.
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Figure 6: Samples from slice through the entropy scale-space are displayed for four pears. Note that the similarity that emerges
with increased smoothing provides a basis for building a similarity measure between shapes for object recognition.
Why should this process approximate a signal or a shape? Let us first examine the effect of curvature motion along the
normal which like Gaussian smoothing propagates information globally and instantaneously. Through this propagation
smaller features amalgamate with larger ones so that subsequent quantizing of the signal removes small-scale information
altogether [17]. Grayson showed that all embedded curves evolving by curvature converge to a circular point without
developing self-intersections [13, 14]. We have also shown that curvature motion, or the so-called geometric heat equation
defines an anisotropic diffusion in the sense of Perona and Malik, equation (9). This process satisfies the criterion that
structure is not created in this process and it is indeed one which leads towards simplifying the signal. The smoothing,
however, is based on the boundary of the object where a feature with larger length is more significant (recall the lance
of don Quixote) which is not always desirable. Rather, in addition to these boundary considerations, scale should also
include region based concepts. Furthermore, this process smooths all singularities indiscriminately.
In contrast, the process of the entropy scale space when only constant motion is used acts locally on the signal so that
while parts of it are simplified, others remain intact. It brings together points which are remote along the boundary but
are close in space though the interior region. This process is exactly equivalent to the morphological operations of opening
and closing (closure) with a circular structuring element through an application of Hüygens principle. Furthermore,
some singularities are preserved even as the shape is being simplified. We now show several results which formalize this.
3.1. On the properties of the Entropy scale space
A number of formal measures are now introduced to show that the entropy scale space does indeed lead to simplification
of the shape without creation of new structure. Specifically, we show that the total absolute curvature is nonincreasing,
and no new zeros of curvature, minima, or maxima of curvature may be created.
3.1.1. Total absolute curvature
While viewed as a curve, as scale increases the shape becomes simpler in the sense that the total absolute curvature is
nonincreasing [22].
Theorem 4 Let C(s, t) be a solution of
=
C(s,O) = Co(s),
t E [0, t') and s some parameter along the curve C. Suppose that iq3(,) M, and f3, 0 Then,
5See [5] for a generalization to all convex structuring elements.
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i(t)  i(O),
where i is the total absolute Gaussian curvature.
3.1.2. Extrema of Curvature
All the following results are simple corollaries of the following elegant theorem which itself is based on the maximum
principle for parabolic operators [2, 3, 4, 34]: Let u(x, t) be classical solution of the linear time-varying parabolic PDE,
Ut a(x, t)u + b(x, t)u + c(x, t)u, (22)
on the rectangle RT := [x0, x1] x [0, T], where the coefficients are assumed to be smooth, and a(x, t) is positive. Suppose
moreover that u(x, t) 0 for i = 0, 1, and 0  t T. Let z(t) be the number of zeros of x —p u(x, t) counted with
multiplicity. Then in [2, 34], it is proven that z(t) < oc, and z(t) is non-increasing function of t. Moreover, at any time
t when x — u(x, t) has a zero of order k > 1, z(t) drops by at least k — 1.
To relate this to curves and the annihilation and creation of structure, let vertices denote points of maximal and
minimal curvature,
ii8(s,t) = 0, ic83(s,t) 0, (23)
and flexes denote zero-crossings of curvature. Consider deformations of shape according to equation (2) where curvature
evolves by [22],
OK 3-=thka+thk OK2 (24)
Consider a fixed t and assume that there are only a finite number offiexes and vertices. When =0, we have i =








(1 + tK(s, 0))2 ' (26)
namely, the number of vertices do not change, as long as the curve remains smooth. More generally, differentiate
equation (24) with respect to .,
= th('c) +3/3i'2'c — 2/3okI (27)
and using [22],
a
= (—i3o +/3ic)tt—+ (28)
we get
= /3i('). + 4/3iic2ic — 33oiic. (29)
Set v := Then we see that
Vt = /3Vj + (4/31t2 — 33oic)v (30)
Assuming that /3 > 0, we see from the above discussion on parabolic PDE's, that we have that the number of vertices
is nonincreasing as long as a classical solution exists.
3.1.3. Zeros of Curvature
To show that the number of flexes is nonincreasing, the same sort of argument works (againassuming that /3 > 0).
Indeed, since i satisfies the parabolic equation
2= /i'c. + (/3iic —
we can apply [2, 3, 4, 34], to conclude that the number of zeros of i in non-increasing. Therefore, the number of flexes
does not increase. For ii = 0, that the number of flexes remains the same can be inferred directly from equation (25).
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3.1.4. Self-intersections
To show that the number of self-intersections cannot increase, we express smooth portions of C as the graph of a function,
i.e.,
y=tt(x,t). (32)
Note that in this case




We need the following lemma:
Lemma 1 Let G(a, b) be a smooth function. Set
G(a,b) = —(a,b) (36)
çv*f 7\ _ OG( L\2a,u1 — -a,u), 37)
and assume that G is positive. Let u1 , u2 be two solutions of
= G(u, (38)
Then the number of zeros of ui(x, t) — u2(x,t) is a non-increasing function of t.
Proof: First note that by the mean-value theorem
G(a,b) — G(c,d) = G((i,(2)(a — c) + G((i,(2)(b — d) (39)
for (C (2) a point on the line connecting (a, b) and (c, d). Now for u1, u2 as above and v = u1 — u2, we therefore have
by the mean-value theorem that
= G(ui,ui) — G(u2,u2) (40)
= G(i,2)(ui — u2) + G(i,2)(ui2, — u2) (41)
= (42)
= Gi(x,t)v+G2(x,t)v (43)
Once again, we get a linear parabolic PDE, and so the number of zeros of v does not increase. But the zeros of v are
exactly points of intersection of u1 and u2. Note by [2, 34], the higher order zeros of v decrease. Hence, intersections
with multiplicity greater than 1 are decreasing functions of time. 0
3.1.5. Speed of shocks
Finally, we will be interested in trying to compute explicitly the shock paths. As a preliminary result, we would like to
give the following fact about the speed of the shocks for curves evolving according to the Hflygens principle (prairie-fire
model). Let
u(x, y, t) = 0, v(x, y, t) = 0
denote the equations of the evolved curves at time t. Then
=IVuI =
=IVvI= \/v+v.
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Thus we can conclude that the speed of the shock only depends on first order tangential information as explicitly given
above. This gives a good initial guess of how the shock path is moving in the computation the shock path. Unfortunately,
the path itself depends on all the derivatives.
4. EXAMPLES
We illustrate the entropy scale space for two simple shapes, the "icecream cone" and the "peanut" shapes, Figure 7, the
don Quixote of Figure 2, Figure 8, and the four pears presented by Richards et al. [38], Figure 9. The pears sequence are
interesting in that a normal shape (a normal "pear" ) is to be recognized when it is contaminated by various combinations
of texture and noise.
To describe the figures, recall that the entropy scale space is a two dimensional space. One axis reflects relative amounts
of reaction to diffusion, the other is time. We use logarithmic sampling of both axis [25]. There are no parameters so that
tuning is not necessary. The diffusion extreme is parabolic, like Gaussian blurring, but smooths better. The reaction
extreme on the other hand is equivalent to morphological operations of opening and closing (closure) with a ball structure
element.
In these illustrations only inward constant deformations are used, thereby they depict the left portion of the entropy
scale space. In particular, To compare the presentation of the pears in the entropy scale space, samples from a slice
of each entropy scale space are displayed side-by-side, Figure 6. This figure demonstrates the potential for building a
measure of similarity and a topology on shape, based on the entropy scale space. Note in particular that various features
are smoothed out differently along the reaction and diffusion axes. This allows for a "space" rich enough to support a
notion of metric whether the disparity between the original prototype and the image is boundary-based or region-based.
5. CONCLUSION
We have presented a general framework for representing scale. This framework is originally based on a representation for
shape aimed at capturing similarity of slightly deformed shapes . These deformations satisfy a viscous conservation law
and lead to the reaction-diffusion space in which shocks form and interact. Based on this space and the view of shock
as a "black hole of information", we have built the entropy scale-space for approximating shape and signals. On the one
hand, a slice through this space gives global parabolic anisotropic diffusion. On the other hand, another slice through this
space is equivalent to the morphological operations of opening and closing, both nonlinear but local processes. Thus, in
our framework these two different extremes combine to capture various aspects of the signal. It is indeed the combination
of these smoothing methods, which contrast and complement each other, that is responsible for stable and robust results
in an application of entropy scale-space to shape.
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Figure 7: This figure represents the left half portion of entropy scale-space for the "icecream cone" andpeanut shapes (128x128
binary images).
Figure 8: Don Quioxte in the left portion of the entropy scale space. Note the change in the method of smoothing when traversing
the horizontal axis, in particular the significance of the lance.
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Figure 9: This figure represents the left half portion of Entropy scale-space for the four pears (128x128 binary images). Note that
while the right columns depict parabolic diffusion, the left columns depict morphological smoothing. The intermediate columns
depict combinations of the these two extremes of smoothing.
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