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In this article we study global and symmetry-breaking bifurcations of solutions of
Emden–Fowler-type elliptic differential equations. As the main tool we use a
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bifurcations.1. INTRODUCTION
Many authors, see [2–4, 10–17, 19, 21, 26–32] and the references given
there, studied symmetry-breaking of solutions of the following equation:
Du ¼ lf ðuÞ in O;
u ¼ 0 on @O;
(
ð1:1Þ
where O Rn is a circular domain in Rn; that is O is the ball
Bn ¼ fx 2 Rn : jxj51g or an annulus AðRÞ ¼ fx 2 Rn : R5jxj51g and f
satisﬁes some technical assumptions. The usual procedure is the following.
First the authors study radial solutions of (1.1), i.e. solutions ﬁxed by the
group OðnÞ; which is reduced to the study of second-order ode’s. They
obtain a branch, say G; of radial solutions of (1.1) and exclude the radial
bifurcations from this branch. Finally, the authors compute along G
bifurcation indices whose nontriviality implies the existence of bifurcation.
The bifurcation usually is forced in three different ways. Either the1Research supported by the KBN under Grant 2 PO3A 047 12.
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SOLUTIONS OF EMDEN–FOWLER-TYPE EQUATION 209Crandall–Rabinowitz bifurcation theorem is applied, see [3], or bifurcation
indices are deﬁned in terms of the Conley index (equivariant Conley index)
or the Leray–Schauder degree. The symmetry-breaking bifurcations
obtained via application of the Crandall–Rabinowitz bifurcation theorem
or the Conley index are local. The jump of the Conley index does not imply
the existence of connected branch of solutions emanating from G: In order
to obtain jump of the Leray–Schauder degree the authors restrict the
linearization of (1.1) at G to a subspace ﬁxed by the group Oðn 1Þ: On this
subspace all the eigenvalues of the linearized problem are simple. Therefore,
the bifurcation index computed at bifurcation points is equal to 
2:
Summing up, the only global bifurcations are given by the change of the
Leray–Schauder degree. Unfortunately, the description of the global
behaviour of bifurcation branches is rather limited. The reason is that the
authors loose all the information connected with the OðnÞ-symmetries of the
problem because of the above-mentioned restriction. The only global
bifurcation result concerning problem (1.1) known to the author, which is
qualitatively different from those mentioned above, is due to Dancer [6].
Namely, it was proved that for O ¼ AðRÞ  R2 and f ðxÞ ¼ ex there exist
inﬁnite number of continua bifurcating from G which are unbounded,
separated and consists of nonradial, positive solutions. These continua are
included in suitably chosen cones. This approach works only for two-
dimensional annulus and it is not clear how to extend it for n53:
The aim of this article is to study global bifurcations of solutions of (1.1),
when O ¼ AðRÞ  Rn; n53: We are not able to prove such strong results as
that of Dancer. Nevertheless, we will show that there is an inﬁnite number of
symmetry-breaking bifurcation points such that continua (closed connected
sets) bifurcating from these points are unbounded in C2;a0 ðAðRÞÞ  R:
Moreover, we will characterize the bounded continua. We obtain these
results for generic R i.e. R 2 S; where S ð0; 1Þ has measure 1: The main
idea is to use topological invariant which is suitable for the studies of global
bifurcations and continuations of critical points of equivariant functionals.
Namely, we will use degree for S1-equivariant, orthogonal maps (any S1-
equivariant, gradient map is orthogonal) deﬁned by the author in [22] and
developed in [25]. For applications of this invariant to elliptic differential
equations we refer the reader to [23, 24]. See also [5, 7, 8] for deﬁnition and
computations of other invariants of this type.
This article is organized as follows. We have begun Section 2 with the
description of L2ðSn1Þ in terms of eigenspaces of the Laplace–Beltrami
operator DSn1 on the unit sphere S
n1  Rn; see Lemma 2.1. Since Sn1 is
an OðnÞ-invariant subset of Rn; it is also S1-invariant. In Lemma 2.2 we have
described eigenspaces of DSn1 as representations of the group S
1: The
notion of bifurcation (inﬁnitesimal bifurcation, symmetry-breaking bifurca-
tion) has been deﬁned in Deﬁnition 2.2. Next, we have deﬁned a bifurcation
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ð1i¼1 ZÞ and have formulated a global bifurcation
theorem for S1-equivariant, gradient operators of the form compact
perturbation of identity, see Theorem 2.1. The proof of this theorem is
standard (using the complementing map trick); therefore, it has been
omitted. In Section 3, we have formulated and proved the main results of
this article. We have started this section with a deﬁnition of the classAD of
admissible functions, see Deﬁnition 3.1. This class was introduced by Pacard
[19]. Note that function f ðxÞ ¼ ex is an admissible function. Next, in
Proposition 3.1 and Lemma 3.1, we have described eigenvalues and
eigenspaces of problem (3.2). The bifurcation index zðy0Þ 2 Zð1i¼1 ZÞ
is deﬁned by formula (3.4). In Lemma 3.2 we have proved some properties
of this index. Theorem 3.1 is the main theorem of this article. In order to
prove this theorem we have combined Pacard’s results of [19] and truncation
method with Theorem 2.1. Theorem 3.1 provides a natural and intrinsic
characterization of bounded continua bifurcating from G: At all the
characterized bifurcation points the symmetry-breaking occurs. In Corol-
lary 3.1 we have derived additional information about the bounded continua
described in Theorem 3.1. In Corollary 3.2 we have proved that for any
k 2 N there is an odd number of points jðy0Þ 2 G\ jðQcsðkÞÞ such that Cðy0Þ
is unbounded in C2;a0 ðAðRÞÞ  R:
2. PRELIMINARIA
In this section, we present all the material which we will need to formulate
and prove the main results of this article. Put N ¼ f1; 2; 3; . . .g: From now
on DSn1 ; n52; stands for the Laplace–Beltrami operator on the unit sphere
Sn1: Consider S1 ¼ fz 2 C : jzj ¼ 1g as a group with a multiplicative
structure given by the multiplication of complex numbers. We need some
information about the description of eigenspaces of DSn1 as representa-
tions of the group S1; therefore, we consider the following problem
DSn1j ¼ lj; on S
n1: Let Hnk denote the linear space of homogeneous,
harmonic polynomials of n variables and of degree k 2 N[ f0g: It is known
that dim Hnk ¼
ðnkþ3Þ!ðnþ2k2Þ
ðn2Þ!k! : The linear space of restrictions of elements of
Hnk to S
n1 will be denoted by Hnk : It is evident that dimH
n
k ¼ dim H
n
k :
Lemma 2.1 ([26]). Under the above notations the following holds true:
(1) L2ðSn1Þ ¼1k¼0Hnk ;
(2) Hnk is an eigenspace ofDSn1 ; for any ðn; kÞ 2 ðN f1gÞ  ðN[ f0gÞ;
(3) the eigenvalue corresponding to the eigenspace Hnk is equal to
lnk ¼ kðnþ k  2Þ:
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x1 ¼ sinon1  . . .  sino2 sino1;
x2 ¼ sinon1  . . .  sino2 coso1;
..
.
xn1 ¼ sinon1 coson2;
xn ¼ coson1;
where 04o152p and 04ok5p for k ¼ 2; . . . ; n 1: For k 2 N we will
denote by R½1; k two-dimensional representation of the group S1 such that
the isotropy group S1x ¼ fg 2 S
1gx ¼ xg of any point x 2 R½1; k  f0g is
equal to Zk : For p; k 2 N we will denote by R½p; k the direct sum of p-copies
of the representation R½1; k: Additionally, for p 2 N we denote by R½p; 0
the trivial p-dimensional representation of the group S1: From now on
we consider Rn as a representation of the group S1 of the form
R½1; 1R½n 2; 0: Of course the unit sphere Sn1 is an S1-invariant subset
of Rn with an action of the group S1 given by
j  x1 ¼ sinon1  . . .  sino2 sin ðo1 þ jÞ;
j  x2 ¼ sinon1  . . .  sino2 cos ðo1 þ jÞ;
..
.
j  xn1 ¼ sinon1 coson2;
j  xn ¼ coson1;
where j 2 S1 and ðx1; . . . ; xnÞ 2 S
n1: Using the above-deﬁned S1-action on
Sn1 we deﬁne S1-action on eigenspace Hnk by
j Cðo1;o2; . . . ;on1Þ ¼ Cðjþ o1;o2; . . . ;on1Þ; ð2:1Þ
where j 2 S1 and C 2Hnk : The following lemma will be extremely useful in
the proof of the main theorem of this article.
Lemma 2.2 ([23]). For any pair ðn; kÞ 2 ðN f1gÞ  ðN[ f0gÞ there exist
(1) pnk 2 N; rðn; kÞ 2 N[ f0g;
(2) pðn;kÞ0 ; . . . ;p
ðn;kÞ
rðn;kÞ 2 N;
(3) 04kðn;kÞ0 5k
ðn;kÞ
1 5   5k
ðn;kÞ
rðn;kÞ5k;
such that Hnk  R½p
n
k ; k
rðn;kÞ
i¼0 R½p
ðn;kÞ
i ; k
ðn;kÞ
i :
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Example 2.1. Since H3k is spanned by P
j
k ðcoso2Þ cos ðjo1Þ;
Pjk ðcoso2Þ sin ðjo1Þ; j ¼ 0; . . . ; k; where P
j
k are the Gegenbauer polynomials,
H3k 
k
i¼0 R½1; i; for all k 2 N[ f0g: In other words, for any ﬁxed pair
ð3; kÞ in Lemma 2.2 we have p3k ¼ 1; rð3; kÞ ¼ k  1; p
ð3;kÞ
0 ¼    ¼ p
ð3;kÞ
k1 ¼ 1
and kð3;kÞi ¼ i for i ¼ 0; . . . ; k  1;
For the convenience of the reader we present below the formula for degree
for S1-equivariant, orthogonal maps of Id :
Corollary 2.1 ([22]). Assume that V  R½k0; 0R½k1;m1R½kr;mr: Then
DEGQðId;DaðV ÞÞ ¼
ð1Þk0 for Q ¼ S1;
ð1Þk0  ki for Q ¼ Zmi ; i 2 f1; . . . ; rg;
0 otherwise:
8><
>:
Here and subsequently H stands for an inﬁnite-dimensional, real,
separable Hilbert space which is an orthogonal representation of the group
OðnÞ with an OðnÞ-invariant scalar product h; i: The action of the group
OðnÞ on H  R is given by gðu; lÞ ¼ ðgu; lÞ; where ðu; lÞ 2 H  R and
g 2 OðnÞ: Let F :H  R! R be an OðnÞ-equivariant C2-functional such that
ruF ðu; lÞ ¼ uruKðu; lÞ; where ruF denotes the gradient of F with
respect to the ﬁrst coordinate and ruKð; lÞ is a compact, OðnÞ-equivariant,
gradient operator of class C1 for any l 2 R:
Definition 2.1. We say that Gðy; yþÞ  H  R is an analytic branch
of radial solutions of equation ruF ðu; lÞ ¼ 0; if there exists an analytic map
f : ðy; yþÞ ! H  R; fðyÞ ¼ ðuðyÞ; dðyÞÞ satisfying
(1) ruF ðfðyÞÞ ¼ 0;
(2) gfðyÞ ¼ fðyÞ; for any g 2 OðnÞ and y 2 ðy; yþÞ;
(3) Gðy; yþÞ ¼ ffðyÞ: y 2 ðy; yþÞg:
Definition 2.2. We say that ðuB; lBÞ 2 Gðy; yþÞ  H  R is a
bifurcation point of solutions of equation ruF ðu; lÞ ¼ 0; if in any
open neighborhood U H  R of ðuB; lBÞ there exists an element
ðu; lÞ 2 ruF 1ð0Þ \ ðU Gðy; yþÞÞ: The set of bifurcation points we will
denote BIFðruF Þ: We say that ðuSB; lSBÞ 2 Gðy; yþÞ  H  R is a
symmetry-breaking bifurcation point of solutions of equation ruF ðu; lÞ ¼
0; if in any open neighborhood U H  R of ðuSB; lSBÞ there exists an
element ðu; lÞ 2 U such that its isotropy group OðnÞðu;lÞ ¼ fg 2 OðnÞ : gðu; lÞ
¼ ðu; lÞg is different from OðnÞ: The set of symmetry-breaking bifurcation
SOLUTIONS OF EMDEN–FOWLER-TYPE EQUATION 213points we will denote BIFSBðruF Þ: We say that ðuISB; lISBÞ 2 Gðy; yþÞ 
H  R is an inﬁnitesimal symmetry-breaking bifurcation point of solutions
of equation ruF ðu; lÞ ¼ 0; if kerr2uF ðuISB; lISBÞ admits elements whose
isotropy subgroups are different from OðnÞ:
It is known that inﬁnitesimal symmetry-breaking is necessary for
symmetry-breaking to occur, see [4]. Assume that sðr2uF ;Gðy; yþÞÞ
¼ fy 2 ðy; yþÞ : r2uF ðfðyÞÞ is degenerateg is a countable set, which
is not guaranteed automatically because operator ruF is of the
class C1: Put snðr2uF ;Gðy; yþÞÞ ¼ fy 2 ðy; yþÞ : fðyÞ =2 BIFðruF Þg
and sBðr2uF ;Gðy; yþÞÞ ¼ sðr
2
uF ;Gðy; yþÞÞ  s
nðr2uF ;Gðy; yþÞÞ: From
now on we assume that sBðr2uF ;Gðy; yþÞÞ has no ﬁnite accumulation
points.
Fix y0 2 sBðr2uF ;Gðy; yþÞÞ and choose e > 0 such that ½y0  e; y0 þ e
\sBðr2uF ;Gðy; yþÞÞ ¼ fy0g; y0 
 e =2 sðr
2
uF ;Gðy; yþÞÞ; and deﬁne a
bifurcation index Zðy0Þ 2 Zð1i¼1 ZÞ as follows:
Zðy0Þ ¼ gðy0ÞDEGðr2uF ðfðy0  eÞ;DaðH ÞÞ
 gþðy0ÞDEGðr2uF ðfðy0 þ eÞ;DaðH ÞÞ; ð2:2Þ
where Z ¼ f0;
1;
2; . . .g; DaðH Þ ¼ fu 2 H : juj5ag; a > 0; and gðy0Þ;
gþðy0Þ ¼ 
1 are deﬁned as follows:
ðgðy0Þ; gþðy0ÞÞ ¼
ðþ1;þ1Þ if ddydðy0 
 eÞ > 0;
ð1;1Þ if ddydðy0 
 eÞ50;
ðþ1;1Þ if ddydðy0  eÞ > 0 and
d
dydðy0 þ eÞ50;
ð1;þ1Þ if ddydðy0  eÞ50 and
d
dydðy0 þ eÞ > 0;
8>><
>>:
and DEGð; Þ ¼ ðDEGS1 ð; Þ;DEGZ1ð; Þ;DEGZ2ð; Þ; . . . ;DEGZk ð; Þ; . . .Þ 2
Zð1i¼1 ZÞ denotes the degree for S1-equivariant, orthogonal maps
deﬁned in [22]. In other words, Zðy0Þ given by formula (2.2) is a ‘‘jump’’ of
degree for S1-equivariant, orthogonal maps computed along the branch of
radial solutions. Let us denote by CrhF ðy0Þ closed, connected component of
closureðfðu; lÞ 2 H  R: ruF ðu; lÞ ¼ 0 and ðu; lÞ =2 Gðy; yþÞgÞ;
such that fðy0Þ 2 CruF ðy0Þ: Additionally, put Y ¼ ð0; 0; . . .Þ 2 Zð
1
i¼1 ZÞ:
Theorem 2.1. If y0 2 sBðr2uF ;Gðy; yþÞÞ and Zðy0Þ=Y 2 Zð
1
i¼1 ZÞ
then either CruF ðy0Þ is unbounded in H  R or
(1) CruF ðy0Þ is bounded in H  R;
S.M. RYBICKI214(2) CruF ðy0Þ \ Gðy; yþÞ ¼ ffðy0Þ;fðy1Þ; . . . ;fðypÞg
 fðsBðr2uF ;G ðy; yþÞÞÞ;
(3)
Pp
j¼0 ZðyjÞ ¼ Y 2 Zð
1
i¼1ZÞ:
The proof of this theorem is standard. In order to prove this theorem it is
enough to repeat all the steps of the proof of the classical Rabinowitz
alternative given by Ize [18]. But we must replace the Leray–Schauder degree
with the degree for S1-equivariant, orthogonal maps.
Remark 2.1. If Zðy0Þ=Y then we obtain global bifurcation from the
interval fðy0  e; y0 þ eÞ: But fðy0Þ is the only bifurcation point in this
interval.
Remark 2.2 ([22]). Consider an S1-equivariant functional
F :H ! R of class C2 such that rF ðuÞ ¼ urKðuÞ; where rK :H ! H
is an S1-equivariant, compact, linear, gradient operator. If rF ð0Þ is an
isomorphism then DEGðrF ð0Þ;DaðH ÞÞ ¼ DEGðId;DaðHÞÞ; where H is
the direct sum of the eigenspaces of the operator rKð0Þ corresponding to
eigenvalues greater than 1: It is understood that if H ¼ f0g; then
DEGðrF ð0Þ;DaðH ÞÞ ¼ ð1; 0; . . .Þ 2 Zð1i¼1 ZÞ: It is clear that H is a
ﬁnite-dimensional representation of the group S1:
3. MAIN RESULTS
In this section we formulate and prove the main results of this article.
Throughout this section we will use all the notations introduced in [19]. We
start with a deﬁnition of a class of admissible functions AD:
Definition 3.1. A function f :R! R is said to be admissible if it
satisﬁes the following assumptions:
(AC) f is analytic,
(GC) there is a > 0 such that f ðxÞ > a supfx; 1g; for all x 2 Rþ;
(LC1) limx!þ1
f ðxÞ
x ¼ þ1;
(LC2) limx!þ1
xf 0ðxÞ
f ðxÞ ¼ þ1:
The class of admissible functions will be denoted by AD: The class AD
has been introduced by Pacard [19]. Note that assumption (LC1) in
Deﬁnition 3.1 can be replaced with one of the assumptions (H.3), (H.30) of
[19]. The aim of this section is to prove global bifurcation theorems for
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DuðxÞ ¼ lf ðuðxÞÞ in AðRÞ;
u ¼ 0 on @AðRÞ;
(
ð3:1Þ
where AðRÞ ¼ fx 2 Rn : R5jxj51g: Assume that f 2AD and n53: Put
SðRÞ ¼ fðu; lÞ 2 C2;a0 ðAðRÞ;RÞ R
þ: u is a solution of ð3:1Þg: Let GSðRÞ
be an analytic branch of radial (symmetric under the group OðnÞ), regular
solutions given by Theorem 3 and remarks at the end of Section 7 of [19]
with a parametrization G ¼ fy 2 Rþ : jðyÞ ¼ ðuðyÞ; lðyÞÞg: The eigenvalues
and eigenspaces of the linearization of Eq. (3.1) at jðyÞ are given by
solutions of the following equation:
DoðxÞ  lðyÞf 0ðuðyÞðxÞÞoðxÞ ¼ moðxÞ in AðRÞ;
w ¼ 0 on @AðRÞ;
(
ð3:2Þ
and they are described in the following proposition, see [19] for proofs.
Proposition 3.1. Eigenvalues of problem (3.2) form a sequence
mi;kðyÞ ¼ aiðyÞ þ l
n
k ; i; k 2 N[ f0g; and the associated eigenfunctions are of
the form ci;kðy; xÞ ¼ wiðy; jxjÞj
x
jxj
 
; where
(1) function aiðyÞ is analytic for i 2 N[ f0g;
(2) aiðyÞ > ðn 1Þ for i 2 N and y 2 R
þ;
(3) sequence faiðyÞg is increasing for any y 2 R
þ;
(4) limy!þ1 a0ðyÞ ¼ 1; a0ð0Þ > 0;
(5) there is y0 such that a1ðyÞ > 0 for any y > y0;
(6) lnk ¼ kðnþ k  2Þ are the eigenvalues of the Laplace–Beltrami
operator DSn1 ; for k 2 N[ f0g;
(7) wið; Þ is continuous and j is an eigenvector of the Laplace–Beltrami
operator DSn1 ; corresponding to the eigenvalue l
n
k :
Remark 3.1. It is worth pointing out that the above proposition may fail
if f has power growth and the hole is small. Moreover, note that the
eigenspace of the eigenvalue problem (3.2) associated with the eigenvalue
mi;kðyÞ is a representation of the group OðnÞ equivalent to the OðnÞ-
representation Hnk :
In the following lemma we characterize numbers fmi;kðyÞg
1
i;k¼0: Properties
of these numbers are a direct consequence of Proposition 3.1 but we state
them separately for making our exposition more readable.
S.M. RYBICKI216Lemma 3.1. Assume that f 2AD and n53: Then
(1) mi;kðyÞ > 0 for any y 2 R
þ and i; k 2 N;
(2) m0;0ðyÞ505m1;0ðyÞ5m2;0ðyÞ5   5mi;0ðyÞ5    for sufficiently large
y 2 Rþ;
(3) points of the set fjðyÞ:m0;kðyÞ ¼ 0 for some k 2 N} are the only
infinitesimal symmetry-breaking bifurcation points on G;
(4) if m0;kðy0Þ ¼ 0 for some k 2 N; then mi;0ðy0Þ=0 for i 2 N[ f0g:
Proof. (1) Suppose contrary to our claim that there are y 2 Rþ and
i; k > 0 such that mi;kðyÞ40: Therefore, taking into account Proposition 3.1.2
we obtain
05mi;kðyÞ ¼ aiðyÞ þ l
n
k ¼ aiðyÞ þ kðnþ k  2Þ > 0
which is impossible. (2) Since ln0 ¼ 0; mi;0ðyÞ ¼ aiðyÞ þ l
n
0 ¼ aiðyÞ: The
rest is a direct consequence of Propositions 3.1.3–3.1.5. (3) First of all note
that if mi;kðyÞ ¼ 0 then either i ¼ 0 or k ¼ 0: If k ¼ 0; then, by Remark 3.1,
the corresponding eigenspace is equal to Hn0; which is a trivial
representation of the group OðnÞ: Therefore, by Dancer [4], the only
possible bifurcation would be radial. If k > 0; then, by Remark 3.1, the
corresponding eigenspace is equivalent to Hnk ; which is irreducible,
nontrivial representation of the group OðnÞ: (4) Direct consequence of
Proposition 3.1. ]
Following [19] put QðkÞ ¼ fy 2 Rþ: m0;kðyÞ ¼ 0g; k 2 N[ f0g; and
additionally put QcsðkÞ ¼ fy 2 QðkÞ : m0;k changes sign at yg and
P ðiÞ ¼ fy 2 Rþ: mi;0ðyÞ ¼ 0g for i 2 N[ f0g:
Remark 3.2. Since Propositions 3.1.1 and 3.1.4, sets QðkÞ;QcsðkÞ have the
following properties:
(1) #QðkÞ51 for all k 2 N[ f0g;
(2) #QcsðkÞ is odd for all k 2 N;
(3)
S1
k¼1QðkÞ has no ﬁnite accumulation points,
(4) QðkÞ \ Qðk0Þ=| iff k ¼ k0:
Let us ﬁx k0 2 N[ f0g; n53; y0 2 Qðk0Þ; and choose e > 0 such that
½y0  e; y0 þ e \
S1
k¼1QðkÞ ¼ fy0g: Put i(y0)=max\{i2N[\{0\}: mi;0ðy0Þ50g
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H
ðy0Þ ¼
k0k¼0HnkR½iðy0Þ; 0 if m0;k0ðy0 
 eÞ50;
k01k¼0 HnkR½iðy0Þ; 0 if m0;k0ðy0 
 eÞ > 0;
8<
: ð3:3Þ
and deﬁne a bifurcation index zðy0Þ 2 Z 1i¼1 Z
 
as follows:
zðy0Þ ¼ gðy0ÞDEGðId;DaðHðy0ÞÞÞ  gþðy0ÞDEGðId ;DaðHþðy0ÞÞÞ; ð3:4Þ
where DaðH
ðy0ÞÞ ¼ fh 2 H
ðy0Þ : jhj5ag; a > 0 and numbers gðy0Þ; gþðy0Þ
¼ 
1 chosen with respect to lðyÞ in the same way as gðy0Þ; gþðy0Þ with
respect to dðyÞ in Section 2. In the following lemma we describe some
properties of the bifurcation index zðy0Þ:
Lemma 3.2. The bifurcation index zðy0Þ 2 Z 1i¼1 Z
 
has the follow-
ing properties:
(1) if y0 2
S1
k¼1ðQðkÞ  Q
csðkÞÞ; then zðy0Þ ¼ Y;
(2) if y0; y1 2 Qcsðk0Þ; then zðy0Þ ¼ 
zðy1Þ;
(3) if y0 2 Qcsðk0Þ; then zZk0 ðy0Þ=0 and zZk ðy0Þ ¼ 0 for all k > k0:
Proof. (1) Suppose that y0 2 Qðk0Þ  Qcsðk0Þ: Without loss of generality,
one can assume that for sufﬁciently small e we have m0;k0 ðy0 
 eÞ50:
Therefore, from (3.3) we obtain Hþðy0Þ ¼ Hðy0Þ: Combining Lemma 3.1.4
with Proposition 6 of [19] we obtain that G can be parameterized by l in a
neighborhood of jðy0Þ i.e. lðyÞ is increasing or decreasing in this
neighborhood. The rest of the proof is a direct application of formula
(3.4) because gðy0Þ ¼ gþðy0Þ: (2) Combining once more Lemma 3.1.4 with
Proposition 6 of [19] we show that lðyÞ is increasing or decreasing in a
neighborhood of y0 and y1: Hence, gþðy0Þ ¼ gðy0Þ and gþðy1Þ ¼ gðy1Þ: The
rest of the proof is a direct application of formula (3.4). (3) Without loss
of generality, one can assume that m0;k0 ðy0 þ eÞ > 0 . That is why
Hþðy0Þ ¼
Sk01
k¼0 H
n
kR½iðy0Þ; 0 and Hðy0Þ¼
Sk0
k¼0H
n
kR½iðy0Þ; 0: Com-
bining Lemma 2.2 with the formula for degree of Id; see Corollary 2.1, we
obtain
DEGZk ðId ;DaðHþðy0ÞÞÞ ¼ 0 for all k5k0;
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DEGZk ðId;DaðHðy0ÞÞÞ ¼
=0 for k ¼ k0;
¼ 0 for k > k0:
(
In order to compute DEGZk ðId;DaðH
ðy0ÞÞÞ; k4k0; we have to describe
linear spacesHnk as representations of the group S
1 with S1-action given by
formula (2.1). Note that we have done it in Example 2.1 for n ¼ 3: Since
zZk ðy0Þ ¼ gðy0ÞDEGZk ðId ;DaðHðy0ÞÞÞ  gþðy0ÞDEGZk ðId ;DaðHþðy0ÞÞÞ;
the proof is completed. ]
Let us denote by Cðy0Þ  C
2;a
0 ðAðRÞ;RÞ  R a connected component of
the set
closure ðfðu; lÞ 2 C2;a0 ðAðRÞ;RÞ  R : ðu; lÞ is a solution of ð3:1Þ and ðu; lÞ =2 GgÞ
such that jðy0Þ ¼ ðuðy0Þ; lðy0ÞÞ 2 Cðy0Þ: We are now in a position to
formulate and prove the Main Theorem of our article.
Theorem 3.1 (Main Theorem). Assume that f 2AD; n53: Then there
exists a subset S ð0; 1Þ of measure equal to 1 such that for all R 2 S there is
an analytic branch G ¼ fjðyÞ ¼ ðuðyÞ; lðyÞÞ: y 2 Rþg  C2;a0 ðAðRÞ;RÞ  R
þ
of regular, radial solutions of (3.1), joining ð0; 0Þ to the point ðo; 0Þ; where oðxÞ
is defined to be equal to þ1 an all AðRÞ: This branch does not bifurcate in the
space of radial maps C2;a0;radðAðRÞ;RÞ  R
þ: Moreover, if y0 2
S1
k¼1 Q
csðkÞ; then
Cðy0Þ is either unbounded in C
2;a
0 ðAðRÞ;RÞ  R or
(1) Cðy0Þ is bounded in C
2;a
0 ðAðRÞ;RÞ  R;
(2) Cðy0Þ \ G ¼ fjðy0Þ;jðy1Þ; . . . ;jðypÞg;
(3)
Pp
j¼0 zðyjÞ ¼ Y 2 Zð
1
i¼1 ZÞ:
Proof. Applying Theorem 5 of [19] we obtain proper subset S ð0; 1Þ
and branch G ¼ fjðyÞ ¼ ðuðyÞ; lðyÞÞ: y 2 Rþg: Since R 2 S and remarks at
the end of Section 7 of [19], branch G is analytic and there are no radial
bifurcations from G: In other words, any bifurcation from G is a symmetry-
breaking bifurcation.
Fix any y0 2
S1
k¼1 Q
csðkÞ and suppose that Cðy0Þ  C
2;a
0 ðAðRÞ;RÞ  R is
bounded. Therefore, there is M > 0 such that if ðu; lÞ 2 Cðy0Þ; then
jujC2;a
0
ðAðRÞ;RÞ5M : We want to use variational approach on H
1
0 ðAðRÞÞ,
therefore, we have to modify function f : Let us deﬁne a bounded C1-
function fm :R! R such that fmðxÞ ¼ f ðxÞ for all x satisfying jxj5M þ 1:
Note that fm =2AD because fm does not satisfy condition (LC1). Let us
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DuðxÞ ¼ lfmðuðxÞÞ in AðRÞ;
u ¼ 0 on @AðRÞ:
(
ð3:5Þ
Since Eqs. (3.1) and (3.5) have the same solutions ðu; lÞ with sup u5M þ 1
and jujC0ðAðRÞ;RÞ 4 jujC2;a
0
ðAðRÞ;RÞ; Cðy0Þ is a closed, connected set of solutions of
Eqs. (3.1) and (3.5), respectively.
Solutions of Eq. (3.5) can be considered as critical points of a
C1-functional Fm :H 10 ðAðRÞÞ  R! R deﬁned as follows Fmðu; lÞ ¼
1
2
R
AðRÞ jruj
2 dx l
R
AðRÞ FmðuÞ dx; where F
0
m ¼ fm: We consider R
n as a ﬁnite-
dimensional representation of the group S1 of the form R½1; 1R½n 2; 0:
It is clear that AðRÞ is an S1-invariant subset of this representation. Using S1-
action on AðRÞ we deﬁne the structure of representation of the group S1 on
H 10 ðAðRÞÞ: It is known that H
1
0 ðAðRÞÞ is an inﬁnite-dimensional, real,
separable Hilbert space which is an orthogonal representation of the group
S1; with an S1-invariant scalar product given by hu1; u2i ¼
R
AðRÞÞ ru1ru2 dx:
It is easy to verify that if the action of the group S1 and H 10 ðAðRÞÞ  R is
given by the action on the ﬁrst coordinate then Fm is S1-equivariant. Note
that ruFmðu; lÞ ¼ u lrKðuÞ; where rK is a compact, S1-equivariant,
gradient operator of class C1:
Any critical point of functional Fmð; lÞ is an element of C2;aðAðRÞ;RÞ
because fm is smooth and bounded. Therefore, in order to prove this
theorem, it is enough to study only the set ruF1m ð0Þ  H
1
0 ðAðRÞÞ  R: Since
there is a constant N ðRÞ > 0 such that jujH1
0
ðAðRÞÞ4N ðRÞ  jujC2;a
0
ðAðRÞ;RÞ; Cðy0Þ is a
bounded, closed, connected subset of ruF1m ð0Þ  H
1
0 ðAðRÞÞ  R:
In the rest of the proof we will apply Theorem 2.1. Choose an open,
bounded interval ð%y; %yþÞ  R
þ such that Cðy0Þ \ G jð%y; %yþÞ: Note that
Cðy0Þ \ G is ﬁnite because of Remark 3.2.4. Without loss of generality, one
can assume that jð%y; %yþÞ  fu 2 C
2;a
0 ðAðRÞ;RÞ : jujC2;a
0
ðAðRÞ;RÞ5Mg  R
þ:
Now we put in Theorem 2.1 the following:
(1) H :¼ H10 ðAðRÞÞ;
(2) F :¼ Fm;
(3) ðy; yþÞ :¼ ð%y; %yþÞ;
(4) f :¼ j;
(5) CruF ðy0Þ :¼ Cðy0Þ:
What is left is to show that all the assumptions of Theorem 2.1
are fulﬁlled. By Proposition 5 of [19] and Lemma 3.1.1 we have sðr2uF ;
Gðy; yþÞÞ ¼ ð
S1
k¼1QðkÞ [
S1
i¼0 P ðiÞÞ \ ðy; yþÞ: Since functions aiðyÞ;
i 2 N[f0g; are analytic, sðr2uF ;Gðy; yþÞÞ is countable. It is clear that
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S1
i¼0 P ðiÞÞ \ ðy; yþÞ and s
Bðr2uF ;Gðy; yþÞÞ 
ð
S1
k¼1QðkÞÞ\ðy; yþÞ: By Remark 3.2.3, s
Bðr2uF ;Gðy; yþÞÞ is ﬁnite.
Therefore, we can compute index Zðy0Þ given by formula (2.2). Let us show
that Zðy0Þ ¼ zðy0Þ: By Remark 2.2 we have DEGðr2uF ðfðy0 
 eÞ;DaðH ÞÞ ¼
DEGðId;DaðH
ÞÞ: Suppose that y0 2 Qcsðk0Þ: By Proposition 5 of [19] and
Lemma 3.1 the only eigenspaces of r2uF ðfðy0 
 eÞ corresponding to
negative eigenvalues are Hn0; . . . ;H
n
k01 if m0;k0ðy0 
 eÞ > 0 and H
n
0; . . . ;
Hnk0 if m0;k0ðy0 
 eÞ50: We have just proved that H
 ¼ H
ðy0Þ: Since g

ð
y0Þ ¼ g
ðy0Þ; Zðy0Þ ¼ zðy0Þ: By Lemma 3.2.3 and the just proved equality we
obtain Zðy0Þ=Y: Applying Theorem 2.1 we complete the proof. ]
The following corollary yields some additional information about
bounded continua of solutions of problem (3.1).
Corollary 3.1. Under the notations and assumptions of Theorem 3.1, if
Cðy0Þ is bounded in C
2;a
0 ðAðRÞ;RÞ  R then
(1) Cðy0Þ \ G ¼ fjðy0Þ;jðy1Þ; . . . ;jðypÞg;
(2) for any k 2 N the following holds true:
(a)#fy0; . . . ; ypg \ QcsðkÞ is even,
(b)
P
y2fy0;...;ypg\QcsðkÞ zðyÞ ¼ Y 2 Zð
1
i¼1 ZÞ: It is understood thatP
y2| zðyÞ ¼ Y:
Proof. In view of Lemma 3.2.1, without loss of generality, one can
assume that fy0; . . . ; ypg 
S1
k¼1 Q
csðkÞ: Consider a sequence k15k25   5
kr with the following properties:
(1) fy0; . . . ; ypg \ QðkjÞ=|; for j ¼ 1; . . . ; r;
(2) fy0; . . . ; ypg \ QðkÞ ¼ |; for k=kj; j ¼ 1; . . . ; r:
Put fyj1; . . . ; y
j
ijg ¼ fy0; . . . ; ypg \ QðkjÞ for j ¼ 1; . . . ; r: By Theorem 3.1 and
Lemma 3.2.2 we have
Y ¼
Xp
i¼0
zðyiÞ ¼
Xr
j¼1
Xij
s¼1
zðyjsÞ
 !
¼
Xr
j¼1
zðyj1Þ ð
1
 . . .
 1Þ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
ijtimes
0
B@
1
CA: ð3:6Þ
By Lemma 3.2.3 and formula (3.6), zZkr ðy
r
1Þ=0; and zZkr ðy
j
1Þ ¼ 0; j5r:
Consequently, we obtain zðyr1Þ  ð
1
 . . .
 1|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
irtimes
Þ ¼ 0: This means that ir is an
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1
 . . .
 1|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
irtimes
Þ ¼ 0: Note that we have just proven
that
(1) #fy0; . . . ; ypg \ QcsðkrÞ ¼ ir is even,
(2)
Pir
s¼1 zðy
r
sÞ ¼ Y:
Now formula (3.6) has the following form:
Y ¼
Xp
i¼0
zðyiÞ ¼
Xr1
j¼1
Xij
s¼1
zðyjsÞ
 !
:
Repeating the above-described step r  1 times we complete the proof. ]
The following corollary gains interest if we realize that it cannot be
proved with the use of classical topological invariants.
Corollary 3.2. Under the notations of Theorem 3.1. For any k 2 N
there exists odd number of y0 2 QcsðkÞ such that Cðy0Þ is unbounded in
C2;a0 ðAðRÞ;RÞ  R:
Proof. The proof is a direct consequence of Remark 3.2 (2) and
Corollary 3.1 (2a). ]
Remark 3.3. It would be desirable to prove that the intersection of two
unbounded continua corresponding to different k is empty, but we have not
been able to do this. This result is far from being conclusive. In other words,
we are not able to exclude the situation that only one unbounded continuum
bifurcate from the set of trivial solutions.
4. REMARKS AND QUESTIONS
Using the methods presented in this article one can prove that for AðRÞ 
R2 and f ðxÞ ¼ ex any continuum of solutions bifurcating from Gðy; yþÞ is
unbounded in C2;a0 ðAðRÞ;RÞ  R; because in this case #QðkÞ ¼ 1 for any k 2
N: But much stronger result is due to Dancer [6]. Namely, Dancer proved
that all the continua are unbounded, separated and consist of positive
solutions. Moreover, it is known that they are included in suitably chosen
cones. We are not able to prove such a strong result. That is why the
following question seems to be extremely interesting:
What is the subclass AD0 of the class AD
for which #QðkÞ ¼ 1 for any k 2 N?
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bifurcating from G\ jð
S1
k¼1 C
csðkÞÞ would be unbounded in C2;a0 ðAðRÞ;RÞ 
R: Of course, it can happen that if y0 2
S1
k¼1ðQðkÞ  Q
csðkÞÞ then component
Cðy0Þ is nonempty and bounded. We do not control such components by
Theorem 3.1 because the bifurcation index vanish at these points. It is clear
that at these points we also have no jump of the Conley index and the
Leray–Schauder degree. The following questions are also of interest:
(1) Is it true that if Cðy0Þ;Cðy1Þ (y0=y1) are unbounded in
C2;a0 ðAðRÞ;RÞ  R then Cðy0Þ \ Cðy1Þ ¼ |?
(2) What is the intersection Cðy0Þ \ C
2;a
0;radðAðRÞ;RÞ  R?
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