Bronchiectasis is an airway disease caused by the dilatation of the bronchial tree, and a bronchovascular pair is formed between a bronchus and a vessel. An abnormal bronchovascular pair is one that has a larger bronchus compared to its accompanying vessel. Typically, bronchi and vessels running perpendicular to the plane of section appear as near-circular rings on computed tomography (CT) scans. This paper describes BV_pairs, a system capable of detecting abnormal bronchovascular pairs in high-resolution CT scans of sparse datasets using a three-stage process: (1) detection of potential bronchovascular pairs, (2) detection of discrete pairs, where there exists no ambiguity as to the artery that accompanies a bronchus, and (3) identification of abnormal pairs with severity levels. The system was evaluated at every stage. The automated scoring for the presence and severity of bronchial abnormalities was demonstrated to be comparable to that of an experienced radiologist (i.e., kappa statistics κ90.5). In addition, BV_pairs was also evaluated on images containing honeycombing regions, since honeycombing cysts appear very similar to bronchi, and the system could successfully differentiate honeycombing cysts from bronchi.
INTRODUCTION
T he human airway system comprises the trachea that bifurcates into two main bronchi, one for each lung as shown in Figure 1 . Each bronchus further divides into lobar bronchi, which in turn divide into segmental bronchi. Each lung also contains pulmonary arteries that supply blood. The arteries descend along with the main bronchus and further divide into lobar and segmental arteries. Inside the lung, the artery and the bronchi are paired together and branch simultaneously, running on parallel courses. Together, they form the bronchovascular bundle. Bronchiectasis is defined as localized, irreversible dilatation of the bronchial tree. 1 On computed tomography (CT) images, near-perpendicular cross-sections of bronchi and the vessels appear as elliptical high-attenuation rings as shown in Figure 2 .
One of the most important direct signs for bronchiectasis is the dilatation of the bronchi. A bronchus is enlarged when its size is significantly larger than the size of its adjacent artery, and together, they constitute a signet ring sign. In normal lungs, the size of the adjacent artery is equal to or slightly larger than that of the accompanying bronchus.
Detection of bronchovascular pairs, abnormal or normal, is a challenging problem for many reasons. The deeper airways that are small and thin inside the lungs can appear broken or discontinuous on high-resolution CT (HRCT) scans. Despite improvements in image quality achieved by thin slices and advances in the reconstruction algorithm, if the long axis of the airway is not perpendicular to the imaging plane, its detection is limited by the partial volume effect. Contrast in a CT image is determined by the differential absorption of X-rays by neighboring structures. The airway wall separates the cavity of the airway from the surrounding lung tissue, and thus, we would expect a high contrast border around the cavity, also called the lumen. If the airway orientation tilts toward the image plane, the density values inside the airway cavity increase due to partial volume averaging of air and the airway wall. The apparent airway lumen density increases substantially with decreasing airway diameter due to partial volume effects as well. In addition, cardiac motion that takes place during scanning (i.e., the movement of the heart that shifts the adjacent lung) causes a distorted appearance of bronchovascular pairs. All of these factors make detection of bronchovascular pairs a challenging task.
Very often, a bronchus is accompanied by more than one vessel, or when the bronchus is not completely branched, more than one bronchus may appear together. A bronchovascular pair is said to be discrete if there exists no ambiguity as to the artery that accompanies a bronchus. The clinical challenge involved in signet ring detection lies in the identification of discrete bronchovascular pairs. The identification of grouped pairs on HRCT scans is very complex (i.e., when they are not branched) due to the ambiguity associated with grouped pairs. Examples of discrete bronchovascular pairs and groups of pairs are presented in Figure 3 . The task of identifying the abnormality becomes easier once the individual pairs are successfully identified. This work takes this approach and does not address grouped pair detection.
It is important to recognize that while most accurate airway measurements may ultimately be based on three-dimensional (3D) data analysis, in many clinical situations, it is impractical to routinely gather and analyze 3D data. The purpose of this paper is to present a fully automated system that is capable providing accurate detection of bronchial dilatation on sparse datasets containing HRCT lung images. From a clinical perspective, the proposed technique is intended to direct the radiologists' attention to significant sets of pairs from which diagnostic information can be obtained.
In this paper, a system capable of identifying abnormal bronchovascular pairs called BV_pairs is presented. BV_pairs identifies potential pairs first and then follows it up by detecting discrete pairs. In the last stage, it compares the size of the bronchus and its adjacent artery to determine whether it is abnormal or not. In the next section, related work in the literature is reported. This is followed by a section on materials and methods. The system works in three stages and each of the stages are described in this section. Finally, discussion and conclusions are presented in "Discussion" and "Conclusion," respectively.
PRIOR WORK
There is very little work reported in the literature on the automated detection of bronchi on CT lung images. Semiautomated techniques require user interaction, based on user dependent grayscale thresholding and manual delineation of bronchial contours on CT images. 3 One of the reasons for the paucity of research in the area is the difficulty of matching the subjective assessments made by experienced radiologists. Recently, Chabat et al. 4 proposed a fully automated technique called EdgeRadius-Symmetry (ERS) based on the analysis of the distribution of gradient maxima and minima in the neighborhood of each pixel to identify the bronchus. A more detailed description of their approach is provided in the following sections. Heuristics-based and machine-learning techniques have been used to compare the performance of the detection of bronchovascular pairs, [5] [6] [7] [8] [9] and results reported indicate that machine learning performed comparatively better than heuristic measures.
Sonka et al. 10 describe a rule-based method for the segmentation of airway trees from 3D sets of CT images. The method is based on a combination of 3D seeded region growing that is used to identify large airways, rule-based two-dimensional (2D) segmentation of individual CT slices to identify probable locations of smaller diameter airways, and finally a merging of airway regions across the 3D set of slices resulting in a tree-like airway structure. Mori et al. 11 used a 3D painting algorithm to extract the bronchus area by gradually increasing a region-growing threshold until the segmented region "leaks" into the lung. Similarly, Wood et al. 12 presented a 3D seeded regiongrowing technique to segment the airway and vascular trees of excised, inflated canine lungs and performed quantitative measurements such as airway tree branch length and cross-sectional area. The area extracted just prior to the leak is identified as the bronchus area. Pisupati 13 developed a technique that utilized grayscale mathematical morphology to detect the 3D airway tree, pulmonary artery, and pulmonary trees of isolated canine lungs. Prêteux et al.
14 used a combination of morphological filtering, connection cost-based marking, and conditional watershed methods to segment the bronchi of sheep lungs. Aykac et al. 15 segmented the airway tree automatically using a stack of 100-120 3-mm section slices to match the candidate airway regions (found on 2D slices) to construct the tree. Their segmentation technique identifies potential airway locations in the 2D cross-sectional images. The identification process involves a preprocessing step to remove noise followed by grayscale reconstruction and thresholding.
The work related to identification of abnormal bronchovascular pairs in the literature does not identify discrete pairs to classify them as being abnormal or normal, considering all bronchovascular pairs would result in ambiguous cases as identification of grouped pairs is very complex on HRCT scans. In addition, the experimentations carried out have been on normal patients or those having only bronchial abnormalities but not other disease findings. Our approach is different as BV_pairs aims to detect abnormal pairs after identifying discrete bronchovascular pairs. BV_pairs is also evaluated on two sets of patients: (1) normal patients or those having only bronchial abnormalities and (2) patients having honeycombing regions. Honeycombing regions were used to evaluate the robustness of the system because the appearance of honeycomb cysts is very similar to bronchi, as honeycombing regions comprise a cluster of circular cysts that appear predominantly along the peripheral regions, where bronchi are not normally expected.
MATERIALS AND METHODS

Overall System
BV_pairs consists of three main modules: potential bronchovascular pair detection, discrete pair detection, and signet ring detection (as shown in Fig. 4 ). The potential bronchovascular pair detection module is aimed at detecting candidate pairs of bronchi and vessels. It comprises three steps to identify the pairs: image preprocessing to eliminate noise, feature extraction, and classification based on multiview learning and active learning. In a traditional pattern recognition scenario, algorithms have access to the entire set of features (also referred to as a single view) in the domain. By contrast, in the multiview setting, one can partition the domain's features into subsets (views) that are sufficient to learn the target concept. Such algorithms employ a large number of unlabeled examples to boost the performance of a learning algorithm using a small set of labeled examples. In the multiview setting, one assumes that each view is sufficient to learn the target concept and sufficiently uncorrelated to the other view. Further, Nigam and Ghani 16 have shown through extensive experiments that multiview-learning algorithms can outperform single-view algorithms even on tasks where there is no natural split of features.
The first formalization of multiview-learning algorithms was provided by Blum and Mitchell 17 when they presented a cotraining algorithm. The cotraining approach builds classifiers incrementally over each view by using a large number of unlabeled examples to boost the performance of a learning algorithm built with an initial small set of labeled examples. Specifically, the presence of two distinct views of each example suggests a strategy in which two learning algorithms are trained separately on one view each, and each algorithm's predictions on new unlabeled examples are used to enlarge the training set of the other.
More recently, extensions to the cotraining algorithm have been provided by many researchers. Co-EM 17 uses expectation-maximization (EM) 18 for multiview learning. EM can be viewed as a single-view semisupervised learning algorithm by treating the unlabeled examples as having a hidden variable (class). Co-EM integrates cotraining and EM by using the hypothesis learned in one view to probabilistically label the examples in the other view. The primary difference between co-EM and cotraining is that like EM, co-EM assigns a temporary label to each unlabeled example from scratch at each iteration, whereas cotraining selects a subset of the unlabeled examples to permanently label. Additionally, corrected cotraining 19 is a similar algorithm in which the informative exam-
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Image Pre-processing ples are manually checked and corrected before being added to the training data. The technique is a combination of selective sampling and cotraining motivated by the fact that the quality of the bootstrapped data is the key factor in convergence. Coboost 20 is another algorithm for learning in the cotraining setting; it tries to minimize the disagreement on the unlabeled data between classifiers that use different views of the data.
Co-EMT 21 uses active learning (i.e., user intervention) when there is a disagreement on the unlabeled data between classifiers that use different views of the data. Krogel and Scheffer 22 have explored the effectiveness of using cotraining in functional genomic data that includes relational information. The authors perform an experimental analysis where they show that cotraining fails to improve classification results. A deeper analysis showed that the conditions for performing multiview learning were not met. Research on multiview learning has been largely applied on text analysis. To our knowledge, this work is the first that applies multiview learning to detect local, structural patterns such as bronchovascular pairs on HRCT images.
At the first stage of BV_pairs, the aim is to detect all the visible bronchi on a given slice; it is easier to eliminate some of them with high-level processing in the next stage. In the second stage, discrete pairs of bronchi and vessels are identified through the use of high-level features obtained from the output of stage 1. This is followed by signet ring detection in the third stage where the size of the bronchus and its associated vessel are compared.
Detection of Potential Bronchovascular Pairs
Robust Cotraining with Active Learning
The well-known multiview-learning algorithm, cotraining together with active learning, is used to incrementally perform classification. The goal of active learners is to detect the most informative examples in the instance space and then to ask the user to label them, thus reducing the amount of labeling in the instance space. Active learning is incorporated into the multiview framework as shown in Figure 5 . One of the views in the framework is based on relational features. Learning with attribute values has limitations in capturing concise and expressive knowledge structures.
To recognize an object in an image, a vision system needs to have knowledge of the object appearance. This knowledge could be about the shape, location, or context in which the object may be found that may be captured by relations. First Order Inductive Learner (FOIL), 23 a relational learning program, is used to learn object models after the features are extracted. An attractive feature of FOIL is that it is powerful enough to handle noisy data. FOIL produces output in Horn clauses (a subset of first-order logic) that are concise and comprehensive to the user. For example, the fact that a bronchovascular pair consists of a bronchus, a vessel, and a wall surrounding the bronchus could be expressed by:
The other view is based on the ERS transform and the learner used is Naive Bayes. 24 ERS is a technique used to segment the bronchus and its adjacent vessel on HRCT images. More detailed description of this technique is provided in the following sections. It is based on the analysis of the distribution of gradient maxima and minima in the neighborhood of each pixel. Naive Bayes is a simple probabilistic learner based on Bayes' theorem 24 and has been shown to be very effective at general probabilistic learning using CT images. [25] [26] [27] To use the Naive Bayes learner, we estimate the prior distribution based on the distribution of the classes (i.e., a "correct" pair or an "incorrect" pair) in the training data. The posterior probability conditioned on the class is calculated using the Bayes theorem. Although the two views appear to be "naturally" partitioned, it has been empirically shown by Muslea et al. 21 that active learning in the multiview framework can compensate for view correlation if present. In other words, active learning makes the system robust to the violation of the view correlation assumption.
By using active learning in the multiview learning framework, the user's burden of labeling data is reduced since only the most informative examples are chosen. After training the two classifiers in each view with an initial training set and applying them to the unlabeled set, the informative examples can be selected by choosing the examples on which the classifiers disagree. Because the target concepts in each view must agree, the use of active learning in the multiview framework can reduce the hypothesis space much more than would otherwise be possible. There are two main advantages of using active learning in the multiview framework: (1) Through the use of two different feature spaces, the most informative examples can be sought; (2) by querying only contention points, the system is tailored to learn from mistakes (i.e., mistakes are more informative than correctly labeled examples).
Image Preprocessing
To extract appropriate features from lung regions, the images must be processed. There are essentially two main steps before features can be extracted: automatic segmentation of the lungs and preprocessing before extracting features. After the lungs are segmented and located, the image is first converted into a binary image by choosing an optimal threshold value as shown in Figure 6 . The binary image is then despeckled to remove noise (i.e., regions that have area less than 5 pixels are eliminated). A regiongrowing algorithm is then applied to connected segments in the binary image. A stopping criterion is set for the region-growing algorithm for nearly closed objects as the deeper airways tend to appear broken or discontinuous on HRCT scans. The resulting image contains potential bronchi regions.
Parameter tuning is used to automatically learn the optimum threshold and region-growing stopping criterion through the use of labeled examples. The search space for these parameters was empirically chosen and was between −900 to −520 HU and 1 to 20 pixels, respectively. The parametertuning algorithm for finding the optimum parameters is as follows. A model L built by the relational learner using an initial training set is used in the parametertuning algorithm. The examples corresponding to the highest f1 measure 22 of completeness and correctness are used as positive examples. Completeness is also known as recall and sensitivity, while correctness is also known as precision in the pattern recognition literature. They are given by:
The f1 measure uses the harmonic mean between completeness and correctness and is given by Eq. 3. The mean value of these positive examples will provide the optimum threshold and region-growing stopping criterion.
Feature Extraction
Feature extraction is the primary step in creating and recognizing object models in images. In detecting structures such as the bronchi, the features should not be sensitive to translation, rotation, and scale to cover the variability in HRCT images. The two sets of features needed to perform multiview learning are based on relational features and the ERS transform, respectively.
Relational Features. A relational learning system takes a series of relations among local features as input. The relations used are both unary and binary. Unary relations express properties of an object segment, and binary relations describe properties between two segments. The relations that the system can detect are the following: The symbolic relations extracted are input to a relational learner, FOIL in the format shown in Figure 7 , and the concept to be learned is Bronchovascular_pair. Partof expresses the ownership of a segment by an object. In the case of bronchovascular pairs, partof is used to express that the object owns a bronchus, wall, and a vessel. Thickness corresponds to the wall thickness of the bronchus, which is averaged over eight directions from the center of the bronchus. A bronchus and a vessel are both near-circular structures. Circularity is calculated using the formula:
Circularity returns a number between 0 and 1 where 1 indicates a perfect circle. The location of the object in the lung of a pathology-bearing region has significance both clinically and for classification purposes. For instance, according to the medical experts in our team, large bronchovascular bundles predominantly occur near the pulmonary hilum, whereas honeycombing cysts, which look very similar to bronchus, occur predominantly along the periphery of the lung. A bronchovascular pair is said to be near_hilum if it is less than 30 pixels from the hilum. This relation is applied to the bronchovascular object (i.e., the distance to the hilum from the center of the bronchovcasular pair). The user enters a midpoint that separates the two lungs, which is used to construct the region of hilum if trachea bifurcation is present. The region along the lung boundary 100 pixels above and below the midpoint corresponds to the area around the hilum as shown in Figure 8 . This is done because the lung segmentation algorithm tends to merge the two lungs or the lungs and the trachea together if they are very close to each other. Area_ratio is used to obtain the ratio between the area of the bronchus and that of the vessel. For a bronchovascular pair to exist, the area of both the bronchus and the vessel must be of a certain value. Adjacent_to is used to denote if two segments are connected. For instance, the bronchus wall and the accompanying vessel are adjacent to each other, and the bronchus and its wall are adjacent to each other. These are binary relations.
Edge-Radius-Symmetry. The second set of features is based on the ERS transform, introduced by Chabat et al., 4 which together with template matching was designed to segment the bronchus and its adjacent vessel on HRCT images. It is based on the analysis of the distribution of gradient maxima and minima in the neighborhood of each pixel. Bronchi that are elliptical or near-circular are symmetrical patterns relative to their centroids, and this property is characterized by the spatial distribution of the edges. Given the densities of air, bronchial wall, and lung tissue, the intensity gradient displays local maxima and minima at the points on the inner border (at the interface between airway and bronchial wall) and outer border (at the interface between bronchial wall and lung regions) of a bronchus, respectively. E, R and S measure edge strength, radial uniformity, and local symmetry, respectively. Features based on ERS constitute the second view.
ERS is computed along eight directions (with increments of 45°starting from the horizontal) from the center of a potential bronchus object. Since the typical size of the elliptical patterns to be identified in CT images is less than 12 pixels, it is possible to derive a precise approximation of them by considering only eight points, rather than considering all points on the ellipse. In addition to the E, R, and S features, the ratio of the maximum radius distance (corresponding to the difference between gradient maxima and minima) to the average radius distance is used as a feature to provide information about the adjacent vessel. The features are input to Naive Bayes to perform classification in the second view.
Classification using FOIL and Naive Bayes. FOIL is capable of producing Horn clause definitions of target concepts. A series of positive and negative examples are presented to FOIL for the target concept to be learned. FOIL is a general to specific learning system that searches the hypothesis space from the most general description of a concept to a specific one. The Naive Bayes classifier uses the Bayes theorem where the posterior probability of each class is computed using the feature values present in the instance. The Bayes theorem is expressed by:
The instance is assigned to the class with the highest probability. Naive Bayes classifiers assume that the effect of a variable value on a given class is independent of the values of other variables. This assumption is called class conditional independence and is made to simplify the computation, hence the term "Naïve."
Detection of Discrete Pairs
The second stage of BV_pairs is aimed at detecting discrete bronchovascular pairs. Highlevel features are extracted from the detected bronchovascular pairs in the first stage and are further processed. These were designed in consultation with medical experts based on clues that are normally used in a clinical setting. The features include proximity between the centers of nearest bronchi, nearest/common vessels, area, and circularity of the bronchus/vessel (see Fig. 9 ).
The measurements are all performed at pixel level. The proximity between objects along with their area in the lung of a pathology-bearing region has significance both clinically and for classification purposes. For example, according to the medical experts, large bronchovascular pairs are predominantly grouped, whereas discrete pairs tend to be comparatively smaller in size. Classification was performed using the well-known decision tree algorithm, C4.5.
24 Decision tree algorithms have several advantages over other classification algorithms. They are computationally not intensive, relevant attributes are selected automatically, and the classifier output is easy to interpret. The size of the bronchi included for evaluation ranged from 2.3 (3 pixels) to approximately 12 mm (18 pixels) on average.
Signet Ring Detection
The third stage of BV_pairs is aimed at identifying signet ring patterns. Because bronchiectasis is defined by the presence and/or absence of bronchial dilatation, recognition of increased bronchial size relative to that of the artery is the key to the CT diagnosis of this abnormality. The ratio of the diameters of the bronchus and its associated vessel along the minor axis and the ratio of the area of the bronchus and its associated vessel are used as features. The diameter is computed along the minor axis of the crosssections of the bronchus and its accompanying vessel because these best represent the true size of the pairs in oblique situations. It has been observed in many cases that when measurement is performed at the pixel level, the bronchus and the accompanying vessels do not appear as near circles due to the plane of scanning. In addition, rounding effects from averaging the diameter across different directions can make the task of detecting bronchial dilatation a challenging task. The ratio of the area of the bronchus and its accompanying vessel was also used besides the diameter ratio as features to detect bronchial dilatation. Classification was performed using the decision tree algorithm, C4.5, to detect the presence and severity of the abnormality. Severity of bronchial dilatation is defined on a four-point scale (normal, mild, moderate, and severe) adapted from Webb et al. 1 and illustrated in Table 1 . These scales can be simplified to two-point scales scoring for the presence and or absence of bronchial dilatation.
Experimental Test
Image Acquisition
Experiments were performed using 75 subjects randomly chosen from a research database. 28 Studies were approved by the Human Research Ethics Committee at the University of New South Wales and Ethics Committee at Medical Imaging Australasia. The subjects were scanned at a thickness of 1 mm, and the images were spaced at 10 mm apart each. The images were obtained on a SIEMENS (Volume Zoom) scanner at 140 kVP, 280 mAs, with a standard filter reconstruction algorithm. Manual labeling of bronchovascular pairs was performed by a radiologist specialized in diagnostic radiology with more than 30 years of experience. When labeling the bronchovascular pairs, the radiologist was shielded from viewing the results to avoid bias. Once the bronchovascular pairs were labeled, the dataset was split randomly into the different categories for experimental analysis as shown in Table 2 . BV_pairs was cotrained on 32 unlabeled HRCT images selected from 23 patients. It was observed that some images consisted of up to 12 bronchovascular pairs, depending on the position of the scan. Some images that do not contain any bronchovascular pairs were included in the experimental analysis to ensure minimum false positives. Our approach was to add to the initial training set, the most informative pairs, labeled actively, from a group of five HRCT images at each iteration. This was done to ensure variability in the cotraining process. The initial classifier was built using 24 labeled images from 15 patients. Nine labeled images from five different patients were used for the parameter-tuning algorithm. The output of the system was evaluated on a labeled test set (separate from the training and parameter tuning set) comprising 42 HRCT images selected from 32 patients. Out of these, seven patients consisted of honeycombing findings.
Analysis
The evaluation of BV_pairs was also performed on subjects having honeycombing disease findings to test the robustness of the algorithms. Complete- Note that the sets of images are nonoverlapping. ness and correctness (described in "Image Preprocessing") were the standard measures used for performance evaluation of BV_pairs in each stage. In short, completeness is the ratio of true positives to the combined value of true positives and false negatives. Correctness is the proportion of positives correctly identified.
Agreement between the radiologist and BV_pairs for scoring the abnormal pairs was measured with the kappa statistic. 29 This measure uses a nominal scale where zero denotes random agreement and one denotes perfect agreement. The kappa statistic is an appropriate statistical analysis technique to measure agreement between the radiologist and the automated system as it compares the agreement against that which might be expected by chance. The kappa statistic is standardized to lie on a −1 to 1 scale, where 1 is perfect agreement, 0 is what is expected by chance, and negative values indicate agreement less than chance. However, a commonly cited range within the scale is given by Landis and Koch 30 where 0.41-0.6 and 0.61-0.8 are considered to indicate moderate and substantial agreement, respectively. When scoring the severity of bronchial dilatation, weighted kappa was used due to the categorical nature of the data. Weighted kappa is a generalization of the kappa statistic to situations in which the categories are not equal.
30
Kappa was computed on the two datasets (i.e., one that included honeycombing and one without the honeycombing findings) for scoring the presence of abnormal bronchial dilatation.
RESULTS
Through the use of clinical and high-level knowledge obtained from the potential bronchovascular pairs (identified in stage 1), the system was able to eliminate the cysts successfully in the second stage of BV_pairs. Some visual results of the algorithm are displayed in Figure 10 .
The graphs in Figure 11 show the average improvement in completeness and correctness over the iterations, measured as the difference between the performance measures relative to iteration 0. The graphs show that the average improvement in completeness increases iteratively, while that in correctness is marginal. The improvement in completeness reaches approximately 29% at iteration 7, compared to iteration 0. This shows that completeness is improved, whereas correctness does not improve a lot.
Results from the last iteration showed that the completeness value was slightly higher when honeycombing images were not included as opposed to including them. The correctness value of the last iteration for the dataset that did not include honeycombing images was higher by approximately 10% compared to the dataset that included them as shown in Table 3 . This is because some of the honeycombing cysts were incorrectly identified as bronchi as shown in Figure 12 .
Results indicated that BV_pairs can detect discrete pairs containing larger bronchus with higher completeness and correctness as compared to those containing smaller bronchi as shown in Figure 13 . When the bronchi sizes vary between 15 and 18 pixels, the completeness and correctness values were close to 90%.
When images containing honeycombing regions were included, the completeness and correctness values were lower than those when the honeycombing regions were not included by an average of approximately 6%. The training examples that were used to perform the classification of signet rings belonged to one of the four severities (where classes correspond to severity). The decision tree constructed by C4.5 contained both diameter and area as attributes. The visual results of different severities of bronchial dilatation are shown in Figure 14 .
Results indicate that the kappa values are higher for images without honeycoming regions as opposed to including them as shown in Table 4 . Agreement for the automated scoring of the presence and severity of the signet ring was demonstrated to be comparable to that of an experienced radiologist (i.e., κ90.5) as shown in Table 4 .
DISCUSSION
Some cases of disagreement between the automated system and the radiologist were traced to cardiac motion effects during scanning. It was also visually observed ( Fig. 15a and b) that the pairs that were often missed by the system were very small and faint in appearance. It is also worth noting that the majority of incorrectly identified bronchovascular pairs from the first stage (Fig. 15c) are filtered out by the automated discrete pair detection technique. This is because honeycombing cysts that are incorrectly identified as bronchi appear too close to one another and are removed by BV_pairs through the use of high-level features, as shown by an example in Figure 15d . The slightly low completeness and correctness values for very small sized bronchi (ranging between 3 and 6 pixels) can be attributed to the challenges associated in identifying them. These small-sized bronchi appear faint and discontinuous, making the task of segmentation difficult. For the third stage of BV_pairs, it is important to note that when a radiologist selects the pairs, it is based on high-level clinical knowledge, and in many cases, the radiologist may have discarded visible bronchi that may be regarded as diagnostically irrelevant. This results in some cases of disagreement between the radiologist and the automated technique. However, even with the limitations and 
CONCLUSION
This work presents a novel approach for the detection of bronchial dilatation on HRCT lung images. The system introduced, called BV_pairs, works in three stages: (1) detection of potential bronchovascular pairs, (2) detection of discrete pairs, and (3) detection of signet ring. In the implementation of the system, multiview learning in combination with active learning is used to identify potential bronchovascular pairs. The two views are based on relational features and the ERS transform. In the second stage, discrete bronchovascular pairs are identified. Features built on top of the output of potential bronchovascular pairs detected in the first stage are used to perform classification using a simple decision tree algorithm. In the final stage, the presence and severity of bronchial dilatation are detected using the area ratio and diameters of the discrete pairs. The novelty of the work lies in the overall approach taken in designing the different stages of BV_pairs. In particular, the application of multiview learning in identifying local structural patterns is new. The evaluation of the BV_pairs on patients having honeycombing findings ensures robustness of the system. It has been confirmed by medical experts in our team that the significant pairs identified by BV_pairs are useful in diagnosing bronchiectasis. An agreement with an experienced radiologist when automatically scoring for the presence and severity of bronchial abnormalities was demonstrated to be acceptable. Although the work presented in the paper was limited by sparse datasets, the major lesson learned is that detection of bronchial dilatation can be achieved with acceptable accuracy even in two dimensions. With the rapid improvements in scanner technology and data acquisition techniques, a natural improvement to this work would be to extend this work by incorporating information from adjacent slices.
