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Distributed k-means algorithm
Gabriele Oliva, Roberto Setola, and Christoforos N. Hadjicostis
Abstract—In this paper we provide a fully distributed implementation of the k-means clustering algorithm, intended for wireless sensor
networks where each agent is endowed with a possibly high-dimensional observation (e.g., position, humidity, temperature, etc.). The
proposed algorithm, by means of one-hop communication, partitions the agents into measure-dependent groups that have small in-
group and large out-group “distances". Since the partitions may not have a relation with the topology of the network–members of the
same clusters may not be spatially close–the algorithm is provided with a mechanism to compute the clusters’centroids even when the
clusters are disconnected in several sub-clusters.The results of the proposed distributed algorithm coincide, in terms of minimization
of the objective function, with the centralized k-means algorithm. Some numerical examples illustrate the capabilities of the proposed
solution.
Index Terms—k-means, clustering, distributed algorithms, consensus
F
1 INTRODUCTION
Wireless sensor networks are increasingly asserting their
presence in everyday life, as a powerful tool to measure
and manage spatially dispersed information in several
applications, such as monitoring, robot coordination,
indoor localization, rescue, etc. Dealing with huge sets
of multidimensional data is, in many cases, a non-trivial
issue, and there is the need to provide agile and efficient
methodologies to grasp the fundamental aspects of the
ongoing situation.
In the literature, several distributed techniques have
been provided in order to let a network of agents reach
distributed agreement (or consensus) based on iterative
strategies that rely at each iteration on local observations
(for instance, [1], [2], [3]).
The resulting agreement, however, is on a single value
for all the agents in the network, while in many cir-
cumstances it might be of interest to obtain multiple
values, as well as to identify sets of observations that
are homogeneous according to some criteria. In the
literature, a powerful, yet centralized, solution to the
latter problem is provided by means of the so called
clustering algorithms. One of the most widely adopted
clustering algorithms is the k-means algorithm, as well
as its extensions such as fuzzy c-means [4] or Mixture
of Gaussians [5] algorithms. The above approaches are
examples of unsupervised learning algorithms, where
a set of observations has to be partitioned in a finite
number of groups (eventually considering soft partitions
• G. Oliva and R. Setola are with the Complex Systems & Security
Laboratory, University Campus Bio-Medico, via A. del Portillo 21, 00128,
Rome, Italy.
E-mail: g.oliva@unicampus.it, r.setola@unicampus.it
• Christoforos N. Hadjicostis is with the Department of Electrical and
Computer Engineering, University of Cyprus, 75 Kallipoleos Avenue, P.O.
Box 20537, 1678 Nicosia Cyprus.
E-mail: chadjic@ucy.ac.cy
in the case of fuzzy c-means) with small in-group and
large out-group distances, or has to be explained by
a combination of probability distributions (Mixture of
Gaussians).
The k-means algorithm in particular, is an iterative
procedure where a set of k centroids are obtained by
alternating assignment phases (i.e., each observation is
assigned to the nearest current centroid) and refinement
phases where the average of the observations in the same
partition becomes the new centroid.
In this paper, we provide a fully distributed imple-
mentation of the k-means algorithm for a network of
agents, each holding a possibly high-dimensional obser-
vation or piece of information.
1.1 Paper Outline
The outline of the paper is as follows: after two sub-
sections on notation and definitions that conclude this
introduction, Section 2 reviews the k-means clustering
algorithm, while Section 3 provides a discussion on
related work and on the contribution of the paper; Sec-
tion 4 outlines distributed consensus algorithms; Section
5 introduces the distributed k-means algorithm, while
section 6 provides a discussion on the correctness and
complexity of the proposed algorithm; simulation results
and conclusions are provided in Sections 7 and 8, respec-
tively.
1.2 Notation
A′ transpose of a matrix/vector A;
#(A) cardinality of a set A;
A⊗B Kronecker product of matrix/vector A and B;
Ia a× a identity matrix;
1a a × 1 vector whose elements are all equal to
1;
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0a a × 1 vector whose elements are all equal to
0;
ei i-th vector of the canonical basis;
G graph;
V set of vertices of the graph G;
E set of edges of the graph G;
vi i-th vertex of the graph G;
(vi, vj) directed edge connecting two vertices vi
(source) and vj (destination) of graph G;
Ni neighborhood of agent i;
T identifier of a step in the (distributed) k-
means algorithm;
t identifier of an iteration in a distributed con-
sensus algorithm;
n number of agents/observations;
d size of the observations;
xi d× 1 vector of the i-th observation;
k number of clusters for k-means algorithm;
Si(T ) i-th cluster at step T ;
rij(T ) boolean decision variable representing the
assignment of observation xi to cluster Sj(T )
at step T ;
cj(T ) d × 1 vector of the centroid of cluster Sj(T )
at step T ;
D(T ) objective functional of the k-means algorithm
at step T ;
M maximum number of iterations of the k-
means algorithm;
∆max positive parameter used to terminate the k-
means algorithm;
zi(t) generic, possibly vectorial, state assumed by
the i-th agent of a consensus algorithm at
iteration t;
zi0 generic, possibly vectorial, initial condition
assumed by the i-th agent of a consensus
algorithm at iteration t;
ui(t) input for the i-th agent in consensus algo-
rithms at iteration t;
χ(·) function to be computed by χ-consensus;
tmax maximum number of iterations for consensus
algorithms;
zi final value of the state of the i-th agent in
finite-time consensus algorithms;
wij coefficients that compose the input ui(Ni ∪
{i}, t) of average-consensus algorithm;
W n× n matrix containing all the terms wij ;
z(t) stack vector containing the state zi(t) of each
agent at iteration t of a consensus algorithm;
δi number of steps necessary to calculate the
average-consensus value in finite time for the
i-th agent;
γij j-th coefficient used by the i-th agent to cal-
culate the average-consensus value in finite
time;
Γi δi × 1 vector containing the terms γij ;
qi(g) minimal polynomial of agent i;
βij coefficients used to calculate γij ;
αij coefficients used to calculate the minimal
polynomial qi(g);
αi (δi + 1)× 1 vector containing the terms αij ;
Θi Observability matrix used to calculate the
minimal polynomial qi(g);
z∗,j(t) n×1 vector containing the state of the agents
when the j-th preparatory average-consensus
is executed in the finite-time consensus;
Zi,δi n × (δi + 2) matrix containing up to a step
δi the state of the agent i in all the prepara-
tory average-consensus runs executed in the
finite-time consensus;
n˜ upper bound of the number of agents n;
i∗ index of the leader in the distributed k-means
algorithm;
cij(T ) d × 1 vector containing the value of the j-th
centroid as computed by the i-th agent at step
T of the distributed k-means algorithm;
ci(T ) kd×1 stack vector containing the terms cij(T )
for all j = 1, . . . , k;
ji index of the centroid selected by agent i at
step T of the distributed k-means algorithm;
ciji(T ) d × 1 vector containing the value of the cen-
troid chosen by agent i at step T of the
distributed k-means algorithm;
µi(T ) k × 1 vector used to represent the choice
of a centroid for agent i at step T of the
distributed k-means algorithm;
µˆi(T ) k × 1 vector used to represent the choice
of a centroid for agent i at step T of the
distributed k-means algorithm;
c0i (T ) kd × 1 vector used as initial condition of
a max-consensus algorithm in order to let
each agent calculate the value of the current
centroids at step T of the distributed k-means
algorithm;
N ci (T ) subset of Ni containing agents with the same
choice of the nearest center at step T of the
distributed k-means algorithm;
Gc(T ) subgraph of G induced by N ci (T ) for all i =
1, . . . , n;
SCCjh(T ) d × 1 vector representing the centroid of the
h-th sub-cluster of the j-th cluster at step T
of the distributed k-means algorithm;
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i∗jh(T ) leader of the h-th sub-cluster of the j-th
cluster at step T of the distributed k-means
algorithm;
SCSjh(T ) size (number of agents) of the h-th sub-cluster
of the j-th cluster at step T of the distributed
k-means algorithm;
σi(T ) d × 1 vector selected by agent i in order
to calculate the centroids at step T of the
distributed k-means algorithm;
i(T ) scalar selected by agent i in order to calculate
the centroids at step T of the distributed k-
means algorithm;
η0i (T ) k(d+1)×1 vector used to calculate the cluster
centroid at step T of the distributed k-means
algorithm;
ηj(T ) (d+ 1)×1 vector used to calculate the cluster
centroid at step T of the distributed k-means
algorithm;
η(T ) k(d+1)×1 vector obtained by using the max-
consensus algorithm in order to calculate the
cluster centroid at step T of the distributed
k-means algorithm;
σj(T ) d × 1 vector used to calculate the j-th cen-
troid at step T of the distributed k-means
algorithm;
j(T ) scalar used to calculate the j-th centroid at
step T of the distributed k-means algorithm;
hjmax(T ) number of subclusters composing cluster j at
step T of the distributed k-means algorithm;
ν0i (T ) scalar initial condition used to verify the exit
condition by means of consensus algorithms
at step T of the distributed k-means algo-
rithm;
νi(T ) scalar variable used to verify the exit con-
dition at step T of the distributed k-means
algorithm;
1.3 Definitions
Let G = {V, E} be a graph, where V is a set of n vertices
v1, . . . vn and E is the set of edges (vi, vj) that allow a
communication from vertex vi to vertex vj . A graph is
said to be undirected if (vi, vj) ∈ E whenever (vj , vi) ∈ E
(i.e., the communication is always bidirectional), and is
said to be directed otherwise. A graph G is connected if
for any vi, vj ∈ V there is a path whose endpoints are in
vi and vj , without necessarily respecting the orientation
of edges. A graph G is strongly connected if for any
vi, vj ∈ V there is a path whose endpoints are in vi and
vj , respecting the orientation of edges.
A graph G can be represented by a n × n adjacency
matrix A, whose elements aij = 1 if (vi, vj) ∈ E and are
zero otherwise. Let the in-neighborhood N ini of a vertex vi
be the set of vertices {vj : (vj , vi) ∈ E}, while N outi is the
out-neighborhood of vertex vi, i.e.,the set of vertices {vj :
(vi, vj) ∈ E}; for undirected graphs the in-neighborhood
and the out-neighborhood coincide and are referred to
as the neighborhood Ni. In the remainder of this paper,
where not explicitly stated, we will assume the graphs
to be connected and undirected.
In the following we denote by T the index of a step
in the (distributed) k-means algorithm, while we denote
by t the index of an iteration of average-consensus or
max-consensus algorithms executed within each step of
the distributed k-means algorithm.
2 K-MEANS ALGORITHM
Consider a set of n observations x1, . . . , xn, where each
observation xi is a vector in Rd. Suppose we want to
partition the n observations into k (k ≤ n) sets or clusters
S1, . . . , Sk. Specifically, we want to find a set of centroids
c1, . . . , ck, each associated to a cluster, and we want to
solve the following optimization problem:
minD =
∑n
i=1
∑k
j=1 rij ||xi − cj ||2
Subject to{∑k
j=1 rij = 1 ∀i = 1, . . . , n
rij ∈ {0, 1} ∀i = 1, . . . , n;∀j = 1, . . . , k
(1)
where rij = 1 if observation xi is assigned to the set Sj
and rij = 0 otherwise, and cj ∈ Rd is the centroid of the
observations within the set Sj .
Problem (1) is hard to solve exactly when n and k are
large (it is NP-hard in general Euclidean space Rd, even
for 2 clusters [6] and for a general number of clusters
k, even in the plane [7]), and in the literature several
heuristic algorithms have been proposed. Among others,
the k-means algorithm [8] proved its effectiveness.
The k-means algorithm starts with a random set of
k centroids c1(0), . . . , ck(0), and alternates at each step
between an assignment and a refinement phase.
During the assignment phase, each observation xi is
assigned to the set characterized by the nearest centroid,
i.e.:
rih(T ) =
{
1 if h = argminj ||xi − cj(T )||2
0 else
(2)
During the refinement phase each centroid cj is up-
dated as the centroid of the observations associated to
Sj(T ), i.e.:
cj(T + 1) =
∑n
i=1 rij(T )xi∑n
i=1 rij(T )
(3)
The two steps are iterated until convergence or up to a
maximum of M iterations.
Figure 1 is an example of execution of the algorithm
for a set of n = 12 observations in R2 and for k = 3.
Specifically, Figure 1.(a) shows with circles the initial cen-
troids, Figure 1.(b) and Figure 1.(c) report the assignment
and refinement phases for the first step, while Figure
1.(d) depicts the assignment phase for the second step.
The k-means algorithm is known to converge to a local
optimum value, while there is no guarantee to converge
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(a) (b) (c) (d)
Fig. 1. Example of execution of k-means algorithm
(source; Wikimedia Commons available under GNU Free
Documentation License v. 1.2).
to the global optimum [8], [9]. However, given the com-
plexity of the problem at hand, k-means algorithm is de
facto the most diffused heuristic algorithm: indeed “ease
of implementation, simplicity, efficiency, and empirical
success are the main reasons for its popularity" [10].
Since there is a strong dependency on the initial choice
of the centroids, a common practice is to execute the
algorithm several times, each time with different initial
conditions, and select the best solution.
Note that for each step, each of the n observations, and
each of the d components of the observations, the algo-
rithm calculates the difference with each of the k centers;
hence the computational complexity is O(d k nM) [9].
Remark 1: A center that is not chosen in the first step
by any agent has a chance to be never chosen, e.g., when
a random center is chosen far from the other centers
and observations. In this case a possible solution is to
replace the center with a new random center. A more
sophisticated approach, namely k-means++ algorithm
[11], selects one initial centroid at random among the
observations, and the remaining ones are chosen in order
to try to maximize the inter-centroid distance. As the
density of observations grows, however, the risk of this
singular case becomes less and less likely.
Remark 2: The observations can be scaled in order to
weigh the different components and obtain a clustering
where some components have more importance than
others. This can be done by using the following norm:
||x||A =< Ax, Ax > (4)
where A is a d × d diagonal matrix whose entries aii
represent the weights of the different components. As a
result the following function is minimized instead of the
one in Eq. (1):
D(T ) =
n∑
i=1
k∑
j=1
rij(T )||xi − cj(T )||2A. (5)
For what concerns the termination of the algorithm,
to the best of our knowledge there is no available result
about a bound for the number of iterations M . Notice
that the k-means algorithm can show slow convergence
on particular instances [12]. Such particular cases do not
seem to arise in practice, as witnessed by the fact that the
k-means algorithm has smoothed polynomial complexity
[13].
A possible practical solution to terminate the algo-
rithm before the maximum number of iterations M
(which can be quite high) is reached, is when one of
the following conditions is verified:
1) M iterations are completed
2) there is no change in the assignment variables rij(T )
with respect to variables rij(T − 1);
3) D(T )−D(T − 1) < ∆max, for some ∆max > 0.
3 RELATED WORK AND CONTRIBUTION
3.1 Related Work
In the literature, parallel and distributed k-means im-
plementations have been motivated by the need to cate-
gorize huge data sets of high-dimensional observations.
In [14], [15], [16] the focus is mainly on multiprocessor
architectures; in [17] a parallel implementation of fuzzy
clustering techniques is provided; in [18] a parallel ver-
sion of k-means is provided with a specific focus on
privacy preserving aspects.
Another typical distributed application involving clus-
tering is the so called consensus clustering, where a set of
agents each execute a clustering algorithm over the same
data set. The agents then must reach a consensus on the
optimal partition [19], [20], [21], [22].
In the context of wireless sensor networks there are
several attempts to implement distributed clustering
schemes, especially with respect to probabilistic ap-
proaches: in [23] an incremental scheme is given; in [24]
the distributed approach is based on a gossip algorithm;
in [25] distributed consensus algorithms are used to
reach consensus on a Mixture of Gaussian distribution;
a methodology that requires the graph to be a tree is
provided in [26], and a scheme based on the method
of multipliers is given in [27]; in [28] a decentralized
clustering algorithm is provided for a hierarchical sensor
network, composed of a static backbone of cluster heads
and a set of low-end sensors; in [29] a distributed clus-
tering algorithm for a sensor network is given assuming
agents with different power levels. In [22] distributed
clustering schemes are provided for a sensor network
considering a consensus clustering approach.
The above works, unfortunately, are limited to a pa-
rameter estimation or to specific network topologies
and configurations, or require each agent to handle
an amount of information which is comparable to the
centralized approach.
3.2 Contribution
In this paper, we assume that each agent has access to
some (possibly high-dimensional) measurements (e.g.,
position, temperature, humidity, etc.).
We provide a distributed algorithm to cluster such
an information when the agents exchange information
exclusively with their one-hop neighbors. Moreover, in
spite of previous works, here we assume that each agent
has very limited information about of the structure and
the topology of the network.
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Specifically, each agent
1) has a unique identifier;
2) can exchange directly information only with his one-
hop neighbors;
3) can act synchronously.
4) knows an upper bound n˜ for the number n of agents
in the network.
Moreover, the network is described by a graph G. Con-
sequently, any two agents can use a multi-hop strategy
to exchange information, as will be discussed later in the
paper.
According to the circumstances, there may be the
need to group the agents into clusters that are homo-
geneous according to the agents’ positions or to the
sensor measurements. If this task has to be performed by
agents without any centralized supervision, we need to
implement a distributed k-means clustering algorithm.
Each agent, therefore, has to solve an assignment
problem with respect to a set of centroids (i.e., finding
the nearest one) as well as to contribute to the refinement
of the centroids, interacting with the other agents.
The procedure is executed by means of one-hop com-
munication and the result is proven to be the same as the
centralized k-means algorithm in terms of minimization
of the objective function. This is done by resorting to a
combination of distributed consensus algorithms such as
average-consensus [1], [2] and max-consensus [3].
Fig. 2. Conceptual flow-chart of one step of the proposed
distributed k-means algorithm.
Figure 2 shows a conceptual scheme of one step of
the proposed algorithm. Specifically, the proposed algo-
rithm takes advantage of a max-consensus algorithm for
spreading the information on current centroids across
the network (phase 1 in Figure 2). Such an information
is then used locally by each agent to select the nearest
centroid, thus segmenting the network into communi-
ties (i.e., clusters) (phase 2). Notice that there is, in
general, no guarantee that the communities obtained
during phase 2 will be connected, and therefore, in order
to update the centroids, there is the need to gather
meta-information on the sub-clusters that compose each
cluster, i.e., their size and their centroid (phase 3); this
is done by means of a combination of max-consensus
and average-consensus algorithms. Once such an infor-
mation has been gathered, the agents are able to update
the centroids in a local manner (phase 4).
A typical application scenario of the proposed
methodology is a wireless setting where each agent is
equipped with a low range communication device, and
is able to share information only with those agents that
fall in its communication range; however the proposed
approach is more general and applies to any connected
undirected graph; moreover, it applies also to strongly
connected and balanced graphs, and is easily extended
to those directed graphs which can be balanced using
weight balancing techniques like those presented in [30],
[31], [32]. For the sake of simplicity, however, we limit
the scope of the paper to undirected graphs.
4 DISTRIBUTED CONSENSUS ALGORITHMS
In order to provide a distributed implementation of the
k-means algorithm, we need a mechanism to diffuse
information among the agents and to refine the centroid
of a subset of agents in the network.
The max-consensus [3] and average-consensus [1], [2]
algorithms proved their effectiveness in composing local
observations by means of one-hop communication. Let a
set of n agents, each associated to a vertex in the graph
G and a discrete-time dynamic equation in the form:
zi(t+ 1) = ui(Ni ∪ {i}, t) (6)
where ui(Ni ∪ {i}, t) is a function of the state of agent i
and of the agents j that belong to the neighborhood of
agent i and zi(t) ∈ Rd for all i.
Let χ(z10, . . . , zn0) ∈ Rd be any function of the initial
conditions of all the agents; the χ-consensus problem
consists in finding an input ui(Ni ∪ {i}, t) such that
limt→∞ zi(t) = χ(z10, . . . , zn0) for all i = 1, . . . n.
Among several different problems that can be solved
via consensus algorithms, we next review the max-
consensus and average-consensus problems.
4.1 Max-consensus
In the max-consensus problem, the agents have to con-
verge to the maximum of the initial conditions, i.e., χ(·)
is the component-wise maximum of its arguments. The
problem, for connected undirected graphs or strongly
connected directed graphs, is known to have a solution
in finite time [3] if the following control law is chosen:
ui(Ni ∪ {i}, t) = max
j∈Ni∪{i}
zj(t) (7)
With the above control law, the problem is solved in
m ≤ n iterations, where m is the length of the diameter
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of the graph (i.e., the maximum among the minimum
paths for every possible pair of agents, respecting the
orientations of the links if the graph is directed). Again,
since the agents do not know m nor n, for practical
applications a maximum number of iterations tmax > n
has to be selected.
In the following we will denote by
zi = max-consensusi(zi(0), zj(0)| j 6= i, G, tmax)
the execution of tmax iterations of the max-consensus
procedure by the i-th agent in a network G, starting
from its own initial condition zi(0) and the “unknown"
initial conditions of the other agents, while zi is the state
of the i-th agent at iteration tmax. Such a formalism just
represents the execution of the max-consensus by the i-th
agent, and we assume that all other agents are executing
the same algorithm in a synchronous manner, each with
its own initial condition.
4.2 Average-consensus
In the average-consensus problem the agents are re-
quired to converge to the component-wise average of
their initial conditions.
Let each agent choose
ui(Ni ∪ {i}, t) = wiizi(t) +
n∑
j=1
wijzj(k) (8)
where wij = 0 if (vi, vj) /∈ E . The update strategy for the
entire system can be represented as
z(t+ 1) = (W ⊗ Id)z(t)
where matrix W contains the terms wij , Id is the d × d
identity matrix and z(t) is the stack vector containing
the terms zi(t).
According to [33], with this choice of ui(Ni ∪ {i}, t)
the state of each agent asymptotically converges to the
component-wise average of the initial states if and only
if:
1) W has a simple eigenvalue at 1 and all other eigen-
values have magnitude strictly less than 1;
2) the left and right eigenvectors of W corresponding
to eigenvalue 1 are 1n and 1n1n, respectively, where
1n is a vector composed of n elements, all equal to
one.
A possible choice, assuming that the underlying graph
is undirected and connected and that each agent knows
n (or an upper bound for n), is that each agent i chooses
independently the terms wij as
wij =

1
n , if vj ∈ Ni
0, if vj /∈ Ni
1−∑ll=1 wil, if i = j
resulting in a matrix W that satisfies the conditions in
[33]. Several other choices that yield asymptotic consen-
sus are possible (e.g., see [34]).
Remark 3: Combining the max-consensus and the
average-consensus algorithm, it is possible to calculate
the number of agents n in the network in a distributed
way [35]. Specifically, suppose a leader is elected via max-
consensus (e.g., each agent has an identifier and the
agent with the maximum identifier is elected as leader
via max-consensus). Now, let the agents execute a scalar
(i.e., d = 1) average-consensus algorithm with zi(0) = 1
if agent vi is the leader and zi(0) = 0 otherwise: then,
average-consensus yields for all i = 1, . . . , n
lim
t→∞ zi(t) =
1
n
.
Regarding the computational complexity of both max
and average-consensus algorithms, for each agent i we
have that #(Ni) ≤ n, hence for vectorial initial condi-
tions zi(0) ∈ Rd, the complexity is O(dn tmax) for each
agent, where tmax is the total number of iterations done.
Knowing an upper bound n˜ for n, it is possible to
choose tmax = n˜ in the case of max-consensus; in the
average-consensus algorithm, the solution is reached
asymptotically, hence to obtain a good approximation
of the solution the agents stop after a large number of
iterations or when particular conditions are met [36],
[37].
The next subsection is devoted to reviewing a finite
time average-consensus algorithm that overcomes such
an issue.
4.3 Finite Time Average-consensus
In the literature, several extensions of the average-
consensus algorithm have been provided to grant con-
vergence in finite time [38], [39], [40], [41], [42], as well
as some distributed stopping approaches that allow the
agents to detect when they have converged within some
 of the asymptotic consensus value [36], [37]. In this
paper we will resort to the schema proposed in [39],
because, knowing an upper bound n˜ of n, the number
of steps required to reach consensus phase is known.
Suppose the agents perform an average-consensus
algorithm using the update rule ui(Ni ∪ {i}, t) of Eq.
(8); in the following we will describe the algorithm with
respect to a scalar setting (i.e., d = 1), as the extension
to vectorial states is trivial. The approach in [39] allows
each agent i to calculate the consensus value as a linear
combination of zi(0), . . . , zi(δi) for a finite δi > 0 which
may not be the same for each agent. In other terms, each
agent i seeks a coefficient vector
Γ
′
i =
[
γi,δi γi,δi−1 . . . γi,0
]
such that[
zi(δi) zi(δi − 1) . . . zi(0)
]
Γi =
1
n
1
′
nz(0).
Let qi(g) be the i-th minimal polynomial, i.e., the monic
polynomial of smallest degree such that e
′
iqi(W ) = 0,
where ei is the i-th vector of the canonical basis. If the
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conditions 1) and 2) from [33] are verified, then qi(g) has
a root in g = 1 with multiplicity 1 [39].
The minimal polynomial qi(g) can be expressed as
qi(g) = g
δi+1 + αi,δig
δi + αi,δi−1g
δi−1 + . . .+ αi,0.
Let the polynomial
pi(g) =
qi(g)
g − 1 = g
δi + βi,δi−1g
δi−1 + . . .+ βi,0.
The terms γi,j for i = 1, . . . , n, j = 0, . . . , δi are
calculated as:
γi,j =
βi,j
n pi(g)
∣∣∣
1
where pi(g)
∣∣∣
1
is the value of pi(g) evaluated at g = 1 and
we take βi,δi = 1.
As for the calculation of the coefficients βi,j of qi(g),
notice that, since e
′
iqi(W ) = 0 and z(t) = W
tz(0) for all
integers t ≥ 0, it holds
e
′
i
(
W δi+1 + αi,δiW
δi + αi,δi−1W
δi−1 + . . .+ αi,0IN
)
= 0
(9)
or equivalently[
αi,0 . . . αi,δi−1 αi,δi 1
]
Θi = 0
where
Θi =
1
n

1
′
n
1
′
nW
...
1
′
nW
δi+1

The polynomial qi(g) can be easily constructed in a
centralized fashion noting that Θi is the observability
matrix of the pair (W, e
′
i), hence qi(g) can be found by
forming the matrix Θi and increasing δi until Θi loses
rank. The coefficients of qi(g) can be obtained from the
left nullspace of Θi.
Assuming that the agents know an upper bound n˜
of n, a distributed procedure to let each agent construct
qi(·) is as follows. Let z∗,1(0), . . . , z∗,n˜(0) denote a set of
n˜ different initial condition vectors for all the agents.
For each of such initial conditions, each agent executes
the update rule of Eq. (8) for n˜ + 1 iterations (i.e., they
calculate z∗,j(t + 1) = Wz∗,j(t) for j = 1, . . . , n˜ and 0 ≤
t ≤ n˜−1). Each agent i has then access to the n˜× (δi+2)
matrix
Zi,δi =

zi,1(δi + 1) zi,1(δi) · · · zi,1(0)
zi,2(δi + 1) zi,2(δi) · · · zi,2(0)
...
...
. . .
...
zi,n˜(δi + 1) zi,n˜(δi) · · · zi,n˜(0)
 (10)
for any 0 ≤ δi ≤ n˜− 1.
Suppose δi is the smallest integer such that Zi,δi is not
full column rank. Then there is a vector
αi =
[
1 αi,δi αi,δi−1 . . . αi,0
]′
such that Zi,δiαi = 0, implying that
zi,j(δi + 1) + αi,δizi,j(δi) + . . .+ αi,0zi,j(0) = 0.
Note that zi,j(t) = e
′
iz∗,j(t) = e
′
iW
tz∗,j(0), hence it holds
e
′
i
(
W δi+1 + αi,δiW
δi + . . .+ αi,0I
)
z∗,j(0) = 0
for j = 1, 2, . . . , n. If z∗,1(0), . . . , z∗,n(0) are linearly
independent, the above expression is equivalent to that
of Eq. (9). This means that the degree of qi(g) can be
determined from the smallest integer δi for which matrix
(10) loses rank, and the nullspace of the corresponding
matrix provides the coefficients of qi(g).
Remark 4: There are various ways to ensure the lin-
ear independence of the n˜ different initial conditions.
For example, if all initial conditions are taken to
be independent, identically distributed random vari-
ables with a Gaussian distribution, then the vectors
z∗,1(0), . . . , z∗,n˜(0) will almost surely be linearly indepen-
dent. Alternatively, if the agents have unique identifiers,
one can artificially choose the initial conditions to impose
linear independence. For instance, during the j-th run,
the agent with the j-th greatest identifier can choose its
initial condition to be 1, whereas all other agents set their
initial conditions to be zero. Notice that several max-
consensus algorithms are required to choose the agents
with greatest identifiers.
Regarding the computational complexity, for each
agent the update rule is executed exactly (n˜+ 1)2 times,
hence for vectorial initial conditions zi(0) ∈ Rd, the
complexity is O(dn2) for each agent. Such a complexity is
comparable with that of max-consensus algorithm, and it
is in many cases smaller than the complexity of standard
average-consensus algorithm, where tmax is typically big.
In the following, with a slight abuse of notation, we
will denote by
zi = FTA-consensusi(zi(0), zj(0)| j 6= i, G, n˜)
the execution of the finite time average-consensus proce-
dure by the i-th agent in a network G, starting from the
initial opinion zi(0), while zi is the state of the i-th agent
at the end of the algorithm and n˜ is the upper bound
of n used within the algorithm. Again, we assume that
all other agents are executing the same algorithm in a
synchronous manner, each with its own initial condition.
We will also denote by
ni =
1
FTA-consensusi(n0i , zj(0)| j 6= i, G, n˜)
the result of the distributed calculation, performed by the
i-th agent, of the number of agents n belonging to the
network, using the approach in [35] but employing the
finite time average-consensus algorithm in [39], where
n0i = 1 if i is the leader elected via max-consensus and
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n0i = 0 otherwise.
5 DISTRIBUTED k-MEANS ALGORITHM
Let a network of n agents be represented by a fixed
and undirected graph G and suppose that each agent
is able to communicate with all its one-hop neighbors
in a synchronous way. Each agent is endowed with a
real vector xi ∈ Rd representing a piece of information
or a set of measures. Moreover, each agent has a unique
identifier and knows an upper bound n˜ of the number
of agents n (we assume each agent has the same value
for n˜).
The objective of the distributed k-means algorithm
is to partition the agents in k clusters minimizing the
functional D specified in eq. (1) (or eq. (5)) via a fully
distributed approach.In the following we will neglect,
without loss of generality, the procedure to mitigate the
risk of obtaining a local minimum by iterating the algo-
rithm several times and selecting the best result. A flow
chart of the proposed k-means distributed algorithm is
provided in Figure 3, while the pseudocode is given in
Algorithm 1. We assume that Algorithm 1 is executed
synchronously by each agent and that the agents ex-
change the necessary information with their neighbors
or with (a subset of) their one-hop neighborhood.
5.1 Initialization
The initialization phase of the Algorithm 1 is as follows.
As first step, a leader is elected. Supposing that each
agent has a unique identifier, the agents challenge on
their identifiers via max-consensus. The agent i∗ whose
identifier is the greatest is elected as leader after no more
than n˜ steps.
Based on the information on leader and non-leader
agents, the size n of the network is calculated resorting
to the approach in [35], as discussed in Remark 3.
Notice that this operation is done by means of the finite-
time average-consensus algorithm introduced in [39] and
discussed in Section 4.3, using the upper bound n˜. As a
result of this procedure, the value of n is obtained, hence
for the rest of the algorithm the agents use the actual
value of n instead of the upper bound n˜.
To conclude the initialization phase, the leader
chooses the initial centroids. Specifically, leader i∗ selects
ci∗j(0) ∈ Rd at random (within the range of values of
interest for each component) for all j = 1, . . . , k.
The non-leader agents, conversely, choose for all j =
1, . . . , k
cij(0) = −[∞, . . . ,∞]′ , ∀i 6= i∗.
Remark 5: The initial centroid choice can be substi-
tuted by other approaches, such as choosing random
observations or using the k-means++ algorithm, as dis-
cussed in Remark 1. The first approach is easy to imple-
ment in a distributed way by letting each agent select a
random value and then elect k leaders by iterating max-
consensus procedures. The second approach requires
Fig. 3. Flow-chart of the proposed distributed k-means
algorithm.
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Algorithm 1: Distributed k-means algorithm (executed
synchronously by all agents)
Data: Identifier i, upper bound n˜, observation xi,
Neighborhood Ni, Exit method C1 or C2, Data
from neighbors
Result: Centroids c1, . . . , ck, centroid choice ji, final
neighborhood N c
/* Initialization */
cij(0) = −[∞, . . . ,∞]′ for all j = 1, . . . , k;
N ci (0) = Ni;
ji(0) = 0;
/* Leader Election */
i∗ = max-consensusi(i, j| j 6= i, G, n˜);
/* Network Size Calculation */
n0i =
{
1 if i = i∗
0 else
;
ni = 1/FTA-consensusi(n0i , j| n0j 6= i, G, n˜);
/* Random Center Choice */
if i = i∗ then
agent i is the leader;
cij(0) = random(d× 1) for all j = 1, . . . , k;
/* Main Cycle */
T = 1;
exit =false;
while T ≤M and exit =false do
/* Centroid Propagation */
c0i (T ) =
{
[ci1(0)
′
, . . . , cik(0)
′
]
′
if T = 1
µi(T − 1)⊗ ciji (T − 1) + µˆi(T − 1)⊗ 1d if T > 1
ci(T ) = max-consensusi (c0i (T ), c
0
j (T )| j 6= i, G, ni);
/* Nearest Centroid Choice */
ji = arg
k
min
j=1
|cij(T )− xi|;
µij(T ) =
{
1 if j = ji
0 else
, µˆij(T ) =
{
0 if j = ji
−∞ else ;
/* Nearest Centroid Choice Broadcast */
each agent provides ji to the neighbors in Ni;
/* Cluster Neighborhood Choice */
each agent selects N ci (T ) ⊆ Ni based on jj for each
j ∈ Ni;
/* Sub-cluster Centroid Identification */
SCCjih(T ) = FTA-consensusi(xi, xj | j 6= i, Gc(T ), n)
/* Sub-cluster Leader Election */
i∗
jih
= max-consensusi(i, j| j 6= i, Gc(T ), n);
if i = i∗
jih
then
agent i is a sub-cluster leader;
/* Sub-cluster Size Calculation */
SCSjih(T ) =
=
1
FTA-consensusi(SCLi(T ), SCLj(T )| j 6= i, Gc(T ), n) ;
/* Sub-Cluster Meta Information Gathering */
σi(T ) =
{
SCCi(T )SCSi(T ) if i = i∗jih
0d else
;
i(T ) =
{
SCSi(T ) if i = i∗jih
0 else
;
η0i (T ) = eji ⊗
[
σi(T )
i(T )
]
;
η(T ) = FTA-consensusi(η0i (T ), η
0
j (T )| j 6= i, G, n);σj(T )
j(T )
 = ηj ,∀j = 1, . . . , k;
/* Centroid Calculation */
cij(T ) =
σj(T )
j(T )
,∀j = 1, . . . , k;
/* Exit Condition Evaluation */
ν0i (T ) =

0 if ji(T ) = ji(T − 1) and C1
1 if ji(T ) 6= ji(T − 1) and C1
n||ciji(T )− xi||2 if C2
if C1 then
ν(T ) = max-consensusi(ν0i (T ), ν
0
j (T )| j 6= i, G, n);
if ν(T ) = 0 then
exit=true;
else
ν(T ) = FTA-consensusi(ν0i (T ), ν
0
j (T )| j 6= i, G, n);
if ν(T )− ν(T − 1) < ∆max then
exit=true;
return ci1(T ), . . . , cik(T ), ji(T ) and N c(T );
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each agent to know the current centroids and to calcu-
late the distance between the nearest centroid and its
observation, which can be implemented in a distributed
fashion in a way similar to the centroid propagation
procedure described in Section 5.2.1. Then, to chose the
next centroid, the leader selects a random number, which
is propagated via max-consensus; eventually, the agents
challenge on the absolute value of the difference between
the random number and the distance, again via max-
consensus. In conclusion, both of the above variations
of the standard k-means algorithm can be implemented
in a distributed fashion; in the following, for the sake
of simplicity, we will consider the standard k-means
algorithm.
5.2 Main Cycle
After the initialization phase, the main cycle is executed
M times, or until an exit condition is verified, as better
explained in Section 5.2.7.
At every step T , the main cycle is composed of the
following phases:
5.2.1 Centroid Propagation
At each step T , the information on the current centroids
is diffused to all the agents.
Specifically, each agent selects a vector c0i (T ) ∈ Rkd as
follows:
c0i (T ) =
{
[ci1(0)
′
, . . . , cik(0)
′
]
′
if T = 1
µi(T − 1)⊗ ciji(T − 1) + µˆi(T − 1)⊗ 1d if T > 1
(11)
where ciji(T − 1) ∈ Rd is the centroid chosen by agent
i at step T − 1 and µi(T − 1), µˆi(T − 1) ∈ Rk are vectors
representing the choice of a centroid at step T − 1. The
expressions for µi(T ), µˆi(T ) are given in Eq. (13) and Eq.
(14), respectively.
Vectors c0i (T ), calculated according to Eq. (11), are
structured so that, if used as initial conditions for a
vectorial max-consensus procedure, the result is the stack
vector c(T ) containing all the k centroids of step T .
Lemma 1: Let us assume graph G is connected, and let
c(T ) be the stack vector of all the centroids at step T of
the distributed k-means algorithm. For each time step
T ≥ 1 and for each agent i = 1, . . . , n it holds
c(T ) = max-consensusi(c0i (T ), c
0
j (T )| j 6= i, G, n)
where c0i (T ) is calculated according to Eq. (11).
Proof: At step T = 1 the only vector c0i (T ) with
components greater than −∞ is c0i∗(T ) and the result
of n iterations of a max-consensus algorithm over a
connected graph G is c(T ) = c0i∗(T ) for all agents. For
T > 1 it can be noted from Eq. (11), Eq. (13) and Eq.
(14) that each agent vector c0i (T ) has finite-valued entries
only in the correspondence of the chosen centroid, hence
a max-consensus results in a stack vector containing all
the centroids.
Remark 6: Similarly to the centralized k-means algo-
rithm, there is the risk that some centroid is not chosen
by the agents. In this case the proposed distributed k-
means algorithm overwrites each of these centroids with
a vector whose components are all equal to −∞.
This is due to the particular choice of c0i (T ); in fact,
except for the leader at the first time step, each agent
chooses just a centroid and the vector c0i (T ) is filled with
−∞ for the unchosen centers. If a center is not selected
by any agent, then the corresponding components of
c0i (T ) will be −∞ for each agent.
Such an issue is however easy to fix: if a center cj is
not chosen, then each agent will have a vector c0i (T ) such
that cj = −∞. In this case the leader may select another
random centroid and a propagation can be implemented
via max consensus.
5.2.2 Nearest Centroid Choice and Broadcast
Each agent chooses the index ji of the nearest among
the current centroids, i.e.,
ji = arg
k
min
j=1
|cij(T )− xi| (12)
and updates µi(T ) ∈ Rd and µˆi(T ) ∈ Rd as follows:
µij(T ) =
{
1 if j = ji
0 else,
(13)
µˆij(T ) =
{
0 if j = ji
−∞ else. (14)
Then, each agent provides its choice of ji to the agents
in its neighborhood Ni.
5.2.3 Cluster Neighborhood Choice
Each agent selects, among its neighbors in Ni, those
agents that share the same choice of ji. As a result
a new neighborhood N ci (T ) ⊆ Ni is obtained. The
new neighborhood N ci (T ) is then used to update the
centroids.
5.2.4 Sub-cluster Centroid Identification
The new neighborhood induces a subgraph Gc(T ) of G,
where each agent is connected only to agents with the
same centroid choice.
Notice that, as shown in the example of Figure 4, this
does not imply that the agents with the same center
choice are connected in Gc(T ) as in general there is
no strong relation between the observation associated to
each agent and the topology.
Specifically, the purple crosses in Figure 4.(a) represent
the k = 4 initial random centroids selected by the leader.
Figure 4.(b) reports in blue the agents belonging to one of
the clusters. The red x represents the correct centroid of
the cluster composed of the agents in blue; however note
that the blue agents are decomposed in 2 sub-clusters.
Using the finite time average-consensus algorithm
over Gc(T ), therefore, each agent i obtains the centroid
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Fig. 4. Example of incorrect centroid choice over a
disconnected subgraph induced by agents with the same
centroid choice.
SCCjih(T ) of the sub-cluster h of cluster ji it belongs
to (the green triangles facing upwards and downwards
in Figure 4.(b)). Notice that iterating the centroid trans-
mission phase would eventually generate an incorrect
centroid (i.e., the maximum for each coordinate, repre-
sented by the purple cross in Figure 4.(b)).
Let us now discuss how to cope with such an issue.
5.2.5 Sub-cluster Leader Election and Meta Information
Gathering
In order to handle the situation depicted in Figure 4, the
proposed algorithm features a mechanism to calculate
the cluster centroids by electing a sub-cluster leader for
each sub-cluster and then by calculating the size of each
sub-cluster.
The sub-cluster leaders i∗jh(T ) are elected for each
cluster j and each sub-cluster h by means of a max-
consensus algorithm over the graph Gc(T ).
The sub-cluster centroids SCCjih(T ) are obtained by
means of a finite-time average-consensus algorithm over
Gc(T ), where each agent selects its observation xi as
initial condition.
The sub-cluster size SCSjh(T ) of each sub-cluster h
of a cluster j is eventually calculated by each agent in
the sub-cluster by resorting to the approach in [35] over
the graph Gc(T ), as discussed in Remark 3; the sub-
cluster leader i∗jh(T ) of each sub-cluster selects an initial
condition equal to one, while other agents in the sub-
cluster select zero.
Lemma 2: Let us assume graph G is connected, and
let Gc(T ) be the graph representing the segmentation
in communities at step T of the distributed k-means
algorithm. For each time step T ≥ 1 and for each agent
i = 1, . . . , n it holds
SCCjih(T ) = FTA-consensusi(xi, xj |j 6= i, G
c(T ), n),
i∗
jih
= max-consensusi(i, j|j 6= i, Gc(T ), n)
and
SCSjih
(T ) =
1
FTA-consensusi(SCLi(T ), SCLj(T )| j 6= i, Gc(T ), n)
,
where SCCjih(T ), i
∗
jih
and SCSjih(T ) are the centroid,
the index of the leader and the size of the sub-cluster h
of the cluster ji agent i belongs to, respectively, and
SCLi(T ) =
{
1 if i = i∗
jih
0 else.
Proof: Graph Gc(T ) contains several disconnected
sub-clusters, and since n is an upper bound of the size
of each sub-cluster the finite time average-consensus
algorithm [39] provides each agent in a sub-cluster
with the component-wise average of the observations
belonging to the sub-cluster, i.e., with the sub-cluster
centroid SCCjih(T ). Similarly using the max-consensus
algorithm over Gc(T ) for n steps, where the initial
state of each agent is its identifier, provides each agent
with the identifier i∗
jih
of the leader of the sub-cluster
it belongs to. The finite time average consensus over
Gc(T ) with initial state equal to SCLi(T ) for all agents,
eventually, provides each agent with 1/SCSjih(T ).
The centroids are calculated as follows.
5.2.6 Centroid Calculation
The agents execute a finite-time average consensus al-
gorithm over G choosing for each agent i an initial
condition
η0i (T ) = eji ⊗
[
σi(T )
i(T )
]
∈ Rk(d+1),
where eji is the ji-th vector in the canonical basis and
σi(T ) ∈ Rd is a vector containing the sub-cluster cen-
troid SCCi(T ) weighted by the sub-cluster size SCSi(T )
if agent i is a sub-cluster leader and is zero otherwise,
i.e.
σi(T ) =
{
SCCi(T ) · SCSi(T ), if i is a sub-cluster leader
0d, else.
The scalar i(T ) is equal to the sub-cluster size
SCSi(T ) if agent i is a sub-cluster leader and is zero
otherwise, i.e.,
i(T ) =
{
SCSi(T ), if i is a sub-cluster leader
0, else.
Lemma 3: Let us assume graph G is connected. For
each time step T ≥ 1 of the distributed k-means algo-
rithm and for each agent i = 1, . . . , n it holds
η(T ) = FTA-consensusi(η0i (T ), η
0
j (T )| j 6= i, G, n)
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where
η(T ) =
η1(T )...
ηk(T )

and each term ηj(T ) =
[
σj(T )
′
j(T )
]′
is such that
cj(T ) =
σj(T )
j(T )
, (15)
where cj(T ) is the j-th centroid at step T .
Proof: Under the hypothesis that the graph is undi-
rected and connected, the result η(T ) of the finite time
average-consensus for each agent is such that, for all
j = 1, . . . , k
ηj =
σj(T )
j(T )
 = 1
n

∑hjmax(T )
h=1 SCSjh(T ) · SCCjh(T )∑hjmax(T )
h=1 SCSjh(T )

where hjmax(T ) is the number of sub-clusters the j-th
cluster is composed of. Hence Eq. (15) holds true and
the proof is complete.
5.2.7 Exit Condition Evaluation
As discussed at the end of Section 2, there is the need to
define an exit criterion, because the maximum number
of iterations M is typically a big quantity and it is
preferable to identify an alternative way to terminate the
algorithm, in order to save resources.
The stopping criterion 2) discussed at the end of
Section 2 (stop if there is no variation in the association
variables rij(T ) with respect to step T − 1) can be easily
implemented in a distributed fashion. Specifically, each
agent i executes a max-consensus algorithm with the
following initial condition:
ν0i (T ) =
{
0 if ji(T ) = ji(T − 1)
1 else.
If the result of the max-consensus is νi = 0, each
agent concludes that there has been no variation in the
assignment of the observations to the centroids from step
T − 1 to step T , hence the algorithm can be terminated.
The stopping criterion 3) is
|D(T )−D(T − 1)| < ∆max ⇒ stop
and can be implemented in a distributed way by means
of a finite-time average-consensus where the initial con-
dition of each agent is
νi(0) = n|ciji(T )− xi|
2.
The result of such a procedure is νi = D(T ), hence
keeping track of D(T − 1) each agent is able to verify if
the criterion is satisfied.
Notice that, since the exit conditions may not be met,
each agent needs a counter to keep trace of the number of
iterations in order to eventually stop when M iterations
are executed, where M is the same for all the agents.
6 CORRECTNESS AND TIME/MEMORY COM-
PLEXITY
In this Section we discuss the formal correctness of the
distributed k-means, i.e., the fact that it responds to the
same specifications as the centralized k-means algorithm
and that the two algorithms provide the same results if
the initial centroids are the same. We also inspect the
time and memory complexity of the distributed k-means,
and provide a comparison with the centralized one.
6.1 Correctness
Theorem 1: Let us assume that G is connected and
undirected, and that each agent knows an upper bound n˜
for n. Suppose further that the distributed k-means algo-
rithm selects the initial centroids ci∗j(0) for j = 1, . . . , k.
The distributed k-means is correct, i.e., it provides the
same results as the standard k-means algorithm when
the same initial centroids ci∗j(0) are chosen.
Proof: If G is connected and each agent knows an
upper bound n˜ for n, then any finite time average-
consensus or max-consensus procedure (possibly with
vectorial state for each agent) over G will succeed.
Let us consider a generic step T of the main cycle. By
Lemma 1, the Centroid Propagation phase provides each
agent with a vector containing the current k centroids
(for the first step the random centroids selected by the
leader are obtained).
As a result of the Nearest Centroid Choice, Near-
est Centroid Choice Broadcast and Cluster Neighbor-
hood Choice phases, each agent selects a neighborhood
N ci (T ) ⊆ Ni which induces a graph Gc(T ) which is
possibly decomposed in sub-clusters. This is equivalent
to choosing a value for the decision variables rij(T ):
since each agent i selects a cluster index ji, in fact, it is
easy to note that the constraints of the k-means algorithm
in Eq. 1 are satisfied.
By Lemma 2 and Lemma 3 the centroids are cor-
rectly as the component-wise weighted average of the
observations associated to the agents in each cluster,
exactly as done by the centralized version of the k-means
algorithm, hence the proof is complete.
6.2 Time and Memory Complexity
The following result characterizes the time complexity
of the distributed k-means algorithm.
Proposition 1: The time complexity of the distributed
k-means algorithm is O(dkn2M).
Proof: In the worst case the main cycle of the dis-
tributed k-means algorithm is executed M times, and for
each iteration a combination of max-consensus and finite
time average-consensus algorithms with vectorial initial
conditions is done, hence the complexity of the algorithm
is O(φn2M), where φ is the sum of the dimension of the
initial conditions of the different consensus algorithms
executed during the main cycle.
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Specifically, the size of the initial conditions of the
consensus algorithms used in each phase is as follows:
• dk for the centroid propagation phase;
• d for the centroid subcluster identification phase;
• 1 for the subcluster size calculation phase;
• (d+ 1)k for the subcluster meta information gather-
ing phase;
• 1 for the exit condition evaluation phase.
hence it holds φ = (2d + 1)k + d + 2 = O(dk) and the
proof is complete.
Notice that the time complexity of the distributed k-
means algorithm is O(n) times the time complexity of the
standard k-means algorithm. This is expected since the
distributedness of the proposed setup implies that the
transmission of a message from a agent to another may
require a number of steps that is equal to the diameter of
the graph, hence proportional to the number of agents.
However, the decentralization introduces benefits in
terms of robustness (i.e., a central authority is prone
to failures), energy saving (i.e., all communications are
local) and memory, as emphasized by the following
proposition.
Proposition 2: The memory occupancy of the
distributed k-means algorithm is O(kd), which is
O(k/(n+ k)) times the memory occupancy of the
centralized k-means algorithm.
Proof: In the distributed setup, a agent needs to store
just the value of its piece of information xi ∈ Rd and
k current centroids, each in Rd, therefore the memory
complexity in this case is O(kd). In the centralized set-
ting, conversely, the processing unit needs to store also
the value of each xj , hence the memory complexity is
O((k+n)d). The ratio of the above memory complexities
proves the statement.
Remark 7: The distributed k-means algorithm has re-
markably smaller memory complexity with respect to
the centralized setting. In fact, since n ≥ k it holds
0 <
k
n+ k
≤ 1
2
.
where values near zero are attained for n >> k, while
in the worst case there is a reduction of 50% of the
memory complexity when moving from a centralized to
a distributed setup.
Notice that the above ratio does not depend on d,
hence the reduction in memory complexity holds both
in high-dimensional and low-dimensional contexts.
7 SIMULATION RESULTS
In this section we provide some examples of application
of the proposed distributed k-means algorithm.
We consider a situation where n = 50 agents are
embedded in the unit square in R2, and the agents are
connected by means of a unit disk graph topology, that
is, each pair of agents with distance less than a threshold
ρ is connected; we choose ρ =
√
2
5 (i.e., 20% of the
maximum possible distance). We want to partition the
agents into k = 4 clusters. We choose the second stop
criterion discussed at the end of Section 2.
Figure 5 shows the case where the observations coin-
cide with the agent’s positions. Specifically the upper
plots in the figure show the clustering obtained with
respect to the spatial distribution of the agents (the
different colors and shapes represent different clusters,
while the centers are reported with purple empty stars);
in this case it is evident that the agents are clustered
according to their position. The lower left plot shows
the evolution of the functional D during the execution
of the algorithm. The result of a centralized k-means
is reported with red asterisks; it is evident that at
each step the distributed formulation provides the same
results as the centralized one. The lower central plot
shows the iterations of consensus algorithms required
to implement the distributed k-means algorithm, and for
each iteration the corresponding logical phase of the k-
means algorithm is reported: initialization (I), centroid
choice (C), centroid refinement (R) and exit condition
evaluation (E). According to the discussion provided in
Section 6.2, the number of iterations is O(dkn2M) ≈ 105
which is n = 50 times more the time complexity of
the centralized k-means algorithm. As for the memory
complexity, instead, each agent needs to store order of
dk = 8 values, while the centralized algorithm requires
order of (k + n)d = 108, hence around 13.5 times
more information. It can be noted that each step of
the distributed k-means algorithm requires exactly the
same number of consensus iterations, because finite time
consensus algorithms are used.
Notice further that the centroid refinement phase is
the most time consuming, because of the presence of
sub-clusters and because of the combination of max-
consensus and finite time average-consensus algorithms.
This is also highlighted by the lower rightmost picture,
which shows the percentage of consensus iterations used
for each of the above four phases; as shown by the
picture approximatively 85% of consensus iterations are
required to implement the centroid refinement phase.
Figure 6 shows an example where the agents have
scalar observations in [0, 1], which depend on the po-
sition of the agents according to the field reported in the
upper left figure, together with the graph topology. The
upper right figure displays the final clustering obtained
at step T = 4 (again, the different colors and shapes
represent different clusters). In this case the clustering
pattern depends on the field, and it can be observed that
very far agents belong to the same cluster.
The lower left plot shows the clustering with respect
to the distribution of the observations. Specifically, the
abscissa represents the value of the observations and
the ordinate represents the step of the distributed k-
means algorithm. Different colors and shapes represent
different clusters, while the centroids are reported with
purple empty stars. The plot implies that the algorithm
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Fig. 5. Example of execution of the distributed k-means algorithm where the state of the agents coincides with their
position.
is indeed effective in partitioning the agents according
to the observations.
The right lower leftmost plot shows the results in
terms of minimization of the objective function D of
Eq. (1) obtained as a result of the distributed (blue
dotted line) and centralized (red asterisks) k-means algo-
rithms. According to Theorem 1, the distributed k-means
algorithm correctly provides the same results of the
centralized k-means algorithm in terms of minimization
of D.
8 CONCLUSIONS AND FUTURE WORK
In this paper we provide a fully decentralized and
distributed implementation of the k-means clustering
algorithm considering a set of agents each of which
is equipped with a possibly high-dimensional piece of
information or set of measurements.
The proposed algorithm, is proven to be a correct
implementation of the k-means algorithm in that it pro-
vides the same results in terms of centroids, associations
and objective function. We also inspect the time and
memory complexity of the proposed distributed imple-
mentation showing that the time complexity is O(n)
times more the one of the centralized version, where
n is the number of agents; the memory complexity,
conversely, is considerably reduced from O((k + n)d) to
O(kd), where k is the number of clusters and d is the
dimension of the observations, hence the proposed al-
gorithm can be implemented using computational units
with less resources with respect to the centralized ver-
sion.
The proposed algorithm finds a direct application in
distributed data filtering/classification problems and in
mobile robot coordination problems.
Further work will address the analysis of the ro-
bustness of the algorithm for noisy measurements and
faults at some agents. We will also inspect dynamically
changing networks.
Another interesting expected future work direction
is the implementation of a distributed procedure to
obtain a soft clustering, i.e., a partition where each agent
belongs to different clusters with different degrees of
membership. This would contribute to capture more
sophisticated aspects of the relations that exist among
the agents: each agent would then belong to each cluster
with a different intensity.
As a result a agent, while belonging to a primary clus-
ter, may eventually contribute to the operations of one
or more other clusters, e.g., in the case of an emergency
or under specific circumstances. The above extension,
however, appears to be a non-trivial challenge, since the
proposed algorithm largely relies on the intrinsic binary
association of observations to clusters and during the
evolution of the algorithm the topology is segmented in
disconnected components, while a soft clustering would
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Fig. 6. Example of execution of the distributed k-means algorithm with scalar states. The state of each agent is given
by the field reported in the upper left figure.
require, rather than segmentation, complex weight ad-
justing schemes.
A final foreseen research direction is to devise more
efficient finite time average-consensus algorithms, in
order to lower the complexity of the distributed k-means
algorithm.
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