Analytical predictions of the triangle and clover heteroclinic bifurcations in the problem of self-oscillations stability loss near the 1:3 resonance are pro- 
Introduction
In the problem of investigating the stability loss of self-oscillations close to strong resonances of order 3 and 4, one usually uses the corresponding truncated normal form which is time-independent and its induced vector field is invariant under some groups of symmetry [1, 2] . When studying the dynamic near these resonances in specific self-excited nonlinear oscillators subjected to periodic forcing, such a normal form corresponds precisely to the slow flow system obtained by using perturbation techniques [3, 4, 5] . Phase portraits and bifurcation sets close to these resonances of order 3 and 4 are given but the proofs are not complete and stated only as conjectures [1, 6, 7] .
Specifically, it is known that the problem of bifurcation of phase pattern close to 1 : q resonance (q = 3, 4) can be reduced to the analysis of the normal form differential equation [1] 
where z is a complex variable and ε, A, B are complex parameters. In polar coordinates z = re iφ and in the case of the resonance q = 3, Eq. (1) is rewritten asṙ =α 0 r + α 1 r 3 + r 2 cos 3φ,
while in the case of the resonance q = 4, Eq. 
where all parameters α 0 , α 1 , ω and β are real numbers. In the context of the dynamic analysis of specific nonlinear self-excited oscillators under periodic forcing, the systems (2) and (3) correspond to the slow flow (amplitude-phase equations) near the resonances of order 3 and 4, respectively [8, 9, 10, 11] .
While some bifurcation diagrams close to these strong 1:3 and 1:4 resonances have been obtained analytically, as Hopf and saddle-node bifurcations, other bifurcation diagrams, on the other hand, were studied only numerically using continuation techniques [12] , as the homoclinic and heteroclinic bifurcation curves. Indeed, it is a challenging problem to capture analytically these bifurcations which occur when the separatrices of the saddles form heteroclinic connections or form small homoclinic loops simultaneously. The reason is that this bifurcation problem cannot be reduced into the problem of homoclinic/heteroclinic bifurcation in some plenary autonomous system by rescaling [13] .
It is worthy to point out that homoclinic and heteroclinic orbits are of great importance from applied points of view [14] . The existence of such orbits in ordinary differential equations means the existence of coherent structures such as solitons in certain partial differential equations [15, 16] . For instance, they form the profiles of travelling wave solutions in reaction-diffusion problems [17, 18] and spatially localized post-buckling states in static-dynamics analogies [19] . As practical example to illustrate the significance of the heteroclinic bifurcations near strong resonances is the onset of various types of synchronization for systems that can be encountered in physics and biology [20, 21, 22] . Such systems have been found to exhibit robust slow switching caused by the presence of robust heteroclinic attractors [23] .
Motivated by the challenging issue to capture homoclinic and heteroclinic bifurcations, novel ideas has been attempted. A first tentative is based on the collision criterion using the fact that at the bifurcation the periodic orbit (slow flow limit cycle) and the saddles collide. This criterion was successfully applied to predict homoclinic and heteroclinic bifurcations in twoand three-dimensional autonomous systems [24, 25, 26, 27] . In particular, it was rigourously shown that the collision criterion which is accessible via approximations of limit cycles is equivalent to the Melnikov method aiming directly on the separatrices [25] . Thus, taking advantage of this criterion, it was possible to approximate a heteroclinic bifurcation curve near the 1:3 and However, the collision criterion approximated only the square and triangle heteroclinic connections in which the periodic orbit born by Hopf bifurcation at the origin disappears from inside the connections. Instead, approximation of the clover heteroclinic connections for which the limit cycle disappears when approaching the saddles from outside the connection has not been obtained. The reason is that a close analytical approximation of the large periodic orbit surrounding the trivial equilibrium and the cycles cannot be obtained using simple trigonometric functions. The application of the Jacobian elliptic functions in approximating such a periodic orbit may be the key to analytically explore the clover heteroclinic bifurcations using the collision criterion. To overcome this problem, and in view of obtaining analytical approximation of the square and clover connections simultaneously in the 1:4 resonance problem, a new alternative approach was proposed [28] . The approach mainly uses a nonlinear transformation method [29] , which considers the Hamiltonian system of the slow flow (normal form) and the perturbation of the zero-order approximation of the unperturbed heteroclinic connection.
To obtain approximation of the bifurcations, the condition of persistence of heteroclinic connections in the perturbed zero-order Hamiltonian equations must be satisfied.
This nonlinear transformation method was applied recently to approximate the heteroclinic bifurcations near the 1:4 resonance in an excited nonlinear oscillator and it was concluded that the method provides the capture of the square and the clover connections simultaneously with very good accuracy [28] . To the best of the authors' knowledge, apart from the result given in [10] , this was the first time that this analytical accomplishment is reported in the literature. Instead, extensive numerical studies have been widely carried out on this problem using standard numerical integration [30, 31, 8] or continuation techniques [32, 6, 33, 34] . 
Zero-order heteroclinic connection
Bifurcation of heteroclinic cycle near the 1:4 resonance has been investigated in the following self-excited Mathieu oscillator with a quadratic nonlinearity [10, 28, 35] 
where ω 0 is the natural frequency, α, β are the damping coefficients, c is the quadratic nonlinear component and h, ω are, respectively, the amplitude and the frequency of the parametric excitation. Here we explore the heteroclinic bifurcation near the 1:3 resonance by setting the resonance condition as
where σ is a detuning parameter. According to [35] , the slow flow corresponding to Eq. (4) is given in the polar form as
or in its equivalent Cartesian form
Here
, u = r cos θ and v = −r sin θ where r and θ are, respectively, the amplitude and the phase of the 1:3 subharmonic solutions of the oscillator (4). Details on the derivation of the slow flow (6) (or (7)) are given in [35] . Note that from the slow flow equations (6) we recognize the polar form (2) obtained from the normal form (1).
Next, we take advantage of the unperturbed Hamiltonian system of the slow flow (7) and of its zero-order approximation to capture the two heteroclinic connections simultaneously. To obtain such a zero-order approximation, we determine the condition under which the system (7) is a Hamiltonian system by assuming
where H is a Hamiltonian function. Since ∂ ∂u
one obtains the condition
To simplify the subsequent calculations and due to the Z 3 -symmetry of (7), we assume that the heteroclinic connections pass through the three equilibria
) which are at a distance r 0 from the origin. Substituting the equilibria into (7) yields
from which r 0 can be found for given system parameters. Integrating (7) together with conditions (9) and (10), we obtain the following solution of (7) which passes through the equilibria
In [29, 36] , a nonlinear time transformation technique was introduced to study limit cycles of strongly nonlinear oscillators and delay differential equations.
This technique was extended to study homoclinic/heteroclinic orbits [37] and coherent structures [38] . Here we apply this technique to approximate heteroclinic bifurcations occurring in the oscillator (4) near the 1:3 resonance using the same approach as used in the 1:4 resonance problem [28] . To do so, one defines a nonlinear time transformation as dφ dt = Φ(φ) where Φ(φ) = Φ(φ + 2π).
An analytical expression of the zero-order heteroclinic orbit passing through
can be found by assuming
so that the heteroclinic orbit is at E − and E + when φ = − π 2 and φ = π 2 , respectively, and a is a constant. We note that the orbit passes through ( r 0 2 + 2a, 0 ) when φ = 0. Substituting this condition into (11), we obtain two values of a as
and substituting (13) into (11), we obtain two solutions in v 2 as
where
Equations (13) and (15) ) . For both connections, it follows from (7), (12), (13) and (15) that
A special characteristic of the nonlinear time transformation is that approximation of variables such as v ± and Φ ± can be expressed in terms of irrational functions. On the contrary, for most classical methods such as the method of multiple scales and the method of averaging, an approximate solution is usually expressed in finite harmonic terms. Indeed, the approximation of using irrational functions is closer to the true solution. At the equilibria E ± where
, we note that Figure 1 shows the zero-order approximation of the two heteroclinic connections obtained by integrating the unperturbed Hamiltonian system corresponding to A = 0, B = 0 in (7). 
Triangle and clover heteroclinic connections
To capture both triangle/clover heteroclinic bifurcations, we introduce a perturbation of the Hamiltonian system discussed above by assuming A = εA 1 , B = εB 1 where ε is a small perturbation parameter. The heteroclinic orbits (u, v ± ) obtained from (13) and (15) can be regarded as the zero-order approximation of the triangle/clover connections (Fig. 1) . For simplicity of the symbols, we drop the ′ ± ′ sign and bear in mind that ′ − ′ refers to a triangle connection while ′ + ′ a clover connection. From (10) and (13) - (17), the zero-order approximation is expressed explicitly as
In order to capture the heteroclinic connections, perturbation of this zeroorder approximation is performed and conditions under which heteroclinic connections persist must be satisfied. Thus, one assumes that the first order approximation of u, v, Φ is given by
where b is a real parameter and v 1 , Φ 1 are functions of φ. Substituting (20) into (7) and equating the coefficients of ε leads to the following equations
We can also obtain the above equations if we set φ = − π 2 . To solve (21a) and (21b), we consider the change of variable
It follows from (22a) and (22b) that
Substituting (23) into (21a) and (21b) and eliminating Φ 1 between the two equations yield
and
To find the relation between A 1 and B 1 so that heteroclinic connections persist, we integrate (25) with respect to φ, substitute φ = π 2 and obtain
To find Γ 1 and Γ 2 , we let ξ = √ 144a 2 + 120ar 0 + 9r 2 0 . It follows from (16) that
Substituting (30a) -(30b) into (29a) -(29b), we obtain
Integrating leads to
Finally, substituting (32a) -(32b) into (28) yields the following relations providing approximations of the heteroclinic bifurcation curves in the parameters
Next, we fix the parameter values as in [28] by setting ω 0 = 1, α = 0.01, β = 0.2 and c = 1 for the system parameters A = εA 1 , B = εB 1 , C, S and D given in (7). 
