Abstract. Positive T -martingales were developed as a general framework that extends the positive measure-valued martingales and are meant to model intermittent turbulence. We extend their scope by allowing the martingale to take complex values. We focus on martingales constructed on the interval T = [0, 1], and replace random measures by random functions. We specify a large class of such martingales, one that contains the complex extension of b-adic canonical cascades, compound Poisson cascades, and more generally infinitely divisible cascades. For this class, we provide a general sufficient condition for almost sure uniform convergence to a non-trivial limit. Such limit yields new examples of naturally generated multifractal processes that may be of use in multifractal signals modeling.
1. Introduction
Foreword about multifractal functions. Consider a bounded interval, I.
Multifractal analysis is a natural statistical and geometrical framework to describe the heterogeneity that is reflected in the distribution at small scales of the Hölder singularities of a locally bounded function or signal F : I → R (or C). The Hölder singularity at a given point t can be defined as the exponent in the asymptotic behavior of the oscillation of f around t: h F (t) = lim inf r→0 + log Osc F ([t − r, t + r]) log(r) or h F (t) = lim inf n→∞ log 2 Osc F (I n (t)) −n , where I n (t) is the dyadic interval of length 2 −n containing t and Osc F (J) = sup s,t∈J |F (t) − F (s)|. The multifractal analysis of F classifies the points with respect to their Hölder singularity. It may compute the singularity spectrum of F , i.e. the Hausdorff dimension of the Hölder singularities level sets E F (h) = {t ∈ I : h F (t) = h}, h ≥ 0.
More roughly, it may measure the asymptotic number of dyadic intervals of generation n needed to cover the sets E F (h) by estimating the large deviation spectrum L F,n (h, ε) = log 2 #{I ∈ G n , 2 −n(h+ε) ≤ Osc F (I) ≤ 2 −n(h−ε) } n ,
where G n is the set of dyadic intervals of generation n. One says that F is monofractal if there exists a unique h ≥ 0 such that E F (h) = ∅ or L F (h) = −∞. Otherwise, F is multifractal. Alternatively, one can also compute free energy functions like (1.2) τ F (q) = lim inf n→∞ τ F,n (q) = −1 n log 2
I∈Gn, OscF (I) =0
Osc F (I) q and say that F is monofractal if τ F is linear. Let us mention that one always has dim E F (h) ≤ L F (h) ≤ τ * F (h) = inf q∈R hq−τ F (q), and one says that the multifractal formalism holds at h if these inequalities are equalities (see [23, 42] for instance).
1.2.
Motivations and methods to build multifractal processes. The main motivation for constructing and studying multifractal functions or stochastic processes comes from the need to model empirical signals. Often, the estimation of L F or τ F reveals striking scaling invariance properties: roughly speaking, there exists (ε n ) n≥1 such that for a wide range of h and q the values L F,n (h, ε n ) and τ F,n (q) defined in (1.1) and (1.2) do not depend on n for a wide range of n. These signals concern physical or social intermittent phenomena like energy dissipation in turbulence [33, 35, 18] , spatial rainfall [21] , human heart rate [46, 37] , internet traffic [43, 19] and stock exchange prices [36, 3] .
Models of these phenomena -as defined in Section 2.3.1 -are statistically selfsimilar measures obtained as limits of martingales generated by multiplicative processes on homogeneous trees. They have led to numerous mathematical developments in probability and geometric measure theories [29, 15, 25, 26, 20, 28, 14, 22, 38, 4, 31, 40, 17, 30] . In particular, their multifractal properties have been studied intensively. These objects are special examples of "T -martingales", a general model developed in [25, 26] in order to make rigorous the construction and results of the seminal work [33] about Gaussian multiplicative chaos and go beyond (see also [16, 47, 48] ). Recently, new families of statistically self-similar measures have been introduced, namely compound Poisson cascades [8] and their generalization in log-infinitely divisible cascades [2] (see also Sections 2.3.2 and 2.3.4). These random measures are examples of [0, 1]-martingales. Then, in [9] , an abstract subclass of [0, 1]-martingales has been introduced in order to develop a general result of multifractal analysis which holds for the previous as well as for new examples of statistically self-similar measures. From the signals modeling point of view, the scaling invariance and multifractal properties of such classes of measures must be wellunderstood. Indeed, these measures also provide models of non-monotonic scaling invariant signals which commonly appear in applications [36, 1, 19, 3] . These models are obtained as follows: By performing a multifractal time change in Fractional Brownian motions or stable Lévy processes [36, 2, 42, 13, 42, 12] , by integrating a positive [0, 1]-martingale with respect to the Brownian motion or using such a martingale to specify the covariance of some Gaussian processes to get new types of multifractal random walks [2, 13, 32] , or by considering random wavelet series whose coefficients are built from a multifractal measure [1, 11] .
1.3. A natural alternative construction. This paper considers the natural alternative to these constructions which allows the multplicative processes involved in [0, 1]-martingales to take real (and also complex) values. The limit objects that we will consider are mainly random functions rather than measures. The preliminary study of a special case in [10] has shown that this procedure makes it possible to generate Fractional Brownian motion like limit processes. The general case raises new vector-martingale convergence and multifractal analysis problems.
Before describing these issues in more detail, it is convenient to make explicit what are [0, 1]-martingales. Let (Ω, B, P) be a probability space, endow the interval [0, 1] with the Borel σ-algebra B([0, 1]) and the product space [0, 1] × Ω with the product σ-algebra B([0, 1]) ⊗ B. Let (B n ) n≥1 be a non decreasing sequence of σ-algebras in B. Also let (Q n ) n≥1 be a sequence of complex-valued measurable functions defined on [0, 1] × Ω such that for each t ∈ [0, 1], {Q n (t, ·), B n } n≥1 is a martingale of expectation 1. Such a sequence of functions is called a [0, 1]-martingale. Given a Radon measure λ on [0, 1], for every n ≥ 1 we can define the random complex measure µ n whose density with respect to λ is equal to Q n .
If the functions Q n take non-negative values, then, with probability 1, the sequence of Radon measures (µ n ) n≥1 weakly converges to a measure µ ( [25, 26] ). This property is an almost straightforward consequence of the positive martingale convergence theorem and Riesz's representation theorem. When the random functions Q n cease to be non-negative, the martingales Q n (t) need not be bounded in L 1 norm, hence the total variations of the complex measures µ n may diverge and (µ n ) n≥1 need not converge almost surely weakly to an element of the dual of C([0, 1]), the space of continuous complex-valued functions over [0, 1] . We can only give a sense to the convergence of µ n by defining for each given measurable function f on [0, 1] the number µ|f as the almost sure limit of [0, 1] f (t)Q n (t)dλ(t) whenever this martingale is defined and bounded in L p norm for some p > 1. The almost sure limit is then a kind of stochastic integral. For instance, this martingale is defined and bounded in L 2 norm if we have
In this paper , instead of considering µ n as a sequence of noises, we prefer to consider the sequence of random continuous functions, that can be thought of as continuous random walks
Then the following questions arise naturally: Question 1: Does there exist a general necessary and sufficient condition under which (F n ) n≥1 converges almost surely uniformly to a limit which is non-trivial (i.e., different from 0) with positive probability? Question 2: When the sequence (F n ) n≥1 diverges, or converges to 0 in C([0, 1]), can a natural normalization of F n make it converge to a non-trivial multifractal limit F , at least in probability distribution? Question 3: Consider the case of strong or weak convergence to a limit process F or F having scaling invariance properties. What are the singularity and large deviation spectra of F (or F )? Do they coincide, or even they coincide with τ * , i.e. some multifractal formalism is fulfilled by the process?
Question 4: Does F or F possess the remarkable property to be naturally decomposable as a monofractal function composed with the integral of a multifractal measure whose singularity spectra are controlled, as it is the case for some other classes of multifractal functions [36, 24, 2, 44] ? If yes, one can expect to reduce question 3 to the multifractal analysis of a measure. This paper introduces a subclass of complex [0, 1]-martingales, namely M, such that for (Q n ) n≥1 ∈ M, we have a general sufficient condition for the almost sure uniform convergence of (F n ) n≥1 to a non trivial limit (Theorem 2.1). We know examples of elements of M for which this condition is necessary [10] . Theorem 2.1 also gives a result of global Hölder regularity for the limit function.
It is worth noting that this convergence result goes far beyond simply extending the results of almost sure weak convergence known for (µ n = F ′ n ) n≥1 when Q n is non-negative [34, 29, 15, 5, 9] . Thanks to Theorem 2.1, we can construct the complex extensions of some fundamental examples of statistically self-similar positive multiplicative cascades mentioned above, namely the original canonical cascades [34, 35] , the compound Poisson cascades [8, 5] , and the log-infinitely divisible cascades [2, 13] (see Section 2.3 and illustrations in Figures 1 and 2 ). For this last subclass, the exact scaling invariance property found in [2] in the positive case has an extension to the complex case.
A companion paper [7] considers a natural generalization of canonical cascades, namely b-adic independent cascades. Satisfactory answers are given to questions 1 and 2. Regarding question 4., we show that the limit of such a cascade is not necessarily naturally decomposable as a monofractal function in multifractal time, but such a decomposition does exist under stronger assumptions. The multifractal analysis of these functions is achieved in [6] . These results encourage the search for additional satisfactory answers to the previous questions in full generality in the class M. This is a challenging issue (see also Remark 2.2).
Section 2 introduces the class M, states Theorem 2.1 and provides fundamental examples in M. Sections 3 provides the proof of Theorem 2.1.
We end this section with some definitions.
Definitions. Given an integer b ≥ 2, we denote by A the alphabet {0, . . . , b − 1} and define A * = n≥0 A n (by convention A 0 is the set reduced to the empty word denoted ∅).
For every n ≥ 0, the length of an element of A n is by definition equal to n and we denote it by |w|.
For w ∈ A * , we define
and then T * = ∪ n≥1 T n . For any t ∈ [0, 1) and n ≥ 1, we denote by t|n the unique word in A n such that t ∈ I t|n , we also denote by t|0 the empty word.
If
We denote by (Ω, B, P) the probability space on which the random variables considered in this paper are defined. 
For n ≥ 1 and I, a subinterval of [0, 1], let F I n be the σ-field generated in B by the family of random variables {P m (t, ·)} t∈I,1≤m≤n . Also let F I n be the σ-field generated in B by the family of random variables {P m (t, ·)} t∈I,m>n . The σ-fields F for every I = J ∈ G , the σ-algebra's F I n , I ∈ G, are mutually independent, where
Under the properties (P1) and (P2), for each t ∈ (0, 1) the sequence
is a martingale of expectation 1 with respect to the filtration {F n } n≥1 .
We denote by M the class of martingales (Q n ) n≥1 obtained as above and which satisfy properties (P1)-(P3).
We denote by M ′ the subclass of M of those (Q n ) n≥1 which, in addition to (P1)-(P3), satisfy the self-similarity property: (P4) Let b be as in (P3). For every closed b-adic subinterval I of [0, 1], let n(I) and S I respectively stand for the generation of I and the canonical affine map from [0, 1] onto I. The processes P n(I)+n • S I n≥1 and (P n ) n≥1 have the same probability distributions.
This property is referred to as statistical self-similarity.
Let λ be a Radon measure on [0, 1]. If (Q n ) n≥1 ∈ M, for n ≥ 1, we define
2.2. Convergence theorem for (F n ) n≥1 . Let λ be a Radon measure on [0, 1] and (Q n ) n≥1 ∈ M. Also let (F n ) n≥1 be constructed as in (2.1). Theorem 2.1 provides a sufficient condition for the almost sure uniform convergence of F n , as n tends to ∞, to a limit F such that P(F = 0) > 0. It invokes the growth rate of a kind of free energy function, and it is the extension of the condition introduced in Part II. of [9] to show that when (Q n ) n≥1 is non-negative, the sequence of measures F ′ n converge almost surely weakly to a random measure µ such that P(µ = 0) > 0. In the non-negative case, the fact that the measures F ′ n converges almost surely weakly [26] is a quite simple consequence of positive martingale convergence theorem and Riesz representation theorem. Moreover, this fact holds for any [0, 1]-martingale. What is shown in [9] is that under our sufficient condition, when (Q n ) n≥1 is non-negative and belongs to M, the martingale F ′ n converges, almost surely and in L p norm for some p ≥ 1, hence E( µ ) = 1 and P(µ = 0) > 0. When (Q n ) n≥1 is not non-negative, the uniform convergence of F n is a far more delicate issue.
For p ∈ R + we define
and then the concave function
We notice that ϕ(0) ≤ 0 by construction, and that due to our assumption that E(Q n (t)) = 1, we also have ϕ(1) ≤ 0.
Theorem 2.1.
(1) Suppose that ϕ(p) > 0 for some p ∈ (0, 1). Suppose also that there exists a function ψ :
p ) for all n ≥ 1, w ∈ A n and t ∈ I w . Then, with probability 1, F n converge uniformly to 0 as n → ∞.
almost surely and in L 1 norm, to a limit F , as n → ∞. The function F is γ-Hölder continuous for all γ ∈ (0, max q∈ (1,p] 
(1) Theorem 2.1(1) suggests that, in general, it is necessary that the concave function ϕ be negative over [0, 1) for F n to converge uniformly to a non-trivial limit with a positive probability. Then, Theorem 2.1(1) shows that it is enough that ϕ(p) be positive at some p ∈ (1, 2] for this to happen.
(2) The proof of Theorem 2.1(1) will show that this result is valid without assuming properties like (P1), (P2) and (P3).
The existence of the function ψ corresponds to a kind of bounded distorsion principle which is satisfied in the examples described in the next section.
(3) In Theorem 2.1(2), we obtain the convergence in L 1 of the vector martingale (F n ) n≥1 while we could have expected the convergence to hold in L p . We will get such a result for statistically self-similar b-adic independent cascades in [7] .
(4) For non-negative b-adic canonical cascades, the condition ϕ(p) > 0 is necessary and sufficient for the sequence of measures F ′ n to converge almost surely weakly to a measure µ such that P(µ = 0) > 0, and µ ∈ L p [29] . In this case, the limit measure is continuous [29] , so we directly get that F n converges almost surely uniformly to the non-degenerate limit µ([0, ·]). In fact, this last property also holds under the necessary and sufficient condition ϕ ′ (1 − ) > 0 [29, 27] . For the special "monofractal" signed b-adic canonical cascades considered in [10] , the condition ϕ(p) > 0 is necessary and sufficient for the almost sure uniform convergence of F n to a non-trivial limit. Further results regarding the asymptotic behavior of general signed b-adic canonical cascades are established in [7] . 
is a nonnegative element of M, and by construction, the corresponding function ϕ is positive near 1 + . Consequently, the sequence F
n (u) du converges uniformly to a non-decreasing function F (β) . Inspired by the results obtained in [7] for the canonical cascades, at least when (P4) holds, it is natural to ask under which additional assumptions it is possible to write F = B 1/β • F (β) , where B 1/β is a monofractal function of exponent 1/β. When |Q n | is positive so F (β) is increasing, a simple restatement of this question is: Is the function F • (F (β) ) −1 , which is the uniform limit of
(2) Suppose that ϕ is not positive over [0, 2] . In the case where the martingale (F n (1)) n≥1 is not bounded in L 2 norm, inspired again by what is done in [7] , it is natural (at least under (P4)) to look at the process F n / E(F n (1) 2 ) and seek for conditions under which this process converges in distribution, as n → ∞.
2.3.
be a vector such that each of its components is complex, integrable, and has an expectation equal to 1. Then, consider {W (|w|) (w)} w∈A * , a family of independent vectors such that for each k ≥ 0 and w ∈ Σ k the vector W (k) (w) is a copy of W (k) . A [0, 1]-martingale is obtained as follows. For t ∈ [0, 1) and n ≥ 1 we define
By construction, (Q n ) n≥1 ∈ M. If we suppose that λ is the generalized Bernoulli measure associated with a sequence of probability vectors (λ
If we suppose that all the vectors W (k) have the same distribution as a vector W , and that all the vectors λ (k) are equal to a vector (λ 0 , . . . , λ b−1 ) (λ is a Bernoulli measure), then (Q n ) n≥1 belongs to M ′ and
Canonical cascades correspond to the case where the components of W are i.i.d. and λ is the Lebesgue measure. i=0 W i ) = b is considered without the assumption that the components have the same expectation. Then, a sequence of independent copies {W (w)} w∈A * is fixed, and though in general for a given t ∈ [0, 1] the sequence Q n (t) = n k=1 W t k (t|k−1) is not a martingale, the sequence of measures µ n whose density with respect to the Lebesgue measure is Q n converges almost surely weakly to a measure µ. We can recover this model as a martingale by defining λ as the Bernoulli measure associated with the probability vector (λ 0 = E(W 0 )/b, . . . , λ b−1 = E(W b−1 )/b) and replacing W by W = (W 0 /bλ 0 , . . . , W b−1 /bλ b−1 ) (with the convention 0 : 0 = 0). Then, the weak limit of (F ′ n ) n≥1 is almost surely equal to µ. It seems that this fact had not been noticed before. 
Compound Poisson cascades.
Let ν be a positive Radon measure over (0, 1] and denote by Λ the measure Leb ⊗ ν, where Leb stands for the Lebesgue measure over R. We consider a Poisson point process S of intensity Λ. To each point M of S, we associate a random variable W M picked in a collection of random variables that are independent, independent of S, and are identically distributed with an integrable complex random variable W .
We fix β > 0, and for ε ∈ (0, 1] and t ∈ [0, 1] we define the truncated cone Then, we obtain an element of M as follows. For t ∈ [0, 1) and n ≥ 1 we define
to the Lebesgue measure, we get
If, moreover, there exists δ > 0 such that ν(dr) = δdr/r 2 , i.e. if Λ possesses scaling invariance properties, we have β = βδ and (Q n ) n≥1 belongs to M ′ .
Representation as continuous time [0, 1]-martingales. It is natural to consider the left-continuous martingale
and the functions F ε (t) = t 0 Q ε (t) dt rather than Q n and F n = F b −n . Under the assumptions of Theorem 2.1, the fact that F ∞ is integrable, as well as the left continuity of F ε in ε and its martingale property ensure that F ε converges uniformly to F , almost surely and in L 1 norm, as ε → 0.
Remark 2.4. Complex-valued compound cascades are the extension considered in [5] of the non-negative products of cylindrical pulses introduced in [8] . However, in [5] the uniform convergence of F ε is not studied; only the martingale F ε (1) is considered.
2.3.4.
Log-infinitely divisible cascades. This example is an extension of compound Poisson cascades when the weights W M take the form exp(L M ), in particular the W M do not vanish. We use the notations of the previous section and take β = δ = 1. Let ψ be a characteristic Lévy exponent ψ defined on R 2 , i.e.
where a ∈ R 2 , Q is a non-negative quadratic form and π is a Radon measure on R 2 \ {0} such that (1 ∧ |x| 2 )π(dx) < ∞. Then let ρ = (ρ 1 , ρ 2 ) be an independently scattered infinitely divisible random R 2 -valued measure on R × R * + with Λ as control measure and ψ as Lévy exponent (see [41] for the definition). In particular, for every Borel set B ∈ R × R * + and ξ ∈ R 2 we have,
and for every finite family {B i } of pairwise disjoint Borel subsets of R × R * + such that Λ(B i ) < ∞, the random variables ρ(B i ) are independent.
Let I 1 be the interval of those ξ 1 ∈ R such that |x|≥1 e ξ1x1 π( dx) < ∞. The function ψ has a natural extension ψ to D = R 2 ∪ (−iI 1 × R) given by the same expression as in (2.4) if we extend Q to an Hermitian form on C 2 . Then for every ξ ∈ D and every Borel subset of R × R * + we have E(e i ξ|ρ(B) ) = exp ψ(ξ)Λ(B) . Now, we assume that ξ 0 = (−i, 1) ∈ D, and without loss of generality we set
Then, with the same definition of cones as in the previous section, if n ≥ 1 and t ∈ [0, 1] we define
and Q n (t) = n k=1 P n (t). If we take λ equal to the Lebesgue measure, and if p ∈ R is such that (−ip, 0) ∈ D, then (2.5)
In the positive case, this construction has been proposed has an extension of compound Poisson cascades in [2] for the statistically self-similar case (ν(dr) = dr/r 2 ) and in [13] for the general case. If ν(dr) = dr/r 2 , then (Q n ) n≥1 belongs to M ′ . In [2] , a modification of the cones C ε is introduced, which yields a nice exact statistical scaling invariance property for the increments of the limit measure. This property, which is different from the statistical self-similarity imposed by (P4), also holds for the complex extension.
2.3.5. Representation as continuous time [0, 1]-martingales, and exact scaling property. Here, we use the different cones introduced in [2] , namely
Then we define the left-continuous
If we set Q n (t) = Q b −n (t), the function ϕ is still given by (2.5). Under the assumptions of Theorem 2.1, as ε → 0, F ε converges uniformly, almost surely and in
2 , a direct verification shows that the arguments developed in [2] to obtain an exact statistical scaling invariance property in the positive case can be extended to the complex case. As a consequence, for every ε ∈ (0, 1] and every subinterval J of [0, 1], there exists a copy W J of Q |J| (0), as well as a copie F J of F , independent of W J , such that
J , where F |J is the restriction of F to J, f J is the unique increasing affine map from [0, 1] onto J, and ≡ means equality in distribution. In particular, if ϕ(p) > 0 for some p ∈ (1, 2] , then, for all q ∈ [0, p] and t ∈ [0, 1],
2.3.6. More elaborate constructions. An important property of M is that if (Q n ) n≥1 and ( Q n ) n≥1 belong to M and are independent, then their product still belongs to M. This makes it possible to combine the previous constructions with some other proposed in [9] .
Proof of Theorem 2.1
We work under the assumptions of Theorem 2.1.
3.1. Proof of Theorem 2.1(1). For any w ∈ A * and n ≥ 1, define
We have
where we have used the subadditivity of
Due to the property of ψ(n), we have lim sup n→∞ log b E( F n p ∞ ) /n ≤ −ϕ(p) < 0. This implies the result.
Proof of Theorem 2.1(2).
Proposition 3.1. There exists a constant C p > 0 such that for every n ≥ 2,
Consequently, for every b-adic number t ∈ T * , F n (t) converges almost surely and in L p norm as n → ∞.
Proof. Fix n ≥ 2 and denote the elements of T n by t j , 0 ≤ j ≤ b n , where
n . We can write
with U (t) = Q n−1 (t) and V (t) = P n (t) − 1. Then we divide the family {J j } 0≤j<b n into bN sub-families, namely the {J bN k+i } k≥0,0≤bN k+i<b n , for 0 ≤ i ≤ bN − 1. Also we define M n = max 0≤j≤b n |F n (t j ) − F n−1 (t j )| and remark that
By raising both sides of the previous inequality to the power p we can get
We are going to use the following lemma. It is proved for real valued random variables in [45] , and its extension to the complex case is immediate.
Lemma 3.1. Let p ∈ (1, 2]. There exists a constant C p > 0 such that for every n ≥ 1 and every sequence {V j } 1≤j≤n of independent and centered complex random variables we have
Due to (P3), for each 0 ≤ i ≤ bN − 1, the restrictions of the function V (t) to the intervals J bN k+i , 0 ≤ bN k + i < b n , are centered and independent. Also, due to (P2), the functions U (t) and V (t) are independent. Consequently, by taking the conditional expectation with respect to F n−1 in the previous inequality and using Lemma 3.1 we get for each 0
This implies
. Now, since p > 1, the Jensen inequality yields
Moreover, since E(|P n (t)|) ≥ 1 and p ≥ 1, we have
Thus, taking the expectation in (3.3) yields
i.e. (3.2). If ϕ(p) > 0, by definition of ϕ, S(n, p) converges exponentially fast to 0, hence the series n≥1 S(n, p) 1/p converge and, due to (3.2) and the fact that T * = n≥0 T n , F n (t) converges almost surely and in L p norm as n → ∞ for all t ∈ T * . Proposition 3.2. Let γ ∈ (0, max q∈(1,p] ϕ(q)/q). With probability 1, there exists η γ > 0 such that for any t, s ∈ T * such that |t − s| < η γ we have
where C γ is a constant depending on γ only.
Proof. Recall (3.1). Let q ∈ (1, p] such that ϕ(q) > 0. It follows from (P1) that (∆F n (I w )) n≥1 is a martingale, so Doob's inequality and then Jensen inequality yield a constant C q depending on q only such that for n ≥ 1
Consequently (3.6)
By using Markov's inequality as well as (3.6) and Proposition 3.1, we get
where C q is another constant depending only on q. Since γ ∈ (0, ϕ(q)/q), by definition of ϕ(q) the series n≥1 b nγq S(n, q) converges. Consequently, due to the Borel-Cantelli lemma, with probability 1, there exists n 1 such that for all n ≥ n 1 ,
Now fix n ≥ n 1 . We are going to prove by induction that for all M ≥ n + 1 and t, s ∈ T M such that 0 < t − s < b −n we have
If M = n + 1, then there exist i and i ′ with 0 < i − i ′ < 2b such that t = ib
and s = i ′ b −(n+1) , so due to (3.7) applied at generation n + 1 we have . Letting M tend to infinity in (3.8) yields that max k≥1 |F k (t)− F k (s)| ≤ C γ b −(n+1)γ for all n ≥ n 1 and t, s ∈ T * such that |t − s| ≤ b −n . Now, for t, s ∈ T * with |t − s| ≤ b −n1 , there is a unique n ≥ n 1 such that b −(n+1) ≤ |t − s| < b −n and max k≥1 |F k (t) − F k (s)| ≤ C γ b −(n+1)γ ≤ C γ |t − s| γ . The conclusion comes from the density of T * in [0, 1] and the continuity of the F k .
Proof of Theorem 2.1. Since F n (0) = 0 almost surely for all n ≥ 1, it follows from Propositions 3.2 and Ascoli-Arzela's theorem that, with probability 1, the sequence of continuous functions (F n ) n≥1 is relatively compact, and all the limit of subsequences of F n are γ-Hölder continuous for all 0 < γ < max q∈ (1,p] ϕ(q)/q. Moreover, Proposition 3.1 learns us that, with probability 1, F n is convergent over the dense countable subset T * of [0, 1] . This yields the uniform convergence of F n and the Hölder regularity property of the limit F .
We then prove that F (t) ∞ p < ∞. For n ≥ 1, let M n = max t∈Tn |F n (t)|. We have (3.9) M n+1 ≤ M n + max |Y n+1 (w)| p .
Also, due to Proposition 3.1 we have n≥1 max t∈Tn |F n+1 (t) − F n (t)| p < ∞. Moreover, max w∈A n+1
so n≥1 max w∈A n+1 |Y n+1 (w)| p < ∞. This implies sup n≥1 M n p < ∞, and since, with probability 1, F n converges uniformly to F ∞ and T * is dense in [0, 1], we get sup t∈[0,1] |F (t)| p ≤ lim inf n→∞ M n p < ∞. In particular, F belongs to L 1 and for every n ≥ 1, the conditional expectation of F with respect to F n is well defined and it converges almost surely and in L 1 norm to F (see Proposition V-2-6 in [39] ). It remains to prove that F n = E(F |F n ) almost surely. For every t ∈ T * , we have shown that the martingale (F n (t), F n ) n≥1 is uniformly integrable, so F n (t) = E(F (t)|F n ) almost surely. Consequently, since T * is countable, with probability 1, the restriction of E(F |F n ) coincides with the function F n over T * . Moreover, these two random functions are continuous and T * is dense in [0, 1] so, with probability 1, they are equal.
