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AN INVARIANT SET IN ENERGY SPACE
FOR SUPERCRITICAL NLS IN 1D
Scipio Cuccagna
Abstract. We consider radial solutions of a mass supercritical monic NLS and we
prove the existence of a set, which looks like a hypersurface, in the space of finite
energy functions, invariant for the flow and formed by solutions which converge to
ground states.
§1 Introduction
We consider a monic supercritical NLS
(1.1) iut + uxx + |u|p−1u = 0 , (t, x) ∈ R× R , u(t, x) ≡ u(t,−x) , 5 < p <∞.
We ignore translation and consider only even solutions u(t, x) ≡ u(t,−x) of (1.1): by
H1r (R,C) we will mean the space of finite energy even functions. (1.1) admits ground
states solutions eitω+iγφω(x), with φω(x) = ω
1
2(p−1) ( p+1
2
)
1
p−1 sech
2
p−1 ( p−1
2
√
ωx). Let
(1.2) G =
{
eiγφω(x) : ω > 0; γ ∈ R
} ⊂ H1r (R,C).
For any initial datum u(0, x) ∈ H1r (R,C) close toG, for some time the corresponding
solution u(t, x) remains close toG and can be written in a canonical way as a varying
ground state plus a reminder term:
(1.3) u(t, x) = ei
R
t
0
ω(s)ds+iγ(t)(φω(t)(x) + r(t, x)).
The orbits in G are unstable and u(t, x) can blow up in finite time [BC], so (1.3) in
general does not persist for all t. We will prove:
Theorem 1.1. There exist a X ⊂ H1r (R,C) such that:
• G ⊂ X;
• X is invariant by the flow;
• X looks like a hypersurface, in the following sense: for any g0 ∈ G there exists
a neighborhood U of g0 in H
1
r (R,C) such that there is X˜ ⊆ X ∩ U with X˜ the
Typeset by AMS-TEX
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graph of a real valued function, non necessarily continuous, defined on a real closed
hyperplane through g0 in H
1
r (R,C);
• For any g0 = eiγ0φω0(x) ∈ G there are C > 0 and ǫ0 > 0, which depend only on
ω0, such that for any 0 < ǫ < ǫ0 if we pick u0 ∈ X with ‖u0− g0‖H1(R) < ǫ then the
corresponding solution u(t, x) is globally defined and contained in X, can be written
in a canonical way in the form (1.3), and we have
‖r(t)‖H1(R,C) + ‖r‖L4t (R+,L∞x (R,C)) + |(ω0, γ0)− (ω(t), γ(t))| < Cǫ.(1)
The limit
(2) lim
t→+∞
(ω(t), γ(t)) = (ω∞, γ∞)
exists and there exists r∞ ∈ H1r (R,C) with ‖r∞‖H1(R,C) < Cǫ such that
(3) lim
t→+∞
‖ei
R
t
0
ω(τ)dτ+iγ(t)r(t)− eit∂2xr∞‖H1(R,C) = 0.
Remark. In the subspace of H1r ×H1r formed by pairs (u, u), the hyperplane at
g0 = e
iγ0φω0(x) is spanned by Ng(Hω0) ⊕ Rσ1ξ(ω0) ⊕ L2c(Hω0), with the various
terms introduced in §2.
Remark. We emphasize that all the functions considered in this paper are even
in x.
Theorem 1.1 is related Tsai & Yau [TY], Schlag [S] and Krieger & Schlag [KS]. [KS]
for (1.1) proves the existence of a Lipchiz hypersurface of initial data u0 with 〈x〉u0 ∈
H1(R) ∩W 1,1(R) < ∞, such that the corresponding solutions u(t, x) converge to
ground states. The stronger decay hypothesis on the initial data allows to control
the rate of convergence of ω(t) to its limit, and also the rate of convergence of the
motion of the ground state to the inertial asymptotic motion. For data H1(R) or
in the smaller space H1r (R) the method in [KS] does not work. We consider only
even initial data to eliminate spatial motion of the ground state. So the velocity
is zero and we trivialize one of the difficulties. The problem with ω(t) however
remains. We obtain our result by means of Schauder fixed point theorem applied to
an appropriate functional. Unfortunately, due to the fact that u0 ∈ H1r (R) and to
the lack of sufficient control on ω(t), we are not able to show that the functional is
a contraction, which would yield X = X˜ and some regularity for the hypersurface.
It would be nice to prove that X is a continuous hypersurface, and then, given a
small ball B ⊂ H1r (R) of center g ∈ G, to study the behavior of solutions which
start in B\X . During the review process of this paper we learned of the work
by Beceanu [B] which proves an analogous result to the present one for solutions
u(t) ∈ H1(R3) ∩ L2,1(R3), in the notation below, for the cubic NLS treated in
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[S]. The result in [B] is stronger than ours in two respects: X is indeed a Lipschitz
hypersurface in H1(R3)∩L2,1(R3), and there is no requirement of spherical or other
symmetries. The proof in [B] does not work in our 1 dimensional setting for solutions
u(t) ∈ H1(R) ∩ L2,1(R). We remark that the endpoint Strichartz estimate needed
in [B] is a corollary of the transposition to linearizations of the NLS of the following
material: Yajima’s Lp theory of wave operators [Y1,Y2] transposed in [C4,C5];
Kato smoothness theory [K], applied in Proposition 4.1 [CPV]. Furthermore, in
cases when they cannot be derived directly from bounds on wave operators, as for
example Lemma 3.1 below, Strichartz estimates for the linearization Hω in (2.2)
can be proved with a standard TT ∗ argument, using an appropriate bilinear form,
see the proof of Lemma 3.1 in [C1,C3] . For other results related to the present
paper see [Co,Ma] and references therein.
In the last section we list a series of errata in paper [C1]. In particular the present
paper is based on [C3], which is a thorough revision of [C1].
We write RH(z) = (H−z)−1 and 〈x〉 = (1+|x|2) 12 . We set ‖u‖Hk,s := ‖〈x〉u‖Hk .
We set L2,s = H0,s. We set 〈f, g〉 = ∫
R
tf(x)g(x)dx, with f(x) and g(x) column
vectors and with tA the transpose. W 1,p(R) is the set of tempered distributions f(x)
with derivative f(x), f ′(x) ∈ Lp(R). Wk,p(R) is the space of tempered distributions
f(x) such that (1 − ∂2x)k/2f ∈ Lp(R). Recall that W 1,p(R) = Wk,p(R) exactly
for 1 < p < ∞. W˙ 1,p(R) is the set of tempered distributions f(x) with derivative
f ′(x) ∈ Lp(R).
§2 Linearization and spectral decomposition
We plug the ansatz (1.3) in (1.1) obtaining, for n(r, r) = O(r2),
(2.1)
irt = −rxx + ω(t)r − p+ 1
2
φp−1ω(t)r(t, y)−
p− 1
2
φp−1ω(t)r+
+ γ˙(t)
(
φω(t) + r
)− iω˙(t)∂ωφω(t) + n(r, r)
Let σ1 =
[
0 1
1 0
]
, σ2 =
[
0 i
−i 0
]
, σ3 =
[
1 0
0 −1
]
. The linearization is
(2.2)
Hω = σ3
(−d2/dx2 + ω)+ ωV (√ωx)
V (x) = − (σ3(p+ 1)− iσ2(p− 1)) (p+ 1)2−2sech 2(p− 1
2
x).
By (2.1), for tR = (r, r¯), tΦ = (φω, φω) and
tN(R) = (n(r, r),−n(r, r)),
(2.3) iRt = Hω(t)R+ σ3γ˙R + σ3γ˙Φ− iω˙∂ωΦ+N(R).
By implicit function theorem we impose R(t) ∈ N⊥g (H∗ω(t)), with Ng the gener-
alized kernel. We state the following known result:
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Theorem 2.1. Let us consider the operator Hω in (2.2) acting on R ∈ L2(R,C2):
(1) The continuous spectrum of Hω is R\(−ω, ω). 0 is an eigenvalue and there are
two simple eigenvalues ±iµ(ω), with µ(ω) > 0.
(2) Ng(Hω) is spanned by {σ3Φω, ∂ωΦω, ∂xΦω, σ3xΦω}.
(3) ±ω are not resonances and {0, iµ(ω),−iµ(ω)} are the only eigenvalues.
For (1) and (2) see [W], for (3) see [KS]. Let ξ(ω, x) be an eigenvector of iµ(ω).
Notice that µ(ω) = ωµ(1). Recalling that 〈f, g〉 = ∫
R
tf(x)g(x)dx, we have:
Lemma 2.2. The eigenvector ξ(ω, x) can be chosen so that 〈ξ(ω), σ3ξ(ω)〉 = iλ1
with λ1 ∈ R\{0} a fixed number. The function (ω, x)→ ξ(ω, x) is C2 and |ξ(ω, x)| <
c
√
ωe−a
√
ω|x| for fixed c > 0 and a > 0. σ1ξ(ω, x) = ξ(ω, x) generates ker(Hω +
iµ(ω)) with 〈σ1ξ, σ3σ1ξ〉 = −iλ1. We have Hω invariant decompositions
(1) L2(R,C2) = L2d(ω)⊕ L2c(ω) and L2(R,C2) = Ng(Hω)⊕N⊥g (H∗ω)
with L2d(ω) = Ng(Hω)⊕
(⊕± ker(Hω ∓ iµ(ω))) and L2c(ω) = [σ3L2d(ω)]⊥.
Proof. The decomposition (1) is a consequence of Theorem 2.1. Let ξ(x) be
a generator of ker(H1 − iµ(1)). Since both ξ(x) and σ1ξ(x) ∈ ker(H1 + iµ(1)),
we can normalize ξ(x) so that ξ(x) = σ1ξ(x). Then
tξ(x) = (v(x), v(x)). Then
〈ξ, σ3ξ〉 =
∫
(v2 − v2)dx = iλ1 with λ1 ∈ R\{0}. Notice that λ1 6= 0 since otherwise
〈ξ, σ3f〉 = 0 for any f would follow from the fact that 〈ξ, σ3f〉 = 0 for any f ∈
Ng(H1) ⊕ L2c(1) and for f = σ1ξ. Finally set ξ(ω, x) =
√
ωξ(1,
√
ωx). The rest is
standard.
We denote by Pd(ω) (resp. Pc(ω)) the projection on L
2
d(ω) (resp. L
2
c(ω)) asso-
ciated to the splitting in (1) Lemma 2.2. By Ng(H
∗
ω) = σ3Ng(Hω), the condition
R(t, x) ∈ N⊥g (H∗ω(t)) and (2.3) imply the modulation equations:
iω˙ d(‖φω‖22)/dω = iω˙
〈
R, ∂ωΦω
〉
+
〈
σ3γ˙R+N(R),Φω
〉
γ˙ d(‖φω‖22)/dω = iω˙
〈
R, σ3∂
2
ωΦω
〉− 〈σ3γ˙R+N(R), σ3∂ωΦω〉.
By elementary computations, see [C2], there are real valued exponentially decreasing
functions α(ω, x) and β(ω, x) such that
M(ω,R)
[
iω˙
−γ˙
]
=
[ 〈n(r, r)− n(r, r), φω〉
〈n(r, r) + n(r, r), ∂ωφω〉
]
with
M(ω,R) = d(‖φω‖22)/dω +
[ 〈r + r, α(ω)〉 〈r − r, φω〉
〈r − r, β(ω)〉 〈r + r, ∂ωφω〉
]
.(2.4)
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Since in the sequel we deal with R(t) such that ‖R‖L∞t L2x is small and such that ω
remains in a bounded domain, we get
(2.5)
[
iω˙(t)
−γ˙(t)
]
=
[
i ˙˜ω(R)
− ˙˜γ(R)
]
with[
i ˙˜ω(R)
− ˙˜γ(R)
]
:=M(ω,R)
[ 〈n(r, r)− n(r, r), φω〉
〈n(r, r) + n(r, r), ∂ωφω〉
]
with M(ω,R) :=
=M−1(ω,R) = (d(‖φω‖22)/dω)−1 (1 +O(‖R‖L∞t L2x) +O(‖ω − ω0‖L∞t )) .
Lemma 2.3. We can write R(t) = f(t) + ζ(t) with f(t) ∈ L2c(ω(t)) and ζ(t, x) =
z+(t)ξ(ω(t), x) + z−(t)σ1ξ(ω(t), x). R = σ1R implies z±(t) ∈ R and f = σ1f .
Proof. By R(t, x) ∈ N⊥g (H∗ω(t)) and setting f = Pc(ω(t))R we get R(t) = f(t) +
ζ(t) for an ζ(t) = z+(t)ξ(ω(t)) + z−(t)σ1ξ(ω(t)). z±(t) ∈ R and f = σ1f follow by
ξ = σ1ξ, σ1ξ = ξ, σ1L
2
c(ω(t)) = L
2
c(ω(t)), L
2
c(ω(t)) = L
2
c(ω(t)) and
z+ξ + z−σ1ξ + f = R = σ1R = z+σ1ξ + z−ξ + σ1f.
We have from (2.3) and Lemma 2.3
ift = Hω(t)f + σ3γ˙R+N(R) + σ3γ˙Φω(t) − iω˙∂ωΦω(t)
+ i(z+µ(ω(t))− z˙+)ξ(ω(t))− i(z−µ(ω(t)) + z˙−)σ1ξ(ω(t))
− iω˙(z∂ωξ(ω(t)) + z¯σ1∂ωξ(ω(t))).
We apply 〈·, σ3ξ〉 and 〈·, σ3σ1ξ〉. Setting d1 = −λ−11 with λ1 the constant in Lemma
2.2, we get the discrete mode equations:
(2.6)
z˙±(t)∓ µ(ω(t))z±(t) = d1iω˙〈f(t), σ3σ
1∓1
2
1 ∂ωξ(ω(t))〉+
d1〈σ3γ˙R +N(R)− iω˙(t) [z+(t) + z−(t)σ1] ∂ωξ(ω(t)), σ3σ
1∓1
2
1 ξ(ω(t))〉.
We fix an ω0. Setting ω = ω(t) and ℓ(t) = ω(t)− ω0 + γ˙(t) we get
(2.7)
[i∂t − (Hω0 + ℓ(t)Pc(ω0)σ3)] f = Pc(ω)σ3γ˙(z+ + z−σ1)ξ +N (R)+
+
(
ω0V (
√
ω0x)− ωV (
√
ωx)
)
f + iω˙∂ωPc(ω)f + ℓ(t) (Pc(ω)− Pc(ω0))σ3f.
To correct the fact that [Pc(ω0)σ3, Hω0 ] 6= 0, we split f ∈ L2c(ω(t)) into
(2.8) f = fd + fc ∈ L2d(ω0)⊕ L2c(ω0).
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Then splitting Pc(ω0) = P+(ω0) + P−(ω0), with the two terms the projections on
the positive and the negative part of the continuous spectrum, see Lemma 5.12 [C1]
or Appendix B [C3] or also [BP], we get
(2.9)
[i∂t − (Hω0 + ℓ(t)(P+(ω0)− P−(ω0)))] fc = Pc(ω0){Pc(ω)σ3γ˙(z+ + z−σ1)ξ
+N(R) +
(
ω0V (
√
ω0x)− ωV (
√
ωx)
)
f + iω˙∂ωPc(ω)f
+ ℓ(t) (Pc(ω)− Pc(ω0))σ3f + ℓ(t)(P+(ω0)− P−(ω0)− Pc(ω0)σ3)fc}.
Now [P+(ω0)− P−(ω0), Hω0 ] = 0. We will use the following elementary lemma.
Lemma 2.4. Fix α ∈ (0, 1). Then there exists a small δ(α) > 0 such that for any
fixed ω0 ∈ (α, 1/α) and for any ω with |ω− ω0| ≤ δ(α) there exist constants CN (α)
such the following holds: for any fc ∈ L2c(ω0) there exists exactly one fd ∈ L2d(ω0)
so that f = fc + fd ∈ L2c(ω) and for any q ∈ [1,∞] we have
(2.10) ‖fd‖Lqx ≤ CN (α)|ω − ω0| ‖〈x〉−Nfc‖L2x .
Furthermore, if fc = σ1fc, then we have fd = σ1fd.
Proof. For fc = Pd(ω)fc + Pc(ω)fc we seek fd ∈ L2d(ω0) with Pd(ω)fd =
−Pd(ω)fc. We have Pd(ω)Pd(ω0) = Pd(ω0) + (Pd(ω) − Pd(ω0))Pd(ω0). Since
Pd(ω)−Pd(ω0) = O(ω−ω0) in any norm, we see for the ranks, Rk (Pd(ω)Pd(ω0)) =
Rk (Pd(ω0)) = Rk (Pd(ω)), so Pd(ω)Pd(ω0) : L
2
d(ω0) → L2d(ω) is an isomorphism
and fd exists unique. Next,
−Pd(ω)fc = (Pd(ω0)− Pd(ω))fc = fd + (Pd(ω)− Pd(ω0))fd
implies ‖fd‖q(1 − C|ω − ω0|) ≤ ‖(Pd(ω0) − Pd(ω))fc‖q . |ω − ω0| ‖〈x〉−Nfc‖2.
Let J be either σ1 or the conjugation operator Jh = h. Then, in either case
[Pd(ω), J ] = [Pc(ω), J ] = 0 for any ω. This implies fd = σ1fd.
§3 Spacetime estimates for Hω
We will need the following estimates, proved in [C3].
Lemma 3.1 (Strichartz estimate). Let Wk,p(R) be the space of tempered distri-
butions f(x) such that (1− ∂2x)k/2f ∈ Lp(R). Then there exists a positive number
C = C(ω) upper semicontinuous in ω such that for any k ∈ [0, 2]:
(a) for any f ∈ L2c(ω), ‖e−itHωf‖L4tWk,∞x ∩L∞t Hkx ≤ C‖f‖Hk .
(b) for any g(t, x) ∈ S(R2),
‖
∫ t
0
e−i(t−s)HωPc(ω)g(s, ·)ds‖L4tWk,∞x ∩L∞t Hkx ≤ C‖g‖L4/3t Wk,1x +L1tHkx .
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Lemma 3.2. For any k and τ > 3/2 ∃ C = C(τ, k, ω) upper semicontinuous in ω
such that:
(a) for any f ∈ S(R),
‖e−itHωPc(Hω)f‖L2tHk,−τx ≤ C‖f‖Hk .
(b) for any g(t, x) ∈ S(R2)∥∥∥∥
∫
R
eitHωPc(Hω)g(t, ·)dt
∥∥∥∥
Hkx
≤ C‖g‖L2tHk,τx .
Lemma 3.3. For any k and τ > 3/2 ∃ C = C(τ, k, ω) as above such that ∀
g(t, x) ∈ S(R2)∥∥∥∥
∫ t
0
e−i(t−s)HωPc(Hω)g(s, ·)ds
∥∥∥∥
L2tH
k,−τ
x
≤ C‖g‖L2tHk,τx .
Lemma 3.4. k and τ > 3/2 ∃ C = C(τ, k, ω) as above such that ∀ g(t, x) ∈ S(R2)∥∥∥∥
∫ t
0
e−i(t−s)HωPc(Hω)g(s, ·)ds
∥∥∥∥
L∞t L
2
x∩L4t (R,Wk,∞x )
≤ C‖g‖L2tHk,τx .
Lemma 3.5. In Lemmas 3.1 (b), 3.3 and 3.4 the estimates continue to hold if we
replace in the integral [0, t] with [t,+∞).
§4 Functional setting and integral formulation
From now on in the paper all the functions we consider are even in x. We want
to build a set X of special solutions of (1.1) which for all times are approximate
ground states u(t, x) = ei
R
t
0
ω(s)ds+iγ(t)(φω(t)(x) + r(t, x)) as in Ansatz (1.3). The
reminder tR = (r, r) will be split as
(4.1) R = (z+(t) + z−(t)σ1) ξ(ω(t), x) + fd(t, x) + fc(t, x)
with fd + fc the splitting in (2.8). In analogy to standard constructions of center
and stable manifolds, we consider functional spaces where we will interpret X as
the set of fixed points of certain functionals.
For p > 5 the exponent in (1.1) and for 4/q = 1− 1/p we set
Z := L4tL∞x ∩ LqtW 1,2px ∩ L∞t H1x ∩ C0tH1x ∩H1,−2x L2t ([0,∞)× R,C2);
X̂ := {(z+(t), z−(t), γ(t), fc(t, x)) : z±(t) ∈ (L1 ∩ L∞ ∩ C0)([0,∞),R);
fc(t, ·) ∈ L2c(ω0) ∩ Z with fc = σ1fc; γ˙ ∈ (L1 ∩ L∞)([0,∞),R)}
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with, for R̂ = (z+, z−, γ, fc),
‖R̂‖ bX = ‖(z+, z−)‖(L1∩L∞)[0,∞) + ‖γ‖(W 1,∞∩W˙ 1,1)[0,∞) + ‖fc‖Z .
Let X := ((W 1,∞ ∩ W˙ 1,1)[0,∞))× X̂ with elements R = (ω, R̂). Fix α ∈ (0, 1) and
ω0 ∈ (α, 1/α). For ǫ ∈ (0, ǫ0] let
BX (ω0, γ0, ǫ) = {R ∈ X : ‖R− (ω0, 0, 0, γ0, 0)‖X ≤ ǫ}
B bX (γ0, ǫ) = {R̂ ∈ X̂ : ‖R̂ − (0, 0, γ0, 0)‖ bX ≤ ǫ}.
For ǫ0 < δ(α), with δ(α) chosen to be the same of Lemma 2.4, in BX (ω0, γ0, ǫ)
by definition we have ‖ω(t) − ω0‖∞ < δ(α). By Lemma 2.4 we define fd(t, x) ∈
L2c(ω0) with |fd| ≪ |fc|, so that f(t, x) = fd(t, x) + fc(t, x) ∈ L2c(ω(t)) and ‖f‖Z ≈
‖fc‖Z . Then given R ∈ BX (ω0, γ0, ǫ) we define R(t, x,R) by formula (4.1). By
construction, R(t) ∈ N⊥g (H∗ω(t)) and ‖R‖Z ≤ C(‖(z+, z−)‖L1t∩L∞t + ‖fc‖Z) for
C = C(α). We fix ω(0) > 0 (resp.γ(0) ∈ R) close to ω0 (resp.γ0) and for R = R(R)
we write
ω(t) = ω(0) + ω˜(R), ω˜(R) :=
∫ t
0
˙˜ω(R)(s)ds,(4.2)
γ(t) = γ(0) + γ˜(R) , γ˜(R) :=
∫ t
0
˙˜γ(R)(s)ds,(4.3)
where ˙˜ω(R) and ˙˜γ(R) are as in (2.5). Schematically we have for R ∈ BX (ω0, γ0, ǫ)
(4.4) ˙˜ω(R) := 〈O(R2(t)),Φω(t)〉 and ˙˜γ(R) := 〈O(R2(t)), ∂ωΦω(t)〉.
Let ℓ(t,R) = ω(t)−ω0+ ˙˜γ(R). For a small h0 ∈ H1(R,C2)∩L2c(ω0), h0(−x) = h0(x),
with h0 = σ1h0, we write
(4.5)
P±(ω0)fc(t, x) = e−itHω0 e∓i
R t
0
ℓ(τ,R)dτP±(ω0)h0(x)− f˜c(R),
f˜c(R) :=
∫ ∞
t
e−i(t−s)Hω0 e∓i
R t
s
ℓ(τ,R)dτP±(ω0)F (R)(s)ds,
F (R) := Pc(ω0)
{
Pc(ω)σ3 ˙˜γ(R)(z+ + z−σ1)ξ +N(R) + i ˙˜ω(R)∂ωPc(ω)f
+
(
ω0V (
√
ω0x)− ωV (
√
ωx)
)
f + ℓ(t,R) (Pc(ω)− Pc(ω0))σ3f
+ ℓ(t,R)(P+(ω0)− P−(ω0)− Pc(ω0)σ3)fc
}
.
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We write
(4.6)
z+(t) = z˜+(R), where z˜+(R) :=
d1
∫ ∞
t
ds e
R
t
s
µ(ω(s′))ds′
{
i ˙˜ω(R)〈f(s), σ3∂ωξ(ω(s))〉+ 〈σ3 ˙˜γ(R)R(s)
+N(R(s))− i ˙˜ω(R) [z+(s) + z−(s)σ1] ∂ωξ(ω(s)), σ3ξ(ω(s))〉
}
.
For a z−(0) small we write
(4.7)
z−(t) = e−
R t
0
µ(ω(s))dsz−(0) + z˜−(R) where z˜−(R) :=
d1
∫ t
0
ds e−
R
t
s
µ(ω(s′))ds′
{
i ˙˜ω(R)〈f(s), σ1σ3∂ωξ(ω(s))〉+ 〈σ3 ˙˜γ(R)R(s)
+N(R(s))− i ˙˜ω(R) [z+(s) + z−(s)σ1] ∂ωξ(ω(s)), σ1σ3ξ(ω(s))〉
}
.
We interpret (4.2-7) as an equation in BX (ω0, γ0, ǫ) ⊂ X .
Proposition 4.1. Fix α ∈ (0, 1) and ω0 ∈ (α, 1/α), γ0 ∈ R. Then ∃ ǫ0 > 0, c(α)
and a C > 0 such that ∀ (ω(0), γ(0), z−(0)), with z−(0) ∈ R, γ(0) ∈ R, with
|ω(0)− ω0|+ |γ(0)− γ0|+ |z−(0)| < ǫ/5 ≤ ǫ0/5
and ∀ h0 ∈ H1r (R,C2)∩L2c(ω0) satisfying h0 = σ1h0 with ‖h0‖H1(R) < c(α)ǫ, and if
we define R(t, x) by (4.1) with fd(t, x) defined by Lemma 2.4, then, for 4/q = 1−1/p
with p > 5 the exponent in (1.1), there exists a solution
(4.8) (ω(t), z+(t), z−(t), γ(t), fc(t)) ∈ C0([0,∞),R4)× Z
of (4.2-7) such that ∀ t ≥ 0 we have fc(t) = σ1fc(t) and
|ω(t)− ω0| ≤ ǫ, |(ω(t), z−(t), γ(t))− (ω(0), z−(0), γ(0))| < Cǫ2,(1)
‖fc‖Z ≤ ǫ,(2)
‖z−(t)‖(L1∩L∞)[0,∞) ≤ ǫ, ‖z+(t)‖(L1∩L∞)[0,∞) < Cǫ2(3)
lim
t→∞
(z+(t), z−(t)) = (0, 0) .(4)
There exist γ∞ ∈ R, ω∞ > 0 such that
(5) lim
t→∞
(ω(t), γ(t)) = (ω∞, γ∞)
and for ℓ(t) = ω(t)− ω0 + γ˙(t)
lim
t→∞
‖f(t)− e−itHω0 ei
R t
0
ℓ(τ)dτ(P−(ω0)−P+(ω0))h0‖H1(R,C2) = 0.(6)
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We have σ1R(t, x) = R(t, x), R(t, x) solves (2.3), the first entry r(t, x) of
tR = (r, r)
solves (2.1) and u(t, x), defined in (1.3), solves (1.1).
There is an isomorphism between the space of the u(t, x) and the space of the
U(t, x) = t(u(t, x), u(t, x)), so we think X in the latter space. The spirit of Proposi-
tion 4.1 is that we try to parametrize the set X by means of (ω(0), γ(0), z−(0), h0).
In fact we cannot exclude that for each choice of the parameter there are more than
one solutions of the form (4.8). So we define the X in Theorem 1.1 as the union of
the trajectories associated to all possible solutions of (4.2-7).
§5 Proof of Proposition 4.1
SetR = (ω, R̂) with R̂ = (z+, z−, γ, fc). Set for ℓ(t,R) = ω(0)+ω˜(R)−ω0+ ˙˜γ(R)
(5.1)
L(R) := (z˜+(R), z˜−(R), ω˜(R), γ˜(R));
G(ω)(R̂) := (0, e−
R
t
0
µ(ω(s))dsz−(0), γ(0),
e−itHω0 (P+(ω0)e−i
R
t
0
ℓ(τ,R)dτ + P−(ω0)ei
R
t
0
ℓ(τ,R)dτ )h0) + G˜(R);
G˜(ω)(R̂) := (z˜+(ω, R̂), z˜−(ω, R̂), γ˜(ω, R̂), f˜c(ω, R̂));
F(R) := (ω(0), e−
R t
0
µ(ω(s))dsz−(0), γ(0),
e−itHω0 (P+(ω0)e−i
R t
0
ℓ(τ,R)dτ + P−(ω0)ei
R t
0
ℓ(τ,R)dτ )h0) + F˜(R);
F˜(R) := (ω˜(R), G˜(ω)(R̂)).
To prove Proposition 4.1 we look for fixed points of F(R). We are not able to show
that F(R) is Lipschiz because of the ω(t) in the ℓ(t,R) = ω(t) − ω0 + ˙˜γ(R) and
the exponent
∫ t
s
ℓ(τ,R)dτ in the definition (4.5) of f˜c(R). We split R = (ω, R̂)
and we solve the system by substitution, by first solving for R̂ with ω arbitrary
but with ‖ω − ω0‖∞ small. Since F(ω, R̂) is Lipschiz and a contraction in R̂, with
constant independent of ω, for each ω we get a unique corresponding R̂ = R̂(ω) by
the contraction principle. R̂(ω) is continuous in ω. Substituting in the equation for
ω, we obtain a fixed point problem in ω which we solve by the Schauder fixed point
theorem.
By Lemmas 3.1-2 we have:
Lemma 5.1. For α ∈ (0, 1) there exists C(α) > 0 such that ∀ ω0 ∈ (α, 1/α) we have
‖e−itHω0Pc(ω0)h‖Z < C(α)‖h‖H1 ; e−itHω0 is strongly continuous in H1(R,C2).
Next, we have:
Lemma 5.2. There exists a fixed C > 0 such that for all 0 < ǫ < ǫ0, L(R) is C1 in
BX (ω0, γ0, ǫ) such that for L(R) = (z˜+(R), z˜−(R), ω˜(R), γ˜(R)) and for any t0 ≥ 0
(1)
‖L(R)‖((L1∩L∞)2×(W 1,∞∩W 1,1)2)[t0,∞) ≤
Cǫ(ǫe−
αµ(1)
2 t0 + ‖(z+, z−)‖L1[t0,∞) + ‖fc‖L2((t0,∞),L2,−2x )).
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Furthermore we have
(2) ‖DL(R)δR‖((L1∩L∞)2×(W 1,∞∩W 1,1)2)[0,∞) ≤ Cǫ‖δR‖X .
Proof. Set z˜+(t) = z˜+(R)(t) = d1
∫ +∞
t
ds e
R
t
s
µ(ω(s′))ds′Z+(R)(s),
Z+(R) := 〈σ3 ˙˜γR+N(R)− i ˙˜ω [z+ + z−σ1] ∂ωξ(ω), σ3ξ(ω)〉+ i ˙˜ω〈f, σ3∂ωξ(ω)〉.
In BX (ω0, γ0, ǫ) we have µ(ω(t)) > αµ(1) > 0. So for t ≥ t0
|z˜+(t)|+ ‖z˜+‖L1[t0,∞) ≤
∫ +∞
t
dse−αµ(1)|t−s||Z+(s)|ds+ 1
αµ(1)
‖Z+‖L1[t0,∞).
The above is ≤ Cα‖Z+‖L1[t0,∞). We have
‖Z+‖L1[t0,∞) ≤ Cǫ(‖(z+, z−)‖L1[t0,∞) + ‖fc‖L2((t0,∞),L2,−2x )).
So for t ≥ t0 we get
(3) |z˜+(t)|+ ‖z˜+‖L1[t0,∞) ≤ Cǫ(‖(z+, z−)‖L1[t0,∞) + ‖fc‖L2((t0,∞),L2,−2x )).
We have z˜−(t) = z˜−(R)(t) = d1
∫ t
0
ds e−
R
t
s
µ(ω(s′))ds′Z−(R)(s) with
Z−(R) = 〈σ3 ˙˜γR +N(R)− i ˙˜ω [z+ + z−σ1] ∂ωξ(ω), σ1σ3ξ(ω)〉+ i ˙˜ω〈f, σ1σ3∂ωξ(ω)〉.
Then
|z˜−(t)| ≤
∫ t
0
dse−αµ(1)|t−s||Z−(s)|ds,
‖z˜−‖L1[t0,∞) ≤
∥∥∥∥
∫ t
0
dse−αµ(1)|t−s||Z−(s)|ds
∥∥∥∥
L1[t0,∞)
.
From the first we read for t ≥ t0
|z˜−(t)| ≤ Ce−αµ(1)t/2‖Z−‖L1[0,t0/2) + C‖Z−‖L1[t0/2,∞).
This yields for t ≥ t0
(4) |z˜−(t)| ≤ Cǫ2e−αµ(1)t/2 + Cǫ(‖(z+, z−)‖L1[t0,∞) + ‖fc‖L2((t0,∞),L2,−2x )).
In a similar fashion we obtain
(5) ‖z˜−‖L1[t0,∞) ≤ Cǫ2e−αµ(1)t0/2 + Cǫ(‖(z+, z−)‖L1[t0,∞) + ‖fc‖L2((t0,∞),L2,−2x )).
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Notice that (3-5) imply
(6) ‖(z+, z−)‖L1[t0,∞) ≤ Cǫ2e−αµ(1)t0/2 + Cǫ‖fc‖L2((t0,∞),L2,−2x ).
By (4.4) we have
‖ ˙˜ω(R)‖L1[t0,∞) = ‖〈O(R2(t)),Φω(t)
〉‖L1[t0,∞) ≤ C‖R‖2L2([t0,∞),L2,−2x ).
Then
(7) ‖ ˙˜ω(R)‖L1[t0,∞) ≤ Cǫ(ǫe−αµ(1)t0/2 + ‖fc‖L2((t0,∞),L2,−2x )).
Similarly
(8) ‖ ˙˜γ(R)‖L1[t0,∞) ≤ Cǫ(ǫe−αµ(1)t0/2 + ‖fc‖L2((t0,∞),L2,−2x )).
Then (3-5) and (7-8) yield (1).
We have z˜+(R+ δR) = z˜+(R) + δz˜+(R+ δR) = z˜+(R) +Dz˜+(R)δR+O(δR2)
with Dz˜+(R)δR =
∫ +∞
t
ds e
R t
s
µ(ω(s′))ds′×[(∫ t
s
µ(1)δω(s′)ds′
)
Z+(R)(s) +DZ+(R)δR
]
.
So ‖DZ+(R)δR‖L1[0,∞) ≤ C˜αǫ‖δR‖X and |(Dz˜+(R)δR)(t)|+‖Dz˜(R)δR‖L1[0,∞) ≤
Ĉαǫ‖δR‖X . For ‖δR‖X . ǫ, |O(δR2)(t)| + ‖O(δR2)‖L1[0,∞) . ǫ‖δR‖X . Similar
estimates hold for the z˜−(R), ω˜(R) and γ˜(R). This yields (2).
Consider the ball BL∞(ω0, ǫ) defined by ‖ω(t)− ω0‖L∞[0,∞) < ǫ.
Lemma 5.3.
(1) There is a fixed C > 0 such that we have ‖f˜c(R)‖Z ≤ Cǫ2 for any R ∈
BX (ω0, γ0, ǫ).
(2) There is a fixed C > 0 such that given any ω ∈ BL∞(ω0, ǫ) the map R̂ ∈
B bX (γ0, ǫ)→ f˜c(ω, R̂) ∈ Z is differentiable with ‖Df˜c(ω, R̂)δR̂‖Z ≤ Cǫ‖R̂‖ bX .
(3) Let Rj = (ω, R̂j) with ω ∈ BL∞(ω0, ǫ) and R̂j ∈ B bX (γ0, ǫ) for j = 1, 2. Then
‖e−itHω0P±(ω0)
(
e∓i
R t
0
ℓ(τ,R1)dτ − e∓i
R t
0
ℓ(τ,R2)dτ
)
h0‖Z ≤ Cǫ‖R̂1 − R̂2‖ bX ‖h0‖H1x .
Proof. (3) follows by
‖e−itHω0P±(ω0)e∓i
R t
0
(ω(τ)−ω0)dτ
(
e∓i
R t
0
e˙γ(R1)(τ)dτ − e∓i
R t
0
e˙γ(R2)(τ)dτ
)
h0‖Z
≤ C1‖ ˙˜γ(R1)− ˙˜γ(R2)‖L1t ‖h0‖H1x ≤ C2ǫ‖R̂1 − R̂2‖ bX ‖h0‖H1x .
The first two claims of Lemma 5.3 are a consequence of Lemmas 5.4 and 5.5 below.
We have a decomposition N(R) = Oloc(R
2) +N2(fc) with N2(fc) = O(f
p
c ). We set
F (R) = F1(R) + F2(R) with F2(R) = N2(fc) = O(fpc ).
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Lemma 5.4. Let ω(t) be a function with values in (α, 1/α). Then for a fixed
C = C(α) we have ‖f˜c(R)‖Z ≤ C
(
‖F1(R)‖H1,2x L2t + ‖F2(R)‖L1tH1x
)
.
Proof. By Lemmas 3.1, 3.4 and 3.5 for t0 ≥ 0
‖f˜c(R)‖L4t ((t0,∞),L∞x )∩Lqt ((t0,∞),W 1,2px )∩L∞t ((t0,∞),H1x) ≤
≤ C
(
‖F1(R)‖L2t (t0,∞)H1,2x + ‖F2(R)‖L1t ((t0,∞),H1x)
)
.
Let fj(R) be defined by (4.5) with F (R) replaced by Fj(R). By Lemmas 3.3 and
3.5
‖f˜1‖L2t (t0,∞)H1,−2x ≤ C‖F1‖L2t (t0,∞)H1,2x
By Lemma 3.2, for a fixed C and for t0 ≥ 0, ‖f˜2‖L2t (t0,∞)H1,−2x ≤
≤
∥∥∥∥
∫ ∞
t
ds‖e−i(t−s)Hω0 e±i
R
t
s
ℓ(τ,R)dτP±(ω0)F2(R)(s)‖H1,−2x
∥∥∥∥
L2t (t0,∞)
≤
∫ ∞
t0
ds‖e−i(t−s)Hω0 e±i(
R
t
0
ℓ(τ,R)dτ−R s
0
ℓ(τ,R)dτ)P±(ω0)F2(R)(s)‖H1,−2x L2t
.
∫ ∞
t0
ds‖e∓i
R s
0
ℓ(τ,R)dτF2(R)(s)‖H1xds = ‖F2(R)‖L1t ((t0,∞),H1x).
The final step to prove Lemma 5.3 is:
Lemma 5.5. The maps Fj(R) are for R ∈ BX (ω0, γ0, ǫ) continuous and differen-
tiable, with target L2tH
1,2
x for F1(R) and L1tH1x for F1(R). There exists C > 0 such
that for R ∈ BX (ω0, γ0, ǫ) we have for t0 ≥ 0, p > 5 the exponent in (1.1) and for
4/q = 1− 1/p
‖F1(R)‖L2t (t0,∞)H1,2x ≤ Cǫ(ǫe
− αµ(1)2 t0 + ‖fc‖L2t (t0,∞)L2,−2x ))(1)
‖F2(R)‖L1t ((t0,∞),H1x) ≤ Cǫ‖fc‖Lq((t0,∞),W 1,2px )).(2)
We have
‖DF1(R)δR‖L2t [0,∞)H1,2x + ‖DF2(R)δR‖L1t ([0,∞),H1x) ≤ Cǫ‖δR‖X .(3)
Proof. By Lemma 5.12 [C1], repeated in Appendix B in [C3], for CM,N (ω) upper
semicontinuous in ω, ∀ M and N we have
‖〈x〉N (P+(ω)− P−(ω)− Pc(ω)σ3)f‖L2x ≤ CM,N (ω1)‖〈x〉−Mf‖L2x .
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Schematically we have F1(R) = O(ǫ)ψf +Oloc(R2) for an exponentially decreasing
ψ(x). Then by Lemma 5.2 we get (1). We have F2(R) = O(fpc ) and this yields
‖F2‖L1tH1x . ‖fpc ‖L1tH1x .
∥∥∥‖fc‖W 1,2px ‖fc‖p−1L2px
∥∥∥
L1t
≤ ‖fc‖LqtW 1,2px ‖fc‖
p−1
L
q′(p−1)
t L
2p
x
.
Since q = 4p
p−1 <
4p(p−1)
3p+1
= q′(p − 1) by p > 5, then for some 0 < ϑ < 1 we get
‖F2‖L1tH1x . ‖fc‖
1+ϑ(p−1)
LqtW
1,2p
x
‖fc‖(1−ϑ)(p−1)L∞t H1x . This yields (2). Proceeding similarly we
get (3).
Lemma 5.6. Consider G(ω) defined by (5.1).
(1) ∀ ω ∈ BL∞(ω0, ǫ) ∃ R̂(ω) = (z+(ω), z−(ω), γ(ω), fc,ω) ∈ X̂ , unique, such that
R̂(ω, h0) ∈ B bX (γ0, ǫ/2) satisfies the fixed point problem R̂(ω) = G(ω)
(
R̂(ω)
)
.
(2) The map ω ∈ BL∞(ω0, ǫ)→ R̂(ω) ∈ B bX (γ0, ǫ) is continuous.
Proof. For ǫ ∈ (0, ǫ0) with ǫ0 > 0 small enough, G(ω) maps B bX (γ0, ǫ/2) into itself.
By the estimates on the derivatives in Lemmas 5.2 and 5.5, ‖G(ω)R̂1−G(ω)R̂2‖ bX ≤
Cǫ‖R̂1 − R̂2‖ bX . There is a fixed point, which we denote by R̂(ω), and which is
unique. This yields (1). Let Cǫ < 1/2. We have ‖R̂(ω1)− R̂(ω2)‖ bX ≤
≤ ‖G(ω1)R̂(ω1)− G(ω2)R̂(ω1)‖ bX + ‖G(ω2)R̂(ω1)− G(ω2)R̂(ω2)‖ bX
≤ ‖G(ω1)R̂(ω1)− G(ω2)R̂(ω1)‖ bX + Cǫ‖R̂(ω1)− R̂(ω2)‖ bX .
To complete Lemma 5.6 we need to show that ω ∈ BL∞(ω0, ǫ) → G(ω)R̂0 ∈ X̂ is
continuous for fixed R̂0. In view of Lemma 5.2 it remains to show the following:
Lemma 5.7. The map R ∈ BX (ω0, γ0, ǫ)→ f˜c(R) ∈ Z is continuous.
Proof. We write R = (ω, R̂) to distinguish between ω and R̂ = (z+, z−, γ, fc).
By Lemma 5.5, to complete the proof of the continuity of f˜(R) it is enough to
show that for fixed R0 = (ω0, R̂0) and if we set R1 = (ω0 + δω, R̂0), for any
ε > 0 there is δ > 0 such that |f˜(R0) − f˜(R1)| ≤ ε if ‖δω‖L∞ < δ. For g(s) =
e∓i
R s
0
δω(τ)dτP±(ω0)F (R0)(s) we need to show that for any ε > 0 there exists δ > 0
such that ‖δω‖L∞ < δ implies∥∥∥∥
∫ ∞
t
e−i(t−s)Hω0
(
e±i
R t
s
δω(τ)dτ − 1
)
g(s)ds
∥∥∥∥
Z
< ε.
We fix a large numberM > 0. Then, for δ > 0 withMδC‖F (R0)‖Z ≤ ε/2 and since
‖g‖H1,−2x L2t (I)+L1t (I,H1x) ≤ ‖F (R0)‖H1,2x L2t (I)+L1t (I,H1x) for any interval I, we conclude∥∥∥∥∥
∫ t+M
t
e−i(t−s)Hω0
(
e±i
R
t
s
δω(τ)dτ − 1
)
g(s)ds
∥∥∥∥∥
Z
< ε/2.
14
We have ∥∥∥∥
∫ ∞
t+M
e−i(t−s)Hω0
(
e±i
R
t
s
δω(τ)dτ − 1
)
g(s)ds
∥∥∥∥
Z
≤ C‖F (R0)‖H1,2x L2t (M,∞)+L1t ((M,∞),H1x) → 0 for M ր∞.
Having R̂(ω) for any ω ∈ BL∞(ω0, ǫ) we substitute R̂ = R̂(ω) in the system and
we reduce to a fixed point problem in ω. We will denote by Z(t0) the space defined
like Z in §4 but with the time interval (0,∞) replaced by (t0,∞). We get:
Lemma 5.8. There is a ω(t) ∈ BL∞(ω0, ǫ/2) such that, for R = (ω, R̂(ω)) and
R(t) = R(t, x,R),
(1) ω(t) = ω(0) + ω˜(R)(t) , ω˜(R)(t) =
∫ t
0
〈
O(R2(s)),Φω(s)
〉
ds.
Proof. The map on the right side in (1) sends BL∞(ω0, ǫ) into itself. Lemma 5.8
is a consequence of the Schauder fixed point theorem if we are able to show that
the image of BL∞(ω0, ǫ), which we denote by A, has compact closure in BL∞(ω0, ǫ).
First of all, A ⊂ BL∞(ω0, ǫ/3)∩ (W 1,∞ ∩ W˙ 1,1). It will be enough to show that, for
any ε > 0 there exists t0 = t0(ε) such that for any ω ∈ A we have ‖ω˙‖L1t (t0,∞) < ε.
This reduces to showing that for any ε > 0 there is t0 > 0 such that for any
ω ∈ BL∞(ω0, ǫ), given the corresponding R = (ω, R̂(ω)), we have ‖f˜c(R)‖Z(t0) < ε.
But by the proof of Lemma 5.4 and by (1-2) Lemma 5.5 we get
‖f˜c(R)‖Z(t0) ≤ C
(
‖F1(R)‖H1,2x L2t (t0,∞) + ‖F2(R)‖L1t ((t0,∞),H1x)
)
≤
≤ Cǫ(ǫe− αt0µ(1)2 + ‖e−iHω0 th0‖Z(t0) + ‖f˜c(R)‖Z(t0))
which implies ‖f˜c(R)‖Z(t0) ≤ C1ǫ(ǫe−
αt0µ(1)
2 + ‖e−iHω0 th0‖Z(t0)) and yields the
desired result.
By Lemmas 5.6-8 we conclude that we have a solutionR = (ω, R̂) ∈ BX (ω0, γ0, ǫ)
which yields the solution (4.8) of Proposition 4.1. Estimates (1-4) as well as the
limits (5) follow from the definition of X . Now we prove the remaining part of
Proposition 4.1. We can define a smooth diffeomorphism from a neighborhood of
(ω0, 0, 0, γ0, 0) ∈ R4 × (H1r (R,C2)∩L2(ω0)) with values in a small neighborhood of
eiγ0φω0(x) ∈ H1r (R,C) which associates to every Π = (ω(0), z(0)+ , z(0)− , γ(0), f (0)c (x))
uΠ(x) = e
iγ(0) (φω(0)(x) + rΠ(x))
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with t(rΠ(x), rΠ(x)) = RΠ(x) and, for fd[Π](x) defined by Lemma 2.4, with
RΠ(x) =
(
z
(0)
+ + z
(0)
− σ1
)
ξ(ω(0), x) + fd[Π](x) + f
(0)
c (x).
Then given the solution in (4.8) and given R(t) defined by (4.1), the corresponding
point in u(t) ∈ H1r (R,C) is given by t(u, u) = eiσ3(
R t
0
ω(s)ds+γ(t))(Φω(t) + R(t)). In
particular u(t) ∈ C0([0,∞), H1r (R,C)) and is the solution of (1.1) with u(0) = uΠ.
By construction
lim
t→∞
‖R(t)− e−itHω0 e−i
R t
0
ℓ(τ)dτ(P+(ω0)−P−(ω0))h0‖H1(R,C2) = 0.
For h0 =W (ω0)h˜0 with W (ω0) = strong − limt→∞ eitHω0 e−itσ3(−∂2x+ω0), see [C1],
lim
t→∞ ‖fc(t)− e
−i(R t
0
ω(τ)dτ+γ(t)−γ(0)−tω0)σ3eitσ3(∂
2
x−ω0)h˜0‖H1(R,C2) = 0.
So for t(r∞, r∞) = eiγ(0)σ3 h˜0 and t(r, r) = R we conclude
lim
t→∞
‖ei
R t
0
ω(τ)dτ+iγ(t)r(t)− eit∂2xr∞‖H1(R,C) = 0.
Errata in paper [C1]
Unfortunately paper [C1] has many mistakes. Fortunately all of them can be
corrected. Among the various mistakes we list:
(1) Various formulas between sections 5 and 8 are wrong, for example the formula
for the Wronskian from §5 on.
(2) In formula (8.2) in [C1] there is a missing term on the right hand side.
(3) The really serious mistake is Lemma 5.4 [C1]: not only the proof is incorrect,
but probably the statement is incorrect.
In [C3] we have revised [C1] simplifying considerably the argument. In particular
the smoothing estimates in §3 [C1], which are analogues of estimates in [M], have
been replaced by weaker estimates estimates in §3 [C3]. These new estimates are
listed in §3 in the present paper and are simple to prove. The estimates in §3 [C3] are
sufficient for the main result in [C1,C3]. In particular in [C3] most of the material
in sections from 5 to 8 in [C1] is eliminated. In particular the statements in §3 [C3]
are proved immediately in §3 [C3] with elementary arguments based on material
already in the literature. [C3] relies more on [KS]. The statement that the linear
part in [C1] is proven also when the matrix potential V (x) = Hω − σ3(−∂2x + ω)
is not necessarily even, does not stand any more, since [KS] assumes symmetry of
V (x) as an hypothesis. In fact the arguments from §5 to §8 in [C1] can be saved in
a corrected form, and this is done in [CV]. However in the present paper we assume
the results in [C3].
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