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Abstract
First order Hamiltonian operators of differential-geometric type were in-
troduced by Dubrovin and Novikov in 1983, and thoroughly investigated by
Mokhov. In 2D, they are generated by a pair of compatible flat metrics g and g˜
which satisfy a set of additional constraints coming from the skew-symmetry
condition and the Jacobi identity. We demonstrate that these constraints are
equivalent to the requirement that g˜ is a linear Killing tensor of g with zero
Nijenhuis torsion. This allowed us to obtain a complete classification of n-
component operators with n ≤ 4 (for n = 1, 2 this was done before). For
2D operators the Darboux theorem does not hold: the operator may not be
reducible to constant coefficient form. All interesting (non-constant) exam-
ples correspond to the case when the flat pencil g, g˜ is not semisimple, that is,
the affinor g˜g−1 has non-trivial Jordan block structure. In the case of a direct
sum of Jordan blocks with distinct eigenvalues we obtain a complete classifi-
cation of Hamiltonian operators for any number of components n, revealing a
remarkable correspondencewith the class of trivial Frobenius manifolds mod-
elled onH∗(CPn−1).
MSC: 37K05, 37K10, 37K25, 53D45.
Keywords: Hamiltonian Operator, Jacobi Identity, Nijenhuis Torsion, Killing
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1 Introduction
In 1983 Dubrovin and Novikov introduced Hamiltonian operators of differential-
geometric type [8],
P ij = gij(u)
d
dx
+ bijk (u)u
k
x, (1.1)
here u = (u1, . . . , un) are the dependent variables, and i, j, k = 1, . . . , n (we will
assume the non-degeneracy condition det g 6= 0). The main observation was that
the coefficients of such operators can be interpreted as differential-geometric ob-
jects: setting bijk = −g
isΓjsk and considering point transformations of the dependent
variables, one can see that the coefficients gij and Γjsk transform as components of a
bivector (contravariant metric), and Christoffel’s symbols of an affine connection,
respectively. Imposing the requirement that the corresponding Poisson bracket,
{F,G} =
∫
δF
δui
P ij
δF
δui
dx,
is skew-symmetric and satisfies the Jacobi identity, one obtains that the bivector gij
defines a flat metric, and Γjsk is the associated Levi-Civita connection. This imme-
diately establishes Darboux’s theorem for such operators: in the flat coordinates of
g the operator P takes constant coefficient form. Hamiltonian systems of hydrody-
namic type are generated by Hamiltonians of the form H =
∫
h(u)dx:
uit = P
ij δH
δuj
= ∇i∇jh u
j
x.
Such systems appear in a wide range of applications in hydrodynamics, chemical
kinetics, the Whitham averaging method, the theory of Frobenius manifolds and
so on, see the review papers [7, 22] for further details and references.
Hamiltonian operators of the form (1.1) have subsequently been generalised in
a whole variety of different ways (degenerate, non-homogeneous, higher order,
multi-dimensional and non-local, see [19] for a review), however, until now very
few classification results are available due to the complexity of the problem. In
this paper we address the classification of 2D Hamiltonian operators of Dubrovin-
Novikov type,
P ij = gij(u)
d
dx
+ bijk (u)u
k
x + g˜
ij(u)
d
dy
+ b˜ijk (u)u
k
y , (1.2)
which are generated by a pair of flat metrics g, g˜, see [5, 16, 17]. The operator P will
be called non-degenerate if the tensor g + λg˜ is non-degenerate for generic values
of the parameter λ (without any loss of generality we will assume both g and g˜ to
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be non-degenerate). Setting bijk = −g
isΓjsk and b˜
ij
k = −g˜
isΓ˜jsk, where Γ and Γ˜ are the
Levi-Civita connections of g and g˜, one introduces the obstruction tensor,
T ijk = Γ˜
i
jk − Γ
i
jk.
It is known that the vanishing of the obstruction tensor is necessary and sufficient
for the existence of coordinates where the operator (1.2) takes constant coefficient
form [5] (2D Darboux theorem). Our analysis will be based on the following result
of Mokhov:
Theorem 1. [16] Let g and g˜ be two flat metrics. Formula (1.2) defines a Hamiltonian
operator if and only if the obstruction tensor satisfies the relations
T ijk = T kji, (1.3)
T {ijk} = 0, (1.4)
T ijsT rst = T
irsT
j
st, (1.5)
∇T ijk = 0, (1.6)
∇˜T ijk = 0. (1.7)
Here T ijk = girg˜ksT jrs, brackets { } denote cyclic permutations of the indices i, j, k, and
∇, ∇˜ are covariant differentiations in the Levi-Civita connections of g, g˜.
These relations imply that, in the flat coordinates of g, the second metric g˜ be-
comes linear, so that the classification of such operators reduces to the classification
of algebras of certain type [5, 16]. This problem was addressed in [16], resulting
in a complete description of one- and two-component operators of the form (1.2).
Here we adopt a differential-geometric point of view: to proceed with the analysis
of the above relations we introduce the affinor (that is, (1, 1)-tensor) L = g˜g−1 or,
using indices, Lij = g˜
ikgkj. According to [17], L must have zero Nijenhuis torsion
(the vanishing of the Nijenhuis torsion is a necessary condition for 1D brackets
defined by g and g˜ to be compatible [18, 10]).
In the case when L has simple spectrum, the results of [17] imply the existence
of coordinates where theHamiltonian operator P takes constant coefficient form. It
turns out that all interesting (non-constant) examples correspond to the case when
L has non-trivial Jordan block structure. The simplest known example of this kind
is provided by the two-component operator
P =
(
0 1
1 0
)
d
dx
+
(
−2u1 u2
u2 0
)
d
dy
+
(
−u1y 2u
2
y
−u2y 0
)
, (1.8)
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which is related to the Lie algebra of vector fields on the plane [5, 16]. It is gener-
ated by the flat contravariant metrics
g =
(
0 1
1 0
)
, g˜ =
(
−2u1 u2
u2 0
)
.
One can easily see that, for generic values of u1, u2, the corresponding affinor L =
g˜g−1 is a single 2× 2 Jordan block.
2 Summary of the main results
Our first result establishes a link between 2D Hamiltonian operators (1.2) and the
theory of Killing tensors:
Theorem 2. Let g and g˜ be two flat metrics which define the Hamiltonian operator (1.2).
The Mokhov conditions (1.3)–(1.7) are equivalent to the following:
1. Linearity of the bivector g˜ij in the flat coordinates of g. Invariantly, this means
∇2g˜ = 0 where ∇ denotes covariant differentiation in the Levi-Civita connection of
g (this fact was established earlier in [5, 16]).
2. The vanishing of the Nijenhuis torsion of the affinor Lij = g˜
ilglj [17].
3. The Killing condition for the bivector g˜: ∇ig˜kj +∇kg˜ij +∇j g˜ik = 0.
In particular, the flatness of g and the above three conditions imply the flatness of the second
metric g˜.
Thus, the classification of Hamiltonian operators of the form (1.2) is reduced
to the classification of linear Killing bivectors with zero Nijenhuis torsion in flat
pseudo-Euclidean spaces. A tensorial proof of Theorem 2 is given in Section 3. Us-
ing the fact that any Killing bivector in flat space is the sum of symmetrised tensor
products of Killing vectors, we obtain a complete classification of 2D Hamiltonian
operators with n ≤ 4 components (Section 5).
The Killing condition plays also a key role in the proof of the splitting prop-
erty for Hamiltonian operators, which can be seen as an analogue of the splitting
lemma for affinors with zero Nijenhuis torsion proved by Bolsinov and Matveev
[1] in the context of projectively equivalent metrics. First of all we recall their re-
sult. LetM be an n-dimensional manifold, and let L be an affinor onM with zero
Nijenhuis torsion. Suppose that there exists a frame (not necessarily holonomic) in
which L takes block diagonal form,
L =
(
A 0
0 B
)
, (2.1)
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where Spec(A) ∩ Spec(B) = ∅. Then there exists a coordinate system (u,v) =
(u1, . . . , um, vm+1, . . . , vn) such that A depends on u and B depends on v only,
that is, L is a direct sum of two affinors (both with vanishing Nijenhuis torsion).
Adding the Killing condition, in Section 4 we show how to extend this splitting
structure to the metrics, namely we prove that, in the same coordinate system, the
two metrics g and g˜ also assume block diagonal forms,
g =
(
g1(u) 0
0 g2(v)
)
, g˜ =
(
g˜1(u) 0
0 g˜2(v)
)
.
This suggests the definition of reducible operators: given an m-component opera-
tor P1 with the dependent variables u
1, . . . , um, and an (n−m)-component operator
P2 with the dependent variables v
m+1, . . . , vn, their direct sum is the n-component
operator P defined by the formula
P =
(
P1 0
0 P2
)
,
on the combined set of variables (u1, . . . , um, vm+1, . . . , vn). The corresponding met-
rics g, g˜will be direct sums of the metrics defining P1 and P2. Operators of this type
will be called reducible. Thus, our second result can be formulated as follows:
The Splitting Lemma. Let P be a Hamiltonian operator such that the corresponding affi-
nor L = g˜g−1 can be represented in the block-diagonal form (2.1) in some (non-holonomic)
frame, and let Spec(A) ∩ Spec(B) = ∅. Then P decouples into a direct sum of two
Hamiltonian operators, with the corresponding affinors A and B.
Thus, any Hamiltonian operator (1.2) can be represented as a direct sum of
irreducible operators Pα (each generated by a pair of flat metrics gα, g˜α, defined on
a manifold of dimension nα) such that the corresponding affinor Lα = g˜αg
−1
α either
has a unique real eigenvalue of multiplicity nα, or a pair of complex conjugate
eigenvalues of the same multiplicity (in the last case nα must be even).
As a consequence of the splitting lemma we will prove that, if the affinor L
is diagonal, then the Hamiltonian operator can be brought to constant coefficient
form. This generalises the analogous result of [17] obtained under the additional
assumption of the simplicity of the spectrum of L. In what follows, we will be in-
terested in Hamiltonian operators which are not reducible, and not transformable
to constant coefficient form.
Our approach to the classification of Hamiltonian operators in 2D is based on
the Killing property. As an illustration, in Section 5 we review the already known
two-component case [17], and give a complete classification of three- and four-
component Hamiltonian operators in 2D. In the three-component case, the main
result is as follows.
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Theorem 3. Any irreducible non-constant three-component Hamiltonian operator in 2D
can be brought (by a change of the dependent variables ui) to the form ±P where P can
have one of the following two canonical forms (in both cases the affinor L is a single 3 × 3
Jordan block):
1. Jordan block with constant eigenvalue
P =

0 0 10 1 0
1 0 0

 d
dx
+

−2u
2 u3 λ
u3 λ 0
λ 0 0

 d
dy
+

−u
2
y 2u
3
y 0
−u3y 0 0
0 0 0

 ,
2. Jordan block with non-constant eigenvalue
P =

0 0 10 1 0
1 0 0

 d
dx
+

−2u
1 −1
2
u2 u3
−1
2
u2 u3 0
u3 0 0

 d
dy
+

−u
1
y
1
2
u2y 2u
3
y
−u2y
1
2
u3y 0
−u3y 0 0

 .
Remark. The second example is a three-component version of the n-component
Hamiltonian operator introduced by Mokhov in [16].
In the four-component situation calculations become more complicated, and
we get several canonical forms labelled by Segre types of the affinor L, see end of
Section 5.
Although our approach works for any number of components n, for n > 4
computations become rather cumbersome. The main difficulty is when the affinor
L consists of several Jordan blocks with the same eigenvalue. In Section 6 we
analyse the particular case of a single n× n Jordan block:
Theorem 4. Let P be a Hamiltonian operator (1.2) such that the affinor L = g˜g−1 is a
single n × n Jordan block with non-constant eigenvalue. Then there exists a coordinate
system in which g and g˜ can be reduced to the following canonical forms:
g = ±


1
. .
.
1

 , g˜ = ±


µ(n;0) if n 6≡ 1 mod 3,
µ(n;0) + κ1µ
(n;n−1
3
) if n ≡ 1 mod 3, n 6= 4,
µ(4;0) + κ1µ
(4;1) + µ if n = 4.
Here κ1 is an arbitrary constant, the symmetric bivector µ
(n;k) is defined as
µ(n;k)ij = [3(i+ j)− 2(n+ 2− k)]ui+j−1+k,
and µ is the constant symmetric matrix µij = δi,4−j + λδi,5−j , λ = const.
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For the constant eigenvalue case, the analogous statement is given at the end of
Section 6. The bivector µ(n;0) corresponds to the Mokhov operator [16], which is of
the single Jordan block type for all n 6= 4. Thus, for n = 3, the bivector µ(3;0) gives
rise to the second case of Theorem 3. Note that, for n = 4, the Mokhov operator
has the type of two 2 × 2 Jordan blocks: this explains the presence of the term µ
in the formula for g˜ in Theorem 4. This result, combined with the splitting lemma,
provides a complete classification of 2D operators of Dubrovin-Novikov type in
the case of a direct sum of Jordan blocks with distinct eigenvalues.
In Section 6.2 we show that the case of a single n × n Jordan block with non-
constant eigenvalue gives rise to the trivial non-semisimple Frobenius manifold
whose underlying Frobenius algebra corresponds to the cohomology ring ofCPn−1.
Finally, in Section 7 we extend our approach to Hamiltonian operators in di-
mensions higher than two. Recall that the results of [16] imply that, for d ≥ 3,
there exist no non-trivial d-dimensional one- or two-component Hamiltonian op-
erators of the form
P ij =
d∑
α=1
(
gijα(u)
d
dxα
+ bijαk (u)u
k
xα
)
,
in other words, any one- or two-component operator of this kind can be trans-
formed to constant coefficient form. We obtain a complete description of three-
component operators which are essentially three-dimensional, and cannot be trans-
formed to constant coefficients:
Theorem 5. Any non-degenerate three-component Hamiltonian operator in 3D, which is
not transformable to constant coefficients, can be brought to one of the two canonical forms:
P =

∂z 0 ∂x0 ∂x 0
∂x 0 0

+

−2u
2∂y − u2y u
3∂y + 2u
3
y 0
u3∂y − u3y 0 0
0 0 0

 ,
or
P =

 0 ∂x 0∂x 0 0
0 0 ∂z

+

−2u
1∂y − u1y u
2∂y + 2u
2
y 0
u2∂y − u2y 0 0
0 0 0

 .
(here we allow arbitrary changes of the dependent variables ui, and linear transformations
of the independent variables x, y, z).
Note that the second operator is reducible: it is a direct sum of the non-constant
two-component operator (1.8), and the operator ∂z. Thus, there exists a unique
irreducible three-component operator in 3D.
8
3 Hamiltonian operators and linearKilling tensorswith
zero Nijenhuis torsion: proof of Theorem 2
In this section we rewrite Mokhov’s conditions (1.3) – (1.7) in the form which is
more suitable for our purposes, making link with the theory of Killing tensors.
Theorem 2. Let g be a flat metric. Then conditions (1.3) – (1.7) are equivalent to the
following:
1. Linearity of g˜jk in the flat coordinates of g.
2. Vanishing of the Nijenhuis torsion of the affinor Lij = g˜
ilglj .
3. The Killing condition:
∇ig˜kj +∇kg˜ij +∇j g˜ik = 0. (3.1)
In particular, the flatness of g and the above three conditions imply the flatness of the second
metric g˜.
Remark. The facts that g˜ must be linear in the flat coordinates of g, and that the
Nijenhuis torsion of Lmust vanish, are well known [5, 16, 17]. They are equivalent
to (1.6) and (1.3), respectively. Our contribution here is the Killing property, and
the observation that the assumption of flatness of g˜ can be dropped.
Proof of Theorem 2:
(a). The condition (1.3) is equivalent to the vanishing of the Nijenuis torsion of L.
This was proved by Mokhov [18, 20], here we briefly recall the proof. Let b˜ijk =
−g˜isΓ˜jsk be contravariant Christoffel symbols of the second metric, by definition
they satisfy the conditions
∂kg˜
ij = b˜ijk + b˜
ji
k ,
g˜ilb˜
jk
l = g˜
jlb˜ikl .
Written in the flat coordinates of g, the condition (1.3) reads
gilb˜
jk
l = g
jlb˜ikl .
Thus, the metrics g˜ and g are almost compatible, and this is known to be equivalent
to the vanishing of the Nijenhuis torsion [18].
(b). The condition (1.4) is equivalent to the Killing property.
Using (1.3) we can rewrite (1.4) as∑
(i,j,k)
[T ijk + T kji] = 0.
9
In the flat coordinates of g we have∑
(i,j,k)
[T ijk + T kji] =
= g˜ksgirΓ˜jrs + g˜
isgkrΓ˜jrs + g˜
isgjrΓ˜krs + g˜
jsgirΓ˜krs + g˜
jsgkrΓ˜irs + g˜
ksgjrΓ˜irs =
= −[girb˜kjr + g
krb˜ijr + g
jrb˜ikrs + g
irb˜jks + g
krb˜jis + g
jrb˜kir ] =
= −[gir∂r g˜
kj + gkr∂rg˜
ij + gjr∂rg˜
ik] =
= −[∂ig˜kj + ∂kg˜ij + ∂j g˜ik] = 0.
In invariant notation, this gives the Killing condition,
∇ig˜kj +∇kg˜ij +∇j g˜ik = 0,
here ∇ is the Levi-Civita connection of g.
(c). The condition (1.6) is equivalent to the linearity of g˜ in the flat coordinates of g.
In the flat coordinates of g, (1.6) implies
∂r(T
ijk + T ikj) = ∂r[g
it(b˜kjt + b˜
jk
t )] = ∂r∂
ig˜jk = 0.
This means that g˜ is linear. Conversely, assuming that g˜ is linear in the flat coordi-
nates of g, and using (1.3) and (1.4), we obtain (1.6):
0 = ∂r(T
ijk + T ikj) = ∂r(T
ijk + T jki) = −∂rT
kij.
(d). The conditions (1.5) and (1.6) are equivalent to the flatness of g˜.
The condition (1.6)means that, in the flat coordinates of g, the contravariant Christof-
fel symbols b˜ijk are constant. This follows from the identity
−∂rT
kij = ∂r(g
kmb˜ijm) = g
km∂r b˜
ij
m = 0.
Similarly, the condition (1.7) means that, in the flat coordinates of g˜, the contravari-
ant Christoffel symbols bijk are constant. Written in the flat coordinates of g, the
condition (1.5) reads
g˜sqgipΓ˜jpqΓ˜
r
st = g˜
sqgipΓ˜rpqΓ˜
j
st,
which is equivalent to
b˜sjp b˜
ir
s − b˜
sr
p b˜
ij
s = 0.
Due to (1.6), the vanishing of the curvature of ∇˜, written in the flat coordinates of
g, reads
gis
(
∂sb˜
jr
p − ∂pb˜
jr
s
)
− b˜ijs b˜
sr
p + b˜
ir
s b˜
sj
p = −b˜
ij
s b˜
sr
p + b˜
ir
s b˜
sj
p = 0.
(e). The condition (1.7) can be dropped.
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We recall that, in the flat coordinates of g, we have T lkj = −glmb˜kjm and T
i
jk = Γ˜
i
jk =
Γ˜ikj = T
i
kj (by the symmetry of ∇˜). A straightforward computation gives
∇˜rT
ijk = −(T irlT
lkj + T krlT
ilj + T jrlT
ikl).
Using conditions (1.3), (1.4) and (1.5) we obtain
∇˜rT
ijk = −T krl(−T
lji + T ijl),
where the last term vanishes by (1.3).
(f). The flatness of g˜ follows from the flatness of g, linearity of g˜, the Killing condition, and
the vanishing of the Nijenhuis torsion.
Since g˜ij = (b˜ijl + b˜
ji
l )u
l + gij0 , the Killing condition reads
gis(b˜kjs + b˜
jk
s ) + g
ks(b˜ijs + b˜
ji
s ) + g
js(b˜iks + b˜
ki
s ) = 0.
Then, using (1.3) for the underlined terms, we can rewrite the Killing condition as
b˜ijs g
sk + (b˜kis + b˜
ik
s )g
sj = 0. (3.2)
We will make use of this condition later in Section 6.1. In the flat coordinates of g,
the vanishing of the Nijenhuis torsion N (L) of the affinor L reads
0 = N kij = L
s
i∂sL
k
j − L
s
j∂sL
k
i + L
k
s∂jL
s
i − L
k
s∂iL
s
j
= g˜slgligmj(b˜
km
s + b˜
mk
s )− g˜
slgljgmi(b˜
km
s + b˜
mk
s ) + g˜
klglsgmi(b˜
sm
j + b˜
ms
j )
−g˜klglsgmj(b˜
sm
i + b˜
ms
i ).
Multiplying by gipgjq, taking the sum over i and j and using (3.2) we get
gipgjqN kij = g˜
sp(b˜kqs + b˜
qk
s )− g˜
sq(b˜kps + b˜
pk
s ) + g˜
ks(b˜qps − b˜
pq
s ) =: J
pqk. (3.3)
Thus,N (L) = 0 if and only if (3.3) holds, that is, if and only if Jpqk = 0. Let us now
consider the sum Jpqk + Jqkp: it must be zero due to the vanishing of the Nijenhuis
torsion. A direct computation gives
0 = Jpqk + Jkpq = 2(g˜ksb˜qps − g˜
qsb˜kps ). (3.4)
Assume now that g˜ is linear in the flat coordinates of g,
g˜ij = cijk u
k + gij0 . (3.5)
This implies
∂k g˜
ij = cijk = b˜
ij
k + b˜
ji
k . (3.6)
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For the linear metric (3.5), the condition (3.4) reads
(cksl u
l + gks0 )b˜
qp
s = (c
qs
l u
l + gqs0 )b˜
kp
s .
This is equivalent to
cksl b˜
qp
s = c
qs
l b˜
kp
s and g
ks
0 b˜
qp
s = g
qs
0 b˜
kp
s .
Due to (3.6) the first condition can be written as
(b˜ksl + b˜
sk
l )b˜
qp
s = (b˜
qs
l + b˜
sq
l )b˜
kp
s .
Using (3.2) we obtain
gmr(g
sj b˜krj b˜
qp
s − g
qj b˜srj b˜
kp
s ) = 0,
and using (1.3) for the underlined terms, we finally get
gmrg
qs(b˜jps b˜
kr
j − b˜
jr
s b˜
kp
j ) = 0.
Remark. Using Mokhov’s conditions it is easy to prove that g and the homoge-
neous linear part of g˜ define an exact flat pencil of metrics. More precisely, we
have
LXg
ij = gij1 ,
LXg
ij
1 = 0,
where gij1 = (b˜
ij
l + b˜
ji
l )u
l and X i = −gis1 gslu
l. Moreover, X is constant in flat coor-
dinates of g1 (∇1X = 0). Exactness is one of the main properties of flat pencils of
metrics related to Frobenius manifolds. In this case X is the vector field defining
the unit of the multiplicative structure. This observation suggests that flat pencil
of metrics defining 2D Hamiltonian operators might be related to Frobenius man-
ifolds. We will discuss this point in Section 6 in the case of Mokhov’s example.
Remark. In what follows we will need an alternative form of the Killing condition,
namely
gis∂sg˜
kj + gks∂sg˜
ij + gjs∂sg˜
ik − g˜is∂sg
kj − g˜ks∂sg
ij − g˜js∂sg
ik = 0. (3.7)
This can be obtained as follows. Computing covariant derivative of g˜ij we get
gks∇sg˜
ij = gks∂sg˜
ij − bkimg˜
mj − bkjm g˜
im. (3.8)
Using ∂sg
ij = bijs + b
ji
s and substituting (3.8) into the Killing conditions, one arrives
at (3.7).
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4 The splitting lemma
One of the conditions which follows from the Hamiltonian property is the van-
ishing of the Nijenhuis torsion of the affinor L = g˜g−1. In the hypothesis that the
spectrum ofL can be decoupled into two subsets with empty intersection, Bolsinov
and Matveev established the following splitting property:
Lemma 1 (Splitting Lemma, [2]). Let L be an affinor with zero Nijenhuis torsion on a
manifold M , dimM = n. Suppose there exists a (non-holonomic) frame in which L takes
block diagonal form,
L =
(
A 0
0 B
)
,
where Spec(A) ∩ Spec(B) = ∅. Then there exists a local coordinate system (u1, ..., um,
vm+1, ..., vn) such that
L =
(
A(u) 0
0 B(v)
)
.
Using the Killing condition, one can extend the splitting structure to the met-
rics. First of all we recall a well-known fact from linear algebra: in the hypothesis
of the above lemma, if g and g˜ are two non-degenerate symmetric bivectors related
by the affinor L, that is g˜ij := Ljkg
ki, then g and g˜ assume the form
g =
(
σ 0
0 η
)
, g˜ =
(
σ˜ 0
0 η˜
)
, (4.1)
(see [2] for applications of this result to the theory of projectively equivalent met-
rics).
Lemma 2. In the hypothesis of Lemma 1, let g and g˜ be two non-degenerate symmetric
bivectors (4.1) such that g˜ij := Ljkg
ki. If the Killing condition (3.1) holds, then σ, σ˜ must
depend only on u = (u1, . . . , um), and η, η˜ must depend only on v = (vm+1, . . . , vn).
Proof:
By Lemma 1, A = A(u) is anm×mmatrix, and B = B(v) is an (n−m)× (n−m)
matrix. Let I = {1, . . . , m} and J = {m+1, . . . , n}. We know that if i ∈ I and j ∈ J ,
then gij = 0. Then, for i ∈ I and j, k ∈ J , the condition (3.7) leads to
gis∂sg˜
kj − g˜is∂sg
kj = 0,
in particular,
σis∂sη˜
kj − σ˜is∂sη
kj = 0.
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Multiplying by the inverse matrix σli we obtain
∂l(B
k
pη
pj)−Asl ∂sη
kj = 0,
as σ˜siσil = A
s
l . Since l ∈ I and the elements of B depend on v only, our relation
becomes
Bkp∂lη
pj −Asl ∂sη
kj = 0.
Fixing j, let Cki := ∂iη
kj, then we get BkpC
p
l = C
k
sA
s
l , that is
BC = CA.
As Spec(A) ∩ Spec(B) = ∅, it follows that C ≡ 0. Thus
∂iη
jk = 0, ∀ i ∈ I, ∀ j, k ∈ J.
If we now take i ∈ J and j, k ∈ I , following the same method we get
∂iσ
jk = 0, ∀ i ∈ J, ∀ j, k ∈ I.
This establishes the Splitting Lemma formulated in Section 2. It allows us to
focus on affinors with one single eigenvalue, otherwise we can split them and con-
sider each block separately.
As a simple application of the splitting lemma we can establish Darboux’s the-
orem for Hamiltonian operators whose affinor L is diagonal (has no non-trivial
Jordan blocks: note that we allow coinciding eigenvalues). It is based on the fol-
lowing result:
Proposition 1. Let L be a diagonal affinor, g be a flat contravariant metric, and g˜ = Lg.
Suppose that the Nijenhuis torsion of L vanishes, and the Killing condition holds. Then
there exists a coordinate system where L and g take constant coefficient form.
Proof:
Since the Nijenhuis torsion of L vanishes, using the splitting lemma we can bring
L to block diagonal form,
L =


L1
L2
. . .
Lk

 .
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Here each Li is a scalar operator with the same eigenvalue,
Li =


λi
. . .
λi

 ,
λi 6= λj for i 6= j, and λi depends on coordinates of its own block only. By the
splitting lemma for the metrics, we have
g =


gλ1
. . .
gλk

 , g˜ =


λ1gλ1
. . .
λkgλk

 ,
where gλi depends on coordinates of its own block only. Thus we can consider
each block separately. For instance, suppose L1 is an m × m scalar operator with
the eigenvalue λ1. Let us set λ = λ
1 and h = gλ1 . We know that λ and h depend
on u1, . . . um only, and no other block depends on these coordinates. The condition
(3.7) leads to
hkjhis∂sλ+ h
jihks∂sλ+ h
ikhjs∂sλ = 0.
Since h is non-degenerate, contracting with hqihpj we get
δkp∂qλ+ hpqh
ks∂sλ+ δ
k
q ∂pλ = 0.
Setting q = k and summing over k we obtain
∂pλ+ hpkh
ks∂sλ+m∂pλ = 0 ⇒ (m+ 2)∂pλ = 0.
Thus λmust be constant. Since g is flat, we can find a change of coordinates which
brings h to constant form. As L1 is a constant scalar operator, it retains its form in
any coordinate system. Similarly λi and gλi can be reduced to constant form.
This leads to the following
Theorem 6. Consider a non-degenerate Hamiltonian operator (1.2) such that the affinor
Lij := g˜
ikgkj has (pointwise) diagonal Jordan normal form. Then this operator can be
reduced to constant coefficient form by a local change of coordinates.
This extends the analogous result ofMokhov [17] obtained under the additional
assumption of simplicity of the spectrum of L.
Suppose that g has Euclidean signature (or, more generally, there exists a non-
degenerate Euclidean combination of the form λg + µg˜). Then the affinor L can be
brought to diagonal form. By Theorem 6 we have
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Corollary. If one of the contravariant metrics which define a 2D Hamiltonian operator is
Euclidean, then the operator can be reduced to constant coefficient form.
This shows that the most interesting case is when each representative of the
pencil λg + µg˜ is essentially pseudo-Euclidean, and the affinor L has non-trivial
Jordan block structure.
5 Classification results
In this section we classify Hamiltonian operators of type (1.2) with the number
of components n ≤ 4. This will be done up to arbitrary transformations of the
dependent variables ui. Our approach is based on the following two fundamental
facts:
1. Any Killing bivector in flat space is the sum of symmetrized tensor products
of Killing vectors;
2. A pair of symmetric bivectors can be brought to the Segre normal form.
We recall that the first metric g can always be reduced to constant form, and the
second one must be linear, that is
g˜ = cijk u
k + gij0 , (5.1)
here g and g0 are constant symmetric matrices, and c
ij
k are constant coefficients.
Taking ‘generic’ values uk0 of the variables u
k and applying the shift of variables,
uk → uk0 + v
k,
we obtain the transformed metric,
g˜ = cijk v
k + g˜ij0 . (5.2)
The genericity of uk0 allows us to assume that the Segre type of the pair (g, g˜) is
the same as that of (g, g˜0). Recall that the Segre type of a pair of symmetric forms
can be read off the Jordan normal form of the corresponding affinor L, see below.
Bringing g and g˜0 to the Segre normal form leads to a considerable simplification
of calculations. Furthermore, the splitting lemma allows us to consider irreducible
cases only, where the affinor L either has one real eigenvalue, or two complex
conjugate eigenvalues.
The theory of normal forms of pairs of symmetric bilinear forms is based on the
following result, see e.g. [15]:
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Theorem 7. Suppose L is a g-selfadjoint operator on a real vector space V . There exist
a canonical basis e1, . . . , en ∈ V in which L and g can be simultaneously reduced to the
following block diagonal canonical forms:
Lcan =


L1
L2
. . .
Ls

 , gcan =


g1
g2
. . .
gs

 ,
where
gj = ±


1
1
. .
.
1

 ,
and
Lj =


λj 1
λj
. . .
. . . 1
λj

 ,
in the case of real eigenvalues λj ∈ R (real Jordan block), or
Lj =


a b
−b a
1 0
0 1
a b
−b a
. . .
. . .
1 0
0 1
a b
−b a


,
in the case of complex conjugate eigenvalues λj1,2 = a ± ib (complex Jordan block). It is
assumed that for each j the blocks gj and Lj are of the same size.
Remark. Let us briefly comment on what we mean by Segre type. Suppose n = 4
and let us consider the affinor L = g˜g−1. In the case of two complex conjugate
eigenvalues ν + iλ and ν − iλ, the canonical form of L reads

ν −λ 1 0
λ ν 0 1
0 0 ν −λ
0 0 λ ν

 .
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In the case of a single real eigenvalue we have the following four canonical forms:

λ 1 0 0
0 λ 1 0
0 0 λ 1
0 0 0 λ

 ,


λ 1 0 0
0 λ 1 0
0 0 λ 0
0 0 0 λ

 ,


λ 1 0 0
0 λ 0 0
0 0 λ 1
0 0 0 λ

 ,


λ 1 0 0
0 λ 0 0
0 0 λ 0
0 0 0 λ

 .
Segre type [4] Segre type [3,1] Segre type [2,2] Segre type [2,1,1]
Segre type indicates the number and sizes of Jordan blocks with the same eigen-
value λ.
5.1 One-component case
It was shown in [8, 16] that any one-component operator can be reduced to con-
stant coefficient form, P = λ∂x + µ∂y, here λ and µ are arbitrary constants.
5.2 Two-component case
The two-component situation is also understood completely [5, 16]: we have only
one non-constant Hamiltonian operator (1.8), the corresponding affinor L is a sin-
gle Jordan block with non-constant eigenvalue:
P =
(
0 1
1 0
)
d
dx
+
(
−2u1 u2
u2 0
)
d
dy
+
(
−u1y 2u
2
y
−u2y 0
)
.
Let us give an alternative proof of this result based on the Killing condition. First
we reduce g to flat coordinates,
g =
(
0 1
1 0
)
,
recall that g must be Lorentzian. Since g˜ is a Killing tensor of g, it is a quadratic
expression in the isometries u1∂u1−u
2∂u2 , ∂u1 , ∂u2 . Since g˜ is linear, the first isometry
can only enter linearly, so that
g˜ = (u1∂u1 − u
2∂u2)(α∂u1 + β∂u2) + γ∂
2
u1 + 2δ∂u1∂u2 + ǫ∂
2
u2 ,
here α, β, γ, δ, ǫ are arbitrary constants. The vanishing of the Nijenhuis torsion of
the corresponding affinor L gives
(αu1 + γ)β = 0, (βu2 − ǫ)α = 0.
Without any loss of generality one can take β = 0. In this case α must be nonzero,
otherwise g˜ will have constant coefficients. Then ǫ = 0, and modulo translations of
u1, u2 we arrive at the required expression (1.8).
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5.3 Three-component case
Our main result can be summarised as follows.
Theorem 3. Any irreducible non-constant three-component Hamiltonian operator in 2D
can be brought (by a change of the dependent variables ui) to the form ±P where P can
have one of the following two canonical forms (in both cases the affinor L is a single 3 × 3
Jordan block):
1. Jordan block with constant eigenvalue
P =

0 0 10 1 0
1 0 0

 d
dx
+

−2u
2 u3 λ
u3 λ 0
λ 0 0

 d
dy
+

−u
2
y 2u
3
y 0
−u3y 0 0
0 0 0

 ,
2. Jordan block with non-constant eigenvalue
P =

0 0 10 1 0
1 0 0

 d
dx
+

−2u
1 −1
2
u2 u3
−1
2
u2 u3 0
u3 0 0

 d
dy
+

−u
1
y
1
2
u2y 2u
3
y
−u2y
1
2
u3y 0
−u3y 0 0

 .
Proof:
Since the complex conjugate case cannot occur (it requires an even number
of components), we only need to consider the cases where the affinor L has one
triple eigenvalue, and has Segre type [3] or [2, 1]. Since the case [2, 1] gives no
non-constant examples, we will concentrate on Segre type [3]. Then there exists a
coordinate system where g and g˜0 take the form
gij =

0 0 10 1 0
1 0 0

 , g˜ij0 =

0 1 λ1 λ 0
λ 0 0

 .
The general solution of Mokhov’s conditions is given by the two-parameter family
g˜ = κ1g˜1 + κ2g˜2 + g˜0, where κi are arbitrary constants, and the bivectors g˜i are as
follows:
g˜1 =

−2u
1 −1
2
u2 u3
−1
2
u2 u3 0
u3 0 0

 , g˜2 =

−2u
2 u3 0
u3 0 0
0 0 0

 .
In the non-constant eigenvalue case, κ1 6= 0, using the following transformations
which preserve both g and g˜0,
u1 →
1
κ1
u1 +
2κ2
κ21
u2 −
2κ22
κ31
u3 −
2κ2
κ31
,
u2 → u2 −
2κ2
κ1
u3 +
2κ1 − 2
κ1
,
u3 → κ1u3,
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we can reduce the above family to g˜ = g˜1 + g˜0 (that is, we can set κ1 = 1, κ2 = 0).
After that we can eliminate g˜0 by appropriate translations of u
2 and u3, arriving at
the final answer g˜ = g˜1. Similarly, in the constant eigenvalue case, κ1 = 0, we can
set κ2 = 1, and use an appropriate translations of u
3 to arrive at the normal form
above.
5.4 Four-component case
The four-component situation is more complicated sincewe havemore Segre types.
In this section we present the results of classification of four-component Hamilto-
nian operators of the form (1.2) with one real eigenvalue, as well as with two com-
plex conjugate eigenvalues (the latter turn out to be complexifications of the 2 × 2
operator (1.8)). Wewill only give canonical forms for the contravariant metrics g, g˜:
the symbols b˜ijk of the second metric can be computed directly. We skip the details
of calculations: these follow the procedure outlined at the beginning of Section 5,
and are essentially the same as in the proof of Theorem 3.
5.4.1 Segre type [2,1,1]
One can show that this case leads to constant coefficient operators.
5.4.2 Segre type [2,2]
By Theorem 7, we have to consider two different cases.
Case 1: There exists a coordinate system where g and g˜0 take the form
gij =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 , g˜ij0 =


1 λ 0 0
λ 0 0 0
0 0 1 λ
0 0 λ 0

 .
The general solution of Mokhov’s conditions is given by g˜ =
∑4
i=1 κig˜i + g˜0, where
κi are arbitrary constants, and the bivectors g˜i are as follows:
g˜1 =


u1 −1
2
u2 1
2
u3 0
−1
2
u2 0 0 0
1
2
u3 0 0 −1
2
u2
0 0 −1
2
u2 0

 , g˜2 =


u4 0 −1
2
u2 0
0 0 0 0
−1
2
u2 0 0 0
0 0 0 0

 ,
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g˜3 =


0 1
2
u4 −1
2
u1 0
1
2
u4 0 0 0
−1
2
u1 0 −u3 1
2
u4
0 0 1
2
u4 0

 , g˜4 =


0 0 1
2
u4 0
0 0 0 0
1
2
u4 0 −u2 0
0 0 0 0

 .
The eigenvalue of the corresponding affinor L is 1
2
(κ3u
4−κ1u2)+λ. Using symme-
tries which preserve g and g˜0 one can set the coefficients κ3 and κ4 equal to zero,
arriving at the normal form
g˜ = κ1g˜1 + κ2g˜2 + g˜0.
Case 2: There exists a coordinate system where g and g˜0 take the form
gij =


0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0

 , g˜ij0 =


1 λ 0 0
λ 0 0 0
0 0 −1 −λ
0 0 −λ 0

 .
The eigenvalue of the corresponding affinor L is 1
2
(κ3u
4−κ1u2)+λ. The general so-
lution of Mokhov’s conditions is given by g˜ =
∑4
i=1 κig˜i+ g˜0, where κi are arbitrary
constants, and the bivectors g˜i are as follows:
g˜1 =


u1 −1
2
u2 1
2
u3 0
−1
2
u2 0 0 0
1
2
u3 0 0 1
2
u2
0 0 1
2
u2 0

 , g˜2 =


u4 0 1
2
u2 0
0 0 0 0
1
2
u2 0 0 0
0 0 0 0

 ,
g˜3 =


0 1
2
u4 1
2
u1 0
1
2
u4 0 0 0
1
2
u1 0 u3 −1
2
u4
0 0 −1
2
u4 0

 , g˜4 =


0 0 1
2
u4 0
0 0 0 0
1
2
u4 0 u2 0
0 0 0 0

 .
Using symmetries which preserve g and g˜0 one can reduce the above four-parameter
family to one of the following normal forms:
g˜ = g˜0 +


κ1g˜1 + κ2g˜4
κ1g˜2 + κ2g˜3
g˜2 ± g˜4
g˜1 ± g˜3 + κ1g˜4
κ1, κ2 = const.
5.4.3 Segre type [3,1]
Here we also have two different cases.
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Case 1: There exists a coordinate system where g and g˜0 take the form
gij =


0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1

 , g˜ij0 =


0 1 λ 0
1 λ 0 0
λ 0 0 0
0 0 0 λ

 .
The general solution of Mokhov’s conditions is given by g˜ =
∑4
i=1 κig˜i + g˜0, where
κi are arbitrary constants, and the bivectors g˜i are as follows:
g˜1 =


2u1 1
2
u2 −u3 1
2
u4
1
2
u2 −u3 0 0
−u3 0 0 0
1
2
u4 0 0 −u3

 , g˜2 =


u2 −1
2
u3 0 0
−1
2
u3 0 0 0
0 0 0 0
0 0 0 0

 ,
g˜3 =


u4 0 0 −1
2
u3
0 0 0 0
0 0 0 0
−1
2
u3 0 0 0

 , g˜4 =


0 1
2
u4 0 −1
2
u2
1
2
u4 0 0 0
0 0 0 0
−1
2
u2 0 0 0

 .
The eigenvalue of the corresponding affinor L is λ−κ1u3. Using symmetries which
preserve g and g˜0 one can bring the above four-parameter family to one of the
following canonical forms:
g˜ = g˜0 +


κ1g˜2 + κ2g˜3
κ1g˜3 + κ2g˜4
κ1g˜1 + κ2g˜2 + κ3g˜4
κ1, κ2, κ3 = const.
Case 2: There exists a coordinate system where g and g˜0 take the form
gij =


0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 −1

 , g˜ij0 =


0 1 λ 0
1 λ 0 0
λ 0 0 0
0 0 0 −λ

 .
The general solution of Mokhov’s conditions is given by g˜ =
∑4
i=1 κig˜i + g˜0, where
κi are arbitrary constants, and the bivectors g˜i are as follows:
g˜1 =


2u1 1
2
u2 −u3 1
2
u4
1
2
u2 −u3 0 0
−u3 0 0 0
1
2
u4 0 0 u3

 , g˜2 =


u2 −1
2
u3 0 0
−1
2
u3 0 0 0
0 0 0 0
0 0 0 0

 ,
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g˜3 =


u4 0 0 1
2
u3
0 0 0 0
0 0 0 0
1
2
u3 0 0 0

 , g˜4 =


0 1
2
u4 0 1
2
u2
1
2
u4 0 0 0
0 0 0 0
1
2
u2 0 0 0

 .
The eigenvalue of the corresponding affinor L is λ−κ1u3. Using symmetries which
preserve g and g˜0 one can bring the above four-parameter family to one of the
following normal forms:
g˜ = g˜0 +


κ1g˜2 + κ2g˜3
κ1g˜3 + κ2g˜4
κ1g˜1 + κ2g˜2 + κ3g˜4
κ1, κ2, κ3 = const.
5.4.4 Segre type [4]
This is the case where the corresponding affinor L is a single Jordan block (see
Section 6 for the general theory). There exists a coordinate system where g and g˜0
take the form
gij =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 , g˜ij0 =


0 0 1 λ
0 1 λ 0
1 λ 0 0
λ 0 0 0

 .
It turns out that the general solution of Mokhov’s conditions is g˜ =
∑3
i=1 κig˜
i + g˜0
where κi are arbitrary constants, and the bivectors g˜i are as follows:
g˜1 =


−u1 −1
2
u2 0 1
2
u4
−1
2
u2 0 1
2
u4 0
0 1
2
u4 0 0
1
2
u4 0 0 0

 , g˜2 =


2u2 1
2
u3 −u4 0
1
2
u3 −u4 0 0
−u4 0 0 0
0 0 0 0

 , g˜3 =


u3 −1
2
u4 0 0
−1
2
u4 0 0 0
0 0 0 0
0 0 0 0

 .
Here the eigenvalue of the affinor L is 1
2
κ1u
4+λ. Using symmetries which preserve
g and g˜0 one can bring the above three-parameter family to one of the following
normal forms: in the non-constant eigenvalue case
g˜ = g˜0 + g˜1 + κ1g˜2, κ1 = const,
while in the constant eigenvalue case
g˜ = g˜0 +
{
g˜2
k1g˜3
κ1 = const.
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5.4.5 Complex conjugate case
In the case of two pairs of complex conjugate eigenvalues ν + iλ and ν − iλ, there
exists a coordinate system such that
gij =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 , g˜ij0 =


0 1 −λ ν
1 0 ν λ
−λ ν 0 0
ν λ 0 0

 .
The general solution of Mokhov’s conditions is g˜ = κ1g˜1 + κ2g˜2 + g˜0 where κi are
arbitrary constants, and the bivectors g˜i are as follows:
g˜1 =


2u2 −2u1 −u4 u3
−2u1 −2u2 u3 u4
−u4 u3 0 0
u3 u4 0 0

 , g˜2 =


2u1 2u2 −u3 −u4
2u2 −2u1 −u4 u3
−u3 −u4 0 0
−u4 u3 0 0

 .
Using symmetries which preserve the form of g one can eliminate g˜0, and bring g˜
to the normal form
g˜ij =


2u2 −2u1 −u4 u3
−2u1 −2u2 u3 u4
−u4 u3 0 0
u3 u4 0 0

 .
The eigenvalues of the corresponding affinor L are u3± iu4. Note that this case is a
complexification of the two-component operator (1.8), which can be achieved via
the following recipe (see [1] for more details): each complex entry a + ib of gC and
g˜C is replaced by the 2× 2 block (
−b a
a b
)
,
where gC and g˜C are the complexified bivectors of the operator (1.8):
gC =
(
0 1
1 0
)
, g˜C =
(
−2z1 z2
z2 0
)
,
z1 = u1 + iu2, z2 = u3 + iu4.
6 The single Jordan block case
Let us begin with examples of n-component Hamiltonian operators of the single
Jordan block type.
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Example 1. One of the most important examples was discovered by Mokhov [16].
Here the first n× n contravariant metric is constant and anti-diagonal,
g =


1
. .
.
1

 ,
while the second contravariant metric g˜ is defined as follows:
g˜ij = (bijk + b
ji
k )u
k,
{
b
ij
k = 0 if k 6= i+ j − 1,
b
ij
i+j−1 = 3j − n− 2 otherwise.
One can verify that the Jordan normal form for the corresponding affinor L is a
single Jordan block with non-constant eigenvalue (for any n 6= 4: in the exceptional
case n = 4 the affinor L is the sum of two 2× 2 Jordan blocks). We will refer to this
case as the Mokhov operator. The affinor L is given by Lij = [3(i− j)+n−1]u
n+i−j .
The equivalent form for g˜ is
g˜ij = [3(i+ j)− 2(n+ 2)]ui+j−1,
for i+j−1 ≤ n, and 0 otherwise (in what follows, we use the following convention:
if α > n then uα ≡ 0). For n = 2, 3, 4 the explicit form of g˜ is as follows:
g˜ =
(
−2u1 u2
u2 0
)
, g˜ =

−4u
1 −u2 2u3
−u2 2u3 0
2u3 0 0

 , g˜ =


−6u1 −3u2 0 3u3
−3u2 0 3u3 0
0 3u3 0 0
3u3 0 0 0

 .
Example 2. Another n-component example has g the same as in Example 1, while
the second contravariant metric is
g˜ij = (bijk + b
ji
k )u
k + λgij,
{
b
ij
k = 0 if k 6= i+ j,
b
ij
i+j = 3j − n− 1 otherwise,
λ = const. One can verify that this pair of contravariant metrics defines a Hamil-
tonian operator for any n ≥ 3 (the case n = 2 is trivial since all bijk vanish). The
corresponding affinor L is a single Jordan block with constant eigenvalue λ. For
instance, for n = 3, 4 the second contravariant metric reads
g˜ =

−2u
2 u3 λ
u3 λ 0
λ 0 0

 , g˜ =


−4u2 −u3 2u4 λ
−u3 2u4 λ 0
2u4 λ 0 0
λ 0 0 0

 .
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The aim of this section is to give a complete description of the case where the
affinor L is a single Jordan block. We will see that the Mokhov example plays
fundamental role in this picture. To formulate our main result, let us introduce
symmetric bivectors µ(n;k) as follows:
µ(n;k)ij = [3(i+ j)− 2(n+ 2− k)]ui+j−1+k. (6.1)
In particular, µ(n;0) coincides with the second contravariant metric g˜ of the Mokhov
operator from Example 1. Note also that µ(n;k) = 0 for k > n− 2. Let us present the
explicit form for some µ(n;k):
µ(3;1) =

−2u
2 u3 0
u3 0 0
0 0 0

 , µ(4;1) =


−4u2 −u3 2u4 0
−u3 2u4 0 0
2u4 0 0 0
0 0 0 0

 ,
µ(4;2) =


−2u3 u4 0 0
u4 0 0 0
0 0 0 0
0 0 0 0

 .
We will show that in the case when the affinor L is a single Jordan block, the
general solution of Mokhov’s conditions reads
g˜ = g˜0 +
n−2∑
m=0
ξmµ
(n;m), (6.2)
where ξm are arbitrary constants, and
g = ±


1
1
. .
.
1

 , g˜0 = ±


1 λ
. .
.
λ
1 . .
.
λ

 .
Here the eigenvalue of L equals ξ0(n − 1)un + λ. In the non-constant eigenvalue
case, ξ0 6= 0, we have the following result:
Theorem 4 Let P be a Hamiltonian operator (1.2) such that the affinor L = g˜g−1 is a
single n × n Jordan block with non-constant eigenvalue. Then there exists a coordinate
system in which g and g˜ can be reduced to the following canonical forms:
g = ±


1
. .
.
1

 , g˜ = ±


µ(n;0) if n 6≡ 1 mod 3,
µ(n;0) + κ1µ
(n;n−1
3
) if n ≡ 1 mod 3, n 6= 4,
µ(4;0) + κ1µ
(4;1) + g˜0 if n = 4.
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Here κ1 is an arbitrary constant.
In the constant eigenvalue case, ξ0 = 0, we have several canonical forms de-
pending on how many coefficients among ξi are equal to zero:
Theorem 8 (Constant eigenvalue case). Suppose ξi = 0 for i = 0, . . . , α− 1. Then the
family (6.2) can be reduced to
g˜ = µ(n;α) + κµ(n;α+m) + g˜0, m =
n− 1 + 2α
3
,
ifm ∈ N, otherwise to
g˜ = µ(n;α) + g˜0.
6.1 Proof of Theorem 4
The idea of the proof is as follows: first, we find the general solution of Mokhov’s
equations. It turns out (Proposition 3) that this solution depends on n − 1 param-
eters. Using orthogonal transformations, we then reduce this (n − 1)-parameter
family to various normal forms (Lemma 4 and Proposition 4). We will work in
coordinates where g and g˜0 take canonical form
g = ±


1
1
. .
.
1

 , g˜0 = ±


1 λ
. .
.
λ
1 . .
.
λ

 .
For definiteness, we will consider the + sign. In what follows we will need the
following result:
Proposition 2. The Killing vectors of g are the following 1
2
n(n− 1) vector fields:
X(α,β) = u
α∂β − u
n+1−β∂n+1−α, Xγ = ∂γ ,
here α + β < n+ 1, and ∂α = ∂uα .
The affinor L and the metric g˜ are given by
Lij = c
i
jku
k + g˜il0 glj,
g˜ij = Lilg
lj = cin+1−j,ku
k + g˜ij0 .
These have to satisfy a set of constraints (note that the vanishing of the Nijenhuis
torsion, N (L) = 0, gives two types of relations: linear and quadratic in cijk):
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• Linear part of the condition N (L) = 0 reads
ckj,i−1 − c
k
i,j−1 + c
k+1
ij − c
k+1
ji = 0; (6.3)
• Quadratic part of the condition N (L) = 0 reads
csilc
m
js − c
s
jlc
m
is + c
m
sl c
s
ij − c
m
sl c
s
ji = 0;
• Symmetry of g˜ gives
cn+1−ijk = c
n+1−j
ik ; (6.4)
• The Killing condition gives
cn+1−ijk + c
n+1−k
ij + c
n+1−j
ki = 0. (6.5)
Remarkably, the linear system (6.3)-(6.5) can be solved explicitly:
Proposition 3. The general solution of the linear system (6.3)-(6.5) is given by (6.2),
g˜ = g˜0 +
n−2∑
m=0
ξmµ
(n;m),
where ξm are arbitrary constants. The eigenvalue of the corresponding affinor L is ξ0(n −
1)un + λ.
Proof:
The key observation allowing one to prove Proposition 3 by induction is as follows.
Suppose cnji = 0. In this case it is easy to see that c
k
1i and c
k
j1 must also vanish,
indeed, from (6.4) we have
c
n+1−j
1k = c
n
jk,
and from (6.5) and (6.4) we obtain
c
n+1−j
1k + c
n+1−k
1j + c
n+1−j
k1 = 0.
Then the remaining equations for ckij , with i, j = 2, ..., n and k = 1, ..., n−1, coincide
with the system one obtains in the (n − 1)-component case with c˜kij = c
k
i−1,j−1,
allowing one to use inductive assumption.
Our strategy will be the following: first we show that the above equations im-
ply cnji = 0, c
k
1i = 0 and c
k
j1 = 0 apart from c
n
nn = c, c
1
1n = c and c
1
n1 = −2c. We
already know a solution with c 6= 0, which comes from Mokhov’s example. The
generic solution can be written as a linear combination of Mokhov’s solution and a
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solution of the system with cnji = c
k
1i = c
k
j1 = 0 (in which case we can use inductive
assumption as outlined above).
From (6.4) and (6.3) we have (for j 6= 1)
ck1,j−1 = c
n
n+1−k,j−1 = c
n
j,n−k.
Using this identity we can write (6.3) as
cnj,n−k − c
k+1
1j + c
k+1
j1 = 0.
Similarly, from (6.5) we obtain
cnj,n−k + c
k+1
j1 + c
k+1
1j = 0.
Combining these two conditions we get ci1j = 0, for any i 6= 1, j 6= 1. Writing out
(6.5) with j = k = 1we get
cn+1−i11 + c
n
1i + c
n
i1 = 2c
n+1−i
11 + c
n
1i = 0,
which implies ck11 = 0. Summarizing, we have
ci1j = 0, ∀i 6= 1,
which, for symmetry reasons, implies
cnjk = 0, ∀j 6= n,
and
cij1 = 0, ∀i 6= 1, j 6= n.
Our next remark is that c11j = 0 for j = 1, ..., n−2. This follows from (6.3) evaluated
at k = i = 1,
c11,j−1 − c
2
1j + c
2
j1 = 0.
This readily implies cnn,k = 0 and c
1
k,1 = 0 for k = 1, . . . , n − 2, as well as c
k
n,1 = 0
for k = 3, . . . , n. It is also easy to see that the three non-vanishing coefficients
cnnn, c
1
1n, c
1
n1 are related by
cnnn = c
1
1n, c
1
n1 = −2c
1
1n.
We still need to prove that c11,n−1 = 0. Due to the above computations the first
column of the affinor L has the form (ν, 0, . . . , 0)t where ν = c11,n−1u
n−1 + c11,nu
n + λ
is the (unique) eigenvalue of L. Similarly, the last row of L is given by (0, . . . , 0, ν).
Let us denote by (e(1), . . . , e(n)) the canonical frame of the pair (L, g). Thus,
Like
k
(p) = νe
i
(p) + e
i
(p−1). (6.6)
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It follows from the vanishing of the Nijenhuis torsion of L that e(i)(ν) = 0 for
i = 1, . . . , n − 1, where e(i)(ν) denotes the Lie derivative of ν in direction e(i), see
[1]. Due to the form of the affinor we have (set i = n in (6.6)):
en(p) = 0, p = 1, . . . , n− 1.
This means that e(1), . . . , e(n−1) do not contain
∂
∂un
, and thus ν must depend on un
only, so that c11,n−1 = 0.
This proves that the general solution is given by (6.2). A direct computations
shows that (6.2) also satisfies the quadratic conditions coming from N (L) = 0.
Thus, the general solution depends on n−1 parameters. At this point onemight
wonder whether this number can be reduced. The answer is yes, the list of normal
forms is presented below. In order to proceed, we need the following statement.
Lemma 3. The n − 2 vector fields X(k) =
∑n−k
i=1 (n − k + 1 − 2i)u
i+k∂i, where k =
1, . . . , n− 2, satisfy the relations
1. LX(k)g = 0 (thus, they are isometries of g),
2. LX(k)µ
(n;α) = p[n,k,α]µ
(n;α+k),
3. LmX(k)µ
(n;α) =
(∏m−1
s=0 (p[n,k,α] − 2ks)
)
µ(n;α+mk),
where the coefficients p[n,k,α] are defined as p[n,k,α] = 3k + 1− n− 2α.
The proof of this lemma is a straightforward computation.
Consider now the general solution (6.2). Note that in the non-constant eigen-
value case, ξ0 6= 0, one can eliminate the constant term g˜0 by a translation of vari-
ables ui. Let S0 be the resulting n− 1 parameter family of solutions,
S0 =
n−2∑
i=0
ξiµ
(n;i), (6.7)
and let L[k] be the Lie series
L[k] = exp(tkLX(k)) =
∑
s≥0
tsk
s!
LsX(k),
whereX(k) are as in Lemma 3. We point out that, when applied to µ
(n;k) for n fixed,
L[k] consists of a finite number of terms: recall that µ
(n;i) = 0 for i > n− 2.
Lemma 4. If ξ0 6= 0, then it can be set equal to one.
Proof:
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Let us consider the scaling transformation
vi = γ
n+1
2
−iui,
where γ 6= 0 is an arbitrary constant. It is easy to see that this preserves the form
of g. Direct calculation gives
µ(n;k)ij(u)∂ui∂uj = γ
n−1
2
+kµ(n;k)ij(v)∂vi∂vj .
Thus, setting γ = ξ
− 2
n−1
0 , we can reduce the coefficient of µ
(n;0) to 1.
To finish the proof of Theorem 4 we need the following
Proposition 4. Suppose ξ0 6= 0. Then
1. if n 6≡ 1mod 3, there exists an orthogonal transformation which brings the (n− 1)-
parameter solution S0 to µ
(n;0);
2. if n ≡ 1mod 3, n 6= 4, there exists an orthogonal transformation which brings S0 to
the one-parameter family µ(n;0) + κµ(n;
n−1
3
),
where κ is an arbitrary constant.
Proof:
By Lemma 4 we can consider the family S0 in the form
S0 = µ
(n;0) +
n−2∑
i=1
κiµ
(n;i),
where κi are arbitrary constant coefficients. Suppose n 6≡ 1mod 3, then the coeffi-
cients p[k,n,0] defined in Lemma 3 do not vanish. Let us apply L[1] to S0 and look at
the coefficient of µ(n;1):
L[1]S0 = S0 + t1LX(1)S0 +
t21
2
L2X(1)S0 + . . .+
tn−21
(n− 2)!
Ln−2X(1)S0
= µ(n;0) +
(
κ1 + t1p[n,1,0]
)
µ(n;1) + . . .
We can always choose t1 such that the coefficient of µ
(n;1) is zero. Let us call S1 the
resulting (n− 2)-parameter family:
S1 = L[1]S0|t1=− κ1p[n,1,0]
= µ(n;0) +
n−2∑
i=2
κ˜iµ
(n;i).
Applying L[2] and looking at the coefficient of µ
(n;2) we obtain
L[2]S1 = µ
(n;0) +
(
κ˜2 + t2p[n,2,0]
)
µ(n;2) + . . .
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Again, we can choose t2 such that the coefficient of µ
(n;2) vanishes, and so on. Ulti-
mately, we get
L[n−2]L[n−3] · · ·L[1]S0 = µ
(n;0),
as required.
To prove the second part of the proposition, let us set n = 3m + 1. It is easy to
see that LX(m)µ
(n;0) = 0, since the coefficient p[n,m,0] vanishes. Note that in this case
p[n,k,0] 6= 0 for k 6= m. For fixedm, until k = m−1we can apply the same procedure
as above, obtaining
Sm−1 = µ
(n;0) +
n−2∑
i=m
κ˜iµ
(n;i).
At this point, applying LX(m) to Sm−1, we cannot eliminate the coefficient of µ
(n;m),
since LX(m)µ
(n;0) = 0. However, applying LX(m+1) and looking at the coefficient of
µ(n;m+1),
L[m+1]Sm−1 = µ
(n;0) + κ˜mµ
(n;m) +
(
κ˜m+1 + tm+1p[n,m+1,0]
)
µ(n;m+1) + . . . ,
we can eliminate it. Following the same method, we arrive at the canonical form
Scan = µ
(n;0) + κ˜mµ
(n;m).
The case n = 4 is special. Indeed, the 4× 4Mokhov metric does not correspond
to the single Jordan block case. In the n = 4 Jordan block case, normal forms are
presented in Section 5.4. This concludes the proof of Theorem 4. In the constant
eigenvalue case, ξ0 = 0, we cannot eliminate g˜0 by a shift. Finally, Theorem 8 can
be established by following the same procedure as above.
6.2 Relation to Frobenius manifolds
In this Section we demonstrate the relation between Mokhov’s Hamiltonian op-
erator and the trivial Frobenius manifold associated with the cohomology ring of
projective space. For this purpose let us briefly recall the definition of a Frobenius
manifolds.
Definition 9. A Frobenius manifold (M, g, ◦, e, E) is a manifold M endowed with a
(pseudo)-metric g, a product ◦ on the tangent spaces TuM and a pair of vector fields e and
E such that
• the product ◦ is commutative and associative:
cijk = c
i
kj, c
i
jlc
l
kh = c
i
klc
l
jh.
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• g is flat, invariant with respect to ◦,
gikc
k
jl = gjkc
k
il,
and the associated Levi-Civita connection∇ is compatible with ◦:
∇lc
i
jk = ∇jc
i
lk. (6.8)
This implies that there exists a function F , called the Frobenius potential, such
that, in flat coordinates for g,
cijk = gilc
l
jk = ∂i∂j∂kF.
• The product ◦ has a unity e which is flat: ∇e = 0.
• The Euler vector field E satisfies:
∇∇E = 0, LieEe = −e, LieE◦ = ◦, LieEg = (2− d)g,
for some constant d. The existence of the Euler vector field is related to the existence
of a flat contravariant metric called the intersection form. In local coordinates it is
defined by the formula
g˜ij = gilcjlkE
k.
If, in the flat coordinates for g, the functions cijk are constant, the Frobenius
manifold is called trivial [6]. In this case, the Frobenius potential in a cubic poly-
nomial, F = 1
6
cijku
iujuk. We now define the trivial Frobenius manifold associated
with Mokhov’s Hamiltonian operator.
Theorem 10. The metric
gij =
{
1 if i+ j = n + 1
0 otherwise
,
the structure constants
cijk = g
ilcljk =
{
1 if l = 2n+ 1− j − k = n+ 1− i that is j + k − i = n
0 otherwise
,
the unity e = ∂
∂un
, and the Euler vector fieldE =
∑n
k=1(3k−2n−1)u
k ∂
∂uk
define a trivial
Frobenius manifold with d = 3. Moreover, the intersection form,
g˜ij = gilcjlkE
k =
{
[3(i+ j)− 2n− 4]ui+j−1 if i+ j − 1 ≤ n
0 otherwise
,
coincides with the second metric of Mokhov’s operator.
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The proof is a straightforward computation.
To conclude this sectionwe compare the Frobenius algebra underlyingMokhov’s
example with the Frobenius algebra structure on the full cohomology ring of pro-
jective space H∗(CPd). This can be defined with respect to the natural basis
e1 = 1, e2 = ω, . . . , ed+1 = ω
d,
generated by powers of the standard Kahler form normalized as∫
CP
d
ωd = 1.
The contravariant components of the metric g and the structure constants cijk are
defined respectively by
gij =
{
1 if i+ j = n+ 1
0 otherwise
,
and
ej ∧ ek = c
i
jkei = ej+k−1,
that is,
cijk =
{
1 if j + k − i = 1
0 otherwise
,
Putting i′ = n + 1− iwe obtain the Frobenius algebra of Mokhov’s example.
7 Hamiltonian operators in higher dimensions
In this section we consider general d-dimensional n-component Hamiltonian op-
erators of the form
P ij =
d∑
α=1
(
gijα(u)
d
dxα
+ bijαk (u)u
k
xα
)
. (7.1)
Operator of this type is called non-degenerate if a generic linear combination of the
bivectors gα is non-degenerate (without any loss of generality we will assume that
each gα is non-degenerate: this can always be achieved by a suitable linear trans-
formation of the independent variables xα). In the non-degenerate case, Mokhov’s
conditions involving the obstruction tensor must be satisfied by each pair of bivec-
tors (see [16] for further details). This implies that each pair (gβ, gγ) defines a
2D Hamiltonian operator. For a generic d-dimensional Hamiltonian operator, the
Mokhov conditions can be reformulated as follows
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Theorem 11. Suppose gα are flat contravariant metrics. An operator of the form (7.1)
defines a d-dimensional Hamiltonian operator if and only if for all β 6= γ the following
conditions are fulfilled:
1. Linearity of gβ in the flat coordinates of gγ .
2. Vanishing of the Nijenhuis torsion of the affinor L(βγ) = gβ(gγ)−1.
3. Killing condition for gγ with respect to gβ:
∇igkjγ +∇kgijγ +∇jgikγ = 0,
where∇ is the Levi-Civita connection of gβ.
Remark. It is sufficient to require the flatness of only one of the metrics gα. Indeed,
let us suppose that gα is flat. Then, since the pair (gα, gβ) defines a 2D Hamiltonian
operator for all β, the linearity, Nijenhuis and Killing conditions imply the flatness
of gβ (see Theorem 2).
It was demonstrated byMokhov [17] that there exist no non-constant 3DHamil-
tonian operators with one or two components. Here we show that there exist only
two non-trivial three-component Hamiltonian operators in 3D, namely
Theorem 5. Any non-degenerate three-component Hamiltonian operator in 3D, which is
not transformable to constant coefficients, can be brought to one of the two canonical forms:
P =

∂z 0 ∂x0 ∂x 0
∂x 0 0

+

−2u
2∂y − u2y u
3∂y + 2u
3
y 0
u3∂y − u3y 0 0
0 0 0

 ,
or
P =

 0 ∂x 0∂x 0 0
0 0 ∂z

+

−2u
1∂y − u1y u
2∂y + 2u
2
y 0
u2∂y − u2y 0 0
0 0 0

 ,
by a local change of the dependent variables ui, and a linear change of the independent
variables x, y, z. Note that the second operator is reducible. Thus, there exists a unique
three-component irreducible operator in 3D.
Proof:
Since we are interested in the non-constant case, we will consider 3D operators
as deformation of 2D non-constant operators which have been classified already
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(Theorem 3). There exist only three such operators, defined by the following pairs
of contravariant metrics:
g =

0 0 10 1 0
1 0 0

 , g˜ =

−2u
1 −1
2
u2 u3
−1
2
u2 u3 0
u3 0 0

 , (7.2)
g =

0 0 10 1 0
1 0 0

 , g˜ =

−2u
2 u3 λ
u3 λ 0
λ 0 0

 , (7.3)
and (reducible case)
g =

0 1 01 0 0
0 0 1

 , g˜ =

−2u
1 u2 0
u2 0 0
0 0 λ

 . (7.4)
Fixing one of the above pairs, let us add a third contravariant metric h. Since
we are in the flat coordinates of the first metric g, the bivector h must be linear.
Since the pair (g, h) satisfies the Killing condition, we can represent h as a sum of
symmetrized tensor products of infinitesimal isometries of g. Assuming this, let us
consider the above three cases separately.
Case (7.2): Checking the Killing condition for the pair (g˜, h) we obtain that hmust
be a linear combination of g and g˜. This means that our operator is essentially
two-dimensional.
Case (7.3): Checking the Killing condition for the pair (g˜, h) we obtain h = c1g +
c2g˜ + h0 where
h0 =

ν 0 00 0 0
0 0 0

 .
One can verify that this ansatz for h satisfies all other conditions. Finally, c1, c2
and λ can be eliminated, and ν can be set equal to 1 by a linear change of the
independent variables x, y, z. This gives the first (irreducible) case of Theorem 5.
Case (7.4): In this case, it is no longer sufficient to consider the Killing condition
alone: we also need the linearity of h with respect to g˜, that is ∇2h = 0, where ∇
correponds to g˜. These conditions imply h = c1g + c2g˜ + h0, where
h0 =

0 µ 0µ 0 0
0 0 ν

 .
One can verify that this ansatz for h satisfy all other conditions. By a linear trans-
formation of x, y, z we can eliminated c1, c2 and λ, transforming the operator to the
second (reducible) case of Theorem 5.
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It follows from the proof of Theorem 5 that any non-degenerate three-component
Hamiltonian operator in 4D is essentially 3D, or can be transformed to constant co-
efficient form. We point out that there exists non-trivial examples of Hamiltonian
operators in any dimension:
Example. The following expression provides an example of non-constant irre-
ducible N-component Hamiltonian operator in N dimensions:
P ij = ηij
d
dx1
+ gij
d
dx2
+ bijk u
k
x2 +
N−2∑
m=1
hijm
d
dxm+2
,
where
• η is the constant N ×N anti-diagonal bivector: ηij = δi,N+1−j ;
• the bivector g is defined as gij = µ(N ;N−2) + gij0 , where µ
(N ;N−2) is defined by
(6.1), namely
µ(N ;N−2)ij = [3(i+ j)− 8]ui+j+N−3,
and gij0 = δ
i,N−j + λδi,N+1−j ;
• bijk are the contravariant Christoffel symbols of g, namely
b11N−1 = −1, b
12
N = 2, b
21
N = −1,
with all remaining coefficients equal to 0;
• the N − 2 constant bivectors hm are defined as hijm = δimδjm.
For N = 3, this example corresponds to the first case of Theorem 5.
8 Concluding remarks
This paper outlines an approach to the classification of first ordermulti-dimensional
Hamiltonian operators of differential-geometric type. Our main contributions in-
clude a complete list of 2DHamiltonian operators with three and four components,
as well as the classification of multi-component operators in case where the corre-
sponding affinor consists of Jordan blocks with distinct eigenvalues.
1. Our calculations demonstrate that the most challenging case is the one where
the Jordan normal form of the affinor L = g˜g−1 consists of several Jordan
blocks with the same eigenvalue. To complete the classification, one needs to
understand the structure of such operators: due to the splitting lemma, the
general Hamiltonian operator would be representable as their direct sum.
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2. Given any 2D Hamiltonian operator from our list, it would be interesting to
classify Hamiltonians which generate integrable 2+1 dimensional systems of
hydrodynamic type. The existing results suggest that ‘integrable’ Hamilto-
nians form finite-dimensional moduli spaces, and are quite non-trivial even
for constant-coefficient operators, see [11, 12, 13] for the first steps in this
direction.
3. It would be interesting to develop a deformation theory of 2D Hamiltonian
operators in the spirit of [14, 4, 9], and to investigate triviality of Poisson
cohomogy in 2D. Some results in this direction were recently obtained in [3].
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