To resolve the problems that the local motions reduce the global motion estimation accuracy and 
Introduction
Visual Navigation Technique has been wildly used in vehicle automatic driving, UAV (Unmanned Aerial Vehicle) autonomous flight and Loitering Munitions navigation. The video captured by visual navigation system on-board trembles irregularly because of the unstable motion of the carrier. The trembling badly disturbs navigation effect and causes difficulty on observing and the further image procession. Therefore it's very necessary to stabilize the video of the image system on moving carrier for the purpose of removing the random jitter disturbing in the image sequence and enhancing the quality of video [1] .
Electronic Image Stabilization (EIS) uses digital image processing method and electronic technique to detect the global motion vectors of image sequence, calculate the compensation vectors by using the global motions, compensate the deviation of each image, remove or reduce the random jitter motion of the images, and then get the stable video. Comparing with the mechanical image stabilization and optical image stabilization, EIS has the characteristics of high precision, small volume, light weight, low power consumption, high integration, intellectualization, and real-time processing, and it has become the most important method of video stabilization [2] .
Electronic Image Stabilization system consists of three steps: Motion Estimation, Motion Filter and Motion Compensation. Motion Estimation, which estimates the global motion parameters (including translation parameter, rotation parameter and zoom parameter) between frames, is the most critical step of EIS [3] . Many algorithms have been proposed to obtain fast and precise global motion vectors, such as Block Matching Algorithm, Representative Point Matching Algorithm, Bit-plane Matching Algorithm, Feature Matching Algorithm, Optical Flow Algorithm and Gray Projection Algorithm (GPA) etc. Among these motion estimation algorithms, GPA is used widely because of its advantages of faster operation speed and more stable performance [4] . However, the traditional GPA has the problem of foreground object local motion reduces the precision of global motion estimation and it couldn't deal with rotation motions.
For the purpose of overcoming the shortcomings of traditional Gray Projection Algorithm, a real-time video stabilization motion estimation method based on Fast Sub-block Gray Projection Algorithm (FS-GPA) is proposed. In the method, each image is divided into a number of sub-blocks firstly, and sub-blocks are sifted according to their gray contrasts. If any sub-block gray contrast is lower than the threshold, it should be ignored. Meanwhile, the process of sub-block gray contrasts judgment can be early terminated to accelerate the speed. The rejection of sub-blocks can reduce the amount of computation and enhance the precision of global motion estimation. Then gray projections are done in each sub-block remained to obtain local motion vectors of sub-blocks. Finally, Global motion of the current image is calculated based on local motion vectors and the Affine motion model. The experiment results show that the Fast Sub-block Gray Projection Motion Estimation Algorithm is more accurate and efficient than the traditional Gray Projection Algorithm, and it can satisfy the stability and efficiency requirements of video stabilization system.
Sub-block Gray Projection Motion Estimation Algorithm
The traditional GPA has the problem that the performance of processing low gray contrast image is not satisfied. If the gray contrast of the image is low, the projection curves and the correlation curves are relative flat, which reduces the accuracy of motion vector estimation. Another shortcoming of GPA is that it can only estimate the translational motion of imaging system, while it can't deal with the rotation and scale motion of images. Furthermore, when there are moving foreground objects in the scene, the motion vectors of each pixel are inconsistent, and the motion vector of a single region couldn't stand for the motion vector of the whole image, thus it results the fall of motion vector estimation accuracy [5] .
In this section, we use a Fast Sub-block Gray Projection Algorithm to estimate global motion vectors of images, in which the gray projections are done in sub-blocks instead of in the whole image area.
Sub-block division
After preprocessing, original video images are divided into sub-blocks. The size of sub-blocks directly determines the calculation amount and accuracy of projection. If the sub-block size is too small, the amount of information in the sub-block is too little to estimate the global vector accurately. On the contrary, if the sub-block size is too large, the number of sub-blocks is fewer, and the accuracy of global vector estimation is reduced too. Therefore, it's very important to select appropriate size for sub-blocks. The size of image, the information amount in sub-blocks, and the number of sub-blocks needed are the main factors to be considered during sub-blocks division. After reserving compensation area in the image edges, sub-blocks are arranged according to array form. The reason of reserving compensation area is that when the camera trembles, some pixels surround the image will move outside of image plane after motion compensation, and blank undefined area appears in the image borders. To resolve this problem, before video stabilization, compensation area can be reserved in the image borders, and pixels in the compensation area are not processed during the video stabilization. The size of compensation area is determined by the maximum offset range of motion estimation. Generally, compensation areas occupy 10% to 15% of the image size in the image borders [6] .
Sub-block Sifting
Using sub-blocks with low gray contrast to calculate motion vectors may lead to unreliable or wrong motion vectors. Therefore, the reliability of sub-block motion estimation should be judged before sub-block gray projection, and sub-blocks which may lead to wrong motion estimation are rejected. This process can reduce the calculation amount and enhance the accuracy of global motion vector estimation [7] . In this paper, gray contrasts are used to judge the reliability of sub-block motion estimation. The selected sub-block is divided into four macro-blocks further, and the SAD (Sum of Absolute Difference) value of two adjacent macro-blocks is calculated. If all the four SAD values are lower than a given threshold, it indicates that the gray contrast of the sub-block is low, and it should be rejected. Furthermore, the gray contrast comparison can be terminated ahead of time, so as to speed up the judgment [8] .
The formula of SAD is
Where the parameter W and H are the width and height of macro-block, (xk, yk) is the top left corner vertex coordinate of the macro-block k, Gk(i , j) is the gray value of the macro-block k pixel in position (i , j).
The Sub-block Gray Contrast Threshold Judgment Algorithm is as follows:
Step 1 Set the gray contrast threshold SAD thr , it indicates the two adjacent macro-blocks expected gray difference. SAD thr can be adjusted according to N which is the number of sub-blocks expected, and N is 0 originally;
Step 2 Divide the sub-block into four macro-blocks, and set the counter n=0;
Step 3
Calculate the SAD value of two adjacent macro-blocks, and n++;
Step 4 If SAD>SAD thr , then N++, and turn to Step 6;
Step 5
If n<4, then turn to Step 3. Otherwise mark the sub-block as low gray contrast sub-block;
Step 6 If there are sub-blocks which have not been checked, then select another unchecked sub-block, turn to Step 2. Otherwise, turn to Step 7;
Step 7 If N min <N<N max , then stop the iteration, and the algorithm is end. If N<N min , then SAD thr =SAD thr -Δ; else if N >N max , then SAD thr =SAD thr +Δ, in the last two conditions both turn to step 2. The parameter Δ is a positive integer; N min and N max are the maximum number and the minimum number of sub-blocks that satisfy the gray contrast requirements. With the increasing of SAD thr , the number of sub-blocks that satisfy the gray contrast will reduce, otherwise the number will increase.
The experiment results of the Sub-block Gray Contrast Threshold Judgment Algorithm are shown in Figure 1 . Figure (a) is the original image sub-block division. The size of sub-block is 64×64, and the black areas around the image are the compensation areas. Figure (b) is the result of sub-blocks rejection. The black sub-blocks are those whose gray contrasts don't meet the gray contrast requirements, and they would be ignored in the sub-block gray projection calculation. The experiment results show that the original image is divided into 12×9=108 sub-blocks, and after the sub-block gray contrast threshold judgment, 28 sub-blocks are rejected. In theory, the gray projection calculation amount could drop about 27%, and the efficiency and precision of motion estimation are both increased.
Reference Frame Selection
The idea of motion estimation is to find out matching pixel blocks or features between the current frame and the reference frame to get local motion vectors, and calculate the global motion vector according to the local motion vectors of pixel blocks or features. Therefore, selection of proper reference frame is the prerequisite of accurate motion estimation. There are two methods to select reference frame: one is fixed frame matching and the other is adjacent frame matching. The fixed frame matching method chooses the first frame of the image sequence as the reference frame, and regards all the following frames as current frames. The adjacent frame matching method chooses the former of two adjacent frames as the reference frame, and the latter as the current frame [9] .
Because there is no accumulated error in the fixed frame matching method, the method is relatively accurate and simple. The main problem of this method is that with the scanning motion of the camera, the information contact ratio between the reference frame and the current frame is getting less and less. When the information contact ratio is beyond a certain range, it's impossible to estimate the motion vector of the current frame. Therefore, it's suitable for camera fixed point shooting condition. Moreover, in this method, once the reference frame lost stability, the accuracy of subsequent frames motion estimation will drop.
The advantage of adjacent frame matching method is that the information contact ratio between the reference frame and the current frame is larger, and there is plenty of information for motion estimation. Because in a certain frame rate the rotation motion between adjacent frames is relatively little (commonly less than 5°), in most cases rotation motion between adjacent frames can be ignored. Thus the calculation is simplified. In addition, because of the similarity between reference frame and current frame, it would not cause image jump obviously. But the motion vector got by this method is the relative motion vector from the latter frame to the former, and the absolute motion vector is the sum of the former N-1 frames relative motion vectors. Therefore, the disadvantage of this method is that the motion vector has accumulated error, and the error reduces the matching accuracy.
Sub-block Local Motion Estimation
The Gray Projection Algorithm can be divided into three steps: gray projection, projection filter, and motion vector extraction.
Image gray projection is the cumulative results of the image gray value in the horizontal axis and vertical axis. The gray projection projects the two-dimensional image into two independent one-dimensional curves, that is to say the gray information of the two-dimensional image is described with the row projection information and column projection information. Horizontal and vertical projections are done in sub-blocks remained. Gray projection formula is as follows [10] 
Where parameters m and n are the width and height of the sub-block, Gk(i , j) is the gray value of the frame k in position (i , j). Colk(j) is the accumulated sum of pixels in column j, that is the projection value of column j. Rowk(i) is the accumulated sum of pixels in row i, that is the projection value of row i. Gray projection actually reflects the statistical characteristics of the whole image gray scale distribution. We call the projection curve of rows as horizontal projection curve, and the projection curve of columns as vertical projection curve.
The information of sub-block edges will influence the correlation computation, when image sequence contains interframe motion. So the sub-block edges gray projection must be cleared away. Therefore a Cosine Filter can be designed to filter the sub-block edges information, and keep the central region waveform. The Cosine Filter can reduce the edge information influence to cross-correlation curve, and enhance the accuracy of motion estimation.
In order to estimate the motion vectors, we make the correlation operations with row and column gray projection curves of current frame and reference frame respectively. Then we can get two cross-correlation curves. According to the unique valley values of the two curves, we can approximate motion vector between the current frame and the reference frame. The correlation calculation formula is as follows
In which, Col k (j), Col r ( j) are column projections values of column j in frame k and frame r respectively, NC is the width of sub-block, and m is the search breadth between the current frame and the reference frame, that is the maximum extent of detection jitter in image. Suppose w min is the value of w when C(w) is getting minimum, then the vertical translation between the current frame and the reference frame is given by
If d y is positive, it indicates that the frame k move up |d y | pixels relative to frame r. Otherwise, frame k move down |d y | pixels relative to frame r. We can get the horizontal direction motion vector d x in the same way.
Global Motion Estimation
The sub-block gray projection algorithm figures out the local motion vector of each sub-block, and then the global motion vector should be calculated with these local motion vectors. To enhance the estimation accuracy, the interframe motion model is used to estimate the global motion vector. Substitute all the local motion vectors into the Affine Model, which can precisely represent the translation, rotation and scale motion of the camera, and solve the equation set with the least square method to get the global motion vector [11] . The Affine Model is defined as follows, T is the coordinate of a pixel in an image at t 0 , [x 1 , y 1 ] T is the new coordinate of the same pixel at t 1 , the parameter θ is the rotation angle, k is the scale parameter, T x and T y are the horizontal and vertical translations components. Here, k is deemed as 1, because a sample interval within 50ms leads to small scale change between every two adjacent frames. According to the Affine Motion Model, it's easy to estimate the global motion vector which consists of scale, rotation and translation parameters.
Motion Compensation
There are two kinds of motions could lead to interframe displacement: first is the camera scanning motion, and second is the camera random jittering motion. Motion compensation should compensate the random jitter only and reserve the scanning motion of the sensor, so as to alleviate the random jitter and real-time track the scene simultaneously. Therefore, the global motion parameters calculated in 2.5 could not be used directly to compensate the displacement between images, and undesired jitter motion and normal scanning motion should be separated ahead of time. The normal scanning motion of the sensor is slower and follows certain rules in a period of time, while the undesired random jitter is fast and random yet unpredictable. So in view of the difference between random jitter and scanning motion, we adopt a mean filter to smooth motion parameters to maintain the low-frequency motion and reject the high-frequency motion.
According to the motion parameters reserved by the motion filter, we can calculate the compensation vector. If the camera motion does not contain scanning motion, the global motion vector is just the compensation vector. When the camera motion contains both scanning motion and random jitter, the global motion vector subtracts the motion parameters reserved by the motion filter is the compensation vector, that is
Where d c is the motion compensation vector, d g is the global motion vector, d f is the scanning motion vector reserved by the motion filter.
According to the motion compensation vector, we can move all the pixels in the current frame in the opposite direction, thus correct the jitter influence to the image. As the result, the image sequence is stabilized.
Experiments and analysis
In order to confirm the feasibility of the Fast Sub-block Gray Projection Algorithm (FS-GPA) proposed in this paper, corresponding experiments have been carried out. In the experiments, Matlab is employed as the development platform, and most of computing works are done by C++ language. We use FS-GPA to estimate the motion of real video (20f/s, 820×614), and then stabilize the video. The experiments verify the precision and real-time performance of FS-GPA, and give out the final video stabilization result.
Sub-block motion estimation Analysis
Full Scan Block Matching Algorithm (FS-BMA) is the standard motion estimation method recommended by the International Standard Organization, and it is generally acknowledged that the motion vector estimated by FS-BMA is accurate. The experiments calculate the RMSE value of the motion vectors respectively acquired by FS-GPA and FS-BMA in different scale of sub-blocks to analyze the accuracy of FS-GPA. The RMSE calculation formula is as follows [12] 
Where (T xi , T yi ) is the local motion vector of sub-block i estimated by FS-GPA, (T' xi , T' yi ) is the local motion vector of sub-block i estimated by FS-BMA, N is the number of sub-blocks which take part in the projection calculation. Table 1 is the comparisons of accuracy and time consumption of sub-block motion estimation acquired by FS-GPA in different scales. From the table data, we can see that when the size of sub-block is 32×32, because of lack of gray information in sub-block, FS-GPA could not estimate local motion vector of sub-block correctly. With growing of sub-block size, gray information amount in sub-block is increasing, and the motion estimation accuracy is enhanced too. When sub-block is equal or bigger than 64×64, the RMSE value is less than 0.5 pixels that is half pixel level motion estimation accuracy. Considering the time consumption, with the growing of sub-block size, the number of rejected sub-block decreases, and the total area that take part in projection calculation increases, which lead to increasing of operation time. Therefore, the accuracy of motion estimation and time consumption should be considered evenly in choosing the size of sub-block.
Here FS-PGA and FS-BMA are respectively used to estimate the motion vector of the same 30 frames in a video, and the sub-block size is 64×64. Figure 2 is the comparison of operation time. 
Stabilization Performance Evaluation
PSNR (Peak Signal to Noise Ratio) is an important indicator which is used to evaluate video stabilization performance. By comparing the PSNR value of two adjacent frames before and after stabilization, we can know the accuracy of a video stabilization algorithm. The bigger the PSNR value is, the more accurate the stabilization performance is. When the two adjacent frames are identical, the PSNR value gets the maximum [13] [14] [15] 
Where I c is the current frame image, I r is the reference frame image, G k (i , j ) is the gray value of frame k at the position( i , j ), M and N are the height and width of image. MSE is the mean square error of two images, which indicates the variation between images. The bigger the MSE value is, the bigger the variation between images is. Figure 3 is the comparison of PSNR values which respectively used FS-GPA, GPA and FS-BMA to estimate the motion of the same 30 frames in an image sequence, in which the curve marked "Original" is the PSNR of original image sequence. Figure 3 , we can know that as the standard motion estimation method, FS-BMA has the biggest PSNR value which indicates that the FS-BMA is the most accurate and its stabilization performance is best in the three methods. The PSNR value of FS-GPA is close to FS-BMA, and the accuracy is improved relative to GPA. Figure 4 gives the result images of adopting FS-GPA to estimate motion vector and stabilize the video. The current frame involves horizontal and vertical translations and small rotation. Stabilized by the video stabilization method proposed in this paper, the interframe offsets have been compensated well. As the result, the image sequence is stabilized. 
Conclusion
To solve the problem of traditional Gray Projection Algorithm, reduce the calculation amount and enhance the motion estimation accuracy, a Fast Sub-block Gray Projection motion estimation algorithm is proposed in this paper. The algorithm projects in each sub-block which has been filtered with gray contrast ahead of time. The low gray contrast sub-blocks are ignored in the gray projection procession, thus the calculation amount is dropped and the accuracy of global motion is enhanced. After that, the global motion vector and compensation vector are calculated, and then the image is compensated according to the compensation vectors. The experiments results show that the FS-GPA can real-time estimate the image global motion vector precisely. Using the global motion vector estimated by FS-GPA in video stabilization system can obtain preferable stabilization effect, and achieve real-time stable output video.
