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1. Introduction
The present paper deals with the completion problem for completely hyperexpansive weighted
shift operators. The first issue of this problem appeared in the context of subnormality. Recall that
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the subnormal completion problem consists of finding necessary and sufficient conditions for a given
finite sequence of positive real numbers β : β0, . . . , βm to be firstm + 1 weights of some subnormal
weighted shift (weighted shifts are always assumed to have positive weights). Stampfli solved the
subnormal completion problem for m = 0, 1, 2, 3, leaving the case of m = 4 unanswered (see [23,
Theorem5 and Remark on p. 377]; see also footnote 7). The latter case is solved explicitly in the present
paper (cf. Theorem 6.5). The general (but not explicit) solution of the subnormal completion problem
form + 1 numbers was given by Curto and Fialkow in [10, Theorem 3.5].
Similar question can be posed for completely hyperexpansive weighted shifts. To be more precise,
the completely hyperexpansive completion problem consists of finding necessary and sufficient con-
ditions for a given finite sequence of positive real numbers α : α0, . . . , αm to be first m + 1 weights
of some completely hyperexpansive weighted shift.
The completely hyperexpansive completion problem was studied by the first-named author for
m = 0, 1 in the more general context of operator valued weighted shifts (cf. [17, Proposition 3.2
and Theorems 3.3 and 4.3]). More recently, the completely hyperexpansive completion problem was
partially solved for m = 2, 3 in [11, Theorems 4.5 and 4.7] (see Remark 5.7 for more comments).
This was done by transferring the completion problem from complete hyperexpansivity to contractive
subnormality (see Section 6.1 for more details).
In the present note, we give a general solution of the completely hyperexpansive completion prob-
lem using a different approach than that in [11]. Our method is based on a characterization of trunca-
tions of completely alternating sequences (see Section 3.3). The aforesaid characterization relies on the
solution of the truncated Hausdorff moment problem due to Kreı˘n and Nudel′man (cf. [20, Theorems
III.2.3 and III.2.4]). The passage between these two areas, when translated into the language of pure
algebra, has much in common with the interplay between affine geometry and linear algebra (see
Section 2).
The general solution of the completely hyperexpansive completion problem is formulated in terms
of the nonnegativity of scalar Hankel matrices Ω0(k),Θ1(k) (m = 2k) and Ω1(k + 1),Θ0(k) (m =
2k + 1) attached to the sequence α (see Theorems 4.7 and 4.8; the names of matrices are given in
Section 4.2). The determinant form of our solution, which is written down in Theorems 4.9 and 4.10,
singles out classes of completely hyperexpansiveweighted shifts forwhich one of the leading principal
minors of the following matrices:
Ω0(k − 1),Θ1(k − 1) (m = 2k) and Ω1(k),Θ0(k − 1) (m = 2k + 1) (1.1)
vanishes. It is shown in Example 5.6 that there is no chance to find a solution of the completely
hyperexpansive completion problem only in terms of leading principal minors (like in Sylvester’s
criterion). From this point of view, the study of the completion problem within specific classes of
completely hyperexpansive weighted shifts determined by vanishing leading principal minors of the
matrices appearing in (1.1) seems to be quite important. In Section 5, we investigate this problem for
some of these classes (see Propositions 5.4, 5.10, 5.13, 5.17 and 5.20). This enables us to write down
explicit solutions of the completely hyperexpansive completion problem for m  5 (see Proposition
5.1 (m = 1), Proposition 5.2 (m = 2), Proposition 5.5 (m = 3), Theorem 5.14 (m = 4) and Theorem
5.21 (m = 5)).
Note that in the odd case (e.g. for m = 1, 3, 5), we can always find a special completely hyper-
expansive completion of the sequence α with the property that the closed support of the associated
measure coincides with the set of all roots of an appropriate generating function Gζ . This is possible
due to Theorem 4.8 whose proof relies in part on a result of Curto and Fialkow (cf. [9, Theorem 4.1]).
In Section 6 we show that the results concerning the completely hyperexpansive completion prob-
lem can be used to solve the contractive subnormal completion problem (cf. Proposition 6.2). We
formulate in Theorem 6.3 an explicit solution of the latter for five weights. This in turn enables us to
write an explicit solution of the subnormal completion problem for five weights (see Theorem 6.5).
Let us also mention that the solution of the subnormal completion problem for five weights given in
[21, p. 45] is wrong (cf. Example 6.10).
Following [4,5] we say that an (bounded and linear) operator T on a Hilbert space H is completely
hyperexpansive if
∑n
k=0 (−1)k
(
n
k
)
T∗kTk  0 for all integersn  1.We refer the reader to [15,6,7,16,11]
Z.J. Jabłon´ski et al. / Linear Algebra and its Applications 434 (2011) 2497–2526 2499
for recent articles concerning this subject. An operator T on H is said to be 2-isometric (or T is a 2-
isometry) if T∗2T2 − 2T∗T + I = 0, where I stands for the identity operator onH. It is well known that
each2-isometry is completelyhyperexpansive (cf. [22, Remark1.3]; see also [1–3] formore information
on the subject).
The following notation is made for convenience and ease of presentation. We write δt for the Borel
probability measure on [0, 1] concentrated at t ∈ [0, 1]. Givenm, n ∈ {0, 1, 2, . . .} ∪ {∞}, we define
m, n = {i : i is an integer,m  i  n}.
Let γ = {γi}mi=0 and γ̂ = {γˆi}ni=0 be sequences of real numbers with m, n as above. If m  n and
γi = γˆi for i ∈ 0,m, then we write γ ⊆ γ̂ . Given a finite number of real numbers ζ0, . . . , ζk ,
we denote by [ζj]kj=0 the column matrix
[
ζ0...
ζk
]
and regard it as a vector in the vector space Rk+1,
where R stands for the field of real numbers. A square matrix A = [ai,j]mi,j=0 with real entries is said
to be nonnegative, briefly written as A  0, if it is symmetric (i.e., ai,j = aj,i for all i, j ∈ 0,m)
and
∑m
i,j=0 ai,jλiλj  0 for all sequences λ0, . . . , λm of real numbers. The following criterion for the
nonnegativeness of a square matrix will be frequently used.
Proposition 1.1 (Proposition 2.3(v) in [10]). Let n be a positive integer and let A = [ai,j]n+1i,j=1 be a
symmetric matrix with real entries. Assume that the matrix A′ := [ai,j]ni,j=1 is invertible and A′  0. Then
A  0 if and only if det A  0.
Note that Sylvester’s criterion can be easily derived from Proposition 1.1.
2. Prerequisites
Throughout this section we assume that X is a real vector space and k is a nonnegative integer.
Definition 2.1. Let {xi}ki=1 be a sequence of vectors in X with k  1 and x1 	= 0. The largest integer
j ∈ 1, k for which the vectors x1, . . . , xj are linearly independent is called the rank 1 of {xi}ki=1.
Note that if the vectors {xi}ki=1 are linearly independent, then the rank of {xi}ki=1 is equal to k;
otherwise k  2 and the rank of {xi}ki=1 is equal to the smallest integer j ∈ 1, k − 1 such that the
vector xj+1 is a linear combination of the vectors x1, …, xj .
Definition 2.2. Let x = {xi}ki=1 be as in Definition 2.1 and let xk+1 ∈ X . We assume that xk+1 belongs
to the linear span of x whenever the rank r of x is equal to k. Then there exists a unique r-tuple
(ϕ1, . . . , ϕr) ∈ Rr such that xr+1 = ϕ1 · x1 + · · · + ϕr · xr . The generating function gx˜ of x˜ = {xi}k+1i=1
is given by
gx˜(t) = −(ϕ1t0 + · · · + ϕr tr−1) + tr, t ∈ R.
The abstract notions of rank and generating function are patterned on those introduced by Curto
and Fialkow in [10] in the context of Hankel matrices.
Recall that a sequence {yi}ki=0 ⊆ X (k  1) is said to be affinely independent if for every sequence
{λi}ki=0 ⊆ R, if
∑k
i=0 λiyi = 0 and
∑k
i=0 λi = 0, then λi = 0 for i ∈ 0, k. A vector yk+1 ∈ X is
an affine combination of a sequence {yi}ki=0 ⊆ X (k  0) with coefficients (ψ0, . . . , ψk) ∈ Rk+1 if
yk+1 = ∑ki=0 ψiyi and∑ki=0 ψi = 1.
1 If x1 = 0, one can define the rank of {xi}ki=1 to be equal to 0.
2500 Z.J. Jabłon´ski et al. / Linear Algebra and its Applications 434 (2011) 2497–2526
It is well known and a routine matter to verify that:⎧⎪⎪⎪⎨⎪⎪⎪⎩

 a sequence {yi}ki=0 is not affinely independent if and only if one of its terms is an
affine combination of the others,

 if a sequence {yi}ki=0 is affinely independent, yk+1 ∈ X and the sequence {yi}k+1i=0 is
not affinely independent, then yk+1 is an affine combination of {yi}ki=0.
(2.1)
The following observation is pure linear algebra.
Lemma 2.3. If {yi}ki=0 ⊆ X and k  1, then the following are equivalent:
(i) the sequence {yi}ki=0 is affinely independent;
(ii) the sequence {yi − yl}ki=0,i 	=l is linearly independent for some (equivalently: for each) integer l ∈0, k;
(iii) the sequence {yi − y0}ki=1 is linearly independent;
(iv) the sequence {yi − yi−1}ki=1 is linearly independent.
Proof. The equivalences (i)⇔ (ii) and (i)⇔ (iii) are easily seen to be true.
(iii)⇔ (iv) First note that yi − yi−1 = (yi − y0) − (yi−1 − y0) and yi − y0 = ∑i−1j=0(yj+1 − yj) for
i ∈ 1, k. As a consequence, we deduce that the linear span of {yi − y0}ki=1 coincides with the linear
span of {yi − yi−1}ki=1. This combined with a dimensional argument completes the proof. 
Definition 2.4. Let {yi}ki=0 be a sequence of vectors in X with k  1 and y0 	= y1. The largest integer
j ∈ 1, k for which the sequence {yi}ji=0 is affinely independent 2 is called the affine rank of {yi}ki=0.
The following proposition can be easily deduced from Lemma 2.3.
Proposition 2.5. If {yi}ki=0 ⊆ X, k  1 and y0 	= y1, then the affine rank of {yi}ki=0 coincides with the
rank of the sequence {yi − yi−1}ki=1, the latter being equal to the rank of the sequence {yi − y0}ki=1.
Lemma 2.6. Assume that {yi}ki=0 ⊆ X, k  1 and yk+1 ∈ X.
(i) If yk+1 is an affine combination of {yi}ki=0 with coefficients (ψ0, . . . , ψk), then yk+1 − yk is a linear
combination of {yi − yi−1}ki=1 with coefficients (ϕ1, . . . , ϕk) defined by
ϕ1 = −ψ0, ϕ2 = −(ψ0 + ψ1), . . . , ϕk = −(ψ0 + · · · + ψk−1). (2.2)
(ii) If yk+1 − yk is a linear combination of {yi − yi−1}ki=1 with coefficients (ϕ1, . . . , ϕk), then yk+1 is
an affine combination of {yi}ki=0 with coefficients (ψ0, . . . , ψk) defined by
ψ0 = −ϕ1, ψi = ϕi − ϕi+1 for i ∈ 1, k − 1, ψk = 1 + ϕk. (2.3)
Proof. (i) Since
∑k−1
i=0 ψi + ψk = 1, we deduce that
yk+1 − yk =
k−1∑
i=0
ψiyi + (ψk − 1)yk =
k−1∑
i=0
ψi(yi − yk)
= −
k−1∑
i=0
ψi
k−1∑
j=i
(yj+1 − yj) = −
k−1∑
j=0
(ψ0 + · · · + ψj)(yj+1 − yj).
2 The assumption y0 	= y1 is clearly equivalent to the affine independence of {yi}1i=0.
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(ii) By our assumption we have
yk+1 − yk =
k∑
i=1
ϕi(yi − yi−1)
=
k∑
i=1
ϕiyi −
k−1∑
i=0
ϕi+1yi = −ϕ1y0 +
k−1∑
i=1
(ϕi − ϕi+1)yi + ϕkyk.
Hence yk+1 is a linear combination of {yi}ki=0 with coefficients (ψ0, . . . , ψk) defined by (2.3). Since
evidently
∑k
i=0 ψi = 1, the proof is complete. 
Remark 2.7. The mapping (ψ0, . . . , ψk) → (ϕ1, . . . , ϕk) given by (2.2) is an affine isomorphism
between the affine spaces {(ψ0, . . . , ψk) ∈ Rk+1 : ∑ki=0 ψi = 1} and Rk with the inverse defined
by (2.3). By Lemma 2.6 this mapping sends the set
{
(ψ0, . . . , ψk) ∈ Rk+1 : ∑ki=0 ψi = 1, yk+1 =∑k
i=0 ψiyi
}
onto the set
{
(ϕ1, . . . , ϕk) ∈ Rk : yk+1 − yk = ∑ki=1 ϕi(yi − yi−1)}. Thus the equiva-
lence (i)⇔ (iv) of Lemma 2.3 is an immediate consequence of Lemma 2.6.
Definition 2.8. Let y = {yi}ki=0 be as in Definition 2.4 and let yk+1 ∈ X . We assume that yk+1 belongs
to the affine span of y whenever the affine rank r of y is equal to k. Then by (2.1) there exists a unique
(r+ 1)-tuple (ψ0, . . . , ψr) ∈ Rr+1 such that yr+1 = ψ0y0 +· · ·+ψryr and∑ri=0 ψi = 1. The affine
generating functionGy˜ of y˜ = {yi}k+1i=0 is given by
Gy˜(t) = ψ0t0 + (ψ0 + ψ1)t1 + · · · + (ψ0 + · · · + ψr−1)tr−1 + tr, t ∈ R.
The following fact can be inferred from Proposition 2.5 and Lemma 2.6.
Proposition 2.9. Suppose that y = {yi}ki=0 ⊆ X, k  1, y0 	= y1 and yk+1 ∈ X. We assume that yk+1
belongs to the affine span of {yi}ki=0 whenever the affine rank r of y is equal to k. Then
(i) r is equal to the rank of {yi − yi−1}ki=1, the sequence {yi − yi−1}ri=1 is linearly independent and
yr+1 − yr is a linear combination of {yi − yi−1}ri=1 with coefficients (ϕ1, . . . , ϕr) defined by (2.2)
with k = r and (ψ0, . . . , ψr−1) as in Definition 2.8;
(ii) the affine generating function Gy˜ of y˜ = {yi}k+1i=0 is equal to the generating function gx˜ of x˜ =
{yi − yi−1}k+1i=1 (gx˜ makes sense due to (i)).
Remark 2.10. The above procedure can be reversed. Namely, if x = {xi}ki=1 is as in Definition 2.1 and
xk+1 is a vector in X , then for a fixed vector y0 ∈ X we define yi = y0 +∑ij=1 xj for i ∈ 1, k + 1.
Since {xi}k+1i=1 = {yi − yi−1}k+1i=1 , we can apply Lemma 2.6 and Proposition 2.9 to the sequence {yi}k+1i=0 .
3. Truncations of monotone and alternating sequences
3.1. Hausdorff moment problem
A sequence {γn}∞n=0 of real numbers is said to be a Hausdorff moment sequence if there exists a
positive Borel measure μ on [0, 1] such that for all n  0
γn =
∫
[0,1]
sndμ(s), (3.1)
where 00 = 1. Themeasureμ is unique and finite. Call it anH-representingmeasure for {γn}∞n=0. By the
Hausdorff theorem (cf. [14] and [8, Proposition 4.6.11]), a sequence γ = {γn}∞n=0 of real numbers is a
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Hausdorff moment sequence if and only if it is completely monotone, i.e., (∇mγ )k  0 for all integers
k,m  0, where ∇m is themth power of the difference operator ∇ which acts on γ via
(∇γ )n = γn − γn+1, n = 0, 1, 2, . . . (∇0γ = γ ). (3.2)
The terms of a Hausdorff moment sequence are always nonnegative.
We now list some useful facts concerning Hausdorff moment sequences. The first can be easily
inferred from (3.1).
If {γn}∞n=0 is a Hausdorffmoment sequencewith anH-representingmeasureμ, then
γn = 0 for some n  1 if and only if γn = 0 for all n  1, or equivalently if and only
if μ((0, 1]) = 0.
Next we discuss when a Hausdorff moment sequence stabilizes.
Lemma 3.1. Let {γn}∞n=0 be a Hausdorff moment sequence with an H-representing measure μ and let k
be a fixed positive integer. Then the following conditions are equivalent:
(i) γn+k = γn for some n  1,
(ii) γn = γ1 for all n  1,
(iii) μ((0, 1)) = 0.
Proof. The condition (i) implies that
∫
[0,1] sn(1 − sk)dμ(s) = 0, which leads to (iii). The remaining
implications (iii)⇒(ii) and (ii)⇒(i) are obvious. 
A similar reasoning leads to the following version of the previous statement.
Lemma 3.2. If {γn}∞n=0 and μ are as in Lemma 3.1, then the following conditions are equivalent:
(i) γ1 = γ0,
(ii) γn = γ0 for all n  0,
(iii) μ([0, 1)) = 0.
As is indicated below, Hausdorff moment sequences are logarithmically convex.
Lemma 3.3. If {γn}∞n=0 is a Hausdorff moment sequence, then for all integers k, l,m  0 such that
k + l = 2m,
γ 2m  γkγl. (3.3)
Proof. It follows from the Cauchy–Schwarz inequality that
γ 2m =
(∫
[0,1]
sk/2sl/2dμ(s)
)2

∫
[0,1]
skdμ(s)
∫
[0,1]
sldμ(s) = γkγl, (3.4)
where μ is an H-representing measure of {γn}∞n=0. 
The question of under what circumstances the inequality (3.3) becomes an equality has an easily
formulated answer.
Lemma 3.4. Let {γn}∞n=0 be a Hausdorff moment sequence with a representing measure μ and let k, l,m
be nonnegative integers such that 0  k < l and k + l = 2m.
(i) If k = 0, then γ 2m = γkγl if and only if there exists λ ∈ [0, 1] such that γn = γ0λn for all n  0,
or equivalently if and only if the closed support of μ consists of at most one point.
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(ii) If k > 0, then γ 2m = γkγl if and only if there exist λ ∈ [0, 1] and c  0 such that γn = cλn for all
n  1, or equivalently if and only if the closed support of μ consists of at most two points, at most
one of which being different from 0.
Proof. (i) Without loss of generality we can assume that γ0 > 0. Suppose that γ
2
m = γkγl . Since the
Cauchy–Schwarz inequality for two vectors becomes an equality if and only if the vectors in question
are linearly dependent, we infer from (3.4) that the monomials s0 = sk/2 and sm = sl/2 are linearly
dependent as members of L2([0, 1], μ). If the closed support of μ is contained in {0}, then evidently
γn = γ0λn for all n  0 with λ = 0 (recall that 00 = 1). Otherwise, the monomials s0 and sm are
nonzeromembers of L2([0, 1], μ). As a consequence of their linear dependence, we find a real number
α 	= 0 such that sm = α ·s0 = α a.e. [μ]. This excludes the casewhenμ({0}) > 0 and simultaneously
shows that the closed support of μ is contained in {λ} with λ = m√α. The remaining part of (i) can
now be easily proved.
The assertion (ii) can be deduced from (i) by applying the latter to the Hausdorff moment sequence
{γn+k}∞n=0 with the H-representing measure skdμ(s). 
3.2. Truncated Hausdorff moment problem
The truncated Hausdorff moment problem consists of finding necessary and sufficient conditions
for a given finite sequence of real numbers {γn}mn=0 to be firstm+ 1 terms of some Hausdorff moment
sequence. The solution of the problem depends on whether m is odd or even. Below we formulate
separately both solutions which combine results of Kreı˘n and Nudel′man (cf. [20, Theorems III.2.3 and
III.2.4]), and Curto and Fialkow (cf. [9, Theorems 4.1 and 4.3]).
Given an integer m  0, we say that a positive Borel measure μ on [0, 1] is an H-representing
measure for a sequence {γn}mn=0 of real numbers if (3.1) holds for n ∈ 0,m. It is easily seen that the
sequence {γn}mn=0 extends toaHausdorffmoment sequence if andonly if {γn}mn=0 hasanH-representing
measure.
If m = 2k for some integer k  0, and γ0 > 0, then the rank (in the sense of Definition 2.1) of
the sequence {[γi+j−1]ki=0}k+1j=1 of columns of the Hankel matrix [γi+j]ki,j=0 is called the Hankel rank of
γ = {γn}2kn=0 and denoted by r(γ ) (cf. [10]).
Theorem 3.5 (Even Case). If γ = {γn}2kn=0 is a finite sequence of real numbers with k  1 and γ0 > 0,
then the following conditions are equivalent:
(i) there exists a Hausdorff moment sequence γ̂ = {γˆn}∞n=0 such that γ ⊆ γ̂ ;
(ii) γ has an H-representing measure whose support consists of r(γ ) points;
(iii) there exists γ2k+1 ∈ R such that [γi+k+1]ki=0 is a linear combination of {[γi+j]ki=0}kj=0, and
[γi+j]ki,j=0  [γi+j+1]ki,j=0  0;
(iv) [γi+j]ki,j=0  0 and [γi+j+1]k−1i,j=0  [γi+j+2]k−1i,j=0.
We now turn to the odd case. Let γ˜ = {γn}2k+1n=0 be a finite sequence of real numbers with k  0
and γ0 > 0. The generating function of the sequence {[γi+j−1]ki=0}k+2j=1 will be called the generating
function of γ˜ and denoted by gγ˜ (cf. [10]). Definition 2.2 can be applied here because if the rank of
{γn}2kn=0 is equal to k + 1, i.e., it is maximal, then the sequence x = {[γi+j−1]ki=0}k+1j=1 is a Hamel basis
of Rk+1 and so [γi+k+1]ki=0 belongs to the linear span of x.
Theorem 3.6 (Odd Case). If γ˜ = {γn}2k+1n=0 is a finite sequence of real numbers with k  0 and γ0 > 0,
then the following conditions are equivalent:
(i) there exists a Hausdorff moment sequence γ̂ = {γˆn}∞n=0 such that γ˜ ⊆ γ̂ ;
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(ii) γ˜ has an H-representing measure whose support consists of r(γ ) points which are roots of gγ˜ with
γ = {γn}2kn=0;
(iii) [γi+k+1]ki=0 is a linear combination of {[γi+j]ki=0}kj=0, and [γi+j]ki,j=0  [γi+j+1]ki,j=0  0;
(iv) [γi+j]ki,j=0  [γi+j+1]ki,j=0  0.
3.3. Truncations of completely alternating sequences
Following [8], we say that a sequence ζ = {ζn}∞n=0 of real numbers is completely alternating if
(∇mζ )k  0 for all integers k  0 and m  1 (see (3.2) for the definition of ∇). It follows from the
definition that {ζn}∞n=0 is completely alternating if and only if the sequence of successive differences{ζn+1 − ζn}∞n=0 is completely monotone, or equivalently if and only if {ζn+1 − ζn}∞n=0 is a Hausdorff
moment sequence (for the latter see the first paragraph of Section 3.1). Hence, a sequence {ζn}∞n=0 of
real numbers is completely alternating if and only if there exists a positive Borel measure τ on the
closed interval [0, 1] such that for all n  1
ζn = ζ0 +
∫
[0,1]
(1 + · · · + sn−1)dτ(s). (3.5)
Themeasure τ is unique (cf. [15, Lemma4.1]) andfinite.We call it a ca-representingmeasure for {ζn}∞n=0.
Note also that a sequence {ζn}∞n=0 ⊆ R is completely alternating if and only if {ζn+c}∞n=0 is completely
alternating for all c ∈ R (equivalently: for some c ∈ R). Moreover, if {ζn}∞n=0 is completely alternating,
then so is {ζn+1}∞n=0.
Lemma 3.7. If a sequence {ζn}∞n=0 of real numbers is completely alternating and ζ0 = 1, then ζn  1 for
all n  1 and the corresponding sequence of quotients
{
ζn+1
ζn
}∞
n=0 is monotonically decreasing.
Proof. Argue as in the proof of [5, Proposition 4]. 
The problemwe are interested in consists of finding necessary and sufficient conditions for a given
sequence of real numbers ζ0, . . . , ζm to be firstm+1 terms of some completely alternating sequence.
Again, as in the case of the truncated Hausdorff moment problem, the solution depends on whether
m is odd or even.
Given an integerm  1,we say that a positive Borelmeasure τ on [0, 1] is a ca-representingmeasure
for a sequence ζ = {ζn}mn=0 of real numbers if (3.5) holds for n ∈ 1,m. It is easily seen that the
sequence ζ extends to a completely alternating sequence if andonly if ζ has a ca-representingmeasure.
If ζ = {ζn}2k+1n=0 is a finite sequence of real numbers with k  0 and ζ1 > ζ0, then the affine
rank (in the sense of Definition 2.4) of the sequence {[ζi+j]ki=0}k+1j=0 will be called theHankel affine rank
of ζ and denoted by ar(ζ ). In turn, if ζ˜ = {ζn}2k+2n=0 is a sequence of real numbers with k  0 and
ζ1 > ζ0, then the affine generating function of the sequence {[ζi+j]ki=0}k+2j=0 will be called the affine
generating function of ζ˜ and denoted by Gζ˜ (Definition 2.8 can be applied here because if the affine
rank of {ζn}2k+1n=0 is equal to k + 1, then the sequence y = {[ζi+j]ki=0}k+1j=0 is affinely independent in
R
k+1 and so by (2.1) [ζi+k+2]ki=0 belongs to the affine span of y).
Theorem 3.8 (Even Case). If ζ˜ = {ζn}2k+2n=0 is a finite sequence of real numbers with k  0 and ζ1 > ζ0,
then the following conditions are equivalent:
(i) there exists a completely alternating sequence ζ̂ = {ζˆn}∞n=0 such that ζ˜ ⊆ ζ̂ ;
(ii) ζ˜ has a ca-representing measure whose support consists of ar(ζ ) points which are roots of Gζ˜ with
ζ = {ζn}2k+1n=0 ;
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(iii) [ζi+k+2]ki=0 is an affine combination of {[ζi+j]ki=0}k+1j=0 ,
[ζi+j+2 − ζi+j+1]ki,j=0  0 and [−ζi+j+2 + 2ζi+j+1 − ζi+j]ki,j=0  0; (3.6)
(iv) the condition (3.6) holds.
Proof. Set γj = ζj+1 − ζj for j ∈ 0, 2k + 1. Let γ = {γn}2kn=0 and γ˜ = {γn}2k+1n=0 . Since [γi+j]ki=0 =
[ζi+j+1]ki=0 − [ζi+j]ki=0 for j ∈ 0, k + 1, we infer from Proposition 2.9 applied to k + 1 in place of k
that ar(ζ ) = r(γ ) and Gζ˜ = gγ˜ . Since the ca-representing measure of the sequence ζ˜ coincides with
the H-representing measure of the sequence γ˜ , Theorem 3.8 can be derived from Theorem 3.6 and
Lemma 2.6. 
A similar reasoning enables as to deduce Theorem 3.9 from Theorem 3.5.
Theorem 3.9 (Odd Case). If ζ = {ζn}2k+1n=0 is a finite sequence of real numbers with k  1 and ζ1 > ζ0,
then the following conditions are equivalent:
(i) there exists a completely alternating sequence ζ̂ = {ζˆn}∞n=0 such that ζ ⊆ ζ̂ ;
(ii) ζ has a ca-representing measure whose support consists of ar(ζ ) points;
(iii) there exists ζ2k+2 ∈ R such that [ζi+k+2]ki=0 is an affine combination of {[ζi+j]ki=0}k+1j=0 ,
[ζi+j+2 − ζi+j+1]ki,j=0  0 and [−ζi+j+2 + 2ζi+j+1 − ζi+j]ki,j=0  0;
(iv) [ζi+j+1 − ζi+j]ki,j=0  0 and [−ζi+j+3 + 2ζi+j+2 − ζi+j+1]k−1i,j=0  0.
4. Completely hyperexpansive completion problem
4.1. Matrix approach
Given a bounded sequence α = {αn}∞n=0 of positive real numbers, we denote byWα the weighted
shift with theweight sequenceα, i.e.,Wα is a unique bounded linear operator on 
2 such thatWαen =
αnen+1 for all n  0, where {en}∞n=0 is the standard orthonormal basis of 2.
We now recall a well-known characterization of the complete hyperexpansivity of weighted shifts
(see [5, Proposition 3] and [15, Lemma 4.1]).
Proposition 4.1. Let α = {αn}∞n=0 be a bounded sequence of positive real numbers. A weighted shift Wα
is completely hyperexpansive if and only if there exists a (unique) finite positive Borel measure τ on [0, 1]
such that
α20 · · ·α2n−1 = 1 +
∫
[0,1]
(1 + · · · + sn−1)dτ(s), n  1. (4.1)
The correspondence Wα ←→ τ is one-to-one.
Definition 4.2. If (4.1) holds, then we say that themeasure τ is associatedwith the weighted shiftWα
or thatWα is associatedwith τ .
Definition 4.3. Let α = {αn}mn=0 be a finite sequence of positive real numbers with m  0. A
weighted shiftWα̂ with positive weights α̂ is called a completely hyperexpansive completion of α ifWα̂
is completely hyperexpansive and α ⊆ α̂.
If, in the above definition, we replace a completely hyperexpansive weighted shift by a 2-isometric
weighted shift, we get the definition of a 2-isometric completion of the sequence α. Similar procedure
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applied to other classes of weighted shifts leads to the corresponding definitions of completion of α
within these classes.
Before investigating solutions of the completely hyperexpansive completion problem,we introduce
two transformations acting on sequences (finite or not) of real numbers. Fixm ∈ {0, 1, 2, . . .} ∪ {∞}.
Denote by Πm the bijection between the set of all sequences α = {αn}mn=0 ⊆ (0,∞) and the set of
all sequences ζ = {ζn}m+1n=0 ⊆ (0,∞) with ζ0 = 1 that maps α to ζ via
ζ = Πm(α) : ζn =
{
1 if n = 0,
α20 · · ·α2n−1 otherwise, (4.2)
for n ∈ 0,m + 1. Its inverse Π−1m which maps ζ to α is given by
α = Π−1m (ζ ) : αn =
√
ζn+1
ζn
, (4.3)
for n ∈ 0,m. Denote by Δm the bijection between the set of all sequences ζ = {ζn}m+1n=0 ⊆ R with
ζ0 = 1 and the set of all sequences γ = {γn}mn=0 ⊆ R that maps ζ to γ via
γ = Δm(ζ ) : γn = ζn+1 − ζn, (4.4)
for n ∈ 0,m. Its inverse Δ−1m which maps γ to ζ is given by
ζ = Δ−1m (γ ) : ζn = 1 +
n−1∑
i=0
γi, (4.5)
for n ∈ 1,m + 1.
LetWα̂ be a completely hyperexpansiveweighted shiftwithpositiveweights α̂ = {αˆn}∞n=0. It iswell
known that the sequence {αˆn}∞n=0 is monotonically decreasing and αˆn  1 for all n  0. Moreover, if
αˆi = αˆi+1 for some i  0, then αˆn = 1 for all n  1 (cf. [5, Corollary 2]; see also [18, Remark 4.5]).
Certainly, if α̂ = {αˆn}∞n=0 is a sequence of positive real numbers such that αˆ0  1 and αˆn = 1 for all
n  1, then Wα̂ is a (bounded) completely hyperexpansive weighted shift with associated measure
c · δ0, where c is a nonnegative real number. The above discussion leads to the following result (see
[11, Proposition 4.4] for a version of it).
Proposition 4.4. Fix an integer m  1. Supposeα = {αn}mn=0 is a sequence of positive real numbers such
that either two of its successive terms coincide or one of them is equal to 1. Then the following conditions
are equivalent:
(i) α has a completely hyperexpansive completion;
(ii) α0  1 and αn = 1 for n ∈ 1,m.
Moreover, if (i) holds, then there exists a unique completely hyperexpansive weighted shift Wα̂ such that
α ⊆ α̂; its weights are given by: αˆ0 = α0 and αˆn = 1 for n  1.
In view Proposition 4.4 and the discussion preceding it, we can restrict ourselves to solving the
completely hyperexpansive completion problem for strictly decreasing sequences of real numbers
greater than 1. However, there are two reasons for not doing this. First, this additional assumption
does not simplify our solutions of the problem. In turn, it unnecessarily complicates the solution
of the subnormal completion problem which can be deduced from the solution of the completely
hyperexpansive completion problem (see Section 6).
For definitions of transformationsΠm andΔm that are used below, we refer the reader to (4.2) and
(4.4).
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Lemma 4.5. Suppose that α = {αn}mn=0 is a finite sequence of positive real numbers with m  1. Let
ζ = Πm(α) and γ = Δm(ζ ). Then the following conditions are equivalent:
(i) α has a completely hyperexpansive completion;
(ii) there exists a completely alternating sequence ζ̂ = {ζˆn}∞n=0 of real numbers such that ζ ⊆ ζ̂ ;
(iii) there exists a Hausdorff moment sequence γ̂ = {γˆn}∞n=0 such that γ ⊆ γ̂ .
Proof. (i)⇒ (ii) Define the sequence ζ̂ := Π∞(αˆ). Then clearly ζ ⊆ ζ̂ . It follows from (3.5) and
Proposition 4.1 that the sequence ζ̂ is completely alternating.
(ii)⇒ (i) Since ζˆ0 = ζ0 = 1, we deduce from (3.5) that ζˆn  1 for all n  0. Nowwe can transform
the sequence ζ̂ = {ζˆn}∞n=0 to α̂ = {αˆn}∞n=0 via α̂ = Π−1∞ (ζˆ ). It is easily seen that α ⊆ α̂. It follows
from Lemma 3.7 that the sequence α̂ is bounded. Noticing that ζ̂ = Π∞(α̂) and applying Proposition
4.1, we deduce that the weighted shiftWα̂ is completely hyperexpansive.
Following the discussion in the first paragraph of Section 3.3 and using the transformations Δm
and Δ∞ (as well as their inverses) we get the equivalence (ii)⇔ (iii). 
Remark 4.6. It follows fromtheproof of Lemma4.5 that the set of allweight sequences α̂ of completely
hyperexpansive weighted shifts Wα̂ with α ⊆ α̂ is mapped bijectively by Π∞ onto the set of all
completely alternating sequences ζ̂ extending ζ . In turn, the latter set is mapped bijectively by Δ∞
onto the set of all Hausdorff moment sequences γ̂ extending γ . As a consequence, if α̂, ζ̂ and γ̂ are
related to each other as above, then the measure associated withWα̂ , the ca-representing measure of
ζ̂ and the H-representing measure of γ̂ are the same.
Now, applying Lemma 4.5, Remark 4.6 and Theorems 3.8 and 3.9, we get the solutions of the
completely hyperexpansive completion problem.
Theorem 4.7 (Even Case). Suppose that α = {αn}2kn=0 is a finite sequence of positive real numbers with
k  1 and α0 > 1. Let ζ = Π2k(α). Then the following conditions are equivalent:
(i) α has a completely hyperexpansive completion;
(ii) [ζi+j+1 − ζi+j]ki,j=0  0 and [−ζi+j+3 + 2ζi+j+2 − ζi+j+1]k−1i,j=0  0;
(iii) there exists ζ2k+2 ∈ R such that [ζi+k+2]ki=0 is an affine combination of {[ζi+j]ki=0}k+1j=0 ,
[ζi+j+2 − ζi+j+1]ki,j=0  0 and [−ζi+j+2 + 2ζi+j+1 − ζi+j]ki,j=0  0.
Moreover, if (i) holds, then there exists a bounded sequence α̂ = {αˆn}∞n=0 of positive real numbers such
thatα ⊆ α̂ andWα̂ is a completely hyperexpansive weighted shift with associatedmeasure whose support
consists of ar(ζ ) points.
For clarity of presentation, we formulate Theorem 4.8 without using the tilde notation that has
appeared in Theorem 3.8.
Theorem 4.8 (Odd Case). Suppose that α = {αn}2k+1n=0 is a finite sequence of positive real numbers with
k  0 and α0 > 1. Let ζ = Π2k+1(α). Then the following conditions are equivalent:
(i) α has a completely hyperexpansive completion;
(ii) [ζi+j+2 − ζi+j+1]ki,j=0  0 and [−ζi+j+2 + 2ζi+j+1 − ζi+j]ki,j=0  0.
Moreover, if (i) holds, then [ζi+k+2]ki=0 is anaffinecombinationof {[ζi+j]ki=0}k+1j=0 , and there exists abounded
sequence α̂ = {αˆn}∞n=0 of positive real numbers such that α ⊆ α̂ and Wα̂ is a completely hyperexpansive
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weighted shift with associated measure whose support consists of ar({ζn}2k+1n=0 ) points which are roots of
Gζ .
4.2. Determinant tests
In this section, we write down Theorems 4.7 and 4.8 in a particularly useful determinant form.
Theorem 4.9 (Even Case – determinant test). Suppose that α = {αn}2kn=0 is a finite sequence of positive
real numbers with k  1 and α0 > 1. Let ζ = Π2k(α). Then α has a completely hyperexpansive
completion if and only if one of the following two disjunctive conditions holds 3 :
(i) α has a completely hyperexpansive completion and at least one of the determinants detΩ0(k − 1)
and detΘ1(k − 1) vanishes;
(ii) detΩ0(n) > 0 and detΘ1(n) > 0 for all n ∈ 1, k − 1, detΩ0(k)  0 and detΘ1(k)  0,
where
Ω0(n) :=
⎡⎢⎢⎢⎢⎣
ζ1 − ζ0 · · · ζn+1 − ζn
...
. . .
...
ζn+1 − ζn · · · ζ2n+1 − ζ2n
⎤⎥⎥⎥⎥⎦ , n ∈ 0, k,
Θ1(n) :=
⎡⎢⎢⎢⎢⎣
−ζ3 + 2ζ2 − ζ1 · · · −ζn+2 + 2ζn+1 − ζn
...
. . .
...
−ζn+2 + 2ζn+1 − ζn · · · −ζ2n+1 + 2ζ2n − ζ2n−1
⎤⎥⎥⎥⎥⎦ , n ∈ 1, k.
Proof. We begin by proving necessity. Assume that α has a completely hyperexpansive completion
and (i) does not hold. This means that detΩ0(k − 1) 	= 0 and detΘ1(k − 1) 	= 0. It follows from
Theorem 4.7 that Ω0(i)  0 and Θ1(j)  0 for all i ∈ 0, k and j ∈ 1, k. Since Ω0(k)  0 and
Ω0(k − 1) is invertible and nonnegative, we infer from Proposition 1.1 that detΩ0(k)  0. Applying
Sylvester’s criterion to the invertible andnonnegativematrixΩ0(k−1),wededuce that detΩ0(n) > 0
for all n ∈ 1, k − 1. Applying the same reasoning to the matrices Θ1(n), n ∈ 1, k, we see that
detΘ1(n) > 0 for all n ∈ 1, k − 1 and detΘ1(k)  0.
We now turn to the proof of the sufficiency. Assume that (ii) holds. Since the matrix Ω0(k − 1) is
symmetric and detΩ0(n) > 0 for all n ∈ 0, k − 1 (detΩ0(0) > 0 because of α0 > 1), we infer
from Sylvester’s criterion that thematrixΩ0(k− 1) is invertible andΩ0(k− 1)  0. Since thematrix
Ω0(k) is symmetric and detΩ0(k)  0, we deduce from Proposition 1.1 that Ω0(k)  0. The same
argument applied tomatricesΘ1(n), n ∈ 1, k, leads toΘ1(k)  0. Applying Theorem4.7 completes
the proof. 
Theorem 4.10 (Odd Case – determinant test). Suppose thatα = {αn}2k+1n=0 is a finite sequence of positive
real numbers with k  0 and α0 > 1. Let ζ = Π2k+1(α). Then α has a completely hyperexpansive
completion if and only if one of the following two disjunctive conditions holds 4 :
(i) α has a completely hyperexpansive completion and at least one of the determinants detΩ1(k) and
detΘ0(k − 1) vanishes;
(ii) detΩ1(n) > 0 for all n ∈ 1, k, detΘ0(n) > 0 for all n ∈ 0, k − 1, detΩ1(k + 1)  0 and
detΘ0(k)  0, where
3 If k = 1, the expression detΘ1(k − 1) is not considered.
4 If k = 0, then the condition (i) is not considered.
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Ω1(n) :=
⎡⎢⎢⎢⎢⎣
ζ2 − ζ1 · · · ζn+1 − ζn
...
. . .
...
ζn+1 − ζn · · · ζ2n − ζ2n−1
⎤⎥⎥⎥⎥⎦ , n ∈ 1, k + 1,
Θ0(n) :=
⎡⎢⎢⎢⎢⎣
−ζ2 + 2ζ1 − ζ0 · · · −ζn+2 + 2ζn+1 − ζn
...
. . .
...
−ζn+2 + 2ζn+1 − ζn · · · −ζ2n+2 + 2ζ2n+1 − ζ2n
⎤⎥⎥⎥⎥⎦ , n ∈ 0, k.
Proof. Argue as in the proof of Theorem 4.9 and use Theorem 4.8 instead of Theorem 4.7. 
5. Solutions for low numbers of weights
5.1. Two-, three- and four weights: 2-isometries
Let us start with one weight α0. It follows from Proposition 4.4 applied to α0 and α1 := 1 that a
one-term sequence {α0} has a completely hyperexpansive completion if and only if α0  1.
Proposition 5.1 (Two weights). A sequence α = {αi}1i=0 of positive real numbers such that α0 > 1 and
α1  1 has a completely hyperexpansive completion if and only if α20α21 − 2α20 + 1  0.
Proof. Applying Theorem 4.10 to k = 0, we see that α has a completely hyperexpansive completion
if and only if ζ2 − ζ1  0 and ζ2 − 2ζ1 + ζ0  0. Since α0 	= 0 and α1  1 imply ζ2  ζ1, the proof
is complete. 
Note that theassumptionα0 > α1 > 1(which isnaturaldue to thediscussion followingProposition
4.4) does not guarantee that α has a completely hyperexpansive completion, e.g. this is the case for
α0 = 2 and 4 > α21 > 7/4.
Proposition 5.2 (Three weights). A sequence α = {αi}2i=0 of positive real numbers with α0 > 1 has a
completely hyperexpansive completion if and only if the following two conditions hold:
(i) α21α
2
2 − 2α21 + 1  0;
(ii) α20
(
α21 − 1
)2  (α20 − 1)α21 (α22 − 1).
Proof. Applying Theorem 4.9 to k = 1 and using the fact that detΩ0(0) > 0 (because α0 > 1), we
see that α has a completely hyperexpansive completion if and only if detΘ1(1)  0 (equivalent to
(i)) and detΩ0(1)  0 (equivalent to (ii)). 
Before proving the next result, we recall that a weighted shift Wα with positive weights α ={αn}∞n=0 is 2-isometric if and only if there exists q ∈ [0,∞) such that
αn =
√
1 + (n + 1)q
1 + nq , n  0.
(see [19, Lemma 6.1 (ii)]). The measure associated with suchWα is equal to q · δ1. If q = 1, thenWα is
called the Dirichlet weighted shift.
Lemma 5.3. Letα = {αn}∞n=0 be a bounded sequence of positive real numbers and letWα be a completely
hyperexpansive weighted shift. Then the following conditions are equivalent:
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(i) Wα is 2-isometric;
(ii) α20α
2
1 − 2α20 + 1 = 0.
Moreover, if (ii) holds, then for every integer k  0,
α2kα
2
k+1 − 2α2k + 1 = 0. (5.1)
Proof. By Proposition 4.1 and Remark 4.6 the sequence γ := Δ∞(Π∞(α)) is a Hausdorff moment
sequence. The condition (ii) is easily seen to be equivalent to the equality γ1 = γ0. The latter, due to
Lemma 3.2, is equivalent to the fact that the measure τ associated withWα is supported in {1}, which
in turn is equivalent to (i). Hence, if (ii) holds, then due to the specific form of τ , γk+1 = γk , which is
equivalent to (5.1). 
Proposition 5.4. Fix an integer κ  1. Let α = {αn}κn=0 be a sequence of positive real numbers. Then
the following conditions are equivalent:
(i) α has a 2-isometric completion;
(ii) the following two requirements are satisfied:
(ii-a) α0  1,
(ii-b) the equality (5.1) holds for every k ∈ 0,κ − 1.
Moreover, if (i) holds, then α has a unique completely hyperexpansive completion.
Proof. (i)⇒ (ii) Apply Lemma 5.3 and the fact that the weights of a completely hyperexpansive
weighted shift are always greater than or equal to 1.
(ii)⇒ (i) Define the positive Borel measure τ =
(
α20 − 1
)
· δ1 and note that the completely
hyperexpansive weighted shift Wα̂ associated with τ is 2-isometric. Since αˆ
2
0 − 1 =
∫
[0,1] 1dτ(s) =
α20 −1, we get αˆ0 = α0. Using an induction argument and (5.1) we show that for every k ∈ 0,κ−1,
αk  1 and
αk+1 =
√√√√1 + α2k − 1
α2k
. (5.2)
By Lemma 5.3, the sequence {αˆn}∞n=0 satisfies (5.1) for all k  0. Hence, by the above argument, it
satisfies (5.2) with αˆi in place of αi. Since αˆ0 = α0, we conclude that α ⊆ α̂.
If (i) holds, then by Lemma 5.3 every completely hyperexpansive completion of α is 2-isometric.
Hence, in viewof the fact that themeasure associatedwith a 2-isometry is concentrated at 1wededuce
the uniqueness assertion. 
Proposition 5.5 (Four weights). A sequence α = {αi}3i=0 of positive real numbers such that α0 > 1 and
α1 > 1 has a completely hyperexpansive completion if and only if one of the following two disjunctive
conditions holds:
(i) α has a 2-isometric completion;
(ii) the following three inequalities hold:
(ii-a) α20α
2
1 − 2α20 + 1 < 0,
(ii-b) α21
(
α22 − 1
)2  (α21 − 1)α22 (α23 − 1),
(ii-c) α20
(
α21α
2
2 − 2α21 + 1
)2  (α20α21 − 2α20 + 1)α21 (α22α23 − 2α22 + 1).
Moreover, if (i) holds, then α has a unique completely hyperexpansive completion.
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Proof. We apply Theorem 4.10 to k = 1. By Lemma 5.3, the condition (i) of Theorem 4.10 is equivalent
to the fact that α has a 2-isometric completion (because detΩ1(1) > 0 due to α0 	= 0 and α1 > 1).
In turn, the condition (ii) of Theorem 4.10 is equivalent to the inequalities detΘ0(0) > 0 (equivalent
to (ii-a)), detΩ1(2)  0 (equivalent to (ii-b)) and detΘ0(1)  0 (equivalent to (ii-c)).
The “moreover” part of the conclusion follows from Lemma 5.3. 
Regarding Proposition 5.5, note that if the sequence α has a 2-isometric completion, then the
inequalities (ii-a), (ii-b) and (ii-c) turn into equalities.
Wenowshowthat there isnochance tofindasolutionof thecompletelyhyperexpansivecompletion
problem only in terms of determinants of square upper left-hand corners of the matrices Ω1(2) and
Θ0(1) (in view of Theorem 4.8, the nonnegativeness of the matrices Ω1(2) and Θ0(1) is equivalent
to the existence of a completely hyperexpansive completion of {αn}3n=0).
Example 5.6. Fix a real number ϑ such that
√
4
3
> ϑ >
√
5
4
and define a sequence α = {αn}3n=0 by
αn =
⎧⎨⎩
√
1+(n+1)
1+n if n = 0, 1, 2,
ϑ if n = 3.
Then α0 > α1 > α2 > α3 > 1. It is easily seen that the determinants of all square upper left-hand
corners of thematricesΩ1(2) andΘ0(1) are nonnegative. To bemore precise,we have detΩ1(1) > 0,
detΩ1(2) > 0, detΘ0(0) = 0 and detΘ0(1) = 0. However, by Lemma 5.3, the sequence α has no
completely hyperexpansive completion.
Remark 5.7. The solution of the completely hyperexpansive completion problem for three weights
appeared in [11, Theorem4.5] (however, one has to replace the strong inequalities (i) and (ii) appearing
therein byweakones; indeed, the sequence
{√
n+2
n+1
}2
n=0 does satisfy the conditions (i) and (ii) of Propo-
sition 5.2, but does not satisfy the strong inequalities (i) and (ii) in [11, Theorem4.5]). A partial solution
of the completely hyperexpansive completion problem for four weights appeared in [11, Theorem 4.7]
(however now, one has to replace strong inequalities in the condition (i) of [11, Theorem 4.7] corre-
sponding to j = 1, 2 byweak ones; the sequence√3,
√
4
3
,
√
5
4
,
√
6
5
does not satisfy the condition (i) of
[11, Theorem 4.7] but in view of Proposition 5.5 does have a completely hyperexpansive completion).
5.2. Five weights: quasi- and nearly 2-isometries.
Definition 5.8. A completely hyperexpansive weighted shiftWα is said to be quasi-2-isometric if it is
associated with a measure of the form c · δλ, where λ ∈ [0, 1] and c ∈ [0,∞).
Owing to Proposition 4.1, the weights α = {αn}∞n=0 of a quasi-2-isometric weighted shift Wα
associated with the measure c · δλ are given by
αn =
⎧⎪⎨⎪⎩
√
(1−λ)+c(1−λn+1)
(1−λ)+c(1−λn) if λ ∈ [0, 1),√
1+c(n+1)
1+cn if λ = 1,
n  0. (5.3)
Clearly, a weighted shift with weights as in (5.3) is completely hyperexpansive and every 2-isometry
is quasi-2-isometric.
Lemma 5.9. Letα = {αn}∞n=0 be a bounded sequence of positive real numbers and letWα be a completely
hyperexpansive weighted shift. Then the following conditions are equivalent:
(i) Wα is quasi-2-isometric;
(ii) α20
(
α21 − 1
)2 = (α20 − 1)α21 (α22 − 1).
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Moreover, if (ii) holds, then the following equalities hold for all k  2,
α
2(k−1)
0
(
α21 − 1
)k = (α20 − 1)k−1 α21 · · ·α2k−1 (α2k − 1) , (5.4)
α2k−2
(
α2k−1 − 1
)2 = (α2k−2 − 1)α2k−1 (α2k − 1) . (5.5)
Proof. Letγ beas in theproof of Lemma5.3.Note that (ii) is equivalent toγ 21 = γ0·γ2. By Lemma3.4 (i)
this is equivalent to the fact that the closed support of the measure τ associated with Wα consists of
at most one point, which in turn is equivalent to (i). Using the transformationsΠ∞ andΔ∞ we verify
that the equalities (5.4) and (5.5) are equivalent to γ k1 = γ k−10 γk and γ 2k−1 = γk−2γk , respectively.
Therefore, if (ii) holds, then due to the specific form of τ , the last two equalities are valid. 
Proposition 5.10. Fix an integer κ  2. Let α = {αn}κn=0 be a sequence of positive real numbers with
α1  1. Then α has a quasi-2-isometric completion if and only if one of the following two disjunctive
conditions holds:
(i) αi = 1 for every i ∈ 0,κ;
(ii) the following three requirements are satisfied:
(ii-a) α0 > 1;
(ii-b) α20α
2
1 − 2α20 + 1  0;
(ii-c) the equality (5.4) holds for every k ∈ 2,κ.
Ifα1 > 1, then the above equivalence remains true if (5.4) is replaced by (5.5). Ifα has a quasi-2-isometric
completion, then it has a unique completely hyperexpansive completion.
Proof. Webegin by proving necessity. LetWα̂ be a quasi-2-isometric completion ofα. Suppose that (i)
does not hold. Because weights of a completely hyperexpansive weighted shift are always weakly de-
creasing and greater than or equal to 1,we see that (ii-a) holds. Since the sequenceγ := Δ∞(Π∞(α̂))
is a Hausdorff moment sequence, we see that 0  γ1 − γ0 = α20α21 − 2α20 + 1, which leads to (ii-b).
The condition (ii-c) (in both variants) follows from Lemma 5.9.
We now turn to the proof of the sufficiency. Since (i) implies that α has an isometric completion,
we can assume that (ii) holds. Define λ by
λ = α20
α21 − 1
α20 − 1
.
As α0 > 1 and α1  1, the above definition is correct and λ  0. It is a matter of routine to verify
that (ii-b) is equivalent to λ  1. Hence λ ∈ [0, 1]. Define a positive Borel measure τ on [0, 1]
by τ =
(
α20 − 1
)
· δλ. Then the completely hyperexpansive weighted shift Wα̂ associated with the
measure τ is quasi-2-isometric. Computing the integrals
∫
[0,1] sidτ(s) for i = 0, 1, we see that
αˆi = αi, i = 0, 1. (5.6)
We claim that α ⊆ α̂.
Consider first the case when (5.4) holds. By Lemma 5.9, theweights α̂ = {αˆi}∞i=0 ofWα̂ satisfy (5.4)
(with αˆi in place of αi) for k ∈ 2,κ. Hence, by (5.6)
αˆ2k =
⎧⎪⎪⎨⎪⎪⎩
1 + α20(α21−1)
2
(α20−1)α21 if k = 2,
1 + α
2(k−1)
0 (α
2
1−1)k
(α20−1)k−1α21 αˆ22 ···αˆ2k−1
if k ∈ 3,κ.
By (5.4), a similar recurrence formula is valid forα (withαi in place of αˆi). Hence an induction argument
applied to both formulas shows that α ⊆ α̂.
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Consider now the case when (5.5) holds and α1 > 1 (the rest of (ii) is still assumed to hold). We
deduce then that αi > 1 for all i ∈ 0,κ. By Lemma 5.9, the sequence {αˆi}κi=0 satisfies (5.5) (with αˆi
in place of αi), which together with (5.6) implies that αˆi > 1 for all i ∈ 0,κ, and
αˆ2k = 1 +
αˆ2k−2
(
αˆ2k−1 − 1
)2(
αˆ2k−2 − 1
)
αˆ2k−1
, k ∈ 2,κ.
Arguing as in the previous paragraph, we arrive at the inclusion α ⊆ α̂.
To show the uniqueness assertion note that ifα has a quasi-2-isometric completion, then by Lemma
5.9 every completely hyperexpansive completion of α is quasi-2-isometric. Hence, in view of Proposi-
tion 4.1, α has a unique completely hyperexpansive completion. 
Note that the version of Proposition 5.10 in which (5.5) is assumed to hold is not true if α1 = 1 and
κ  3 (consider α0 > 1 = αi for i ∈ 1,κ − 1 and ακ 	= 1).
Definition 5.11. A completely hyperexpansive weighted shift Wα is said to be nearly 2-isometric if it
is associated with a measure of the form c · δ0 + d · δ1, where c, d ∈ [0,∞).
Lemma5.12. Letα = {αn}∞n=0 be a bounded sequence of positive real numbers and letWα be a completely
hyperexpansive weighted shift. Then the following conditions are equivalent:
(i) Wα is nearly 2-isometric;
(ii) α21α
2
2 − 2α21 + 1 = 0.
Moreover, if (ii) holds, then the following equalities hold for all k  2,
α21 · · ·α2k−1
(
α2k − 1
)
− α21 + 1 = 0, (5.7)
α2k−1α2k − 2α2k−1 + 1 = 0. (5.8)
Proof. Let γ be as in the proof of Lemma 5.3. It is easily seen that the condition (ii) is equivalent to
γ2 = γ1. By Lemma 3.1 (i) the last equality is equivalent to the fact that themeasure τ associated with
Wα is of the form c · δ0 + d · δ1, where c, d ∈ [0,∞) (i.e., Wα is nearly 2-isometric). It is plain that
(5.7) and (5.8) are equivalent to γk = γ1 and γk = γk−1, respectively. Hence, if (ii) holds, then due to
the specific form of τ the last two equalities are valid. 
Proposition 5.13. Fix an integer κ  2. Let α = {αn}κn=0 be a sequence of positive real numbers. Then
α has a nearly 2-isometric completion if and only if one of the following two disjunctive conditions holds:
(i) αi = 1 for every i ∈ 0,κ;
(ii) the following three requirements are satisfied:
(ii-a) α0 > 1 and α1  1;
(ii-b) α20α
2
1 − 2α20 + 1  0;
(ii-c) the equality (5.7) holds for every k ∈ 2,κ.
The above equivalence remains true if (5.7) is replaced by (5.8). Moreover, if α has a nearly 2-isometric
completion, then α has a unique completely hyperexpansive completion.
Proof. Theproof of thenecessity goes throughas for Proposition5.10,withhardly any changes (Lemma
5.9 has to be replaced by Lemma 5.12).
We now turn to the proof of the sufficiency. Without loss of generality we can assume that (ii)
holds. Define the positive Borel measure τ on [0, 1] by
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τ =
(
−α20α21 + 2α20 − 1
)
· δ0 + α20
(
α21 − 1
)
· δ1.
We infer fromα1  1 and (ii-b) that themeasure τ is positive. LetWα̂ be a completely hyperexpansive
weighted shift associatedwith τ . Clearly, it is nearly 2-isometric. Computing the integrals
∫
[0,1] sidτ(s)
for i = 0, 1, we see that
αˆi = αi, i = 0, 1. (5.9)
We now show that α ⊆ α̂.
Consider first the case when (5.7) holds. By Lemma 5.12, the weights α̂ = {αˆi}∞i=0 of Wα̂ satisfy
(5.7) (with αˆi in place of αi) for k ∈ 2,κ. Hence, by (5.9)
αˆ2k =
⎧⎪⎪⎨⎪⎪⎩
1 + α21−1
α21
if k = 2,
1 + α21−1
α21 αˆ
2
2 ···αˆ2k−1 if k ∈ 3,κ.
(5.10)
By (5.7), a similar recurrence formula is valid for α (with αi in place of αˆi). Applying an induction
argument to both formulas, we deduce that α ⊆ α̂.
In turn, if (5.8) holds, then we can argue as in the previous paragraph using the recurrence formula
αˆ2k = 1 + αˆ
2
k−1−1
αˆ2k−1
, k ∈ 2,κ, in place of (5.10).
The proof of the uniqueness assertion is similar to that of Proposition 5.10 (use Lemma 5.12 instead
of Lemma 5.9). 
We now consider the case of five weights.
Theorem 5.14 (Five weights). A sequence α = {αi}4i=0 of positive real numbers with α0 > 1 has a
completely hyperexpansive completion if and only if one of the following two disjunctive conditions holds:
(i) α has either a quasi-2-isometric completion or a nearly-2-isometric completion;
(ii) the following four inequalities hold:
(ii-a) α20
(
α21 − 1
)2
<
(
α20 − 1
)
α21
(
α22 − 1
)
;
(ii-b) α21α
2
2 − 2α21 + 1 < 0;
(ii-c) α21
(
α22α
2
3 − 2α22 + 1
)2  (α21α22 − 2α21 + 1)α22 (α23α24 − 2α23 + 1);
(ii-d)
(
α20 − 1
) (
α23 − 1
)2
α21α
4
2 +
(
α21 − 1
)2 (
α24 − 1
)
α20α
2
2α
2
3 +
(
α22 − 1
)3
α20α
4
1 (
α20 − 1
) (
α22 − 1
) (
α24 − 1
)
α21α
2
2α
2
3 + 2
(
α21 − 1
) (
α22 − 1
) (
α23 − 1
)
α20α
2
1α
2
2 .
Moreover, if (i) holds, then α has a unique completely hyperexpansive completion.
Proof. We apply Theorem 4.9 to k = 2. In view of Lemmas 5.9 and 5.12, the condition (i) of Theorem
4.9 is equivalent to the condition (i) of Theorem 5.14. In turn, the condition (ii) of Theorem 4.9 is
equivalent to the inequalities detΩ0(1) > 0 (equivalent to (ii-a)), detΘ1(1) > 0 (equivalent to
(ii-b)), detΩ0(2)  0 (equivalent to (ii-d)) and detΘ1(2)  0 (equivalent to (ii-c)).
The “moreover” part follows from Propositions 5.10 and 5.13. 
Regarding Theorem 5.14, note that if the sequence α has a quasi-2-isometric completion, then the
inequalities (ii-a), (ii-c) and (ii-d) turn into equalities (the strict inequality (ii-b) still holds provided
α has no 2-isometric completion and α1 	= 1; otherwise (ii-b) turns into equality). If α has a nearly-
2-isometric completion, then the inequalities (ii-b), (ii-c) and (ii-d) turn into equalities (the strict
inequality (ii-a) still holds provided α has no 2-isometric completion and α1 	= 1; otherwise (ii-a)
turns into equality).
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5.3. Six weights: almost and pseudo-2-isometries
Definition 5.15. A completely hyperexpansive weighted shiftWα is said to be almost 2-isometric if it
is associated with a measure of the form c · δλ + d · δ1, where c, d ∈ [0,∞) and λ ∈ [0, 1).
It is clear that each quasi-2-isometric and each nearly 2-isometric weighted shift is almost 2-
isometric.
Lemma5.16. Letα = {αn}∞n=0 be a bounded sequence of positive real numbers and letWα be a completely
hyperexpansive weighted shift. Then the following conditions are equivalent:
(i) Wα is almost 2-isometric;
(ii) α20
(
α21α
2
2 − 2α21 + 1
)2 = α21 (α22α23 − 2α22 + 1) (α20α21 − 2α20 + 1).
Moreover, if (ii) holds, then for every integer k  3,⎧⎪⎨⎪⎩
α
2(k−2)
0
(
α21α
2
2 − 2α21 + 1
)k−1
= α21 · · ·α2k−2
(
α2k−1α2k − 2α2k−1 + 1
) (
α20α
2
1 − 2α20 + 1
)k−2
,
(5.11)
⎧⎪⎨⎪⎩
α2k−3
(
α2k−2α2k−1 − 2α2k−2 + 1
)2
= α2k−2
(
α2k−1α2k − 2α2k−1 + 1
) (
α2k−3α2k−2 − 2α2k−3 + 1
)
.
(5.12)
Proof. Let γ be as in the proof of Lemma 5.3 and let τ be anH-representing measure of γ . Then, as is
easily verified, the condition (ii) is equivalent to
(γ1 − γ2)2 = (γ0 − γ1)(γ2 − γ3). (5.13)
Since γ ′n := γn−γn+1 =
∫
[0,1] sn(1−s)dτ(s) for all integers n  0,we see that the sequence {γ ′n}∞n=0
is a Hausdorffmoment sequencewith theH-representingmeasure τ ′ given by dτ ′(s) := (1−s)dτ(s).
Now the equality (5.13) reads as follows: γ ′21 = γ ′0 · γ ′2. By Lemma 3.4 (i) this is equivalent to the fact
that the closed support of the measure τ ′ consists of at most one point, or equivalently that the closed
support of τ consists of at most two points, at most one of which being different from 1. It is now clear
that this fact implies the “moreover” part of the conclusion (because (5.11) and (5.12) are equivalent
to γ ′k−11 = γ ′k−1γ ′k−20 and γ ′2k−2 = γ ′k−1γ ′k−3, respectively). 
Proposition 5.17. Fix an integer κ  3. Let α = {αn}κn=0 be a sequence of positive real numbers. Then α
has an almost 2-isometric completion if and only if one of the following two disjunctive conditions holds:
(i) α has a 2-isometric completion;
(ii) the following five requirements are satisfied:
(ii-a) α0 > 1;
(ii-b) α20α
2
1 − 2α20 + 1 < 0;
(ii-c) α21α
2
2 − 2α21 + 1  0;
(ii-d)
(
α21 − 1
) (
α20α
2
1 − 2α20 + 1
)

(
α20 − 1
) (
α21α
2
2 − 2α21 + 1
)
;
(ii-e) the equality (5.11) holds for every k ∈ 3,κ.
If α21α
2
2 − 2α21 + 1 < 0, then the above equivalence remains true if (5.11) is replaced by (5.12). If α has
an almost 2-isometric completion, then α has a unique completely hyperexpansive completion.
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Proof. Tomake computationmore efficient,we setΓ0 := α20α21−2α20+1 andΓ1 := α21α22−2α21+1.
We first discuss the necessity. Let Wα̂ be an almost 2-isometric completion of α and let τ be an
H-representing measure of the Hausdorff moment sequence γ := Δ∞(Π∞(α̂)). Suppose that (i)
does not hold. Because weights of a completely hyperexpansive weighted shift are always weakly
decreasing and larger than or equal to 1, we see that (ii-a) holds. Since Γ0 = γ1 − γ0  0, we have
two possibilities: eitherΓ0 = 0 orΓ0 < 0. The first possibility is excluded by Lemma 5.3. Hence, (ii-b)
holds. The inequality (ii-c) follows from the equality α20Γ1 = γ2 − γ1. It is easily verified that (ii-d) is
equivalent to
γ1(γ1 − γ0) − γ0(γ2 − γ1)  0,
which in turn is equivalent to γ 21  γ0γ2. By Lemma 3.3, the latter inequality always holds. Finally,
(ii-e) is a direct consequence of Lemma 5.16.
It follows from Lemma 5.3 that the conditions (i) and (ii) are disjunctive.
The proof of the sufficiency goes as follows.Without loss of generalitywe can assume that (ii) holds.
Consequently, α has no 2-isometric completion. Define λ by
λ = α20
Γ1
Γ0
. (5.14)
By (ii-b) and (ii-c), the definition of λ is correct and λ  0. We now show that
Γ0 − α20Γ1 < 0, (5.15)
which in view of (ii-b) is equivalent to λ < 1. First note that the inequalities (ii-a) and (ii-b) imply that
α21 − 1
α20 − 1
<
1
α20
. (5.16)
It follows from (ii-d) (as well as from (ii-a) and (ii-b)) that
Γ1
Γ0
 α
2
1 − 1
α20 − 1
. (5.17)
Combining (5.16)with (5.17) shows thatλ < 1. Define a Borelmeasure τ on [0, 1] by τ = c ·δλ+d ·δ1
with
c = − Γ
2
0
Γ0 − α20Γ1
, d = α
2
0
((
α21 − 1
)
Γ0 −
(
α20 − 1
)
Γ1
)
Γ0 − α20Γ1
. (5.18)
According to (5.15), the definitions of the constants c and d are correct and c > 0. In turn, by (5.17),
d  0. This means that the measure τ is positive. Let Wα̂ be a completely hyperexpansive weighted
shift associated with the measure τ . PlainlyWα̂ is almost 2-isometric.
Using (5.14) and (5.18), we first compute the integrals
∫
[0,1] sidτ(s) for i = 0, 1, thereby obtaining
the equalities αˆi = αi for i = 0, 1, and then, computing the difference ∫[0,1] s2dτ(s) − ∫[0,1] s1dτ(s),
we deduce that αˆ2 = α2, which means that
αˆn = αn, n = 0, 1, 2. (5.19)
We claim that α ⊆ α̂.
Consider first the case when (5.11) holds. By Lemma 5.16, the weights α̂ = {αˆi}∞i=0 of Wα̂ satisfy
(5.11) (with αˆi in place of αi) for k ∈ 3,κ, and so by (5.19)
αˆ2k =
⎧⎪⎪⎨⎪⎪⎩
2 − 1
α22
+ α20Γ 21
α21α
2
2Γ0
if k = 3,
2 − 1
αˆ2k−1
+ α2(k−2)0 Γ k−11
α21α
2
2 αˆ
2
3 ···αˆ2k−1Γ k−20
if k ∈ 4,κ.
(5.20)
Z.J. Jabłon´ski et al. / Linear Algebra and its Applications 434 (2011) 2497–2526 2517
By (5.11), a similar recurrence formula is valid for α (with αi in place of αˆi). An induction argument
applied to both formulas yields α ⊆ α̂.
Consider now the casewhen (5.12) holds andΓ1 < 0. By Lemma5.16, the sequence {αˆi}κi=0 satisfies
(5.12) (with αˆi in place of αi). Together with (5.19) this implies that αˆ
2
k−1αˆ2k − 2αˆ2k−1 + 1 	= 0 for
k ∈ 2,κ, and
αˆ2k =
⎧⎪⎪⎨⎪⎪⎩
2 − 1
α22
+ α20(α21α22−2α21+1)
2
α21α
2
2(α
2
0α
2
1−2α20+1) if k = 3,
2 − 1
αˆ2k−1
+ αˆ2k−3(αˆ2k−2αˆ2k−1−2αˆ2k−2+1)
2
αˆ2k−2αˆ2k−1(αˆ2k−3αˆ2k−2−2αˆ2k−3+1) if k ∈ 4,κ.
Arguing as in the previous paragraph, we get α ⊆ α̂.
To show the uniqueness assertion we will proceed as follows. Assume that α has an almost 2-
isometric completion. By Proposition 5.4 we can also assume that α has no 2-isometric completion.
Hence, bywhat has been proved above, the condition (ii) holds. Since by Lemma 5.16 every completely
hyperexpansive completion of α is almost 2-isometric, we are reduced to showing that α has a unique
almost 2-isometric completion. LetWα̂ be such a completion. The measure τ associated withWα̂ is of
the form τ = cδλ+dδ1, where c > 0, d  0 andλ ∈ [0, 1). Hence, in view of Proposition 4.1, we have
α20 − 1 = c + d,
α20α
2
1 − α20 = cλ + d,
α20α
2
1α
2
2 − α20α21 = cλ2 + d.
This system of equations uniquely determines the quantities c, d and λ (see (5.14) and (5.18)). As a
consequence, the measure τ and the associated almost 2-isometric completion of α is uniquely deter-
mined by {αn}2n=0 (the uniqueness assertion can be also deduced from (5.20) with κ = ∞). 
Definition 5.18. A completely hyperexpansive weighted shiftWα is said to be pseudo-2-isometric if it
is associated with a measure of the form c · δ0 + d · δλ, where c, d ∈ [0,∞) and λ ∈ (0, 1].
Note that each quasi-2-isometric and each nearly 2-isometricweighted shift is pseudo-2-isometric.
Lemma5.19. Letα = {αn}∞n=0 be a bounded sequence of positive real numbers and letWα be a completely
hyperexpansive weighted shift. Then the following conditions are equivalent:
(i) Wα is pseudo-2-isometric;
(ii) α22
(
α21 − 1
) (
α23 − 1
)
= α21
(
α22 − 1
)2
.
Moreover, if (ii) holds, then for every integer k  3,
α22 · · ·α2k−1
(
α21 − 1
)k−2 (
α2k − 1
)
= α2(k−2)1
(
α22 − 1
)k−1
, (5.21)
α2k−1
(
α2k−2 − 1
) (
α2k − 1
)
= α2k−2
(
α2k−1 − 1
)2
. (5.22)
Proof. Let τ be an H-representing measure of the Hausdorff moment sequence γ := Δ∞(Π∞(α)).
It is easily seen that the condition (ii) is equivalent to
γ1γ3 = γ 22 . (5.23)
By Lemma 3.4 (ii), the equality (5.23) is equivalent to the fact that the closed support of τ consists of
at most two points, at most one of which being different from 0. Hence (i) is equivalent to (ii). The
equalities (5.21) and (5.22) take the formγ k−21 γk = γ k−12 and γk−2γk = γ 2k−1, respectively. Therefore,
if (ii) holds, then due to the specific form of τ , the last two equalities are valid. 
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Proposition 5.20. Fix an integer κ  3. Let α = {αn}κn=0 be a sequence of positive real numbers. Then
α has a pseudo-2-isometric completion if and only if one of the following two disjunctive conditions holds:
(i) α0  αi = 1 for i ∈ 1,κ;
(ii) the following four requirements are satisfied:
(ii-a) α1 > 1 and α2 > 1;
(ii-b) α21α
2
2 − 2α21 + 1  0;
(ii-c) α21
(
α20 − 1
) (
α22 − 1
)
 α20
(
α21 − 1
)2
;
(ii-d) the equality (5.21) holds for every k ∈ 3,κ.
The above equivalence remains true if (5.21) is replaced by (5.22). Ifα has a pseudo-2-isometric completion,
then α has a unique completely hyperexpansive completion.
Proof. We begin by discussing necessity. Let Wα̂ be a pseudo-2-isometric completion of α and let τ
be an H-representing measure of the Hausdorff moment sequence γ := Δ∞(Π∞(α̂)). Suppose that
(i) does not hold. Then, by Proposition 4.4, (ii-a) holds. Clearly, the inequalities (ii-b) and (ii-c) are
equivalent to γ2  γ1 and γ 21  γ0γ2, respectively. Hence they are true. Finally, the condition (ii-d)
(in both variants) follows from Lemma 5.19.
We now turn to the proof of the sufficiency. Without loss of generality we can assume that (ii)
holds. Define λ by
λ = α
2
1
(
α22 − 1
)
α21 − 1
. (5.24)
By (ii-a), the definition of λ is correct and λ > 0. In turn, (ii-b) implies that λ  1. Define a Borel
measure τ on [0, 1] by τ = c · δ0 + d · δλ with
c = α
2
1
(
α20 − 1
) (
α22 − 1
)
− α20
(
α21 − 1
)2
α21
(
α22 − 1
) , d = α20
(
α21 − 1
)2
α21
(
α22 − 1
) . (5.25)
In view of (ii-a), the definitions of the constants c and d are correct and d > 0. Moreover, by (ii-c),
c  0. Thismeans that themeasureτ is positive. LetWα̂ beacompletelyhyperexpansiveweighted shift
associatedwith themeasure τ . Clearly,Wα̂ is pseudo-2-isometric. It follows from (5.24) and (5.25) that
αˆn = αn, n = 0, 1, 2. (5.26)
We will show that α ⊆ α̂.
Consider first the case when (5.21) holds. By Lemma 5.19, the weights α̂ = {αˆi}∞i=0 of Wα̂ satisfy
(5.21) (with αˆi in place of αi) for k ∈ 3,κ, and so by (5.26)
αˆ2k =
⎧⎪⎪⎨⎪⎪⎩
1 + α21(α22−1)
2
α22(α
2
1−1) if k = 3,
1 + α
2(k−2)
1 (α
2
2−1)k−1
α22 αˆ
2
3 ···αˆ2k−1(α21−1)k−2
if k ∈ 4,κ.
By (5.21), a similar recurrence formula is valid for α (with αi in place of αˆi). Applying an induction
argument to both formulas, we deduce that α ⊆ α̂.
If (5.22) holds, then by Lemma 5.19, the sequence {αˆi}κi=0 satisfies (5.22) (with αˆi in place of αi).
Together with (5.26) this implies that αˆi > 1 for k ∈ 1,κ, and
αˆ2k =
⎧⎪⎪⎨⎪⎪⎩
1 + α21(α22−1)
2
α22(α
2
1−1) if k = 3,
1 + αˆ2k−2(αˆ2k−1−1)
2
αˆ2k−1(αˆ2k−2−1) if k ∈ 4,κ.
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Arguing as in the previous paragraph, we see that α ⊆ α̂.
The proof of the uniqueness assertion is similar to that of Proposition 5.17. This completes the
proof. 
The condition (ii-d) appearing in the solution of the completely hyperexpansive completion prob-
lem for six weights can be expressed explicitly in terms of weights.
Theorem 5.21 (Six weights). A sequence α = {αi}5i=0 of positive real numbers such that α0 > 1 and
α1 > 1 has a completely hyperexpansive completion if and only if one of the following two disjunctive
conditions holds:
(i) α has either an almost 2-isometric or a pseudo-2-isometric completion;
(ii) the following four inequalities hold:
(ii-a) α21
(
α22 − 1
)2
< α22
(
α21 − 1
) (
α23 − 1
)
;
(ii-b) α20α
2
1 − 2α20 + 1 < 0;
(ii-c) α20
(
α21α
2
2 − 2α21 + 1
)2
< α21
(
α22α
2
3 − 2α22 + 1
) (
α20α
2
1 − 2α20 + 1
)
;
(ii-d) detΩ1(3)  0 and detΘ0(2)  0 (see Theorem 4.10 for definitions).
Moreover, if (i) holds, then α has a unique completely hyperexpansive completion.
Proof. We apply Theorem 4.10 to k = 2. According to Lemmas 5.16 and 5.19, the condition (i) of
Theorem 4.10 is equivalent to the condition (i) of Theorem 5.21. Since detΩ1(1) > 0 (as α0 	= 0 and
α1 > 1), we see that the condition (ii) of Theorem 4.10 is equivalent to the inequalities detΩ1(2) >
0 (equivalent to (ii-a)), detΘ0(0) > 0 (equivalent to (ii-b)), detΘ0(1) > 0 (equivalent to (ii-c)),
detΩ1(3)  0 and detΘ0(2)  0.
The “moreover” part follows from Lemmas 5.16 and 5.19. 
Regarding Theorem 5.21, note that if the sequence α has an almost 2-isometric completion, then
the inequalities appearing in (ii-c) and (ii-d) turn into equalities (the strict inequalities (ii-a) and (ii-b)
turn into weak ones). If α has a pseudo-2-isometric completion, then the inequalities appearing in
(ii-a) and (ii-d) turn into equalities (the strict inequalities (ii-b) and (ii-c) turn into weak ones).
6. Applications to the subnormal completion problem
6.1. Contractive subnormal completions in general
We begin by relating the contractive subnormal completion problem to the completely hyperex-
pansive completion problem. Fix m ∈ {0, 1, 2, . . .} ∪ {∞}. Let α = {αn}m+1n=0 be a sequence of real
numbers such thatα0 =
√
2 andαn > 1 for all n ∈ 1,m+1. Set ζ = Πm+1(α) and γ = Δm+1(ζ )
(cf. (4.2) and (4.4) for definitions).Note thatγ0 = 1andγn > 0 for alln ∈ 1,m+1. Setβ = Π−1m (γ )
(cf. (4.3)), i.e.,
βn =
√
γn+1
γn
= αn
√√√√α2n+1 − 1
α2n − 1
, n ∈ 0,m. (6.1)
Then βn > 0 for all n ∈ 0,m. Conversely, if β = {βn}mn=0 is a sequence of positive real numbers,
then α := (Π−1m+1 ◦ Δ−1m+1 ◦ Πm)(β) is a sequence of real numbers such that α0 =
√
2 and αn > 1
for all n ∈ 1,m + 1 (cf. (4.5)). The transformation
α → β = (Π−1m ◦ Δm+1 ◦ Πm+1)(α) (6.2)
is a bijection between the set of all sequences α = {αn}m+1n=0 of real numbers such that α0 =
√
2 and
αn > 1 for all n ∈ 1,m + 1, and the set of all sequences β = {βn}mn=0 of positive real numbers.
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We now show that the transformation (6.2) withm = ∞ establishes a bijection between the class
of all completely hyperexpansive weighted shifts associated with probability measures and the class
of all contractive subnormal weighted shifts.
Lemma 6.1. If α = {αn}∞n=0 is a bounded sequence of positive real numbers such that α0 =
√
2,
α1 > 1 and the weighted shift Wα is completely hyperexpansive, then αn > 1 for all n  1, the sequence
β := (Π−1∞ ◦ Δ∞ ◦ Π∞)(α) is bounded and the weighted shift Wβ is contractive and subnormal.
Conversely, if β = {βn}∞n=0 is a bounded sequence of positive real numbers and the weighted shift Wβ
is contractive and subnormal, then the sequence α := (Π−1∞ ◦ Δ−1∞ ◦ Π∞)(β) is bounded, α0 =
√
2,
αn > 1 for all n  1, and the weighted shift Wα is completely hyperexpansive.
Proof. Consider first the case whenWα is completely hyperexpansive. It follows from Proposition 4.4
that αn > 1 for all n  1. Since {αn}∞n=0 is monotonically decreasing, we infer from (6.1) that βn  αn
for all n  0, and hence that the sequence β is bounded. As the weighted shift Wα is completely
hyperexpansive, the sequence ζ := Π∞(α) is completely alternating (cf. Proposition 4.1), hence the
sequence γ := Δ∞(ζ ) is a Hausdorff moment sequence. The latter, by the Berger–Gellar–Wallen
characterization of subnormal weighted shifts (cf. [12,13]), is equivalent to the fact that the weighted
shiftWβ is contractive and subnormal.
Conversely, ifWβ is contractive and subnormal, then arguing as above, we see that the sequence ζ
is completely alternating. It follows from Lemma 3.7 that the sequence α is monotonically decreasing,
and consequently bounded. Hence, by Proposition 4.1, the weighted shift Wα is completely hyperex-
pansive. 
We are now ready to relate the contractive subnormal completion problem to the completely hy-
perexpansive completion problem.
Proposition 6.2. Fix a nonnegative integer m. Let β = {βn}mn=0 be a sequence of positive real numbers
and let α := (Π−1m+1 ◦ Δ−1m+1 ◦ Πm)(β) (equivalently: α = {αn}m+1n=0 is a sequence of real numbers such
that α0 =
√
2 and αn > 1 for all n ∈ 1,m + 1, and β = (Π−1m ◦ Δm+1 ◦ Πm+1)(α)). Then β has a
contractive subnormal completion if and only if α has a completely hyperexpansive completion. Moreover,
if 5 m  2 and β has a contractive subnormal completion, then the numbers β0, . . . , βm are distinct if
and only if α has no pseudo-2-isometric completion.
Proof. The discussion preceding Lemma 6.1 combined with lemma itself yields the first statement of
the conclusion.
The “moreover” part can be justified as follows. Let Wβ̂ be a contractive subnormal completion of
β . Set γ = Πm(β), γ̂ = Π∞(β̂) and α̂ := Π−1∞ (Δ−1∞ (γ̂ )). Suppose first that βi = βj for some
i, j ∈ 0,m such that i < j. Since the sequence β̂ is monotonically increasing, we get βi = βi+1,
which is equivalent to γ 2i+1 = γiγi+2. By Lemma 3.4, the representing measure μ of the Hausdorff
moment sequence γ̂ is of the form
μ = c · δ0 + d · δλ, 0 < λ  1, c  0, d > 0, c + d = 1, (6.3)
(d > 0 because γˆ1 = γ1 > 0). Since the measure associated with the completely hyperexpansive
weighted shiftWα̂ coincides with μ, we see thatWα̂ is a pseudo-2-isometric completion of α.
Conversely, ifα has a pseudo-2-isometric completion, sayWα˜ , then the representingmeasure of the
Hausdorff moment sequence γ˜ = Δ∞(Π∞(α˜)) is of the form (6.3) (sinceα1 > 1, Lemma 6.1 implies
that α˜n > 1 for all n  1). Hence, theweighted shiftWβ˜ with β˜ = {β˜n}∞n=0 := (Π−1∞ ◦Δ∞◦Π∞)(α˜)
is a contractive subnormal completion of β and βn = β˜n =
√
λ for all n ∈ 1,m. 
5 As in the case ofm  2, we can show that ifm = 1 and β has a contractive subnormal completion, then β0 	= β1 if and only if
α has no quasi-2-isometric completion.
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An idea of using a transformation resembling (6.2) has appeared in [11, Section 4] (however, the
contractivity of the transformed subnormal weighted shifts has been overlooked). Proposition 6.2
suggests a method of solving the completely hyperexpansive completion problem by employing so-
lutions of the contractive subnormal completion problem (one can use the solution of the subnormal
completion problem given in [10, Theorem 3.5] taking care about the norm of the recursive subnor-
mal completion e.g. by estimating the largest root of the generating function). However, this method
does not distinguish between completely hyperexpansive completions that are associated with pos-
itive scalar multiples of a given Borel probability measure on [0, 1]. In particular, it identifies each
2-isometric weighted shift which is not an isometry with the Dirichlet weighted shift.
6.2. Contractive subnormal completions for five weights
Theorem 6.3. A sequence {βn}4n=0 of distinct positive real numbers has a contractive subnormal comple-
tion if and only if the following two disjunctive conditions hold:
(i) there exist c ∈ (0,∞) and λ ∈ (0, 1) such that
βn =
√
cλn+1 + 1
cλn + 1 , n ∈ 0, 4; (6.4)
(ii) the following inequalities hold:
(ii-a) β1 < β2;
(ii-b) β0 < 1;
(ii-c)
(
β21 − β20
)
+ β21
(
β20 − β22
)
+ β20β21
(
β22 − β21
)
> 0;
(ii-d) η4  0 and η1 + β22η2 + β21β22η3 − β20β21β22η4  0, where⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
η1 = 2β20β21β22 − β20β41 − β20β22β23 + β21β22β23 − β21β42 ,
η2 = −β20β21β22 − β20β21β23 + β20β41 + β20β23β24 + β21β22β23 − β21β23β24 ,
η3 = −β20β21β22 + β20β21β23 + β20β22β23 − β20β23β24 + β22β23β24 − β22β43 ,
η4 = 2β21β22β23 − β21β42 − β21β23β24 + β22β23β24 − β22β43 .
(6.5)
Remark 6.4. Note that if {βn}4n=0 is as in Theorem 6.3 (i), then the expression appearing in (ii-c)
vanishes and η1 = η2 = η3 = η4 = 0. Moreover, the parameters c ∈ (0,∞) and λ ∈ (0, 1)
that define the sequence {βn}4n=0 via (6.4) are uniquely determined by the sequence itself (cf. Lemma
6.6 (iv)). We refer the reader to Lemma 6.6 (i) for the discussion concerning the case when two terms
of the sequence η1, . . . , η4 vanish.
Proof of Theorem 6.3. We can apply Proposition 6.2 and Theorem 5.21. Indeed, standard (but labo-
rious) computations show that the consecutive parts of the condition (ii) of Theorem 5.21 correspond
to the consecutive parts of the condition (ii) of Theorem 6.3. In turn, as is easily verified, the condition
(i) of Theorem 5.21, when considered for distinct weights {βn}4n=0, corresponds to the requirement
that there exist u, v, λ ∈ (0, 1) such that u + v = 1 and βn =
√
uλn+1+v
uλn+v for n ∈ 0, 4. The latter is
equivalent to the condition (i) of Theorem 6.3 with c = u/(1 − u). 
Slightly modifying the proof of Theorem 6.3, we get the solutions of the contractive subnormal
completion problem for sequences of weights of cardinality smaller than 5 (but now no analog of
condition (i) of Theorem 6.3 appears; only appropriate counterparts of (ii) emerge). For example, the
solution for three weights consists of three inequalities that correspond to the inequalities (ii-a), (ii-b)
and (ii-c) of Proposition 5.5 (β0, β1 and β2 are distinct positive real numbers):
1◦ β0 < 1,
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2◦ β1  β2,
3◦ β22  1 − β
2
0(1−β21)2
β21(1−β20) .
Our solution is simpler than that found in [21, p. 45], namely thefirst two inequalities appearing therein
(in our notation β0  β1 and β1  1) can be replaced by 1◦, the rest being the same. In turn, the
solution for four weights consists of four inequalities that correspond to the inequalities (ii-a), (ii-b),
(ii-c) and (ii-d) of Theorem 5.14 (β0, β1, β2 and β3 are distinct positive real numbers):
4◦ β0 < β1,
5◦ β1 < 1,
6◦ β23  1 − β
2
1(1−β22)2
β22(1−β21) ,
7◦ β
2
1(β
4
2−2β20β22+β20β21)
β22(β
2
1−β20)  β
2
3 .
Again, our solution is simpler than that found in [21, p. 46], namely the third and the fourth inequalities
appearing therein (in our notation the inequalities 2◦ and 3◦) are redundant, the rest being the same.
6.3. Subnormal completions for five weights
Theorem 6.3 enables us to give a solution of the subnormal completion problem for five weights.
Using our approach, we can obtain solutions to this problem for smaller number of weights – they
appear to be identical with those found in [23].
Theorem 6.5. A sequence β = {βn}4n=0 of distinct positive real numbers has a subnormal completion if
and only if the following requirements are satisfied 6 :
(i) β0 < β1 < β2;
(ii) one of the following two disjunctive conditions holds:
(ii-a) η1 > 0 and η4  0,
(ii-b) η1 = η4 = 0.
Moreover, if (ii-b) holds, then η2 = η3 = 0.
Theorem 6.5 is a direct consequence of Lemmas 6.6 and 6.8.
Lemma 6.6. Let {βn}4n=0 be a sequence of distinct positive real numbers.
(i) If two terms of the sequence {ηn}4n=1 vanish, then η1 = η2 = η3 = η4 = 0.
(ii) If η1 = 0 and β0 < β1 < β2, then: η2 > 0 ⇐⇒ η3 < 0 ⇐⇒ η4 < 0;
if η2 = 0 and β0 < β1 < β3, then: η1 > 0 ⇐⇒ η3 < 0 ⇐⇒ η4 < 0;
if η3 = 0 and β0 < β2 < β3, then: η1 > 0 ⇐⇒ η2 < 0 ⇐⇒ η4 < 0;
if η4 = 0 and β1 < β2 < β3, then: η1 > 0 ⇐⇒ η2 < 0 ⇐⇒ η3 > 0.
(iii) If there exist c,  ∈ (0,∞) and λ ∈ (0, 1) such that
βn = 
√
cλn+1 + 1
cλn + 1 , n ∈ 0, 4, (6.6)
then η1 = η2 = η3 = η4 = 0 and β0 < β1 < β2 < β3 < β4.
(iv) The parameters c,  ∈ (0,∞) and λ ∈ (0, 1) that define the sequence {βn}4n=0 via (6.6) are
uniquely determined by its first three terms β0, β1 and β2.
6 η1, η2, η3 and η4 are defined in (6.5).
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(v) If η1 = η2 = 0 and β0 < β1 < β2, then there exist c,  ∈ (0,∞) and λ ∈ (0, 1) such that (6.6)
holds.
Proof. (i) and (ii) Solving the equation η1 = 0 with respect to β23 and substituting the solution to η2,
η3 and η4, we obtain
η1 = 0 ⇒ η3 = −
(
β20 − β22
)
η2
β20 − β21
, η4 = −
(
β21 − β22
)
η2
β20 − β21
. (6.7)
Similarly, solving successively the equations η2 = 0, η3 = 0 and η4 = 0 with respect to β24 (or rather
β23β
2
4 ), we get
η2 = 0 ⇒ η3 = −
(
β20 − β23
)
η1
β20 − β21
, η4 = −
(
β21 − β23
)
η1
β20 − β21
, (6.8)
η3 = 0 ⇒ η2 = −
(
β20 − β23
)
η1
β20 − β22
, η4 = −
(
β22 − β23
)
η1
β20 − β22
, (6.9)
η4 = 0 ⇒ η2 = −
(
β21 − β23
)
η1
β21 − β22
, η3 =
(
β22 − β23
)
η1
β21 − β22
. (6.10)
It is now easily seen that (6.7)–(6.10) imply (i) and (ii).
(iii) Evident.
(iv) Set u = c/(c + 1), v = 1/(c + 1), λ1 = 2λ and λ2 = 2. Then u, v ∈ (0, 1), u + v = 1,
0 < λ1 < λ2 and
βn =
√√√√uλn+11 + vλn+12
uλn1 + vλn2
, n ∈ 0, 4. (6.11)
The correspondence (c, λ, ) → (u, v, λ1, λ2) is a bijection between appropriate sets. Let γ =
Π4(β). Then γn = uλn1 + vλn2 for n ∈ 0, 5. Set γ˜n := λ−n2 γn = uλn + v for n ∈ 0, 3. Then
γ˜1 − γ˜0 	= 0, γ˜2 − γ˜1 	= 0 and
γ3 − λ2γ2
λ2γ2 − λ22γ1
= γ˜3 − γ˜2
γ˜2 − γ˜1 = λ =
γ˜2 − γ˜1
γ˜1 − γ˜0 =
γ2 − λ2γ1
λ2γ1 − λ22
,
which implies that (γ3 − λ2γ2)(γ1 − λ2) − (γ2 − λ2γ1)2 = 0. Setting γˆn := λ−n1 γn = u + vλ−n
for n ∈ 0, 3 and repeating the above argument with {γˆn}3n=0 in place of {γ˜n}3n=0, we see that
(γ3−λ1γ2)(γ1−λ1)−(γ2−λ1γ1)2 = 0. Thismeans thatλ1 andλ2 are zerosof aquadratic polynomial
equation. Sinceλ1 < λ2, theproof of uniqueness is complete (because γ˜1 uniquelydeterminesu and v).
(v) Suppose η1 = η2 = 0 and β0 < β1 < β2. Since β0 	= 0, β1 	= 0, β2 	= 0 and β0 < β1, we can
solve the equations η1 = 0 and η2 = 0 with respect to β23 and β24 :
β23 =
β21
((
β20 − β22
)2 + β20 (β21 − β20))
β22
(
β21 − β20
) , (6.12)
β24 =
β40β
4
2 − 4β20β21β42 + β40β21β22 − β40β41 + 2β20β41β22 + β21β62(
β21 − β20
) ((
β20 − β22
)2 + β20 (β21 − β20)) . (6.13)
Setγ0 = 1,γ1 =β20 ,γ2 =β20β21 andγ3 =β20β21β22 . As in (iv),we consider the equation (γ3 − γ2x)(γ1−
x)− (γ2 − γ1x)2=0, which is equivalent to the quadratic polynomial equation (in one unknown x)
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β21 − β20
)
x2 − β21
(
β22 − β20
)
x + β20β21
(
β22 − β21
)
= 0. (6.14)
The discriminant D of (6.14) is equal to β21
(
β21
(
β22 − β20
)2 − 4β20 (β21 − β20) (β22 − β21)). Since
0 < β0 < β1, one can show that D > 0. Hence, the equation (6.14) has two solutions λ1 =
β21(β
2
0−β22)+
√
D
2(β20−β21) and λ2 =
β21(β
2
0−β22)−
√
D
2(β20−β21) . Then, as easily seen, λ1 < λ2, λ1 + λ2 =
β21(β
2
0−β22)
β20−β21 > 0
and λ1λ2 = β
2
0β
2
1 (β
2
1−β22 )
β20−β21 > 0 (because β0 < β1 < β2). This implies that λ1 > 0 and λ2 > 0. Set
u = γ1−λ2
λ1−λ2 and v =
λ1−γ1
λ1−λ2 . Since u + v = 1 and uv =
β20(β
2
1−β20)3
D
> 0, we deduce that u > 0 and
v > 0. SetGn = uλn1+vλn2 for n ∈ 0, 5. It is amatter of routine to verify thatGn = γn for n ∈ 0, 3.
In turn, using (6.12) and (6.13), we see that G4 = γ3β23 and G5 = γ3β23β24 . Hence, (6.11) holds. This
completes the proof. 
Corollary 6.7. A sequence {βn}4n=0 of distinct positive real numbers is of the form (6.6)with some c,  ∈
(0,∞) and λ ∈ (0, 1) if and only if β0 < β1 < β2 and η1 = η2 = 0.
Lemma 6.8. A sequence β = {βn}4n=0 of distinct positive real numbers has a subnormal completion if
and only if the following requirements are satisfied:
(i) β0 < β1 < β2;
(ii) one of the following four disjunctive conditions holds:
(ii-a) η1 > 0 and η4  0,
(ii-b) η1 = 0, η2 > 0 and η4  0,
(ii-c) η1 = η2 = 0, η3 > 0 and η4  0,
(ii-d) η1 = η2 = η3 = η4 = 0.
Proof. The ensuing observation is due to X. Li (cf. [21]):
the sequence β has a subnormal completion if and only if there exists ε0 ∈ (0,∞)
such that the sequence εβ := {εβn}4n=0 has a contractive subnormal completion for
every ε ∈ (0, ε0).
(6.15)
Note that ifβ is of the form(6.6)with c,  ∈ (0,∞)andλ ∈ (0, 1), thenβ0 < β1 < β2 < β3 < β4
and η1 = η2 = η3 = η4 = 0, which means that β satisfies the conditions (i) and (ii) of Lemma 6.8;
moreover, by Theorem 6.3 (i), the sequence −1β has a contractive subnormal completion, which
implies that β has a subnormal completion.
We begin by proving necessity. In view of the above discussion, we can assume that β has a sub-
normal completion and is not of the form (6.6) with c,  ∈ (0,∞) and λ ∈ (0, 1). Let ε0 be as in
(6.15). Since β is not of the form (6.6), we deduce that the sequence εβ satisfies the condition (ii) of
Theorem 6.3 for every ε ∈ (0, ε0). Hence, a repeated application of an argument based on a passage
to the limit as ε → 0 combined with β0 	= β1 shows that the conditions (i) and (ii) of Lemma 6.8
are valid (the inequalities β0 < β1 and β1 < β2 correspond respectively to the conditions (ii-c)
and (ii-a) of Theorem 6.3, while the condition (ii) of Lemma 6.8 corresponds to the condition (ii-d) of
Theorem 6.3).
If the conditions (i) and (ii) of Lemma 6.8 hold, then one can show that there exists ε0 > 0 such
that the sequence εβ satisfies the condition (ii) of Theorem 6.3 for every ε ∈ (0, ε0). Hence, β has a
subnormal completion. 
Remark 6.9. Observe that for a sequence 0 < β0 < β1 < β2 < β3 < β4, the assumption η1 = η2 =
0 could not be reduced to η1 = 0 without destroying the equivalence in Corollary 6.7 (cf. Example
6.10). Regarding Theorem 6.5, note that it may happen that the conditions (i) and (ii-a) of this theorem
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hold with η4 = 0. Indeed, if β0 =
√
1
2
, β1 =
√
5
6
, β2 =
√
9
10
, β3 =
√
17
18
and β4 =
√
33
34
, then
β0 < β1 < β2 < β3 < β4, η1 = 190 , η2 = − 154 , η3 = 1135 and η4 = 0.
We conclude this paper by showing that the solution of the subnormal completion problem for five
weights given in [21, p. 45] is wrong. Indeed, this solution implies that a sequence β0 < β1 < β2 <
β3 < β4 of positive real numbers has a subnormal completion if and only if the sequences {βn}3n=0
and {βn}4n=1 have subnormal completions (see the assertions 2 and 3 of [21, Corollary 2.12]). However,
as is justified below, this is not true in general.
Example 6.10. Set β0 =
√
3
4
, β1 =
√
5
6
, β2 =
√
9
10
, β3 =
√
17
18
and β4 = 1. Then β0 < β1 < β2 <
β3 < β4, η1 = 0, η2 = − 1432 , η3 = 1240 and η4 = 1540 . By Theorem 6.5, the sequence {βn}4n=0
does not have subnormal completion. Since, as easily seen, the inequalities η1  0 and η4  0 are
equivalent to β23  β22 + β
2
0(β
2
2−β21)2
β22(β
2
1−β20) and β
2
4  β23 + β
2
1(β
2
3−β22)2
β23(β
2
2−β21) , respectively, we deduce from
7
[23, Remark, p. 377] that the sequences {βn}3n=0 and {βn}4n=1 do have subnormal completions. Note
also that the inequalities η1  0 and η4  0 are equivalent respectively to the first and the second
inequality in the assertion 3 of [21, Corollary 2.12].
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