Many genes are only active following the intake of an inducer by the cell, via passive diffusive, positive, or negative feedback intake mechanisms. Based on measurements of the in vivo kinetics of intake and subsequent transcription events in Escherichia coli, we use stochastic models to investigate how the kinetics of intake affects both transient and nearequilibrium dynamics of gene expression. We find that the intake kinetics affects mean and variability of the transient time to reach the steady state of proteins numbers and also the degree of fluctuations in these numbers. Fluctuations in the extracellular number of inducers affects the variability of protein numbers at steady state in a degree that differs with the intake kinetics. Finally, changing the intake kinetics of an inducer of a genetic switch allows tuning the bias in the choice of noisy attractor. We conclude that the kinetics of inducer intake affects transient and near-equilibrium gene expression dynamics and, consequently, the phenotypic diversity of organisms in fluctuating environments.
Introduction
To survive, cells must adapt to environmental changes, such as in the concentration of nutrients and toxics. Some of these changes can occur at rates faster than, e.g., the cell cycle, and thus require rapid adaptability from the cells. This adaptability may involve modifications in the kinetics of membraneassociated mechanisms (Sajbidor, 1997) , metabolic rates (Talwalkar and Kailasapathy, 2003) , or gene expression (Yamamoto and Ishihama, 2005; Allen and Tresini, 2000) .
Studies suggest that organisms such as Escherichia coli can adjust the reception of some external signals. For example, in normal conditions, transcription of the genes of the lac operon (Elf et al., 2007; Hansen et al., 1998 ) is inhibited by the native lac repressor. When allolactose is present in the environment, it is absorbed by passive intake transport and triggers the expression of the lac genes. One of the proteins expressed, lacY, enhances the intake of allolactose further, thus forming a positive feedback. Such feedback mechanisms are particularly useful in saving cellular resources in periods when inducers are not present (Jacob and Monod, 1961) . On the other hand, negative feedback mechanisms are appropriate for, e.g., quickly pumping unwanted substances out of the cell (Schnappinger and Hillen, 1996) . One example is the tetracycline intake system, as the tetracycline-induced proteins tetA actively transport the tetracycline out of cell (Beck et al., 1982) .
A recent study (Megerle et al., 2008) showed that the timing of intake of inducers differs widely between cells in monoclonal populations of E. coli. Such variability in intake times was visible in the differing timings for the appearance of proteins in cells following the introduction of the inducer in the media even though, after a transient period, all cells exhibited the same rate of protein production. Another recent study (Makela et al., 2013) supported this hypothesis, by showing that there is a wide variability in the timing of activation of transcription following the appearance of the inducer in the media that is not due to noise in gene expression but causes high cell to cell variability in RNA numbers for long periods of time (i.e. longer than several cell cycles). This source of phenotypic diversity is likely to be of particular relevance in fluctuating environments (Acar et al., 2013; Ribeiro, 2008) .
Here, using detailed stochastic models of gene expression and intake processes in E. coli, we investigate if differing intake kinetics results in differing kinetics of expression of the target gene both in the transient period for protein numbers to reach near-equilibrium, as well as in the subsequent stable phase. Next, we investigate how fluctuations in inducer numbers in the environment affect this variability. Finally, we investigate whether the intake kinetics of inducers can affect the behavior of a small genetic circuit, namely, a toggle switch.
Methods
We compare the kinetics of expression when the inducer of the target gene enters cells via positive feedback mechanisms, passive diffusion, or negative feedback mechanisms. While varying the intake kinetics, the mean number of proteins expressed by the target gene is kept invariant in the stable phase.
The dynamics of the models is driven by the delayed Late Breaking Papers
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Stochastic Simulation Algorithm (delayed SSA) (Roussel and Zhu, 2006) . This algorithm, unlike the original SSA (Gillespie, 1977) , allows delaying the release of products, following a reaction. Furthermore, it differs from previous algorithms that can accommodate delays (e.g. (Bratsun et al., 2005; Barrio et al., 2006) ) in that it can handle multiple delayed events in one reacting event, which facilitates the modeling of genetic circuits (Ribeiro, 2010) . The delayed SSA uses a wait list to store delayed output events. The wait list is a list of elements (e.g., proteins being produced), each to be released after a time interval has elapsed (also stored in the wait list). Each model includes an extracellular environment, which contains inducers, a cellular intake mechanism of inducers, and a gene expression mechanism that requires activation. The proteins produced can affect the intake kinetics, so as to model positive or negative feedback mechanisms. The models are simulated by SGNSim (Ribeiro and Lloyd-Price, 2007) . All parameter values are extracted from measurements in E. coli, unless stated otherwise.
Environment and passive transport of inducers
We assume that the inducers in the environment are inexhaustible. To model passive diffusion of inducers into cells, we set a rate constant of intake (k Iin ) and an extracellular amount of inducers (I e ) equal to 1, for simplicity. The intake is modeled by the following reaction:
where I is the number of inducers inside a cell. Note that, in all cases, even when an active mechanism is present, there is always passive intake. To model fluctuations in inducer numbers in the environment, we assume that these follow a Gaussian distribution with standard deviation σ e and unity mean. The fluctuations are set to occur at a rate slow enough to allow for one fluctuation to have a visible effect in the protein numbers before the next one occurs. For that, we use a first order autoregressive model to restrict the degree of change in inducer numbers from one moment to the next, with the following update rule:
where ϕ is constant, ϵ t is white noise with standard deviation of σ t , and δt is the update interval. The model generates values for the extracellular inducer numbers according to I e ∼ N (1, σ 2 e ), where:
The inducers' extracellular concentration thus has the autocorrelation function's decay rate of −ln(ϕ)/δt. By tuning ϕ, one can adjust the rate of change in this concentration. Finally, cells can dispose of inducers via diffusion, modeled as a first order reaction event:
Reaction 4 is assumed to account also for possible degradation events of inducers when inside the cell.
Active transport mechanisms
We assume that the active transport rate is proportional to the number of proteins of the target gene. Let such transport be done by a protein P .
Positive feedback mechanisms are modeled by reaction 5a, where one inducer I is introduced in the cell by a protein P , while negative feedback mechanisms are modeled by reaction 5b, where one inducer is pumped out of the cell by a protein P :
These two mechanisms are never present simultaneously.
Gene expression
We assume that the gene only expresses once activated. An inducer I interacts with the operator site O at the promoter region of the gene via the following reactions:
where k a and k d are the association and the disassociation rate constants, respectively. We assume half lives of inducers much longer than the expected time for disassociation to occur. Thus, we do not model degradation of inducers when bound to the operator. Additionally, we assume that leaky expression is negligible and that the operator site is not overlapped by the RNA polymerase for any significant time, so that the interaction between promoter and inducer is independent of the transcription process, particularly initiation.
The model of gene expression used was proposed and validated in (Ribeiro et al., 2006; Zhu et al., 2007) , by comparing its kinetics with the real-time production of tsr-venus proteins under the control of a lac promoter in E. coli (Yu et al., 2006) . The model consists of transcription (7), in this case of the activated gene, and translation of the resulting RNA molecules (8). Also modeled are first order degradation processes of RNA (9) (Bernstein et al., 2002) and proteins (10). Transcription events can occur when the operatorinducer complex O.I is formed. RNA polymerases are not explicitly modeled, as it is assumed that these exist in sufficient amount so that fluctuations in their numbers are not Late Breaking Papers significant. The transcription start site (TSS) is modeled explicitly so that transcription initiation events do not interfere with operator-activator reactions:
Reaction 7 describes the process of transcription. In particular, τ (which follows a Gamma distribution (Kandhavelu et al., 2011) ) accounts for the finding of a promoter region by an RNA polymerase, the formation of the closed complex at the transcription start site, the open complex formation, and finally, the promoter escape (DeHaseth et al., 1998) and elongation. Of these, in general, the most rate limiting steps are the isomerization steps and the open complex formation (McClure, 1985; Lutz et al., 2001) . To model this multi-step process, we set the reaction rate to infinity, which causes the reaction to occur the moment the reactants become available. Thus, in this model, τ determines the interval between consecutive productions of transcripts when the gene is induced.
Also, given the short duration of the elongation time in comparison to transcription initiation (Kandhavelu et al., 2011) , the transcript (M ) is released at the same time as the TSS (i.e. the elongation time is assumed negligible). This allows for translation events of the RNA to initiate (reaction 8) as soon as the assembly of that RNA begins (Miller et al., 1970) .
Genetic Toggle Switch
The toggle switch consists of a network of two genes (here, B and C), whose proteins (P B and P C , respectively) repress the other gene's activity. We assume that these two genes are only active when bound by a protein produced by an operon, 'A', which is itself activated by the extracellular inducer. The transcription and translation processes in each of these genes are modeled as described in the previous section.
In this model, the operon A, once activated by the inducer, expresses two proteins, P A1 and P A2 . The former is involved in the intake of the inducer via a feedback mechanism (described in a previous section), while the latter activates genes B and C via the following reaction:
where P A2 is the activator, OR i is an operator site at the promoter of either gene B or C in the inactive state (i = B, C), k a is the association rate constant, and O i is the operator region with the activator bound to it. The interactions between genes B and C form a switch. Namely, each of these genes, once activated by P A1 , is free Figure 1 : Model switch and activation mechanism. Inducers enter the cell by the intake mechanism, whose kinetics is determined by Ω (dashed box). Protein P A1 is responsible for the feedback mechanism, while P A2 activates genes B and C, whose mutual interactions form a switch.
to express or to be repressed by the protein of the other gene (P B represses gene C while P C represses gene B). Such repressions occur at a second operator site at the promoter regions, via:
where P j is the repressor, O i is an active operator site of either gene B or C, O i P j is the operator region with a repressor bound to it, and k ai is the association rate constant of that repressor. Importantly, this rate differs in the two genes, being higher for gene C, which biases the choice of noisy attractor made by the switch, when first initialized . The noisy attractor favored is "gene C on and gene B off". In Fig. 1 we show a schematic representation of this model.
Characterization of the intake process
To compare the effects of different active intake systems we modeled these such that, for the same extracellular concentration of inducers, one has the same mean protein number of the inducible gene at steady state ([P ]), for varying active transport kinetics. To achieve this, the mean number of inducers in the cells at steady state ([I]) has to be kept constant for varying intake kinetics, which is done by tuning the kinetics of passive intake. In the stable phase, the influx and outflux rates of inducers are identical. Let f 1 and f 2 be the passive influx and outflux of inducers, respectively. These occur, respectively, via reactions 1 and 4. Given these, f 1 = I e × k I in while f 2 = [I]k I out . Let f 3 be the flux due to the active transport. Since the flux (f ) from active and passive transports, in the stable phase, must equal zero, then:
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The active transport flux f 3 can thus be calculated as follows, in each condition:
Finally, we define Ω as the log ratio between the passive disposal flux and the passive intake flux. The value of Ω informs on the rate at which inducers are transported into cell by passive intake when in the stable phase:
Ω can take positive values in the presence of positive feedback (i.e. f 3 > 0), and negative values in the presence of negative feedback (f 3 < 0). Given passive intake alone (f 3 = 0), Ω = 0.
Results
The models used to study the effects of the kinetics of the intake of inducers on the dynamics of gene expression are stochastic. Thus, to assert if their dynamics changes as a function of a parameter's value, we perform tests of statistical significance. Also, the models are initialized without any proteins of the target gene, so as to assess the kinetics both at the stable phase, as well as during the transient to reach the stable phase.
Gene expression and intake kinetics
We first study the dynamics of protein numbers of a target gene as a function of the intake kinetics of the inducer, both in the transient phase and in the near-equilibrium or stable phase. In all cases, we use the following parameter values for the model of gene expression: k P = 0.005 s −1 (Taniguchi et al., 2010) , d M = 0.002 s −1 (Bernstein et al., 2002) , and d P = 0.0005 s −1 (Taniguchi et al., 2010) . Also, we let τ be a random variable following a gamma distribution Γ(α, θ), with the shape α equal to 2 (Kandhavelu et al., 2011) and the scale θ equal to 25 s. The value of θ was set so that, given the other parameter values, the mean RNA number in the stable phase is ∼ 10, in accordance with in vivo measurements in E. coli (Taniguchi et al., 2010) . The reaction rates of inducer-operator interactions are set to:
and k d = 0.02, so that the expected time for inducers to bind to the promoter is in accordance with measurements reported in (Elf et al., 2007) .
We vary Ω, while maintaining constant the mean protein ([P ] ∼ 30) and mean inducer numbers within the cells ([I] ∼ 1400), when in the stable phase. For this, the range of variation of Ω was constrained between -1 and 1. This range complies with measurements of the intake kinetics of known inducers (namely, of tet and lacY) in E. coli (Brown and Hogg, 1972; Hansen et al., 1998; Beck et al., 1982) .
For each value of Ω, we simulate 500 cells, each for 60 000 s, sampling their state every 60 seconds. We define the stable phase as the phase in which the mean protein numbers in the cells do not differ, in a statistical sense, for different values of Ω. We found that all cells reach the stable phase after, at most, t = 4 × 10 4 s. In Table 1 , we show the pvalues of the Kolmogorov-Smirnov (KS) test comparing the distribution of mean protein numbers when Ω = 0 (passive intake) with each of these distributions for the other values of Ω, in the stable phase. The p-values from likelihood ratio tests with the null hypothesis that the distributions are identical are larger than 0.01, thus, we cannot reject that they are identical in a statistical sense. Therefore, in this range of values of Ω, the models have identical mean protein numbers over time, in a statistical sense, when in the stable phase.
We next study the intracellular dynamics of inducer numbers as a function of Ω. In Fig. 2a we show the mean number of inducers in the cells over time, from the start of the simulations. These vary significantly as a function of Ω, before reaching the stable phase. In particular, for Ω < 0 (negative feedback), there is a rapid influx of inducers, followed by a steady decrease towards the numbers at near-equilibrium.
For Ω > 0 (positive feedback), the inducer numbers take longer time to reach near-equilibrium. The passive intake mechanism (Ω = 0) is, of the cases modeled, the one for which the intracellular inducer numbers stabilizes faster. We found by inspection that this mean time is minimized for values of Ω close to, but slightly smaller than 0. Finally, from Fig. 2b we observe that the proteins reach slower the numbers observed in the stable phase the greater is Ω.
In Fig. 3 , we show the mean transient time (t 0 ) for each value of Ω, along with the square of the coefficient of variation (CV 2 (t 0 )), obtained from the multiple simulations in each condition. We find that the mean t 0 is shorter for negative intake mechanisms. However, the CV 2 (t 0 ) does not change significantly with Ω.
Next, we assess the fluctuations in protein and inducer numbers in the stable phase as a function of Ω. Fig. 4 shows the variance over the mean (σ 2 /µ) ratio (i.e. the fano factor) of these numbers. This quantity is minimized for Ω = 0 in the case of intracellular inducer numbers. In the absence of feedback, these follow a Poisson distribution, as expected since both the passive intake and disposal are first-order processes. When there is an active feedback mechanism, the noise in protein numbers causes an noise in the intracellular Late Breaking Papers inducer numbers to be higher, then when only passive intake is present. The stronger the feedback mechanism (larger deviation from Ω = 0), the stronger is this effect.
On the other hand, the noise in protein numbers increases for increasing Ω, being lower for negative feedback mechanisms and higher for positive feedback mechanisms. To investigate this, we calculated the normalized cross-correlation between protein and intracellular inducer numbers in the stable phase for varying Ω (Fig 5) . For positive feedbacks (Ω > 0), the protein and inducer numbers are positively correlated. This means that the noise in intracellular inducer numbers will be propagated to the protein numbers, causing it to be higher than in the passive diffusion case. In the regime of negative feedbacks, the numbers of intracellular inducers and proteins are anti-correlated, and the noise in the numbers of proteins is suppressed, when compared to passive diffusion case. Finally, as expected, in the absence of feedback mechanisms, the noise in intracellular inducer numbers does not affect the protein numbers, which is indicated by zero cross-correlation at Ω = 0.
Finally, we study how the intake mechanisms behave in environments with fluctuating number of inducers. We assume that the extracellular number of inducers follows a Gaussian distribution with variance σ 2 e = 0.2 and unity mean, generated by the autoregressive model (see methods). We set δt to 30 s. We set the rate of environmental change, ϕ, from 0.5 to ∼ 1. The closer the value of ϕ to 1, the slower the decay rate of the autocorrelation function of the extracellular inducer concentration. For ϕ ∼ 1, the extracellular inducer concentration is constant, corresponding to σ e = 0. For each pair of values [ϕ,Ω], we simulate one cell for 5 × 10 6 s, sampling every 60 s. Fig. 6 shows the changes in fluctuations in protein numbers in the stable phase (as assessed by the CV 2 ) due to the fluctuations in the inducer numbers, relative to when in stable environments.
From amplification in the protein numbers appears to increase with increasing Ω. For each value of ϕ > 0.8, we performed tests of statistical significance between the protein numbers when Ω is 0, and when is -1 and 1, respectively. In both tests, we found that the distributions are distinct (p-values smaller than 10 −10 ), confirming that the increase in the noise amplification effect with increasing Ω is statistically significant.
For positive feedback mechanisms, the noise amplification ratio for different values of ϕ resembles a band pass filter (Fig.7) . As ϕ increases up to 0.9, the fluctuations in the external inducer numbers propagate more efficiently to the protein numbers of the induced gene (as shown in Samoilov et al. (2002) ). When ϕ increases beyond 0.9, the noise amplification ratio decreases as the positive feedback, affected by the extracellular inducer numbers, loses the ability to reflect the fluctuations in protein numbers. Interestingly, for Ω = 1, ϕ = 0.5, σ e = 0.2, the protein CV 2 is reduced by ∼ 10% when compared with the noiseless case (i.e. σ e = 0). This reduction is significant, namely the resulting distributions of protein numbers in the two cases are statistically distinct (p-value smaller than 10 −10 ).
Inducible genetic switch
We study the behavior of a biased genetic switch as a function of the intake kinetics of an inducer. The model consists of two genes, B and C, which form a switch via mutually repressing interactions, and of a third gene, A, responsible for, once activated by the inducer, activate both genes B and C (figure 1).
In this model, P A2 activates the expression of genes B and C in the same fashion as reaction 6, with the association rates: k A2B = 0.001 s mean elapsed times from the introduction of inducers to the first closed complex formation in each promoter. The bias in the association rate constants biases the moments of formation of the closed complex. Namely, on average, these occur at moments that differ in time by:
Given these parameter values, we observed that both noisy attractors of the switch are stable enough so that, once a noisy attractor is reached, the switch will remain there until the end of the simulation. Also, as noted in the methods section, the association rate of the activator protein P A2 is higher in the case of gene C, which biases the first choice of noisy attractor of the switch. For Ω = 0, the first noisy attractor selected by the switch will be "gene C on" ∼ 65% of the times (see Fig. 8 ).
We study the bias in the choice of noisy attractor as a function of Ω. For each value of Ω, we simulate 1000 independent cells, each in 30 000 s, sampled every 5 seconds. The results are shown in Fig. 8 . From this figure, for increasing values of Ω, the bias in choice of noisy attractor is reduced from ∼ 67% to ∼ 62%.
We performed statistical tests of significance comparing the distribution of ∆t when Ω = 0 to the same distribution when Ω = −1 and 1 respectively. The test results show that all tested pairs of distributions are distinct (p-values smaller than 10
−10
). This result can be explained as follows. As Ω is increased, P A reaches the stable phase slower. Thus, both [t B ],[t C ] increase, but not by equal amounts (e.g. for half the number of proteins A, each of these times is doubled). Accordingly, ∆t increases and the distribution of chosen noisy attractors becomes more biased.
Discussion
Many genes in E. coli, as well as other single-celled organisms, only become active in response to an external signal, either individually, or as part of a small network. Additionally, even when active, in the stable phase, most genes exhibit very small mean RNA numbers (from one to a few) (Taniguchi et al., 2010) . This implies that differences in the intake time of inducers between sister cells can have significant implications on phenotypic differences between them. Similarly, differences in the kinetics of the intake process of different inducers may lead to significant differences on the mean and variability of response times to those inducers. Relevantly, Recent measurements in vivo showed that the intake time of inducers can be of the same order of magnitude as the cell division time and transcription initiation (Kandhavelu et al., 2011) . The degree of cell-to-cell variability in these times is also equally high (Megerle et al., 2008; Makela et al., 2013) .
Using a stochastic model with parameter values extracted from measurements in E. coli, we showed that the nature of the intake mechanism, that is, whether it is based on passive diffusion, positive feedback or negative feedback mechanism, has a significant impact on the dynamics of gene expression, both in the transient phase, as well as in the stable phase. The intake kinetics not only affects mean and variability of the transient time to reach the stable phase but also the degree of fluctuations in these numbers once it that phase. These effects are tangible in the behavior of small genetic circuits.
The results presented here show that the kinetics of the response, in terms of gene expression, of single-celled organisms to external signals, depends to great extent not only on the intake mechanism of the inducer/repressor molecule as well as on the mechanisms of transcription and translation. Also relevant is the observation that the intake mechanism also has an effect on the kinetics of gene expression, long after the transient period. This implies that the kinetics of genes responsive to environmental signals ought to be studied accounting for the effects of the intake mechanism on RNA and protein numbers dynamics. In the future, it would be of interest to further explore how active transport mechanisms, able of positive or negative feedback processes, can be used to tune the behavior and adaptability of small genetic circuits to fluctuating environments.
