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Durante el desarrollo de la prueba de habilidades se abordan todos los temas 
desarrollados durante el diplomado de CCPN, aplicándolos en el desarrollo de 3 
escenarios propuestos. El desarrollo de la prueba final de habilidades tiene como 
propósito poner a prueba los conocimientos adquiridos por el estudiante y 
determinar si cuenta con las habilidades requeridas para desempeñar roles 
directamente relacionadas con implementaciones de cisco, así como a nivel general 




El diplomado de CCNP es un complemento altamente valioso para la carrera de 
ingeniería de telecomunicaciones al estar directamente relacionado con el campo 
de desarrollo de esta. 
 
 
La presentación del documento final en la plataforma de la Universidad nacional 
abierta y a distancia, tiene como finalidad asegurar que el estudiante tiene las 
capacidades requeridas para poder obtener una titulación y de esta forma poder 
acceder a el título de ingeniero de telecomunicaciones.  
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1. Aplique las configuraciones iniciales y los protocolos de enrutamiento para 
los routers R1, R2, R3, R4 y R5 según el diagrama. No asigne passwords en 
los routers.  Configurar las interfaces con las direcciones que se muestran 
en la topología de red.  
 
Se aplica la configuración a los enrutadores según es solicitado, se adjunta 









































2. Cree cuatro nuevas interfaces de Loopback en R1 utilizando la asignación 
de direcciones 10.1.0.0/22 y configure esas interfaces para participar en el 
área 0 de OSPF.  
 




3. Cree cuatro nuevas interfaces de Loopback en R5 utilizando la asignación 
de direcciones 172.5.0.0/22 y configure esas interfaces para participar en el 
Sistema Autónomo EIGRP 10. 
 





4. Analice la tabla de enrutamiento de R3 y verifique que R3 está aprendiendo 
las nuevas interfaces de Loopback mediante el comando show ip route. 
 
Al ejecutar el commando show ip route se puede evidenciar que el ruter esta 




5. Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo de 
50000 y luego redistribuya las rutas OSPF en EIGRP usando un ancho de 
banda T1 y 20,000 microsegundos de retardo. 
 
Se configura R3 de forma tal que redistribuya las rutas EIGRP en OSPF con el fin 
de poder alcanzar las redes teniendo en cuenta que se estan usando dos protocolos 






6. Verifique en R1 y R5 que las rutas del sistema autónomo opuesto existen en 
su tabla de enrutamiento mediante el comando show ip route. 
 
Al ejecutar el commando show ip route se puede evidenciar como se estan 












Información para configuración de los Routers 
 
R1 Interfaz Dirección IP Máscara 
Loopback 0 1.1.1.1 255.0.0.0 
Loopback 1 11.1.0.1 255.255.0.0 
S 0/0 192.1.12.1 255.255.255.0 
 
R2 Interfaz Dirección IP Máscara 
Loopback 0 2.2.2.2 255.0.0.0 
Loopback 1 12.1.0.1 255.255.0.0 
S 0/0 192.1.12.2 255.255.255.0 
E 0/0 192.1.23.2 255.255.255.0 
 
R3 Interfaz Dirección IP Máscara 
Loopback 0 3.3.3.3 255.0.0.0 
Loopback 1 13.1.0.1 255.255.0.0 
E 0/0 192.1.23.3 255.255.255.0 
S 0/0 192.1.34.3 255.255.255.0 
   
 
R4 Interfaz Dirección IP Máscara 
Loopback 0 4.4.4.4 255.0.0.0 
Loopback 1 14.1.0.1 255.255.0.0 




1. Configure una relación de vecino BGP entre R1 y R2. R1 debe estar en AS1 
y R2 debe estar en AS2. Anuncie las direcciones de Loopback en BGP. 
Codifique los ID para los routers BGP como 11.11.11.11 para R1 y como 
22.22.22.22 para R2.  Presente el paso a con los comandos utilizados y la 
salida del comando show ip route. 
 
Se aplican los comandos necesarios para configurar la relación de vecinos, 
a continuación se presentan los commandos necesarios y la salida del 
comando show ip route: 
 
Configuración en R1 
 
router bgp 1 
network 1.0.0.0 
network 12.1.0.0 mask 255.255.0.0 
neighbor 192.1.12.2 remote-as 2 
 
Configuración en R2 
 
router bgp 2 
network 2.0.0.0 mask 255.255.0.0 
network 12.1.0.0 mask 255.255.0.0 
neighbor 192.1.12.1 remote-as 1 
 











2. Configure una relación de vecino BGP entre R2 y R3. R2 ya debería estar 
configurado en AS2 y R3 debería estar en AS3. Anuncie las direcciones de 
Loopback de R3 en BGP. Codifique el ID del router R3 como 33.33.33.33. 
Presente el paso a con los comandos utilizados y la salida del comando 
show ip route. 
 
A continuación se especifican los comandos ejecutados para configurar la 
relación de vecinos entre R2 y R3: 
 
Comandos en R2 
 
router bgp 2 
neighbor 192.1.23.3 remote-as 3 
 
Comandos en R3 
 
router bgp 3 
network 3.0.0.0 
network 13.1.0.0 mask 255.255.0.0 
network 192.1.34.0 














3. Configure una relación de vecino BGP entre R3 y R4. R3 ya debería estar 
configurado en AS3 y R4 debería estar en AS4. Anuncie las direcciones de 
Loopback de R4 en BGP. Codifique el ID del router R4 como 44.44.44.44. 
Establezca las relaciones de vecino con base en las direcciones de 
Loopback 0. Cree rutas estáticas para alcanzar la Loopback 0 del otro router. 
No anuncie la Loopback 0 en BGP.  Anuncie la red Loopback de R4 en BGP. 
Presente el paso a con los comandos utilizados y la salida del comando 
show ip route. 
Comandos ejecutados para configurar la relación entre R3 y R4: 
 
Comandos en R3 
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router bgp 3 
neighbor 192.1.34.4 remote-as 4 
 
Comandos en R4 
 
router bgp 4 
network 4.0.0.0 
network 14.1.0.0 mask 255.255.0.0 
neighbor 192.1.34.3 remote-as 3 
 












A. Configurar VTP 
 
1. Todos los switches se configurarán para usar VTP para las actualizaciones 
de VLAN. El switch SWT2 se configurará como el servidor. Los switches 
SWT1 y SWT3 se configurarán como clientes. Los switches estarán en el 
dominio VPT llamado CCNP y usando la contraseña cisco.  
 
Se aplican las configuraciones necesarias para usar VTP entre lost res 
switches de forma tal que SWT2 asuma el roll de servidor. A continuacion se 
especifican los comandos utilizados. 
 
Comandos ejecutados en SW1. 
 
SW1(config)# vtp domain CCNP 
Changing VTP domain name from NULL to CCNP 
SW1(config)# vtp version 2 
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SW1(config)# vtp mode client 
Setting device to VTP Client mode for VLANS. 
SW1(config)# vtp password cisco 
Setting device VTP password to cisco 
 
Comandos ejecutados en SW2. 
 
SW2(config)# vtp domain CCNP 
Changing VTP domain name from NULL to CCNP 
SW2(config)# vtp version 2 
SW2(config)# vtp mode server 
Setting device to VTP Server mode for VLANS. 
SW2(config)# vtp password cisco 
Setting device VTP password to cisco 
 
Comandos ejecutados en SW3. 
 
SW3(config)# vtp domain CCNP 
Changing VTP domain name from NULL to CCNP 
SW3(config)# vtp version 2 
SW3(config)# vtp mode client 
Setting device to VTP Client mode for VLANS. 
SW3(config)# vtp password cisco 
 
2. Verifique las configuraciones mediante el comando show vtp status. 
 














B.  Configurar DTP (Dynamic Trunking Protocol) 
 
1. Configure un enlace troncal ("trunk") dinámico entre SWT1 y SWT2. Debido 
a que el modo por defecto es dynamic auto, solo un lado del enlace debe 
configurarse como dynamic desirable. 
 
Se ejecutan los comandos necesarios para configurar los enlaces troncales 
requeridos. 
 
Comandos ejecutados en SW1. 
 
SW1(config)# interface FastEthernet0/1 
SW1(config)# switchport mode dynamic auto 
 




SW2(config)# interface FastEthernet0/1 
SW2(config)# switchport mode dynamic desirable 
 
2. Verifique el enlace "trunk" entre SWT1 y SWT2 usando el comando show 
interfaces trunk. 
 








3. Entre SWT1 y SWT3 configure un enlace "trunk" estático utilizando el 
comando  switchport mode trunk en la interfaz F0/3 de SWT1. 
 
Se ejecutan los comandos necesarios para configurar los enlaces troncales 
requeridos. 
 




SW1(config)# interface FastEthernet0/3 
SW1(config)# switchport mode trunk 
 
Comandos ejecutados en SW3. 
 
SW3(config)# interface FastEthernet0/3 
SW3(config)# switchport mode trunk 
 
4. Verifique el enlace "trunk" el comando show interfaces trunk en SWT1. 
 




5. Configure un enlace "trunk" permanente entre SWT2 y SWT3. 
 
Se ejecutan los comandos necesarios para configurar los enlaces troncales 
requeridos. 
 
Comandos ejecutados en SW2. 
 
SW2(config)# interface FastEthernet0/3 
SW2(config)# switchport mode trunk 
 
Comandos ejecutados en SW3. 
 
SW3(config)# interface FastEthernet0/1 
SW3(config)# switchport mode trunk 
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C. Agregar VLANs y asignar puertos. 
 
1. En STW1 agregue la VLAN 10. En STW2 agregue las VLANS Compras (10), 
Mercadeo (20), Planta (30) y Admon (99) 
 
Configuración de vlans en SW1 
 
SW1(config)# vlan 10 
SW1 (config-vlan)# 
 
Configuración de vlans en SW2 
 
SW2(config)# vlan 10 
SW2 (config-vlan)# 
 
SW2(config)# vlan 20 
SW2 (config-vlan)# 
 
SW2(config)# vlan 30 
SW2 (config-vlan)# 
 
SW2(config)# vlan 99 
SW2 (config-vlan)# 
 
2. Verifique que las VLANs han sido agregadas correctamente. 
 







3. Asocie los puertos a las VLAN y configure las direcciones IP de acuerdo con 
la siguiente tabla. 
 
Interfaz  VLAN  Direcciones IP de los PCs  
F0/10  VLAN 10  190.108.10.X / 24  
F0/15  VLAN 20  190.108.20.X /24  
F0/20  VLAN 30  190.108.30.X /24  
X = número de cada PC particular 
 
4. Configure el puerto F0/10 en modo de acceso para SWT1, SWT2 y SWT3 y 
asígnelo a la VLAN 10. 
 
Asignación de vlans a interfaces: 
 
Comandos ejecutados en SW1 
SW1(config)# interface FastEthernet0/10 
SW1(config-if)# sswitchport mode access 
SW1(config-if)# switchport access vlan 10 
 
Comandos ejecutados en SW2 
 
SW2(config)# interface FastEthernet0/10 
SW2(config-if)# sswitchport mode access 
SW2(config-if)# switchport access vlan 10 
 
Comandos ejecutados en SW3 
 
SW3(config)# interface FastEthernet0/10 
SW3(config-if)# sswitchport mode access 
SW3(config-if)# switchport access vlan 10 
 
5. Repita el procedimiento para los puertos F0/15 y F0/20 en SWT1, SWT2 y 
SWT3. Asigne las VLANs y las direcciones IP de los PCs de acuerdo con la 
tabla de arriba.  
 
Asignación de vlans a interfaces: 
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Comandos ejecutados en SW1 
 
SW1(config)# interface FastEthernet0/15 
SW1(config-if)# sswitchport mode access 
SW1(config-if)# switchport access vlan 20 
 
SW1(config)# interface FastEthernet0/20 
SW1(config-if)# sswitchport mode access 
SW1(config-if)# switchport access vlan 30 
 
Comandos ejecutados en SW2 
 
SW2(config)# interface FastEthernet0/15 
SW2(config-if)# sswitchport mode access 
SW2(config-if)# switchport access vlan 20 
 
SW2(config)# interface FastEthernet0/20 
SW2(config-if)# sswitchport mode access 
SW2(config-if)# switchport access vlan 30 
 
Comandos ejecutados en SW3 
 
SW3(config)# interface FastEthernet0/15 
SW3(config-if)# sswitchport mode access 
SW3(config-if)# switchport access vlan 20 
 
SW3(config)# interface FastEthernet0/20 
SW3(config-if)# sswitchport mode access 
SW3(config-if)# switchport access vlan 30 
 
D. Configurar las direcciones IP en los Switches. 
 
1. En cada uno de los Switches asigne una dirección IP al SVI (Switch Virtual 
Interface) para VLAN 99 de acuerdo con la siguiente tabla de 
direccionamiento y active la interfaz. 
 
Equipo  Interfaz  Dirección IP  Máscara 
23 
 
SWT1  VLAN 99  190.108.99.1  255.255.255.0  
SWT2  VLAN 99  190.108.99.2  255.255.255.0  
SWT3  VLAN 99  190.108.99.3  255.255.255.0  
 
Configuración de ip en SW1 
 
 








E. Verificar la conectividad Extremo a Extremo 






El ping entre pc tuvo éxito debido a que se encuentran configurados en la misma 
vlan y dentro del mismo segmento de red. 
 
2. Ejecute un Ping desde cada Switch a los demás. Explique por qué el ping tuvo 
o no tuvo éxito. 
 
El ping entre switches no tiene éxito debido a que las interfaces troncales no están 
propagando las interfaces vlan a las cuales se les asigno direccionamiento ip. 
 
3. Ejecute un Ping desde cada Switch a cada PC. Explique por qué el ping tuvo o 
no tuvo éxito. 
 
El pingo no tuvo éxito debido a que la IP de los SW se encentra configurada en vlan 





Al finalizar el diplomado de CCNP y la prueba de habilidades el estudiante debe 
estar en la capacidad de desarrollar los diferentes tipos de escenarios propuestos 
de forma correcta haciendo uso de los simuladores propuestos, debe comprender 
los conceptos de switching y routing y los cuales son de utilidad para el desarrollo 
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