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Abstract. Since diverse and complex emotions need to be expressed by differ-
ent facial deformation and appearances, facial animation has become a serious 
and on-going challenge for computer animation industry. Face reconstruction 
techniques based on 3D morphable face model and deep learning provide one 
effective solution to reuse existing databases and create believable animation of 
new characters from images or videos in seconds, which greatly reduce heavy 
manual operations and a lot of time. In this paper, we review the databases and 
state-of-the-art methods of 3D face reconstruction from a single RGB image. 
First, we classify 3D reconstruction methods into three categories and review 
each of them. These three categories are: Shape-from-Shading (SFS), 3D Mor-
phable Face Model (3DMM), and Deep Learning (DL) based 3D face recon-
struction. Next, we introduce existing 2D and 3D facial databases. After that, 
we review 10 methods of deep learning-based 3D face reconstruction and eval-
uate four representative ones among them. Finally, we draw conclusions of this 
paper and discuss future research directions.   
Keywords: Monocular RGB Image, 3D Face Reconstruction, 3D Morphable 
Model, Shape-from-shading , Deep Learning, 3D Face Database. 
1 Introduction 
Generating 3D face models from 2D images and videos is widely required in industry 
and academia. It greatly reduces time-consuming and repetitive manual operations of 
creating 3D shape sequences for every new character. Face reconstruction techniques 
based on 3D Morphable Face Model and deep learning provide one efficient solution 
to reuse existing databases and create believable facial animation of new characters 
just from images or video frames in seconds, which greatly reduce manual operations 
and loads of time.  
3D face reconstruction is widely used in commerce and industry. Traditional 3D 
reconstruction methods can be divided into two categories: 1) active methods such as 
Structural light and Laser scanning, and 2) passive methods like Multi-view stereo, 
Shape-from-shading (SFS) and Data-driven reconstruction. Face reconstruction from 
a single image has been widely investigated in the fields of computer vision and com-
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puter graphics. There are many methods tackling this problem. Such as 3DMM meth-
ods, SFS, and Deep learning based methods.  
Apart from the above static 3D face reconstruction from a single image, reliable 
detection and recognition of faces has been an on-going research topic for decades. 
Face detection, face recognition and realistic face tracking remain a challenging task 
in dynamic environments, such as videos, where the problems of big data and low 
computational efficiency become much more serious. Reducing the data size but still 
keeping good realism and details is especially important for 3D face reconstruction in 
these dynamic environments.  
In this paper, we will review the state-of-the-art methods of 3D face reconstruction 
from a single image. The review will include three categories of 3D reconstruction 
methods, facial databases, and deep learning-based 3D face reconstruction methods 
with open source code.  
2 Single image-based 3D reconstruction methods  
3D reconstruction is the process of capturing the geometry and appearance of real 
objects. Face reconstruction from a single image (analysis by synthesis) has been 
investigated extensively in computer vision and computer graphics communities. To 
restore the geometry as well as the skin color of the face needs to obtain geometry 
information and color information from the image. The first step is to choose the ge-
ometry representation of a face model. It could be point cloud, depth map/normal map 
or parametric model. Among them, a parametric model is the most widely used repre-
sentation. Although faces are different, the geometric mechanism of faces is similar, 
which lays a foundation for expressing a complex face with few parameters and pa-
rameterized expression.  
Main 3D face reconstruction methods can be classified into three categories: 
Shape-From-Shading (SFS), 3D Morphable Face Model (3DMM), and Deep Learning 
(DL) based 3D face reconstruction. In what follows, we will briefly review them. 
Since Deep Learning (DL) based 3D face reconstruction is becoming a hot topic, we 
will give more details about various deep learning based 3D face reconstruction 
methods with open source code and evaluate four representative ones in Section 4, 
after we make a survey on existing databases for face reconstruction in Section 3. 
2.1 Shape-from-Shading (SFS) based 3D face reconstruction 
Shape-from-Shading [1] is a very basic and classic 3D reconstruction method. The 
basic principle is to use the brightness information of grayscale images and the prin-
ciple of brightness generation to obtain the normal vector of each pixel in a 3D space, 
and finally obtain the depth information according to the normal vector. We can get 
the geometric structure of an object by analyzing the changes of light and shade on 
the surface of the object. The reconstruction process is shown in Fig. 1. Shape from 
shading is known to be an ill-posed problem [2]. Therefore, SFS needs a reliable ini-
tial 3D shape as a reference to manually align the input facial image. With this prior 
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information, shape from shading is then used to restore the geometry. Features of 
facial symmetry have been used by many researchers to constrain this problem [3]. As 
an efficient and simple low dimensional representation, 3DMM to be reviewed below 
is widely used as an initial facial shape [4]. SFS can restore fine geometric details by 
optimizing the process given the light coefficient and reflection parameters. In the 
recent research study [5], the refinement exploits shading cues in the input image to 
augment the medium-scale model with fine-scale static and transient surface details. 
Compared with traditional 3DMM, SFS can get better details of a human face. It is a 
good way to add details such as acne skin and wrinkles to the 3D face model.  
 
Fig. 1. Shape-from-shading based reconstruction: input image, estimated normal map, and 
rendered model (from left to right) [16]. 
2.2 3D Morphable Face Model (3DMM) based 3D face reconstruction 
Reconstructing a 3D face shape from a single 2D photograph or from a video frame is 
an inherently ill-posed problem with many ambiguities. One way of solving some of 
the ambiguities is to use a 3D face model to aid the task. 3D Morphable Face Models 
(3DMMs) also called 3D model fitting have been developed for this aim. In 1999, 
Vetter and Blantz [6] introduced the 3DMM for the synthesis of 3D faces, a principal 
component analysis (PCA) basis for representing faces. It is one of the most common-
ly used methods for face reconstruction from a single image [7]. The advantage of 
using the 3DMM is that the solution space is constrained to represent only likely solu-
tions, so that the problem could be simplified. In 2016, Zhu [8] proposed an automatic 
reconstruction process for 3DMM. Still, the automated initialization pipelines usually 
do not produce the same quality of reconstructions when only one image is used. In 
addition, the 3DMM solutions cannot extract fine details since they are not spanned 
by the principal components. The common 3DMMs used for facial tracking include 
Surrey Face Model (SFM), the 3D morphable face model created at the University of 
Surrey by Huber [9], and Basel Face Model (BFM) created at the University of Basel 
by Paysan et al. [10]. BFM is a generative 3D shape and texture model. It uses the 
principal component regression (PCR) model to carry out regression 2D face markers 
and reconstruct 3D faces with higher shape and texture accuracy (Fig. 2).  
Although the 3DMM greatly reduces the data size and raises the computational ef-
ficiency, it cannot describe 3D models with high details and good realism due to the 
reduction of the computational accuracy.  
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Fig. 2. BFM 2019 [12] shape, expression, and appearance variations. 
2.3 Deep Learning (DL) based 3D face reconstruction 
In the past few years, deep learning methods have revolutionized computer vision 
[12]. With the development of deep leaning, the classical 3D morphable face model-
ling and parameter estimation techniques are being replaced by or combined with 
deep learning [13]. Due to the speed and robustness of deep network, reliable perfor-
mance is also achieved on large poses and in-the-wild images. Moreover, deep learn-
ing methods are adapted at extract fine details like wrinkles. Clearly, deep learning 
has made some achievements in 3D face reconstruction and face appearance model-
ing, especially in the following four aspects: frontal face to arbitrary poses, occlusion 
handling, separation of training and testing, synthetic data and unsupervised real im-
age [14].  
Deep learning-based face reconstruction methods normally contain 2 parts: a data-
base and pipeline of 3D face reconstruction process (Fig. 3). One of the most im-
portant factors for the success of deep learning-based 3D face reconstruction is the 
availability of large amounts of training data [15]. We will discuss 2D and 3D face 
data-bases in Section 3. 
The pipeline of 3D face reconstruction process can be classified as coarse face re-
construction and fine detail (wrinkles and pores) face reconstruction. For the coarse 
face reconstruction, face landmarks or 3DMM parameters are treated as supervision 
signal for training. Dense fine detail reconstruction methods predict dense shape vari-
ation rather than low-dimensional parameters. 
 
Fig. 3. Pipeline of deep learning based 3D face reconstruction Network architecture for DFDN 
[15], blue part for coarse model synthesis, and yellow part for fine detail synthesis. 
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3 Face Databases 
Face databases are fundamental for 3D face reconstruction and evaluation. In this 
section, we review existing face databases. In general, existing face databases could 
be divided into two categories: 2D face databases (Table 1), and 3D face databases 
(Table 2). 
Table 1. Comparison of 2D face databases  
Dataset  Subjects landmarks Images Resolution Male Year Ref 
PUT 100 30 9,971 2048x1536 89% 2008 [18] 
Multi-PIE 337 68 750k 3072x 204 - 2010 [19] 
MUCT 276 76 3,375 480x640 49% 2010 [20] 
SCface 130 21 4.16k 1200x1600 88% 2011 [21] 
AFLW  - 21 25993 - 41% 2011 [22] 
GBU 437 - 6.51k 128x128 58% 2012 [23] 
Helen - 194 20330 1200x900 - 2012 [24] 
300-W 300 68 600 16.2k, 3.3M - 2013 [25] 
FaceScrub 530 - 10.6k - 50% 2014 [26] 
IJB-A 500 - 25k - - 2015 [27] 
VGG-Face 2,622 - 2.6M 256x256 47% 2015 [28] 
CelebA 10,177 5 202k 512x512 50% 2015 [29] 
UMDFaces 8,277 21 8277 - - 2016 [30] 
MegaFace 690,572 49 1m 100x100 - 2016 [31] 
LS3D-W - 68 230k - - 2017 [32] 
LFW 5,749 - 13k 250x250 77% 2018 [33] 
FFHQ - - 70k 1024×1024  2019 [34] 
Tufts 113 - 10k - 34% 2020 [35] 
Table 1 above shows some popular 2D face databases since 2008. It provides the 
information about the numbers of subjects, landmarks, and images as well as resolu-
tion, gender of the subjects, year of creation, and the publications for these 2D face 
databases.  
Among the 2D face databases shown in Table 1, the most commonly used 2D face 
databases are Multi-PIE [19], 300W [25] and CelebA [29]. The CMU Multi-PIE face 
database contains more than 750,000 images of 337 people with a range of facial 
expressions [19]. 300W is well known because it was the first facial landmark locali-
zation Challenge [25]. CelebFaces Attributes Dataset (CelebA) is a large-scale face 
attributes dataset with more than 200K celebrity images, each with 40 attribute anno-
tations [29].  
Table 2 below shows existing 3D face databases since 2006. The methods used to 
create 3D databases can be either active or passive. Active methods are Structured 
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Light Systems (SLS), Laser Scanners (LS) and Time-of-Flight (TOF) sensors.  Pas-
sive approach could be Multi View Stereo (MVS).   
Table 2. Comparison of 3D face databases 
Dataset  Subjects Express Vertex Source* Male Texture Year Ref 
ND2006 888 6 112k LS - 640×480 2006 [36] 
BU-3DFE 100 25 10-20k SLS 44% 1300×900 2006 [37] 
BU-4DFE 101 6 30-50k SLS 43% 1040×1329 2008 [38] 
UoY 350 10 5-6k KN - 360 x 240 2008 [39] 
Bosphorus 105 35 35k SLS - 1600×1200 2009 [40] 
BJUT-3D 1200 1-3 200k LS 50% 478 ×489 2009 [41] 
D3DFACS 10 38AU 30k MVS 40% 1024×1280 2011 [42] 
Florence 53 1 30-40k KN 75% 3341×2027 2011 [43] 
FaceWarehouse 150 20 11k KN - 640×480  2014 [44] 
BP4D-Spontan 41 27AU 37k MVS 44% 1040×1392 2014 [45] 
BP4D+ 140 7AU 30-50k MVS 41% 1040×1392 2016 [46] 
UHDB31 77 1 25k MVS 69% 2048×2448 2017 [47] 
4DFAB 180 6 100k KN 66% 1200×1600 2018 [48] 
EB+ 60 7AU 30-50k MVS 41% 1040×1392 2019 [49] 
Facescape 938 20 2m MVS - 4096×4096 2020 [50] 
BFM 200 - 53490 SLS 50% 768 x 1024 2009 [9] 
SFM 169 - 29587 SLS - 768 x 1024 2016 [10] 
LSFM 9663 - 53215 - 48%  2017 [51] 
LYHM 1212 -   50%  2017 [52] 
*MVS-Multi view stereo, KN-Kinect, SLS-Structure light system, LS-Laser scan. 
 
3D face databases normally contain facial images aligned with their ground truth 
3D shapes. These databases are essential for 3D face reconstruction and evaluation. 
For example, Basel face model (BFM) [9] are commonly used for 3D face reconstruc-
tion, and BU-3DFE (Binghamton University 3D Facial Expression), BU-4DFE and 
BP4D-Spontaneous are normally used for evaluations.   
4 3D face reconstruction methods based on deep learning 
In this section, we review the recent development of open source 3D face reconstruc-
tion methods based on deep learning. First, we identify 10 methods with open source 
code, which were published between 2018 and 2020. Then, we evaluate four repre-
sentative ones using their open source code. 
 
 
[58] [54] [52] [55] [51] [53] [56] [15] [57] [48] 
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Fig. 4. An overview of state of the art 3D face reconstruction methods 
Table 3. List of 2018 to 2020 open source 3D face reconstruction methods. 
Method  Dataset Vertices Coarse Fine Year Ref 
ExpNet CK+, EmotiW-17 - √  2018 [53] 
ITW 300W, BFM 5k √  2018 [54] 
MGCNet 300W-LP, Multi-PIE 36k √ √ 2018 [55] 
PRNet 300W-LP, BFM 43,867 √  2018 [56] 
DF2Net CACD, BU- 3DFE 7-13k  √ 2019 [57] 
DFDN AffectNet 53,149 √ √ 2019 [15] 
Facescape Facescape 12,483 √ √ 2020 [50] 
Caricature WebCaricature 6144 √  2020 [58] 
3FabRec 300W - √  2020 [59] 
UnsupNet CelebA, BFM - √  2020 [60] 
 
The identified 10 methods with open source code are shown in Table 3 and Fig. 4. 
Among them, UnsupNet [60], PRNet [56], DF2Net [57], and DFDN [17] will be 
evaluated in Subsections 4.1, 4.2, 4.3, and 4.4, respectively. In what follows, we brief-
ly review other methods listed in the table 3.  
ExpNet [53] produces expression coefficients, which better discriminate between 
facial emotions than those obtained using the state-of-the-art facial landmark detec-
tion techniques. 3D Face Morphable Models In-the-Wild (ITW) proposed in [54] 
provide a new fast algorithm for fitting the 3DMM to arbitrary images. The work 
captures the first 3D facial database with relatively unconstrained conditions. Multi-
view Geometry Consistency (MGCNet) [55] first proposes an occlusion-aware view 
synthesis method to apply multi-view geometry consistency to self-supervised learn-
ing. Then, it designs three novel loss functions for multi-view consistency, which are 
the pixel consistency loss, the depth consistency loss, and the facial landmark-based 
epipolar loss. Facescape [50] presents a 3D Face Dataset containing 938 subjects and 
provides a fine 3D face construction method. Based on the constructed dataset and a 
nonlinear parametric model, Caricature [58] proposes a neural network based method 
to regress the 3D face shape and orientation from the input 2D caricature image. Fast 
Few-shot Face alignment by Reconstruction (3FabRec) [58] first trains an adversarial 
autoencoder to reconstruct faces via a low-dimensional face embedding. Then, it in-
terleaves the decoder with transfer layers to retask the generation of color images to 
the prediction of landmark heat maps. 
Through the investigation, we selected 4 representative methods: UnsupNet, 
PRNet, DF2Net and DFDN, and run their open source code with our selected image 
databases. The obtained results are given and discussed in the following subsections. 
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4.1 UnsupNet 
The 3D facial models reconstructed from UnsupNet [60] are shown in Fig. 5. Unsup-
Net learns 3D deformable object categories from single RGB images without external 
supervision. The method is based on an automatic encoder that decomposes each 
input image into depth, albedo, viewpoint, and illumination. For separating these 
components without oversight, it works well in symmetric structures.  
Compared to other methods, UnsupNet could reconstruct the 3D models of human 
faces, cat faces, cars and other symmetric objects from single RGB images without 
any supervision or prior shape model such as 3DMM. However, UnsupNet has poor 
performance in reconstructing 3D faces with large poses and occlusion. 
 
Fig. 5. The result of UnsupNet 
4.2 PRNet 
3D face reconstruction and face alignment are closely linked problems. Although a lot 
of work has been done to achieve both goals by obtaining 3DMM coefficients, it is 
limited by the quality of the model space. PRNet [56] can simultaneously reconstruct 
the 3D facial structure and provide dense alignment. A UV position map is created to 
record 3D position under UV coordinates. By using encoder-Decoder network mode, 
the joint task of 3D face reconstruction and dense face alignment from single RGB 
face images can be realized end-to-end. By using the 300W-LP database consisting of 
300 indoor and 300 outdoor images downloaded from the web [25] as a training set, it 
can also get better results for the faces with large variations in poses.    
 
Fig. 6. The result of PRNet 
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The 3D facial models reconstructed from PRNet [56] are shown in Fig. 6. In gen-
eral, it can be divided into three parts: 3D face model, UV graph representation of 3D 
point cloud, and network structure design. The 3D model can be built on the Basel 
Face Model (BFM) [9] by 3DMM coefficient, while the expression can be built by the 
FW Model. The sum of the two is then projected to the camera coordinate system 
through the Pose (attitude Angle, translation and scale) parameters.  
The advantages of PRNet [56] are model-free, reference-free, and not Voxel-based. 
The reconstruction and alignment work fine, including dense alignment of both visi-
ble and non-visible points (including 68 key points). The disadvantages are lack of 
details and low texture resolution. In addition, the distinct stripes could be seen on the 
model.  
4.3 DF2Net  
A deep Dense-Fine-Finer Network (DF2Net) [57] could decompose the reconstruc-
tion process into three stages: D-Net, F-Net, and Fr-Net. Training data are generated 
by 3DMM.  D-Net uses U-Net architecture proposed in [61] to map input images to 
dense depth images. F-Net refines the D-Net output by fusing depth and RGB domain 
characteristics, and its output is further enhanced by Fr-Net using a novel multi-
resolution super column structure. In addition, three types of data: 3D model synthesis 
data, 2D image reconstruction data, and fine facial images, were introduced to train 
these networks.  
 
Fig. 7. The result of DF2Net 
The 3D facial models reconstructed from DF2Net [56] are shown in Fig. 7. The 
qualitative evaluation shows that DF2Net can effectively reconstruct facial details, 
such as small crow's feet and wrinkles. It can perform qualitative and quantitative 
analysis of real world images and BU3DFE datasets [37] with superior or comparable 
performance to the most advanced methods. 
Apart from that DF2Net can reconstruct good details, especially for wrinkle and 
crow's feet, the reduction degree of the image is also very good. The disadvantages of 
DF2Net are: 1) when the mesh is incomplete, only partially detected face is recon-
structed, 2) the eyes are sculptured concave, and 3) large poses, half face, and occlu-
sions are not recognized and could not be reconstructed sometimes. Compared with 
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PRNet, DF2Net is less robust but can create more personalized with individual de-
tails. 
4.4 DFDN 
The Deep Facial Detail Net (DFDN) method [17] is adept at recovering fine geomet-
ric details like wrinkles. For facial detail synthesis, it combines with supervised and 
unsupervised learning. The method is based on Conditional Generative Adversarial 
Net (CGAN) that adopts both appearance and geometry loss functions. The 3D facial 
models reconstructed from DFDN [15] are shown in Fig. 8. Compared with other 
methods, DFDN takes the longest time to reconstruct the 3D models. One of the rea-
sons for this is DFDN conducts emotion prediction to determine a new expression-
informed proxy, which is quite useful in animation. On the other side, emotion predic-
tion could also lead to under-regularized global shape and inaccurate prediction for 
single image input. For example, a neutral face pose with lip drop might lead to open 
mouth surprise prediction as shown in Fig. 8.   
 
Fig. 8. The result of DFDN 
4.5 Evaluations 
This subsection compares the visual results of UnsupNet, PRNet, DF2Net and DFDN 
shown in Fig. 9. The UnsupNet method shows inaccurate global model and limited 
details. The global reconstruction by 3DMM and PRNet is normally over-regularized 
and misses details like winkles. In contrast, DF2Net and DFDN could capture details 
but the reconstructed 3D model is under-regularized.  
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Fig. 9. The mesh and textured results obtained from UnsupNet, PRNet, DF2Net, and DFDN. 
All the tests and comparisons were conducted on a desktop PC with an Intel CPU 
i7-8650U at 2.11 GHz, 16GB of RAM and NVIDIA GeForce GTX1060. As for the 
running time for each 3D reconstruction, UnsupNet takes about 12 seconds to obtain 
3D mesh. PRNet takes about 90 milliseconds to obtain both 3D mesh and 68 2D 
landmarks. The number of vertices of reconstructed mesh is 43,867. DF2Net takes 
about 20 seconds to obtain point cloud and takes 420ms to obtain 3D mesh with 
77,767 vertices. DFDN takes about 1 minute and 47 seconds to obtain 3D mesh, tex-
ture, and the displacement map with 53,149 vertices.  
5 Conclusions and future research directions 
 
In this paper, we have provided a detailed survey about state-of-the-art methods in 3D 
face reconstruction from a single RGB image. We reviewed 3D morphable model, 
shape from shading, and deep learning based 3D face reconstruction methods, intro-
duced commonly used 2D and 3D face databases, identified 10 deep learning-based 
3D face reconstruction methods with open source code, and evaluated and compared 
four representative ones. How to optimize the coarse-to-fine framework and keep the 
balance of global shape and fine facial details are still unsolved challenges. 
In the future, the challenges are how to improve the comparability of 3DMM, find 
the balance of global shape and fine facial details, add the other parts of parametric 
models, such as eyes, teeth, hair and skin details, and develop an efficient method to 
improve the processing time for future scenario use. Moreover, the solution should be 
robustness and be able to deal with a variety of light conditions; sometimes hard 
shadows can lead to incorrect normal map or displacement estimates. Furthermore, 
the solution also needs to take into account the effects of large pose and occlusion 
(such as hair or glasses). Another limitation of existing techniques is that they cannot 
handle blurry images and low-resolution images. The geometric detail prediction 
scheme normally relies heavily on the resolution of pixels. Therefore, the preprocess 
should be able to sharp the RGB image or correct the perspective to achieve distor-
tion-free wide-angle portrait.  
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Overall, although existing research has been carried out in 3D face reconstruction, 
the research in this field is still incomplete and there are still many problems to be 
studied. Realizing an automatic and real-time system capable of handling uncon-
strained environmental conditions will open up huge potential for new applications in 
the gaming, safety and health industries. We hope that this survey will provide a use-
ful guideline for current and future researchers in this field. 
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