Plans for future optical telescopes of diameter more than 10 m are based on segmented mirrors, made up of hundreds or even thousands of segments. A challenge for these telescopes is the alignment in piston (cophasing) where phase differences between individual segments have to be reduced to a small fraction of the observing wavelength in order to avoid degradation of image quality.
I N T RO D U C T I O N
The largest ground-based telescopes operating at visible and infrared wavelengths employ segmented primary mirrors (Nelson & Gillingham 1994; Booth et al. 2003) . The next generation of Extremely Large Telescopes (ELTs), which will have primary mirrors of diameter 30-100 m, will of necessity employ segmented mirrors. Finding cophasing methods viable for ELTs has therefore become a major concern in telescope development .
Several cophasing methods have been proposed, based on the wavefront sensors used for optical testing and adaptive optics (AO), including Shack-Hartmann sensing (Chanan, Ohara & Troy 2000; Schumacher, Devaney & Montoya 2002) , curvature sensing (Chanan, Troy & Sirko 1999) , phase diversity (PD) (Löfdahl et al. 1998) , Mach-Zehnder interferometry (Yaitskova 2003) and pyramid sensing (Esposito et al. 2003) . The first two approaches are applied at the Keck telescopes and will also be used at the Gran Telescopio Canarias (GTC) .
The basic approach common to nearly all techniques is to measure local piston differences (called piston steps, PSs) between adjacent segments, using an algorithm particular to each technique. This gives up to three measurements per hexagonal segment, forming a set of overdetermined linear equations which can be solved using, for example, singular value decomposition (SVD) (Schumacher et al. 2002) . As a result, one piston value per segment is obtained. Using monochromatic light, the measurement range is fundamentally limited to ±0.5λ at the wavefront (@WF) or ±0.25λ at the mirror surface (@MS). (Note that throughout this paper piston values are measured at the wavefront.) This can be sufficient for periodic calibrations, where submicron ranges are needed, but initial calibrations E-mail: Achim.Schumacher@iac.es after segment replacements need measurement ranges larger than the precision of the mechanical positioning process, which is of the order of several microns. In order to extend the range, special measurements with b1road-band filters can be employed (broad-band technique) (Chanan et al. 1998) , or a series of measurements with different narrow-band filters can be taken (multiwavelength technique, MWT). The latter method is faster since fewer exposures are needed, but is stable only if measurement errors are well controlled and below a certain limit (Löfdahl & Eriksson 2001; Schumacher et al. 2002) . We will show that the method proposed in this paper is applicable to MWT.
Since this technique uses defocused images, we will first give an overview of similar techniques. The phase discontinuity sensing (PDS) technique applied at the Keck telescopes will be described in more detail, followed by a description of our modification, which we refer to as DIPSS (diffraction image phase step sensing) (Hubin 2004) . Our goal to further develop PDS was to maintain the advantages (cost effectiveness and easy installation due to lack of dedicated hardware) while overcoming the drawbacks (small capture range, need of infrared equipment, iterative process), especially when applied to ELTs. We have achieved this goal by means of a doubling of the intrinsic capture range, reduced single measurement errors and an improved MWT. The results of simulations and laboratory tests are discussed in detail. Chanan & Pintó (2004) have also further developed a broad-band version of PDS in order to extend the capture range. While we believe that this solution is adequate for 10-m class telescopes, it still has two main drawbacks: the need for infrared hardware and the need for many exposures. While the last point is only of minor importance on a 10-m class telescope, where segments are seldom replaced and the large range is only needed on rare occasions, a long measurement time would be a severe problem on ELTs, where segments have to be replaced for recoating almost on a daily basis.
C O P H A S I N G W I T H D E F O C U S E D I M AG E S
Different techniques exist which allow phase to be detected from one or more in-focus or out-of-focus images. These techniques have the advantage of requiring little or no dedicated hardware; imaging cameras which already exist on the telescope are employed. Phase retrieval (PR) (Fienup 1982) refers to the recovery of phase from a single in-focus image, while PD usually refers to phase recovery from an in-focus and a slightly out-of-focus image (Paxman & Fienup 1988) . PR and PD rely on iterative techniques to recover the phase, since the pupil plane phase is related in a highly non-linear way to the image plane intensity. In classical curvature sensing, the image planes are sufficiently removed from the focus to allow a geometric optics assumption to be employed -local differences in intensity between two defocused images at the same distance from the focus are proportional to the local wavefront curvature, except at the edges of the pupil (Roddier 1988) .
Piston errors will lead to diffraction effects in images (both infocus and out-of-focus), while they have no effect on images if a geometric optics model is assumed. Piston errors may therefore be measured by PR or PD, since these techniques are based on physical optics. However, on ground-based telescopes, PR and PD will be severely limited by atmospheric turbulence (seeing). An attempt to measure piston errors at the Keck telescopes using PD was moderately successful (Löfdahl et al. 1998) .
In curvature sensing, the images may be defocused to such an extent that the blur due to seeing is smaller than the diffraction signal due to the piston error. In this case, the diffraction signal will be easily detectable, although an analysis different from that in classical curvature sensing has to be used. This approach has been applied successfully at the Keck telescopes by Chanan et al. (1999) , and they refer to it as PDS. It is applied at a wavelength of 3.3 μm using an existing infrared instrument. The capture range is ±0.25λ (@WF), and it has been demonstrated by comparison with Shack-Hartmann piston sensing at the Keck telescopes.
Here, we present a development of this approach in which we demonstrate cophasing at visible wavelengths using either a single image or a pair of defocused images.
T H E O R E T I C A L BAC K G RO U N D
The interference signal due to a single PS was derived analytically by Rodrígez & Fuensalida (2003) as an extension of the classical Fresnel treatment of diffraction at a semi-infinite opaque screen. Instead of a screen which is opaque for x < 0 and transparent for x > 0, a screen is supposed to introduce a phase difference φ = 2π/λ × PS to the incoming plane wave at x = 0. The coordinate x is perpendicular to this PS and parallel to the plane of the screen. In a detector plane, parallel to the plane of the screen but a propagation distance z away, the intensity as a function of x is given by
where C and S are the usual Fresnel cosine and sine integrals, and ρ determines the signal width. Since the PS is supposed to be of infinite length, the formula does not depend on the position along the PS. The formula is valid for collimated light. In the case of a converging light beam, as in a segmented mirror telescope of focal length f , one can no longer define z as the physical distance between the segmented mirror and the detector plane. Instead, defining the effective propagation distance z as
where l is the distance from the focal plane, and the signal width in the defocused detector plane as ρ defoc = ρl/ f , the formula remains valid. The left-hand plots of Fig. 1 show the signal shape, and the right-hand plots show the difference signal S, derived from the preand post-focal intensities:
Here, we generalized the scalar x to x, a two-dimensional position vector in the detector plane, where x = 0 is the position of the telescope optical axis. In the difference signal, the first zero-point is at a distance 1.27ρ from the PS, i.e. the full width of the first peak isρ = 1.27ρ. Formula (1) describes a PS of infinite length, with an otherwise perfect wavefront. In order to calculate the two-dimensional defocused image of a real mirror, including segment figure aberrations and seeing, a different mathematical approach is needed. Northcott (Adaptive Optics in Astronomy 1999) describes two alternatives to numerically apply the Fresnel-Kirchoff diffraction formula: the Fourier technique and the convolution technique. The complex amplitude at a plane where the pupil has propagated a distance z is given in the convolution technique by
where x is again a two-dimensional position vector in the detector plane, v is a spatial frequency vector and W (u) = a(u) exp(iφ(u) ) is the complex pupil function, with the position vector in the pupil plane u, phase φ(u) and amplitude a(u). Equation (5) can be thought of as first transforming to the image plane, and then transforming to a defocused pupil plane. Sample results are shown in Fig. 2 . In the Fourier technique the complex amplitude is given by
which is simply a Fourier transform with a spherical phase factor (defocus) added to the pupil phase. With equations (5) or (6) it suffices to construct the discrete pupil phase φ including segment piston errors and other aberrations that are to be simulated, in order to obtain the image intensity |A(x, z)| 2 at the detector plane. Using the convolution technique, the size in pixels per dimension of the defocused pupil at the detector plane, N P,x , remains the same as that at the pupil plane, N P,u , while using the Fourier technique, N P,x decreases with increasing propagation distance:
where the pixel number used for the Fourier transform is N T × N T . The factor D 2 /λz derives from the spherical phase factor in equation (6). Note that N Fourier P,x depends on telescope parameters and on the fraction N T /N P,u , which should be greater than or equal to 2. Of course N T has to be larger than N P,x , so that using the Fourier technique one gets the condition N T > 2D 2 /(λz). For short propagation distances or large diameters the Fourier transformation arrays become very large, making the Fourier technique impractical to be used. We therefore use the convolution technique in our simulations, in which the only condition on the array size is that N P,u will adequately sample the mirror geometry and aberrations, and N P,x = N P,u is larger than or equal to the pixel size of the detector used. Telescope parameters as in Fig. 2 (iii) allow the use of either simulation technique, and we used this to crosscheck our simulations.
Long exposure images including the averaged effect of atmospheric turbulence can be simulated by filtering with the atmospheric optical transfer function (OTF) (Roddier 1981) . This is straightforward to apply to the Fourier technique, while in the convolution technique one has to take into account the fact that the size in pixels of the complex amplitude remains constant. This can be achieved by using N Fourier P,x , given in equation (7), in the calculation of the atmospheric OTF.
The question arises as to what propagation distance z should be employed. This choice influences the seeing dependence and the signal width, which in turn determines the signal crosstalk from nearby segment edges as well as the signal sampling of the detector in use. Chanan et al. (1999) use three conditions for PDS, although they use them to find the best wavelength when all other parameters are already fixed. Although the basic idea is the same, we make different assumptions and derive different formulas.
(i) Seeing: The angular size of the telescope image due to atmospheric turbulence is approximately λ/r 0 (λ) radian. At the defocused image plane, this corresponds to a physical size of σ defoc = λ/r 0 ( f − l). The full peak width at the defocused image plane is given byρ defoc = 1.27ρl/ f . In order for any signal not to be significantly reduced by the atmospheric turbulence, the signal width should be some factor ξ σ larger than the image blur due to the turbulence: σ defoc ξ σ <ρ defoc . Including the wavelength dependence of the Fried parameter, r 0 (λ) = r 0 (λ 0 ) (λ/λ 0 ) 6/5 , one gets
The seeing dependence expressed as ξ −1 σ increases as the square root of the propagation distance, while increasing the wavelength allows the use of longer propagation distances. As an example, the seeing dependence at λ = 3.3 μm and z = 77.9 km is the same as that at λ = 700 nm and z = 8.9 km. In both cases, a Fried parameter of r 0 (500 nm) = 0.25 m results in ξ σ =ρ defoc /σ defoc = 4, which reduces the difference signal amplitude by 6 per cent. Using λ = 3.3 μm and z = 8.9 km results in ξ σ = 13, and an amplitude reduction of only 0.9 per cent. In Section 5, some similar simulation examples are shown. As will be seen, the analysis still works with seeing blurred signals, as long as the actual seeing condition is known with a required precision which depends on ξ σ . An amplitude reduction of 20 per cent is a comfortable limit, with a corresponding lower limit for ξ σ of 2.
(ii) Signal crosstalk: In the proposed analysis process, a subimage over each segment edge is taken (see Fig. 4 ). If l sa is its length along the edge, and l hex the length of a segment edge, then P = l sa /l hex should be close to unity in order to use as many of the photons available as possible as well as to average over segment surface aberrations. However, the nearest neighbouring segment edges produce signals which are rotated by 120
• . These signals interfere with the signals of the edge under consideration and can produce measurement errors. A critical value ρ 0 can be defined such that the first zero-point (in a difference image) of the interfering signal coincides with the subimage border:
1.27
We get the condition that the signal width should be some factor ξ c smaller than ρ 0 : ρ < ξ c ρ 0 , or
In Section 6.3, we present corresponding simulation results and show that an upper limit for ξ c is 0.8. As an example, with Keck parameters l hex = 0.9 m, λ = 3.3 μm, f = 250 m, and P = 0.3, one obtains z < 18 km or l > 3.5 m.
(iii) Signal sampling: We define the detector signal sampling as ν = ρ/s, where s = D/p is the size of one pixel when projected on to the mirror and p is the number of detector pixels spanning the mirror diameter D. The condition then is simply that ν has to be larger than some value ξ s , or
In Section 6.4, we present corresponding simulation results and show that a lower limit for ξ s is about 5.
Combining these conditions, one obtains different best values for z depending on the wavelength used and on the seeing conditions. If one wants to use wavelengths as small as 700 nm, then for r 0 (500 nm) = 0.2 m, l hex = 0.9 m, P = 0.3, D = 10 m, p = 1024, ξ σ = 2, ξ c = 0.8 and ξ s = 5, the conditions are (i) z < 26 km, (ii) z < 84 km and (iii) z > 7 km. Using a range from 7 to 26 km, all conditions are fulfilled. For λ = 3300 nm, these parameters result in (i) z < 224 km, (ii) z < 18 km and (iii) z > 1.5 km. It will be shown in Section 6.5 that there might be additional telescope specific limits on z.
For an ELT with D = 50 m and p = 4096, only condition (iii) changes. At λ = 700 nm (iii) z > 11 km is in accordance with the other conditions. Using exclusively infrared wavelengths, a lowerresolution detector with p = 2048 could be used, resulting in (iii) z > 9 km. If the p = 2048 detector is to be used for λ = 700 nm, then condition (i) z < 26 km results in ξ s 3.9, and some problems due to signal sampling are to be expected.
Small propagation distances make the use of re-imaging optics like a collimator system necessary, so that the size of the defocused image can be adapted to the detector size. This is an additional hardware component, but in turn it removes the necessity for infrared hardware, as we have seen. A collimator has the additional advantage that the propagation distance can be varied and therefore can be adapted to the current seeing condition. On ELTs, the re-imaging optics is necessary anyway. Without it, the propagation distance is given by the detector size, since the image size scales with l/f and at the same time should be approximately equal to the detector size for best signal sampling. This is the case of the PDS system at the Keck telescopes.
P H A S E D I S C O N T I N U I T Y S E N S I N G
At the Keck telescopes, the parameters including the propagation distance used, result in defocused images similar to Fig. 2(iii) . Chanan et al. (1999) developed a technique called PDS to retrieve piston information from difference images. Individual segment pistons are measured directly rather than PSs between adjacent segments. This is possible because at the propagation distance used, the signal inside one segment is to first order independent of the surrounding segment pistons, as long as those pistons have zero mean. This is shown in Fig. 3 . The PDS analysis is based on subimages a little larger than a segment and centred on one segment. For each telescope segment a set of templates is simulated, in which the centred segment has different known piston values spanning the range of one wavelength, and the surrounding segments are perfectly phased. From a real telescope difference image, a subimage is extracted for each segment and compared to the corresponding set of templates by cross-correlation. From the resulting set of correlation coefficients, the segment piston values are interpolated. After several iterations, in which the segments are positioned in piston according to the measured values, the piston values approach the end precision.
While providing a reliable method for phasing segmented mirrors, PDS has some drawbacks. In particular, the low first-iteration precision makes it an iterative technique and prohibits the use of MWT. This low precision is due to the special condition that surrounding segments have zero mean pistons. It also has to do with the large propagation distance employed, violating condition (ii) of Section 3. Additionally, the measurement range is limited to ±0.25λ (@WF) as opposed to the principal limit of ±0.5λ (@WF), as will become clear in the next section. In order to comply with condition (i), infrared wavelengths have to be used, which complicates hardware requirements (unless an existing IR instrument can be used, as is the case at the Keck telescope) and reduces end precision.
D I P S S A NA LY S I S
As was shown before, choosing a small propagation distance as in Fig. 2(i) , allows all the conditions in Section 3 to be satisfied, thereby minimizing the measurement errors and also allowing the use of visible wavelengths. However, a different analysis method has to be applied, such as the one described here and applied in the following sections.
From a real telescope image, whether a defocused or a difference image, subimages of all segment edges are extracted, as indicated in Fig. 4 (left-hand panel) . The projection along the segment edge results in signals as in Fig. 4 (right-hand panel) . The behaviour of these signals as a function of PS can be found using equation (5) or (1). It is equal for all segment edges of the telescope and shown in Fig. 1 for different PS spanning the range of one wavelength. This is an important fact for application on ELTs, since it is not necessary to simulate the complete telescope. In the left-hand plots, the normalized pre-focus signal I (x)/I 0 is plotted, and in the righthand plots the corresponding difference signal S. From both the pre-focus signal and the difference signal a value can be extracted which allows PS retrieval, applying calibration data obtained from simulations.
The difference signal has a fixed shape, while its amplitude varies sinusoidally with PS. As PS-sensing value we propose the integral of the left-half of the signal minus that of the right-half, divided by the integral width in pixels. See Fig. 5 . We refer to this as the integral value. Ideally, it is integrated only over one full peak width ρ on either side.
The signal of a single defocused image changes amplitude as well as shape with PS. In the case of using a single defocused image we propose to use as PS-sensing value the mean of each maximum value on both sides of the edge, minus the minimum value, multiplied by −1 if the absolute maximum is on the right-hand side. See Fig. 6 . We refer to this as the contrast value. As normalization factor the mean intensity of the complete pupil is used.
Calibration curves of integral and contrast values for different wavelengths and propagation distances z are shown in Figs 7 and 8. Curves corresponding to different seeing conditions are included in each plot. The integral value calibration curves are exactly sinusoidal, i.e. to know the behaviour over the whole range it suffices to know the maximum amplitude at PS = ±0.25λ. The contrast value calibration curves are only approximately sinusoidal, with its maximum amplitude at PS = ±0.5λ. In order to determine the calibration data to sufficient precision, we need the contrast values at two points, e.g. at PS = 0.5λ and PS = 0.25λ. As can be seen in the figures, the calibration curves for difference images are unambiguous only within a range of ±0.5π, while the range for the contrast value is ±π (2π-ambiguity). We will show in the next section that it is essential to have measurements with 2π-ambiguity rather than sub-2π-ambiguity in order for the MWT to be stable. This result is very important and has to be stressed. Including single-plane images in the analysis not only doubles the intrinsic measurement range, but is also a pre-condition for the use of MWT.
The effect of seeing is to reduce the amplitude of the calibration curves, and its dependence on the wavelength and the propagation distance z (respectively ρ) has already been discussed in the context of condition (i). A modest seeing dependence of the calibration curve is acceptable as long as the seeing condition is known and the corresponding simulated calibration curve is used. Alternatively, the calibration curve can be obtained directly from a set of measurements in which the segments are stepped over a range of half the wavelength. Even one single exposure with arbitrarily phased segments might suffice to obtain the calibration curves for the current seeing condition: the maximum value of all PSs is supposed to be the maximum value of the calibration curve for the particular seeing.
S I M U L AT I O N R E S U LT S
In this section, various possible error sources are discussed. There are two cases with different acceptable error values: in routine cophasing runs, the PSs are well below the measurement range, and relatively large measurement errors PS are acceptable as long as they can be reduced iteratively, i.e. | PS| |PS|. Using difference images with its range of ±0.25λ, a practical maximum error is about ±0.15λ. If the range has to be extended, one can apply MWT, but then tighter error limits have to be met. We will first review this technique, before discussing the results of simulations.
Multiwavelength technique review
Measurements taken at a single wavelength λ i result, in the best case, in a 2π-ambiguity:
where PS i [0] is the result within the range of [0, λ i ], PS i is the measurement error, and k is an integer. Subindices denote the wavelength used. Using several wavelengths, one gets a similar equation for each wavelength, and to find the correct PS, one has to find the combination of k 1 , k 2 , . . . that fulfils all the conditions
For a given error PS, which is the maximum of all linear sums PS i + PS j , there exists a corresponding range within which it is guaranteed to find exactly one unambiguous result. The sub-2π-ambiguity case is more complicated and no range can be guaranteed to be without ambiguity.
Sample wavelength combinations with corresponding acceptable errors and achievable ranges are given in Table 1 . As can be seen, additional wavelengths can be used to enlarge the acceptable error as well as the range. Using four wavelengths, a PS of up to 10 per cent of λ 0 can be acceptable. A factor potentially limiting the range is the coherence length l c = λ 2 /(2 λ) of the narrow-band filters in use: l c should be a lot larger than the PS range.
We performed simulations of complete 10-m type segmented mirrors with initial piston values larger than λ, in which we simulated realistic measurement errors by including segment figure errors and using a different seeing condition for simulation and calibration. We could confirm that using the contrast value with its 2π-ambiguity, the mirror could be phased correctly when the measurement errors are below a limit that is given by the wavelength combination. However, in the case of using only difference images with their sub-2π-ambiguity, there was a high percentage of mirror realizations that could not be phased.
Seeing
As mentioned earlier, the amplitudes of the calibration curves are affected by seeing, and the actual seeing condition has to be known in order to calculate the correct calibration data. The effect of a wrong seeing estimation on the PS measurement error is shown in Fig. 9 for ξ σ = 2 and different PS. As expected, for PS in the flat part of the calibration curve the resulting error is the highest. If iterations are acceptable, then seeing estimation errors larger than 25 per cent are permissible. In order to guarantee errors below 3 per cent of λ for the MWT, the seeing has to be known to about 4 per cent for contrast values and 15 per cent for integral values. This can be relaxed to some extent, since the SVD equations are overdetermined and some of the measurements can be ambiguous. One can therefore tolerate ambiguous results for PS near ±0.5λ. A seeing estimation to about 20 per cent precision is sufficient to ensure that most measurements will have errors below 3 per cent of λ. For values of ξ σ larger than 2, less precision is needed.
Signal crosstalk
We tested the measurement error resulting from interfering signals by means of simulations as shown in Fig. 10 . The known step PS orig between segments 2 and 3 is measured, while segments 0 and 5 are dephased to a common value Piston if which is stepped between 0 and 2π. The resulting error varies with Piston if , and the maximum is plotted in Fig. 11 as a function of ρ. The following parameters were used for this figure: l hex = 0.9 m, P = 0.3, r 0 (500 nm) = 0.2 m, λ = 700 nm, resulting in ρ 0 = 0.215 m. Different values PS orig were simulated and are represented by distinct curves. As can be seen in Fig. 11 , the error increases abruptly for integral values when ρ > ρ 0 . Without seeing, a maximum error of 1 per cent of λ is already given for ρ > 0.6ρ 0 (not shown in the figure) . For contrast values, the error starts increasing at ρ > 0.75ρ 0 , independent of the seeing (Chanan et al. 1999 ) PDS simulation results (l = 0.8 m), (ii) parameters as in (i) but DIPSS analysis with P = 0.1, (iii) as (ii) but P = 0.5 and (iv) DIPSS analysis, l = 9.9 m (ρ = 0.12l hex < 0.8ρ 0 ). condition. For large signal widths ρ 0.35l hex , the complete border is affected by signals originating from other borders. At this limit, ρ 0 is not well defined and larger values of P can result in smaller crosstalk errors.
If MWT has to be used, then ρ should be below 0.8ρ 0 . If not, then larger values of ρ can be used and the error reduced iteratively. The parameters applied at the Keck telescope result in ρ = 0.43l hex . We tested DIPSS with these parameters for several random initial piston realizations and needed only two iterations in order to get better results as was reported for corresponding PDS simulations (Chanan et al. 1999 ) after 10 iterations, see Fig. 12 . Reducing the signal width to ρ < 0.8ρ 0 , the DIPSS first iteration precision is higher than the PDS end precision. In these simulations, the only source of error considered was signal crosstalk.
Signal sampling
In order to determine the detector resolution needed for a given signal width, we ran a set of one-dimensional simulations. First, a signal is simulated with high resolution to represent the real, in- coming intensity distribution. Then, this signal is rebinned to the detector resolution. While in standard simulations the PS always lies exactly between two adjacent pixels, in a real set-up it is somewhere between a pixel border and its centre. The effect of this shift is included in the results presented in Fig. 13 , where the maximum measurement error due to the signal sampling ν [as defined in Section 3 (iii)] is plotted for various PSs. Calibration data are simulated for rebinned but unshifted signals. For ν < 1 the errors reach values of about ±25 per cent of λ, which is the ambiguity range -the results become virtually arbitrary. For larger ν values the error reduces with decreasing PS, i.e. it can be reduced iteratively. If iterations are acceptable, then ν > 3 is sufficient. In order to guarantee errors below 3 per cent of λ for the MWT, one obtains ν > 5. In our simulations, segmented mirrors have been successfully phased with the MWT and ν 4.
Gaps and edge defects
It is extremely difficult to polish the edge of a mirror to the same precision as the centre. One can characterize this effect by an edge width, η, and amplitude, . These segment aberrations give rise to Figure 14 . PS measurement errors due to unequal edge defects on the two edges l and r as a function of ρ. Left-hand plots: integration values; righthand plots: contrast values; upper plots: no seeing; lower plots: r 0 (500 nm) = 0.3 m. η l = η r = 10 mm, l = 250 nm, r = 125 nm, λ = 700 nm. Edge defects are not included in the calibration data. Simulated PSs are as in Fig. 13 . signals near the segment borders which are comparable in amplitude to those due to PSs. We tested the error for unequal edge defects, for different PS values and as a function of ρ/η. The results are shown in Fig. 14. A similar behaviour can be observed for signals due to segment gaps. The integral value error is the highest for PS near 0.25λ and quickly approaches zero for small PS near 0 or ±0.5λ, i.e. the error can be reduced iteratively. Furthermore, if the edges and the gap are perfectly known, they can be included in the calibration, and the error reduced to zero.
A more complicated behaviour is obtained for the contrast value error. It approaches zero for large ρ/η, but below a critical value the measurement suddenly becomes unusable. Critical values for ρ/gap are even larger. Fortunately, seeing helps: while not affecting the integral value error, it reduces the critical values to ρ/η > 12 or ρ/gap > 18. The critical values are at the limit of small PS values where in the defocused image the decreasing amplitude of the PS signal becomes smaller than that of the PS-independent edge defect/gap signal. The critical values are no problem if both difference images and single-plane images are analysed: In this case, PS values are determined with the integral value, and the contrast value is only needed to resolve its sub-2π-ambiguity, for which valid measurements for |PS| between 0.5λ and λ are sufficient.
L A B O R ATO RY T E S T S
A laboratory experiment has been set up (Devaney & Schumacher 2004 ) using a 'piston plate' with precisely known piston differences between the segments, simulating a segmented mirror. Used in transmission, different physical thickness gives a different optical path length resulting in phase discontinuities that are equal to those resulting from a segmented mirror with piston errors. The dimensions of the segments are chosen such that the simulated mirror is an exact copy of the GTC primary mirror, with a demagnification factor of M = 1/1000.
The laboratory set-up is very simple: a system to produce a collimated light beam is followed by the piston plate and an image sensor. Different narrow-band filters ( λ 50 = 10 nm) can be placed in the light path. In order to keep the set-up as simple as possible, it is not foreseen to take difference images, since this would imply additional optical elements. Scaling from the GTC to the laboratory results, in particular, in: D lab = MD GTC = 11.35 mm, z lab = M 2 z GTC so that ρ lab = Mρ GTC , and r lab 0 = Mr GTC 0 . We used a propagation distance of z lab ≈ 4 cm (z GTC ≈ 40 km). The crosstalk condition of Section 3 then yields P < 0.52 for the largest wavelength used. The detector employed, a Canon EOS 300D with Bayer rggb-filter array positioned in front of the CMOS sensor, has a maximum pixel spacing of s = 18 μm for pixels with the same colour. Of the resulting image, we only analyse the colour component corresponding to the narrow-band filter applied in the measurement. With the resulting ξ s > 6.3 for λ = 640 nm and ξ s > 5.2 for λ = 440 nm, errors of up to 3 per cent of λ are to be expected due to signal sampling for |PS| ≈ 0.5λ.
The plate has four different segment heights relative to the substrate surface, as shown in the schematic drawing of Fig. 15 are within the steep region of the calibration curve, while for λ = 440 nm, the PS 628 and 664 nm equal 0.43λ and 0.51λ, respectively. These lie in the flat region of the calibration curve, where a higher measurement error is expected. As can be seen in the resulting laboratory-defocused images shown in Fig. 15 , the outer-ring segments of type A seem to be missing. This is because they have no height difference to the surrounding substrate, and hence no diffraction signal can be seen. All visible segment borders in the images are due to the diffraction effects described in Section 3.
Much effort has been put to obtain a flat intensity distribution in the collimated light beam. As a result, no flat-field correction of the images was necessary. A series of images was taken, with different narrow-band filters spanning the range from 440 to 680 nm. For each image, after providing the mirror centre position and the mirror angle relative to the sensor, the DIPSS analysis program automatically processes all PS sequentially and produces a vector of measured PS values. The differences between these and the piston plate specification values form a vector of PS measurement errors. Standard deviations σ P S steep and σ P S flat are calculated for all PS in the steep and in the flat region of the calibration curve, respectively. In Table 2 , the results are given for the different wavelengths used.
On a real telescope, the seeing condition must be provided in order to calculate the calibration data and measure the piston values. As was noted, the correct calibration data can also be determined using DIPSS images from the telescope with a range of segment pistons. In the laboratory case we cannot change the segment pistons, but we do know them, and so can use the experimental data to measure the effective laboratory seeing condition and find the correct calibration data. As can be seen in Table 2 , the measured seeing value, expressed as the Fried parameter at λ = 500 nm, is approximately constant, as it should be.
The measured PS standard deviations in the steep region of the calibration curve, σ P S steep , are constant at about 0.3 per cent of λ for wavelengths below 500 nm, and for longer wavelengths increase up to a value of 1.8 per cent for λ = 670 nm. This increase may be explained by less well-collimated light with larger intensity fluctuations at longer wavelengths at the set-up, as well as by the decreased sensitivity of the image sensor. The PS standard deviations in the flat region, σ P S flat , are, as expected, substantially larger. Note that any differences between the piston plate specification values and the real PS values are an additional error source which together with the DIPSS measurement errors adds to the σ presented in Table 2 . The results give therefore an upper limit on the PS fabrication standard deviation. The most precise estimation is given for small wavelengths and PS in the steep region. Run 798 gives an upper limit of 0.0034 × 440 nm = 1.5 nm, but is valid only for the small PS realizations. The smallest used wavelength that does not result in PS in the flat region is 580 nm. Analysing small and large PS separately for runs 801 and 668, results in an upper limit of 3.1 nm for small PS and 5.6 nm for large PS.
Using an SVD algorithm, a vector of measured piston values is retrieved from the measured PS values and compared to the piston plate specifications. Each PS value enters into this process weighted by its estimated error, which in our current analysis version is simply based on its position on the calibration curve -the flat region gets larger errors assigned than the steep region. The resulting standard deviation σ piston is also included in the table. The segment piston standard deviations σ piston are small for those wavelengths where no flat-region PS occur. For those wavelengths which include flatregion PS, σ piston increases up to about 10 per cent -some segments do not get well phased. In all runs, this value could be reduced to about 1 per cent by rejecting only a few PS measurements with the largest errors. On a real telescope these excludable PS may be found by an iterative SVD algorithm, but even if they are not found, these lower-value standard deviations are arguably more likely to be expected than the original, larger ones. This is because of the regular piston pattern of the piston plate -segments with PS in the flat region have all their PS in the flat region, while on a real telescope they are likely to have at least one PS in the steep region. Analysing difference images in addition to single-plane images would further reduce the number of PS in the flat region. In telescope practice, one could completely avoid the larger errors in the flat region of the calibration curve, using a second measurement either at a different wavelength or with changed segment pistons. The latter could also be applied for MWT in order to assure a steep-region measurement for each PS and wavelength.
We performed two preliminary tests of seeing dependence. In the first test, the original set-up was used, where a moving transparent CD cover was placed in the light path to simulate atmospheric turbulence (Thomas 2004) . The second test was performed at the European Southern Observatory (ESO) headquarters, where a turbulence simulator designed for AO tests was used. In both tests, increasing simulated turbulence resulted in a decreased Fried parameter as measured by the DIPSS analysis, as would be expected. At the same time, the measurement error σ PS was not found to depend on the simulated seeing condition. We are planning to include more turbulence tests in a future laboratory experiment (Gonté 2004 ).
C O N C L U S I O N
We propose a cophasing method, DIPSS, which is based on the PDS method applied at the Keck telescopes. It has advantages in common with PDS -minimal hardware and alignment requirements -which is important for large telescopes as the number of segments increases. At the same time it overcomes the PDS restrictions, in particular the short capture range, the iterative process and the need for infrared equipment.
While the principal difference with PDS in the set-up is only the use of larger defocus distances, the analysis is completely new. It includes the analysis of images at a single defocus plane, while the additional analysis of difference images is an option to reduce certain errors.
By means of simulations, we tested the DIPSS behaviour for various possible error sources and different instrument and analysis parameters. We give precise conditions on parameters such as the defocus distance and the detector resolution. The simulations show that, complying with these conditions, DIPSS achieves sufficient precision to use the MWT and enhance the measurement range, taking measurements at three or four different wavelengths. Laboratory tests, even restricted to single-plane images, confirm these conclusions and demonstrate phasing with a very simple setup when compared to other methods.
As a result, measurements can be made at visible wavelengths, and no iterations are needed in order to obtain the end precision needed for ELTs. A fast, large capture range cophasing process is important on ELTs. While a broad-band version of PDS has been proposed, also offering a large capture range, it has disadvantages with respect to the time required and the necessity to measure in the infrared.
Given the simplicity and hence cost effectiveness of PDS or DIPSS and the high precision which can be achieved, it should be considered for implementation on any future segmented telescope.
