Abstract-We present a new approximation algorithm for the Minimum Energy Broadcast Routing (MEBR) problem in ad hoc wireless networks that achieves an exponentially better approximation factor compared to the well-known Minimum Spanning Tree (MST) heuristic. Namely, for any instance where a minimum spanning tree of the set of stations is guaranteed to cost at most times the cost of an optimal solution for MEBR, we prove that our algorithm achieves an approximation ratio bounded by . This result is particularly relevant for its consequences on Euclidean instances where we significantly improve previous results. In this respect, our experimental analysis confirms the better performance of the algorithm also in practice.
Abstract-We present a new approximation algorithm for the Minimum Energy Broadcast Routing (MEBR) problem in ad hoc wireless networks that achieves an exponentially better approximation factor compared to the well-known Minimum Spanning Tree (MST) heuristic. Namely, for any instance where a minimum spanning tree of the set of stations is guaranteed to cost at most times the cost of an optimal solution for MEBR, we prove that our algorithm achieves an approximation ratio bounded by . This result is particularly relevant for its consequences on Euclidean instances where we significantly improve previous results. In this respect, our experimental analysis confirms the better performance of the algorithm also in practice.
Index Terms-Approximation algorithms, broadcasting, energy consumption, wireless networks.
I. INTRODUCTION
O VER the last years, the deployment of wireless networks has seen a huge increase mostly because of the recent drop in equipment prices and due to the features provided by the new technologies. In particular, considerable attention has been devoted to the so-called ad hoc wireless networks due to their potential applications in emergency disaster relief, battlefield, etc. [22] , [36] . Ad hoc networks do not require any fixed infrastructure. The network is simply a collection of homogeneous radio stations equipped with omnidirectional antennas for sending and receiving signals. Communication occurs by assigning to each station a transmitting power. In the most common power attenuation model [30] , [34] , the signal power of a station decreases as a function of the distance in such a way that at any station at distance , it is received with a power , where is a constant L. Moscardelli is with the Department of Economic Studies, University of Chieti-Pescara, Pescara 65127, Italy (e-mail: moscardelli@di.univaq.it).
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Digital is the reception quality threshold. Therefore, if correctly transmits within a given maximum distance , called the range of , the transmission power of is at least . Usually, the transmission quality threshold is normalized to 1. We remark that, due to the nonlinear power attenuation, multihop transmission of messages through intermediate stations may result in energy saving.
A naturally arising and well-studied issue in ad hoc wireless networks is that of supporting communication patterns that are typical in traditional networks, such as broadcasting (one-toall), multicasting (one-to-many), and gossiping (all-to-all), with a minimum total energy consumption. This problem is generally called Minimum Energy Routing (MER) and defines different optimization subproblems according to the connectivity requirements (see, for instance, [7] , [8] , [10] - [12] , [17] , [18] , [21] , [24] , [26] , [27] , [31] , and [32] for related results). In this paper, we are interested in the broadcast communication from a given source node.
Formally, given a set of stations , let be the complete weighted (undirected) graph whose nodes are the stations of and in which the symmetric weight of each edge is the power consumption needed for a correct communication between and . A power assignment for is a function assigning a transmission power to every station in . A power assignment for yields a directed communication graph such that, for each , the directed edge belongs to if and only if , that is if can correctly transmit to . In this case, is also said to fall within the transmission range of . The total cost of a power assignment is
The MEBR problem for a given source consists in finding a power assignment of minimum cost such that contains a directed spanning tree rooted at (and directed toward the leaves).
In general (with arbitrary weight function), unless , the problem is not approximable in polynomial time with approximation ratio [13] , where is the number of stations. Logarithmic (in the number of stations) approximation algorithms have been presented in [1] , [5] , [7] , [9] , [10] , [16] , and [28] .
An important case of practical interest is when stations lie in a -dimensional Euclidean space. Then, given a constant , the power consumption needed for a correct communication between and is , where is the Euclidean distance between the locations of and . The problem has been proved to be NP-hard for and , while it is solvable in polynomial time for or [9] , [13] , [6] . Several attempts in the literature were made to find good approximation algorithms for Euclidean cases. One fundamental algorithm to provide an approximate solution of the MEBR problem is the MST heuristic [34] . It is based on the idea of tuning ranges so as to include a minimum spanning tree of the cost graph . More precisely, denote by a minimum spanning tree of . The MST heuristic considers rooted at the source station , directs the edges of toward the leaves, and sets the power of every internal station of with children in such a way that . In other words, is the power assignment of minimum cost inducing the directed tree derived from and is such that , where denotes the total cost of the edges in . Therefore, the approximation ratio of the heuristic is bounded by the ratio between the cost of a minimum spanning tree of and the optimal cost ; in fact, in the worst-case instances, we also have that . The performance of the MST heuristic has been investigated by several authors [2] , [9] , [13] , [19] , [25] , [29] , [33] . The analysis in all above papers focuses on the case (MST has unbounded approximation ratio when ) and is based on elegant geometric arguments. The best known approximation ratios are 6 for [2] , 18.8 for [29] , and for every [19] . Moreover, in [13] and [33] , a lower bound on the approximation ratio of the MST heuristic has been proven, upper-bounding it by the -dimensional kissing number , i.e., the maximum number of -dimensional unit spheres that touch a unit sphere but are mutually nonoverlapping (but possibly touch each other). This number is 6 for (and, hence, the upper bound of [2] is tight), 12 for , and in general with for large [14] . Despite the considerable research effort in the area during the past years, no algorithm has been rigorously shown so far to outperform the MST heuristic in the Euclidean case, and the improvement of the corresponding ratios is a long-standing open question.
Several other heuristics have been shown to perform better than MST in practice, at least for two-dimensional instances (e.g., see [3] , [6] , [11] , [20] , and [34] ). The most famous among them is probably algorithm Broadcast Incremental Power (BIP [34] ). Starting from the source, it builds a tree in steps as follows: At each step, it includes the edge to an uncovered station that requires the minimum increase of power. BIP has been shown to be at least as good as MST, while the best known lower bound on its approximation ratio is 4.598 [4] . All the other heuristics that seem to work well in practice are either very complicated to analyze or have high lower bounds in terms of their approximation ratio.
In this paper, we present a new approximation algorithm for the MEBR problem. For any instance of the problem where the minimum spanning tree of the cost graph is guaranteed to cost at most times the cost of an optimal solution for MEBR, our algorithm achieves an approximation ratio bounded by when . Such a ratio exponentially improves upon the MST heuristic. Surprisingly, our algorithm and analysis does not make use of any geometric arguments and still our results significantly improve the previously best known approximation factor for Euclidean instances of the problem. The corresponding approximation ratio is reduced (when ) from 6 [2] to 4.2 for , from 18.8 [29] to 6.49 for , and in general from [19] to for . In the two-dimensional case, the achieved approximation is even less than the lower bound on the approximation ratio of the BIP heuristic (i.e., there are instances of the MEBR problem for which the BIP heuristic returns a solution approximating the optimal one by a factor greater than the approximation ratio our algorithm guarantees).
In arbitrary (i.e., non-Euclidean) cost graphs, it is not difficult to see that the cost of the minimum spanning tree is at most times the cost of an optimal solution for MEBR; hence, our algorithm also slightly improves the logarithmic approximations of [7] . We also prove that our analysis is tight by showing that there are instances in which the ratio among the cost of the solution returned by the algorithm and the cost of the optimal solution is arbitrarily close to . As a final contribution, we provide an experimental analysis showing the improvement our algorithms achieve in practice compared to the MST heuristic.
The rest of this paper is organized as follows. In Section II, we describe the new approximation algorithm, and in Section III, we prove it has the approximation ratio claimed above. In Section IV, we show that our analysis is tight. Section V is devoted to the experimental evaluation of the performances of the proposed algorithm, and finally, in Section VI, we give some conclusive remarks.
II. APPROXIMATION ALGORITHM
In this section, we describe our approximation algorithm. We begin with some necessary definitions.
Given a power assignment and a station , let be the set of the undirected edges induced by at , and the set of all undirected edges induced by .
In the following, for every subset of undirected edges of a weighted graph , we will denote as the overall cost of the edges in , that is the total sum of their weights. For the sake of simplicity, we will identify trees or forests with their corresponding sets of edges.
A swap set for a spanning tree of an undirected graph and a set of edges being incident to a given node is any subset of edges of such that is a spanning tree of , i.e., by removing edges in from the multigraph all cycles are eliminated. We remark here that contains two copies of the same edge if it belongs to both and , with denoting the multiset union. Hence, one swap set for a spanning tree and a set of edges is itself. We are now ready to describe the algorithm. We first describe the basic underlying idea. Starting from a spanning tree of , if the cost of is significantly higher than the one of an optimal solution for performing broadcasting from a given source , then there must exist a cost-efficient contraction of . Namely, it must be possible to set the transmission power of at least one station in such a way that is much lower than the cost of a swap set for and . We denote such a swap set by . The algorithm then repeatedly chooses at each step in such a way that, starting from the current spanning tree, is maximized. The final tree can be such that, considering the orientation of the edges according to the final assignment , some edges are in the reverse direction, i.e., from the leaves toward the source . However, the transmission powers can then be properly set such that, with a low additional cost, all edges are orientated in the correct direction, i.e., from toward the other stations.
At a given intermediate step of the algorithm in which and are the current power assignment and maintained tree, respectively, consider a contraction at a given station . Such a contraction consists in setting the transmission power of to ; let be the resulting power assignment. Then, a maximum cost swap set to be accounted to the contraction can be trivially determined by letting contain the edges that are removed when determining a minimum spanning tree in the multigraph with the cost of all edges in set equal to 0. We call the ratio the cost efficiency of the contraction. Moreover, we would like to remark that at line 26 of Algorithm , the weights of edges in are set to 0 because such edges are induced by the power assignment (in particular, their costs are accounted to ). The detailed pseudocode of the algorithm is given in Algorithm 1.
Before proceeding with the analysis, let us discuss the relations of our algorithm to three algorithms from the literature. First, the LESS heuristic introduced in [23] is perhaps the one being the most similar to our algorithm: It repeatedly aims at lowering the total power cost induced by the initial minimum spanning tree by increasing the transmit power of a node (in such a way that many other nodes can eliminate their transmissions). The main difference between our algorithm and LESS is that we use the cost efficiency (i.e., the ratio between the cost of the eliminated edges of the current tree and the power increase of station ) as the criterion that determines the contraction to be performed, whereas LESS considers absolute gains in the total transmission power.
In addition, we remark that our techniques have interesting relations in spirit to the Relative Greedy approximation algorithm of Zelikovsky [35] for the Steiner Tree Problem, even though the two settings look completely different. In particular, the main idea of the relative greedy algorithm of [35] is to start with a Steiner tree that is obtained via the minimum spanning tree in the terminal distance graph. This solution is successively improved by adding certain Steiner minimal trees on at most terminal nodes (for a constant number of terminals, a Steiner minimal tree can be computed in polynomial time) and destroying the resulting cycles. More precisely, the Steiner minimal tree on at most terminal nodes guaranteeing the highest ratio between the cost of the destroyed cycles and its cost is considered. This is similar in spirit (but not identical) to the cost-efficiency criterion for contractions that is used by our algorithm. [34] . The main difference is that, on the one hand, in such a sweep operation the powers of the given power assignment can be only reduced in order to eliminate redundant transmissions (i.e., transmissions reaching nodes already covered by the transmission range of other nodes). On the other hand, our contractions are much more powerful because they could also increase the power assignment of some nodes, provided that such a growth induces a solution with minor total cost.
III. ANALYSIS OF THE ALGORITHM
Clearly, the algorithm has a running-time polynomial in the size of the input instance. In fact, at each step, the power of some station increases while the power of the remaining stations does not decrease, and for every station only a finite number (at most ) of possible power values are taken into account by the algorithm.
We thus now focus on the proof of the achieved approximation ratio.
The main argument in our proof is that when the cost of the edges of the tree is significantly larger than the cost of the optimal power for performing broadcasting, then there must be a cost-efficient contraction. This is proved later in Lemma 3.3. That proof uses a particular mapping of the edges of the tree induced by the optimal power transmission assignment to the edges of any spanning tree (corresponding to an intermediate tree computed by the algorithm). The following lemma shows that mappings with the desired properties do exist.
Lemma 3.1: Given a spanning tree rooted at node and another spanning tree over the same set of nodes, there exists a one-to-one mapping of the edges of to the edges of such that, for any node is a swap set for and , where denotes the set of edges between and its children in and . Proof: Let be the parent of node in . We show that the following mapping procedure has the desired properties. It uses a particular ordering of the nodes of called parental order. In this order, the children of the same node are consecutive, and each child precedes its parent. Initially, all edges of are unused and all nodes are alive. We consider all nodes of but the root one by one according to the parental order. When considering a node , we map the edge between and its parent to the unused edge of in the path from to that is farthest from (i.e., we set ) and mark as used and node as dead. We note that the terms dead and alive for nodes are not used by the algorithm; they are only used in the proof. See Fig. 1 for an example of the claimed mapping in which and are trees defined over a set of five nodes.
We first show that is indeed a one-to-one mapping. Let be the forest consisting of the nodes in and the edges of marked as used after the edge of between the th node in the parental order and its parent has been mapped to an edge of . We will show by induction the following stronger claim.
Claim 3.2:
For each , the following conditions hold.
• When considering the th node in the parental order, there exists at least one unused edge in the path from to in .
• Each connected component of (notice that since is a forest, its connected components are trees) has exactly one alive node. Proof: For , since all edges are unused at the beginning, an unused edge in the path from to certainly exists. The mapping procedure will map to the last edge in the path from to Fig. 1 . Mapping from tree (with solid line edges) to tree (with dashed line edges). A possible parental order of nodes with respect to edges in is . The mapping procedure proceeds as follows: 1) edge of is mapped to edge of ( is the unused edge, being farthest from , of the path connecting, in tree to ); such an edge of is marked as used and is marked as dead; 2) edge of is mapped to edge of ( is the unused edge, being farthest from , of the path connecting, in tree to ); such an edge of is marked as used and is marked as dead; 3) edge of is mapped to edge of ( is the unused edge, being farthest from , of the path connecting, in tree to ); such an edge of is marked as used and is marked as dead; 4) edge of is mapped to edge of ( is still unused, and it is the unique edge of the path connecting, in tree to ); such an edge of is marked as used and is marked as dead.
. Hence, after considering node will consist of trivial connected components (each having exactly one isolated alive node) and another connected component consisting of nodes and and the edge between them; among the two nodes, is the only alive node. Now assume that the claim holds for all values of . When the mapping procedure considers the th node in the parental order, then both and its parent are alive. By the inductive hypothesis, they belong to different connected components in . Since is connected, there exists at least one unused edge in the path from to and, hence, the proof of the first part of the claim has been completed. Now, since is the farthest unused edge in the path from to in , it is adjacent to either or to another node that belongs to the same connected component of in . Let be the node of the connected component of to which is adjacent, and let be its other endpoint. Since is acyclic, must belong to a different connected component of . After mapping the edge of to edge of is dead and the edge is used. Hence, consists of the connected components of that do not contain or (each of these connected components has exactly one alive node by the inductive hypothesis) and an additional connected component that contains the connected components of with inside nodes and and the edge between them. This connected component has exactly one alive node, the alive node of the connected component of in . We now prove that has the desired property stated by Lemma 3.1. Let be a nonleaf node of . Denote by the forest consisting of the nodes in and the used edges just before the children of in have been considered. We denote by the graph (actually, as the following lines show, is a tree) having a node for each connected component of and an edge between two nodes for each unused edge connecting the connected components of corresponding to the two nodes. Observe that can be constructed from by collapsing each connected component of into a single node. Each collapse does not create cycles and decreases the number of edges and nodes equally. Hence, is a tree as well. Let be the children of in . Since and its children are still alive before considering any of them, by Claim 3.2 they all belong to different connected components in . Let be the nodes of corresponding to the connected components of that contain nodes , respectively. Consider as rooted at node , and let be the edges connecting to their parent in , respectively. Also, let be the corresponding unused edges in . Clearly, each is the farthest unused edge from in the path from to (since, by the definition, the edges in the connected component of containing are used) and will also be so when the mapping procedure will consider the edge of between and . Hence, it will set for , i.e., . Observe that by removing from , we obtain a forest consisting of trees: one tree rooted at node and trees rooted at , respectively. By the construction of from , we also have that by removing from , we obtain a forest consisting of trees: one containing node , and trees containing nodes , respectively. Then, the edges of together with form a tree, which means that is a swap set for and . This completes the proof of the lemma. We are now ready to prove the fundamental property that our algorithm exploits.
Lemma 3.3: Let be any spanning tree for with an arbitrary weighting of the edges, and let be the ratio among the cost of and the one of an optimal transmission power assignment . Then, there exists a contraction of of cost efficiency at least .
Proof: Let be the undirected graph obtained from by transforming each directed edge in an undirected one. Consider a spanning tree of , and let be the mapping for and derived from Lemma 3.1 considering rooted at . For any station , let be the set of edges of connecting station to its children. Given any , by Lemma 3.1, assigns to all edges a subset of edges forming a swap set for and . Since is a one-to-one mapping, all such subsets form a partition of , and it follows that . Therefore, there must exist at least one station such that . Since is a swap set for and , and , it follows that is a subset of a swap set for and . In fact, notice that a swap set for and can be obtained by adding to the edges in that have to be deleted in order to obtain a tree. Therefore, there exists a contraction of of cost efficiency . By exploiting Lemma 3.3, we can prove the following upper bound on the approximation ratio of our algorithm.
Theorem 3.4:
Given an instance of MEBR consisting of a cost graph and a source station such that the minimum spanning tree has cost times the cost of an optimal solution for MEBR, the algorithm has an approximation ratio at most . Proof: Let be the minimum spanning tree for computed at the beginning of the algorithm, and be the sequence of the trees constructed by the algorithm after the contraction steps (that are numbered from 0 to ). A power assignment inducing all edges of oriented from toward all the other stations can be obtained by assigning to all nodes a power assignment equal to the maximum weight of its outgoing edges in with nonzero weight. Moreover, given the power assignment determined by the algorithm right at the end of the contraction steps (after line 31), orienting all corresponding edges of with zero weight away from requires at most doubling the cost . Indeed, consider a node that is connected through edges of zero weight to children in (according to the orientation of from the source node ). Then, in order to make the power assignment induce these edges with direction from to the children , it suffices to increase the power of node by at most . Hence, the total increase in the power of all nodes in order to correct the direction of the edges in is at most , and the final power assignment has overall cost upper-bounded by . In the following, in order to simplify notation, we use as an abbreviation of and denote by the cost of the optimal power assignment. For , let be the node involved in the contraction of step , and let be its cost efficiency. Then, the power assigned to node is ; the numerator is simply the cost of the edges in the swap set involved in the contraction. Recall that for . Also, note that , otherwise (by Lemma 3.3) a contraction of cost efficiency at least 2 would exist at step . Let be the smallest nonnegative integer such that . Then, the cost of the power assignment computed by the algorithm is upperbounded by By Lemma 3.3, since the algorithm performs a contraction of maximum cost efficiency at each step, it is . Hence
We have completed the proof. A graphical representation of the above two derivations is depicted in Fig. 2 .
IV. MATCHING LOWER BOUND
In this section, we present a matching lower bound on the approximation ratio of our algorithm, i.e., we show that our analysis is tight.
Theorem 4:1: For any , there exists an instance of MEBR consisting of a cost graph and a source station for which the solution returned by the algorithm has cost at least times the optimal cost, where ( being any rational number grater than 2) is the ratio between the cost of the minimum spanning tree over the cost graph and the cost of an optimal solution for MEBR.
Proof: In order to describe the considered instance, it is useful to first describe the building block with , depicted in Fig. 3 .
The set of nodes and edges of are , and , respectively. The weight of the edge is equal to , and the weights of all the other edges are equal to 1. Notice that in there exists a contraction centered at node having cost efficiency equal to ; such a contraction is obtained by assigning a power equal to 1 to node , and its swap set is (notice that ). We are now ready to describe the whole instance, whose minimum spanning tree is depicted in Fig. 4 . Let be an integer parameter such that is an integer number (notice that since is a rational number greater than 2, it is always possible to choose in order to have integer); the node set of the instance is obtained by sequencing building blocks in such a way that for two consecutive blocks and , nodes and coincide. Moreover, in the instance, there are three more nodes: the source , node , and node that coincides with . It remains to define the weights of the edges between the nodes. The weights of the edges connecting to all the other nodes are equal to 1; moreover, . The weights of the edges contained in the building blocks are properly scaled so that the sum of all edges of each building block is equal to . In particular, the weights of all edges belonging to building block are divided by . For all the other pairs of nodes, we assume that the weight of the edge connecting them is very high.
Assume that the initial minimum spanning tree considered by the algorithm is the one depicted in Fig. 4 , whose cost is .
At the initial step (step 0), the contraction performed by the algorithm is the one centered at , having cost efficiency equal to and setting the transmission power of to . In fact, the contractions centered at nodes have cost efficiency at most , the ones centered at nodes , and at any node have cost efficiency at most 2, and the one centered at the source (i.e., the contraction that would set the transmission power of the source to 1) has cost efficiency equal to .
The algorithm proceeds by performing contraction steps . More precisely, at step , the algorithm performs the contraction: 1) centered at ; 2) having cost efficiency equal to ; and 3) setting the transmission power of node to . Notice that at each step , the contraction centered at the source (i.e., the contraction that would set the transmission power of the source to 1) has cost efficiency equal to . At this point, no contraction having cost efficiency greater than 2 exists any longer. Notice that the sum of the costs of the transmission powers set in the contractions is , where is the harmonic number. In order to orient the edges of the final tree from the source toward the node, we have to globally double the cost of the transmission powers set in the contraction steps. In particular, we have to assign to a transmission power equal to the one of , and to a transmission power equal to the one of , for . Thus, the final cost of the solution returned by the algorithm has cost , while the optimal solution has cost 1 and is obtained by assigning to the source node a transmission cost equal to 1. As it can be easily checked, letting go to infinity (by always selecting greater and greater values of making an integer number), the approximation ratio converges to from below.
V. SIMULATION RESULTS
In this section, we present simulation results in order to illustrate the average performance of our algorithm based on contractions (called CA in the figures and tables) and compare it to the MST heuristic.
We have performed more than 1000 executions of each algorithm, on instances from 25 up to 210 nodes. In each instance, all nodes are placed within a disk of radius 1, and the source is located at the center of the disk (hence 1 is an upper bound to the cost of an optimal solution). We have considered three different types of instances:
• uniform instances, in which the nodes are randomly placed (see Fig. 5 ); • Gaussian instances, in which there are leader nodes randomly placed and nine additional nodes placed around each leader node according to a Saussian distribution in which the probability of placing nodes decreases as the distance from the leader nodes increases (see Fig. 6 ); • augmented instances, in which, starting from a uniform instance, exploiting suitable properties of the MST construction nodes are moved by an augmenting algorithm for increasing the cost of the solution obtained by the MST heuristic (see Fig. 7 for an example and [20] for a detailed description of the algorithm). We have performed the experimentation for two and three dimensions, setting . For each scenario (determined by the type of instance, the number of dimensions, and the number of nodes) we have performed 50 executions both of our algorithm and of the MST heuristic. The precise values are listed in Figs. 8, 10 , and 12 for uniform, Gaussian, and augmented instances, respectively. We would like to remark that each row of such tables corresponds to several executions of the algorithms on the considered class of instances; it can be noticed that the standard deviation of such executions is small (especially for higher number of nodes). Moreover, the average cost of the obtained solutions are depicted in Figs. 9, 11, and 13 for uniform, Gaussian, and augmented instances, respectively.
The experimental evaluation reflects the theoretical results (see Fig. 14 ): The energy saving of our algorithm compared to the MST heuristic is greater in the case of three dimensions. In any case, the CA algorithm ensures an energy saving close to the 10%, Moreover, not surprisingly, it is much greater (almost 50% for three dimensions) on the augmented instances, constructed in order to obtain bad performances with the MST heuristic. In some sense, our algorithm is also able to smooth the worst-case performance picks of MST.
VI. CONCLUSION
We have presented an approximation algorithm that exponentially outperforms the MST heuristic on any instance of the minimum energy broadcasting problem in ad hoc wireless networks. Our results are particularly relevant for their consequences on Euclidean instances where the achieved approximation ratio is linear in the number of dimension instead of exponential. Therefore, the improvement becomes more and more significant as increases. Some corresponding values are depicted in Fig. 15 .
Moreover, we have shown by performing an experimental evaluation of the algorithm that the improved performance of the algorithm can be detected also in practice, in terms of energy saving of the obtained solution. Several questions are left open. First of all, our analysis works on general instances, but further improvements might be possible for specific cases like the Euclidean ones. For such instances, it would be worth determining exact results tightening the current gap between the lower and upper bounds on the approximation ratio. Another interesting issue is that of determining similar contraction strategies possibly leading to better approximate solutions. An important open question is also that of determining better approximation results of the MST heuristic on high-dimensional Euclidean instances. In particular, tightening the approximation ratio to the kissing number for any number of dimensions would also decrease the approximation ratio of our algorithm, although the improvement would be restricted only to a constant multiplicative factor. Finally, the design of distributed or localized algorithm (as the one presented in [11] ) with a good and guaranteed worst-case approximation ratio is a very interesting research direction.
