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Abstract
In this paper we obtain an Itoˆ differential representation for a class of singular stochastic
Volterra integral equations. As an application, we investigate the rate of convergence in the small
time central limit theorem for the solution.
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1 Introduction
Let (Bt)t∈[0,T ] be a standard Brownian motion defined on a complete probability space (Ω,F ,F, P ),
where F = (Ft)t∈[0,T ] is a natural filtration generated by B. It is known that stochastic Volterra
integral equations of the form
Xt = x0 +
∫ t
0
k(t, s)b(s,Xs)ds+
∫ t
0
g(t, s)σ(s,Xs)dBs, t ∈ [0, T ] (1.1)
play an important role in various fields such as mathematical finance, physics, biology, etc. Because
of its applications, the class of stochastic Volterra integral equations has been investigated in several
works. Among others, we mention [2, 11] and references therein for the existence and uniqueness of
solutions, [4] for comparison theorems, [8, 10] for stability results, [6] for perturbed equations, [7] for
numerical solutions.
One of main difficulties when studying the properties of (1.1) and related problems is that we can
not directly apply Itoˆ differential formula to (1.1). In the case of the equations with regular kernels,
we can avoid this difficult by rewriting (1.1) in its Itoˆ differential form. In fact, we have
∫ t
0
k(t, s)b(s,Xs)ds =
∫ t
0
k(s, s)b(s,Xs)ds+
∫ t
0
(∫ s
0
∂
∂s
k(s, u)b(u,Xu)du
)
ds,
∫ t
0
g(t, s)σ(s,Xs)dBs =
∫ t
0
g(s, s)σ(s,Xs)dBs +
∫ t
0
(∫ s
0
∂
∂s
g(s, u)σ(u,Xu)dBu
)
ds
and we obtain the following Itoˆ differential representation
dXt =
(
k(t, t)b(t,Xt) +K(t) +G(t)
)
dt+ g(t, t)σ(t,Xt)dBt, t ∈ [0, T ],
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where X0 = x0 ∈ R, K(t) :=
∫ t
0
∂
∂t
k(t, u)b(u,Xu)du and G(t) :=
∫ t
0
∂
∂t
g(t, u)σ(u,Xu)dBu.
Generally, this nice representation does not hold anymore if the kernels are singular, except we
imposed additional conditions. The case, where the kernel g(t, s) is singular, has been discussed in our
recent work [3]. We have to use the techniques of Malliavin calculus to obtain an Itoˆ-type differential
transformation involving Malliavin derivatives and Skorokhod integrals, it is open to obtain an Itoˆ
differential representation for the solution in this case. The aim of the present paper is to study the
case, where the kernel k(t, s) is singular.
In the whole paper, we require the assumption
(A1) The kernel k(t, s) is defined on {0 ≤ s < t ≤ T } and has the following properties, for some c > 0,
(i) k(t, s) is differentiable with continuous partial derivatives and ∂
∂t
k(t, s) = − ∂
∂s
k(t, s),
(ii) | ∂
∂t
k(t, s)| ≤ c(t− s)α−2 for some α ∈ (12 , 1),
(iii)
∫ t
s
|k(t, u)|du ≤ c(t− s)α¯ for some α¯ > 12 ,
(iv)
∫ t
0
|k(t, u)|p0du ≤ c for some p0 > 1.
Under (A1) and regular conditions on b, σ and g, we are able to obtain a nice Itoˆ differential represen-
tation for the solution in Theorem 2.1. This representation allows us to use Itoˆ differential formula for
studying deeper properties of the solution. As a non-trivial application, our Theorem 2.2 provides an
explicit bound on Wasserstein distance in the small time central limit theorem for singular stochastic
Volterra integral equations of the form
Xt = x0 +
∫ t
0
(t− s)α−1b(s,Xs)ds+
∫ t
0
σ(s,Xs)dBs, t ∈ [0, T ], (1.2)
where x0 ∈ R and α ∈ (12 , 1). Here we set k(t, s) = (t − s)α−1 to illustrate the singularity of k(t, s)
and g(t, s) = 1 for the simplicity. We also note that the small time central limit theorem is useful
particularly for studying the digital options in finance, see e.g. [5].
2 The main results
In the whole paper, we denote by C a generic constant, whose value may change from one line to
another. Since our investigation focuses on the singularity of k(t, s), we are going to impose the
following fundamental conditions on b, σ and g.
(A2) The coefficients b, σ : [0, T ]×R→ R are Lipschitz and have linear growth, i.e. there exists L > 0
such that:
|b(t, x)− b(t, y)|+ |σ(t, x) − σ(t, y)| ≤ L|x− y|, ∀x, y ∈ R, t ∈ [0, T ]
and
|b(t, x)|+ |σ(t, x)| ≤ L(1 + |x|), ∀x ∈ R, t ∈ [0, T ].
The kernel g : [0, T ]2 → R is differentiable in the variable t, and both g(t, s) and ∂
∂t
g(t, s) are
continuous.
Proposition 2.1. Let (Xt)t∈[0,T ] be the solution of the equation (1.1). Suppose Assumptions (A1)
and (A2). Then, for any p ≥ 1, there exists a positive constant C such that
E|Xt|p ≤ C, ∀ t ∈ [0, T ] (2.1)
and
E|Xt −Xs|p ≤ C|t− s|
p
2 , ∀ s, t ∈ [0, T ]. (2.2)
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Proof. By Lyapunov’s inequality, we only need to prove (2.1) and (2.2) for p > p0
p0−1 ∨ 2. Applying
Ho¨lder inequality with p > p0
p0−1 , q =
p
p−1 < p0 yields
∣∣ ∫ t
0
k(t, s)b(s,Xs)ds
∣∣ ≤ (∫ t
0
|k(t, s)|qds
) 1
q
(∫ t
0
|b(s,Xs)|pds
) 1
p
, ∀ t ∈ [0, T ].
Hence, by Assumption (A1), (iv), there exists a positive constant C such that
E
∣∣ ∫ t
0
k(t, s)b(s,Xs)ds
∣∣p ≤ C ∫ t
0
E|b(s,Xs)|pds, ∀ t ∈ [0, T ]. (2.3)
By the Burkholder-Davis-Gundy inequality there exists a positive constant cp such that
E
∣∣ ∫ t
0
g(t, s)σ(s,Xs)dBs
∣∣p ≤ cpE∣∣
∫ t
0
g2(t, s)σ2(s,Xs)ds
∣∣ p2 , ∀ t ∈ [0, T ].
Then, by Ho¨lder inequality and the continuity of g(t, s), for each p > 2,
E
∣∣ ∫ t
0
g(t, s)σ(s,Xs)dBs
∣∣p ≤ C ∫ t
0
E|σ(s,Xs)|pds, ∀ t ∈ [0, T ]. (2.4)
For each p > p0
p0−1 ∨ 2, we now use the fundamental inequality (a+ b + c)p ≤ 3p−1(ap + bp + cp) and
linear growth property of b and σ to get
E|Xt|p ≤ 3p−1
(
|x0|p + E
∣∣ ∫ t
0
k(t, s)b(s,Xs)ds
∣∣p + E∣∣ ∫ t
0
g(t, s)σ(s,Xs)dBs
∣∣p)
≤ C
(
|x0|p +
∫ t
0
E|b(s,Xs)|pds+
∫ t
0
E|σ(s,Xs)|pds
)
≤ C
(
|x0|p +
∫ t
0
Lp2p−1(1 + E|Xs|p)ds+
∫ t
0
Lp2p−1(1 + E|Xs|p)ds
)
≤ C
(
1 +
∫ t
0
E|Xs|pds
)
, ∀ t ∈ [0, T ].
So we can obtain (2.1) by using Gronwall’s lemma.
It only remains to verify (2.2). Without loss of generality we assume that 0 ≤ s < t ≤ T. We have
Xt −Xs =
∫ s
0
[k(t, u)− k(s, u)]b(u,Xu)du +
∫ t
s
k(t, u)b(u,Xu)du
+
∫ s
0
[g(t, u)− g(s, u)]σ(u,Xu)dBu +
∫ t
s
g(t, u)σ(u,Xu)dBu
and
E|Xt −Xs|p ≤ 4p−1
(
E
∣∣ ∫ s
0
[k(t, u)− k(s, u)]b(u,Xu)du
∣∣p + E∣∣ ∫ t
s
k(t, u)b(u,Xu)du
∣∣p
+ E
∣∣ ∫ s
0
[g(t, u)− g(s, u)]σ(u,Xu)dBu
∣∣p + E∣∣ ∫ t
s
g(t, s)σ(u,Xu)dBu
∣∣p). (2.5)
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Notice that E|b(u,Xu)|p + E|σ(u,Xu)|p ≤ C ∀u ∈ [0, T ]. We use Ho¨lder inequality to get
E
∣∣ ∫ s
0
[k(t, u)− k(s, u)]b(u,Xu)du
∣∣p
≤
(∫ s
0
|k(t, u)− k(s, u)|du
)p−1 ∫ s
0
|k(t, u)− k(s, u)|E|b(u,Xu)|pdu
≤ C
(∫ s
0
|k(t, u)− k(s, u)|du
)p
≤ C
(∫ s
0
[(s− u)α−1 − (t− u)α−1]du
)p
by Assumption (A1), (ii)
≤ C (sα + (t− s)α − tα])p
≤ C(t− s)pα, 0 ≤ s ≤ t ≤ T,
and
E
∣∣ ∫ t
s
k(t, u)b(u,Xu)du
∣∣p ≤ (∫ t
s
|k(t, u)|du
)p−1 ∫ t
s
|k(t, u)|E|b(u,Xu)|pdu
≤ C
(∫ t
s
|k(t, u)|du
)p
≤ C(t− s)pα¯ by Assumption (A1), (iii).
Since ∂
∂t
g(t, s) is continuous in [0, T ]2, this implies that |g(t, u) − g(s, u)| ≤ C|t − s|. Hence, by the
Burkholder-Davis-Gundy inequality, we can obtain
E
∣∣ ∫ s
0
[g(t, u)− g(s, u)]σ(u,Xu)dBu
∣∣p ≤ C|t− s|p, ∀ s, t ∈ [0, T ].
Also, it is easy to see that E
∣∣ ∫ t
s
g(t, u)σ(u,Xu)dBu
∣∣p ≤ C|t− s| p2 . Hence, recalling (2.5), we obtain
E|Xt −Xs|p ≤ C(|t− s|pα + |t− s|pα¯ + |t− s|p + |t− s|
p
2 ), ∀ s, t ∈ [0, T ],
which leads us to (2.2) because α, α¯ > 12 . This completes the proof.
We now are in a position to state and prove the first main result of the paper. To handle the
singularity of k(t, s), we need to additionally impose the following condition.
(A3) Given α as in Assumption (A1), (ii). There exists β1 > 1− α such that
|b(t, x)− b(s, x)| ≤ L|t− s|β1 , ∀x ∈ R, t, s ∈ [0, T ]
Theorem 2.1. Suppose Assumptions (A1), (A2) and (A3). The solution (Xt)t∈[0,T ] of the equation
(1.1) admits the following Itoˆ differential representation
dXt =
(
k(t, 0)b(t,Xt) + ϕ(t) +G(t)
)
dt+ g(t, t)σ(t,Xt)dBt, t ∈ [0, T ], (2.6)
where X0 = x0 and
ϕ(t) := −
∫ t
0
∂
∂t
k(t, u)[b(t,Xt)− b(u,Xu)]du, G(t) :=
∫ t
0
∂
∂t
g(t, u)σ(u,Xu)dBu t ∈ [0, T ].
Proof. We separate the proof into four steps.
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Step 1. We first verify that ϕ(s), s ∈ [0, T ] is well defined. By Kolmogorov continuity theorem, it
follows from (2.2) that for any δ ∈ (0, 12 ) there exists a finite random variable C(ω) such that
|Xt −Xs| ≤ C(ω)|t− s| 12−δ, ∀ s, t ∈ [0, T ].
By Lipschitz property of b and Assumption (A3) we deduce
|b(s,Xs)− b(u,Xu)| ≤ |b(s,Xs)− b(u,Xs)|+ |b(u,Xs)− b(u,Xu)| ≤ L[(s− u)β1 + |Xs −Xu|] (2.7)
for all s, u ∈ [0, T ]. We choose δ = α2 − 14 ∈ (0, 12 ) to get
|ϕ(s)| ≤ L
∫ s
0
∣∣ ∂
∂s
k(s, u)
∣∣[(s− u)β1 + |Xs −Xu|]du
≤ Lc
∫ s
0
(s− u)α−2[(s− u)β1 + C(ω)|t− s| 12−δ]du
= Lc
[
sα+β1−1
α+ β1 − 1 + C(ω)
s
α
2
− 1
4
α
2 − 14
]
, s ∈ [0, T ].
So ϕ(s), s ∈ [0, T ] is well defined because β1 > 1− α and α > 12 . Furthermore, we have
E|ϕ(s)| ≤ L
∫ s
0
∣∣ ∂
∂s
k(s, u)
∣∣[(s− u)β1 + E|Xs −Xu|]du
≤ CL
∫ s
0
(s− u)α−2[(s− u)β1 + (s− u) 12 ]du
≤ CL
[
sα+β1−1
α+ β1 − 1 +
sα−
1
2
α− 12
]
, s ∈ [0, T ]. (2.8)
Step 2. For each ε ∈ (0, 1), we consider the stochastic Volterra integral equation
X
(ε)
t = x0 +
∫ t
0
k(t+ ε, s)b(s,X(ε)s )ds+
∫ t
0
g(t, s)σ(s,X(ε)s )dBs, t ∈ [0, T ]. (2.9)
Since the kernel k(t+ε, s) is smooth, Assumption (A2) ensures that the equation (2.9) admits a unique
solution (X
(ε)
t )t∈[0,T ]. By using the same arguments as in the proof of Proposition 2.1 we also obtain
E|X(ε)t −X(ε)s |p ≤ C|t− s|
p
2 , ∀ s, t ∈ [0, T ]. (2.10)
We claim that, for any p ≥ 1,
E|X(ε)t −Xt|p ≤ Cεpα, ∀ t ∈ [0, T ]. (2.11)
Here we emphasize that the constants C in (2.10) and (2.11) do not depend on ε ∈ (0, 1). We have
X
(ε)
t −Xt =
∫ t
0
[k(t+ ε, s)b(s,X(ε)s )− k(t, s)b(s,Xs)]ds+
∫ t
0
g(t, s)[σ(s,X(ε)s )− σ(s,Xs)]dBs
=
∫ t
0
[k(t+ ε, s)− k(t, s)]b(s,Xs)ds+
∫ t
0
k(t+ ε, s)[b(s,X(ε)s )− b(s,Xs)]ds
+
∫ t
0
g(t, s)[σ(s,X(ε)s )− σ(s,Xs)]dBs, t ∈ [0, T ].
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We use Ho¨lder inequality to get, for any p > 1,
E
∣∣ ∫ t
0
[k(t+ ε, s)− k(t, s)]b(s,Xs)ds
∣∣p
≤
(∫ t
0
|k(t+ ε, s)− k(t, s)|ds
)p−1 ∫ t
0
|k(t+ ε, s)− k(t, s)|E|b(s,Xs)|pds
≤ C
(∫ t
0
|k(t+ ε, s)− k(t, s)|ds
)p
≤ C
(∫ t
0
[(t− s)α−1 − (t− s+ ε)α−1]ds
)p
by Assumption (A1), (ii)
≤ C(tα − (t+ ε)α + εα)p ≤ Cεpα, t ∈ [0, T ]. (2.12)
By using the same arguments as in the proof (2.3) we obtain, for any p > p0
p0−1 ,
E
∣∣ ∫ t
0
k(t+ ε, s)[b(s,X(ε)s )− b(s,Xs)]ds
∣∣p ≤ C ∫ t
0
E|b(s,X(ε)s )− b(s,Xs)|pds
≤ CLp
∫ t
0
E|X(ε)s −Xs|pds, t ∈ [0, T ]. (2.13)
By using the same arguments as in the proof (2.4) we obtain, for any p > 2,
E
∣∣ ∫ t
0
g(t, s)[σ(s,X(ε)s )− σ(s,Xs)]dBs
∣∣p ≤ C ∫ t
0
E|σ(s,X(ε)s )− σ(s,Xs)|pds
≤ CLp
∫ t
0
E|X(ε)s −Xs|pds, t ∈ [0, T ]. (2.14)
So, for each p > p0
p0−1 ∨ 2, we can get
E|X(ε)t −Xt|p ≤ Cεpα + C
∫ t
0
E|X(ε)s −Xs|pds, t ∈ [0, T ].
By Gronwall’s lemma E|X(ε)t − Xt|p ≤ CεpαeCt ≤ Cεpα for all t ∈ [0, T ]. Thus, by Lyapunov’s
inequality, the claim (2.11) is verified for any p ≥ 1.
Step 3. In this step, we represent (2.9) as an Itoˆ stochastic differential equation. We put
Y
(ε)
t :=
∫ t
0
k(t+ ε, s)b(s,X(ε)s )ds, t ∈ [0, T ],
ϕ(ε)(s) := −
∫ s
0
∂
∂s
k(s+ ε, u)[b(s,X(ε)s )− b(u,X(ε)u )]du, s ∈ [0, T ].
We have
dY
(ε)
t
dt
= k(t+ ε, t)b(t,X
(ε)
t ) +
∫ t
0
∂
∂t
k(t+ ε, s)b(s,X(ε)s )ds
= k(t+ ε, t)b(t,X
(ε)
t ) +
∫ t
0
∂
∂t
k(t+ ε, s)b(t,X
(ε)
t )ds−
∫ t
0
∂
∂t
k(t+ ε, s)[b(t,X
(ε)
t )− b(s,X(ε)s )]ds
= k(t+ ε, 0)b(t,X
(ε)
t )−
∫ t
0
∂
∂t
k(t+ ε, s)[b(t,X
(ε)
t )− b(s,X(ε)s )]ds by Assumption (A1), (i)
= k(t+ ε, 0)b(t,X
(ε)
t ) + ϕ
(ε)(t),
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or equivalently∫ t
0
k(t+ ε, s)b(s,X(ε)s )ds =
∫ t
0
(
k(s+ ε, 0)b(s,X(ε)s ) + ϕ
(ε)(s)
)
ds, t ∈ [0, T ]
Inserting this relation into (2.9) gives us
X
(ε)
t = x0 +
∫ t
0
(
k(s+ ε, 0)b(s,X(ε)s ) + ϕ
(ε)(s)
)
ds+
∫ t
0
g(t, s)σ(s,X(ε)s )dBs, t ∈ [0, T ]. (2.15)
Step 4. This step concludes the proof by letting ε→ 0+. We first show that, for all t ∈ [0, T ],∫ t
0
ϕ(ε)(s)ds→
∫ t
0
ϕ(s)ds in L1(Ω). (2.16)
We write ϕ(ε)(s) = ϕ
(ε)
1 (s) + ϕ
(ε)
2 (s), where
ϕ
(ε)
1 (s) := −
∫ s
0
∂
∂s
k(s+ ε, u)[b(s,X(ε)s )− b(s,Xs)− b(u,X(ε)u ) + b(u,Xu)]du,
ϕ
(ε)
2 (s) := −
∫ s
0
∂
∂s
k(s+ ε, u)[b(s,Xs)− b(u,Xu)]du, s ∈ [0, T ].
By Lipschitz property of b and the claim (2.11) we deduce
E|b(s,X(ε)s )− b(s,Xs)− b(u,X(ε)u ) + b(u,Xu)|
≤ E|b(s,X(ε)s )− b(s,Xs)|+ E|b(u,X(ε)u )− b(u,Xu)|
≤ Cεα, ∀ s, u ∈ [0, T ].
On the other hand, we deduce from the estimates (2.2), (2.7) and (2.10) that
E|b(s,X(ε)s )− b(s,Xs)− b(u,X(ε)u ) + b(u,Xu)|
≤ E|b(s,X(ε)s )− b(u,X(ε)u )|+ E|b(s,Xs)− b(u,Xu)|
≤ C[(s− u)β1 + (s− u) 12 ], ∀ s, u ∈ [0, T ].
Now for any 0 < δ < min{α+β1−1
β1
, 2α− 1} we have
E|ϕ(ε)1 (s)| ≤ C
∫ s
0
∣∣ ∂
∂s
k(s+ ε, u)
∣∣εδα[(s− u)β1 + (s− u) 12 ]1−δdu
≤ C
∫ s
0
(s− u+ ε)α−2εδα[(s− u)(1−δ)β1 + (s− u) 1−δ2 ]du
≤ C
∫ s
0
(s− u)α−2εδα[(s− u)(1−δ)β1 + (s− u) 1−δ2 ]du
= Cεδα
[
sα+β1−1−δβ1
α+ β1 − 1− δβ1 +
sα−
1
2
− δ
2
α− 12 − δ2
]
, ∀ s ∈ [0, T ].
Consequently, ∫ t
0
ϕ
(ε)
1 (s)ds→ 0 in L1(Ω).
Once again, we use Lipschitz property of b and the estimates (2.2) and (2.7) to obtain
E|ϕ(ε)2 (s)− ϕ(s)| ≤
∫ s
0
∣∣ ∂
∂s
k(s+ ε, u)− ∂
∂s
k(s, u)
∣∣E|b(s,Xs)− b(u,Xu)|du
≤ CL
∫ s
0
∣∣ ∂
∂s
k(s+ ε, u)− ∂
∂s
k(s, u)
∣∣[(s− u)β1 + (s− u) 12 ]du, s ∈ [0, T ].
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This, together with the continuity of ∂
∂s
k(s, u), implies E|ϕ(ε)2 (s)−ϕ(s)| → 0 as ε→ 0+. Moreover, it
follows from Assumption (A1), (ii) that
E|ϕ(ε)2 (s)− ϕ(s)| ≤ 2CLc
∫ s
0
(s− u)α−2[(s− u)β1 + (s− u) 12 ]du,
which is an integrable function on [0, T ] (see the estimate (2.8)). Hence, by the dominated convergence
theorem, we have ∫ t
0
ϕ
(ε)
2 (s)ds→
∫ t
0
ϕ(s)ds in L1(Ω).
So the convergence (2.16) holds true. Similarly, we write
∫ t
0 k(s + ε, 0)b(s,X
(ε)
s )ds =
∫ t
0 k(s +
ε, 0)[b(s,X
(ε)
s )− b(s,Xs)]ds+
∫ t
0
k(s+ ε, 0)b(s,Xs)ds and we can infer that, for all t ∈ [0, T ],∫ t
0
k(s+ ε, 0)b(s,X(ε)s )ds→
∫ t
0
k(s, 0)b(s,Xs)ds in L
1(Ω). (2.17)
By (2.11) and (2.14) we also have, for all t ∈ [0, T ],∫ t
0
g(t, s)σ(s,X(ε)s )dBs →
∫ t
0
g(t, s)σ(s,Xs)dBs in L
1(Ω). (2.18)
Recalling (2.15), we obtain from (2.16), (2.17) and (2.18) that
Xt = x0 +
∫ t
0
(
k(s, 0)b(s,Xs) + ϕ(s)
)
ds+
∫ t
0
g(t, s)σ(s,Xs)dBs, t ∈ [0, T ]. (2.19)
To finish the proof, we use stochastic Fubini’s theorem to get∫ t
0
G(s)ds =
∫ t
0
(∫ s
0
∂
∂s
g(s, u)σ(u,Xu)dBu
)
ds
=
∫ t
0
(∫ t
u
∂
∂s
g(s, u)σ(u,Xu)ds
)
dBu
=
∫ t
0
g(t, u)σ(u,Xu)dBu −
∫ t
0
g(u, u)σ(u,Xu)dBu.
As a consequence, (2.6) follows from (2.19).
Let us now consider the equation (1.2). It is easy to see that k(t, s) = (t−s)α−1 satisfies Assumption
(A1). Hence, under Assumptions (A2) and (A3), we can rewrite (1.2) as follows
Xt = x0 +
∫ t
0
(
sα−1b(s,Xs) + ϕ(s)
)
ds+
∫ t
0
σ(s,Xs)dBs, t ∈ [0, T ], (2.20)
The results obtained in [5] tell us that Xt fulfills the small time central limit theorem, i.e.
Xa−x0√
a
→ Nσ
in distribution as a→ 0+, where Nσ is a normal random variable with mean 0 and variance σ2(0, x0).
Our purpose here is to go a further step, we would like to investigate the rate of this convergence. For
this purpose, we will provide an explicit bound on Wasserstein distance. Recall that the Wasserstein
distance between the laws of two random variables F and G is defined by
dW (F,G) := sup
|h(x)−h(y)|≤|x−y|
|E[h(F )]− E[h(G)]| = sup
h∈C1,‖h′‖∞≤1
|E[h(F )]− E[h(G)]|,
where ‖.‖∞ denotes the supremum norm, see e.g. [1].
The next statement is the second main result of the present paper.
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Theorem 2.2. Suppose Assumptions (A2) and (A3). In addition, we assume that there exists β2 > 0
such that
|σ(t, x)− σ(0, x)| ≤ L|t|β2 , ∀x ∈ R, t ∈ [0, T ]. (2.21)
Then, the solution (Xt)t∈[0,T ] of the equation (1.2) satisfies
dW
(
Xa − x0√
a
,Nσ
)
≤ C
(
aα−
1
2 + a
β2
2
∧ 1
4
)
, a→ 0+,
where C is a positive constant not depending on a.
Proof. We separate the proof into two steps.
Step 1. Denote by C2b the space of twice differentiable functions with bounded derivatives. In this
step, we claim that for any h ∈ C2b and a ∈ (0, 1], we have∣∣Eh(Xa − x0√
a
)
− Eh(Nσ)
∣∣ ≤ C (‖h′‖∞aα− 12 + ‖h′′‖∞aβ2∧ 12) , (2.22)
where C is a positive constant not depending on a and h.
We consider the interpolation function H : [0, a]× R −→ R which is defined by
H(t, x) =
∫ ∞
−∞
h
(
x− x0√
a
+ σ(0, x0)
√
1− t
a
z
)
φ(z)dz,
where φ(z) = 1√
2pi
e−
z2
2 is the density function of standard normal random variable. Let Z denote a
standard normal random variable that is independent of B. We have
E
[
h
(
Xt − x0√
a
+ σ(0, x0)
√
1− t
a
Z
)]
= E
[
E
[
h
(
x− x0√
a
+ σ(0, x0)
√
1− t
a
Z
)] ∣∣∣∣
x=Xt
]
= E[H(t,Xt)], 0 ≤ t ≤ a.
Hence, we can obtain the following relations
Eh
(
Xa − x0√
a
)
= EH(a,Xa) and Eh(Nσ) = EH(0, x0). (2.23)
By straightforward calculations we obtain
∂
∂x
H(t, x) = 1√
a
∫ ∞
−∞
h′
(
x− x0√
a
+ σ(0, x0)
√
1− t
a
z
)
φ(z)dz,
∂2
∂x2
H(t, x) = 1
a
∫ ∞
−∞
h′′
(
x− x0√
a
+ σ(0, x0)
√
1− t
a
z
)
φ(z)dz,
As a consequence, ∣∣ ∂
∂x
H(t, x)
∣∣ ≤ ‖h′‖∞√
a
,
∣∣ ∂2
∂y2
H(t, x)
∣∣ ≤ ‖h′′‖∞
a
(2.24)
for all (t, x) ∈ [0, a]× R. On the other hand, we have
∂
∂t
H(t, x) = −σ(0, x0)
2a
√
1− t
a
∫ ∞
−∞
h′
(
x− x0√
a
+ σ(0, x0)
√
1− t
a
z
)
zφ(z)dz
=
σ(0, x0)
2a
√
1− t
a
∫ ∞
−∞
h′
(
x− x0√
a
+ σ(0, x0)
√
1− t
a
z
)
dφ(z),
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here we note that φ′(z) = −zφ(z). Then, by the integration by parts formula
∂
∂t
H(t, x) = −σ
2(0, x0)
2a
∫ ∞
−∞
h′′
(
x− x0√
a
+ σ(0, x0)
√
1− t
a
z
)
φ(z)dz
= −σ
2(0, x0)
2
∂2
∂x2
H(t, x). (2.25)
By Itoˆ differential formula, we obtain from (2.20) that
H(t,Xt)−H(0, x0) =
∫ t
0
∂
∂s
H(s,Xs)ds+
∫ t
0
∂
∂x
H(s,Xs)dXs + 1
2
∫ t
0
∂2
∂x2
H(s,Xs)σ2(s,Xs)ds
=
∫ t
0
(
∂
∂s
H(s,Xs) + ∂
∂x
H(s,Xs)b¯(s,Xs) + 1
2
∂2
∂x2
H(s,Xs)σ2(s,Xs)
)
ds
+
∫ t
0
∂
∂x
H(s,Xs)σ(s,Xs)dBs, t ∈ [0, a],
where b¯(s,Xs) := s
α−1b(s,Xs) + ϕ(s). Then, by the relation (2.25)
H(t,Xt)−H(0, x0) =
∫ t
0
(
∂
∂x
H(s,Xs)b¯(s,Xs) + 1
2
∂2
∂x2
H(s,Xs)[σ2(s,Xs)− σ2(0, x0)]
)
ds
+
∫ t
0
∂
∂x
H(s,Xs)σ(s,Xs)dBs, t ∈ [0, a]. (2.26)
We therefore obtain
E[H(a,Xa)]− E[H(0, x0)] =
∫ a
0
E
[
∂
∂x
H(s,Xs)b¯(s,Xs) + 1
2
∂2
∂x2
H(s,Xs)[σ2(s,Xs)− σ2(0, x0)]
]
ds.
(2.27)
It follows from the estimates (2.8) and (2.24) that∣∣ ∫ a
0
E
[
∂
∂x
H(s,Xs)b¯(s,Xs)
]
ds
∣∣ ≤ ‖h′‖∞√
a
∫ a
0
E|b¯(s,Xs)|ds
≤ ‖h
′‖∞√
a
∫ a
0
[sα−1E|b(s,Xs)|+ E|ϕ(s)|]ds
≤ ‖h
′‖∞√
a
∫ a
0
[
Csα−1 + CL
(
sα+β1−1
α+ β1 − 1 +
sα−
1
2
α− 12
)]
ds
≤ ‖h
′‖∞√
a
[
C
aα
α
+ CL
(
aα+β1
(α + β1)(α+ β1 − 1) +
aα+
1
2
α2 − 14
)]
≤ C‖h′‖∞aα− 12 , a ∈ (0, 1]. (2.28)
From (2.2) and (2.21) we obtain
E|σ2(s,Xs)− σ2(0, x0)| ≤ (E|σ(s,Xs) + σ(0, x0)|2) 12 (E|σ(s,Xs)− σ(0, x0)|2) 12
≤ C[(E|σ(s,Xs)− σ(0, Xs)|2) 12 + (E|σ(0, Xs)− σ(0, x0)|2) 12 ]
≤ CL(sβ2 + s 12 ).
Hence∣∣ ∫ a
0
E
[
1
2
∂2
∂x2
H(s,Xs)[σ2(s,Xs)− σ2(0, x0)]
]
ds
∣∣ ≤ ‖h′′‖∞
2a
∫ a
0
E|σ2(s,Xs)− σ2(0, x0)|ds
≤ ‖h
′′‖∞
2a
CL
(
aβ2+1
β2 + 1
+
2a
3
2
3
)
≤ C‖h′′‖∞aβ2∧ 12 , a ∈ (0, 1]. (2.29)
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So we obtain (2.22) by combining (2.23), (2.27), (2.28) and (2.29).
Step 2. In this step we use the smoothing technique to bound Wasserstein distance from (2.22). Let
h ∈ C1 with ‖h′‖∞ ≤ 1. For each u ∈ (0, 1), define the function
hu(x) :=
∫ ∞
−∞
h(
√
uy +
√
1− u x)φ(y)dy, x ∈ R.
Obviously, ‖h′u‖∞ ≤
√
1− u‖h′‖∞ ≤ 1. Moreover, as in the proof of Theorem 3.6 in [9], we have
‖h′′u‖∞ ≤
1√
u
, |E[h(F )]− E[hu(F )]| ≤
√
u
(
1 +
E|F |
2
)
for any u ∈ (0, 12 ) and F ∈ L2(Ω). Those estimates, combined with the result of Step 1 yield
∣∣Eh(Xa − x0√
a
)
− Eh(Nσ)
∣∣
≤
∣∣Eh(Xa − x0√
a
)
− Ehu
(
Xa − x0√
a
) ∣∣+ |Eh(Nσ)− Ehu(Nσ)|+ ∣∣Ehu
(
Xa − x0√
a
)
− Ehu(Nσ)
∣∣
≤ √u
(
1 +
E|Xa − x0|
2
√
a
)
+
√
u
(
1 +
E|Nσ|
2
)
+ C
(
‖h′u‖∞aα−
1
2 + ‖h′′u‖∞aβ2∧
1
2
)
≤ √u
(
1 +
E|Xa − x0|
2
√
a
)
+
√
u
(
1 +
|σ(0, x0)|
2
)
+ C
(
aα−
1
2 +
1√
u
aβ2∧
1
2
)
, u ∈ (0, 1
2
).
We observe from (2.2) that E|Xa−x0|√
a
≤ C, a ∈ (0, 1]. Hence,
∣∣Eh(Xa − x0√
a
)
− Eh(Nσ)
∣∣ ≤ √u
2
(4 + C + |σ(0, x0)|) + C√
u
aβ2∧
1
2 + Caα−
1
2 , u ∈ (0, 1
2
). (2.30)
Minimizing in u, the right hand side of (2.30) attains its minimum value at u0 :=
2Caβ2∧
1
2
4+C+|σ(0,x0)| . When
a → 0+, we have u0 ∈ (0, 12 ). So the conclusion follows substituting u0 in (2.30) and then taking the
supremum over all h ∈ C1 with ‖h′‖∞ ≤ 1.
The proof of Theorem is complete.
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