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RESTRICTION FOR GENERAL LINEAR GROUPS: THE LOCAL
NON-TEMPERED GAN-GROSS-PRASAD CONJECTURE
(NON-ARCHIMEDEAN CASE)
KEI YUEN CHAN
Abstract. We prove a local Gan-Gross-Prasad conjecture on predicting the branching
law for the non-tempered representations of general linear groups in the case of non-
Archimedean field. We also generalize to Bessel and Fourier-Jacobi models and study
a possible generalization to Ext-branching laws.
1. Introduction
In 1990s’, Gross-Prasad [GP93] formulated conjectures which determine when an irre-
ducible generic representation of SOn−1(F ) appears in a quotient of an irreducible generic
representation of SOn(F ), where F is a local field. The conjectural answer is in terms
of symplectic root numbers, providing deep connections with number theory. About ten
years ago, Gan-Gross-Prasad [GGP12] generalized the conjectures to other classical groups.
The local generic conjectures in orthogonal, unitary and symplectic-metaplectic cases have
been respectively settled by Waldspurger [Wa12], Mœglin-Waldspurger [MW12], and by
Beuzart-Plessis [BP14], Gan-Ichino [GI16], and by Atobe [At18].
Recently, Gan-Gross-Prasad [GGP19] formulated new conjectures for certain nontem-
pered representations arising from a local component of an automrophic representation.
The main goal of this paper is to prove one of those conjectures for general linear groups
over a non-Archimedean local field and study related generalizations.
1.1. Local non-tempered Gan-Gross-Prasad conjecture. We begin with a precise
formulation of the non-tempered conjecture. Let Gn = GLn(F ), the general linear group
over a local field F . Let Alg(Gn) be the category of smooth Gn-representations.
Let WF be the Weil group of F . The Weil-Deligne group WDF of F is defined as:
WDF =
{
WF × SL2(C) if F is non-Archimedean
WF if F is Archimedean
The set of Langlands parameters of Gn is the set of equivalence classes of
φ :WDF →
LG = GLn(C),
under conjugation by elements in GLn(C), and the restriction to the factor of SL2(C)
in WF is algebraic. The local Langlands correspondence for GLn(F ) is now known by
[HT01, He00, Sc13].
Define the Arthur parameters [Ar89] as the set of LG-orbits of maps
ψ :WDF × SL2(C)→
LG
1
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such that ψ|WDF has bounded image i.e. has tempered Langlands parameter, and the
restriction to the SL2(C) factor is algebraic. For each Arthur parameter ψ, one assigns a
L-parameter given by
φψ(w) = ψ(w,
(
|w|1/2 0
0 |w|−1/2
)
).
Let Symk(C) be the unique (k + 1)-dimensional representation of SL2(C). The Arthur
parameter, as a finite WDF × SL2(C)-representation ψ, takes the form
MA =
∑
d
Md ⊗ Sym
d(C2),(1.1)
where each Md is a representation of WDF such that ψ|WDF has bounded image i.e. each
Mi corresponds to a tempered representation. It gives rise to a Langlands parameter M
as described above, and gives a Gn-representation denoted by πM . Any irreducible smooth
representation of Gn associated to the Langlands parameter φψ coming from an Arthur
parameter is called a representation of Arhtur type.
A key notion in [GGP19] is the relevant pair which governs the branching law of repre-
sentations of Arthur type:
Definition 1.1. [GGP19] Two Arthur parameters MA and NA are said to form a rele-
vant pair if there exists WDF -representations M
+
0 , . . . ,M
+
r ,M
−
0 , . . . ,M
−
s corresponding
to tempered representations such that
MA =
r∑
d=0
M+d ⊗ Sym
d(C2)⊕
s∑
d=1
M−d ⊗ Sym
d−1(C2),(1.2)
and
NA =
r∑
d=1
M+d ⊗ Sym
d−1(C2)⊕
s∑
d=0
M−d ⊗ Sym
d(C2).(1.3)
We regard Gn as a subgroup of Gn+1 via the embedding g 7→ diag(g, 1). A non-tempered
Gan-Gross-Prasad conjecture predicts which Arthur type representations of Gn appears in
the quotient of an Arthur type representation of Gn+1, in terms of relevant pairs.
Conjecture 1.2. [GGP19, Conjecture 5.1] Let F be a local field. Let πM and πN be Arthur
type representations of GLn+1(F ) and GLn(F ) respectively. Then HomGn(πM , πN ) 6= 0 if
and only if their respective associated Arthur parameters MA and NA are relevant.
The main result of the paper is to prove the conjecture for non-Archimedean field F .
Previously, for non-Archimedean F , certain cases including when the Deligne SL2(C) in
WDF acts trivially are proved in [GGP19], and the only if direction is proved by M. Gure-
vich [Gu18]. We shall give another proof for the only if direction in this paper. Recently,
Gourevitch-Sayag [GS20] have results towards the Archimedean case.
Theorem 1.3. If F is non-Archimedean, Conjecture 1.2 holds.
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1.2. Representation-theoretic reformulation. From now on, we assume F is non-
Archimedean. We first reformulate the problem into a representation theory setup.
For the detailed notions of Zelevinsky segments and product, see Section 2.3. For an
irreducible unitarizable cuspidal representation ρ of Gl, let
∆ρ(m) = [ν
−(m−1)/2ρ, ν(m−1)/2ρ]
be a Zelevinsky segment. Any square integrable representation is known to be isomorphic to
St(∆ρ(m)) for some such Zelevinsky segment ∆ρ(m) [Ze80]. Any tempered representation
is isomorphic to a product of some square-integrable representations, and corresponds to a
WDF -representation ψ with bounded image ψ(WDF ).
Let vρ(m, d) be the unique irreducible quotient of the product
St(ν(d−1)/2∆ρ(m))× . . .× St(ν
−(d−1)/2∆ρ(m)),
which is so-called a Speh representation and is unitarizable. Each factor Md ⊗ Sym
d(C) in
(1.1) corresponds to a product of Speh representations of the form
vρ1(m1, d)× . . .× vρr (mr, d).(1.4)
Any Arthur type representation is a product of some Speh representations. It follows from
[Be84, Ta86] that such product is irreducible, and is independent of the ordering of Speh
representations.
For an irreducible π ∈ Alg(Gr), let π˜ be the highest derivative of π and let π
− = ν1/2π˜,
where ν(g) = |detg|F . A key observation in [GGP19] is that
vρ(m, d)
− ∼= vρ(m, d− 1),(1.5)
and so
(vρ1(m1, d)× . . .× vρr (mr, d))
− ∼= vρ1 (m1, d− 1)× . . .× vρr (mr, d− 1),(1.6)
which is also a motivation for the notion of relevant pairs in [GGP19]. The isomorphism
(1.5) follows from the well-known highest derivative of Zelevinsky [Ze80] (and its translation
to the Zelevinsky classification via [Ta86]).
Thus combining Definition 1.1, (1.4) and (1.6), we have the following reformulation:
Reformulation of Conjecture 1.2 for non-Archimedean. Let F be a non-Archimedean
local field. Let πM and πN be Arthur type representations of GLn+1(F ) and GLn(F ) re-
spectively. Then HomGn(πM , πN ) 6= 0 if and only if there exist Speh representations
πp,1, . . . , πp,r and πq,1, . . . , πq,s such that
πM ∼= πp,1 × . . .× πp,r × π
−
q,1 × . . .× π
−
q,s
and
πN ∼= π
−
p,1 × . . .× π
−
p,r × πq,1 × . . .× πq,s.
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1.3. Generalizations. The first generalization is on Bessel and Fourier-Jacobi models
(Theorem 5.11). Such generalization is expected in [GGP19], but exact formulation was
not stated. The strategy for proving general cases is connecting those models via Bernstein-
Zelevinsky theory and then using the reduction to basic case as in [GGP12]. The notion of
Bessel models and Fourier-Jacobi models in this paper is slightly general than the one in
[GGP12, Section 15].
In more detail, let
HRr =



g x1 vt
u

 : g ∈ Gr, x ∈Matr×(n−r), v ∈ Fn−r, u ∈ Un−r

 ⊂ Gn+1,
where Un−r is the subgroup of unipotent upper triangular matrices. It is sometimes referred
to a Rankin-Selberg subgroup. Let ψ be a generic character on the subgroup Un−r⋉F
n−r,
extending trivially to HRr . We show that the restriction problem for a Bessel model or a
Fourier-Jacobi model is equivalent to the problem of determining the corresponding Rankin-
Selberg model (Corollary 6.4), i.e. determining if
HomHRr (π1 ⊗ ψ ⊗ ν
−(n−r)/2, π2) 6= 0,
where π1 and π2 are respective irreducible Gn+1 and Gr representations.
The second generalization is on Ext-branching laws. The generic case for Ext-branching
law is simpler: for respective generic irreducible representations π1 and π2 of Gn+1 and Gn,
HomGn(π1, π2)
∼= C, and ExtiGn(π1, π2) = 0, for i ≥ 1 .
The Ext-vanishing part is conjectured by D. Prasad [Pr18] and proved in [CS18b]. One may
consider an analogous problem of Ext-branching laws for Arthur representations. However,
there is no such general Ext-vanishing result for Arthur representations, and we do not
have a way predicting non-vanishing Ext at the moment.
Nevertheless, we formulate a conjecture in Section 7.1, which reduces computations of
Ext-groups for branching laws to computation of Ext-groups of derivatives. The conjecture
is partly based on the derivative approach in [GGP19], as well as some examples computed
in this paper.
1.4. Outline of the proof of non-tempered GGP. We shall consider the reformulated
problem in Section 1.2. Let
πM = πp,1 × . . .× πp,r ∈ Alg(Gn+1),(1.7)
and
πN = πq,1 × . . .× πq,s ∈ Alg(Gn),(1.8)
where each πp,i and πq,j is an (irreducible) Speh representation.
The proof is on the induction of the total number of factors πp,i and πq,j which are not
cuspidal representations. The basic case is that all factors are cuspidal representations.
Then the associated Arthur parameters MA and NA are automatically relevant. Since the
representations πM and πN are generic in this case, we always have HomGn(πM , πN ) 6= 0.
NON-TEMPERED GAN-GROSS-PRASAD CONJECTURE 5
The strategy of the general case is to find a suitable filtration on πM |Gn
0→ λ→ πM |Gn → ω → 0
such that
HomGn(ω, πN ) = Ext
1
Gn(ω, πN ) = 0(1.9)
and HomGn(λ, πN ) can be transferred to another Hom space computable from the inductive
case. Now a long exact sequence argument gives
HomGn(πM |Gn , πN )
∼= HomGn(λ, πN )
and so one concludes the former from the latter one. The way to find such filtration is
based on a combination of Bernstein-Zelevinsky filtration and Mackey theory, and (1.9)
would follow from comparing cuspidal supports on ω and πN .
In more detail, an Arthur type representation πM is written as a product of Speh rep-
resentations in (1.7). Write π′ = πp,2 × . . . × πp,r. Mackey theory gives a short exact
sequence:
0→ πp,1|M × π
′ → (πp,1 × π
′)|M → πp,1 × (π
′|M )→ 0,
where |M is the restriction to the mirabolic subgroup (for the detailed notations on the
product involving mirabolic subgroups, see Section 3). One further restricts from the
mirabolic subgroup Mn+1 to Gn to obtain a short exact sequence for Gn-representations.
Now a significant property of an Arthur type representation is that the Speh representa-
tions in the product of (1.7) commute, and most of time (we shall explain more on this in
the last paragraph), one can choose a particular form so that one can show, via comparing
cuspidal supports,
ExtiGn((πp,1 × (π
′|M ))|Gn , πN ) = 0(1.10)
and, from Bernstein-Zelevinsky theory, πp,1|M admits a short exact sequence, as mirabolic
subgroup representations, sequence:
0→ (ν−1/2π−p,1)×Π→ πp,1|M → Q→ 0,
where Π is the Gelfand-Graev representation and Q is a quotient, such that for all i, again
by comparing cuspidal supports,
ExtiGn((Q × π
′)|Gn , πN ) = 0(1.11)
Thus standard homological algebra transfers the study of HomGn(πM , πN ) to
HomGn(((ν
−1/2π−p,1)×Π× π
′)|Gn , πN )
Thus it remains to study the last Hom or study the structure of ((ν−1/2π−p,1)×Π×π
′)|Gn .
The later one is equivalent to study
π−p,1 × ((Π× π
′)|Gk)(1.12)
for some k, for which we will deduce information from the representation
π−p,1 × ((σ × π
′)|Gk)(1.13)
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for a suitable choice of unitarizable cuspidal representation σ. Now σ×π′ is still an Arthur
type representation and so one can deduce information of the quotient of (σ × π′)|Gk from
induction hypothesis.
It is clear that if λ is a quotient of (σ × π′)|Gk , then π
−
p,1 × λ is still a quotient of
π−p,1×((σ×π
′)|Gk), which basically deals with the if direction. The converse of the statement
is not true in general, but holds under suitable assumption that fulfills our purpose. For
which, we have to study the product with π−p,1 preserves extensions in some situations
(Corollary 9.4), which handles the only if direction.
We finally explain the issue of choosing πp,1 to obtain the vanishing in (1.10) and (1.11).
The choice does not always (easily) exist if we only consider the original restriction problem
i.e. when HomGn(πM , πN ) 6= 0. However, such choice exists either in the original restriction
problem or in the dual restriction problem, which we mean the problem of determining if
HomGn+1(σ × (πN )
∨|Gn+1 , (πM )
∨) 6= 0
for a suitable choice of cuspidal representation σ of GL2(F ). These two problems are indeed
equivalent by Proposition 4.1. Such duality simplifies most of computations to comparing
cuspidal supports.
1.5. Remarks. For irreducible generic quotients of Gn appearing in an irreducible generic
representation of Gn+1 (also known as generic GGP conjecture for GL-case), it is shown by
Rankin-Selberg integrals [JPSS83, Pr93]. In [CS18b], G. Savin and the author give another
proof for the generic case using variations of Bernstein-Zelevinsky filtrations.
Our method for Arthur type representations is again a variation of Bernstein-Zelevinsky
filtration method which exploits the product structure of Arthur representations. To illus-
trate how the refinement gives more information, we consider respective representations in
GL5(F ) and GL4(F ) in [GGP19, Remark 5.6]:
π1 = 〈[ν
−1, ν]〉 × 1× 1, and π2 = 〈[ν
−1/2, ν1/2]〉 × St([ν−1/2, ν1/2]).
(Here 1 is the trivial character of F×.) Now the Mackey theory gives two layers on π1|G4 :
〈[ν−1/2, ν3/2]〉 × ((1× 1)|G1), and 〈[ν
−1/2, ν1/2]〉 × ((1|M1 × 1× 1)|G2)
Set τ = 〈[ν−1/2, ν1/2]〉. A key difference of our method from the one in [GGP19] is to use
transfer in (1.12) and (1.13) to deduce that τ × ((1|M1 × 1 × 1)|G2) has a quotient of π2,
as G4 representations, which could deal with some obstruction we are going to describe in
more details.
Now, in comparison with the full Bernstein-Zelevinsky filtration, the layer
τ × ((1|M1 × 1× 1)|G2)
further decomposes into three following layers: (for the notions of functors Ψ+,Φ+, see
Section 2.1)
τ × ν1/2 × ν1/2 (multiplicity 1), τ × (Φ+Ψ+(1)|G2) (multiplicity 2),
τ × ((Φ+)2Ψ+(1)|G2) (multiplicity 1).
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(Here, the 1 in the third layer is as G0-representation.) Indeed, τ × ((Φ
+)2Ψ+(1)|G2)
contributes the non-zero Hom for HomG4(π1, π2). However, in this decomposition, we
lose information on the extensions between these three layers, and give an obstruction on
concluding the non-vanishing Hom.
An important ingredient in the transfer (such as from (1.12) to (1.13)) is that an ir-
reducible cuspidal representation of Gn restricted to the mirabolic subgroup is isomor-
phic to the Gelfand-Graev representation, and such result is generalized to essentially
square-integrable representations when restricted to Gn−1 via Hecke algebra realization
[CS18b, CS19] (also see [Ch19] for further generalization to representations restricted to
be projective). Such fact also plays important roles in the reductions in [GGP12] and in
proving the Ext-vanishing theorem in [CS18b].
The only if direction is proved by M. Gurevich [Gu18], in which the Bernstein-Zelevinsky
filtration approach leads to an analysis of multiple products of generalized Speh represen-
tations (which is called quasi-Speh representation in [Gu18]), arisen from the derivatives of
Arthur type representations.
Due to some transfer steps above, our approach only requires a study of producting with
one Speh representations (rather than several generalized Speh representations), and we
show under some conditions on cuspidal supports that producting with a Speh represen-
tation preserves extensions and is a fully-faithful functor. This improves one of results of
Lapid-Mínguez [LM16] which shows producting with Speh representations preserves irre-
ducibility under a related condition.
1.6. Acknowledgement. This project grows out from discussions with Dipendra Prasad,
and the author would like to thank him for helpful discussions and comments. He would
also like to thank Gordan Savin for discussions on various topics and helpful comments.
2. Notations and Preliminaries
2.1. Bernstein-Zelevinsky functors. For a connected reductive group G, let Alg(G) be
the category of smooth representations of G. Let Gn = GLn(F ). All representations in
this paper are smooth and we usually drop the term ’smooth’. For a representation π of
Gn, set npi = n.
Let G = Gn. For a closed subgroup H of G and a representation π in Alg(H), let Ind
G
Hπ
to be the space of smooth functions f : G→ π satisfying f(hg) = δ(h)1/2h.f(g), where δ−1
is the modular character of H . The G-action on IndGHπ is given by (g.f)(g0) = f(g0g) for
any g, g0 ∈ G. Let ind
G
Hπ be the subrepresentation of Ind
G
Hπ containing all functions with
compact support modulo H . We shall use uind and uInd for corresponding unnormalized
inductions of ind and Ind respectively. Those functors Ind, ind, uInd, uInd are exact [BZ76,
Proposition 2.25(a)].
Let Mn be the mirabolic subgroup of Gn i.e. Mn is the subgroup of Gn with all the
matrices with the last row (0, . . . , 0, 1). We shall also regard Gn−1 as a subgroup of Mn
8 KEI YUEN CHAN
via the embedding g 7→
(
g
1
)
. Thus we have a chain of subgroups:
1 = G0 = M1 ⊂ . . . ⊂Mn−1 ⊂ Gn−1 ⊂Mn ⊂ Gn.
For π ∈ Alg(Gn), we may simply write π|M for the restriction π|Mn
Let V = Vn be the unipotent radical of Mn. Let ψ¯ : F → C be a non-degenerate
character. Let ψ : Vn → C by ψ(v) = ψ¯(vn), where vn is the last entry in v. Note the
action of Mn−1 stabilizes ψ : Vn → C. For a character λ of Vn and a representation π of
Mn, define
πVn,λ = δ
−1/2π/〈v.x− λ(v)x : v ∈ Vn, x ∈ π〉,
where δ−1 is the modular character of Mn. When λ = 1 (resp. λ = ψ), we regard as
Gn−1-representation (resp. Mn−1-representation).
Define θ = θn : Gn → Gn by θ(g) = g
−t, the Gelfand-Kazhdan involution [BZ76, Section
7].
Define
Φ+ : Alg(Mn)→ Alg(Mn+1); Ψ
+ : Alg(Gn)→ Alg(Mn+1)
Φ− : Alg(Mn+1)→ Alg(Mn); Ψ
− : Alg(Mn+1)→ Alg(Gn).
by
Φ+(π) = ind
Mn+1
MnVn
π ⊠ ψ, Ψ+(π) = ind
Mn+1
GnVn
π ⊠ 1,
Φ−(π) = πVn,ψ, Ψ
−(π) = πVn,1.
Some major properties of the functors [BZ77, Proposition 3.2]:
(1) All the above functors are exact.
(2) Φ− is left-adjoint to Φ+ and Ψ− is left-adjoint to Φ+.
(3) Φ−Ψ+ = 0 and Ψ−Φ+ = 0
(4) There is an exact sequence:
0→ Φ+Φ− → Id→ Ψ+Ψ− → 0
(5) All the irreducible representations ofMn are isomorphic to (Φ
+)k−1Ψ+(π) for some
k and some irreducible smooth Gn−k-representation.
(6) [BZ76, 5.18] For any cuspidal representation σ of Gn, σ|Mn
∼= (Φ+)n−1(1). Here 1
is the 1-dimensional representation of M1.
Denote, the Gelfand-Graev representation,
Πn := (Φ
+)n−1(1) ∈ Alg(Mn).(2.14)
Let ν = νn : Gn → C be a character given by ν(g) = |det(g)|F . For π ∈ Alg(Gn), the
k-th right and left derivatives of π are respectively defined as:
π(k) = Ψ−(Φ−)k−1(π|Mn),
(k)π = θ(θ(π)(k)).
and the k-th shifted right and left derivatives of π is defined as:
π[k] = ν1/2 · π(k), [k]π = ν−1/2 · (k)π.
Let k∗ be the largest integer such that π(k
∗) 6= 0. We shall call π(k
∗) to be the highest
derivative of π, and k∗ is the level of π. We also set π− = π[k
∗].
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2.2. Parabolic induction and Jacquet functors. Let Un be the subgroup of Gn con-
taining all unipotent upper triangular matrices. Let Ni be the unipotent subgroup of Gn
containing matrices of the form
(
In−i u
Ii
)
for any (n − i) × n matrices u over F . We
regard Gn−i × Gi as a subgroup of Gn via the embedding (g1, g2) 7→ diag(g1, g2). Let Pi
be the parabolic subgroup (Gn−i ×Gi)Ni.
For π1 ∈ Alg(Gn−i) and π2 ∈ Alg(Gi), define the product of π1 and π2 as
π1 × π2 = Ind
Gn
(Gn−i×Gi)⋉Ni
π1 ⊠ π2 ⊠ 1.
For a family of representations πi ∈ Alg(Gni) (i = 1, . . . , k), define
π1 × . . .× πk := π1 × (. . .× (πk−1 × πk) . . .).
The parabolic induction is an exact functor [BZ76]. For more properties for parabolic
inductions, see [LM16].
Let N−i = N
t
i be the opposite unipotent subgroup. For π ∈ Alg(Gn), we shall de-
note by πNi and πN−i
be the corresponding normalized Jacquet modules, as Gn−i × Gi-
representations. They are also exact functors. Since the parabolic induction has usual and
opposite Jacquet functors as left and right adjoint functors respectively, parabolic induction
also preserves injective and projective objects.
For an irreducible representation π of Gk, there is a unique set (with multiplicities) of
cuspidal representations ρ1, . . . , ρr such that π is a composition factor of ρ1× . . .× ρr, and
we denote the multiset cupp(π) = {ρ1, . . . , ρr}, and denote cuppZ(π) =
{
νiρj
}
i∈Z,j=1,...,r
.
2.3. Speh representations and Zelevinsky segments. Let ρ be an irreducible cuspidal
representation of Gm. For any a, b ∈ C with b − a ∈ Z≥0, a Zelevinsky segment ∆ =
[νaρ, νbρ] is the set
{
νaρ, νa+1ρ, . . . , νbρ
}
, and we denote a(∆) = νaρ and b(∆) = νbρ.
Denote by 〈∆〉 (resp. St(∆)) the unique submodule (resp. quotient) of νaρ× . . .× νbρ.
A Zelevinsky multisegment is a multiset of Zelevinsky segments. For a Zelevinsky mul-
tisegment m = {∆1, . . . ,∆r}, denote by 〈m〉 the unique irreducible subrepresentation of
〈∆1〉 × . . .× 〈∆r〉, and denote by St(m) the unique irreducible quotient of St(∆1) × . . . ×
St(∆r), where ∆1, . . . ,∆r are ordered in the way as in [Ze80, Theorem 6.1]. We also denote
the parabolic induction 〈∆1〉 × . . .× 〈∆r〉 by ζ(m).
Let ρ be an irreducible unitarizable cuspidal representation of Gm. For a positive integer
d, define
∆ρ(d) = [ν
−(d−1)/2ρ, ν(d−1)/2ρ].
For a positive integer m, define
uρ(m, d) = 〈
{
ν−(m−1)/2∆ρ(d), . . . , ν
(m−1)/2∆ρ(d)
}
〉.
We shall call those representations to be Speh representations, and they are unitarizable
[Be84, Section 8] (see [Ta86]).
In Section 1.2, we also introduce the notion vρ(m, d). The two notions coincide:
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Lemma 2.1. [Ta86, Theorem A10] For any irreducible unitarizable cuspidal representation
ρ, any d,m,
vρ(m, d) ∼= uρ(m, d).
Explicit derivatives of a Speh representation are particularly simple to describe, and one
refers to [LM14] (also see [CS19, Section 7]). We collect some useful information for our
study:
Lemma 2.2. [LM14, Theorem 14] Let π = uρ(m, d) be a Speh representation.
(1) The level of π is nρm.
(2) If k is not the level of π and π[k] 6= 0, then the cuspidal support of π[k] contains
ν(d+m−2)/2+1/2ρ.
(3) If k is the level of π, then π− = π[k] ∼= uρ(m, d− 1) and π
(k) ∼= ν−1/2uρ(m, d− 1).
3. Mirabolic Induction
In this section, we discuss inductions involving mirabolic subgroups, which will be used
in Sections 4, 5 and 6.
3.1. Mirabolic induction. Let τ ∈ Alg(Mm) and let π ∈ Alg(Gn). Define two types of
mirabolic inductions, similar to [BZ77, 4.12].
(1) Type 1: Let Q = Pm ∩Mn+m ⊂ Gn+m i.e.
Q =
{(
g u
m
)
: g ∈ Gn,m ∈Mm, u ∈Matn×m
}
.
Let ǫ : Q→ C be the identity.
(2) Type 2: Let Q = P tm ∩Mn+m ⊂ Gn+m i.e.
Q =



gu h v
1

 : g ∈ Gn, u ∈Matm−1,n, h ∈ Gm−1, v ∈ Fm−1

 .
Let ǫ : Q :→ C given by ǫ = ν−1/2.
For type 1 (resp. type 2), extend π ⊠ τ trivially to Q. Define the Mn+m-representation
π×¯τ (resp. τ×¯π) to be the space of smooth functions f : Mn+m → π ⊠ τ satisfying
f(qg) = ǫ(q)δ(q)1/2q.f(g) for any q ∈ Q and g ∈ Mn+m, and f is compactly-supported
modulo Q, where δ−1 is the modular character of Q.
In type 1, when restricting to Gn+m−1, we have
(π×¯τ)|Gn+m−1
∼= (ν1/2π)× (τ |Gm−1 ),(3.15)
where the isomorphism is given by f 7→ (g 7→ f(diag(g, 1))). Here we naturally identify
π ⊠ τ and (ν1/2π)⊠ (τ |Gm−1 ). We may also sometimes simply write × for ×¯.
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3.2. Associative property.
Lemma 3.1. Let π1 ∈ Alg(Gn1). Let π2 ∈ Alg(Gn2). Let τ ∈ Alg(Mr). Then
(1) (π1×¯τ)×¯π2 ∼= π1×¯(τ×¯π2); and
(2) (π1 × π2)×¯τ ∼= π1×¯(π2×¯τ);
(3) (τ×¯π1)×¯π2 ∼= τ×¯(π1 × π2).
Proof. Using induction in stages, the respective subgroups which are parabolically induced
from in LHS of (1), (2), (3) take the form:

g2
∗ g1 ∗ ∗
∗ m ∗
1

 ,


g1 ∗ ∗ ∗
g2 ∗ ∗
m ∗
1

 ,


g2
∗ g1
∗ ∗ m ∗
1


and which are parabolically induced from RHS of (1), (2), (3) take the form:

g1 ∗ ∗ ∗
g2
∗ m ∗
1

 ,


g1 ∗ ∗ ∗
g2 ∗ ∗
m ∗
1

 ,


g1 ∗
g2
∗ ∗ m ∗
1

 ,
where g1 ∈ Gn1 , g2 ∈ Gn2 and m ∈ Gr−1.
Let w = diag(
(
0 In2
In1 0
)
, Ir) ∈ Gn1+n2+r. Then w defines a G-map from (π1×¯τ)×¯π2
to π1×¯(τ×¯π2) given by f 7→ f(wg). This verifies (1). The same element defines a G-map
for (3). (2) is easy. 
3.3. From parabolic to mirabolic induction. The appearance of mirabolic inductions
comes from the study of parabolic inductions when restricting to the mirabolic subgroup
via Mackey theory. The following lemma will be used several times.
Lemma 3.2. [BZ77, Proposition 4.13] Let π1 and π2 be Gn1 and Gn2-representations.
Then (π1 × π2)|M admits a short exact sequence:
0→ π1|M ×¯π2 → (π1 × π2)|M → π1×¯(π2|M )→ 0
3.4. Connection to Bernstein-Zelevinsky functors.
Lemma 3.3. [BZ77, Proposition 4.13] Let π ∈ Alg(Gn). Let τ ∈ Alg(Mk). Then
(1) Ψ−(τ×¯π) ∼= Ψ−(τ)× π
(2) 0→ Φ−(τ)×¯π → Φ−(τ×¯π)→ Ψ−(τ)×¯(π|M )→ 0
The following result is standard. We omit the details.
Lemma 3.4. For π ∈ Alg(Gr),
(Φ+)kΨ+(π) ∼= π×¯Πk+1
It is also convenient to define another functor:
Λ : Alg(Gn)→ Alg(Mn+1)
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by
Λ(π) = uInd
Mn+1
Gn
ν−1/2π.
By definitions, Λ(π) ∼= 1|M1×¯π. When n = 0, Λ is just an isomorphism of vector spaces.
Proposition 3.5. Let r ≥ 0. Let π ∈ Alg(Gr). For s ≥ 0,
Πs+1×¯π ∼= (Φ
+)s(Λ(π)).
Proof. For 1 ≤ k ≤ s, by Lemma 3.3(2), (Φ−)k(Πs+1×¯π) ∼= Πs+1−k×¯π, and, by Lemma
3.3(1), (Ψ−)k(Πs+1×¯π) = 0. Thus from Bernstein-Zelevinsky theory [BZ77, Proposition
3.2], we have Πs+1×¯π ∼= (Φ
+)s(Λ(π)). 
3.5. A transfer lemma. We shall need the following transfer or reduction:
Lemma 3.6. Let π1 ∈ Alg(Gk) and π2 ∈ Alg(Gl). Let π3 ∈ Alg(Gn) with n ≥ l + k. Let
a = n+1− (k+ l). Then, for any irreducible cuspidal representation σ in Alg(Gn+1−(k+l))
such that σ /∈ csuppZ(ν
−1/2π3), and for any i,
ExtiGn(π1 × ((σ × π2)|Gn−k), π3)
∼= ExtiGn(π1 × ((Πa×¯π2)|Gn−k), π3).
Proof. Again Lemma 3.2 gives a filtration on (σ × π2)|Mn+1−k as:
0→ σ|M ×¯π2 → (σ × π2)|M → σ×¯(π2|M )→ 0.(3.16)
Restricting to Gn−k, this gives the filtration:
0→ (σ|M ×¯π2)|Gn−k → (σ × π2)|Gn−k → (ν
1/2σ)× (π2|Gl−1)→ 0.
With Πa = σ|M , producting with π1 gives the exact sequence:
0→ π1 × ((Πa×¯π2)|Gn−k)→ π1 × ((σ × π2)|Gn−k)→ π1 × (ν
1/2σ)× (π2|Gl−1)→ 0.
(3.17)
Thus standard argument using second adjointness of Frobenius reciprocity and compar-
ing cuspidal support at ν1/2σ gives that, for all i,
ExtiGn(π1 × (ν
1/2σ)× (π2|Gl−1), π3) = 0.
Thus long exact sequence from (3.17) gives that, for all i,
ExtiGn(π1 × ((Πa×¯π2)|Gn−k), π3)
∼= ExtiGn(π1 × ((σ × π2)|Gn−k), π3).

3.6. A lemma on Speh representation.
Lemma 3.7. Let π = uρ(m, d) be a Speh representation. Let π
′ be in Alg(Gk). Let
n+1 = npi + k. Let π
′′ be an irreducible representation of Gn such that ν
1/2(ν(m+d−2)/2ρ)
is not in cupp(π′′). Then there exists a short exact sequence, as Gn-representations:
0→ K → (π|M ×¯π
′)|Gn → Q→ 0
such that, for all i,
ExtiGn(Q, π
′′) = 0,
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and,
K ∼= ((ν−1/2uρ(m, d− 1))×¯(Πp×¯π
′))|Gn
∼= uρ(m, d− 1)× ((Πp×¯π
′)|Gk+p−1)
where p = nρm, and
ExtiGn(K,π
′′) ∼= ExtiGn((π|M ×¯π
′)|Gn , π
′′).
Proof. From the bottom piece of Bernstein-Zelevinsky filtration (Lemma 2.2), π|M has the
submodule (see Section 2.1 and Lemma 3.4)
K ′ := ν−1/2uρ(m, d− 1)×¯Πp
and (π|M )/K
′ admits a M -filtration whose successive quotients isomorphic to π(j)×¯Πj for
j < p. Let G = Gn. Now taking mirabolic is exact and so one would have, by a long exact
sequence argument,
ExtiG((π|M ×¯π
′)|G, π
′′) ∼= ExtiG((K
′×¯π′)|G, π
′′)
if we can show that, for all i,
ExtiG(((π|M )/K
′×¯π′|G, π
′′) = 0
To show the last Ext vanishing, it suffices to show that for each piece of Bernstein-
Zelevinsky layer τ = π(j) ×Πj (j < p) appearing in (π|M )/K
′,
ExtiG((τ×¯π
′)|G, π
′′) = 0
for any i, which indeed follows from:
ExtiG(((π
(j)×¯Πj)×¯π
′)|G, π
′′) ∼=ExtiG((ν
1/2π(j))× ((Πj×¯π
′)|Gj+k−1), π
′′)
∼=ExtiGnpi−j×Gj+k−1((ν
1/2π(j))⊠ (Πj×¯π
′), (π′′)N−j+k−1
)
∼=0,
where the first isomorphism follows from Lemma 3.1(1) and (3.15), the second isomorphism
follows from Frobenius reciprocity, and the last isomorphism follows from Lemma 2.2(2)
with comparing cuspidal supports. 
4. Proof of Conjecture 1.2 (non-Archimedean)
The main goal of this section is to prove Conjecture 1.2 (non-Archimedean) modulo
Proposition 4.1 and Proposition 4.2
4.1. Dual restriction.
Proposition 4.1. Let π1 and π2 be irreducible representations of Gn+1 and Gn respectively.
For any irreducible cuspidal representation σ of G2 such that σ is not in cuppZ(ν
−1/2π∨1 )∪
cupp
Z
(π2), and for all i,
ExtiGn(π1|Gn , π
∨
2 )
∼= ExtiGn+1((π2 × σ)|Gn+1 , π
∨
1 ).
The proof of Lemma 4.1 will be postponed to Proposition 5.4, where we will prove a
more general statement.
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4.2. Product preserving quotients.
Proposition 4.2. Let ρ be an irreducible unitarizable cuspidal representation. Fix m, d.
Let π1 be a (not necessarily admissible) representation of Gn. Let p = nρmd. Let π2 be
an irreducible representation of Gn+p such that any cuspidal representation in cupp(π2) is
either
(1) lying in
{
ν−(m+d−2)/2ρ, . . . , ν(m+d−2)/2ρ
}
; or
(2) not lying in {νnρ}n∈Z.
Then if
HomGn+p(uρ(m, d)× π1, π2) 6= 0,
then there exists a non-zero irreducible quotient ω of π1 such that π2 ∼= uρ(m, d)×ω, more-
over, if π2 is an irreducible Arthur type representation, then such ω is also an irreducible
Arthur type representation.
Proposition 4.2 will be proved as a special case of Corollary 9.4. Proposition 4.2 is only
needed for the only if direction.
4.3. Proof of non-tempered GGP. Let Suk be the set of irreducible unitarizable cuspidal
representations of Gk.
The following two lemmas are the keys for reductions to an inductive case.
Lemma 4.3. Let πp and πq be Arthur type representations of Gn+1 and Gn respectively.
Write
πp = πp,1 × . . .× πp,r, πq = πq,1 × . . .× πq,s
for some Speh representations πp,i, πq,j. Write πp,i = uρi(mi, di) and πq,j = uσj (lj , ej).
Suppose m1 + d1 ≥ mi + di and m1 + d1 ≥ lj + ej for all i, j. Then
HomGn(πp, πq) 6= 0
if and only if for any σ˜ ∈ Sunρ1m1 such that σ˜ /∈ cuppZ(πp) ∪ cuppZ(ν
−1/2πq),
HomGn(uρ1(m1, d1 − 1)× ((σ˜ × π
′
p)|Ga), πq) 6= 0,
where π′p = πp,2 × . . .× πp,r and a = n− nρ1m1(d1 − 1).
Proof. By Lemma 3.2,
0→ πp,1|M ×¯π
′
p → πp|M → πp,1×¯(π
′
p|M )→ 0.(4.18)
Let n1 = nρ1d1m1 and n
′ = n− n1. Now
ExtiGn((πp,1×¯(π
′
p|M ))|Gn , πq)
∼= ExtiGn((ν
1/2πp,1)× (π
′
p|Gn′ ), πq)
∼= ExtiGn1×Gn−n1 ((ν
1/2πp,1)⊠ (π
′
p|Gn′ ), (πq)N−n−n1
)
= 0,
where the first isomorphism follows from (3.15) and Lemma 3.1(1) and the second isomor-
phism follows from second adjointness of Frobenius reciprocity and the third isomorphism
follows by comparing cuspidal support at ν1/2ν(d1+m1−2)/2ρ1.
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Thus long exact sequence argument on (4.18) gives that, for all i,
ExtiGn((πp,1|M ×¯π
′
p)|Gn , πq)
∼= ExtiGn(πp|Gn , πq).(4.19)
Set u′ = π−p,1
∼= uρ1(m1, d1 − 1) and u
′′ = ν−1/2u′. Now Lemma 3.7 gives that
ExtiGn(((u
′′×¯Π)× π′p)|Gn , πq)
∼= ExtiGn((πp,1|M ×¯π
′
p)|Gn , πq),(4.20)
where Π = Πnρ1m1 .
For any σ˜ ∈ Sunρ1m1 not appearing in cuppZ(πp) ∪ cuppZ(ν
−1/2πq),
ExtiGn(u
′ × ((σ˜ × π′p)|Gt), πq)
∼= ExtiGn(u
′ × ((Π×¯π′p)|Gt), πq)
∼= ExtiGn(((u
′′×¯Π)× π′p)|Gn , πq),
(4.21)
where t = n′ + nρ1m1. Here the first isomorphism follows from Lemma 3.6 and the second
isomorphism follows from Lemma 3.1(1) and (3.15),
By equations (4.19), (4.20) and (4.21) at the case that i = 0, we obtain the following
equivalent statements:
(1) HomGn(πp|Gn , πq) 6= 0;
(2) HomGn(uρ1(m1, d1 − 1)× ((σ˜ × π
′
p)|Gt), πq) 6= 0 for any σ˜ ∈ S
u
nρ1m1
not appearing
in cuppZ(πp) ∪ cuppZ(ν
−1/2πq).

Lemma 4.4. We keep using notations in the previous lemma. We still assume that m1 +
d1 ≥ mi + di and m1 + d1 ≥ lj + ej for all i, j. Then
HomGn(πp|Gn , πq) 6= 0
if and only if there exists k such that
πq,k ∼= uρ1(m1, d1 − 1),
and for any σ˜ ∈ Sunρ1m1 with σ˜ /∈ cuppZ(πp) ∪ cuppZ(ν
−1/2πq),
HomGn′ ((σ˜ × π
′
p)|Gn′ , π
′
q) 6= 0,
where n′ = n− nρ1m1(d1 − 1) and π
′
q = πq,1 × . . . πq,k−1 × πq,k+1 × . . .× πq,s.
Proof. We first consider the if direction. Let σ˜ ∈ Sunρ1m1 not appear in cuppZ(πp) ∪
cuppZ(ν
−1/2πq). By the hypothesis of if direction, σ˜ × π
′
p has a quotient π
′
q (where π
′
q is
defined as in the lemma). Hence, by exactness of parabolic induction,
uρ1(m1, d1 − 1)× (σ˜ × π
′
p)
has a quotient
πq,k × π
′
q
∼= uρ1(m1, d1 − 1)× π
′
q
∼= πq.
Thus, by the if part of Lemma 4.3, we obtain
HomGn(πp|Gn , πq) 6= 0.
We now consider the only if direction. Suppose HomGn(πp|Gn , πq) 6= 0. By using the
only if part of Lemma 4.3, we have that:
HomGn(uρ1(m1, d1 − 1)× ((σ˜ × π
′
p)|Gt), πq) 6= 0
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for some σ˜ ∈ Sunρ1m1 not in cuppZ(πp) ∪ cuppZ(ν
−1/2πq). Here t = n− nρ1m1(d1 − 1).
Recall that we are assuming m1+d1 ≥ l1+e1 ≥ li+ei for any i. For any τ ∈ cupp(πq,i),
(1) if 12 (m1 + (d1 − 1)− 2) ≥
1
2 (li + ei − 2), then τ is either not in cuppZ(ρ1) or
τ ∈
{
ν−(d1−1+m1−2)/2ρ1, . . . , ν
(d1−1+m1−2)/2ρ1
}
;
or
(2) if 12 (m1+(d1−1)−2) <
1
2 (li+ei−2) =
1
2 (m1+d1−2), then τ is not in cuppZ(ρ1).
Thus we can apply Proposition 4.2 to obtain that
π2 ∼= uρ1(m1, d1 − 1)× ω
for some irreducible Arthur type quotient ω of (σ˜ × π′p)|Gt . Now by uniqueness of factor-
ization of Arthur type representations in terms of Speh representations, there exists some
k∗ such that
πq,k∗ ∼= uρ1(m1, d1 − 1), πq,1 × . . .× πq,k∗−1 × πq,k∗+1 × . . .× πq,s
∼= ω.
This proves the only if direction. 
Theorem 4.5. Conjecture 1.2 holds for non-Archimedean field F .
Proof. We shall prove the reformulated problem in Section 1.2. Let πp and πq be Arthur
type representations of Gn+1 and Gn respectively. We can write as the product of Speh
representations i.e.
πp = πp,1 × . . .× πp,r and πq = πq,1 × . . .× πq,s
such that each πp,i (resp. πq,j) is an (irreducible unitarizable) Speh representation uρi(mi, di)
(resp. uσj (lj , ej)). Let N(πp, πq) be the total number of factors πp,i and πp,j which are not
cuspidal representation. The basic case is that all πp,i and πq,j are cuspidal representations
i.e. N(πp, πq) = 0, and so πp and πq are generic. In that case, it is well-known from
[JPSS83, GGP12].
By [Ta86, Theorem 7.1], we may and shall assume that for 1 ≤ i ≤ r, 1 ≤ j ≤ s,
m1 + d1 ≥ mi + di and l1 + e1 ≥ lj + ej.
We may also assume that m1 + d1 > 2 or l1 + e1 > 2, and so either πp,1 or πq,1 is not
cuspidal. Otherwise, it is the basic case.
We now consider two cases:
Case 1: m1 + d1 ≥ l1 + e1, which implies
m1+d1−2
2 +
1
2 >
li+ei−2
2 for all i, and so
ν1/2ν(d1+m1−2)/2ρ1 is in cupp(ν
1/2πp,1), but is not in the cuspidal support of any πq,i.
Let
π′p = πp,2 × . . .× πp,r.
Let u = πp,1 ∼= uρ1(m1, d1). We first prove the only if direction and assume that
HomGn(πp, πq) 6= 0. Using Lemma 4.4, there exists σ ∈ S
u
nρ1m1
with σ /∈ cuppZ(ν
−1/2πq)
and k∗ such that
πq,k∗ = u
−, and HomGt(σ × π
′
p, π
′
q) 6= 0,
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where π′q = πq,1 × . . . × πq,k∗−1 × πq,k∗+1 × . . . × πq,s and t = n − nρ1m1(d1 − 1). Since
σ × π′p is also an Arthur type representation with
N(σ × π′p, π
′
q) = N(π
′
p, π
′
q) < N(πp, πq),
we can apply inductive hypothesis to obtain that
σ × π′p
∼= τp,1 × . . .× τp,k × τ
−
q,1 × . . .× τ
−
q,l
π′q
∼= τ−p,1 × . . .× τ
−
p,k × τq,1 × . . .× τq,l
for some Speh representations τp,1, . . . , τp,k, τq,1, . . . , τq,l. Since the product is uniquely
determined by the factors of those Speh representations [Ta86] and σ /∈ cuppZ(ν
−1/2π′q),
we must have τp,i∗ ∼= σ for some i
∗. Since the products between Speh representations
commute, we may simply set i∗ = 1. With τ−p,1 = 1, now we have
πp ∼= u× π
′
p
∼= u× τp,2 × . . .× τp,k × τ
−
q,1 × . . .× τ
−
q,l,
πq ∼= u
− × π′q
∼= u− × τ−p,2 × . . .× τ
−
p,k × τq,1 × . . .× τq,l
as desired.
Now we prove the if direction and so we consider
πp ∼= τp,1 × . . .× τp,k × τ
−
q,1 × . . .× τ
−
q,l
and
πq ∼= τ
−
p,1 × . . .× τ
−
p,k × τq,1 × . . .× τq,l
for some Speh representations τp,1, . . . , τp,k, τq,1, . . . , τq,l. From our choice of πp,1 and the
assumption for Case 1, we must have that, by reindexing if necessary,
τp,1 ∼= πp,1.
Then τ−p,1
∼= uρ1(m1, d1 − 1). This implies that
τp,2 × . . .× τp,k × τ
−
q,1 × . . .× τ
−
q,l
∼= πp,2 × . . .× πp,r = π
′
p,
by unique factorization of Speh representations [Ta86]. Since
N(π′p, π
′′
q ) < N(πp, π
′′
q ) ≤ N(πp, πq),
induction gives that for any σ of Sunρ1m1 ,
HomGn′ (σ × π
′
p, π
′′
q ) 6= 0,
where π′′q
∼= σ−×τ−p,2×. . .×τ
−
p,k×τq,1×. . .×τq,l. Lemma 4.4 implies that HomGn(πp|Gn , πq) 6=
0 as desired.
Case 2: l1+ e1 > m1+ d1, which implies
l1+e1−2
2 +
1
2 >
m1+d1−2
2 . We use Proposition 4.1
to obtain a unitarizable irreducible cuspidal representation σ of G2 so that
HomGn+1(πq × σ|Gn+1 , πp) 6= 0⇐⇒ HomGn+1(πq × σ, πp) 6= 0
⇐⇒ HomGn+1(σ
∨ × π∨q |Gn+1 , π
∨
p ) 6= 0
⇐⇒ HomGn(πp|Gn , πq) 6= 0.
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Here πq, σ, πp are complex conjugate representations of πp, σ, πq respectively, and so the
first ’if and only if’ implication is immediate. The second ’if and only if’ implication from
that πp, πq, σ are unitarizable and so Hermitian self-dual, and the third one follows from
Proposition 4.1.
We also have that πq×σ is still an Arthur type representation. Note that N(πq×σ, πp) =
N(πp, πq). We now use the argument in Case 1 and inductive hypothesis to prove this case,
where the role of πq,1 replaces the one of πp,1.

5. General cases: Bessel, Fourier-Jacobi and Rankin-Selberg models
In this section, we shall generalize the non-tempered GGP to other models of general
linear groups. We study some connections between models, which will be continued in
Section 6.
5.1. Equal rank Fourier-Jacobi models. Let S(Fn) be the space of Bruhat-Schwartz
functions on Fn. For a character µ of Gn, let ωµ,0 (resp. ω̂µ,0) be a Gn-representation with
underlying space S(Fn) and the Gn-action given by
(g.f)(v) = µ(g)f(g−1v), (resp. (g.f)(v) = µ(g)f(gtv)).
Let π ∈ Alg(Gn). Since Gn \Mn+1 ∼= F
n as topological spaces, and ωµν−1/2,0 ⊗ π can
be viewed as the space of smooth compactly-supported functions f : Fn → µν−1/2π with
Gn acting by (g.f)(v) = g.f(g
−1v), we have:
µ⊗ Λ(π)|Gn
∼= ωµν−1/2,0 ⊗ π
via the natural map for f ∈ Λ(π),
f 7→
(
v 7→ f(
(
In v
0 1
)
)
)
.
Set ζF = ων−1/2,0 and set ζ̂
F = ω̂ν1/2,0.
Proposition 5.1. Let π, π′ ∈ Alg(Gn). Then there exists a character χ of F
× such that
χ /∈ cuppZ(π) ∪ cuppZ(ν
−1/2π′) and, for all i,
ExtiGn((χ× π)|Gn , π
′) ∼= ExtiGn(π ⊗ ζ
F , π′).
The assertion also holds if we replace for ζF by ζ̂F .
Proof. By Lemma 3.2,
0→ χ|M1×¯π → (χ× π)|M → χ×¯(π|M )→ 0.(5.22)
Then χ|M1×¯π
∼= Λ(π) by the definition of mirabolic induction. By using the above identi-
fication, we have
χ|M1×¯π
∼= π ⊗ ζF .(5.23)
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On the other hand, via Frobenius reciprocity, the condition that χ /∈ cuppZ(ν
−1/2π′) guar-
antees that for all i,
ExtiGn((χ×¯(π|M ))|Gn , π
′) ∼= ExtiGn((ν
1/2χ)× (π|Gn−1), π
′) = 0.(5.24)
Now standard long exact sequence argument on (5.22) with (5.23) and (5.24) gives, for all
i,
ExtiGn(χ× π, π
′) ∼= ExtiGn((χ|M1×¯π)|Gn , π
′) ∼= ExtiGn(π ⊗ ζ
F , π′).
The proof for ζ̂F is similar. 
5.2. Bessel, Rankin-Selberg and mixed models. Recall that ψ¯ is a choice of a non-
degenerate character on F . Let
H =



u1 x yh z
u2

 : u1 ∈ Um1 , u2 ∈ Um2 , h ∈ G˜r+1, x ∈Matm1×(r+1),
z ∈Mat(r+1)×m2, y ∈Matm1×m2

 ⊂ Gm1+m2+r+1,
and
G˜r+1 = {diag(1, g) : g ∈ Gr} .
We shall also write HB or HBm1,m2,r for H .
Let ϕn : Un → C be a generic character on Un. Let ζ : H → C such that
ζ(

u1 x yg z
u2

) = ϕn1(u1)ϕn2(u2)ψ¯(xm1,1)ψ¯(z1,1)ν(g)−(m2−m1)/2,
where xm1,1 (resp. z1,1) is the (m1, 1)- (resp. (1, 1)-) coordinate of x (resp. z). We shall
also sometimes write ζB for ζ. Note that ν−(m2−m1) is the modular character of H .
Let U ′ be the unipotent radical of H . The orbit by the conjugation action of (Tm1+1 ×
Gr × Tm2)U
′ on φ is the unique dense orbit on the character space of U ′, where Tm1+1
(resp. Tm2) be the subgroup of diagonal matrices of Gm1+1 (resp. Gm2), and as subgroup
of H via embedding to the upper (resp. lower) corner.
Remark 5.2. [GGP12, Sections 12 and 13] considers the space F r×F r equipped with the
Hermitian form: 〈(x1, y1), (x2, y2)〉 = (y
t
2x1, y
t
1x2) ∈ F × F . Then the isometric subgroup
of Gn × Gn on 〈, 〉 is isomorphic to Gn via projecting to the first factor. In analog to
orthogonal group case, the Bessel subgroup defined [GGP12] is conjugate to HBm,m,r, where
r = n− 2m, for some m.
When m1 = 0 or m2 = 0, the model is sometimes called a Rankin-Selberg model
[ChSu15, GS20]. We shall also write HRm,r = H
B
0,m,r and ζ
R = ζB. (The matrix HRm,r is
conjugate to the one in Section 1.3.) When r = 0, the model is Whittaker [Sh74], and when
m1 = m2 = 0, it is related to the restriction from Gn+1 to Gn in [AGRS10].
There is another formulation of Bessel models, using Bernstein-Zelevinsky functors.
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Lemma 5.3. Let π be a Gr-representation, which extends to a H-representation trivially.
Let n = m1 +m2 + r + 1. Then there exist natural isomorphisms:
uindGnHBm1,m2,r
π ⊗ ζB ⊗ ν(m2−m1) ∼=(Φ+)m2+1(Πm1+1×¯π)|Gn
∼=(Φ+)(m1+m2+1)(Λ(π))|Gn
∼=uindGnHRm1+m2,r
π ⊗ ζR ⊗ νm1+m2
Proof. The second isomorphism follows from Proposition 3.5. Note that the last isomor-
phism is a special case of the first isomorphism. It remains to prove the first isomorphism.
Let
w = diag(
(
0 Ir
Im1+1 0
)
, Im2+1).
Using induction in stages, the subgroup from which
(Φ+)m2+1(Πm1+1×¯π))|Gn
is induced, takes the form:
Q′ =


g ∗
∗ m ∗ ∗
1 ∗
u

 ,
where g ∈ Gr, m ∈ Gm1 and u ∈ Um2 , and so w
−1Q′w = HBm1,m2,r.
The conjugation by the element w then defines a map Γ from uindGnH π ⊗ ζ
B ⊗ νm2−m1
to (Φ+)m2+1(Πm1+1×¯π))|Gn , as vector spaces, given by
f 7→
(
g 7→ f(w
(
g
1
)
)
)
Restricted to the unipotent subgroup U ′ of HB, Γ(f) is copies of character ζB , while
a function in (Φ+)m2+1(Πm1+1×¯π) restricted to U
′ is copies of another character in the
same B′-orbit as ζB , where B′ contains matrices of the form diag(Ir , TlUl), where l =
m1 + m2. Hence there exists b ∈ B
′ such that the map f 7→
(
g 7→ f(bw
(
g
1
)
)
)
is a
Gn-isomorphism.
We also remark that the character ν1/2 arising when restricted to Gn cancels with the
character ν−1/2 arising from the mirabolic induction in Πm1+1×¯π.

The following result is proved by a similar method as in [GGP12], also see [ChSu15].
Proposition 5.4. Let π1, π2 be representations of Gn and Gr respectively. Let m1+m2+
r + 1 = n. For any irreducible cuspidal representation σ of Gm1+m2+2 such that and
σ /∈ cuppZ(ν
−1/2π∨1 ) ∪ cuppZ(π2), for all i,
ExtiHBm1,m2,r
(π1 ⊗ ζ
B, π∨2 )
∼= ExtiGn(σ × π2, π
∨
1 ).
Remark 5.5. Proposition 4.1 is a particular case of Proposition 5.4 for m1 = 0, m2 = 0
and r = n.
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Proof. By Lemma 3.2 again,
0→ σ|M ×¯π2 → (σ × π2)|M → σ×¯(π2|M )→ 0
Since σ is cuspidal, σ|M ∼= Πm1+m2+2. Now with Proposition 3.5 and Lemma 5.3,
uindGHπ2 ⊗ ζ
B = (σ|M ×¯π2)|Gn
Similar argument with the proof of Proposition 5.1, one reduces to, for all i,
ExtiGn(σ × π2, π
∨
1 )
∼=ExtiGn((σ|M ×¯π2)|Gn , π
∨
1 )
∼=ExtiGn(
uindGnH π2 ⊗ ζ
B ⊗ νm2−m1 , π∨1 )
∼=ExtiGn(π1,
uIndGnH (π2 ⊗ ζ
B)∨) (taking duals)
∼=ExtiH(π1, (π2 ⊗ ζ
B)∨) (Frobenius reciprocity)
∼=ExtiH(π1 ⊗ ζ
B , π∨2 ) (taking duals)
For the last three isomorphism, also see [Pr18].

We state the multiplicity one for the general cases (c.f. [GGP12]):
Corollary 5.6. Let π1 be an irreducible representation in Alg(Gn+1) and let π2 be an
irreducible representation in Alg(Gr). For any m1,m2, r with m1 +m2 + r = n,
dim HomHBm1,m2,r
(π1 ⊗ ζ
B, π2) ≤ 1,
and for all i,
dim ExtiHBm1,m2,r
(π1 ⊗ ζ
B , π2) <∞
Proof. Proposition 5.4 reduces to the case that restricting from Gn+1 to Gn, which is proved
in [AGRS10] for Hom and follows from [Pr18, AS18] for higher Ext. 
5.3. Fourier-Jacobi models. Let S(F r) be the space of Bruhat-Schwartz functions on
F r. Let W = F r and let Kr be the Heisenberg group i.e. Kr is the group isomorphic to
F ⊕W ⊕W∨ with the multiplication:
(a, v, w) · (a′, v′, w′) = (a+ a′ + wtv′, v + v′, w + w′).
Define
H ′r =



1 wt ag v
1

 : v, w ∈ F r, a ∈ F, g ∈ Gr


and so H ′r
∼= Gr ⋉Kr. Here we identify W and W
∨ with F r so that y(x) = ytx for x ∈W
and y ∈W∨.
Fix a character µ of Gr. Let λ be a non-trivial character on F . The Weil representation
ωµ,λ of Kr associated to λ is the representation with underlying space as S(W ) with the
action of Kr given by: for f ∈ S(W ) ∼= S(F
r),
((a, v, w).f)(x) = λ(a− wtx− wtv)f(x+ v).
and for f ∈ S(W∨) ∼= S(F r),
((a, v, w).f)(y) = λ(a+ ytv)f(y + w).
22 KEI YUEN CHAN
This extends ωµ,λ to a H
′
r-representation ω˜µ,λ (resp. ω̂µ,λ) given by: for g ∈ Gr, and
f ∈ S(W ) (resp. f ∈ S(W∨)),
(g.f)(x) = µ(g) · f(g−1.x), (resp. (g.f)(y) = µ(g) · f(gt.y)) .
Lemma 5.7. Let π ∈ Alg(Gr), extend trivaily to H
′
r. Then
π ⊗ ω̂µ,ψ¯
∼= uind
H′r
HB
0,1,r
µπ ⊗ (ζB ⊗ ν1/2).
Proof. We can identify ν−1/2π⊗ ω̂µ,ψ¯ with the space of smooth compactly supported func-
tions f : F r → ν−1/2π with the action given by (g.f)(y) = g.f(gty). Since HB0,1,r \H
′
r
∼= F r
as topological spaces, the identification gives a map F : π⊗ ω̂µ,ψ¯ →
uind
H′r
HB
0,1,r
µπ⊗(ζBν1/2)
given by
F(f)(y) = f(

1 ytIr
1

)

Now we consider general Fourier-Jacobi models. Let m1,m2 ≥ 1. Let H = Hm1,m2,r
and UH be the subgroup of Gm1+m2+r containing all elements of the form:
u1 x yh z
u2

 and

u1 x yIr+2 z
u2


with u1 ∈ Um1−1, u2 ∈ Um2−1, h ∈ H
′
r, x ∈ Matm1−1,r+2, z ∈ Matr+2,m2−1 and y ∈
Matm1−1,m2−1. We shall write H
F
m1,m2,r or H
F . Note that we have H ∼= H ′r ⋉ UH . In the
case that m1 = m2 = 1, it recovers the notion for H
′
r.
We now extend the representations ωµ,λ of H
′
r to be a representation of H , still denoted
ωµ,λ by abuse of notation, whose underlying space is S(F
r) with the action, for f ∈ S(F r),
u1 x yh z
u2

 .f = ϕm1(u1)ϕm2(u2)(h.f).(5.25)
We similarly define the representation ω̂µ,λ
Set
ζ = ζFm1,m2,r,λ = ζ
F = ν(m1−m2)/2ω˜ν−1/2,λ,
and
ζ̂ = ζFm1,m2,r,λ = ζ̂
F = ν(m1−m2)/2ω̂ν1/2,λ.
Again when m1 = m2, it is the original notion of Fourier-Jacobi model in [GGP12, Section
15]. The restriction problems involving ζF (and ζ̂F ) (i.e. HomH(π1 ⊗ ζ
F , π2)) do not
depend on a choice of λ.
Proposition 5.8. Let n = m1 +m2 + r with m1,m2, r ≥ 1.
uindGn
HBm1−1,m2,r
π ⊗ ζB ⊗ νm2−m1+1 ∼= uind
Gn
HFm1,m2,r
π ⊗ ζ̂F ⊗ νm2−m1 .
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Proof. From constructions, ζB|UH
∼= ζ̂F |UH . Note that H
′
r normalizes UH and the conju-
gation action of H ′r on ζ̂
F |UH is trivial. One can extend the identification in Lemma 5.7
to, as HF -representations,
π ⊗ (ζ̂F ⊗ ν−1/2ν(m2−m1)/2) ∼= uindH
F
HBπ ⊗ (ζ
B ⊗ ν(m2−m1+1)/2).
Now applying induction from HF to G, an induction by stages gives the lemma. 
Proposition 5.9. Let m1,m2, r ≥ 1. Let n = m1 +m2 + r. Let π1 ∈ Alg(Gn), and let
π2 ∈ Alg(Gr). Then, for any cuspidal representation σ of Gn+1−r with σ /∈ cuppZ(π2) ∪
cupp
Z
(ν−1/2π∨1 ), and for any i,
ExtiHFm1,m2,r
(π1 ⊗ ζ̂
F , π∨2 )
∼= ExtiGn(σ × π2, π
∨
1 )
Proof. For all i,
ExtiGn(σ × π2, π
∨
1 )
∼=ExtiGn((Πn+1−r×¯π2)|Gn , π
∨
1 )
∼=ExtiGn((Φ
+)n−r(Λ(π2))|Gn , π
∨
1 ) (by Proposition 3.5)
∼=ExtiGn(
uindGn
HBm1−1,m2,r
π2 ⊗ ζ
B ⊗ νm2−m1+1, π∨1 ) (by Lemma 5.3)
∼=ExtiGn(
uindGnHFm1,m2,r
π2 ⊗ ζ̂
F ⊗ νm2−m1 , π∨1 ) (by Proposition 5.8)
∼=ExtiHFm1,m2,r
(π2 ⊗ ζ̂
F , π∨1 )
The first isomorphism follows from a standard argument as before. The last isomorphism
is similar to the proof of Proposition 5.4. 
Now we give a connection of the two notions ζF and ζ̂F .
Proposition 5.10. Let m1,m2, r ≥ 1 and let n = m1 +m2 + r. Let π1 ∈ Alg(Gn) and let
π2 ∈ Alg(Gr). For all i,
ExtiH(π1 ⊗ ζ
F , π∨2 )
∼= Exti
H˜
(θ(π1)⊗ ζ̂
F , θ(π2)
∨),
where H˜ = HFm2,m1,r = wθ(H)w
−1. Here w is the matrix with all 1 in the antidiagonal and
0 elsewhere.
Proof. Let θw be the action of θ followed by the conjugation of w. We use the same θw
for the induced map on representations. Note that θw(π1) ∼= θ(π1) as Gn-representations,
θw(π∨2 )
∼= θ(π∨2 )
∼= θ(π2)
∨ as Gr-representation, and θ
w(ζFλ )
∼= ζ̂Fλ−1 . 
5.4. Restrictions.
Theorem 5.11. Let (H, ζ) be any pair described in Sections 5.1, 5.2 and 5.3. Let πM and
πN be Arthur type representations of Gn and Gr respectively. Then
HomH(πM ⊗ ζ, πN ) 6= 0
if and only if their associated Arthur parameters MA and NA are relevant.
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Proof. When r = 0, the model is Whittaker and it is well-known. Assume r ≥ 1. For the
Bessel models, this follows from Proposition 5.4 (in which we choose σ to be a unitarizable
cuspidal representation) and Theorem 4.5. For the Fourier-Jacobi models, using Propo-
sitions 5.9 and 5.10, it is equivalent to show that θ(π1) and θ(π2) have relevant Arthur
parameters. By the Gelfand-Kazhdan isomorphism [BZ76], θ(π1) ∼= π
∨
1 and θ(π2)
∼= π∨2 .
Thus now the statement follows from that the duals of π1, π2 have relevant Arthur param-
eter if and only if π∨1 , π
∨
2 have relevant Arthur parameter. 
6. Fourier-Jacobi models and Bernstein-Zelevinsky theory
In Section 5, we apply Bernstein-Zelevinsky theory to obtain isomorphisms of models.
In this section, we further investigate the isomorphisms, and a goal is to obtain Corollary
6.4. We also discuss connections with previous results in [CS18b, Ch19].
6.1. Fourier-Jacobi model and its dual. Recall that ζF and ζ̂F are defined in Sections
5.1 and 5.3. We first consider the equal rank case.
Proposition 6.1. In the equal rank case, ζF ∼= ζ̂F as Gn-representations.
Proof. Let a ∈ F×. For f ∈ S(F r), define the Fourier transform:
f̂(y) =
∫
F r
ψ¯(aytx)f(x)dx,(6.26)
which is still smooth and compactly supported, and so in S(F r), and we regard it as a map
from ζF to ζ̂F . The well-definedness of the map follows from that, for f ∈ ζF ,
ĝ.f(y) =
∫
F r
ψ¯(aytx)(g.f)(x)dx = ν−1/2(g)
∫
F r
ψ¯(aytx)f(g−1x)dx
=ν1/2(g)
∫
F r
ψ¯(ayt(gx))f(x)dx = ν1/2(g)
∫
F r
ψ¯(a(gty)tx)f(x)dx
=(g.f̂)(y).
One can define the inverse similarly. 
Remark 6.2. We explain how Proposition 6.1 is compatible with left and right Bernstein-
Zelevinsky filtrations in [CS18b] and [Ch19].
Let χ be a ramified character of G1. We consider the representation χ × 1n ∼= 1n × χ.
Then we have two exact sequences:
0→ χ|M1×¯1n → (χ× 1n)|M → χ×¯(1n|M )→ 0 (as M -representation)
0→ θ(χ|M1 ×¯1n)→ (χ× 1n)|Mt → χ×¯(1n|Mt)→ 0 (as M
t-representation),
where the last mirabolic induction is defined analogously as the one for M -representations.
Note that, by definition,
ζF ∼= (χ|M1 × 1n)|Gn , ζ̂
F ∼= θ(χ|M1 × 1n)|Gn .
Let λ = χ|M1×¯1n and λ̂ = θ(χ|M1×¯1n). Now we will see that λ
∼= λ̂ from results of [CS18b]
and [Ch19].
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By using the above short exact sequence, we obtain that if s is the Bernstein component
not containing the representation (ν1/2χ)× 1n−1, then
λs ∼= λ̂s.
Then it admits a Bernstein-Zelevinsky filtration with successive quotients, which we
regard as Gn-representations
Ψ+(χ× ν−1/21n−1), Ψ
+(1n), Φ
+Ψ+(ν−1/21n−1)
The only layers contributing to the Bernstein component containing (ν±1/2χ)× 1n−1 is the
first and third quotients.
However, it follows from left and right Bernstein-Zelevinsky filtrations (see a similar case
of Steinberg representation in [CS18b]), or more directly from indecomposability of each
restricted Bernstein components [Ch19], for any Bernstein-component containing χ×1n−1,
(χ× 1n)s ∼= C × 1n−1,
where C is the Bernstein component of S(F ) containing χ. Now, by multiplicity one
theorem, χ × 1n|Gn has unique quotients ν
1/2 × 1n−1 and ν
−1/2 × 1n−1. Thus, we must
still have that
(χ|M1×¯1n)t
∼= θ(χ|M1 ×¯1n)t
∼= C × 1n−1
as desired. (Here the isomorphisms follow from the short exact sequence:
0→ C → C → χ′ → 0,
where χ′ = ν±1/2χ.)
Proposition 6.3. We use the Fourier-Jacobi models in Section 5.3 and the Fourier trans-
form defined in (6.26). The map Ω : S(F r) → S(F r) by f 7→ (y 7→ f̂(−a−1y)) defines a
H ′r-map from ζ
F
1,1,r,ψ¯
to ζ̂F
1,1,r,ψ¯
.
Proof. Let h =

1 cIr v
1

 and h′ =

1 wIr
1

. With computation in Proposition 6.1,
it remains to check:
Ω(h.f)(y) =
∫
F r
ψ¯(−ytx)(h.f)(x)dx =
∫
F r
ψ¯(c)ψ(−ytx)f(x+ v)dx
= ψ¯(c)ψ¯(ytv)
∫
F r
ψ¯(−ytx)f(x)dx = ψ¯(c)ψ¯(ytv)f̂(−a−1y)
= ψ¯(c)ψ¯(ytv)Ω(f)(y) = (h.Ω(f))(y)
Ω(h′.f)(y) =
∫
F r
ψ¯(−ytx)(h′.f)(x)dx =
∫
F r
ψ¯(−ytx)ψ¯(−wtx)f(x)dx
=
∫
F r
ψ¯(−(y + w)tx)f(x)dx = f̂(−a−1(y + w))
= Ω(f)(y + w) = (h′.Ω(f))(y)
One can define inverse similarly.

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We summarize the identifications as follow:
Corollary 6.4. Let π ∈ Alg(Gr). For m1,m2, r ≥ 1,
uindGn
HFm1,m2,r
π ⊗ ζF ⊗ νm2−m1 ∼=uindGnHFm1,m2,r
π ⊗ ζ̂F ⊗ νm2−m1
∼=uindGnHBm1−1,m2,r
π ⊗ ζB ⊗ νm2−m1+1
∼=uindGnHRm1−1+m2,r
π ⊗ ζR ⊗ νm1+m2−1
Proof. Proposition 6.3 implies that, as HFm1,m2,r-representations, π ⊗ ζ
F ∼= π ⊗ ζ̂F and
hence we obtain the isomorphism. Now the remaining isomorphisms follow from Lemma
5.3. 
Remark 6.5. As we have seen, there is a more direct connection via (5.8) and the first
isomorphism of Lemma 5.3:
uindGn
HFm1,m2,r
π ⊗ ζ̂F ⊗ νm2−m1 ∼= (Φ+)m2+1(Πm1×¯π))|Gn ,(6.27)
and similarly, we can obtain:
uindGnHFm1,m2,r
π ⊗ ζF ⊗ νm2−m1 ∼= (Φ+)m2(Πm1+1×¯π))|Gn .(6.28)
The LHS of (6.27) and (6.28) are connected via Fourier transform in Proposition 6.3, while
the RHS of (6.27) and (6.28) can be directly connected via Bernstein-Zelevinsky theory
(Proposition 3.5).
Corollary 6.6. Let m1,m2, r ≥ 1. Let π1 ∈ Alg(Gm1+m2+r) and let π2 ∈ Alg(Gr). There
are natural isomorphisms:
ExtiHFm1,m2,r
(π1 ⊗ ζ
F , π∨2 )
∼= ExtiHFm1,m2,r
(π1 ⊗ ζ̂
F , π∨2 )
∼= ExtiHBm1−1,m2,r
(π1 ⊗ ζ
B , π∨2 )
∼= ExtiHRm1+m2−1,r
(π1 ⊗ ζ
R, π∨2 )
6.2. Examples on Fourier-Jacobi models. In this subsection, we consider the equal
rank Fourier-Jacobi model in Section 5.1.
Remark 6.7. We identify S(F r) with S(F ) ⊗ . . . ⊗ S(F ). We extend the Fourier-Jacobi
model π ⊗ ζF to Mn+1-representation by letting Vn (see Section 2.1) acting by translation
on ζF . For a compactly-supported set C in F , we define chC to be the characteristics
function on C. Then the image of any element of the form chC1 − (vol(C1)/vol(C2))chC2
is zero in Ψ−(π ⊗ ζF ). Since vol(gC1) = ν(g)vol(C2),
Ψ−(π ⊗ ζF ) ∼= π.
Similarly, we also have that
Φ−(π ⊗ ζF ) = π|M .
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Example 6.8. Let ∆ = [ν−(n−1)/2, ν(n−1)/2] for n ≥ 2. Let π = 〈∆〉 = 1n. We con-
sider the equal rank Fourier-Jacobi model in Section 5.1. Using Remark 6.7, as Mn+1-
representations, it has a Bernstein-Zelevinsky filtration with successive quotients:
Ψ+(π), Φ+Ψ+(〈[ν−(n−1)/2, ν(n−1)/2−1]〉),
Hence, ζF , as Gn-representation, has an irreducible quotient isomorphic to ν
1/2 (which is
not an Arthur type representation). On the other hand, ζF admits a quotient by those func-
tions f which vanishes at 0 ∈ F r. Such quotient is isomorphic to ν−1/2, and is contributed
from the layer
Φ+Ψ+(〈[ν−(n−1)/2, ν(n−1)/2−1]〉).
One can also deduce such quotient from identifying ζF ∼= ζ̂F , and then extending ζ̂F to
M tn+1-representation, using another form of Bernstein-Zelevinsky filtration [CS18b], [Ch19]
as shown in the proof of Proposition 6.1.
Example 6.9. We again consider the equal rank Fourier-Jacobi model. For a generalized
Steinberg representation St(∆) of Gn, we expect that St(∆) ⊗ ζ
F is projective and is
isomorphic to the Gelfand-Graev representation of Gn (c.f. [CS18b, CS19, Ch19]).
7. Ext-branching laws
7.1. Conjecture on Ext-branching laws. We formulate the following question about
Ext-branching laws stated in the form of a conjecture, which gives a possible generalization
of some observations in [GGP19].
Conjecture 7.1. Let πM and πN be Arthur type representations of Gn+1 and Gn respec-
tively. Then, for any i,
ExtiGn(πM , πN )
∼=
⊕
k
ExtiGn+1−k(π
[k]
M ,
(k−1)πN ).
It would be an interesting question to give a more precise formulation on Arthur param-
eters to predict non-vanishing Ext-groups (see [GGP19, Proposition 5.7, Remark 5.8]).
We remark that the appearance of left derivatives in the second spot comes from the
second adjointness property of an induction in the Bernstein-Zelevinsky filtration (see e.g.
[CS18b, Lemma 2.4]). We shall give few examples of the above conjecture below.
7.2. Hom-branching.
Example 7.2. Let πM and πN be generic Arthur type representations of Gn+1 and Gn
respectively. Then πM = St(m) and πN = St(n) for some multisegments m and n. A
computation via comparing cuspidal support gives that, for i 6= 0 or k 6= n+ 1,
ExtiGn(π
[k+1]
M ,
(k)πN ) = 0.
Then
HomGn(πM , πN )
∼= HomG0(π
[n+1]
M ,
(n)πN ) ∼= C.
This recovers the Ext-vanishing theorem [Pr18, CS18b] and the multiplicity one theorem
[AGRS10, SZ12] in this special case.
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We remark that the same formulation of Conjecture 7.1 for arbitrary respective generic
representations πM and πN of Gn+1 and Gn is not true.
Example 7.3. Let πM and πN be Arthur type representations of Gn+1 andGn respectively.
Suppose their associated Arthur parameters are relevant. Write those Arthur parameters
MA and NA as (1.2) and (1.3) respectively.
Then
HomGn+1−k(π
[k+1]
M ,
(k)πN ) 6= 0 ⇐⇒ k =
r∑
d=0
dim M+d − 1 =
s∑
d=0
dim M−d .(7.29)
One should be able to deduce that from [Gu18] in which derivatives of Arthur type repre-
sentations are studied, while we do not find a direct result. We sketch how to modify the
proof of Theorem 4.5 to see (7.29). We use all the notations in the proof of Theorem 4.5,
and in particular, write
πM = πp = πp,1 × . . .× πp,r, and πN = πq = πq,1 × . . .× πq,s.
The basic case is again all πp,i, πq,j are cuspidal, which is included in Example 7.2. Since
taking duals behave well with derivatives, Case 2 (in Theorem 4.5) follow from Case 1.
We only consider Case 1. Again, we use the short exact sequence:
0→ πp,1|M ×¯π
′
p → πp|M → πp,1×¯(π
′
p|M )→ 0.
Note that any Bernstein-Zelevinsky layer of πp,1×(π
′
p|M ) cannot contribute a non-zero Hom
with π2, by comparing cuspidal support. With similar consideration as in Theorem 4.5, the
only Bernstein-Zelevinsky layer that can contribute non-zero Hom with π1 takes the form
(ν−1/2π−p,1)×¯(Π×π
′
p), which can then be transferred to study the layers in (ν
−1/2π−p,1)×¯((σ×
π′p)|M ). Now one applies induction on the unique layer in (σ × π
′
p)|M that can contribute
non-zero Hom with πq, which gives the required integer in (7.29).
7.3. Generic representations.
Theorem 7.4. Let πM and πN be Arthur type representations of Gn+1 and Gn respectively.
Suppose at least one of πM or πN is generic. Then there exists at most one integer j
∗ such
that
ExtiGn(π
[j∗]
M ,
(j∗−1)πN ) 6= 0
and furthermore if πM (resp. πN ) is not generic, then j
∗ (resp. j∗ − 1) is the level of πM
(resp. πN ); and if both π1 and π2 are generic, then j
∗ = n+ 1.
Proof. Assume that π1 is not a generic representation and π2 is a generic representation.
Let
πM = πp,1 × . . .× πp,r, πN = πq,1 × . . .× πq,s.
where each πp,i is a Speh representation and each πq,j is isomorphic to St(∆q,j) for some
segment ∆q,j .
Then the i-th derivative π
[i]
M takes the form, for i1 + . . .+ ir = i,
ν1/2(π
(i1)
p,1 × . . .× π
(ir)
p,r )
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For each representation ω, we call the cuspidal support cupp(ω) is
(1) G-positive (resp. G-negative) if for each irreducible unitarizable cuspidal represen-
tation σ and for all positive (resp. negative) integer a, the multiplicity of νaσ in
cupp(ω) is at least that of ν−aσ.
(2) balanced if cupp(ω) is both G-positive and G-negative.
Write πp,j = uρ(m, d). Note that for any i such that π
(i)
p,j is non-zero, cupp(ν
1/2π
(i)
p,j) =
cupp(π−p,j) + cupp(St(∆)) for ∆ = [ν
(m−d)/2+kρ, ν(m+d−2)/2ρ], where k = i/nρ. Since
cupp(π−p,j) is balanced and cupp(St(∆)) is G-positive, ν
1/2π
(i)
p,j is G-positive for and i and
is balanced only if i is the level of πp,j .
On the other hand, since πq,j is a generalized Steinberg representation,
(i−1)πq,j is G-
negative for all i and is balanced only if i = 0 or i is the level of πq,j . Thus cupp(π
[i]
1 ) =
cupp((i−1)π2) only if i is the level of π1 as desired.
Other cases are similar, or one may use Lemma 4.1. 
Remark 7.5. Let πM and πN be as in Theorem 7.4. Assume πM is generic. Let (πN )
−
be the shifted highest derivative of πN and let π
gen be the unique generic representation
with the same cuspidal support as (πN )
−. In view of the above proof, one may expect
that ExtiGn(πM , πN ) 6= 0 if and only if πM
∼= πgen × π′ for some generic representation
of π′. While proving the if direction requires more discussion on computing Ext-groups,
we will not carry out here. For some related computations, see, for example, tempered
representations [OS12] and Speh representations from Koszul resolution [Ch16].
7.4. Another example. One can obtain different information from various filtrations on
restricted representations [Pr93, CS18b, Ch19] such as left and right Bernstein-Zelevinsky
filtrations [CS18b, Ch19]. We shall see another example below using combinations of fil-
trations:
Example 7.6. Let ∆[d] = [ν−(d−1)/2, ν(d−1)/2]. For e ≥ 3, let
π1 = 〈∆[e]〉 × St(∆[e − 2])× σ,
and let
π2 = St(∆[e − 1])× 〈∆[e − 1]〉,
where σ is a ramified character.
We first investigate possible Bernstein-Zelevinsky layers contributing non-zero Ext-groups.
Consider the derivatives:
(i1)〈∆[e]〉 × (i2)St(∆[e − 2])× (i3)σ and St(∆[e − 1])(j1) × 〈∆[e− 1]〉(j2)
and, by comparing cuspidal supports, we must have i1 = 1. Then we have the following
two possibilities: either
(1) j1 = e− 1; or
(2) j2 = 1; or
In the case that j1 = e − 1, by comparing cuspidal support, we have j2 = 0, and then
i2 = e − 2. In the case j2 = 1, we have two possibilities:
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(1) j1 = 0, i2 = 0.
(2) j1 = e− 2, i2 = e− 2
Now we find a cuspidal representation σ′ as in Proposition 4.1 to consider the represen-
tation π2×σ
′. Now we observe that there is two layers (π2×σ
′)|M that contribute non-zero
Ext-groups (after restricting to G): Now (j1, j2) = (e − 1, 0), it contributes one layer
λ1 := 〈∆[e − 1]〉 ×Πe+1
and (j1, j2) = (0, 1), it contributes one layer
λ2 := St(∆[e − 1])× 〈ν
−1/2∆[e− 2]〉 ×Π3
and (j1, j2) = (e − 2, 1), it contributes one (reducible) layer
λ3 := λ = 〈ν
−1/2∆[e− 2]〉 × ν(e−1)/2 ×Πe+1.
We remark that λ3 is indecomposable as 〈ν
1/2∆[e− 2]〉 × ν−(e−1)/2 is indecomposable.
We now consider the dual restriction problem in Proposition 4.1, and so we consider the
restriction for π2 × σ
′ for some cuspidal representation σ′ of G2.
Using the following short exact sequence (Lemma 3.2):
0→ 〈∆[e−1]〉|M ×¯(St(∆[e−1])×σ
′)→ (π2×σ
′)|M → 〈∆[e−1]〉×¯((St(∆[e−1])×¯σ
′)|M )→ 0,
and letting
X∗ = 〈∆[e − 1]〉|M ×¯(St(∆[e− 1])× σ
′),
X∗ admits a filtration, in which there is one successive quotient isomorphic to λ2 and
another successive quotient isomorphic to λ3.
Using Bernstein-Zelevinsky filtration, we obtain a filtration on (π2 × σ
′)|M of the form
0 = Y2e ⊂ Y2e−1 ⊂ . . . ⊂ Y0 = (π2 × σ
′)|M .
so that
(1) Ye/Ye+1 ∼= (π2 × σ
′)(e+1)×¯Πe+1, and
(2) Ye+1 is a simple module which is not isomorphic to any simple composition factor
of λ1, λ2, λ3, and
(3) Ye/Ye+1 admits a filtration with one quotient isomorphic to λ1 and another quotient
isomorphic to λ3.
The key of two filtrations is to obtain the following filtration, as Mn+2, and the direct
sum in the quotient roughly contributes the direct sum of Ext-groups in Conjecture 7.1:
0→ I → X∗ + Ye → X
∗/I ⊕ Ye/I → 0,
where I = X∗ ∩ Ye. Let
β := 〈
{
ν−1/2∆[e− 2], ν(e−1)/2
}
〉 ×Πe+1,
which has multiplicity one in π2 × σ
′|M . With the above information on X
∗ and Ye,
we can obtain further structure on I. The multiplicity forces that I contains the unique
composition factor β, but the indecomposability of λ3 also forces I contains the composition
factor β, and a count on multiplicities gives that other composition factor of I is not
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isomorphic to λ1, λ2 or β (those are all the possible factors contributing non-zero Ext).
Thus, we have that, for all k,
ExtkGn+1(I|Gn+1 , π1) = Ext
k
Gn+1(λ3|Gn+1 , π1) = 0.
Then we have that
ExtkGn+1(π2 × σ
′, π1) ∼=Ext
k
Gn+1((X
∗ + Ye)|Gn+1 , π1)
∼=ExtkGn+1(X
∗/I, π1)⊕ Ext
k
Gn+1(Ye/I, π1)
∼=ExtkGn+1(λ2, π1)⊕ Ext
k
Gn+1(λ1, π1)
∼=ExtkGn−1((π
[1]
2 ,
(2)π1)⊕ Ext
k
Gn+1−e(π
[e−1]
2 ,
(e)π1)
The first isomorphism follows from that the quotients by X∗+Ye has zero Ext by looking
at the possible composition factors and some computations on comparing cuspidal supports.
The fourth isomorphism follows from the adjointness of the functors (see [CS18b, Lemma
2.1] for more discussions).
Since π∨1
∼= π1 and π
∨
2
∼= π2, taking duals and using Proposition 4.1 gives that
ExtkGn(π1, π2)
∼= ExtkGn−1(π
[2]
1 ,
(1)π2)⊕ Ext
k
Gn+1−e(π
[e]
1 ,
(e−1)π2).
The last isomorphism follows from [CS18b, Lemma 2.2].
8. Product preserving extensions
A motivating example in this and next section is the following. Let σ be an irreducible
cuspidal representation of Gn. Let π1 and π2 be two admissible representations of Gk such
that the cuspidal supports of irreducible composition factors of π1 and π2 do not contain
σ. Then, a simple application of Frobenius reciprocity and geometric lemma gives that
HomGn+k(σ × π1, σ × π2)
∼= HomGn(σ, σ) ⊠HomGk(π1, π2)
∼= HomGk(π1, π2).
Our goal is to generalize the above isomorphism to a larger class of examples in a functorial
way, which is Theorem 9.1.
8.1. Preserving extensions. Let Sk be the set of all isomorphism classes of cuspidal
representations of Gk, and let S = ⊔k≥0Sk.
Let C ⊂ S. Define AlgC(Gm) to be the full subcategory of Alg(Gm) whose objects π
have finite lengths and satisfy the property that for any simple composition factor π′ of π,
and for any σ ∈ cupp(π′), σ lies in C. For an irreducible cuspidal representation ρ of some
Gk, define cuppZ(ρ) = {ν
nρ}n∈Z.
Theorem 8.1. Fix an irreducible unitarizable cuspidal representation ρ of some Gk. Let
C = Cm,d,ρ =
{
ν−(d+m−2)/2ρ, . . . , ν(d+m−2)/2ρ
}
∪ (S \ cupp
Z
(ρ)) ⊂ S.
Let π ∈ AlgC(Gn) with length 2. Then π is indecomposable if and only if uρ(m, d) × π is
indecomposable.
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Note that
ν−(d+m−2)/2ρ, . . . , ν(d+m−2)/2ρ
are precisely all the (isomorphism classes of) cuspidal representations appearing in cuspidal
support cupp(uρ(m, d)).
We will prove Theorem 8.1 in Section 8.6. One may also construct extensions between
two irreducible representations, and use this to give another proof of Theorem 8.1 for such
case. In fact, that is also an original motivation for such formulation of Theorem 8.1.
However, such approach will give a longer proof, but on the other hand, could possibly
cover more cases (see Remark 8.3). Some hints on those constructions can be found from
the study of [Ch18].
Remark 8.2. In general, a product does not preserve extensions even if it preserves irre-
ducibility. The standard example is that ν × (1× ν), which is indecomposable of length 2.
In this case, ν×〈[1, ν]〉 and ν×St([1, ν]) are both irreducible, but ν× (1× ν) is semisimple
with two composition factors.
Remark 8.3. One may hope to improve the result from Cm,d,ρ to a larger set of isomor-
phism classes
S \
{
ν−(d+m−2)/2−1ρ, ν(d+m−2)/2+1ρ
}
.
Since we do not need such strong result for the application on branching laws, we will not
prove that.
8.2. Faithfulness of a product.
Lemma 8.4. Let π ∈ Alg(Gn). Let τ1, τ2 ∈ Alg(Gp). Then the functorial map (see Section
9.1)
HomGp(τ1, τ2)→ HomGn+p(π × τ1, π × τ2)
is injective.
Proof. Let f ∈ HomGp(τ1, τ2). Then there is a surjection from τ1 to im f . Since parabolic
induction is exact, there is a surjection from π× τ1 to π × im f . Now the last surjection is
zero ⇐⇒ π × im f = 0 ⇐⇒ im f = 0. 
8.3. Jacquet functors. Recall that Np is the subgroup of Gn containing all matrices(
In−p u
Ip
)
, where u ∈Matn−p,p.
Let ∆ = [νaρ, νbρ] be a Zelevinsky segment. Let m = nρ. Then [Ze80, Propositions 3.4
and 9.5], the Jacquet functors are:
〈∆〉Nmi = [ν
aρ, νb−iρ]⊠ [νb−i+1ρ, νbρ].
〈∆〉N−mi
= 〈[νa+iρ, νbρ]〉⊠ 〈[νaρ, νa+i−1ρ]〉
St(∆)Nmi = St([ν
a+iρ, νbρ])⊠ St([νaρ, νa+i−1ρ])
St(∆)N−mi
= St([νaρ, νb−iρ]⊠ St([νb−i+1ρ, νbρ]).
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Note that computing πN−i
is equivalent to first computing πNn−i to obtain a Gi×Gn−i-
representation, then twisting by the action by the element
(
0 Ii
In−i 0
)
to obtain a Gi ×
Gn−i-representation.
8.4. Fully-faith product for large Speh. Let ∆˜(d, k) = [ν−(d−1)/2ρ, ν(d−1)/2+kρ]. We
first consider
m˜ρ(m, d, k) =
{
ν−(m−1)/2∆˜(d, k), . . . , ν(m−1)/2∆˜(d, k)
}
.
Let u˜ρ(m, d, k) = 〈m˜ρ(m, d, k)〉, which is sometimes called essentially Speh representation
as it is a Speh representation twisted by a character. In particular, u˜ρ(m, d, 0) = uρ(m, d).
Lemma 8.5. Let π1, π2 be admissible representations of Gn. Fix ρ, d,m. For any k ≥ 0,
set u˜k = u˜ρ(m, d, k). For k large enough, we have a natural isomorphism:
HomGn(π1, π2)
∼= HomGn+p(u˜k × π1, u˜k × π2),
where p = nρm(d+ k). Here naturality holds when the isomorphism holds for both π1 and
π2 for the same k.
Proof. We set k large enough such that ν(d−m)/2+kρ is not in the cuspidal supports of any
irreducible representation of π1 and π2.
Let m = m˜ρ(m, d, k) and let u˜ = u˜ρ(m, d, k). Using the injection:
u˜× π2 = 〈m〉 × π2 →֒ ζ(m)× π2,
the left exactness of HomGn+p(u˜× π1, .) gives
HomGn+p(u˜× π1, ζ(m)× π2) ←֓HomGn+p(u˜× π1, u˜× π2)(8.30)
Let ∆ = [ν(−d+m)/2ρ, ν(d+m−2)/2+kρ]. Since ζ(m) = 〈∆〉 × ζ(m \ {∆}),
HomGn+p(〈m〉 × π1, ζ(m)× π2)
∼= HomGn+p(〈m〉 × π1, 〈∆〉 × π
′),
where π′ = ζ(m \ {∆})× π2.
Let q = nρm. Now Frobenius reciprocity gives that
HomGn+p(〈m〉 × π1, 〈∆〉 × π
′) ∼= HomGq×Gn+p−q((〈m〉 × π1)Nn+p−q , 〈∆〉⊠ π
′).
Note that ν(d+m−2)/2+kρ does not appear in the cuspidal support of irreducible factors of
π1. With some analysis on Jacquet module from the geometric lemma (see, for example the
proof of Lemma 8.8 below for more details), the only composition factor in (〈m〉×π1)Nn+p−q
that has the same cuspidal support as 〈∆〉⊠ π′ is
〈∆〉 ⊠ 〈m \ {∆}〉 × π1.
Thus we have
Hom(〈m〉 × π1, 〈∆〉 × π
′) ∼= Hom(〈m \ {∆}〉 × π1, π
′) = Hom(〈m′〉 × π1, ζ(m
′)× π2),
where m′ = m \ {∆}, and so
Hom(〈m〉 × π1, ζ(m)× π2) = Hom(〈m
′〉 × π1, ζ(m
′)× π2)
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Since ν(d+m−2)/2+k−1ρ does not appear in the cuspidal support of π′ (when k ≥ 2,
otherwise we are done), we can repeat the similar process by replacing m \ {∆} with m.
Inductively (which works by our choice of large k), we obtain
HomGn+p(〈m〉 × π1, ζ(m)× π2)
∼= HomGn(π1, π2)
With (8.30),
HomGn(π1, π2) ←֓ HomGn+p(u˜× π1, u˜× π2).(8.31)
Viewing u˜× as a functor (also see Section 9.1), by Lemma 8.4, we have that
HomGn(π1, π2) →֒ HomGn+p(u˜ × π1, u˜× π2)(8.32)
Since we are dealing with admissible representations, the injections in (8.31) and (8.32)
must be isomorphisms. Hence, we have that:
HomGn(π1, π2)
∼= HomGn+p(u˜× π1, u˜× π2).

Remark 8.6. We remark that the above lemma does not require π1 and π2 to be in
AlgC(Gn). In such case, u˜ρ(m, d, k)×π1 may have more complicated structure. For example,
when π1 has unique quotient, the cosocle of u˜ρ(m, d, k) may not be irreducible. We give an
example here.
Let ∆ = [ν1/2, νk] for sufficiently large k. Let π = ν−1/2 × ν1/2, which is reducible with
length 2. Then
〈∆〉 × π
has the quotient 〈[ν−1/2, νk]〉 × ν1/2 since 〈∆〉 × ν−1/2 has quotient 〈[ν−1/2, νk]〉, and has
the quotient 〈∆〉 × St([ν−1/2, ν1/2]), which is irreducible (deduced from similar way as in
[Ch19, Appendix]), since π has the quotient St([ν−1/2, ν1/2]).
8.5. Product for irreducibility. We use the notations in the previous section.
Lemma 8.7. [LM16] Fix m, d and an irreducible unitarizable cuspidal representation ρ.
Let m1 and m2 be multisegments with each segment ∆ satisfying
∆ ⊂
{
ν−(m+d−2)/2ρ, . . . , ν(m+d−2)/2ρ
}
∪ (S \ cuppZ(ρ)).
Then, for any k ≥ 0,
(1) u˜ρ(m, d, k)× 〈mi〉 (i = 1, 2) is irreducible;
(2) u˜ρ(m, d, k)× 〈m1〉 ∼= u˜ρ(m, d, k)× 〈m2〉 if and only if m1 = m2;
(3) u˜ρ(m, d, k)× 〈mi〉 ∼= 〈mi〉 × u˜ρ(m, d, k), for i = 1, 2;
(4) Let p = nλ for λ = 〈mi〉. Let N = Np and let N
− = N−p . Then there is a unique (up
to isomorphism) irreducible smooth Gp-representation π such that u˜ρ(m, d, k)⊠ π
(5) Suppose ω be an irreducible representation of Ga+p. If u˜ρ(m, d, k) ⊠ π is an irre-
ducible quotient of ωN , then ω ∼= u˜ρ(m, d, k) × π. The statement also holds if we
replace ωN by ωN− and replace quotient by submodule.
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Proof. (1) and (2) follow from [LM16, Corollary 6.7]. We only sketch how to deduce from
[Ch19, Appendix]. Using a modified version of a lemma in [Ch19, Appendix], we have that
ζ(m˜ρ(m, d, k) +mi)
∨
։ uρ(m, d, k)× 〈mi〉 →֒ ζ(m˜ρ(m, d, k) +mi),
which forces that u˜ρ(m, d, k)×〈m〉 is the unique submodule of ζ(m˜ρ(m, d, k)+mi). (4) and
(5) follow from Frobenius reciprocity and (2).

8.6. Proof of Theorem 8.1. We fix ρ, d,m. For simplicity, set u˜k = uρ(m, d, k) for k ≥ 0.
Let ∆k+1 = [ν
(m−d)/2+k+1ρ, ν(m+d−2)/2+k+1ρ]. Let C be as in Theorem 8.1 for such ρ, d
and m.
Lemma 8.8. Let p = nρm. Let π
′ be an irreducible representation in AlgC(Gn′). Let
n = n′ + (d+ k + 1)mnρ. There is a unique irreducible composition factor ω in
(St(∆k+1)× u˜k × π
′)N−n−p
which is isomorphic to St(∆k+1)⊠ τ for some irreducible τ of Gn−p, and moreover,
ω ∼= St(∆k+1)⊠ (u˜k × π
′).
Proof. For simplicity, set λ = u˜k × π
′, which is irreducible by Lemma 8.7. Note that
ν(m+d−2)/2+k+1ρ is not in the cuspidal support of u˜k×π
′. To compute (St(∆k+1)×λ)N−n−p
,
we first compute
(St(∆k+1)× λ)Np
(see discussions in Section 8.3), and then twisting the action by an element. Then geometric
lemma on (St(∆k+1)× λ)Np yields a filtration successive quotients of the form
St([νl+1ρ, νbρ])× ω ⊠ St([νaρ, νl])× ω′.
and this gives a filtration on (u˜k×St(∆k+1))N−n−p
with successive quotients taking the form
St([νaρ, νlρ])× ω′ ⊠ St(νl+1ρ, νbρ])× ω.(8.33)
Here ω and ω′ are representations whose cuspidal supports do not contain ν(m+d−2)/2+k+1ρ.
Thus an irreducible composition factor γ of (St(∆k+1)×λ)N−n−p
can take the form St(∆k+1)⊠
τ only if l = b in (8.33). In such case, the successive quotient from geometric lemma is
irreducible and is isomorphic to γ ∼= St(∆k+1)⊠ λ. 
Lemma 8.9. There exists a surjection from St(∆k+1)× u˜k to u˜k+1.
Proof. Let ∆ = ∆k+1. It follows from Lemma 2.1 that there is a surjection
τ := St(∆)× St(ν−1∆)× . . .× St(ν−(d+k)∆)→ u˜k+1,
and similarly, τ ′ := St(ν−1∆)× . . .× St(ν−(d+k)∆)→ u˜k. This gives surjections
τ = St(∆) × τ ′ ։ St(∆)× u˜k ։ u˜k+1.
By uniqueness of the irreducible quotient for τ , we then also have that St(∆)× u˜k has the
same unique irreducible quotient as τ . 
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Lemma 8.10. Let K be the kernel of the surjection in Lemma 8.9. For any π in AlgC(Gn′)
and any π′ in AlgC(Gn′ ),
Hom(K × π, u˜k+1 × π
′) = 0.
Proof. Let ∆ = ∆k+1. We have the following short exact sequence:
0→ K → St(∆)× u˜k → u˜k+1 → 0,
which gives the short exact sequence:
0→ K × π → St(∆)× u˜k × π → u˜k+1 × π → 0.
Let N− = N−n′+nρm(d+k). The Jacquet functor is exact and so we have another short exact
sequence:
0→ (K × π)N− → (St(∆)× u˜k × π)N− → (u˜k+1 × π)N− → 0.(8.34)
Now, by second adjointness of Frobenius reciprocity, we have a map
St(∆)⊠ (u˜k × π)→ (u˜k+1 × π)N− .
The map is indeed injective. This follows first from the case that π is irreducible by using
irreducibility of u˜k × π (Lemma 8.7), and then lift to the general case by an inductive
argument using functoriality of Frobenius reciprocity. (One can also prove the map is
injective by directly computing the composition factors of (u˜k+1 × π)N− taking the form
St(∆)⊠ τ , see the proof of Lemma 8.8.)
Now by Lemma 8.8 and counting on composition factors, all irreducible composition
factors of the form St(∆)⊠ τ in (St(∆)× u˜k × π)N− are mapped onto (u˜k+1 × π)N− under
the surjection map in (8.34).
Thus there is no irreducible composition factor of (K×π)N− taking the form St(∆)⊠ τ .
On the other hand, for any irreducible π′, (u˜k+1×π
′)N− has irreducible composition factor
of the form St(∆)⊠ τ , which can be deduced by an argument using Frobenius reciprocity.
Hence, following from the exactness of Jacquet functor, we must have
Hom(K × π, u˜k+1 × π
′) = 0.

Proof of Theorem 8.1. We keep using the above notations. Let π ∈ AlgC(Gn) of length 2.
We shall use backward induction to prove that, for any k ≥ 0, u˜k×π is indecomposable, and
moreover u˜k × π has unique irreducible quotient. When k is sufficiently large, Lemma 8.7
implies that u˜k×π has length 2, and Lemma 8.5 (and Lemma 8.7 (2)) imply the uniqueness
of the quotient, which also then implies the indecomposability.
Let π1 and π2 be the two irreducible composition factors of π. Let λi = u˜k×πi (i = 1, 2).
λ1 and λ2 are irreducible, and π1 ∼= π2 ⇔ λ1 ∼= λ2 by Lemma 8.7.
Suppose u˜k × π is not indecomposable. Let ∆ = ∆k+1. This gives an isomorphism
u˜k × π ∼= λ1 ⊕ λ2.
and so there exists surjections, by Lemma 8.9,
St(∆) × u˜k × π ∼= St(∆)× λ1 ⊕ St(∆)× λ2 → u˜k+1 × π1 ⊕ u˜k+1 × π2
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This implies that:
(1) if λ1 6∼= λ2, then for both i = 1, 2,
HomG(St(∆) × u˜k × π, u˜k+1 × πi) 6= 0;
(2) if λ1 ∼= λ2, then
dim HomG(St(∆)× u˜k × π, u˜k+1 × π1) ≥ 2.
On the other hand, we have the following short exact sequence from Lemma 8.9:
0→ K × π → St(∆)× u˜k × π → u˜k+1 × π → 0.
By Lemma 8.10, Hom(K × π, u˜k+1 × πi) = 0 for i = 1, 2. Hence we have
Hom(u˜k+1 × π, u˜k+1 × πi) ∼= Hom(St(∆)× u˜k × π, u˜k+1 × πi).
However, by induction hypothesis and irreducibility of u˜k+1 × πi, the former Hom has
dimension one for both i = 1 or 2 if λ1 ∼= λ2, and has dimension one for precisely one
of i = 1, 2 if λ1 6∼= λ2. This gives a contradiction to (1) or (2) above. Thus u˜k × π is
indecomposable as desired, and since u˜k × π has length 2, it also has unique irreducible
quotient. This completes the proof.
9. Product functor of a Speh representation
9.1. Fully-faithful product. Let C be as in Theorem 8.1. Let π ∈ AlgC(Gp). Define the
functor
×pi,C = ×pi,C,n : AlgC(Gn)→ AlgC(Gn+p)
as:
×pi,C(ω) = π × ω,
and, for a map Ω : ω1 → ω2 in AlgC(Gn),
×pi,C(Ω)(f)(g) = (Idpi ⊠ Ω)(f(g)),
where f ∈ uρ(m, d)× ω1 is a smooth function f : Gn+p → uρ(m, d)⊠ ω1 (Section 2.2).
Theorem 9.1. Let d,m be positive integers, and let ρ be an irreducible cuspidal represen-
tation of some Gk. Let
C =
{
ν−(d+m−2)/2ρ, . . . , ν(d+m−2)/2ρ
}
∪ (S \ cupp
Z
(ρ)).
Then the functor ×uρ(m,d),C is fully-faithful.
Proof. It suffices to check the conditions in Lemma 10.1. It follows from definition that
AlgC(Gk) is Serre. Condition (1) is automatic. Condition (2) follows from Theorem 8.1.
Conditions (3) and (4) follow from Lemma 8.7. 
It is possible to modify the proof of Theorem 8.1 to give another proof of Theorem 9.1
without deducing from length 2 case while length 2 case is simpler.
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Let p = nρmd. For π ∈ AlgC(Gn+p), define Ruρ(m,d)(π) = HomGp(uρ(m, d), πN−n ), which
is regarded as a Gn-representation by (g.f)(u) = g.(f(u)), and is an object in AlgC(Gn).
Now
HomAlg
C
(Gn)(π
′, Ruρ(m,d)(π)) =HomGn(π
′, Ruρ(m,d)(π))
∼=HomGp×Gn(uρ(m, d)⊠ π
′, πN−)
∼=HomGn+p(uρ(m, d)× π
′, π)
=HomAlgC(Gn+p)(×uρ(m,d),C(π
′), π))
Thus ×uρ(m,d) is left adjoint to Ruρ(m,d).
Corollary 9.2. Let u = uρ(m, d). Let π be in AlgC(Gn). Then
π ∼= Ruρ(m,d)(uρ(m, d)× π).
Proof. Since Ruρ(m,d) is right adjoint to ×uρ(m,d), Theorem 9.1 implies that Ruρ(m,d) ◦
×uρ(m,d) is isomorphic to the identity functor (see e.g. [Sta, Lemma 4.24.3]). 
Corollary 9.2 also gives the following:
Corollary 9.3. Let π′ be in AlgC(Gn). Suppose π is an irreducible quotient of uρ(m, d)×π
′.
Then π ∼= uρ(m, d)× ω for an irreducible quotient ω of π
′.
We need a stronger variation for Corollary 9.3:
Corollary 9.4. Let C be as in Theorem 9.1. Let π1 be a (not necessarily admissible)
representation of Gn. Let π2 be in AlgC(Gn+p), where p = nρmd. Then if π2 is a quotient
of uρ(m, d)× π1, then there exists a non-zero quotient ω of π1 such that
π2 ∼= uρ(m, d)× ω.
In particular, if π2 is irreducible, then π2 ∼= uρ(m, d) × ω for an irreducible quotient ω of
π1. If π2 is an irreducible Arthur type representation, then π2 ∼= uρ(m, d) × ω for some
irreducible Arthur type representation ω.
Proof. Let u = uρ(m, d). By adjointness, we have
0 6=HomGn+p(u× π1, π2)
∼= HomGn(π1, Ru(π2)),
and let f be the map in HomGn(π1, Ru(π2)) corresponding to the surjection from uρ(m, d)×
π1 to π2.
Now using adjointness, we have the following commutative diagram:
HomGn+p(u× ω, π2)
∼=

HomGn+p(u× π1, π2)oo
∼=

HomGn+p(u× τ, π2)
∼=

oo 0oo
HomGn(ω,Ru(π2)) HomGn(π1, Ru(π2))oo HomGn(τ, Ru(π2))oo 0oo
,
where the two horizontal rows are exact from the short exact sequence
0→ ω = ker f → π1 → τ = im f → 0.
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The leftmost Hom’s are zero. Thus when adjointness back, we get back the surjective
map
u× τ → π2,
and the injection
im f ∼= τ →֒ Ru(π2).
Since π2 is in AlgC(Gn+p), τ is also in AlgC(Gn). Now by comparing the number of
composition factors on Ru(u × τ) ∼= τ (Corollary 9.2) and that on Ru(π2), we must have
u× τ ∼= π2.
It remains to prove the last statement. Suppose π2 ∼= uρ(n, d) × ω is an Arthur type
representation. Then π2 and uρ(n, d) being Hermitian self-dual implies that
ω¯∨ × uρ(n, d) ∼= π¯
∨
2
∼= π2 ∼= uρ(n, d)× ω ∼= ω × uρ(n, d).
This implies that ω¯∨ ∼= ω by Lemma 8.7 and so it is Hermitian self-dual. Thus ω is
unitarizable by a result of Bernstein [Be84, Corollary 8.1]. Now the classification [Ta86]
of unitarizable representations and unique factorization gives that ω is an Arthur type
representation.

10. Appendix: Some homological algebra
Let A = Alg(Gl). Let B = Alg(Gn). Via Yoneda extension, any element in Ext
1
A(X,Y )
corresponds to a short exact sequence in A. Then, for an exact functor F , F sends a
short exact sequence to a short exact sequence, and this defines a map from Ext1A(X,Y )
to Ext1B(F(X),F(Y )).
Lemma 10.1. Let C be a full Serre subcategory of A = Alg(Gl). Let F : C → B be an
exact additive functor. Let B = Alg(Gn) and let D be a Serre full subcategory of B. We
also regard objects in C as objects in A via the inclusion. Assume that
(1) any object in C is of finite length;
(2) for any simple objects X,Y in C, the induced map of F , from Ext1A(X,Y ) to
Ext1B(F(X),F(Y )) is an injection and,
(3) F(X) is a simple object in D if Xis simple in C; and
(4) for any simple objects X and Y in C, F(X) ∼= F(Y ) if and only if X ∼= Y .
Then for any objects X,Y in C, the induced map from Ext1A(X,Y ) to Ext
1
B(F(X),F(Y ))
is also injective, and F : C → D is fully-faithful i.e.
HomB(F(X),F(Y )) ∼= HomD(F(X),F(Y )) ∼= HomC(X,Y ) ∼= HomA(X,Y )
for any objects X,Y in C.
Proof. Let X and Y be objects in C. When both lengths of X and Y are 1 in C,
HomD(F(X),F(Y )) ∼= HomC(X,Y ), Ext
1
A(X,Y ) →֒ Ext
1
B(F(X),F(Y ))
are guaranteed by (2), (3) and (4). We first fix the length of X to be at most some n. We
shall prove the statement for arbitrary Y by induction on the length of Y .
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For an object Y in C, let Y1 be an irreducible quotient of Y . Then we have a short exact
sequence:
0→ Y2 → Y → Y1 → 0.
Since C is Serre, Y1 and Y2 are in C.
Note that we have the following commutative diagram:
HomA(X,Y1) //

Ext1A(X,Y2) //

Ext1A(X,Y ) //

Ext1A(X,Y1)

HomB(F(X),F(Y1)) // Ext
1
B(F(X),F(Y2)) // Ext
1
B(F(X),F(Y )) // Ext
1
B(F(X),F(Y1))
,
where the horizontal maps come from long exact sequences, in which the connecting homo-
morphism is the Yoneda product, and vertical maps for Ext1 are described in the beginning
of this section, and the vertical map for Hom is the map induced from the functor.
We have the first vertical arrow is isomorphism and the second and forth vertical arrows
are injections by induction hypothesis. Then it is direct to check that the third vertical
arrow is also an injection.
Now we consider another commutative diagram:
0 // HomA(X,Y1) //

HomA(X,Y ) //

HomA(X,Y2) //

Ext1A(X,Y1)

0 // HomB(F(X),F(Y1)) // HomB(F(X),F(Y )) // HomB(F(X),F(Y2)) // Ext
1
B(F(X),F(Y1))
The first and third vertical arrows are isomorphisms by induction and the last vertical
arrow is an injection by induction again. Thus we have that the second vertical arrow is
an isomorphism.
Now we switch the role of X and Y , and use similar argument to prove that the assertion
is true for X and Y of arbitrary finite length.

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