A cosmic ray telescope for the test of the upgraded MEG tracker by CAVALLARO, EMANUELE
Universita` degli Studi di Pisa
Corso di Laurea Magistrale in Fisica delle Interazioni Fondamentali
Tesi di Laurea Magistrale
A cosmic ray telescope for the test of
the upgraded MEG tracker
Candidato
Emanuele Cavallaro
Relatori
Donato Nicolo`
Luca Galli
Anno Accademico 2012/2013

Contents
Introduction v
1 Physics Motivation for the MEG Experiment 1
1.1 Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 The Muon in the Standard Model . . . . . . . . . . . . . . . . . 5
1.1.2 Neutrino Mixing . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.3 SUSY-GUT Theory . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 The MEG Experiment 11
2.1 µ+ → e+γ phenomenology . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.2 Single Event Sensitivity . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Beam and Target . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.1 Beam Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.2 Target . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 The Positron Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4 Photon Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5 Trigger and DAQ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.6 Calibrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.7 MEG Results and a Glimpse at the Future . . . . . . . . . . . . . . . . 22
2.7.1 The New Tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3 Silicon Vertex Tracker 33
3.1 Solid-State Detector Working Principle . . . . . . . . . . . . . . . . . . . 33
3.2 BaBar SVT Layers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2.1 The Sensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.2 The AToM Chip . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
iv
3.3 SVT Telescope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4 The Telescope Facility 43
4.1 Physics Purpose . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.1.1 Resolution at the DUT plane . . . . . . . . . . . . . . . . . . . . 43
4.1.2 Multiple Scattering . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2 Mechanics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3 Servicing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.4 Connections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.5 Custom Board . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.5.1 Validation Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.6 Programming of the Terasic board . . . . . . . . . . . . . . . . . . . . . 52
4.6.1 Microprocessor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.6.2 FPGA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.7 Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.8 Noise and Gain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.9 Threshold Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5 DAQ & Analysis 67
5.1 Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.2 DAQ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.3 Event Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.3.1 Hit Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.3.2 Reference Frame Transformation . . . . . . . . . . . . . . . . . . 69
5.3.3 Event Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . 71
5.4 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.4.1 Alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.4.2 Tracks Distributions . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.4.3 Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.5 DUT Coincidences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Conclusions 81
Introduction
The MEG experiment is a sensitive search of the muon decay in the lepton flavour
violating channel
µ→ eγ
with a sensitivity of the order of 10−13 to its branching ratio (B). This decay is
forbidden in the Standard Model (SM) where Lepton Flavour is conserved.
Particle theories beyond the SM, like supersymmetric grand unified models (SUSY-
GUT), predict instead that lepton flavour violation for charged leptons may occur with
a branching ratio comparable to the MEG sensitivity. Therefore this search is relevant
to either find an evidence for physics beyond the SM or set severe constraints to the
parameters of these theories. The current result, based on the data collected until
2011, is so far compatible with a null result, the upper limit to the branching ratio
being 5.7 ·10−13 at 90% confidence level. This limit might be slightly improved as soon
as the full data set including Run 2012 and 2013 are analysed in the near future.
The interest to this topic has grown so much in the LHC era that the high energy
physics community is looking forward to further improving the sensitivity on this mea-
surement by one order of magnitude. This is the reason why the MEG collaboration
has proposed a significant detector upgrade [1], which has been approved by the PSI
scientific committee, which hosts the experiment, as well as the funding agencies.
The most relevant upgrade concerns the positron tracker, which is based on a newly
designed drift chamber. The major innovation being summarized as follows:
• unique tracking volume with stereo sense wires for 3D-reconstruction;
• larger volume extending up to the time-of-flight detector;
• lower atomic number gas mixture to minimize matter effects;
• fast readout at GHz bandwidth to optimize the construction capabilities.
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The performances of the drift chamber have to be tested, especially the opportunity
to use a reconstruction algorithm based on the cluster timing technique and its effective
performance. The MEG Pisa group decided to assemble a test facility to be used for
the new tracker hit resolution studies with prototypes. It is a cosmic ray telescope
to provide a drift chamber prototype with tracks having a resolution one order of
magnitude better than the prototype one.
To achieve the resolution request the telescope’s sensitive components must have
an excellent resolution (∼ 20µm), the availability of the BaBar Silicon Vertex Tracker
spare modules at the INFN-Pisa section leads the choice to fall on these devices with
which it is reachable a resolution of about 10µm in the telescope central plane.
The work of thesis passed through almost all the steps of the telescope realization, it
began with the debug of the frontend electronics boards that have been redesigned due
to the impossibility to use the original BaBar electronics that is now obsolete. Then the
work moved on the programming of the FPGA firmware and the microprocessor of the
Terasic boards, used on one hand to manage the interaction with the SVT modules’
readout electronics and on the other hand to dialogue with the desktop computer.
Once the debug of the whole chain connecting the computer to the SVT modules
has been completed it has been possible to think about the necessary software for the
telescope set-up and data acquisition. A calibration program has been thought to find
the working condition of the modules, i.e. to find the noise level of all the channels of
each chip of the modules and consequently set the appropriate thresholds and mask the
noisy or broken channels. Another program cares about the data acquisition, triggered
with the coincidence signal on a pair of scintillating bars, it collects the data from the
SVT modules and stores them in a ROOT file on the computer.
Once a solid reconstruction algorithm has been built the reconstructed cosmic rays
tracks has been used to perform several analysis such as the residual distribution for a
fine alignment of the SVT modules, the angular distributions of the cosmic rays and
the computation of the efficiency of the modules with the purpose of check and refine
the telescope working system.
The ending of the thesis is the analysis of a set of data taken with the presence of a
test detector in the telescope frame. Because of a problem on the test detector readout
system it has not been possible to perform a full analysis of its single hit resolution
but on the telescope side everything worked fine and it has been possible to verify the
opportunity to discriminate events passing through both the telescope and the sensitive
volume of test detector from those missing the latter in order to clean up the data set
from the unsuitable events for a combined analysis.
Chapter 1
Physics Motivation for the MEG
Experiment
The Standard Model (SM) is the most successfully theory on elementary particles, ca-
pable of explaining the dynamics of electroweak processes and the boson mass particle
spectra, from W± and Z bosons up to the discovery of the Higgs Boson. Although
its experimental validation, theorists believe this model is only the low energy approx-
imation of a more comprehensive theory. A common feature of many unified theories
is the prediction of charged lepton flavour violating (cLFV) processes, which are for-
bidden in the minimal SM and, also introducing non-vanishing neutrino masses, the
branching ratio of cLFV processes would be strongly suppressed to be ever observed.
SUSY-GUT predictions of cLFV processes are largely enhanced, for instance, predic-
tions of the branching ratio of µ → eγ decay, thought depending on the theory and
model parameters, range around B(µ→ eγ) ∼ 10−13, high enough to be observed by
MEG experiment.
1.1 Standard Model
The Standard Model is a gauge theory whose symmetry group is SU(2)L × SU(3)C ×
U(1)Y . The particles content is given by leptons and quarks fermion fields, gauge boson
fields which are the force carriers of strong, weak, and electromagnetic interactions are
respectively the gluons, the bosons Z and W± and the photon. Finally the Higgs
boson, required by the spontaneous symmetry breaking mechanism which breaks the
symmetry into SU(3)C × U(1)em, gives mass to the bosons Z and W± and also to
massive leptons and quarks [2].
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Leptons have zero colour charge thus their interactions are fully described by the
Glashow-Weinberg-Salam model for Electroweak interactions [3], an SU(2)L × U(1)Y
gauge theory which describes the interaction of leptons and quarks through electro-
magnetism and both charged and neutral weak current interaction.
The boson fields associated to the symmetry group are Wµa for SU(2)L, the gener-
ators of which are the Pauli matrices τa with (a = 1, 2, 3) and B
µ for U(1)Y .
The leptons observed in Nature can be classified in three families on the basis of
the lepton flavour (e, µ, τ), each family is arranged in an SU(2) doublet of left-handed
fields, associated with an electrically charged and a neutral particle
(
ναL
lα−L
)
, and a
right-handed singlet field lα−R . Quarks are present in six flavours (three of up-type:
up, charm, top; and three of down-type: down, strange, bottom) and are described
as three generations of left-handed SU(2)L doublets
((
uL
dL
)
;
(
cL
sL
)
;
(
tL
bL
))
and six
right-handed singlets. Quarks and leptons quantum numbers are given in table 1.1.
Leptons T T 3 Y Q(
ναL
lα−L
)
1/2
(
+1/2
−1/2
)
−1
(
0
−1
)
lα−R 0 0 −2 −1
Quarks(
uαL
dαL
)
1/2
(
+1/2
−1/2
)
+1/3
(
+2/3
−1/3
)
uαR 0 0 +4/3 +2/3
dαR 0 0 −2/3 −1/3
Table 1.1: Leptons and quarks quantum numbers. T and T 3 are the isospin and its
third component, Y the weak hypercharge and Q the electric charge.
The last brick of the model is the Higgs field, an isospin doublet of complex scalar
fields with weak hypercharge Y = 1, φ =
(
φα
φβ
)
that, through the spontaneous symme-
try breaking mechanism loses three degree of freedom that are taken by the Z and W±
bosons which gain mass and thereby longitudinal polarization, and thanks to gauge
invariance can be reduced to
√
1
2
(
0
v + h
)
where v is the vacuum expectation value
(vev) and h is the remaining degree of freedom of the Higgs field.
The bosons fields Wµ and Bµ have to be rotated to obtain the mass eigenstate of
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physical particles:
Wµ± =
√
1
2
(Wµ1 ∓ iWµ2 ) (1.1)
Zµ =
gWµ3 − g′Bµ√
g2 + g′2
= − sin θWBµ + cos θWWµ3 (1.2)
Aµ =
g′Wµ3 + gB
µ√
g2 + g′2
= cos θWB
µ + sin θWW
µ
3 (1.3)
where g and g′ are the coupling constants of W and B fields to isospin and hypercharge
currents and θW is named Weinberg angle. The electric charge, coupling constant of
the electromagnetic interaction may be written in terms of the coupling constants g, g′
and the Weinberg angle θW as
e = g sin θW = g
′ cos θW . (1.4)
The Lagrangian of the Glashow-Weinberg-Salam model gives a summary of all the
interactions that may occur between the particles just described, it may be written as
the sum of three terms [4]
LSM = Lgauge + LHiggs + LY ukawa. (1.5)
The gauge term describes the free fermions and bosons fields, the interactions they
have each other and with the Higgs field
Lgauge = −1
4
Wµν ·Wµν − 1
4
Bµν ·Bµν +
∑
q,l
ψγµD
µψ + |Dµφ|2 (1.6)
where Wµν and Bµν are the field strength tensors defined as
Wµν = ∂µWν − ∂νWµ (1.7)
Bµν = ∂µBν − ∂νBµ . (1.8)
ψ represents a fermion left-handed doublet or a right-handed singlet spinor field and
Dµ is the covariant derivative defined as
Dµ = i∂µ − g 1
2
τ ·Wµ − g′ Y
2
Bµ . (1.9)
The Higgs term of the Lagrangian describes the Higgs field potential, the sombrero
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shaped potential which leads to the symmetry breaking mechanism.
LHiggs = −
(−µ2|φ|2 + λ|φ|4)2 (1.10)
where µ and λ are two constants which satisfies the relations
µ2 < 0 ; λ > 0 ; v2 = −µ2λ .
The expansion of the Higgs field around the vacuum expectation value (vev) gives mass
to the bosons Z and W±, as functions of the parameters of the theory, as shown in
table 1.2 [5].
theoretical prediction measured value
MW g v/2 80.41± 0.10 GeV/c2
MZ
√
g2 + g′2 v/2 91.187± 0.008 GeV/c2
Table 1.2: Masses of W and Z bosons.
The ratio between the masses of Z and W , related to the Weinberg angle according
to the formula MW /MZ = cos θW = 0.882 ± 0.001, is in close agreement with the
theoretical value sin2 θW = 0.223±0.004 and is one of the SM most remarkable success.
The third term of the Lagrangian shows the fermions masses as a results of the
coupling with the Higgs field:
LY ukawa = −
[
liR(ml)ijljL + uiR(mu)ijujL + diR(md)ijdjL
]
+ HC . (1.11)
The Yukawa coupling, i.e. the mass of the particle, is given by
(mx)ij = −yxijv/
√
2 (1.12)
where x stays for charged leptons, up-type or down-type quarks. There is no Yukawa
term for massless neutrinos.
The last phenomenon that has to be introduced in the SM is the non conservation of
quark flavour, as observed in the decay of strange particles. This means that mass and
flavour eigenstates are different; the Cabibbo-Kobayashi-Maskawa matrix (VCKM ) is
therefore introduced to operate the rotation which brings the vector of mass eigenstates
of the down-type quarks to the vector of weak interaction doublet partners of up-type
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quarks: d
′
s′
b′
 =
Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb

ds
b
 (1.13)
The term describing the charged weak interaction between quarks now looks like
L = − g√
2
[
uiLγ
µ (VCKM )ij djLW
+
µ + diLγ
µ (VCKM )
∗
ij ujLW
−
µ
]
(1.14)
while on the lepton sector the massless neutrinos ensure lepton current conservation,
as we can see from the Lagrangian
L = − g√
2
[
νiLγ
µliLW
+
µ + liLγ
µνiLW
−
µ
]
. (1.15)
1.1.1 The Muon in the Standard Model
In the SM the muon is coupled to the electromagnetic field Aµ, the weak fields Zµ and
Wµ± and the Higgs field h as shown by the following Lagrangian terms:
Lµ = eµγµµAµ − g√
2
[
νµLγ
µµLW
+
µ + µLγ
µνµLW
−
µ
]
−
√
g2 + g′2
[
µLγ
µ
(−1/2 + sin2 θW )µL + µRγµ sin2 θWµR]− mµv µµh . (1.16)
The muon is a non stable particle, decaying with a lifetime τ = 2.1969811 ±
0.0000022 [5] into the almost exclusive branch µ → eνµνe, the so-called Michel de-
cay. There are other two additional decay modes allowed in the SM: the radiative
decay (µ− → e−νµνeγ) or the one with an electron-positron pair (µ− → e−νµνee+e−)
in place of the photon in the final state. The measured branching ratio of the radiative
decay (with photon energy greater than 10 MeV) is Brad = 1.4 ± 0.4 %; the latter is
even less probable, with a branching ratio equal to 3.4± 0.4× 10−5 [5].
1.1.2 Neutrino Mixing
It is clear that SM decays of the muon, like all the SM processes, preserve lepton flavour;
so the neutrino-less decay µ→ eγ is forbidden.
However, there are incontrovertible evidences that LFV takes place in the neutral
lepton sector. Data from nuclear reactor (Chooz, KamLAND, Daya Bay, RENO),
particles accelerator (K2K, T2K), solar (SuperKamiokande, SNO), and atmospheric
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(SuperKamiokande, MACRO) neutrino experiments [6–14] prove that neutrinos oscil-
late between different flavours while conserving total lepton number.
This is possible only if neutrinos are massive and flavour states, which are eigenstate
of weak interaction Hamiltonian, differ from mass eigenstates and mass eigenvalues are
not degenerate. In a two states model the transition probability between different
flavour states is expressed by the formula
P (νl → νl′) = sin2(2θ) sin2
(
1.27
∆m2
(
eV2
)
L(m)
E (MeV)
)
(1.17)
where θ is the mixing angle, ∆m2 the squared mass difference, L the source-detector
distance and E the neutrino energy.
In general, the mixing of neutrino states is expressed in terms of a rotation matrix,
similar to VCKM introduced for quark mixing, named after Pontecorvo-Maki-Nakagawa-
Sakata and defined as
νl =
∑
k
(VPMNS)lk νk (1.18)
where the index k = 1, 2, 3 runs over mass eigenstates and l = e, µ, τ over flavour ones.
It is straightforward to expect LFV to occur in the charged sector as well. For
instance the µ → eγ becomes possible through the loop diagram shown in figure 1.1
and its decay width would be given by [15]
Γ(µ→ eγ) = 1
16
G2Fm
5
µ
128pi3
α
pi
(
∆m2
m2W
)2
sin2(θ) cos2(θ) . (1.19)
νµµ+ e+νe
W+
γ
Figure 1.1: Standard Model with neutrino mixing µ→ eγ Feynmann diagram.
Dividing equation (1.19) by the total muon width Γ =
(
G2Fm
5
µ/192pi
3
)
one obtains
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for the branching ratio the value
B(µ→ eγ) = 5 · 10−48 [∆m2 (eV 2)]2 sin2 θ cos2 θ. (1.20)
Replacing the best-fit parameters of solar neutrino experiments [5], sin2(2θ) = 0.857
and ∆m2 = 7.50 · 10−5eV 2, the branching ratio turns out tu be B ≈ 10−55, too tiny to
be ever observed.
1.1.3 SUSY-GUT Theory
The SM achieved many successes but it doesn’t seem to be the ultimate theory for
particles interactions, as it leaves many unanswered questions. Why are there three
families of quarks and leptons? Why is there a mass hierarchy? Why are not there
hadrons with fractional electric charge? Are electroweak and strong interactions unified
at large energy scale? And gravity? In addition we have also cosmological questions
(like matter-antimatter asymmetry, dark matter and dark energy). Big questions that
still wait for an answer.
For these reasons many models where born and developed to answer to the previous
questions. The SM is generally considered as a low-energy approximation of a more
fundamental unified theory of all the forces in Nature. In Supersymmetric theories,
in particular, the distinction between lepton and quarks is eliminated. The particle
spectrum of the theory consists, alongside SM particles, of their SUSY partners, named
sparticles and labelled with a tilde, with the same masses and quantum numbers except
for the spin which differs by an half-integer. The minimal supersymmetric extension of
the SM (the so-called Minimal Supersymmetric Standard Model, MSSM) introduces no
more particles than the partners of the SM ones. The lightest supersymmetric neutral
particle has to be stable and weakly interacting with ordinary matter, therefore a good
candidate for Dark Matter.
SM Particles spin MSSM Particles spin
quarks (q) 1/2 squarks (q˜) 0
leptons (l) 1/2 sleptons
(
l˜
)
0
gluons (g) 1 gluino (g˜) 1/2
W±, Z0, γ 1 chargino
(
χ˜±i
)
(i = 1, 2) 1/2
Higgs Boson H 0 neutralino
(
χ˜0i
)
(i = 1, . . . , 4) 1/2
Table 1.3: SM particles and supersymmetric partners.
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The basic hypothesis under Grand Unification Theories (GUT) is an underlying
symmetry, described by groups like SU(5) or SO(10), and that the SU(3)C×SU(2)L×
U(1)Y symmetry group of the SM is just the result of a spontaneous symmetry breaking
occurring at a much higher energy scale. SM coupling constants are not arbitrary
parameters but depend on the only coupling constant of the group gG. Moreover GUT
make possible to describe physics at higher energy than SM [16].
The supersymmetric extensions of GUT theories are known as SUSY-GUT theories
and are good candidate to extend the SM up to the Planck mass scale of energy.
The SUSY-GUT energy scale is unreachable but the existence of this sort of sym-
metry affects also low energy processes like cLFV ones which are predicted to occur
with much higher probability than SM does, making real the opportunity to test these
theories.
The origin of LFV in SUSY-GUT models could be interactions at a very high energy
scale, such as GUT scale or the scale of Majorana neutrino, an heavy right-handed
neutrino that appears in the see-saw mechanism.
The flavour mixing happen when the mass and flavour matrix are not diagonal under
the same base. In the SM this phenomenon do not involve leptons, in SUSY-GUT there
is a wider spectrum of particles, off diagonal terms in the sleptons mass matrix would
lead to sensitive LFV phenomena in the sector of charged standard leptons.
The search for LFV began with the discovery of the muon [17], i.e. the discovery
of the second lepton family. In the neutral sector, the observation of neutrino mixing
constitutes a solid evidence but in the sector of charged leptons there isn’t yet any
sign of flavour violation. Many SUSY-GUT models predict observable rate for process
µ→ eγ (see figure 1.2), one of the ways this process may occurs is shown in figure 1.3
involving the sleptons e˜ and µ˜ and the neutralino χ˜0, the supersymmetric partner of
the Higgs boson.
A direct observation or, in the case of a null result, an improvement of the upper
limit would set severe constraints on the theories and their parameters and help physi-
cists to discriminate between the different proposed scenarios. For these reasons the
search for direct cLFV process is important and complementary to the direct search
for supersymmetric particles.
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Figure 1.2: Predictions of the µ+ → e+γ branching ratio in a typical SU(5) SUSY-GUT
model as a function of the right-handed slepton mass for different values of the model
parameters [4] (all the masses are expressed in GeV).
µ eχ˜
0
µ˜
γ
e˜
Figure 1.3: An example of SUSY-GUT diagram for µ→ eγ decay.

Chapter 2
The MEG Experiment
The MEG apparatus was designed to measure the muon decay in the channel µ+ → e+γ
with a sensitivity of ∼ 5 · 10−13 [18], so as to improve the previous limit set by the
MEGA experiment by two order of magnitude [19]. So far no evidence of cLFV has
been observed and an upper limit on the branching ratio has been set to the actual
limit of 5.7 · 10−13 at 90% confidence level [20–22].
The MEG experiment has been operated since 2008 at the Paul Scherrer Institut
(PSI) in Villigen (CH) where the most intense direct current muon beam (able to
provide a muon beam up to ∼ 108µ/s) is available. The high muon flux is required to
explore branching ratios of this order of magnitude.
Once the muons are stopped on a thin target, the signature of the signal event is
a back to back, mono-energetic, positron-photon pair produced by the two body decay
of the muon at rest.
The apparatus assembles of two different detectors for separate positron and photon
detection (see figure 2.1):
• a set of drift chambers (DCHs) and a scintillation timing counter (TC) arranged
in a gradient magnetic field build the positron spectrometer;
• a liquid Xenon scintillating detector (LXe) located out of the magnet performs
the photon detection.
2.1 µ+ → e+γ phenomenology
The MEG experiment looks for the decay at rest of positive muons in a positron and
a photon pair. Positive muons are used instead of negative ones to avoid effects due
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Figure 2.1: Sketch of the MEG experiment.
to the nuclear capture on the stopping target. The signature of these events is the
simultaneous, back-to-back emission of a photon and a positron, each with an energy
equal to half the muon rest mass (mµ/2 = 52.8MeV ), as dictated by the kinematic of
a two-body decay at rest.
2.1.1 Background
The background has two contributions. The so-called “physical background” is related
to radiative muon decays (RMD) µ+ → e+νµνeγ. In the limit where the two neutrinos
have a very low momentum, all the available energy is taken by the positron and
the photon which then mimic the above signature. The accidental background is due
to the accidentally simultaneous detection of a positron from a Michel decay and a
photon from a different process (such as a radiative decay, or positron bremsstrahlung
or annihilation in-flight) that flies in opposite direction.
In the former case, the differential decay width, expressed in terms of normalized
energies of both particles, x = 2Ee/mµ and y = 2Eγ/mµ, and the relative angle
z = pi − ωeγ , can be calculated with uncertainties lower then the experimental resolution
[4]. The interesting case is when both particles have energies close to the signal ones,
namely with values of x and y close to one. The number of RMD background events
depends on how wide the selection window is for signal events, which must be tailored
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to the detector experimental resolution. The effective width of the background can be
evaluated as a function of the uncertainties δx ,δy and δz. To obtain a sensitivity on
the µ → eγ branching ratio of the order of 10−13 the effective width of the radiative
decay in the signal region have to be kept well below this value. So it is required a
resolution of δx ≈ δy < 1% and δz < 2√δxδy.
In experiments working with a low muon stop rate the physical background would
be the only background. However, the higher the muon rate, the larger the probabil-
ity a photon and a positron from different decays to accidentally overlap. It can be
shown that, at MEG working conditions, accidentals constitutes the main source of
background. An estimation of this background is done following the equation
Bacc = Rµfefγ∆teγ
(
∆ωeγ
4pi
)2
(2.1)
whereRµ is the muon flux intensity, fe and fγ are the integrated spectra of positrons and
photons of the standard muon decays in the signal region, ∆teγ and (∆ωeγ/4pi) represent
the resolution on time and angle measurement in the signal region. The computation of
fe and fγ can be done by integrating Michel and radiative decay spectra in the regions
1 − δx 6 x 6 1 and 1 − δy 6 y 6 1, thus obtaining fe ≈ 2δx and fγ ≈ (δy)2 [4].
Assuming δx ≈ 6h, δy ≈ 2%, ∆ωeγ ≈ 3 · 10−4 sr and ∆teγ ≈ 125 ps the expected
accidental background is Bacc ≈ 3 · 10−13. This means that the goal sensitivity can be
achieved by improving energy, direction and timing resolution for both particles.
2.1.2 Single Event Sensitivity
The expected number of signal events depends, aside the branching ratio, on several
experimental parameters such as the muon stopping rate on target (Rµ), the detectors
acceptance (Ω/4pi) and efficiencies (εe+ and εγ) as well as the off-line selection efficiency
(εsel), which takes into account the resolution of kinematic observables after event
reconstruction. By folding with the runtime (T), one obtains
Nevents = T Rµ
Ω
4pi
εe+εγεselB(µ→ eγ) (2.2)
The single event sensitivity (SES) is defined as the branching ratio for which the
number of expected events is equal to one. Inverting equation (2.2) and replacing the
values Rµ = 3 · 107 s−1, εe+ = 90%, εγ = 40%, εsel = 99%, Ω4pi = 0.09 and T ∼ 107 s we
find
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SES =
4pi
TRµΩ
1
εe+εγεsel
∼ 3 · 10−14 . (2.3)
The branching ratio is instead inferred by applying the Feldman and Cousins fre-
quentistic approach [23] to the event distribution in the signal window, under the
assumption that the number of signal events follows a Poisson distribution with the
mean value given by equation (2.2). The so-obtained branching ratio upper limit is
about 5 · 10−13.
2.2 Beam and Target
The MEG experiment utilizes the most intense continuous muon beam available world-
wide, which is in order to study rare processes. Moreover the almost continuous struc-
ture is preferred to a pulsed beam because the accidental background is proportional
to the instantaneous intensity.
2.2.1 Beam Properties
Muons at PSI are produced through the interaction of a primary proton beam (E =
590 MeV, I = 2.2 mA) impinging on a 4 mm thick carbon target. That interaction
generates low energy pions, most of them stopping and decaying in the target itself.
Secondary beam lines, such as piE5 [24], collect the muons from charged pion decays.
A bending dipole magnet is used to select muons with momentum pµ = 29 MeV/c
produced by the decay of charged pions at rest. Since the range of muons is about
1 mm at this energy, only those produced on the surface, or just under the surface of
the target can be extracted. For this reason they are named surface and subsurface
muons. In the MEG experiment only surface muons are used.
Any positron contamination, due to the decays of whether muons in the beam line
or pi0 in the proton target, is cleaned up by an electrostatic separator (Wien filter).
The residual beam is focused by a set of quadrupoles magnets and than piped to the
target at the detector center (where a higher magnetic field, COBRA, is present) by a
beam transport solenoid (BTS). Just before entering the BTS muons are slowed down
by crossing a 300µm thick Mylar foil.
The beam width at the centre of COBRA, where the target is placed, are σx = 10 mm
and σy = 11 mm.
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2.2.2 Target
The target is a 205µm thick elliptical polyethylene film with axes 210 and 70 mm (see
figure 2.2). The target is placed in the centre of the COBRA magnet and forms an angle
of about 22◦ with the beam line. This angle is chosen so as to maximize the thickness
seen by the muons and, at the same time to minimize positron multiple scattering and
energy straggling in the target.
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Figure 2.2: (a) Picture of the target, (b) reconstructed decay vertex on the target. The
holes are used as a cross-check of both target alignment and track reconstruction.
2.3 The Positron Detector
The reconstruction of positrons trajectories is accomplished by a magnetic spectrometer
combining a set of drift chambers for track sampling and a scintillation counter for
timing measurement. Both are placed in an axial, non homogeneous magnetic field
generated by COBRA, a superconducting magnet whose field is maximum in the centre,
B = 1.27 T, and decreases along the beam axis then reaching the value of 0.49 T at the
end of the magnet cryostat.
The choice of a gradient field is twofold:
• efficient sweep out of large pT protons, thereby minimizing drift chamber occu-
pancy;
• the field gradient is such that the bending is almost independent of the emission
angle (see figure 2.3).
A pair of compensation coils is located out the magnet to compensate the magnetic
field in the region of the photon detector where the performance of photomulitplier
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Figure 2.3: Simulated positron trajectories in the COBRA field, particles with different
emission angle but equal energy have the inversion point at the same height.
tubes might be affected. The thickness of COBRA coils is reduced down to 0.197X0
so that more than 85% of photons crossing the magnet reach the calorimeter.
Each chamber has a trapezoidal shape with bases length 40 and 104 cm, consisting
of two independent staggered detector planes separated by two cathode planes and
wrapped by a hood cathode as shown in figure 2.4, with the wires aligned along the z
direction (namely both beam and detector axis). In each plane, sense and field wires
are alternated in a 9 mm pitch cell structure.
(a) (b)
Figure 2.4: (a) Detail of a drift chamber. (b) Drift chambers in the core of COBRA
surrounding the target.
In a cylindrical frame surrounding the target, the chambers span a region with
19.3 < r < 27.9 cm and pi < φ < 2pi. Each chamber is filled with a 50:50 mixture of He
and C2H6 (ethane), while the outer volume is filled with Helium to minimize matter
effects.
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The radial hit coordinate is reconstructed through the drift time, as given by the
difference of wire and TC signals, with a resolution of 250µm. The longitudinal coor-
dinate is reconstructed in three steps: first, the ratio of charges collected at the ends of
each anode wire is computed to obtain an accuracy of ∼ 2 cm. Than a charge division
method on the cathode foils signals is implemented to improve the resolution down to
800µm. A double wedge pattern shown in figure 2.5, is printed on the envelop of each
cathode foil, the fraction of charge induced on each vernier strip is a periodic function
of z position (λ = 5 cm) whose ambiguity is solved by the z measured in the first step.
Figure 2.5: Picture of the vernier patter printed on a cathod foil.
The drift time measurement provided by each crossed wire is too poor (about 2 ns)
to fit the required timing resolution, ∼ 60 ps. Hence the chambers are coupled to a
scintillation hodoscope, named Timing Counter, to measure the positron time-of-flight
from the target. This goal is achieved by operating both a fast and accurate measure-
ment of the positron hit timing and a rough reconstruction of the hit coordinates, so
as to ensure proper matching with the track in the chamber volume.
For this reason, the Timing Counter is made of two identical semi-cylindrical shells
placed inside COBRA in the region at 31 6 |z| 6 111 cm (see figure 2.1) to cover
the whole acceptance region and each part is segmented in fifteen 80 cm long plastic
scintillator bars (BC404) with square section and side length 4 cm. The distance of the
bars to the z-axis is such that only positrons with energy above 40 MeV will hit them,
thus performing an hardware event selection on this variable.
At each end of a bar a fine mesh photo multiplier tube collects the scintillating light.
The inner side is covered with 256 scintillating fibres oriented orthogonally with respect
to the bars and read out by avalanche phodiodes to provide an XY reconstruction of he
positron impact point with ∼ 1 cm accuracy. A sketch of the timing counter is shown
in figure 2.6.
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Figure 2.6: 3D sketch of a timing counter sector.
2.4 Photon Detector
The photon detector utilizes a challenging technique based on scintillation in liquid
Xenon (LXe) which combines good spatial, temporal and energy resolution due to the
fast decay time (lower than 45 ns) and high light yield (∼ 4·104 per MeV for a minimum
ionizing particle) [25].
LXe has the additional advantage of being a dense (ρ ∼ 3 g/cm3) and high-Z
(X0 = 2.8 cm) material, which allows LXe detectors to be as compact as typical in-
organic crystal scintillators (i.e. Sodium Iodide). Moreover the LXe is transparent to
its own scintillation light (which wavelength is λ ∼ 178 nm), even though, on one hand
this is a great advantages, on the other hand, represents the main drawback requiring
each PMT to have a UV-sensitive photo-cathode deposited on a quartz window which
make it transparent to UV light.
A cryogenic system is needed to keep Xenon in the liquid phase at a temperature
around 165 ◦K. Moreover light of this wavelength is easily absorbed by impurities, like
H2O, O2 and N2; Xe purity level of ppb must be continuously monitored and guaranteed
by filtration in both liquid and gaseous phase through molecular sieves.
LXe is contained in a C-shaped vessel fitting the outer COBRA radius. With
an active volume of 900 l, it is the biggest electromagnetic calorimeter using liquid
Xenon as scintillation medium (see figure 2.7). A total of 846 PMTs are submerged in
LXe to provide uniform light collection inside the active volume, which is essential to
the uniformity of the detector response function. The fiducial volume of the detector
is about 800 l and covers the 11% of the solid angle viewed from the target. LXe
detector depth (38 cm equal to 14 X0) is enough to guarantee a confinement of the
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Figure 2.7: Sketch of the liquid xenon calorimeter.
photon-initiated electromagnetic shower greater than 99%. An estimator of the photon
energy is obtained by the sum of the number of photoelectrons collected by the PMTs,
each corrected by taking into account differences in PMTs gains and photocathodic
efficiencies. The timing accuracy and the energy resolution measured for a photon of
52.8 MeV are respectively 67 ps and 2%.
2.5 Trigger and DAQ
In experiments operating at high rate an efficient event selection is crucial to avoid the
overload of the Data AcQuisition system (DAQ). To achieve this goal a high resolution
detection together with a fast electronic frontend is needed. The data analysis is per-
formed over the waveforms that are stored after the digitization. The digitizer used in
MEG is the DRS 4 (Domino Ring Sampler), a custom designed chip with Gigasampling
capability developed at the PSI [26]. The DRS memory is arranged in 600 ns deep cyclic
cells so the trigger signal have to be issued sooner than 450 ns in order to preserve the
memory content.
This latency request forbids the trigger to use any pieces of information from the
drift chambers, the drift of electrons lasting until 200 ns. So the only information
available at the trigger level on the positron track is the endpoint on the TC to be
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matched with the photon interaction vertex in LXe.
Thus the observables available at the trigger level are:
• photon energy Eγ ;
• photon-positron relative angle ∆θeγ ;
• photon-positron relative time ∆teγ .
The γ ray energy is evaluated by the sum of the pulse amplitude of LXe PMTs.
The relative timing is obtained by reconstructing the leading edge of the PMT signal
of their own detectors with a of 3 ns accuracy, inclusive of the time of flight spread.
Concerning θeγ , the photon direction is assumed to be the straight line connecting
the centre of the target with the interaction vertex. A TC hit is then searched in the
surroundings of the impact point of a hypothetical signal positron flying in the opposite
direction.
Figure 2.8: Scheme of the trigger hierarchy.
The trigger scheme is hardware implemented in a three-layer hierarchy structure (see
figure 2.8), whose bottom layer consists in a set of VME 6U boards (Type 1) to receive
and digitize the detector signals and operate a pulse analysis to provide charge, time and
other pieces of information. Upper layer boards (in VME 9U standard) combine that
information to find a signature of candidate event. All the reconstruction algorithms
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are operated by on-board FPGAs [27] by means of a 100 MHz clock synchronous with
the digitization sampling speed.
The trigger rate depends on the selection criteria on the variables Eγ , ∆teγ and
∆θeγ . The rejection factor due to the progressive application of the selection criteria
is:
• 99% for Eγ > 2 MeV;
• 99.5% for Eγ > 45 MeV;
• 90% for |∆teγ | < 10 ns;
• 90% for ∆θeγ ∼ pi;
reducing the trigger rate down to ∼ 10 Hz against the 3 · 107 µ/s stop rate on target
with a selection efficiency on the signal events greater than 95%.
The product of trigger efficiency times DAQ live time defines the DAQ efficiency.
Maximizing the former can affect the latter, hence increasing the DAQ dead time.
Each time a trigger occurs the DRS is stopped and restarted after the read out. A
multi-buffer read out scheme, capable to hold up to three events data, was deployed to
separate the DRS read out by the data transfer allowing its re-enable after only 625µs,
reducing the dead time.
Moreover, in addition to MEG events, the trigger system allows to acquire events
with softer selection criteria or associated to calibration source to check the detectors
efficiency and stability.
2.6 Calibrations
Precision detectors, like the MEG ones, need to be calibrated and monitored so that
their stability can be guaranteed at an adequate accuracy level.
In the case of LXe, one needs first to take PMT parameters (gain and quantum
efficiency) under control, as any Eγ estimator depends on them and their time behaviour
exhibits variations larger than the required accuracy. The PMTs gains are evaluated
by their response to the flash of a set of intensity programmable blue-emitting LEDs.
To exploit the PMTs response at the scintillation wavelength, ionizing particles are
generated inside the active volume by a lattice of twenty-five 241Am α sources deposited
on five Tungsten wires suspended in the liquid phase. PMTs parameters as well as LXe
transparency can be monitored by comparing the reconstructed α-energy spectrum
with the simulated one.
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Photons source of different energies are used to study the linearity of the calorime-
ter response until the signature energy window and beyond, providing redundant and
complementary pieces of information about the detector long-term behaviour. Among
these we can cite, in an increasing γ-energy order [18]:
• photons from the thermalization and capture on Nickel of neutrons from a pulsed
and triggerable deuteron-deuteron neutron generator;
• photons from radioactive nuclear reactions induced by protons delivered on a
dedicated Li2B4O7 target by a Cockcroft-Walton accelerator;
• photons from the decays of neutral pions from charge-exchange (CEX) reaction
pi−p→ pi0n on a liquid Hydrogen target.
A spectrometer calibration is performed by means of the analysis of the scattering
Mott, i.e. e+N → e+N . The muon beam is contaminated with positrons that are
rejected during MEG runs, while in the case of Mott runs the positrons are taken and
the muons flushed away. Positrons with energy Ee+ = 53 MeV are sent to the MEG
target to obtain events similar to the signal. In this way it is possible to verify the
momentum resolution and to measure the spectrometer acceptance.
2.7 MEG Results and a Glimpse at the Future
With the data collected in the first three years, from 2009 to 2011, the MEG experiment
set the upper limit on the branching ratio of µ→ eγ decay channel to 5.7 · 10−13 at the
90% confidence level [22], improving by a factor twenty the previous limit set by the
MEGA experiment [19].
The data taking campaign ended in august 2013 acquiring the double of the data
statistics analysed so far. By the analysis of the whole data sample it is expected to
reach a final sensibility of 4÷ 5 · 10−13.
Although no evidence of cLFV has been observed many theories predict this phe-
nomenon at a branching ratio close to MEG sensitivity. Moreover the obtained detector
performances are not at the proposal level, especially on the positron reconstruction as
shown on table 2.1. The drift chambers resulted to be worse than expected showing
hardware and design inefficiencies. Also on the LXe side the perspectives were better
than the result in the case of shallow events, where the electromagnetic shower start
point is close to the entrance face of the calorimeter.
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Variable Foreseen Obtained Upgrade Scenario
∆Eγ (%) 1.2 1.7 1.0
∆tγ (ps) 43 67 6 67
γ position (mm) 4(u,v),6(w) 4(u,v),6(w) ∼ 2
γ efficiency (%) > 40 63 > 63
∆Pe (keV) 200 306 6 130
e+ angle (mrad) 5(ϕ), 5(θ) 8.7(ϕ), 9.4(θ) 6 5(ϕ),6 5(θ)
∆te+ (ps) 50 107 30
e+ efficiency (%) 90 40 > 85
∆teγ (ps) 65 122 80
Table 2.1: Foreseen and measured resolutions for the MEG detector compared with the
expected resolution of MEG2.
An upgrade of the detectors has been planned to improve MEG sensitivity of about
an order of magnitude making the best usage of the existing infrastructures (the beam
line, the COBRA magnet, the LXe cryostat and the calibration tools) and the col-
laboration expertise. MEG2 will be an upgrade of the MEG experiment whose main
features, graphically shown in figure 2.9, are:
• to increase µ+ stopping rate on target;
• to improve the e+ tracking through a new drift chamber with higher granularity;
• to reduce the target thickness to minimise matter effects;
• to extend LXe detector acceptance;
• to raise the TC granularity to improve timing measurement;
• to improve the integration between positron tracker and TC by tracking positrons
up to the TC;
• to improve photons energy and position resolution for shallow events.
For the current setup resolutions, the optimal signal sensitivity is achieved for a
muons stopping rate of 3 · 107 Hz, one third of the maximum possible rate provided by
the piE5 PSI beam line. Improving the resolution of the positron tracker and of the
photon detector an higher flux can be used maintaining the background under control.
The expected resolutions of the upgraded LXe calorimeter and of the new positron
tracker aim to use a muon flux of 7 · 107 µ/s.
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Figure 2.9: An overview of the present MEG experiment versus the proposed upgrade.
MEG2 will rely on a higher intensity beam rate (1.) stopped in a thinner target to
reduce the multiple scattering (2.), a new unique volume drift chamber with higher
granularity and transparency (3. and 4.) to the the new pixelated timing counter (5.);
the LXe detector will have a larger acceptance and the inner face PMTs will be replaced
with SiPM (6.,7.).
Reducing the target thickness the material crossed by the muon decay products is
lowered, reducing bremsstrahlung and multiple scattering effects.
The LXe Calorimeter showed some inefficiency in the reconstruction of showers close
to the inner face. The non uniformity of the PMTs coverage reflects on the dependence
on the photon incident position of the collection efficiency (see figure 2.10), whether it
falls on the active surface of a PMT or in the empty space between the PMTs, causing
event by event fluctuations on the shower reconstruction.
The proposed solution for this problem is the replacement of the PMTs on that face
with smaller
(
12× 12 mm2) UV-sensitive Multi-Pixel Photon Counter, MPPC. These
devices will bring to a more uniform coverage of the entrance face improving the shower
reconstruction especially for shallow events.
On the positron side a deeper transform will occur. The renewed timing counter will
preserve the shape of the present one but the scintillating bars and fibres will be replaced
by a set of about 600 scintillating tiles increasing the detector granularity. Each tile
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(a) (b)
Figure 2.10: The photon energy resolution depends on the shower depth. In case of
shallow events the fluctuation on the number of collected photons is big (a), this reflects
in the resolution that for this event is worse than the case of deep events (b).
would be about 30 cm2 of surface and 5 mm thick, a set of six silicon photomultipliers
(SiPMs) placed in the smallest faces will collect the scintillation light. The positron
impact time will be calculated by the average of the time measured by the SiPMs.
In the current TC each track hits only a scintillating bar and the resolution on the
time measurement with just one measurement point cannot be better than ∼ 60 ps.
With the new TC the positrons will hit more than a scintillating tile increasing the
number of measuring points and by consequence improving the resolution that scales
as
√
N . The positron timing resolutions with this detector is expected to be∼ 30÷40 ps,
about two times better than the current one. This is possible thanks to the small size
of SiPMs that can be placed on the edges of a tile without being an obstacle for the
close tiles.
2.7.1 The New Tracker
The positron tracker represents one of the most relevant weak points of the detection
apparatus, for this reason a main features of the upgrade is a deeply revised design
of tracking system. The MEG2 positron tracker will be a unique volume, cylindrical,
1.8 m long wire drift chamber with the axis parallel to the muon beam. A sketch of the
trackers and of the new timing counter are shown in figure 2.11 a.
The purposes of the new drift chamber design are to increase the average number of
hits per each positron track with a better single hit resolution, to observe the positrons
trajectories up to the TC and to reduce the material amount between the last detection
point and the TC having the read out electronics out of the trajectories of signal
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(a) (b)
Figure 2.11: (a) Sketch of the concept of the MEG2 drift chamber and timing counter.
(b) Frontal view of the drift chamber at z = 0, the red and blue circle represent the
tracks at the borders of the acceptance region.
positrons.
The new positron tracker sensitive region will be a hollow cylinder with rays 16
and 30 cm. The inner radius length is chosen such that only the positrons with energy
higher than 45 MeV will cross the sensitive volume, reducing chamber overcrowding
and, by consequence, the data volume and pile-up.
The drift chamber volume will be filled with a low Z gas mixture, Helium-Isobutane
85:15, this ratio can be adjusted aiming the best compromise between multiple scatter-
ing, that is proportional to
√
x/X0 (where x/X0 is the amount of material the positrons
pass through in unit of radiation length) and tracking reconstruction.
The actual tracking system has a big gap between DCHs and TC, the new chamber
will cover this space allowing the tracking of the positron up to the interface with the
TC making easier the matching of TC hits and positron track (see figure 2.9).
The tracker will consist of thousands of wires arranged in 23 semicircular concentric
planes forming alternate angle of ±7◦ with the z-axis direction. The wires are classified
as sense wires, field wires and guard wires:
• sense wires generate the electric field and collect the ionization charges, they are
also the input of the frontend electronics for the waveform acquisition;
• field wires define the borders of the drift cells;
• guard wires constitute the innermost and the outermost plane on the purpose of
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confine the electric field.
In the 21 inner planes there are planes containing only field wires with both stereo
angle and planes where sense and field wire are alternated, in the latter ones the wires
in the same plane have the same orientation. Each plane containing sense wires is
sandwiched by planes containing only field wires, the set of these three planes forms
a layer. The upper plane of a layer constitute the lower plane of the upper layer and
vice versa. The sense wires of a layer have opposite stereo angle with respect to those
of the closest enclosing layers. A total of 10 layers are defined, each one contains 128
drift cells. In the configuration just described a cell is defined by the sense wire and
the eight field wires surrounding it forming a slightly trapezoidal shape of sides about
7 mm at the two ends of the cell and reducing it size of about the 10% in the centre
due to torque effects.
The denser wiring and a wider coverage lead to an average number of hit cells for
each track five times higher than for the present chamber.
The positrons crossing a cell ionize the gas forming ionization clusters that move in
the cell under the effect of electric and magnetic fields until they reach the sense wire
where leave a signal. The clusters trajectories are called drift lines and depend on the
characteristics of the chamber such as gas composition, anodic voltage, pressure and
temperature. In the configuration currently proposed the gas composition is He-iC4H10
in proportion 85:15, the sense wires are at a voltage of ∼ 1.5 kV while the field and
guard wires are at ground, pressure and temperature are at the standard conditions,
i.e. 20 ◦C and one atmosphere.
Over the drift lines is useful to define another set of lines, the isochrones; the clusters
that are produced on different points on the same isochrone line spend the same amount
of time to reach the sense wire. Drift and isochrones lines for a cell at z = 0 are shown
in figure 2.12.
The hit reconstruction happens in different ways for the position along the z-axis
and for that in the transverse plane. Regarding the transverse plane the cluster distance
form the anodic wire is reconstructed. The simplest way to do so is to measure the
drift time of the first cluster, using as starting time that of the hit on the TC, and
compare it with the isochrones. The number of ionization cluster produced by a signal
positron in the He-iC4H10 mixture is ∼ 12 cm−1 thus the distance reconstructed by the
time of first cluster is biased (see figure 2.13 a). It is the distance of the closest cluster
that, in a light gas mixture with a low number of ionization clusters per centimetre, is
usually higher than the closest approach distance. This measurement can be improved
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(a) (b)
Figure 2.12: Isochrones (a) and drift lines (b) for a general cell of the drift chamber at
z = 0 simulated with the GARFIELD++ software [28].
if all the clusters produced in the cell will be isolated to measure the arriving time of
all of them [29]. It is expected that the fast front-end electronics with GHz bandwidth
will allow the cluster isolation achieving a resolution of the order of 100µm, anyway it
is needed to verify the resolution and the cluster timing technique with drift chamber
prototypes.
(a) (b)
Figure 2.13: (a) This picture shows how when the closest cluster isn’t produced at the
minimum approach distance the impact parameter is overestimated. (b) Stereo wire
configuration (not in scale).
For the reconstruction of the z coordinate of the hit various method has been
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proposed making use of the charge division on the two extremes of the wire, the time
difference on the extremes of the wire or the stereo pattern of the chamber.
The charge division is the method currently used together with the Vernier strips
in the actual DCHs, in the new chamber this method may not work because the use of
low resistive wires could make too small the difference between the integrated charge
collected at the ends of the wire with consequent big uncertainty on the z measurement.
The time difference method consists instead in measuring the difference on the
arrival time of the waveform at both the ends of the wire. It has been tested on the
current DCHs at a sampling frequency of 800 MHz with a bandwidth of ∼ 200 MHz
achieving a resolution of about 10 cm. On the new drift chamber with the use of an
higher sampling frequency and a wider bandwidth together with cluster isolation that
improve the measurement of a factor
√
N (where N is the number of isolated clusters),
the expected resolution is of ∼ 3÷5 cm that can be verified by testing a full scale single
cell prototype.
Both this methods cannot give an adequate resolution of the z coordinate but can be
used as starting point for the stereo pattern. The stereo angle of the wires is such that
each sense wire crosses 36 sense wires with opposite stereo angle. Two contiguous layers
form a rhombus pattern with ∼ 5 mm main diagonal, see figure 2.13 b. Comparing the
hits on a wire with the hits on the wires of the upper and lower layers it is possible to
find the rhombus crossed by the positron leading to an uncertainty on the reconstructed
z of about 800µm.
The angular and momentum resolution of MEG2 drift chamber obtained by a sim-
ulation that assumes the single hit resolution and chamber configuration stated above
are:
∆ϕe = 5 mrad; ∆θe = 5 mrad; ∆Pe = 130 keV.
Single Hit Resolution Measurement
To achieve the above resolutions it is crucial that the foreseen single hit resolution will
be obtained.
A first feasibility study on the opportunity to use the cluster timing technique to
obtain resolutions of about 100µm has been performed on a setup of three 30 cm long
drift tubes with a 8 mm diameter named three-tube. The three drift tubes are aligned
with the central one misplaced by ∆ = 500µm, see figure 2.14 a.
By the analysis of the impact parameter on each of the three cells it is possible to
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Figure 2.14: Sketch of the three-tube setup (a) and statistical deconvolution of the
contribution of multiple scattering on the three-tube Copper walls (b).
reconstruct the central cell displacement up to a sign ambiguity by using the formula:
∆ =
d1 + d3
2
− d2 . (2.4)
The uncertainty on the measurement of ∆ is related to the single hit resolution through
σ∆ =
√
2
3
σsinglehit , (2.5)
but this is not the only contribution. The multiple scattering on the Copper drift tubes
walls contribute to the uncertainty on the measure of ∆. An evaluation of the multiple
scattering contribution is performed by repeating the measurement at different values
of Helium fraction and subtracted at a second time (see figure 2.14 b).
To perform an extended single hit resolution study it is required an independent
tracking system able to reconstruct the position of the ionizing particles’ trajectories
with a resolution better than 100µm and that does not suffer multiple scattering effects.
A suitable solution is offered by solid state detectors where the thickness and the
high segmentation of the sensitive components allow a single hit resolution of about
25µm with low matter effects. The availability of the BaBar Silicon Vertex Tracker
(SVT) spare modules at the INFN section of Pisa lead to the realization of a cosmic
ray telescope made out of four of these modules.
The resolution of these detector allow to estimate the track coordinates in a middle
plane, where the detector under test (DUT) will be placed, with a resolution of about
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10÷20µm. Comparing the telescope reconstructed track with the prototypes measure-
ment it will be possible to perform a comprehensive test of the prototypes single hit
resolution.
In the following chapter will be given a brief explanation of the solid states detector
working principles with a deeper overview on the BaBar SVT characteristics.

Chapter 3
Silicon Vertex Tracker
The R&D of the MEG2 drift chamber requires tests on the single hit resolution capa-
bility of both small scale and full scale prototypes where the trajectory of the ionizing
particles is known with an uncertainty as low as possible, negligible with respect to the
goal drift chamber resolution (see section 2.7.1).
Solid-state detectors fit with these requirements and the availability of spare mod-
ules of the BaBar Silicon Vertex Tracker (SVT) [30] stored at in Pisa INFN laboratory
made the choice eventually fall on this option. A telescope made out of four spare
modules of the BaBar SVT has been built to reconstruct cosmic rays tracks with an
uncertainty of ∼ 20µm.
3.1 Solid-State Detector Working Principle
As most of detectors, event reconstruction in solid-state detectors proceeds through
the collection of the ionization charge. The high density, the fast readout and the high
segmentation are characteristics that make this kind of tools suitable for the detection
of high energy particles in relatively small space. For this reason they are mainly used
as elements of vertex detectors in collider physics experiments.
The basic theory is the band-model of solids, whose main feature is the merging of
atomic energy levels to form collective lattice energy levels called bands. Due to the
Pauli exclusion principle, each band can host a finite number of electrons; the lowest
energy levels will be full-up while the occupancy will be null over a certain value. The
highest full-up band is named valence band while the lowest empty or partially filled
band is named conduction band. When the conduction band is partially filled the solid
is a conductor, otherwise the energy gap, Eg = VC − VV , between these bands discerns
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semiconductors and insulators. Insulators’ energy gap is usually larger than 3 eV while
semiconductors’ one is around 1 eV [31].
Figure 3.1: Scheme of the band structure of solid state materials. VC and VV are
potentials of the conduction and valence levels, VA and VD the donors and acceptors
ones [31].
In a semiconductor an electron-hole pair is created when an electron has enough
energy to be promoted from the valence to the conduction band. Both negative and
positive carriers, the electron and the hole, are free to drift towards the respective
electrodes under the effects of an externally applied electric field.
In the most common semiconductors (Silicon and Germanium), impurities (trivalent
or pentavalent elements) are typically added to obtain energy level just above the
valence band and just below the conduction band, named donors and acceptors levels
(see figure 3.1). The so-obtained materials are called respectively p-type and n-type
semiconductors, due to the higher concentration of free holes or electrons.
When a p-type and an n-type semiconductors come in touch to form a pn-junction,
electrons of the n-type diffuse into the p-type and vice versa do the holes. The net
result is an excess of positive charges in the n-type region and an excess of negative
charges in the p-type one. Thus the electric field generated by the asymmetric charge
distribution pushes the free charges out of the area close to the contact surface that is
called depletion region, whose characteristics are schematically shown in figure 3.2.
The depletion region can be made thinner or wider applying a direct or reverse bias
voltage. If an electron-hole pair is created in this zone, for example by means of the
energy deposit due to a crossing charged particle, the charges will drift under the effect
of the electric field and will be collected on the electrodes, hence inducing a current
pulse.
In a semiconductor detector it is important to make the depletion region as wide as
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Figure 3.2: (a) Scheme of a pn-junction; (b) charge distribution; (c) electric field; (d)
potential energy [31].
possible to maximize the sensitive area. The total charge collected is proportional to the
total energy deposited in the detector. Thanks to the little dimensions of semiconductor
device this type of detector can be designed to give accurate informations not only about
the energy deposit but also on the crossing position of the ionizing particles. For this
reason they are widely used both as calorimeter and vertex tracker elements at colliders.
The typical structure used in particle physics solid state detectors is the PIN struc-
ture. Here a highly resistive lowly doped substrate, the i-layer, is sandwiched between
an highly doped p-layer (p+) and an highly doped n-layer (n+). The pn-junction ap-
pears in the p+-i border and extends over the whole i area up to the n+ layer thus the
acrive region covers almost all its physical dimension.
Maximizing the width of the depletion region has also the non negligible benefit of
reducing the dark current. Dark (or leakage) current is caused by charge carriers which
tunnel in the depletion region and cause a pulse in the electrodes, tunneling probability
being exponentially decreasing with the thickness of the depletion region. The leakage
current highlights manufacturing defects or successive damages of the detectors, for
example the change in doping concentration, usually caused by high radiation exposure.
Figure 3.3 shows a scheme of a typical PIN structure, with the bias voltage Vbias
applied to the p+ layer (and the readout amplifier connected to the same electrode)
and the n+ layer grounded.
After being amplified, signals are usually shaped to limit the bandwidth and sup-
press the high-frequency electronic noise. As a difference from other types of detectors,
semiconductor diodes do not have any intrinsic amplification; the total collected charge
is at most equal to the number of electron-hole pairs produced in the depletion zone,
of the order of 3 · 104 (' 10−15 C) for a minimum ionizing particle crossing a 300µm
Silicon layer. Hence the presence of a low noise amplifier is needed.
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Figure 3.3: Scheme of a PIN detector with its readout [31].
3.2 BaBar SVT Layers
The BaBar SVT consisted in a five-layers Silicon tracker which used to surround the
beam intersection point at the PEP-II collider. Each SVT module is divided in two
independent halves whose read-out electronics is forward and backward located at the
end of the modules (see figure 3.4) [32].
(a) (b)
Figure 3.4: Cross (a) and transverse section (b) of the BaBar SVT detector [32].
The SVT frontend is a custom designed chip, called AToM (A Time-over-threshold
Machine) [33]. The AToM chips of each half-module are mounted on a thick-film hybrid
circuit bounded on a double sided Aluminium Nitride substrate to serve either side of an
half-module. The hybrids, providing the electrical layouts, are conceived as mechanical
supports and thermal contact for the AToM chips.
A Kapton tail, plugged into a 30-pin contact Berg connector, connects each hybrid
to the outside world. Those connection includes two complementary input clock and
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command lines, also the output data stream line is doubled (data A and B), one of the
two being a spare to be used in the case of damage of the other. All these signals are
in the PECL standard.
Temperature and humidity are crucial variables for the proper working of the SVT
detector, since condensation or excessive temperature can permanently damage the
frontend electronics.
SVT total power dissipation was about 350 W, mainly through the AToMs. In
order to get rid of this heat input, hybrid circuits were continuopusly chilled by an 8 ◦C
water flux and wiped by a dry air stream. One thermistor is located on each hybrid
for constant temperature monitoring.
3.2.1 The Sensor
Sensors are 300µm thick double-sided silicon strips made of an n-type high resistivity
substrate (∼ 10 kΩcm) with a series of p+ strips on one face and a series of n+ strips on
the other. The active area is maximized within the 0.3 mm of the physical edges [34].
The strips on the p and n side are placed orthogonally to reconstruct the two coordinates
of the crossing points.
The p+-strips are disposed parallel to the z-axis (i.e. the axis parallel to the beam
to provide the ϕ-measurement in the BaBar detector), while the n+-strips are used
to give the z-coordinate of the hits. For this reason, they are usually named ϕ and
z-strips.
The strips pitch and the strips length are not the same in all layers, for layers 4 and
5, those used in the cosmic ray telescope, the pitch is 50µm on the ϕ-view and 100µm
on the z-view. These layers are made of type IV and V silicon sensors on the plane and
of a trapezoidal sensor on the wedge, type VI. The two layers 4 and 5 types a and b
differs in the sensors type composition of the planes.
In the case of layers 4 and 5 (the outer ones in the former detector) it may happen
that two different z-strips of the same layer are connected to the same readout channel.
We will refer to this ambiguous strip index-readout channel association as “ganging”.
3.2.2 The AToM Chip
The AToM is a 128 channels read-out chip specifically designed for the BaBar SVT
detector. The input signal is amplified and shaped with a CR − (RC)2 shaper and
then compared with a programmable threshold. Instead of the pulse height, the time
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of the signal over the chosen threshold (i.e. the time over threshold, TOT) is stored,
with some logarithmic dependence on the energy deposit.
The comparator threshold is controlled by an on-chip 6-bit DAC common to all the
128 channels of the chip. The comparator output is 0 if the signal is under threshold
or 1 if it is over. This output is stored in a 193-cells deep pipeline clocked at 15 MHz,
half of the input clock frequency, resulting in a 12.93µs wide memory. The number of
consecutive 1s in the pipeline gives the time the signal has exceeded the threshold. The
trigger jitter window is not as wide as the pipeline, it has an adjustable width from one
to 32 of the pipeline’s cells that, at the 15 MHz clock frequency, this means a maximum
width of 2µs. The schematic diagram of the AToM chip is given in figure 3.5.
Figure 3.5: Schematic of the AToM chip integrated circuit [34].
All the 128 channels of the chip are examined simultaneously. For each channel
with an hit in the trigger jitter window the time of the first 0 to 1 transition is recorded
in a 5-bit time-stamp (TST) and the number of consecutive 1s in a 4-bit TOT. Than
a 16-bit long buffer is filled with a 7-bit channel id, the TOT and TST.
Apart from the sensor, the input of each pre-amplifier is also connected to a 6-
bit calibration DAC through a 50 fF capacitor. This additional input branch is useful
to inject a known charge into the amplifier to monitor the overall gain, which might
fluctuate with the temperature.
The chip setting is controlled by mean of three registers. A 32-bit control register
is used to set calibration and threshold DACs, trigger jitter width and other param-
eters described in detail in table 3.1. Two 128-bit words, the content of the so-called
“channel” and “calibration” mask registers, are encoded with status bits (two per chan-
nel) used to enable, or disable, either the comparator output or the calibration charge
injection (see figure 3.5).
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The AToM is trained to execute a list of commands [33]:
• Clear Readout: resets all the pointers and counters in the output buffers;
• Sync: resets trigger counter;
• L1 Trigger Accept: issues the trigger;
• Read Event: requests the AToM chips to send the list of hits;
• Calibration Strobe: injects the calibration charge;
• Write Control Path Selection: selects weather clock and command line A or B is
sent to the chip;
• Write Control Register: writes the control register;
• Write Cal and Channel Mask: writes calibration and channel masks;
• Read Register: requests an addressed chip to send the control register status, the
channel and the mask registers;
• Master Reset: clears the readout, syncs the chip and loads the default registers.
The command code is entered to the AToM in the following string format
z s ccccc aaaaa dddddd . . .
where z, the first bit, is a leading 0 followed by a 1, the start bit s. Then a 5-bit
command id, a 5-bit chip address and a final word of data where needed [33].
The data lines of all the chips of a hybrid are daisy-chained. One chip plays the
role of the chain master, the others being slaves. When a reading command is issued,
the data stream flows through the master: in the case of a Read Data command, all
the chips respond sending the data to the neighbour until it reaches the master chip,
which finally drives the output data line with the input clock frequency.
The data format obeys the following scheme whatever the data to be read out, the
bit sequence is preceded by a 16-bit header and followed by a 16-bit trailer. The header
consists in a start bit set to 1, 4-bit for the chip id, an event/register data flag bit (1 in
case of event, else 0), 5-bit for trigger tag and 5-bit for trigger time, the last two words
being meaningful only in the case of event data. The trailer consists instead in sixteen
consecutive zeroes.
Event data contains one 16-bit word for each channel whit at least one hit over
threshold to encode 7-bit channel id, 5-bit for TST and 4-bit for TOT.
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Command
Length
Description
(bit)
Threshold DAC 6
7.5 (12.5) mV/bit Set the chip threshold
(low or high gain)
Calibration DAC 6 10 mV/bit Set the chip calibration charge
Max Jitter Time 5
Adjust the width of the trigger jitter win-
dow in terms of pipeline bucket (in gray
code)
Rise Time 2 Set the rise time of the shaper at the val-ues 100, 200, 300 or 400 ns
Sampling Rate 2
Set the ratio between pipeline sampling
frequency and input clock frequency (1/2,
1/3, 1/4 or do not write)
Skip Control 2
Set the TOT counting algorithm (no skip,
every second, every third, every fourth)
Readout Direction 1
Daisy-chain readout direction, left (0) or
right (1)
Respond To Read 1
Set the master (1) of the daisy-chain and
the slaves (0)
Clock Through 1 Debug mode, send the clock signal in the
output data lines
Digital Test Pattern 4 Normally not bonded, for test of the digi-
tal portion of the chip
Select Clock B 1 Switch to 1 to select clock and commandline B
Clock Status 1 Read only bit show which command and
clock line is chosen, 1 in case of A else 0
Table 3.1: List of control register parameters.
3.3 SVT Telescope
Four BaBar SVT spare modules are the sensitive parts of the cosmic ray telescope built
as a test facility for the study of the single hit resolution of the MEG2 drift chamber
prototypes.
During the construction phase of the telescope some problems concerning various
aspects had to be taken into account, particularly:
• Mechanics: the support structure of the modules that defines the geometry of the
telescope.
• Servicing: guarantee the proper condition of temperature and humidity to keep
the modules in a safe work condition.
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• Electronics: everything on the user side of the hybrids except the power supply
crate and boards has been substituted. A custom designed board is directly
connected to the hybrid acting as a feed through for voltage and data stream
and a commercial board equipped with an FPGA and a microprocessor that have
been programmed to provide clock and command to the AToM chips, to perform
the readout of the data and communicate with the PC.
A more detailed description of these and other issues about the setup of the cosmic
ray telescope is given in the following chapter.

Chapter 4
The Telescope Facility
The cosmic ray telescope is a test facility to measure the single hit resolutions of any
tracking device with cosmic ray straight tracks. The telescope provides an external
reference to a detector under test (DUT) with a resolution of about 10÷ 20µm on the
DUT plane. The telescope sensitive volume consists in four BaBar SVT spare modules,
a detailed description of which has been given in section 3.2.
4.1 Physics Purpose
The goal of the telescope is to track muons with a resolution on the DUT plane about
an order of magnitude better than the DUT ones. In this section I will show why the
BaBar SVT modules are suited to this purpose.
4.1.1 Resolution at the DUT plane
The resolution on the track coordinates at the DUT plane is computed in terms of the
uncertainties on track parameters estimators as coming out of a best-fit procedure. The
trajectory of each cosmic ray is a straight line in the three-dimensional space, defined
as the intersection of the best fit planes in the x-y and the z-y views (the y-axis is
oriented along the vertical, the x and z axes are parallel to the SVT modules edges,
see section 5.3.2). So, in this Cartesian coordinate frame, the equations of the particle
trajectory are:
x(y) = my + q (4.1)
z(y) = m′y + q′. (4.2)
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Figure 4.1: Technical design of the telescope support structure, measures expressed in
millimetres.
The origin of the y-axis is chosen to lie on the DUT equatorial plane, so that the
uncertainty of the particles coordinates at the DUT plane is the uncertainty on the
intercepts q and q′.
On each view, track parameters are obtained by minimising the following χ2
χ2(m, q) =
4∑
k=1
(xk − (myk + q))2
σ2xk
(4.3)
where the sum runs over the number of the detectors planes, xk is the measured position
at the k-th plane and σxk the corresponding uncertainty. The same applies to the z-y
view. The minimum of equation (4.3) defines the estimators mˆ and qˆ.
The uncertainty on these estimators is given by the square root of the diagonal
elements of the covariant matrix U whose elements are defined by
(U−1)ij =
1
2
∂2χ2
∂θi∂θj
∣∣∣∣
θ=θˆ
(4.4)
where θ is the vector of parameters θ = (m, q) and θˆ the vector of the estimators, in
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our system the previous equation reduces to
(U−1)ij =
4∑
k=1
1
σ2xk
∂x(yk;θ)
∂θi
∂x(yk;θ)
∂θj
. (4.5)
The uncertainty on the intercept is then obtained setting θi = θj = q in the previous
equation, so
(U−1)q =
4∑
k=1
1
σ2xk
=
4
σ2x
→ σq =
√
Uq =
√
σ2x
4
=
σx
2
. (4.6)
Where the uncertainty on each plane is assumed to be equal to σx, the SVT single
hit resolution. Being the SVT a segmented detector, and assuming that the charge
collection on a strip is uniform within the strip size and null outside, the hit resolution
on the transversal direction to the strip length is σx = l/
√
12, where l is the strip pitch.
Since the strip pitches are different in the two views (100µm in the z-view, 50µm on
the x-view) the resolutions on the DUT plane turns out to be
σq =
100µm
2
√
12
= 14.4µm (4.7)
σq′ =
50µm
2
√
12
= 7.2µm . (4.8)
These values are about an order of magnitude better than the goal single hit resolution
of the drift chamber prototypes to be tested.
4.1.2 Multiple Scattering
When a charged particle crosses a medium its trajectory is deflected by small angles
due to collisions with the atoms’ nuclei that constitute the material crossed. The
distribution of small deflection angles is roughly a Gaussian centred in zero with width
[5]
θ =
13.6 MeV
βcp
z
√
x
X0
(
1 + 0.038 ln
(
x
X0
))
(4.9)
where p is the particle momentum, βc its velocity and z its electric charge while x/X0
is the thickness of the crossed medium in radiation length units [5].
The particles to be detected by this telescope are cosmic rays on the Earth surface
whose energy distribution, shown in figure 4.2, has a mean value of ∼ 4 GeV [5].
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Figure 4.2: Cosmic rays momentum distribution scaled by a factor p2.5 [35].
The thickness of each SVT module in radiation length units is
x
X0
=
sρ
X0
= 3.2 · 10−3. (4.10)
Where we used s = 300µm, ρ = 2.3 g cm−3 and X0 = 21.8 g cm−2. Replacing this value
in equation (4.9) we obtain θ = 0.15 mrad as the contribution of a single SVT module
to the overall multiple scattering angle.
The only planes contributing to MS in the tracking are the central ones. The
deviations induced by the two outer planes modify the muon trajectory out of the
telescope volume without affecting the inner trajectory. Since we are interested only to
the inner straight line segment, there is no contribution to the corresponding multiple
scattering uncertainty from the outer planes. For similar reasons, it is reasonable to
neglect the contribution of the upper plane in the lower box, since the lever arm between
this plane and the bottom one is just a few centimetres, being the distance between
two modules within the same box.
So the only relevant contribution comes from to the inner plane of the upper box. By
multiplying the single SVT module θrms times the box distance, that is 30 cm, we obtain
a standard deviation of the displacement with respect to a straight track ∼ 40µm. This
can be roughly taken into account by summing this deviation in quadrature to the SVT
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resolution, to obtain an overall hit uncertainty. Finally, we can achieve for the intercept
accuracy:
σq|MS =
√(σq
2
)2
+
(σMS
2
)2
=
√(
100
2
√
12
)2
+
(
20
2
)2
µm = 18µm (4.11)
σq′ |MS =
√(σq
2
)2
+
(σMS
2
)2
=
√(
50
2
√
12
)2
+
(
20
2
)2
µm = 12µm . (4.12)
This computation takes into account just the contribution to multiple scattering
from the telescope material. Any contribution due to the DUT has to be evaluated
case by case, but it is evident that it has to be as low as possible. A DUT with a X0
similar to the SVT one is acceptable.
If the thickness of the DUT cannot be reduced at this level it is possible to take
under control the matter effects by selecting the higher energy muon component. This
is possible by adding a lead absorber under the telescope on the top of plastic scintillator
to be used as a trigger (see chapter 5.1) that would absorb the softer component of
the muon spectrum. In the case this will be not possible, events with large multiple
scattering can be oﬄine discarded by applying a selection cut on the χ2 distribution
(see section 5.4.2).
4.2 Mechanics
The telescope assembly consists in a rigid support structure placed on a stable gran-
ite table. A perforated steel plate holds the two boxes, each one equipped with two
SVT modules. All parts have been produced with a numerical control machine that
guarantees a high accuracy, see for reference figure 4.1.
The holes in the steel plate are spaced by 2 cm one to each other so that the
relative distance between the boxes can be modified to fit the DUT, being the maximum
distance 55 cm. The boxes are currently 30 cm far from each other to fit with a small
DC prototype as shown in figure 4.3.
Each box hosts two modules, a layer 4 and a layer 5. Each module is leaning on
the top of two turrets. A thermal grease contact is established at the turret-hybrid
interfaces to enhance heat exchange. The turrets are aluminium blocks of different
height and shape to match the modules design. On the backward side, the hybrid is
parallel to the horizontal plane while on the forward one it has an angle of 20◦ with
the horizontal. The turrets are crossed by a constant flux of chilled water to keep the
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Figure 4.3: Picture of the telescope with a detector in the test position.
hybrids temperature within a safe range.
Figure 4.4: Image of a pair of modules in an uncovered box.
At the extreme of the box are placed the custom boards, connected to the modules
through the capton tails. The custom boards replace the BaBar electronics to supply
the AToM chips with power and to manage the communication to and from the chips,
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as described in section 4.5. The septum behind the custom boards is pierced to allow
connections to power supply and Terasic boards as well as the insertion of chilling
water and dry air pipes. The coverage of the box is an aluminium foil with a 20µm
thin Mylar window on the centre to minimize the amount of material crossed by the
cosmic rays.
4.3 Servicing
The temperature of the hybrids and the humidity inside the boxes are two variables
that can compromise the modules.
The excessively high temperature can cause temporary or permanent damages to
the chips. A chiller placed next to the telescope structure provides a constant flux of
chilled water, whose temperature is set to 7 ◦C, one degree less than in the BaBar case
because of the higher room temperature that shifts higher up the thermal equilibrium.
Each hybrid is equipped with a thermistor to monitor the average chip temperature
(T ∝ 1/ln(R)). A National Instrument PXI [36] module perform the readout of all the
telescope thermistors. A Labview monitoring tool running on the PC constantly check
if the resistance is over a user-defined threshold, if it goes beyond this value the PXI
sends a pulse to the crate interlock interrupting the voltage supply to the AToM chips.
During the telescope set up we noticed that the forward half module of the upper
box become extremely noisy with serious communication problems when the thermistor
resistance went lower than 19.4 kΩ, see a snapshot of the Labview monitor in figure 4.5.
Watching with a thermographic camera at the side of the hybrid and the top of the
turret we saw that lowering the temperature of the chiller output that of the turret
lowered too while no perceptible difference was found on the chip ones. We realized
that the thermal contact between hybrid and turret was not good enough and was
improved by the use of thermal grease, originally missing, solving the problem.
The humidity can be dangerous because if it condensates close to the hybrids it
can come in touch with the chips causing fatal short circuit. At this time there is not
any humidity monitoring tool, an air dryer constantly pumps dry air in the boxes as a
precautionary action. Moreover we opened the boxes a few times and never found any
condensation.
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(a) (b)
Figure 4.5: (a) The plot shows the thermistors resistance as a function of time. The
green line is that of the incriminated hybrid, every time it crosses the critical temper-
ature the data line become noisy. Turning off the chips the temperature low down and
at the start-up the communication is restored until it overheat again. (b) Picture of
the thermographic camera focusing at the hybrid and the support turret.
4.4 Connections
The AToM chips on the p and n side of a Silicon sensor communicate with the readout
electronics and the power supply modules through a Kapton tail feeding into a Berg
connector. Each SVT half-module side has its own Berg connectors, one per side of
the hybrid plate. The tails are connected to a double-sided custom board designed as
a pass-through for analog and digital lines.
The analog and digital voltages to the custom boars, and than to the AToMs, are
provided by the CAEN A522 [37] power supply boards. Apart for the bias voltage
that is shared to both sides of the half-module all the others voltages (so-called analog,
digital and local) can be provided one by one allowing to turn on only one side per
time or both together.
Commands, data and clock are managed by the Altera Terasic DE2-70 boards [38]
that are connected to the custom board using one of the expansion header through a
40-pin flat cable and via ethernet to a computer. A couple of network switcher allows
the simultaneous connection of the eight Terasic boards via a private network to the
acquisition computer, see figure 4.6.
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Figure 4.6: Connection scheme of the telescope.
4.5 Custom Board
The custom board, shown in figure 4.7, substitutes BaBar HDI link card, the DAQ card
and the matching card boards performing the same tasks in a smaller size allowing the
insertion of the boards in the boxes. Each custom board is connected to the SVT
module, to a Terasic and to a power supply board. The role of these boards is to
provide the voltages to the AToMs and to convert the digital standard of the clock,
command and data lines that are LVDS (Low-Voltage Digital Signalling) on the Terasic
side and ECL (Emitter-Coupled Logic) on the hybrid one.
Figure 4.7: Picture of a custom board plugged to the “naked” hybrid.
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4.5.1 Validation Test
Before being plugged into the modules, the custom boards have been tested and vali-
dated. The validation test consisted in three steps:
1. Voltages check.
2. Digital input lines check.
3. Complete communication test.
As a first step a new board has been connected to a power supply module to verify
that all the voltages values at the Berg connector have the correct value.
In the second step a Terasic board is connected to the custom board to check if
the clock and command A and B lines are properly transmitted. An option has been
added to the Terasic firmware specifically for this test: acting on one of the switches
available on the board the clock signal is distributed in all the digital Terasic output
lines, in this way it has been possible to check them simultaneously and directly by
means of an oscilloscope provided with a differential probe.
When the distribution of the clock and command signals is established it is possible
to connect the board to a test hybrid (see figure 4.7). This kind of hybrid, so-called
“naked” hybrid, has the AToM chips soldered on it but with no connection to any
Silicon sensor. A test program is used to configure the AToMs in the “clock through
mode”, see section 3.1. In this configuration the chip responds sending on the data
lines a clock signal with half of the frequency of the input one. All the streams (clock,
command and data lines) are monitored on a logic state analyser that looks at the
signal on the single ended test points present on the board, see figure 4.8. It is possible
to track the data distribution lines and catch any possible interruption.
A board that finally passed all of these tests was considered ready to be mounted
in the apparatus.
4.6 Programming of the Terasic board
The Terasic boards are equipped with an Altera Cyclone II FPGA embedded with a
NIOS II processor. This board has several input/output ports making it suitable for
the telescope project. The used ones are (see figure 4.9):
• a 40-pin header for the connection with the custom board for digital streams with
a flat cable and differential signals;
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Figure 4.8: Screenshot of the logic state analyser user interface. The line labelled as
My Bus 1[2] is the clock line, the My Bus 1[0] one is one of the data lines where the
AToM sends a clock with half of the frequency of the input clock.
• two pin pairs of the other 40-pin header for the trigger distribution;
• the ethernet port to connect the board in a local network linking to the main
computer.
The board presents also a set of eighteen toggle switches, four push buttons and twenty-
seven LEDs. Some of the toggle switches and push buttons are used to configure the
boards while the LEDs are associated with the status of some registers useful for a fast
check of the board’s status.
4.6.1 Microprocessor
The microprocessor has been programmed to manage the communication between the
computer and the FPGA. The communication protocol is based on the exchange of
UDP (User Datagram Protocol) packages. Each device of the local network must have
different IP (Internet Protocol) and MAC (Media Access Control) addresses, which can
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Figure 4.9: Picture of a Terasic board with the used connection slot highlighted.
be set at the board startup. The IP addresses are chosen to be progressive and are
accordingly written in the computer programs (DAQ, calibration, and debug programs)
for a correct UDP packages exchange. The Terasic boards used in the telescope are
labelled from 1 to 8 and their IP address follow the same progression from 10.0.0.11 to
10.0.0.18 while the computer IP address is set to 10.0.0.1.
The UDP packages sent in the telescope network, from the pc to the Terasic board,
contain a string to be interpreted by the microprocessor. It recognise two valid com-
mands:
• Write command: “! WRITE ATOM REG data register”
• Read command: “! READ ATOM DATA register”
where data and register are hexadecimal numbers. The register word contains the
memory address we want to access to read the content or write the data word.
In the case of a write command the microprocessor simply executes the command,
i.e. write the word data in the FPGA register register, and answers back with an UDP
package containing the string “WRITE ATOM REG DONE” to communicate to the
PC the correct command execution.
In the case of a read command the microprocessor answers with a series of UDP
packages containing the data written in the register requested by the computer. There
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are only two options in case of the Read command: we can read the control register,
a 32-bit word, or the memories used to store the AToM read-out data. In the latter
case the amount of data to be transmitted is not a priori known. Since the UDP
protocol has a maximum size capability, if the data size exceeds that value more than
one package will be sent, the content is than merged and interpreted by the PC. The
data are expressed in hexadecimal base and arranged in a string. At the end of the
data transmission the microprocessor sends an end-call package containing the string
“READ ATOM DATA DONE” that states the end of the communication, after the
receiving of this message the software proceeds.
4.6.2 FPGA
The FPGA takes care of the communication with the AToMs both write mode (sending
commands and setting registers) and read out. Being the bridge between the PC and
the AToM chips the FPGA has to receive the commands and execute them within the
AToM protocol described in section 3.2.2.
The AToM chip is a programmable machine with dedicated configuration registers
and channel masks that have to be properly set before starting any data acquisition.
The data associated to any command from the FPGA to the AToM has a size between
5 and 256 bits depending on the the command itself. The FPGA provides up to eight
32-bit registers to store the data to be sent to the AToM, a ninth memory is then used
to register a word containing the command id and chip address. The content of this
memory is continuously checked and whenever a valid command is recognised the serial
protocol transmission is sent through the command line together with the data taken
from the other registers. At the end of the transmission the memory containing the
command id and the chip address is cleaned.
The Trigger Accept command is a special case because it have to be fired with a
precise timing dictated to centre the event into the jitter window. In the AToM chips
the comparator output is stored in a circular buffer of 193 bins size clocked at 15 MHz,
the jitter window is the last portion of this buffer (see section 3.2.2).
It is thus required a precise external timing to be used as trigger signal. It is provided
by the coincidence of the signal of a PMT pair connected to two scintillating bars that
sandwich the telescope. A down-counter with adjustable offset starts a countdown as
soon as the trigger signal is received, when the countdown is finished the Trigger Accept
command is fired to the AToMs. The length of the countdown is the trigger latency,
i.e. the time you have to wait between the occurrence of the physical event and the
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issuing of the trigger command. This is valid also in the case of calibration charge,
here the start of the countdown is not given by the trigger signal but by the time of
the Calibration Strobe command.
The trigger latency used by the BaBar collaboration, 12.8µs, is not suited in this
case since the electronics is completely different. Thus we performed a set of runs with
the injection of calibration charge at different latency values (figure 4.10) and selected
the value that centres the signal region in the time stamp axis that resulted to be
12.37µs.
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Figure 4.10: This plot shows the time stamp (TST) versus the time over threshold
(TOT) for three different values of trigger latency.
The FPGA has also the role of transmitting to the computer the data received by
the AToM chips. The two read commands, Read Event and Read Register, are the only
commands that require an answer by the AToMs. A FIFO buffer for each side of the
detector is used to store the data coming form the AToMs waiting for the transmission
to the PC, see figure 4.11.
The content of the FIFO is entirely transmitted to the pc via UDP packages any
time the Terasic receive the command “! READ ATOM DATA register” where register
is the FIFO register address. As stated in section 3.2.2 the AToMs data streams follow
a well defined protocol, its header begin with a leading 1 bit and its trailer consists
of sixteen consecutive zeroes. When the FPGA sends the AToM a Read Event or a
Read Register command waits for the coming of the leading 1 on the data line. When
it arrives the write enable signal is armed and toggles with a period of 32 clock ticks,
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Figure 4.11: Schematic of the FIFO blocks, the inputs of the FIFO are the data and
the reading and writing enabler signals while the output are the data and two status
register that show whether the FIFO is full or empty. The same scheme is replicated
for the p-side and the n-side of the hybrids.
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leading 1 included. The end of the data stream is pointed out by sixteen consecutive
zeroes, this occurrence ends the FIFO filling.
After the Read Event or Read Register command is issued to the AToM the PC
access to the filled FIFO and reads it until the FIFO read empty flag is raised. This
procedure is performed by the microprocessor.
The FIFO write full and read empty flags are connected to the LEDs present in
the front panel of the board, these LEDs have been useful for a fast check of the
proper working of the board setting up the telescope, simply watching at the board it
was possible to know if, after issuing a read command the FIFO buffer was filled and
emptied after the PC read request. Another LED show if the board is busy, the board
goes in a busy state when a trigger occurs and remains in this state until the data
are read. The busy has the role of inhibit the receiving of any trigger before the data
concerning the previous event has been read. This function is not actually carried out
by the Terasic because the readout of all the telescope is performed by a unique CPU
that at an higher level inhibits the trigger reception until the data of all the active
boards are read.
4.7 Calibration
The calibration of the SVT modules is performed to set the discriminator thresholds
and spot broken and noisy channels. To do so an evaluation of noise, baseline and
gain for each channel is needed. A calibration program has been developed to measure
these characteristics. The calibration algorithm consists of two phase: in a first phase
a threshold scan with no charge injection (i.e. the firing of random triggers at rising
threshold values and measuring the number of events) is performed to look for the
baseline value and width; in the second phase the threshold scan is performed with
three different values of calibration charge injected.
The comparator on the AToM chip counts only on positive edge of the signal crossing
the threshold value, thus when the threshold is below or over the baseline value by more
than the baseline fluctuation the transition probability is very low (see figure 4.12).
The threshold scan is performed in all the spectrum from 0 to 63 DAC. The corre-
sponding value in Volt is given by the equation [33]
Vthr = 12.7 + 11.14(63−DAC) mV. (4.13)
The minimum voltage is given for DAC = 63 corresponding to Vthr = 12.7 mV and
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Figure 4.12: The red line represents the baseline, the black and the blue lines three
possible values of the threshold, in both the case corresponding to the black lines there
is no transition of the signal over the threshold and thus no event is recorded. The blue
line represent a threshold value within the baseline fluctuation for which the comparator
counts any time it crosses the threshold value.
the maximum is at DAC = 0 corresponding to Vthr = 714.52 mV.
The scan is performed enabling all the channel simultaneously, setting the thresh-
old through the control register and issuing random software trigger. In full statistic
calibration runs 500 trigger are issued per each threshold value. The typical histogram
resulting from a threshold scan is shown in figure 4.13.
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Figure 4.13: (a) Cumulative histogram for all channels and chips of the p-side of the
“naked” hybrid and (b) normalized occupancy for one of these channels.
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The evaluation of noise and baseline have to be done for all the channel individually,
the probability to have a noise-induced hit is given by the probability the electronic
noise at the shaper output exceed the comparator threshold at least once in the jitter
window τ
P(n > 1, τ) = 1− P(0, τ). (4.14)
Assuming a Poisson distribution for the number of hits in the time τ
P(n, τ) =
e−n · nn
n!
therefore P(0, τ) = e−n
where the average is the product of the jitter window time width and the noise frequency
n = τν with
ν = ν0 e
− (thr−b)2
2σ2 (4.15)
where ν0 is the noise frequency at the baseline b and σ is the noise amplitude. Thus
the occupancy, as a function of the threshold, is given by [39]
Occupancy(thr) = 1− exp
[
τ ν0 exp
(
−(thr − b)
2
2σ2
)]
. (4.16)
The evaluation of baseline and noise is performed by fitting with this function the
normalized histograms of the threshold scan, an example is shown in figure 4.13 b.
The second phase of the calibration algorithm consists in a threshold scan with the
injection of a calibration charge. This cannot be done for all the channels simultaneously
because of limitation of the injector capacitance, thus the channels are gathered in four
groups of 32 channels and alternately masked, see figure 4.14. Threshold and calibration
DACs are set through the control register and then Calibration Strobe command is
repeatedly sent to the chips. In full statistic runs it is repeated 100 times per threshold
and calibration DAC value.
In case of calibration charge the shaper output would be a pulse similar to the
example shown in figure 4.15 a. Injecting three different known values of calibration
charge it is possible to evaluate the gain of each AToM channel. The charge value is set
through the calibration DAC that can assume any integer value in the 0-63 interval,
the corresponding charges are different for the p and n sides and are given by
Qinj[fC] = 0.065 pF
(
15.4 mV + 8.81 mVDAC(63− CALDAC)
)
p-side
Qinj[fC] = 0.065 pF
(−5.8 mV + 8.81 mVDACCALDAC) n-side
The value of calibration charges used during the calibration are shown in table 4.1,
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Figure 4.14: This plot shows the proper working of the channel masking during the
whole calibration run. In the first set of points all the channels are enabled for the
threshold scan, than they are enabled at group of 32 for the scan with charge injection.
expressed in DAC and Coulomb.
p-side n-side
CALDAC Qinj [fC] CALDAC Qinj [fC]
63 1.00 2 0.77
62 1.57 3 1.34
61 2.15 4 1.91
Table 4.1: Calibration charge values for both p-side and n-side in DAC and Coulomb.
The occupancy of a channel on the n-side of a layer 4 is shown in figure 4.15 b, the
fitting function is given by the difference of two frequency function to fit both rising
and falling fronts. The frequency function is defined as
Freq(x) =
1√
2pi
∫ x
−∞
e−t
2/2dt. (4.17)
Focusing on the rising front, the argument of the frequency function is (thr − thri)/σ
where thr is the value of the threshold DAC, thri is the value of threshold for which we
have Freq = 1/2 in DAC counts (the index i goes from one to three labelling the three
values of charge injected) and σ is the noise amplitude in DAC. These values are used
to evaluate noise and gain of each channel.
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Figure 4.15: (a) Pulse height at the output of the discriminator and (b) occupancy of
a channel for three different values of calibration DAC. For too high threshold values
there is no low-high transition and thus no event recorded, at the highest values of
threshold DAC, that means low threshold in mV, it is possible to see a lowering of the
occupancy approaching the baseline.
4.8 Noise and Gain
It is interesting to express the noise not in term of voltage amplitude (mV or DAC) but
as equivalent noise charge in electrons to directly compare it with the expected signal
of a cosmic ray crossing the SVT layer. To do so the following conversion formula have
to be used
σ
[
e−
]
= σ [DAC] · V
slope
cal Cinj
G [DAC]
· 6250 (4.18)
where G[DAC] is the gain expressed in DAC units, Cinj is the injector capacitance and
V slopecal is a calibration parameter taking into account the pulse height variation as a
function of the DAC value, finally 6250 is a conversion factor, for detail see the AToM
guide [33]. The gain of each channel is evaluated by the slope of a straight line fitting
a graph whose points are defined by the pairs (Qinj;i ; thri), see figure 4.16. The noise
instead is computed with the fitting parameter of equation (4.16). The noise of the
currently mounted layers are shown in figure 4.17.
An estimation of the amount of energy deposited by a cosmic ray crossing an SVT
module can be done using the Bethe-Block equation [5]
−
〈
dE
dx
〉
= 4piNAmec
2r2e
Z
A
z2
β2
[
1
2
ln
(
2mec
2β2γ2Tmax
I2
)
− β2
]
(4.19)
where Tmax is a function of the properties of the material crossed and of the momentum
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Figure 4.16: Example of a graph showing thri versus calibration charge injected.
of the cosmic muons defined as
Tmax =
2mec
2β2γ2
1 + 2γme/M + (me/M)2
.
The cosmic muons momentum follows the distribution shown in figure 4.2, their
energy deposit is always greater, or at least equal, to that of a minimum ionising
particle, mip, being this a muon whose momentum minimises function (4.19). The
energy deposit in silicon of a mip is ∼ 750 keV/cm, being the thickness of the depletion
area ∼ 300µm and the excitation energy 1.12 eV the number of electron-hole pairs
produced is over 20000. In figure 4.17 it is possible to see how the noise of all the SVT
modules used in the telescope have a noise well below this value.
4.9 Threshold Setting
The AToM chip allows to set a common threshold to all the channels of the chip but
noise and baseline are characteristic of each single channel. The occupancy histogram
for each channel is fitted with function (4.16), to find the threshold value corresponding
to the 1% of the occupancy it is sufficient to equate the function to this value
1− exp
[
τ ν0 exp
(
−(thr − b)
2
2σ2
)]
= 1% (4.20)
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Figure 4.17: Equivalent noise charge in electrons of all the half-modules of the telescope.
The channel index run from 0 to 1151 and the red lines mark the borders between two
chips, the first five chips are those on the n-side of the hybrid, the others are those on
the p-side. It is possible to observe how generally p-side chips are noisier than n-side
ones, this is due to the bigger strip size, on the n-side instead there is a relevant step
due to ganged strips.
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and solve for thr finding
thr1% = b− σ
√
ln (100 ν0τ) . (4.21)
For each chip an histogram with the thr1% values of all the 128 channels is filled,
evaluating the mean µ and the root mean square σrms of the distribution the threshold
for that chip is chosen as the closest integer to µ− 2σrms flagging all the channel with
thr1% outside the interval µ − 2σrms < thr1% < µ + 2σrms as broken, an example is
shown in figure 4.18 a.
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Figure 4.18: (a) Distribution of thr1%, the threshold corresponding to the 1% of the
occupancy, for the chip 4 of a layer 5 forward half-module, the red dashed line marks
the value of the selected threshold for this chip. (b) Threshold distribution of the whole
telescope.
The output of the threshold setting script is a text document with the value of the
threshold for all the chips of the telescope and the channel mask that disable all the
channel flagged as broken written in a format recognised by the DAQ program.

Chapter 5
DAQ & Analysis
At this point the telescope set-up is complete and ready for the data acquisition and
analysis. The requirements for these steps are a trigger system able to quickly detect
the passage of a cosmic ray through the telescope planes, a DAQ software to collect
the data and store it to disk in a user-friendly format and a wide variety of analysis
tools both to check the telescope proper working and perform the cosmic rays track
reconstruction for which it has been built.
5.1 Trigger
The transit of a cosmic ray in the telescope is revealed by the coincidence of a pair
of plastic scintillator bars to sandwich the two telescope boxes. At an end of each
bar, a light guide is glued to optimise light collection by a photomultiplier tube. The
PMT output is connected to a spare Type 1 trigger board of the MEG experiment [27]
reprogrammed to implement the trigger logic, based on the coincidence of the two
PMTs output signals over an adjustable threshold. When a coincidence occurs the
Type 1 board issues an LVDS trigger pulse which is daisy-chained to all the Terasic
boards. The trigger output from the last Terasic board is then used to stop the CAEN
V1729 digitizer board [37] which samples the DUT signals.
The resulting trigger rate is ∼ 0.3 Hz, which means about 25000 events a day.
5.2 DAQ
The DAQ software is a C++ software integrated with the ROOT libraries [40] that
have the role of:
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• initialize the telescope: SVT modules and DUT;
• read and store the data from telescope and DUT every time a trigger occurs;
• manage and organise the run sequence.
The telescope initialization is made before the first run of each DAQ session.
It firstly sets the connection with all the involved boards: the active Terasic, the
Type 1 and the CAEN digitiser boards. Configure the SVT modules associated to
the Terasic boards setting thresholds and channel masks and set the trigger PMTs
threshold on the Type 1 board.
Thereafter the DAQ software clears the readout and synchronizes all the connected
boards that are now ready to start the run with the first event. At this point the DAQ
software repeatedly polls the Type 1 board waiting for an event. When an a trigger
event occurs all the boards involved in the DAQ flip to the busy state and the event
readout function is started. The Read Event command is issued by all the Terasic
boards to the AToMs and the FIFO content is then downloaded to the master PC, see
section 4.6. the data are then interpreted and the hits saved on disk. The same is
performed for the DUT. At the end of the read out all the busy flags are cleared, the
boards re-enabled so that the system is ready to accept the next event.
The whole DAQ system resulted to be very stable, it has been kept running without
any failure during the alignment runs.
Once the telescope is initialized the software defines the ROOT tree with the needed
variables: the run and event number, the number of hits and for each hit, the Terasic
board id (that is in one-to-one relation with the SVT half-modules), chip and channel
number, the time over threshold, the timestamps and the position of the strip local
reference frame, for details refer to section 5.3.2. In case of ganging (see section 3.2.1)
two strips are associated to the same channel, thus the entry is written twice in the
tree both having all the same values but different strip position.
5.3 Event Selection
The output of a run is a ROOT file with the list of SVT hits and DUT waveforms for
each event. In this section I describe the procedure used for the hits selection and the
event reconstruction.
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5.3.1 Hit Selection
Being twenty the average number of hits in one event, a selection between µ-related
hits and noise-induced ones is required. A hit triggered by the passage of a particle
into the detector has an average charge (or time over threshold, TOT) greater than
the other ones (see section 4.8) and happen always at the same time with respect to
the trigger signal (so the same time stamp, TST). In the 2D histogram where TST vs
TOT is shown the µ− related hits are identified by an excess in the region TOT > 5
and 5 < TST < 10 as shown in figure 5.1 a.
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Figure 5.1: Distribution of time stamp and time over threshold for trigger event hits
(a), in red the signal region. Graphic explanation of the time walk phenomenon, two
pulses of different heights that begin at the same time cross the threshold with a time
difference that depends on the height difference (b).
Figure 5.1 a shows a clear correlation between TOT and TST, larger TOT are
associated with lower TST and vice-versa. In fact, as explained graphically by figure
5.1 b, a larger pulse crosses eariler than a lower one the threshold of the discriminator,
this effect is commonly known as time walk.
When two contiguous strips are fired in an event hits, are merged together and
considered as a unique one with coordinate equal to the mean of the hits’ coordinates.
The associated uncertainty is
√
2 times the single strip one.
5.3.2 Reference Frame Transformation
The hits’ coordinates written in the ROOT files are expressed in the local reference
frame of each SVT half-module. To reconstruct the cosmic rays trajectories it is needed
to put the position of each hit in the laboratory reference frame.
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The local reference frame of all the half-module is referred to an equivalent origin
O, without any distinction for layer 4 or 5, a or b types, forward or backward half. It
reflects the geometry of the BaBar experiment, the z-axis is parallel to the beam line,
i.e. the longest dimension of the half-module and is oriented from the hybrid to the
centre, the perpendicular axis is labelled as the ϕ-axis and points to the largest arm
from the origin O to the edge of the detector, see figure 5.2.
z
φ
O
z
xO B
F
Figure 5.2: Scheme of the local reference frame of an SVT half-module. On the left there
is the hybrid with AToM chips, connected to the silicon layer that is the big rectangle
on the right. The black cross represent the origin of the local reference frame, the white
crosses represent the survey points for forward (F) and backward (B) half-modules, the⊕
symbol represent the survey point on the box.
To move the modules in the telescope reference frame it is needed to:
• refer the strip position to the survey points B or F, respectively for backward and
forward half-modules;
• in case of forward ones rotate by 180◦ around an axis perpendicular to the module
plane and crossing the point F;
• perform a translation to match the position of the points B and F with respect
to an external point
⊕
with that obtained by an optical survey (see figure 5.3);
• the modules of the upper box are then rotated 180◦ around an axis parallel to
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the x-axis passing through the point
⊕
and translated to match the box position
int the support frame with that obtained by another optical survey.
Through the optical survey we obtain the position of the SVT modules in the
laboratory reference frame with an accuracy of 100µm.
Figure 5.3: Technical scheme of the boxes, all the measures are expressed in millimetres.
5.3.3 Event Reconstruction
After all the hits has been moved in the laboratory reference frame it is possible to
reconstruct the muon’s tracks.
A first event selection is performed requiring that at least a half-module on all the
four planes have at least an hit on both the z and ϕ sides, so we require to have both z
and x coordinates of the hit on each plane. The nine chips mounted on the hybrid are
ordered: the chips from 0 to 4 are for the n-side, and those from 5 to 8 for the p-side.
The event pre-selection procedure exploits this feature.
We look at the two views on the x-y plane and on the z-y plane separately searching
for the hits combination with the best straight line fit. This is first performed on the
x-y plane where, due to the absence of ganged strips, the hit multiplicity is lower; and
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then on the z-y view taking into account only the hits that are on the same half-module
of the selected hit on the x-y view.
Moreover the hit multiplicity is very low (4-6 in the x-y view, 10-12 in the z-y one)
so fitting all the possible combinations is not much time consuming.
In most of the events there is only one hit per plane on the x-y view while on the
z-y view the ganged strips increase the number of hits, see figure 5.4. The identification
of the right hits combination is performed choosing that one which fitted by a straight
line gives the best χ2.
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Figure 5.4: Example of four cosmic ray tracks reconstructed by the telescope. The x-y
view on the left and the z-y vew on the right, the blue lines show the SVT modules
position, the black stars are the hits that passed the selection cuts and the red lines
represent the particle trajectory on the two views. It is noticeable that apart the ganged
strips there is no other hit.
5.4 Data Analysis
A sample of a few thousand tracks were selected with the method described above.
The sample can be used to perform a software alignment of the SVT modules and few
checks on event distribution and tracking efficiencies.
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5.4.1 Alignment
The first data collected by the telescope has been taken without any DUT between the
two boxes. This set of data has been used to perform a software alignment.
The alignment is based on the analysis of the residuals defined as the difference of
the measurement and the reconstructed track projection to the measurement point
R = xmeasured − xtrack . (5.1)
In case of aligned modules the residual distributions on each plane and view is
expected to be a Gaussian with mean value equal to zero and width equal to the
measurement uncertainties. Because of the modules positions are known with a preci-
sion worse than the single hit resolution, the residuals distribution is sensitive to any
misplacement of the modules, resulting in a shift of the residuals mean (see figure 5.5).
Correcting the positions of the planes by applying a simple shift equal to the residual
average value the distributions become centred in zero and the widths get narrower and
similar to the single hit resolution. By consequence the goodness of the fit is improved
as shown by the χ2 distributions presented in figure 5.6. Here the χ2 is the sum of the
two contribution on the x-y and z-y views, it is not normalised to the degree of freedom
and the σx and σy used do not take into account any multiple scattering effect, see
section 4.1.2.
5.4.2 Tracks Distributions
The cosmic rays angular distribution at the sea level is proportional to cos2 θ where θ
is the track angle with respect to the vertical axis [5].
The expected distribution versus the angle θ of the muon tracks in the telescope
acceptance was obtained with a very simple simulation and compared with the recon-
structed events.
Being m and m′ the track angular coefficients in the x-y and z-y views, the angle θ
is:
θ = arctan
√
m2 +m′2
m ·m′ . (5.2)
Figure 5.7 shows that the two distributions are in good agreement.
The expected number of reconstructed tracks within the core of the telescope ac-
ceptance is constant, apart from detector inefficiencies. This can be cross-checked by
projecting all the tracks to the scintillator planes and to the DUT one, see figure 5.8.
The distribution on the lower scintillator plane shows a small but significant excess of
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Figure 5.5: Residuals distribution for the four detector planes before (on the left) and
after (on the right) the alignment translations. In the first row are shown the residuals
on the x-y plane fitted with a Gaussian function. The other plots show the residuals
distributions for all the planes in the two views, the color scale represents the bin
occupancy. The plane index is crescent from the lowest plane to the upper ones.
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Figure 5.6: χ2 distributions before (a) and after (b) applying the alignment translations
on the x-z plane.
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Figure 5.7: Angular distribution of the cosmic rays tracks. In black the reconstructed
events, in red the simulated ones.
tracks at higher z, suggesting a lower efficiency of an half-module on the opposite side
of the lower box. This is confirmed by the efficiency measurement described in the
following section.
5.4.3 Efficiency
Each telescope module efficiency is measured through a track reconstruction algorithm
similar to that described in section 5.3.3, but requiring an hit on at least three planes
in both x-y and z-y views.
The 3-hit tracks out of the telescope acceptance has been rejected and then the
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Figure 5.8: Distribution of the intersection points of the cosmic rays trajectories with
the DUT plane and with the planes of the two scintillating bars.
efficiency of each module has been evaluated by the ratio of the number of 4-hit tracks
over the sum of 3-hit and 4-hit ones. This has been performed on the two views
separately and distinguishing the forward and backward halves of each module.
The efficiencies of the z-side of each half-module resulted to be in a range between
the 65% and the 90%, on the ϕ-side instead they are spread in a range between 85%
and 100% resulting in an average value of 76% and 94% respectively. The least efficient
module is the backward half of the layer 5 in the lower box, as inferred in the previous
section.
The total efficiency of the telescope results by combining the efficiency of each
half-module being the 27%.
This value is in agreement with the ratio between the number of reconstructed
tracks and the number of trigger events corrected with the acceptance of the telescope
over that of the trigger scintillating bars. This has been computed with a Monte
Carlo simulation taking into account the geometry of the telescope, i.e. modules and
scintillating bars dimensions and positions, and the angular distribution of the cosmic
rays at the see level.
The result is that about the 33% of the cosmic rays crossing both the trigger planes
are within the telescope acceptance. The ratio of reconstructed tracks over the trigger
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events is around the 10% so that the total efficiency of the telescope evaluated in this
way results ∼ 30%.
The total efficiency is the product of the efficiencies of the single layers but this
method cannot distinguish each contribution. It can be evaluated an average efficiency
of each side of a single module by the eighth root of the total efficiency. The result is
the average efficiency of the single side of an SVT layer of 8
√
0.3 = 86% in agreement
with the previous results.
5.5 DUT Coincidences
Once the whole telescope has been tested and aligned we placed a detector in the middle
plane and look for tracks detected both by the telescope and by the DUT.
A drift chamber has been used. It is a three-cell detector [41], each cell has a
squared section of side 7 mm and is 18 cm long filled with a mixture of 85% Helium and
15% isobutane. The cells are piled on with the central cell misaligned by 500µm. This
prototype is used to measure the single hit resolution achievable by a drift chamber
with these characteristic of electric field and ionising gas.
The hit reconstruction of the DUT occurs through the digitization of the three
anode wires signal. Due to a readout problem on the digitizer board it has not been
possible to perform the measurement of the impact parameter, anyhow it was possible
to study the distribution of the tracks reconstructed by the telescope having a signal
in the DUT, see figure 5.9 and 5.10.
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Figure 5.9: An example of the waveforms on the three anode wires together with the
trigger signal recorded by CAEN digitizer. The sawtooth wave trend of the waveform
is nothing physical, it is due to a read out error of the digitizer.
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The fact that the red tracks in figure 5.10 point to a well defined region correspond-
ing to the DUT position is an incontrovertible demonstration of the telescope proper
working.
5.5 DUT Coincidences 79
x
(m
m
)
-8
0
-6
0
-4
0
y(mm)
-1
50
-1
00-5
005010
0
15
0
z
(m
m
)
10
0
15
0
20
0
25
0
30
0
35
0
40
0
45
0
50
0
y(mm)
-1
50
-1
00-5
005010
0
15
0
Figure 5.10: Tracks reconstructed in a run with a DUT, the red ones are those with an
associated signal on all the channels of the three-cell prototype, while the black ones
are not.

Conclusions
The purpose of this thesis was the set up a cosmic rays telescope as a test facility for
high energy physics particle detectors, especially to test the single hit resolution of the
MEG2 drift chamber.
The first part of the thesis, essential to include my own work in the wider landscape
of the MEG experiment, consisted in the study of MEG purpose and results, followed
by the analysis of its upgrade proposal with a particular focus on the new tracker.
The core of the thesis is the setting up of the telescope facility. It began with
the debug of the frontend electronics and the programming of the FPGA firmware
necessary to establish the communication with the AToM chips. The programming of
the various computer software used in the different stages of the telescope set up, the
search for the low noise condition and other minor but significant aspects of the set up
phase. Concluding with the development of the software for the data acquisition, event
reconstruction and analysis with the final analysis of muons tracks in coincidence with
a test detector.
The final result of this work of thesis is a stable cosmic ray tracker that allow
the reconstruction of the trajectory of about 2500 cosmic rays per day with very high
resolution on the test detector plane, 10÷ 20µm, about an order of magnitude better
than the single hit resolution expected by the MEG2 drift chamber.
The first detector that will be tested at the telescope facility is a small size three-cell
detector with cell size and gas composition of the MEG2 drift chamber. Moreover a
1.8 m long single cell drift chamber with same characteristics is currently under devel-
opment. As soon as it will be ready its single hit resolution will be tested. Showing the
goodness of the detector design, readout electronics and the reconstruction algorithm.
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