Introduction
Consider a semi-linear equation of the type (1) x + α 2 x = b(t) + f (x).
Here α is an irrational number, f is a scalar continuous bounded nonlinearity, and b is 2π-periodic. The behaviour of this equation is a classical object of studies in the theory of dynamical systems, see for example [7] and the bibliography therein. Nevertheless a lot of important questions are still open and we just mention some recent developments in this area. In 1999 R. Ortega (see [12] ), proved that each solution of (1) is bounded, provided that f (x), b(t) satisfy some natural technical assumptions. The existence subharmonics (i.e. periodic solutions of a multiple period 2nπ, n > 1) with arbitrary large amplitudes was recently proven by A.M. Krasnoselskii in [8] .
A substantial paper [1] is devoted to studies of complicated behaviour in the equation in the form (1) with f (x) being a functional operator of hysteresis type. That differential-operator equation is interesting because it qualitatively describes oscillations of a ferromagnetic pendulum in the magnetic field. Authors discovered strange attractors of fractional dimensions and presented a computer-aided proof of chaotic behaviour.
In the paper we are going to consider the equation This equation has been already considered in the engineering literature as a model of oscillator with 'stops' (see [3, p. 351] ). Bifurcation phenomena and boundedness of solutions have been studied respectively in [11] and [12] . We denote by F the shift operator along trajectories of the equation (2) for the time √ 2π (that is the period of the forcing term). In other words, for each pairx = (x 0 , x 0 ) ∈ R 2 the valueȳ = Fx 0 is a two-dimensional vector (x( √ 2π), x ( √ 2π)), where x(t) denotes the solution of the initial value problem x(0) = x 0 , x (0) = x 0 for the equation (2) . When it is convenient, we abuse the notations and drop the bar in the notationx.
The Figure 1 shows three typical long trajectories of (2)
• an outer invariant curve bounding all trajectories inside it,
• two brown circles representing a so called "chain of islands", see [10] ,
• a cloud of black dots that is a long trajectory of F following Mather area of instability, [7] . (2) In general, understanding of the dynamics of Aubri-Mather instability area is not complete. It is known that there are signs of homoclinic behaviour, see for example [7] . Nevertheless this area is not a chaotic attractor in a traditional sense, for example it seems that box counting dimension of a typical trajectory is fractional while correlation dimension of it is not.
In this article we are going to show the existence of chaotic behaviour in a Smale sense on a subset of the Mather instability area. The machinery of the proof is computer assisted and following ideas offered by Zglichinskii in [] and Pokrovskii in [14] . A typical result that we are proving is as follows. is a transversal homoclinic fixed point of F .
The desired facts are following from applications of some deep topological tools and computer-assisted checking of a set of inequalities. The real beauty of this work is that even though the construction of the proof is computer-assisted, the set of inequalities is really small and it can be verified by hands.
Taking the discrete topology on Z m , we put the product topology on Ω(m). The left-shift σ m : Ω(m) → Ω(m) is defined by σ m (ω) = ω , where ω i = ω i+1 for all i ∈ Z. The restriction of the shift σ m to a closed shift-invariant subset of Ω(m) is called a symbolic dynamical system.
A binary matrix is a square matrix A = (a i,j ) of dimension m, whose entries are in Z 2 . Given a binary matrix A, we set Ω A = {ω ∈ Ω(m) | a ωj ,ωj+1 = 1 for all j ∈ Z} .
The set Ω A is closed and shift-invariant. The corresponding symbolic dynamical system is called a topological Markov chain. Sometimes, σ A = σ m | ΩA is said a subshift of finite type.
Let f : R d → R d be a continuous map. The set of bi-infinite trajectories of the dynamical system generated by f is denoted by Tr(f ) and x ∈ Tr(f ) if and only if x = {x i } i∈Z satisfies x i+1 = f (x i ) for all i ∈ Z. Let σ f be the left shift mapping naturally defined on Tr(f ).
Definition 2.1. Let A be a binary matrix of dimension m and X be a finite family of compact connected subsets of
, which satisfies the following requirements:
(r1) for all ω ∈ Ω A the trajectory x = ϕ(ω) satisfies x i ∈ X ωi for all i ∈ Z; (r2) a shift of ω ∈ Ω A induces a shift of the trajectory ϕ(ω), i.e. ϕσ A (ω) = σ f ϕ;
We point out that continuity is not required, so ϕ is not a semiconjugacy (see Definition 2.3.2 in [7] , p. 68).
Topological hyperbolicity
In this section we remind the reader of the definitions of some topological tools, which will play a major role below.
If
does not belong to the image f (∂U ) of the boundary ∂U of U , then deg(f, U, y) denotes the topological degree of f at y with respect to U (see [2] ). If 0 ∈ f (∂U ), then the number γ(f, U ) = deg(f, U, 0) is well defined and is called the rotation of the vector field f at ∂U . The properties of γ(f, U ) are described in detail in [9] . For an isolated root a of the equation f (x) = 0 the Kronecker index ind (a, f ) is defined as the common value of the numbers γ(f, B a ( )), with > 0 sufficiently small and where B a ( ) denotes the open ball of centre a and radius . The Kronecker index counts the generalized multiplicity of a root of the equation f (x) = 0. In this context, due to the Kronecker formula (see [9] ), γ(f, U ) can be interpreted as the algebraic number of roots ot the equation f (x) = 0 located inside U .
We fix two positive integers
The indices "s" and "u" refer to the adjectives "stable" and "unstable", respectively. Let V and W be bounded, open and convex product-sets
satisfying the inclusions 0 ∈ V and 0 ∈ W . We denote by S the closure of a set S. Let g : V → R du × R ds be a continuous mapping. It is convenient to write g as the pair (g (u) , g (s) ), where g (u) : V → R du and g (s) : V → R ds . We can now introduce the following definition (see [14] ??).
hold and
Remark 2.3. The first relationship in equation (3) means geometrically that the image of the "u-boundary"
Similarly, the second part of equation (3) means that the image g(V ) of the whole set V can intersect the cylinder C only by its
. Thus the first equation in (3) means that the mapping expands in a rather weak sense along the first coordinate in the Cartesian product R du ×R ds , whereas the second one confers a type of contraction along the second coordinate. Figure 2 illustrates the geometrical meaning of the relationships (3) in the twodimensional case.
The application of the concept of topological hyperbolicity is simplified significantly if d u = 1. In this case, the mapping
is an interval (α, β) with αβ < 0 and the inequality (4) holds if and only if g (u) (α, 0)g (u) (β, 0) < 0.
Homoclinic fixed point
Next theorem is fundamental for the following. It says how to prove the compatibility of a dynamical system with a topological Markov chain, by means of topological hyperbolicity (for a proof see [14] ).
Theorem 2.4. Let A be a binary matrix of dimension m, f : Suppose that g i,j = h
We recall now the following definition. Definition 2.5. A trajectory x = {x i } i∈Z of a continuous bounded mapping f : R d → R d is called homoclinic if its elements are not all identical and there exists a point x * such that lim i→−∞ x i = lim i→+∞ x i = x * . The point x * is a homoclinic fixed point.
Next corollary follows from the theorem above (see [14] 
, (m, 1) and (i, i + 1), with 1 ≤ i < m. Finally, suppose that there exists at most one bi-infinite trajectory in h 1 (V 1 ). Then there exists a unique homoclinic point
Let us consider the Poincaré mapping of equation (2) (5)
where ϕ (x0,y0) (t) is the solution of equation (2) with initial data (x 0 , y 0 ) at the time t = 0. The solutions of the three equations
with initial data (x 0 , y 0 ) at the time t = t 0 are respectively:
Remark 2.7. Note that the previous functions are periodic with period √ 2π in the following sense: for any k ∈ Z α (x0,y0;t0+k
Hence for simplicity the Poincaré mapping can be computed always on the interval [0, √ 2π] (see (5) ).
In order to apply Theorem 2.4 and Corollary 2.6, we need to find some suitable sets V i . To this end we consider Figure 2 and whose directions are approximations of the eigenvectors of the Poincaré mapping linearization. On the right there are represented the Poincaré mapping image of the upper segment (solid line) and the counter-image of the lower segment (dotted line). The two curves intersect in a point, from which we start to form a "quasi-homoclinic quasi-orbit" passing close to the fixed point 0, − √ 2 6 . These points are the centres c i , i = 1, . . . , 4 in Table 2 .3.
We consider now the squares 
. . , 4, as the homeomorphisms that map the two vectors i, j of the standard R 2 basis to the vectors c i + a i , c i + b i respectively, where c i , a i and b i are the vectors in Table 2 .3:
The following proposition can be easily checked by looking at Figure 2 .3. For a rigorous proof see the Section 5.
. . , 4, be the homeomorphisms defined in (10) and V i , with i = 1, . . . , 4, as in (9) . The mappings g i,j = h (3, 4) , (4, 1) and (1, 1). Now it is possible to state the following theorem.
Theorem 2.9. Let A be the binary matrix
. . , 4, be the homeomorphisms defined in (10) and V i , with i = 1, . . . , 4, be the sets defined in (9) . Then for i = 1, . . . , 4 there exist compact sets
To apply Corollary 2.6, we need the next proposition. Proposition 2.10. Let h 1 : R 2 → R 2 be the homeomorphism defined in (10) and V 1 as in (9) . Then there exists at most one bi-infinite trajectory in h 1 (V 1 ).
The previous proposition is intuitive, since the solution starting at t = 0 in h 1 (V 1 ) is of exponential type (see (7)), so the trajectory will reach either the value − Let h i : R 2 → R 2 , with i = 1, . . . , 4, be the homeomorphisms defined in (10) and V i , with i = 1, . . . , 4, as in (9). First we verify that
This is immediate, as one can see in Figure 5 .
By Propositions 2.8 and 2.10 and Corollary 2.6 the theorem is proved.
Remark 2.11. By Theorem 2.9 the Poincaré map F is (X , σ A )-compatible. Let ϕ be the mapping as in Definition 2.1. The image of the symbolic sequence ω = (. . . , 1, 1, 2, 3, 4, 1, 1, . . . ) via the mapping ϕ is a homoclinic trajectory. 3 Properties of the dynamical system
Chaotic behaviour
We study now the main characteristics of chaotic behaviour in our dynamical system. These include sensitive dependence on initial conditions, abundance of periodic orbits and mixing effect.
In particular we consider the following definition (see [4] and [14] ). Let U = {U 1 , . . . , U m }, with m > 1, be a family of disjoint subsets of R d and let Ω R m denote the set of one-sided sequences ω = (ω 0 , ω 1 , . . . ). For x ∈ m i=1 U i we denote by I(x) the number i such that x ∈ U i . (p2) for any p-periodic sequence ω ∈ Ω R m , there exists a pk-periodic point x ∈ S with f ik (x) ∈ U ωi for all i ≥ 1;
(p3) for any η > 0 there exists an uncountable subset S(η) of S, such that the inequalities lim sup
We recall the next Proposition (see [14] ).
Proposition 3.2. Let X = {X 1 , . . . , X m } be a family of compact sets and let A be a k-transitive square matrix of dimension m (that is A k has strictly positive entries). Suppose that the mapping f is (X , σ A )-compatible and suppose that the family U of the connected components of U = ∪ m i=1 X i has more than one element. Then the mappping f is (U, k)-chaotic.
Then the following proposition holds: Proposition 3.3. Let U be the family of the connected components of U = ∪ 4 i=1 X i , where X i are given in Theorem 2.9. Then the Poincaré mapping F is (U, 6)-chaotic.
Proof. We have that
where A is as in (11), and the number of connected components of
is at least 3, as one can see in Figure 5 . So, by Proposition 3.2 and Theorem 2.9 the proof is complete.
The property given by the previous proposition is true also for mappings close to F in the uniform metric, as next proposition states (see [14] ).
Proposition 3.4. Let A be a k-transitive binary matrix of dimension m, f :
. . , m, be homeomorphisms and V i , with i = 1, . . . , m, be bounded, open and convex product sets. Suppose that g i,j = h
whenever a i,j = 1 and that the family U of the connected components of the set
has more than one element. Then any mappingf sufficiently close to f in the uniform metric is (U, k)-chaotic.
Small perturbations
It is important to note that the set of the functions f such that the conditions of Theorem 2.4 hold (for given families of homeomorphisms h i , sets V i and matrix A) is open with respect to the uniform metric. Thus if the theorem is applicable to some function f , then it is also applicable to any sufficiently small uniform perturbationf.
More precisely (see [14] ) in this subsection we suppose that A is a binary matrix of dimension m, f :
. . , m, are homeomorphisms and V i , with i = 1, . . . , m, are bounded, open and convex product sets. Moreover we suppose that g i,j = h
Letd be a positive integer andd s = d s +d. We consider a continuous functionf :
Suppose that the following estimates hold: [14] . 
Topological entropy
The following proposition (see [14] ) gives a result of chaotic behaviour for (X , σ A )-compatible mappings in terms of topological entropy (see [7] , p. 109). 
Fractal dimensions
Chaotic trajectories like that shown in Figure 6 are the most interesting objects of our analysis. Computer experiments indicate the existence of a chaotic attractor. Useful measures of a complicated behaviour are the fractional values of the capacity and correlation dimensions of the attracting set. For the capacity dimension (box-counting dimension) see [5, p. 38-44 ]. Definition 3.7. Let B(r) be the smallest number of squares with side r required to cover the attractor. Then the capacity dimension d cap is the limit
where d in the right hand side stands for differentiation.
Numerical approximations gave us the value d cap = 1.87. For the correlation dimension see [6] .
..,N be a trajectory of F . Then we define the correlation sum C(r) as
where H is a Heaviside step function (H(z) = 1 if z ≥ 0 and H(z) = 0 if z < 0). If the limit above exists, the correlation dimension d corr is given by
Numerical approximations gave us the value d corr = 1.
Symmetry
In Remark 2.11 a homoclinic trajectory for the dynamical system has been described. By symmetry properties it is possible to show the existence of another homoclinic trajectory, with the same homoclinic fixed point 0, − √ 2 6 . It is obvious from Figure 6 that the system has a symmetry with respect to the y-axis. In fact it is immediate to see that, if x(t) is a solution of equation (2), X(t) = −x(−t) is a solution of the same equation. MoreoverẊ(t) =ẋ(−t). In particular for the Poincaré mapping F (x 0 , y 0 ) = (F 1 (x 0 , y 0 ), F 2 (x 0 , y 0 )) this means that for any (x 0 , y 0 ) the following symmetry holds:
We can consider the four rectangles obtained from Table 2 .3 by symmetry with respect to the y-axis, V i as in (9) andh i as in (10), but with the new coordinates. We obtain: Theorem 4.1. Let A be the binary matrix (11) . For i = 1, . . . , 4 there exist compact setsX i ⊂h i (V i ) such that the inverse F −1 of the Poincaré map F is (X , σ A )-compatible, withX = {X 1 , . . . ,X 4 }. Remark 4.2. As in Remark 2.11 we can conclude that the image of the symbolic sequence ω = (. . . , 1, 1, 2, 3, 4, 1, 1, . . . ) via the mappingφ is a homoclinic trajectory for F −1 and this gives also a homoclinic trajectory for F . It is obvious that the trajectories given by ϕ andφ are different.
5 Proof of Theorem 1.1
Linear zone
The following lemma determines a set containing the fixed point 0, − √ 2 6 , where the equation is linear for at least one period.
given respectively by the following inequalities
and let F be the Poincaré mapping (5). The sets
Proof. We will prove the inequalities for L 1 , for the proof for L 2 is analogous.
By Remark 2.7 we can consider t 0 = 0 and 
(x,y;0) (t) = − 1 6 sin( √ 2t) .
Let us consider the following cases.
1. The constants of the exponentials in β (1) are strictly positive, i.e.
y > −2x − √ 2 6 and y < 2x − √ 2 6 .
Obviously, we have that
(x,y;0) (t) > 0 and, since
(x,y;0) (t) = max β
(x,y;0) ( √ 2π) .
In order to have β (x,y;0) (t) < In this case β
(x,y;0) (t) is non increasing, so
Consequently we obtain
which is a part of L 1 . 3. The constants of the exponentials in β (1) are strictly negative, i.e.
y < −2x − √ 2 6 and y > 2x − √ 2 6 .
Analogously to the first case, we have min β
(x,y;0) (t) < 0. Then we consider the following part of L 1 :
4. Eventually, if the constants of the exponentials in β (1) are respectively nonnegative and non-positive, i.e.
(x,y;0) (t) is non decreasing, so β
(x,y;0) ( √ 2π). Consequently we obtain
which is the last part of L 1 .
Trajectories of the rectangles points
In order to prove Proposition 2.8 we need to study the trajectories of the points of the rectangles. This problem is tackled in the next lemma.
Lemma 5.2. Let ϕ (x0,y0) (t) be the solution of equation (2) with initial data (x 0 , y 0 ) at the time t = 0 and let ∂S denote the boundary of a set S. Then:
Proof. (i) By a simple calculation one can see that
. So for small t we have ϕ (x0,y0) (t) = β (x0,y0;0) (t). By Taylor formula, fixed t and considering β (x0,y0;0) (t) as a function of x 0 and y 0 , we have: β (x1,y1;0) (t) = β (x0,y0;0) (t) + ∇β (x * ,y * ;0) (t) · (x 1 − x 0 , y 1 − y 0 ) , where ∇β (x * ,y * ;0) (t) denotes the gradient with respect of x 0 and y 0 , at a point (x * , y * ) of the segment joining (x 1 , y 1 ) with (x 0 , y 0 ). From the previous equation we obtain the following inequality, where · denotes the standard norm in R 2 :
(15) β (x1,y1;0) (t) − β (x0,y0;0) (t) ≤ ∇β (x * ,y * ;0) (t) (
An analogous inequality holds for the derivative with respect to t:
For simplicity we define
The maximum distance of a point of h 2 (V 2 ) from the "central point" c 2 (see Table 2 205 We can conclude that t * ∈ (1.51, 1.62) for all the points of ∂h 2 (V 2 ).
For t ≥ t * we consider the solution (8) with initial data (0.2, β (x0,y0;0) (t * )) at the time t * . To show that the trajectories do not cross the line x = 1 5 anymore, we approximate β (x0,y0;0) (t * ): we consider δ 1 as before and by (16) and (17) we obtain
The following two inequalities prove respectively that the trajectories for t ∈ [t * , 1.71] are increasing and that for t ∈ [1.71, √ 2π] they do not cross the line x = , so for t small enough we have ϕ (x0,y0) (t) = γ (x0,y0;0) (t). From Taylor formula, we obtain the following inequality:
The maximum distance of a point of h 3 (V 3 ) from the "central point" c 3 (see Table 2 .3) is a 3 + b 3 < δ 5 = 0.0015. The next inequalities show respectively that the trajectories of the points (x 0 , y 0 ) ∈ ∂h 3 (V 3 ) for t ∈ [0, 0.6] do not cross the vertical line x = Now we prove that for all the points of the parallelogram there exists t * ∈ (0.6605, 0.6643) such that γ (x0,y0;0) (t * ) = 
(V i , V j )-hyperbolicity
Proof of Proposition 2.8. We point out that in this case it is sufficient to prove the second equation of (3) for g(∂V ). Let us denote by π u , π s the projection of R 2 onto the first and the second component respectively. We will use here Lemma 5.2 and the estimates found in its proof. (??? The extrema have been calculated using Mathematica and the results have been also checked by suitable Mathematica programs)
The following inequalities prove the first equation of (3):
To prove the second equation in (3) we check the image of the lower side of V 1 :
]
and the image of the upper side of V 1 :
β (c 2 +a 2 +kb 2 ;0) (t0),β (c 2 +a 2 +kb 2 ;0) (t0);t0
β (c 2 −a 2 +kb 2 ;0) (t0),β (c 2 −a 2 +kb 2 ;0) (t0);t0
β (c 2 +ka 2 +b 2 ;0) (t0),β (c 2 +ka 2 +b 2 ;0) (t0);t0
The next extrema complete the proof of the second equation of (3):
3. The mapping g 3,4 is (V 3 , V 4 )-hyperbolic. Let us denotẽ X a,+ (k, t 0 ) = β " γ (c 3 +a 3 +kb 3 ;0) (t0),γ (c 3 +a 3 +kb 3 ;0) (t0);t0
γ (c 3 +a 3 +kb 3 ;0) (t0),γ (c 3 +a 3 +kb 3 ;0) (t0);t0
γ (c 3 −a 3 +kb 3 ;0) (t0),γ (c 3 −a 3 +kb 3 ;0) (t0);t0
γ (c 3 +ka 3 +b 3 ;0) (t0),γ (c 3 +ka 3 +b 3 ;0) (t0);t0
γ (c 3 +ka 3 −b 3 ;0) (t0),γ (c 3 +ka 3 −b 3 ;0) (t0);t0
and the image of the upper side of V 4 :
5. The mapping g 1,1 is (V 1 , V 1 )-hyperbolic. The following inequalities prove the first equation of (3): π u h −1 1 β (c1+ka1+b1;0) ( √ 2π), β (c1+ka1+b1;0) ( √ 2π) > 3 .
Conclusions
Let us now prove the uniqueness of a bi-infinite trajectory in h 1 (V 1 ).
Proof of Proposition 2.10. In h 1 (V 1 ) there is the fixed point 0, − √ 2 6 . Let us suppose there is another bi-infinite trajectory {(x i , y i )} i∈Z ⊂ h 1 (V 1 ). Let us denote L 1 as in (13) . Since (x 0 , y 0 ) ∈ h 1 (V 1 ) ⊂ L 1 (see Lemma 5.2) , (x 1 , y 1 ) = β (x0,y0;0) ( √ 2π), β (x0,y0;0) ( √ 2π) ∈ h 1 (V 1 ). Then for any k ∈ Z we have (x k , y k ) = β (x0,y0;0) (k √ 2π), β (x0,y0;0) (k √ 2π) . Being (x 0 , y 0 ) = 0, − √ 2 6 , at least one of the two exponentials constants in β (x0,y0;0) (t) (see (7)) is different from zero. So, for t sufficiently big or sufficiently small, β (x0,y0;0) (t) ∈ h 1 (V 1 ) and this is a contradiction. Theorem 2.9 is now proved.
Appendix
We complete here the proof of the point (iii) in Lemma 5.2. For the left side of the parallelogram ∂h 3 (V 3 ), i.e. for the points (x 0 , y 0 ) = c 3 + b 3 + ka 3 (see Table 2 .3) with −1 ≤ k ≤ 1, the bounds for t * and γ (x0,y0;0) (t * ) are calculated with the following program:
Here a 3 < δ 6 = 0.00016, γt denotes the derivative of γ with respect to t and the following information is used: The output of p3 for n = 60 is formed by the values in Table 2 and by the less accurate estimates 0.66171 < t * < 0.66328 and −0.80797 ≤ γ (x0,y0;0) (t * The output of p4 for n = 100 is {0.66145, 0.66297}, {−0.80858, −0.80848}. 
we have that t * ≤ ti and γ (x 0 ,y 0 ;0) (t * ) ≤ yi. The maximum value of β (0.2,y;t 0 ) (t) for y ∈ [−0.80797, yi], t0 ∈ [0.66171, ti] and t ∈ [0.66171, √ 2π] is less than Mi.
