Abstract Stochastic Constraint Programming (SCP) is an extension of Constraint Programming for modelling and solving combinatorial problems involving uncertainty. This paper proposes a metaheuristic approach to SCP that can scale up to large problems better than state-of-the-art complete methods, and exploits standard filtering algorithms to handle hard constraints more efficiently. For problems with many scenarios it can be combined with scenario reduction and sampling methods.
it should be able to exploit the more complex variable types and constraints used in CP, leading to more compact models and the use of powerful filtering algorithms. But Stochastic Constraint Satisfaction Problems (SCSPs) are in a higher complexity class than Constraint Satisfaction Problems (CSPs) and can be much harder to solve.
There are many potential applications of SCP. For example [40] mentions power station scheduling under uncertain future demand, nurse rostering under uncertain workload, and constructing a balanced bond portfolio under uncertain bond prices. The range of applications should be similar to that of SP, many of which are described in [39] and include fleet management, supply chain optimisation and pollution control. Just as Integer Programming and CP are best on different applications, we should expect the same to be true of SCP and SP. It should also be able to tackle similar problems to Stochastic SAT, such as planning under uncertainty, belief network inferencing and trust management [25] .
An m-stage SCSP is defined as a tuple (V , S, D, P , C, θ, L) where V is a set of decision variables, S a set of stochastic variables, D a function mapping each element of V ∪ S to a domain of values, P a function mapping each variable in S to a probability distribution, C a set of constraints on V ∪ S, θ a function mapping each constraint h ∈ C to a threshold value θ ∈ (0, 1], and L = [ V 1 , S 1 , . . . , V m , S m ] a list of decision stages such that the V i partition V and the S i partition S. Each constraint must contain at least one V variable, a constraint h with threshold θ(h) = 1 is a hard constraint, and one with θ(h) ≤ 1 is a chance constraint. To solve an m-stage SCSP an assignment to the variables in V 1 must be found such that, given random values for S 1 , assignments can be found for V 2 such that, given random values for S 2 , . . . assignments can be found for V m such that, given random values for S m , the hard constraints are each satisfied, and the chance constraints (containing both decision and stochastic variables) are satisfied in the specified fraction of all possible scenarios (set of values for the stochastic variables).
An SCSP solution is a policy tree of decisions, in which each node represents a value chosen for a decision variable, and each arc from a node represents the value assigned to a stochastic variable. Thus a node corresponding to a decision variable that is followed by another decision variable will have only one child, while one followed by a stochastic variable may have several. Each path in the tree represents a different possible scenario and the values assigned to decision variables in that scenario. A satisfying policy tree is a policy tree in which each chance constraint is satisfied with respect to the tree. A chance constraint h ∈ C is satisfied with respect to a policy tree if it is satisfied under some fraction φ ≥ θ(h) of all possible paths in the tree.
As an example, consider the 2-stage SCSP in Fig. 1 where the numbers in brackets indicate that the stochastic variable values each have probability 0.5. Decision variable x 1 must be set to a fixed value while the value of x 2 depends on that of s 1 . A policy tree for this problem is shown in Fig. 2 . The four scenarios A, B, C and D each have probability 0.25. Constraint c 1 is satisfied in A, B, C and D hence with probability 1.0. Constraint c 2 is satisfied in B and D hence with probability 0.5. These probabilities satisfy the thresholds θ(c 1 ) and θ(c 2 ) so this is a satisfying policy.
The above framework is a CP analogue of the subfield of SP known as ChanceConstrained (or Probabilistic Constrained) Programming. The form in which it is stated, involving both decision and stochastic variables, is sometimes called the implicit form in the SP literature [5] , which has both decision and stochastic variables (though the SP notation is different). The alternative is the extensive form in which scenarios are expanded to form a deterministic equivalent problem containing only decision variables. The extensive form is typically much larger than the implicit form. We shall use only the implicit form in this paper and in our SCP solver. This version of SCP has been extended in [40] and other works. Firstly, we may allow constraints on statistical parameters of the problem variables, such as expectation or variance. Note that a chance constraint h with threshold θ(h) can be written as a constraint on an expectation E{reify(h)} ≥ θ(h) where reify(h) is 1 if h is satisfied and 0 otherwise. Secondly, we may wish to solve an SCSP while minimising (or maximising) an objective function, in which case we have a Stochastic Constrained Optimisation Problem (SCOP). The objective function may be defined in terms of statistical parameters, for example we may wish to maximise the expectation or minimise the variance of a decision variable, or maximise a chance constraint threshold. In all these cases an SCOP can be solved as a series of SCSPs with an increasingly tight constraint.
Several complete methods for solving multi-stage SCP problems have been proposed but none seems practicable for large problems. Incomplete methods such as local search and genetic algorithms are often more scalable but very little work has been done on applying them to SCP. We propose a new approach: transform a multi-stage problem into an unconstrained optimisation problem which can be solved by metaheuristics. The paper is organised as follows. Section 2 describes the basic method for solving problems in SCP. Section 3 adds standard filtering algorithms to handle hard constraints more effectively. Section 4 presents a case study. Section 5 discusses related work. Section 6 concludes the paper.
This work is based on [30, 31] but contains new results: only random problems were used in [30] , Quantified Boolean Formulae were used as an example in [31] , both papers used artificial neural networks whereas this paper does not, and this paper adds a case study and supplies missing proofs. Some of the material was briefly described in [18, 21] but this paper contains the definitive descriptions. 
Metaheuristics for SCP
In this section we describe a metaheuristic approach to solving SCP problems.
SCP as unconstrained optimisation
We transform the problem of finding a satisfying policy tree to an unconstrained optimisation problem. We do this via penalty functions which are commonly used when applying local search or genetic algorithms to CSPs [10] . Define a variable at each policy tree node, whose values are the domain values for the decision variable at that node. (Our solver does this automatically by traversing the tree once before search begins.) Then a vector of values for these variables represents a policy tree. For each hard or chance constraint h ∈ C we define a penalty x h in each scenario, which is 0 if h is satisfied and 1 if it is violated in that scenario. Then the objective function for a vector v is:
We compute E{x h } by traversing the policy tree, and at each leaf checking whether constraint h is satisfied: if it is then that scenario contributes its probability to E{x h }. If f (v) = 0 then each constraint h ∈ C is satisfied with probability at least that of its satisfaction threshold θ(h).
When solving an SCOP we add to C a constraint on the objective function F , and on finding a new solution we tighten this constraint. For example if we wish to minimise the expectation E{F (V )} of a function F on the decision variables V then we start the search with a constraint E{F (V )} < e in C, for some upper bound e (which could be initially infinite), and on finding a solution with E{F (V )} = e where e < e we tighten the constraint by replacing e by e .
We can now apply metaheuristics to the following unconstrained optimisation problem: find a vector v that minimises f (v) to 0. We shall refer to this method as Evolved Policies (EP). EP is a straightforward application of metaheuristics to SCP, using the standard technique of penalty functions. But surprisingly this has not been done before, and while it was not guaranteed to work well we shall show that it can work very well indeed (though we do not expect it to do so on all problems). Combining the scalability of metaheuristics with the modelling power of SCP is a very convenient approach to solving stochastic problems.
A genetic algorithm
A solution to an SCP problem is a vector v with one value per policy tree node. In principle any metaheuristic algorithm can be used to explore the space of vectors, but in this paper we shall use a genetic algorithm, implemented in the Eclipse constraint logic programming system [1] . We assume a basic knowledge of metaheuristics; a survey can be found in [7] , and for further details on evolutionary algorithms in particular we refer the reader to books such as [11] .
We represent a vector of values by a chromosome in the obvious way, with one gene per value. The fitness is simply f (v) and is to be minimised. The metaheuristic we use is a version of the Microbial Genetic Algorithm (MGA) [13] shown in Fig. 3 . Other evolutionary algorithms and a simple local search algorithm also performed well in experiments, but we found the MGA to be robust and efficient and we shall use it throughout the paper. In the MGA chromosomes are notionally arranged in a ring and breeding is restricted to neighbouring chromosomes. This restriction makes the MGA an example of the class of cellular genetic algorithms whose localised breeding often leads to greater genetic diversity. The recombination operator is uniform crossover in which each gene in the new chromosome takes a value chosen randomly from the corresponding values in the two parent chromosomes. Because the single offspring replaces the weaker of the two parents, this can be interpreted as the weaker parent receiving genetic material from the stronger parent. This mimics bacterial reproduction, hence the name of the algorithm.
The mutation operator we use changes each gene's value with a random value with probability 1 − 0.5 1/n where n is the number of genes per chromosome. The population size we shall use is 50 unless stated otherwise.
Experiments
We now show that EP can scale to large SCP problems better than complete methods. We use a benchmark set of random 4-stage SCSPs with 5 chance constraints over 4 decision variables x 1 . . . x 4 and 8 stochastic variables s 1 . . . s 8 , shown in Fig. 4 where D i denotes a random domain chosen uniformly from {1, 2, 3, 4, 5} with 2 values for i ∈ {1, 3, 5, 7} and 3 values for i ∈ {2, 4, 6, 8}. 1 We generate instances for α ∈ {0.05, 0.1, 0.12, 0.15, 0.17, 0.2} and β ∈ {0.6, 0.7, 0.8}, with 5 different sets of stochastic variable domains, giving 90 instances in total. None of these instances is known to be unsatisfiable but some might be. Table 1 compares the global chance-constraint (GCC) method of [15] , the scenario-based method (SBA) of [37] and EP. GCC is the state-of-the-art complete method for these problems while SBA was the previous best. Both GCC and SBA used Choco 1.2 [20] and applied bounds consistency for linear (in)equalities. All figures are in seconds and "-" denotes that the time taken to find a solution is greater than 200 seconds. All EP times (and all subsequent times in the paper) were obtained on a 2.8 GHz Pentium (R) 4 with 512 MB RAM, while all SBA and GCC times were obtained on another machine then normalised to this one by executing the same solver on both machines. EP figures are medians over 30 runs.
SBA transforms an SCSP into a deterministic CSP by creating copies of the SCSP decision variables for different scenarios, plus new binary decision variables. Each chance constraint maps to several CSP constraints, and to these are added reification constraints for the new binary variables, and constraints ensuring that the thresholds θ(h) are satisfied. SBA is straightforward but it has the drawbacks that it generates large CSPs, and that its reformulation weakens domain filtering. It transforms these SCSPs into CSPs with 6739 variables and 6485 constraints. GCC alleviates these drawbacks. It also creates copies of decision variables for different scenarios, but then extends standard filtering algorithms to chance constraints without resorting to reification. It transforms the SCSPs into CSPs with 259 variables and 5 constraints. In contrast, EP transforms them into unconstrained optimisation problems with 185 variables. The SCSPs turn out to be hard for SBA and somewhat easier for GCC. However, EP solves all problems that could be solved by SBA or GCC, as well as many that were solved by neither. Note that these benchmarks were not designed with EP in mind, but were chosen to show the superiority of GCC over SBA [15] . Moreover, EP might be further improved by using more sophisticated metaheuristics. 
3 Filtering for hard constraints EP treats hard constraints as a special case of chance constraints. This is not incorrect but it does not exploit CP filtering methods. Moreover, the use of penalty functions is not always the best way of handling constraints in a local search or evolutionary algorithm. For example when solving permutation problems much better results are obtained by designing mutation and recombination operators specifically for deriving new permutations from old ones. We could design genetic operators for specific problems, but here we aim instead for a single solver that will do well on a variety of problem types. Inspired by hybrid search algorithms for CP, we now describe a filtering technique for hard constraints on finite domain variables. This technique was first reported in [31] . It allows us to use standard CP filtering algorithms by treating stochastic and decision variables uniformly, without the need for specialised filtering algorithms. This greatly simplifies the implementation of our solver. We shall also show that it can give much better results on permutation problems, though it is a generic approach that is not aimed specifically at permutations.
The method
Evolutionary algorithms (EAs) and local search are often applied to constrained problems, and there are at least three distinct ways of handling constraints in an EA; for an overview see (for example) [10] . The simplest method is the use of penalty functions which we used in EP. Another method is repair where a chromosome representing an infeasible solution is transformed to one representing a feasible solution. A third method is a decoder, which is a function that maps chromosomes to solutions. In the decoder approach a chromosome is no longer a solution, but a set of instructions on how to construct a solution. This can be highly effective on tightly-constrained problems, but unfortunately a decoder is problem-specific.
We shall use filtering algorithms to partially decode chromosomes. The stronger the filtering method, the more likely we are to obtain a feasible solution. In the limit as consistency increases we would have a function that could map any chromosome into a feasible solution, but this is an NP-complete task as it amounts to solving a CSP. Nevertheless, we shall show that filtering algorithms can profitably be used as partial decoders for EAs applied to SCP problems. We call the modified method Filtered Evolved Policies (FEP). Whereas EP uses a penalty function approach on all constraints, FEP uses a decoder-like approach on hard constraints and penalty functions on chance constraints.
During initialisation we traverse the policy tree once without filtering, to count the number of nodes N. Subsequently, whenever we traverse the policy tree guided by a chromosome v we apply constraint filtering algorithms using the hard constraints, treating both stochastic and decision variables as in a standard CSP. This may remove values from both decision and stochastic variable domains and cause backtracking, so the complete policy tree might not be traversed. We detect this by counting the number M v of nodes visited and computing a penalty
. If all nodes are visited then M v = N and t (v) = 0. We then modify our objective function to include the new penalty: f (v) + t (v). This is also a penalty function, but the penalty is now different and it depends on the filtering algorithms used. Though it might appear unsafe to apply filtering to stochastic variables, the additional penalty t (v) makes FEP correct (see Section 3.4).
We further modify FEP so that alleles are not used directly as decision variable values, but are instead used as recommended values. As the policy tree is traversed, on reaching a node corresponding to a decision variable v some values may have removed from its domain by filtering. If the allele value i is still in the domain then we set v = i, otherwise we set v to the nearest value that is still in the domain. Here we define the nearest value as the value with smallest absolute difference, breaking ties by taking the larger value.
Illustrative example
We shall illustrate the filtering method with a simple 2-stage SCSP. Suppose we are trying to decide whether to carry an umbrella, given two equally probable scenarios: that it rains or not. We use a first-stage binary decision variable c to denote carrying an umbrella (c = 1) or not (c = 0). A first-stage binary stochastic variable r indicates whether it rains (r = 1) or not (r = 0), with equal probabilities 0.5. A second-stage binary decision variable o represents the decision to open the umbrella (o = 1) or not (o = 0). In SP terminology the latter decision is a recourse action as it depends on the scenario. There are three hard constraints. Firstly, we can only put up the umbrella if we carry it: o ≤ c. Secondly, we do not wish to get wet so if it rains then we put up the umbrella: r ≤ o. Thirdly, we would like to enjoy the sun if it is out, so we only put up the umbrella if it rains: o ≤ r. The last two constraints can be combined into one: o = r. An SCSP model for this problem is shown in Fig. 5 .
This SCSP has 8 possible plans corresponding to the 2 choices for c combined with the 2 choices for o in each of the 2 scenarios. There is only one satisfying policy tree: carry the umbrella, and put it up if and only if it rains, as shown in Fig. 6i . In this figure satisfied constraints are indicated by ticks and violated constraints by crosses. EP can be used to search for this policy tree which we shall represent by a chromosome 101: the first digit is the value of c, the second is the value of o in the scenario r = 0, and the third is the value of o in the scenario r = 1. In all scenarios both constraints are satisfied so the penalty is f (101) = 0. FEP handles this chromosome by counting the number of nodes M 101 visited by using this chromosome, and the number of nodes N in a satisfying policy tree; both are 3 so the penalty under FEP is t (101) = (3 − 3)/(3 + 1) = 0. Hence for this chromosome EP and FEP both return a penalty of 0 indicating satisfaction, as would be expected. Now consider how EP handles a chromosome corresponding to a non-satisfying policy tree such as 011, in which we do not carry the umbrella but we always open it. The tree is shown in Fig. 6ii . In scenario r = 1 constraint c 1 is satisfied but c 2 is violated, while in scenario r = 0 both constraints are violated, so the penalty is f (011) = 0.5 × 1 + 0.5 × 2 = 1.5. FEP handles this chromosome differently. It uses the first gene to assign c = 0, then uses constraint c 2 to filter the value 1 from dom(o) (the domain of o): an example of filtering on a stochastic variable domain. This removal triggers the further removal of value 1 from dom(r) via constraint c 1 , so now dom(r) = dom(o) = {0}. The recommended values for o in each scenario are now irrelevant, as 0 must be chosen in both cases. The policy tree corresponding to this chromosome using FEP is shown in Fig. 6iii . Because dom(r) = {0} 
the policy tree has only 2 nodes instead of 3, so the penalty is t (011) = (3 − 2)/(2 + 1) = 1/3. FEP's filtering has pruned the domain dom(r) of a stochastic variable r, leading to an incomplete policy tree. This may appear to be incorrect but it only occurred because the policy tree is non-satisfying: FEP did not prune dom(r) in the case of the satisfying policy tree. EP and FEP simply use different functions to penalise non-satisfying trees.
This simple example also illustrates another feature of FEP. Under EP there is exactly one chromosome 101 corresponding to a solution, but under FEP there are four such chromosomes: 100, 101, 110 and 111. As long as c = 1 the values of o in both scenarios are fixed by filtering on constraint c 1 , so the recommended values are irrelevant. We shall show that this can make it easier to find a satisfying policy tree using FEP.
An additional advantage of FEP is that it can be used to reduce chromosome length. If we know that a decision variable is functionally dependent on earlier assignments then we need not represent it in the chromosome, as its recommended values are irrelevant. In this example constraint c 1 makes o functionally dependent on r so the chromosome needs only one gene, for c. Our FEP implementation allows this information to be provided by the user.
One more advantage of FEP is that pruning the policy tree may speed up the evaluation of a chromosome. Of course the evaluation of a chromosome corresponding to a satisfying policy tree will take the same time, or possibly longer because of filtering overhead; but the poorer a chromosome is, the greater the benefit of filtering. This advantage will be illustrated in Section 4.3.
Experiments
In the well-known Travelling Salesman Problem (TSP) we must find a permutation of a set of cities such that visiting the cities in that order, and returning to the first city, minimises the total distance travelled. In the Probabilistic TSP (PTSP) [17] the probability of city i being in the tour is p i ; if it is not in the tour then it is ignored, and the distance between its predecessor and successor cities is used. The objective is to choose a tour that minimises the expected total distance travelled. We shall use the PTSP to test two hypotheses empirically: (i) can filtering improve performance, and (ii) can stronger filtering further improve performance?
We model the PTSP as an SCOP as follows. To model a permutation of N cities we use decision variables v i ∈ {1, . . . , N} (i = 1 . . . N) which must all take different values to form a permutation. We use binary stochastic variables b i (i = 1 . . . N) where b i = 1 means that city i is present in the tour. 2 An SCP model is shown in Fig. 7 . tourlength is a global chance constraint [35] that computes the length λ of a tour in a scenario. To do this it needs the values of the b i and the N × N distance matrix M of the graph. alldifferent is a standard global constraint that forces its parameters to take different values. 3 We compare four implementations of alldifferent, two using EP:
(1) one alldifferent chance constraint with threshold 1 (2) N 2 pairwise disequality chance constraints and two using FEP:
(3) N 2 pairwise disequality hard constraints with arc consistency (AC) (4) one alldifferent hard constraint with generalised arc consistency (GAC) [33] A drawback with this problem for our purposes is that FEP maps any chromosome to a valid permutation, whether using either GAC, pairwise AC or even pairwise forward checking. This makes it rather useless as an example, but the following small change makes it useful. One way of making GAC and pairwise AC filter differently is to restrict some variable domains, and we somewhat arbitrarily choose to restrict the domains of v N/2 . . . v N to {1, . . . , N/2}. We compare the performance of our solver using the four alldifferent implementations with various values of N. For simplicity we use complete graphs with M ij ≡ 1 and p i ≡ 0.5 for all i, j . Then the tour length in each scenario is independent of the permutation: λ ≡ N i=1 b i so all permutations have the same expected length E{λ} = N/2. We are left with an SCSP in which we must simply find a permutation. We apply the same evolutionary algorithm as in Section 2 and take the median of 30 runs for N ∈ {5, 10, 15, 20, 25}. The results are shown in Table 2 , where "?" indicates that the median runtime is greater than 1 minute and "chr" denotes the number of chromosomes used.
Method (1) is extremely poor: in fact it is worse than randomly choosing chromosomes, which would take on average 2 N iterations. Method (2) does better because it distinguishes between chromosomes that are different distances from being permutations: for example when N = 5 chromosome 11245 more nearly corresponds to a permutation of {1, 2, 3, 4, 5} than 11111 does, but method (1) does not distinguish between them. Method (3) is much better, as its use of pairwise AC filtering enables it to partially decode chromosomes into near-permutations. Method (4) is the best: GAC enables it to fully decode all chromosomes into permutations. These results empirically support both of our theoretically-motivated hypotheses. Firstly, both FEP methods beat both EP methods, showing that applying standard filtering algorithms to hard constraints can give much better results than treating hard constraints as chance constraints. Secondly, method (4) beats method (3), showing that using stronger filtering algorithms can boost performance further. Of course, as in (non-stochastic) CP, these results are unlikely to apply to all problems as runtime overheads might outweigh the advantages of filtering.
Properties
We now prove some useful FEP properties. Firstly it is important to show its correctness, by which we mean that it assigns t (v) = 0 if and only if chromosome v represents a policy in which hard constraints are never violated:
Proposition 1 FEP is correct.
Proof If a chromosome v represents a policy in which hard constraints are never violated then its recommended decision variable assignments must be consistent with the stochastic variable assignments in every scenario, so no filtering will occur on a stochastic variable domain in any scenario, every node will be visited, As shown in Section 3.3, FEP can be more efficient than EP. A likely explanation is that FEP solves an optimisation problem with more optimal solutions (chromosomes representing satisfying policy trees for the SCSP) than EP:
Proposition 2 The optimisation problem representing an SCSP has more optimal solution representations under FEP than under EP.
Proof Firstly, we show that any EP solution is also a FEP solution. In the EP solution, the recommended value for each variable solves the problem, therefore it satisfies all hard constraints, so filtering cannot remove those values. Secondly, we show by example that there exists a FEP solution for an SCSP, using a certain filtering algorithm, that is not an EP solution. We cite the illustrative example of Section 3.2 in which chromosomes 100, 110 and 111 are solutions under FEP but not EP. Section 3.3 also showed that using stronger filtering can further boost performance. Again a likely explanation is that it further increases the number of optimal solutions:
Proposition 3 The optimisation problem representing an SCSP has more optimal solutions under FEP if the level of consistency is increased.
Proof Firstly, we show that any FEP solution with a given filtering algorithm A is also a solution under a stronger filtering algorithm B. In the FEP solution under A, taking the nearest remaining value in any decision variable domain under A solves the problem. Stronger filtering can only remove more values from the domain, but the value chosen under A will not be pruned because it was correct, so it will also be chosen under B.
Secondly, we show by example that there exists an SCSP and filtering algorithms A and B, with B stronger than A, and a solution under B that is not a solution under A. Take the SCSP in Fig. 8 , let A enforce arc consistency on each of the disequality constraints representing the alldifferent constraint, let B enforce GAC on the constraint, and let the chromosome contain genes (x = 0, y 0 = 0, y 1 = 0) where y i denotes y in the scenario with s = i. This is a solution under B because GAC applied before any assignments are made removes 0 and 1 from dom(x), so x will be set to the nearest remaining value which is 2. Then s is assigned ω(s) ∈ {0, 1} and GAC removes ω(s) from dom(y), so y is assigned 1 − ω(s). However, it is not a solution under A because pairwise arc consistency does not remove 0 and 1 from dom(x), so x will follow the recommendation and be assigned value 0. This cannot lead to a solution.
A case study
In this section we further illustrate our method using a case study: a disaster planning problem from the Operations Research literature. First we need a small extension to SCP. 
Note on decision-dependent probabilities
The form of uncertainty addressed so far is sometimes called exogenous: the stochastic variable probability distributions are fixed and known at the start. Exogenous uncertainty is the only type handled in most SCP and SP research, including the powerful online stochastic combinatorial optimization framework of [14] . However, some problems have endogenous uncertainty which make them much harder to solve. For a survey see [12] , which mentions applications including network design and interdiction, server selection, facility location, and gas reservoir development. Other examples include clinical trial planning [9] and portfolio optimisation [36] .
Endogenous uncertainty may be of two types. Firstly, the probability distribution of a stochastic variable may depend upon the values of decision variables from the same or an earlier stage. Secondly, the time at which the uncertainty is observed may depend upon the values of earlier decision variables, though the probability distributions are fixed and known at the start. The latter are sometimes called STOXUNO problems (STochastic Optimisation problems with eXogenous Uncertainty and eNdogenous Observations) [26] . We shall not tackle STOXUNO problems in this paper but we slightly extend SCP to include the first type of endogenous uncertainty.
To model endogenous uncertainty we simply allow decision variables to specify probability distributions. That is, the probability associated with a value for stochastic variable v ∈ S i is allowed to be specified by a decision variable x ∈ V j where j ≤ i. (We assume that the stochastic variable domains are the same in each case: if not then we can take their union as the domain and set some probabilities to 0.) To handle this extension we allow realvalued decision variables, which must be constrained to be functionally dependent upon the values of stochastic or other decision variables that have already been assigned. These variables need not be represented in the chromosome because they are functionally determined. The same is true of other functionally-determined decision variables, and the user can specify which these are.
These are the only modifications we need to model decision-dependent probabilities and the solver needs no other changes. The first application of this technique was described in [18] on a production planning problem and led to much faster performance than an SP approach.
A disaster planning application
Our case study is a stochastic network problem described by Peeta et al. [27] . Consider a transportation network, each of whose links (bridges) may fail with some probability. The failure probability of a link can be reduced by investing money in it, and we have a budget limiting the total investment. We would like to minimise the expected shortest path between a specified source and sink node in the network. More generally, we might minimise a weighted sum of expected shortest paths for selected sources and sinks, chosen to represent (for example) high population areas and hospitals; for simplicity we shall consider only a single source and sink. This type of problem arises in pre-disaster planning, where a decision maker aims to maximise the robustness of a transportation network with respect to possible disasters, to facilitate rescue operations.
Endogenous uncertainty arises in this problem because the decisions (which links to invest in) affect the probabilities of the random events (the link failures). This is a 2-stage problem. In the first stage we must decide which links to invest in, then link failures occur randomly. In the second stage we must choose a shortest path between the source and sink (the recourse action), given the surviving links. If the source and sink are no longer connected then a fixed penalty is imposed. Peeta et al. point out that, though a natural approach is to strengthen the weakest links, this does not necessarily lead to the best results.
We can model the problem in SCP as follows. For each link e ∈ E (where E is the set of links in the network) we define a binary decision variable y e which is 1 if we invest in that link and 0 otherwise. We define a binary stochastic variable r e which is 1 if link e survives and 0 if it fails. We define a single second-stage decision variable z to be computed by a shortest-path algorithm. Following Peeta et al. we denote the survival (non-failure) probability of link e by p e without investment and q e with, the investment required for link e by c e , the length of link e by t e , the budget by B, and the penalty for no path from source to sink by M. Our 2-stage SCP is shown in Fig. 9 where shortest path cost(M, {t e } e∈E , {r e } e∈E , z) is a global chance constraint that constructs a representation of the graph from the r e values, uses Dijkstra's algorithm to find a shortest path between source and sink, and computes its length z; if source and sink are unconnected then z = M. We implemented this constraint via an Eclipse suspended goal whose execution is delayed until the second stage. To model probabilities we define real auxiliary decision variables f e (failure) and s e (survival). The f e are constrained to be 1−p e if link e is invested in (y e = 1) and 1 − q e otherwise. The probabilities must sum to 1 so s e = 1 − f e . All constraints are hard and are handled by the filtering method described in Section 3.
Only the y e are independent decision variables: the f e , s e , z variables are all functionally dependent on the y e . Our solver allows the user to specify functionally-dependent variables so that no genes need be used for them.
Experiments
Peeta et al. tackle a real road network with 30 directed links, giving a billion scenarios which are then sampled. Scenario reduction methods for this problem was addressed in [32] , but we do not use this network which has too many scenarios for FEP to enumerate. Peeta et al. also tackle an 8-node 9-link network, but we do not use this either because not quite enough information is provided to recreate the problem exactly, and no execution times are provided for comparison. Instead we design our own (slightly larger) network with 8 nodes and 12 undirected links, which is small enough for us to compute optimal solutions by brute force in a reasonable time. Our network is shown in Fig. 10 with links labelled 1-12 , and the problem is to minimise the expected shortest distance between nodes A and B. The problem instances have the parameters shown in Table 3 . We set all investments c e ≡ 1 and allow a budget B = 6 so that up to 6 links may be invested in. There are 2 12 = 4096 scenarios and the same number of possible plans. By enumerating and evaluating all possible plans we can completely solve each instance by brute force in a few minutes. The (unique) optimal investment plans and their objective values are shown in Table 4 .
Note that some plans may be infeasible, for example the plan in which all links are invested in (y e ≡ 1) violates the budget constraint. But for this problem FEP's filtering always yields a feasible plan. For instances 1-4 exactly 1 chromosome corresponds to the optimal solution, but because of FEP filtering two different chromosomes yield the same optimal plan for instance 5: 110011000110 and 110011000111, which differ only in the final gene. The explanation is that after assigning y 1 . . . y 11 to the values shown, there are already 6 variables assigned to 1, so 1 is filtered from dom(y 12 ) and y 12 is assigned to 0 whatever value the gene recommends.
Computational results are shown in Table 5 . The mean number of chromosomes required to find an optimal solution is denoted by c, and the mean execution time in seconds is denoted by "sec". If metaheuristics were of no use we would expect them to perform no better than random selection with replacement, which would take a mean of 4096/(s + 1) chromosomes to find an optimal solution, where s is the number of chromosomes corresponding to an optimal solution. The table also shows the number of chromosomes s corresponding to an optimal solution, and the speedup relative to random selection which is computed as 4096/c(s + 1) where c is defined as above. To further evaluate the effects of filtering in FEP we tested two versions of the SCP model in which hard constraints c 1 are handled differently: in version (1) they are treated as chance constraints with threshold 1, while in version (2) they are used for filtering. We also report figures for c/sec to show the number of chromosomes processed per second. We use a smaller population size of 10 for this problem. Mean results are reported over 10 runs. Both versions of FEP have speedup greater than 1, showing the benefit of metaheuristics for this problem. However, version 2 of FEP is significantly better than version 1, showing the value of filtering hard constraints. Not only does it require fewer chromosomes to find an optimal solution, it also has a higher rate of processed chromosomes per second. This is because of an advantage mentioned in Section 3.2: filtering prunes the policy tree, so the evaluation of a chromosome is faster.
For this particular application we could do better than FEP by generating only solutions satisfying the budget constraint. For example we could repair a chromosome that violates the constraint by removing investments in a predetermined order until the constraint is satisfied. But chromosome repair only works for simple problems, and in general we might have several hard constraints so that repair corresponds to solving a CSP, which is NP-complete.
It is easy to change the objective function in EP and FEP. As mentioned above, we can generalise the single source and sink to several, and minimise a weighted sum of shortest paths. We can use Dynamic Programming to compute all shortest path distances from a given node, and take the sum of the lengths. For problems where there is no well-defined source or sink node, we can use the Floyd-Warshall algorithm to compute all shortest path lengths in the network and sum them, though this would incur higher overhead. SP researchers have recently explored risk-averse disaster planning including transportation networks [23] . FEP can use risk-averse objective functions such as conditional value-at-risk, as was done in [18] . Or we can use a chance constraint to ensure a minimum service-level (the probability that there exists a path from A to B). All these variations can easily be implemented in FEP. 
Related work
Several SCSP solution methods have been proposed in the literature. [40] presented two complete algorithms based on backtracking and forward checking and suggested some approximation procedures, while [2] described an arc-consistency algorithm. In the method of [37] an SCSP is transformed into a deterministic equivalent CSP and solved by standard CP methods. It is also extended to handle multiple chance constraints and multiple objective functions. This method gives much better performance on the book production planning problem of [40] compared to the tree search methods. To reduce the size of the CSP scenario reduction methods are proposed, as used in SP. These choose a small but representative set of scenarios. However, it might not always be possible to find a small representative set of scenarios, and in some cases choosing an inappropriate set of scenarios can yield an unsolvable CSP. Moreover, using even a modest number of scenarios leads to a CSP that is several times larger than the original SCSP.
[8] modify a standard backtracking algorithm to one that can handle multiple chance constraints and uses polynomial space, but is inefficient in time. For the special case of SCP with linear recourse, [38] propose a Bender's decomposition algorithm. [16, 34] proposed a cost-based filtering technique for SCP, and [15] generalised this problem-specific approach to global constraints. The design of local search algorithms for SCP was suggested in order to improve scalability [40] , but this idea does not seem to have been pursued further. Stochastic Boolean Satisfiability (SSAT) is related to SCP. A recent survey of the SSAT field is given in [25] , on which we base this discussion. An SSAT problem can be regarded as an SCSP in which all variable domains are Boolean, all constraints are extensional and may be non-binary, and all constraints are treated as a single chance constraint (there are also restricted and extended versions). Our method therefore applies immediately to SSAT problems. SSAT algorithms fall into three classes: systematic, approximation, and non-systematic. Systematic algorithms are based on the standard SAT backtracking algorithm. Approximation algorithms work well on restricted forms of SSAT but less well on general SSAT problems. For example the APPSSAT algorithm [24] considers scenarios in decreasing order of probability to construct a partial tree, but does not work well when all scenarios have similar probability. A non-systematic algorithm for SSAT is randevalssat [22] , which applies local search to the decision (existential) variables in a random set of scenarios. This algorithm also suffers from memory problems because it must build a partial tree.
FEP uses hybrid metaheuristics, in which metaheuristics are hybridised with other techniques (such as constraint filtering, dynamic programming or other metaheuristics) in order to improve performance on some class of problems. A survey of hybrid metaheuristics (for non-stochastic problems) can be found in [6] , including a section on metaheuristic/constraint programming hybrids. Regarding this survey, FEP is most closely related to hybrids such as [19, 28, 29] in which the search space consists of consistent partial variable assignments. In the special case of an SCP problem with no stochastic variables the problem reduces to a CP problem, and FEP performs a hybrid search that uses filtering while building partial assignments whose values are guided by a metaheuristic; in this sense FEP generalises some existing hybrid CP methods to SCP by generalising a partial assignment to a partial policy tree.
Metaheuristics have been applied to stochastic problems many times. The field is too large to cover here but a recent survey is given in [4] . EP can be seen as an adaptation of such methods to SCP. A major aspect of this work is the efficient computation or approximation of the objective function. We have not addressed this issue in EP or FEP, instead computing the objective exhaustively by traversing the policy tree, but in future work we will use these important techniques.
Conclusion
We proposed EP, a method for solving Stochastic Constraint Programming problems by metaheuristics. EP is the first incomplete algorithm that is applicable to SCP models without scenario expansion, though as noted in Section 1 one can also apply incomplete search indirectly via a deterministic equivalent model. Experiments show that on some problems EP is faster than current complete methods. We further proposed FEP, a hybrid of EP and constraint filtering that can greatly outperform EP on problems with hard constraints.
Our approach does not address the scalability issue of problems with many scenarios. Rather, it is aimed at problems with a possibly large but manageable number of scenarios, many decision variables (hence its use of metaheuristics) and some hard constraints (hence our filtering method). However, EP and FEP can easily be combined with scenario reduction and sampling methods: from one scenario tree we can generalise to a forest by summing the penalties from each tree; and in the special case where all trees in the forest are degenerate (each parent node has one child) each tree corresponds to a single scenario obtained (for example) by sampling. We have implemented this method and it works well in experiments.
