Physical layer security is a key issue in the full duplex (FD) communication systems due to the broadcast nature of wireless channels. In this paper, the joint design of information and artificial noise beamforming vectors is proposed for the FD simultaneous wireless information and power transferring (FD-SWIPT) systems. To guarantee high security and energy harvesting performance of the FD-SWIPT system, the proposed design is formulated as a sum information transmission rate (SITR) maximization problem under information-leakage and energy constraints. In addition, we consider the fairness issue between the uplink and downlink information transmission rates by formulating a fairness-aware SITR-maximization problem. Although the formulated SITR-maximization and fairness-aware SITR-maximization problems are non-convex, we solve them via semidefinite relaxation and one-dimensional search. The optimality of our proposed algorithms is theoretically proved, and the computation complexities are established. Moreover, we propose two suboptimal solutions to the formulated optimization problems. In terms of the SITR-maximization problem, numerical results show that the performance achieved by one of the two suboptimal algorithms is close to the performance of the optimal algorithm with increasing maximum transmission power of the FD-BST.
and multiple eavesdroppers, and they obtained closed-form expressions for the security outage probability and the ergodic security capacity. The authors in [13] studied weighted-capacity maximization in the wireless relaying system, where the BST operates in the FD mode and a single ER can envisage energy and eavesdrop information from the received signals. Despite the plethora of research works on the security of wireless communication systems [13] [14] [15] , [17] [18] [19] [20] , [23] , [27] [28] [29] [30] [31] [32] , they are mainly based on the assumption that each eavesdropper can acquire information from one legitimate UE. Hence, the reported secrecy rates are, generally, not achievable when the ER can eavesdrop information from the simultaneous UE and BS transmissions [25] , [26] .
B. Contributions
Motivated by the pioneering work on the capacity-region of FD two-way communication systems [25] , [26] , we consider a more general scenario, where there are multiple ERs in the FD-SWIPT system. In the FD-SWIPT system, the bidirectional communications between FD-BST and FD-UE place requirements on communication security and harvested energy at the multiple ERs. To the authors' best knowledge, the joint design of the information beamforming and AN vectors in the FD-SWIPT system with multiple ERs has not been reported in the current literature. Our objective is to maximize the sum rates for information transmissions of the FD-BST and FD-UE as well as confine the information leakage to the multiple ERs. Our main contributions are summarized as follows
• To avoid the saturation of the digital and analog circuits, we jointly design the information and AN vectors to suppress the LSI such that a certain information transmission rate is achieved.
• We investigate the maximization of the sum information transmission rates (SITR) in FD-SWIPT systems. Motivated by [14] , we leverage the semidefinite relaxation (SDR)
technique to develop an optimal solution to the SITR-maximization problem.
• We investigate the fairness-aware (FA) SITR-maximization problem, where the information transmission rates of the FD-BST and the FD-UE satisfy a predefined ratio. We perform convex relaxation to the proportional rate constraint and propose the FA-SITR algorithm to solve the relaxed optimization problem. We prove that the proposed FA-SITR algorithm converges to the optimal solution of the FA-SITR-maximization problem.
• In addition, we develop two suboptimal solutions with low complexity to each of the formulated problems: SITR-maximization and FA-SITR-maximization problems. For the SITR-maximization problem, we numerically show that the secrecy rate obtained by one of the proposed suboptimal algorithms converges to that of the optimal algorithm with an increasing maximum transmission power of the FD-BST.
Numerical results are used to verify the performance of the proposed algorithms. Specifically, we show that the optimal secrecy rate can be achieved by performing a two-dimensional search.
The remainder of this paper is organized as follows. In Section II, we describe the system model and problem formulation in FD-SWIPT systems. In Section III and Section IV, we respectively derive the optimal algorithms to the SITR-maximization and FA-SITR-maximization problems in FD-SWIPT systems. In Section V, we propose two suboptimal algorithms to each of the formulated problems and compare the computation complexities of the proposed optimal and suboptimal algorithms. Numerical results are presented in Section VI and the paper is concluded in Section VII.
Notations: Vectors and matrices are shown in bold lowercase letters and bold uppercase letters, respectively. C denotes the set of complex numbers. · F and · p refer to the Frobenius norm and p -norm, respectively. ∼ stands for "distributed as". I denotes a identity matrix, and 0 N ×M 
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model and Assumptions
We consider an FD-SWIPT system which consists of an FD-BST, a legitimate FD-UE, and K ERs. Let K = {1, 2, . . . , K} be the set of ERs, where each ER can also be the potential eavesdroppers. The FD-BST is equipped with N a > 1 transmit antennas and a single receive antenna for simultaneous transmission and reception over the same frequency band. Similarly, the legitimate FD-UE is equipped with N b > 1 transmit antennas and a single receive antenna.
Thus, the FD-BST and the FD-UE operate in FD mode. The k-th ER is equipped with a single receive antenna. We consider frame-based communication over frequency-nonselective fading channels with unit duration for each frame. Therefore, the terms "power" and "energy" can be used interchangeably.
We assume that the FD-BST and the FD-UE can perfectly estimate the CSI [7] . This assumption is reasonable since the ERs and the FD-UE are assumed to be non-hostile legitimate nodes in the FD-SWIPT system. However, the ERs are curious to decode the information signals transmitted by the FD-BST and the FD-UE. Therefore, the ERs are assumed to be the potential eavesdroppers. At the beginning of each frame, each node sends a pilot signal to the FD-BST.
All nodes listen to the pilot signals and estimate the channels associated with the node sending the pilot signal. After that, the FD-BST sends another pilot signal such that each node estimates the channel connected to the FD-BST. Then, the FD-UE feeds back the estimated CSI to the FD-BST. Finally, the FD-BST and the FD-UE use the beamforming vectors for information transmission and the AN signals for coordinated jamming.
The transmission signals of the FD-BST and FD-UE are, respectively, given by
and
where s a ∼ CN (0, 1) and s b ∼ CN (0, 1) denote, respectively, the information-bearing signals for the FD-BST and the FD-UE, and s a and s b are independent from each other. The vectors
) are, respectively, the information beamforming vector and the AN vector of the FD-BST (FD-UE). In particular, the AN vector
is modeled as a circularly symmetric complex Gaussian vector with mean zero and
Therefore, the received signal at the k-th ER is given by
where h e k vec ([h a,e k , h b,e k ]) with the channel coefficient vectors from the FD-BST and the FD-UE to the k-th ER denoted by h a,e k ∈ C
Na×1
and h b,e k ∈ C
, respectively. The term Here, the AN vector v is modeled as a circularly symmetric Gaussian vector with zero mean and covariance matrix V . The AN covariance matrix V is given by
where the matrices V a,b and V b,a are defined as
The achievable sum data rate of the k-th ER is given by
In addition, the following two achievable data rates of the k-th ER are given by
where
. The ranks of beamforming matrices W a,b and W b,a are upper-bounded as
The amount of harvested energy at the k-th ER is given by
where 0 ≤ η ≤ 1 is the efficiency of the energy harvester.
In addition, the received signals at the FD-BST and the FD-UE are, respectively, given by
where z a ∼ CN (0, σ With the rank constraints in (8) , the information transmission rate of the FD-UE and the FD-BST are, respectively, given by
Note that the signals received by the FD-BST and FD-UE contain the confidential information and the auxiliary information [26] .
Based on Lemma 1 in [26] , the confidential information leaked to the ERs is zero if the following inequalities are satisfied
where C and FD-UE. Based on the Corollary 1 in [26] , the secrecy rate of the FD-SWIPT system is obtained as
Remark 1: From (17), we observe that the secrecy rate is related to the information transmis-
as well as the information leakage rates
Moreover, the achievable rates at all nodes and the harvested energy at the ERs are controlled by the selection of the information and AN beamforming vectors. With the appropriate design of the beamforming and the AN vectors, the secrecy rate can be maximized when the summation of the information transmission rate is maximized with confined information leakage to the ERs. In this work, we investigate the sum information transmission rate (SITR) maximization subjected to the information leakage constraints and energy harvesting constraints.
B. Problem Formulation
Our objective is to maximize the summation of information transmission rate of the FD-SWIPT system subjected to the information-leakage constraints, the maximum transmission power constraints and the required harvested energy of each ER. Therefore, the SITR-maximization problem can be formulated as
where P denotes the required amount of harvested energy by the k-th ER. Here, the matrices B a and B b are, respectively, defined as
Since the fairness issue between the FD-BST and FD-UE is important, we also investigate the SITR-maximization problem with a fairness constraint. The FA-SITR-maximization problem is formulated as
where φ a ≥ 0 and φ b ≥ 0 are the fractions of the information transmission rate of the FD-UE and the FD-BST with φ a + φ b = 1. As the ratio φ a /φ b increases (decreases), more emphasize is on the information transmission rate of the FD-UE (FD-BST). By controlling this ratio, we can achieve any required fairness between the two information rates.
III. SITR MAXIMIZATION
A. Feasibility Analysis
The SITR-maximization problem ( (18) is infeasible. Hence, the feasibility of the optimization problem (18) can be checked by solving the following problem
The feasible region of (22) is convex; therefore, we can perform the feasibility check via CVX [34] . If the matrix V is obtained via solving (22), we have (
solution to the SITR-maximization problem (18) . Without loss of generality, we assume the SITR-maximization problem (18) is feasible hereinafter.
B. Optimal Joint Beamforming and AN Vectors to SITR-Maximization Problem
Since the SITR-maximization problem (18) is non-convex due to the rank-one constraints in (18i) and the non-convex objective function, we develop develop a two-stage algorithm based on the semidefinite relaxation (SDR) technique and one-dimensional search in this subsection.
Introducing a parameter β, we recast the optimization problem (18) as
Thus, the objective value of the SITR-maximization problem (18) is obtained as
where OBJ SITR (β) is the objective value of (23). Hence, the procedures to obtain the optimal value of the optimization problem (18) are summarized as: 1) solving the optimization problem (23) given a fixed value for β; then 2) performing golden-section search for the optimal value of β ∈ 0, log 1 + P max a
. Moreover, the system secrecy rate is obtained as
We observe that the optimization problem (23) is still non-convex due to the linear fractional objective function and the rank-one constraints. An intuitive method to deal with the fractional objective function is by leveraging the Dinkelbach transformation and iteratively solving a series of convex-optimization problems [35] , [36] . However, the Dinkelbach transformation generally requires several iterations and a large amount of computation resources. Hence, we are motivated to use the Charnes-Cooper transformation such that the optimal solution is obtained without the iterations introduced by the Dinkelbach transformation [14] , [37] .
Introducing an auxiliary variable γ ≥ 0 and dropping the rank-one constraints in (18i), we obtain the SDR version of the optimization problem (23) as
If an optimal solution to (25) satisfies the rank-one constraints, the optimal solution to (25) is also an optimal solution to (23), which is verified in Appendix A. Since the inequality constraints in the optimization problem (25) are affine, the Slater's condition holds when the optimization problem (25) is feasible [38] . In addition, the optimization problem has an affine objective function; therefore, the duality gap of the optimization problem (25) is zero. The proof of Proposition 1 shows that the optimal objective value of (23) can be obtained via solving the optimization problem (25) and performing the rank-one recovery procedures in (60)-(62). Based on the golden-section search for β, we summarize the procedure for solving the SITR-maximization problem (18) 3: repeat 4:
FD-BST obtains β 1 = β min + 0.382 β max − β min and β 2 = β max − 0.382 β max − β min
5:
FD-BST obtains the objective values OBJ SITR (β 1 ) and OBJ SITR (β 2 ) via solving (25) 6:
7: Complexity Analysis of the SITR Algorithm: We observe that the major complexity of the SITR algorithm lies in the iteration loop between lines 3-11. Hence, we use the complexity of the iteration loop to evaluate the complexity of the SITR algorithm. In each iteration, the optimization problem (25) is solved twice. Moreover, the optimization problem (25) contains three matrix variables, one nonnonnegative variable, 4 + 4K linear constraints and three semidefinite constraints.
To solve the optimization problem (25) with the required accuracy ι, the interior point method
and the number of arithmetic operations is
Here, the operator O (·) is the worst case computation bound [39] . Dropping the lower order terms, we obtain the computation complexity of the SITR algorithm as
where is the required accuracy of the golden-section search in each iteration.
IV. FA-SITR MAXIMIZATION
Since the FA-SITR-maximization problem (21) shares the same feasible region with the SITRmaximization problem (18) when W a,b = W b,a = 0, the FA-SITR-maximization problem (21) is feasible if and only if the SITR-maximization problem (18) is feasible. Therefore, we can perform the feasibility check of the FA-SITR-maximization problem (21) via solving (22) . The following analysis is based on the assumption that the optimization problem (21) is feasible.
Since the FA-SITR-maximization problem (21) is difficult to solve due to the non-convex objective function (21a) and the non-convex proportional fairness constraint in (21c). In order to deal with the non-convex proportional fairness constraint in (21c), we relax the equality of (21c) as
where λ is a parameter that satisfies λ > 0. Note that the lower bounds of the information
If the constraints in (27) and (28) is satisfied.
In order to prove the activeness of the constraints in (27) and (28), we recast the FA-SITRmaximization problem (21) as follows
where λ ∈ 0, max Proof: See Appendix C.
From Proposition 2, we conclude that the proportional fairness constraint in (21c) can be satisfied. As a result, the objective value of the FA-SITR-maximization problem (21) is obtained via one-dimensional search for the optimal λ and finding a feasible solution of (29) given λ. In addition, the system secrecy rate is obtained as λ − max {C
Dropping the rank-one constraints, we obtain the SDR version of the optimization problem Based on Proposition 3, the optimal value of the optimization problem (21) can be obtained via: 1) solving the optimization problem (30); then 2) performing one-dimensional search for the optimal λ * . We summarize the detailed procedure for solving the optimization problem (21) in Algorithm 2. 
5:
FD-BST finds a feasible solution to the optimization problem (30) 6:
if The optimization problem (30) 
19: FD-BST notifies the FD-UE the beamforming vector w
O log ( ) log (ι) 2N a + 2N b N 6 a + N 6 b + (N a + N b ) 6 .(31)
V. SUBOPTIMAL ALGORITHMS AND COMPLEXITY COMPARISON
In this subsection, we propose two suboptimal solutions to each of the formulated problems:
SITR-maximization and FA-SITR-maximization problems. In addition, we analyze the computation complexity of the proposed two suboptimal algorithms, and show that they enjoy lower complexity compared with the optimal algorithms in SITR Algorithm and FA-SITR Algorithm.
Our proposed two suboptimal algorithms are based on the setting that the covariance matrix are, respectively, the first two columns and the last N a + N b − 2 columns of the matrix Y . Hence, the AN vectors can be obtained as
and v n 2 = 1.
A. LSI Nulling Algorithm
To remove the LSI from the transmission of the FD-BST and the FD-UE, the information beamforming vectors of the FD-BST and the FD-UE are selected as h 
and X a,b ∈ C Na×(Na−1)
Hence, the information beamforming vector of the FD-BST is obtained as
where w a,b ∈ C (Na−1)×1
and w a,b 2 = 1. Similarly, we obtain the information beamforming vector of the FD-UE as
and w b,a 2 = 1. Here, the matrix X b,a is obtained via the singular
and X H b,a X b,a = I. Applying the AN vectors (32) and the LSI null information beamforming vectors (33) and (34), the SITR-maximization problem (18) reduces to
Tr Ha,e k W a,b
Tr Ha,e k W a,b + Tr
where 
. Dropping the lower order terms, we obtain the computation complexity of the LSI nulling (LSIN) algorithm as
Similarly, applying the AN vectors (32) and the LSI nulling information beamforming vectors (33) and (34) to the FA-SITR maximization problem (21), we obtain the computation complexity of the fairness-aware LSIN (FA-LSIN) algorithm as
B. LSI Nulling With Maximal Ratio Transmission Algorithm
In order to reduce the computation complexity the LSI nulling algorithm, we assume that the information beamforming vectors are aligned to the channel coefficient vectors h a,b and h b,a , i.e., maximal ratio transmission (MRT). In this case, the information beamforming vectors of the FD-BST and the FD-UE are, respectively, obtained as
where p a,b and p b,a are, respectively, the transmission power the FD-BST and the FD-UE.
Applying the AN vectors (32) and the information beamforming vectors (38) and (39), the SITR-maximization problem (18) reduces to
We observe that the optimization problem (40) 
Similarly, the computation complexity of the fairness-aware LSIN-MRT (FA-LSIN-MRT) algorithm for the FA-SITR maximization problem is obtained as
Comparing the computation complexities of the proposed SITR algorithm in (26) and the two suboptimal algorithms (LSIN algorithm in (36) and LSIN-MRT algorithm in (41)), we observe
Complexity of SITR Algorithm
Complexity of LSIN Algorithm
Complexity of LSIN-MRT Algorithm 
VI. NUMERICAL RESULTS
In this section, we present numerical results to demonstrate the effectiveness of the proposed SITR and FA-SITR algorithms. Unless otherwise specified, the simulation parameters are set according to Table I .
First, we illustrate that the optimal values of the information leakage rate of the FD-BST and the FD-UE, and the total information leakage rate can be obtained via a two-dimensional search. This is due to the fact that the system secrecy rate is defined as the difference of the sum information transmission rate and the term max {C
As shown in Fig. 1 and Fig. 2 , the first search dimension is the value of the total information leakage C LEAK , and the second search dimension is the ratio From Fig. 1 , we observe that the system secrecy rate is jointly concave in C observation can be made from Fig. 2 that the fairness-aware optimal system secrecy rate can be obtained via the proposed FA-SITR algorithm and a two-dimensional search method. Figure 3 shows the variation of the system secrecy rate with the required harvested energy of the ERs. We observe that the proposed SITR algorithm outperforms the two proposed suboptimal algorithms in the system secrecy rate. The SITR algorithm can improve the system secrecy rate over the LSIN algorithm by at most 1.78 nats/sec/Hz, and over the LSIN-MRT algorithm by at most 1.87 nats/sec/Hz. In addition, we observe that the system secrecy rate decreases with the required harvested energy. This is due to the fact that as more energy is consumed on the energy transmission at the FD-BST and the FD-UE, less energy is available for information transmission. When the fairness constraint in (21c) is considered, the proposed FA-SITR algorithm outperforms the two proposed suboptimal algorithms (LSIN algorithm and LSIN-MRT algorithm) as shown in Fig. 4 . However, we also observe that the performance improvement Numerical results also showed that the optimal system secrecy rate (i.e., secrecy capacity) can be obtained by introducing another two-dimensional search for the SITR and the FA-SITR algorithms. Finally, we proposed two suboptimal algorithms and showed numerically that one of them achieves a near-optimal secrecy rate to the SITR-maximization problem with an increasing maximum transmission power of the FD-BST. APPENDIX A PROOF OF EQUIVALENCE BETWEEN (23) AND (25) Assuming that (W a,b , W b,a , V ) is a solution to the optimization problem (23), we can construct a solution to the optimization problem (25) as follows
Substituting (44)- (47) into the optimization problem (25), we can verify that the constraints in 
the Lagrangian of the optimization problem (25) is given by
To guarantee the existence of the dual function, the Lagrangian (48) needs to be bounded below. Therefore, we have C * 0, D * 0, E * 0 and ε * ≥ 0 given the optimal value of
Hence, the dual problem of (25) is given by
Moreover, the Karush-Khun-Tucker (KKT) conditions related to the matrices W a,b , W b,a and V are, respectively, given by
Let
To analyze the structure of the optimal matrix W * a,b , we consider two cases for the matrix Ω * .
• Case 1: Assuming that the matrix Ω * is full rank, that is, Rank (Ω * ) = N a . Based on the KKT condition in (54) and (55) and the fact that 1 +
On the other hand, the optimal W * a,b cannot be the zero matrix since the minimum secure rate requirement C req b is positive. We conclude that Rank W * a,b = 1.
• Case 2: Assuming that the matrix Ω * is rank deficient, that is, Rank (Ω * ) = r a < N a . Let
denote the orthogonal basis matrix for the null space of the matrix Ω * . Therefore, we have
where π k is the k-th column of the matrix Π. Since H a,b 0 and 1 + 
With (58), the FD-BST is able to transmit information to the FD-UE. 
If the matrix ν
Substituting (66)- (68) is also a solution to the optimization problem (29) that satisfy the proportional rate constraints.
