Data centers have become center of big data processing. Most programs running in a data center processes big data. e storage requirements of such programs cannot be ful lled by a single node in the data center, and hence a distributed le system is used where the the storage resource are pooled together from more than one node and presents a uni ed view of it to outside world. Optimum performance of these distributed le-systems given a workload is of paramount important as disk being the slowest component in the framework. Owning to this fact, many big data processing frameworks implement their own le-system to get the optimal performance by ne tuning it for their speci c workloads. However, ne-tuning a le system for a particular workload results in poor performance for workloads that do not match the pro le of desired workload. Hence, these le systems cannot be used for general purpose usage, where the workload characteristics shows high variation.
INTRODUCTION
Due to data explosion in recent years, many computer programs o en involves processing large amount of data. For example Facebook processes about 500 PB of data daily [1] . e storage capacity of a single machine is generally not enough to stored the complete data. Machines in a data centre pool their storage resources together to provide support for storing data in the range of Petabytes. Also using a single node to store large data sets creates other issues in terms of availability and reliability of data. e single machine is a single point of failure and two processes, running in parallel, working on isolated part of data cannot do it in a parallel way a ecting the performance. * Work done by author as a Master student at IISc. One way to achieve this possible is to use a parallel le system. Figure 1 shows a general architecture of a parallel le-system. Machines can contributed storage resources in a pool which is then used to create a virtual disk volume. e le being stored on the le-system is stripped and stored part-wise on di erent machines. is allows for write, and later read, operations to happen in parallel; boosting the performance signi cantly. Most of the parallel le system can do auto load balancing of the data on the servers (nodes which are used in the parallel le system), which makes sure that no single node will become a bo leneck. Using replication (where there are a number of copies of a le stored on di erent servers), we can achieve high availability of the data. Hadoop Distributed File System (HDFS), LustreFS, GlusterFS [2- 4, 9] are some of the common parallel le system. All of them have the same purpose but di er signi cantly in their architecture. Some of them are used for general purpose storage (Lustre Gluster), whereas some are optimized for very speci c kind of workloads (HDFS).
Motivation
Using a parallel le system e ectively requires an understanding of the architecture and the working of the le system plus a knowledge about the expected workload for the le system. A major problem with any given parallel le system is that they come up with many con gurable options which requires an in depth knowledge about the design and the working of the le system and their relationship with the performance. Together with the hardware con guration, they overwhelm the user with the number of ways one can con gure the cluster, consequently, an user generally ends up using the lesystem with the default options and this may result in an under-utilization of the resources in the cluster and a below average performance. A er experiencing low performance, user tries to upgrade the system without really knowing the cause of the performance bo leneck, and many times ends up making a wrong decision, like buying more costly hard drives for the nodes when the real cause of the performance bo leneck is the network.
rough our model we have identi ed some of the key con guration parameters in the Gluster File system, hardware con guration and the workload con guration (features) that signi cantly a ect the performance of the parallel le system and, a er analysing their relationship with each other, we were able to rank the features according to their importance in deciding the performance. We were also able to build a prediction model which can be used to determine the performance of the le system given a particular scenario, i.e. when we know the hardware and le system con guration.
Contribution
Given the importance of each of the features in a cluster, we can weigh the positive and negative points of a given design for such a cluster system and choose a design that satisfy our requirements.
e result obtained from the analysis can be used to analyse some of the design options available and select the best possible among them, given some initial requirements. Based on the requirement, such as, the cluster should be dense and low power; i.e. it should take less space on a rack and use less power than a traditional cluster system; the network connectivity option was limited to Gigabit (In niBand connectors take a lot of space, thus violating the condition of the dense systems). To make the system use less power, we have to choose a suitable CPU for the system, which uses less power than the conventional CPU, and is not a bo leneck in the system. e list of possible CPUs are shown in the table 1. As seen from the result in table 8, we can see that In niBand is big plus point for the performance of a distributed program and the processing power of the CPU is the actual bo leneck. However if we move to a Gigabit connection and towards a denser server cluster (12 nodes or 24 nodes in a 3U rack space), then the network performance is the limiting factor and CPUs with low processing power are well capable of handling the load. Atom CPU have the lowest power consumption, but their processing power is also very low and even when gigabit is used the CPU will be the bo leneck, so it was not a suitable option.
CPU
A er weighing the processing capability and the power usage of all the CPUs, low power Xeon E3-1265 Servers with Gigabit connectivity has been chosen. Why?
Add Section introductions here.
BACKGROUND
ere are a number of parallel le systems available for use in a cluster. Some of them can be used for general purpose storage whereas some of them are optimized for some speci c type of usage. While selecting the le system for our experiment, along with the general requirements of a le system like consistency and reliability, we also focused on the following:
• Usage scenarios: We checked in which scenarios this le system can be used and whether it is adaptable to the di erent workloads demands of the user or if it is designed for only one type of speci c workload.
• Ease of installation: It should be easy to install, like what information it requires during the installation and whether a normal user will have access to it.
• Ease of management: How easy it is to manage the le system, so that it can be managed without special training • Ease of con guration: A le system will require many tweaks during its life time. So it must be very easy to con gure the le system and also if it can be done online (when the virtual volume is in use) then that is a huge plus point.
• Ease of monitoring: An admin monitoring the usage of the le system should me able to make be er decisions about load balancing and whether the cluster needs a hardware upgrade.
• Features like redundancy, striping etc.:
e parallel le systems are generally installed on commodity hardware, and as the size of cluster grows chances of a node failing also increases. So the le system must support feature like replication, which make sure that even if some of the nodes fails there is less chance of data corruption. Striping helps in reading a le in parallel which results in a huge performance gain.
• Point of failures and bo lenecks: We looked at the architecture of the le system to gure out how many points of failure the le system has or what can result in a bo leneck for the performance.
We studied the features of some of the most common lesystem being used as of today. e rst was the Lustre File system, which is used in some of the worlds fastest Super computers [3, 4] . Improvement in the disk operation is obtained by separating the metadata from the data. To handle the metadata there is a separate metadata server used, whereas data is stored in separate servers.
is metadata server is used only during resolving a le path and in the permission checks. During the actual data transmission, client directly contacts the data storage server. Using a single metadata server increases the performance but it also becomes a performance bo leneck as all the requests for any le operation has to go through this. is is also a single point of failure, because if the metadata server is down, technically whole le system is down (however this can be tackled by con guring a machine as the backup of the metadata server which kicks in when the main metadata server fails). Installing the Luster le system is not an easy process as it involves applying several patches to the kernel. for distributed computing. Hadoop is generally used to process large amount of data, so HDFS is optimized to read and write large les in a sequential manner. It relaxes some of the POSIX speci cations to improve the performance. e architecture is very similar to that of the Lustre le system. It also separates the metadata from the data and a single machine is con gured as the metadata server, and therefore it su ers from the same problem of performance bo leneck and single point of failure. Lastly we looked into Gluster File system, which is a evolving distributed le system with a design that eliminates the need of a single metadata server. Gluster can be easily installed on a cluster and can be con gured according to the expected workload. Because of these reasons we choose Gluster le system for further analysis.
Gluster File-System
Gluster le system is a distributed le system which is capable of scaling up to petabytes of storage and provide high performance disk access to various type of workloads. It is designed to run on commodity hardware and ensure data integrity by replication of data (user can choose to opt out of it). e Gluster le system di ers from the all of the previous le systems in its architecture design. All of the previous le systems increased the I/O performance by separating out the data from the metadata by creating a dedicated node for handling the metadata.
is achieved the purpose but during high loads, this single metadata server can be reason for a performance bo leneck and is also a single point of failure. But in Gluster le system there is no such single point of failure as the metadata is handled by the under lying le system on top of which the Gluster le system is installed, like ext3, xfs, ext4 etc. e main components of the Gluster architecture is:
• Gluster Server: Gluster server needs to be installed on all the nodes which are going to take part in creation of a parallel le system. • Bricks: Bricks are the location on the Gluster servers which take part in the storage pool, i.e. these are the location that is used to store data.
• Translators: Translators are a stackable set of options for virtual volume, like ick Read, Write Behind etc.
• Clients: Clients are the node that can access the virtual volume and use it for storage purpose. is virtual volume can be mounted using a number of ways, the most popular are, Gluster Native Client, NFS, CIFS, HTTP, FTP etc.
Gluster has an inbuilt mechanism for le replication and striping. It can use Gigabit as well as In niBand for communication or data transfer among the servers or with the clients. It also gives options to pro le a volume through which we can analyse the load on the volume. Newer version of Gluster supports Geo Replication, which replicates the data in one cluster to an another cluster located far away geographically. Because of these features, we chose to do further analysis on the Gluster File system.
EXPERIMENTS
Performance of a parallel le system depends on the underlying hardware, the le system con guration and the type of the work load for which it is used.
Feature Selection
Hardware con gurable features are shown in (1) Striping Factor: Striping Factor for a particular Gluster volume. is determines the number of parts in which a le is divided. (2) Replication Factor: Replication Factor for a particular Gluster volume. is determines the number of copies for a given part of a le. (3) Performance Cache: Size of the read cache. (4) Performance ick Read: is is a Gluster translator that is used to improve the performance of read on small les. On a POSIX interface, OPEN, READ and CLOSE commands are issued to read a le. On a network le system the round trip overhead cost of these calls can be signi cant.
ickread uses the Gluster internal get interface to implement POSIX abstraction of using open/read/close for reading of les there by reducing the number of calls over network from n to 1 where n = no of read calls + 1 (open) + 1 (close). (5) Performance Read Ahead: It is a translator that does the le prefetching upon reading of that le. (6) Performance Write Behind: In general, write operations are slower than read. e write-behind translator improves write performance signi cantly over read by using aggregated background write technique. (7) Performance io-cache: is translator is used to enable the cache. In the client side it can be used to store les that it is accessing frequently. On the server client it can be used to stores the les accessed frequently by the clients. (8) Performance md-cache: It is a translator that caches metadata like stats and certain extended a ributes of les Workload features:
• Workload Size: Size of the total le which is to be read or wri en from the disk (virtual volume in case of Gluster).
• Block Size: How much data to be read and wri en in single read or write operation
Performance Metrics
e performance metrics for the Gluster le system under observation are:
• Maximum write Speed • Maximum Read Speed • Maximum Random Read Speed • Maximum Random Write Speed ese performance metrics were chosen because they captures most of the requirements of the application.
Experiment Setup
We have used various tools to measure the di erent aspects of the le systems and the cluster, whose results were later use to generate the le system model. e tools used were as follow:
• Iozone: Iozone is a open source le system benchmark tool that can be used to produce and measure a variety of le operation. It is capable of measuring various kind of performance metric for a given le system like: Read, write, re-read, re-write, read backwards, read strided, fread, fwrite, random read, pread, mmap etc. It is suitable for bench marking a parallel le system because it supports a distributed mode in which it can spawn multiple threads on di erent machine and each of them can write or read data from a given location on that particular node. Distributed mode requires a con g le which tells the node in which to spawn thread, where Iozone is located on that particular node and the path at which Iozone should be executed. Example of a con g le (say iozone.con g):
node1 /usr/bin/iozone /mnt/glusterfs node2 /usr/bin/iozone /mnt/glusterfs node3 /usr/bin/iozone /mnt/glusterfs node4 /usr/bin/iozone /mnt/glusterfs is con g le can be used to spawn 4 threads on node1, node2, node3 and node4 and execute iozone at a given path (on which the parallel le system or the virtual volume is mounted) Some of the option of the IOzone tools that was used -±m: run the iozone tool in distributed mode --t : No of thread to spawn in distributed mode --r : Block size to be used during the bench-marking (It is not the block size of the le system) --s : Total size of the data to be wri en to the le system. --i : is option is used to select the test from test suite for which the benchmark is supposed to run.
--I : is options enables the O SYNC option, which forces every read and write to come from the disk.
( is feature is still in beta and does not work properly on all the clusters) --l : Lower limit on number of threads to be spawned --u : Upper limit on the number of threads to be spawned Example:
iozone -+m iozone.config -t <no of threads> -r <block size> -s <workload size> -i <test suits> -I It does not ma er on which node this command is issued, till the iozone.con g le contains valid entries. Iozone can be used to nd out the performance of the le system for small and large les by changing the block size. Suppose the total workload size is 100 MB, then if the block size is 2 KB then its like reading or writing 51200 les to the disk. Whereas if the block size is 2048 KB then its like reading or writing to 50 les.
• Iperf: Suppose the total workload size is 100 MB, then if the block size is 2 KB then its like reading or writing 51200 les to the disk. Whereas if the block size is 2048 KB then its like reading or writing to 50 les.
iperf -s then on the client side connect to the server by issuing the command:
iperf -c node1 (assuming there is an entry for node1 in the /etc/hosts le).
• Matlab and IBM SPSS, is used to create the model from the generated data and to calculate the accuracy of the model.
Cluser Setup

Fist
Cluster. e whole of the Fist cluster comprises of total 36 nodes in total, out of which 1 node is the login node and is used to store all the users data. e remaining 35 nodes are used for computing purposes.
e con guration of the 35 nodes are: CPU: 8 core Xeon processor @ 2.66 GHz RAM: 16 GB Connectivity: Gigabit (993 Mb/sec), In niband (5.8 Gb/sec) Disk: 3 TB 7200 RPM (5 nodes), 250 GB 7200 RPM (All of them). Out of these 35 nodes, we recon gured the 5 of them with 3TB hard disk, and used them as Gluster servers for our experiments. Rest of the nodes were chosen to act as the client. is se ing made sure that if a client wants to write or read data to the virtual volume (mounted via NFS or Gluster Native client from the servers), the data has to go outside the machine, and the writing of data to a local disk (which probably will increase the speed) is avoided.
Atom
Cluster. In the atom cluster there are 4 nodes. e con guration of each of the atom nodes are as follow: CPU: Atom, 4 Core processor @ 2 GHz RAM: 8 GB Connectivity: Gigabit (993 Mb/sec) Disk: 1 TB, 7200 RPM Clients are connected to the cluster from outside via a Gigabit connection.
Data Generation
e data generation for the analysis was a challenge since some se ings for some of the features vastly degrades the performance of the le system. For example, when the block size is set at 2 KB, the speed for writing 100 MB of le (to disk and not in the cache, by turning on the O SYNC) was 1.5 MB/sec. e largest size of the workload in our experiment is 20GB. So the time taken to write 20GB to the disk will be around 30000 seconds, i.e 8.3 Hours. In the worst case when number of clients is 5 and replication is also 5, the total data wri en to the disk will be 500 GB (20*5*5). e time taken to write 500 GB of data will be around 8.6 days, and including time taken for reading, random reading and random writing the data, the total time will be , 8.6 + 3.34+3.34+8.6 = 23.88 days.
e read and write speed achieved above is maximum, when cache size is equal to or more than 256 KB, as shown in Figure 4 . If we try to model all of them together (using the normal values for the Gluster con guration), Gluster con guration is neglected as they have negligible e ect on the performance when compared to Hardware and Workload con guration. But they become important once the hardware and type of workload is xed, Gluster con guration is used to con gure the File system in the best way possible. For this reason we decided to create two models, one for the hardware and the workload con guration and another for the Gluster con guration.
For the rst model the parameters varied are listed in Table 3 . e size of the workload was dependent on the system RAM, which is 16 GB. If we try to write a le whose size is smaller than the 16 GB then the le can be stored in the RAM and we will get a high value for read and speed. To avoid this workload size of 20 GB was chosen. But cache plays an important role when we try to read or write small les. We capture that behavior of the le system by making the workload size less than the RAM. For the second model, the workload size was xed at 100 MB and Table 4 contains the list of the parameters and the values that they take during benchmark process. Disk was unmounted and mounted before each test to avoid the caching e ect. • Prediction: Predicting the value of Y (the performance metric), given the cluster environment and the Gluster con guration (X).
Parameter Variation
• Description: It can also be used to study the relationship between the X and Y, and in our case we can study the impact of the various con gurations on the performance, for example, which of them a ects the performance the most and which has the least e ect on the performance
Assumptions
Before applying multiple linear regression, the condition of linearity must be satis ed i.e. there should be a linear relationship among the Dependent variable and the Independent variables to get a good t. e relationship among the con guration features and the performance features can be seen in Figure 3 .
Multiple Linear Regression
To study the relationship between more than one independent variable (features) and one dependent variable (performance) multiple regression technique is used. e output of the analysis will be coe cients for the independent variables, which is used to write equation like: 
. . . n β can be calculated by the formula:
Evaluating the Model
e accuracy of the model can be checked by using:
It represents the proportion of the variance in dependent variable that can be explained by the independent variables. So, for a good model we want this value to be as high as possible. R 2 can be calculated in following way:
where, 
Value of R 2 varies from [0,1].
4.3.2 Adjusted R 2 . R2 is generally positive biased estimate of the proportion of the variance in the dependent variable accounted for by the independent variable, as it is based on the data itself. Adjusted R2 corrects this by giving a lower value than the R2 , which is to be expected in common data.
where,
• n : Total no. of samples • k : Total no. of features or independent variables.
Predictor Importance
Predictors are ranked according to the sensitivity measure which is de ned as follow:
where, V (Y ) is the unconditional output variance. Numerator is the expectation E over X −i , which is over all features, expect X i , then V implies a further variance operation on it. S is the measure sensitivity of the feature i. S is the proper measure to rank the predictors in order of importance [8] . Predictor importance is then calculated as normalized sensitivity:
where, V I is the predictor importance. We can calculate the predictor importance from the data itself.
Cross Validation test
e R 2 test is the measure of goodness of t on whole of the training data. Cross validation test is used to check the accuracy of the model when it is applied to some unseen data. For this the data set is divided into two sets called training set and the validation set.
e size of these set can be decided as per the requirement. We set the size of the training set size equal to 75% of the data set and the validation set was 25%. e distribution of data samples to these set was completely random.
RESULTS
Two separate analyses are done, one for the hardware and the workload con guration and another for the Gluster con guration. In the rst model, the assumption of linearity holds and hence the multiple linear regression model gives an accuracy of 75% -80%. However, due to the huge impact of the cache and block size in the Gluster con guration, the assumption of linearity is no longer valid. So we used predictor importance analysis to rank the features according to their importance.
Model for Hardware Con guration
5.1.1 Maximum Write Speed. e output of the Multiple Linear regression analysis, i.e the coe cients corresponding to each of the con gurable feature is shown in the Table 5 From the coe cient table we can see that the Random write performance is most effected by the Network, followed by Replication, No of clients , No of servers and Striping. e signs tell us the relationship, for example, on increasing the Network bandwidth the write performance increases, and increasing the replication factor decreases the write speed.
Maximum Read
Speed. e output of the Multiple Linear regression analysis, i.e the coe cients corresponding to each of the con gurable feature is shown in the Table . From the coe cient table we can see that the Read performance is most e ected by the Network followed by Replication, No of clients and No of servers. Replication is having an negative e ect on the read performance instead of no e ect or some positive e ect because of the replication policy of the Gluster. If we have speci ed a replication factor of say n, then when a client tries to read a le, it has to go to every server to ensure that the replicas of that le is consistent everywhere and if it is not consistent, read the newest version and start the replication process. Because of this overhead the read performance of the le system drops with an increase in the replication factor.
Maximum Random Read
Speed. e output of the Multiple Linear regression analysis, i.e the coe cients corresponding to each of the con gurable feature is shown in the Table . From the coe cient table we can see that the Random read performance is mostly e ected by the Network, then by Replication followed by Base le system, No of clients and No of servers.
Maximum Random Write
Speed. e output of the Multiple Linear regression analysis, i.e the coe cients corresponding to each of the con gurable feature is shown in the Table . From the coe cient table we can see that the Random write performance is most e ected by the Network, followed by Replication, No of clients , No of servers and Striping.
Model for the Gluster Con guration parameters
Data samples were generated for 100 MB of le. Since the size of the le is much smaller than the RAM available (8 GB), then during the benchmarks, cache e ect will be present. To avoid this, we enabled the O SYNC option in the Iozone benchmark test which will ensure that every read and write operation is done directly to and from the disk. But we also want to see the e ect of cache when we turn on some translators that are cache dependent. So we ran every benchmark test twice, one time with the O SYNC option ON and another time with the O SYNC option OFF.
With O SYNC option ON.
When the O SYNC option is ON, i.e. every read or write operation goes to the disk, then the dominating feature is the block size, which is to be expected, as increasing cache size and turning on translators will not help as we are forcing every operation to come from the disk. We are doing it for a 100 MB le, but same kind of behaviour can be seen when dealing with large les (size greater than the RAM size).
With O SYNC option OFF.
With the O SYNC option o , the cache e ect can be seen in the Read performance of the system, where as the Block size is still the dominant feature e size of the workload is 100 MB only, and still the block size is the dominating factor but the e ect of cache can be seen in the performance of read speed and random read speed as Gluster have some translator (read ahead and quick read) that uses cache to optimize the performance of read of the les, specially for the small les. e performance of write and random write follows the same pa ern as early. We can see that the speed of the read operation remain the same with change in the block size as compared to early when the O SYNC option was ON and everything has to come from disk. To verify the result we compared the performance of an Ocean Modeling code in di erent scenarios. Ocean code is used in the modelling of the ocean behaviour given some initial observation. It uses ROMS modelling tool to do the calculation and MPI to run on a cluster by spawning 48 threads. NTIMES factor controls the number of iterations inside the code and is the major factor in deciding the run time of the code e optimal value of NTIMES is 68400 (changes depending upon the requirement). During its execution it processes more than 500 GB of data. We tested its performance in situations as listed in the table 8 From the table 8 we can see that the network indeed is the most dominating factor in deciding the performance of the code. On gigabit network, the performance of more number of servers falls behind the performance of less number of servers on in niband and as we increase the number of servers on in niband the time taken to complete the code decreases. We can see from the time taken to run the code that if Gigabit network is used, the performance of the Atom CPU is very close to that of Xeon because the network was the bo leneck here. is fact was helpful in deciding which low power servers to be bought for CASL lab. 
Con guration
CONCLUSION AND FUTURE WORK
For a rst order model, Multiple Linear Regression is good enough, as the performance is mainly decided by only one or two features (network in case of the Gluster le system). For a much more detailed model which can explain the interaction between the various of the features, a much more sophisticated tool is required. e cache of the system also plays an very importance role in deciding the performance but requires support of the le system (gluster le system optimizes the read speed using the cache of the system).
• Uni ed Model: Because of the huge di erence between the impact of the hardware con guration features and the Gluster con guration features, a separate model was required. A uni ed model can be developed by adding some bias to the Gluster con guration features which will increase its importance and the we can incorporate all of the con guration features in one model. • Automate the whole process: Build a tool which can do necessary things like generate the data and then do appropriate analysis on it automatically and give us the desired result.
RELATED WORK
e machine learning algorithm used in [6] , Kernel Canonical Correlation Analysis (KCCA) is used to predict the performance of the le system. Apart from the features of the hardware and le system, they also include some features from the application itself, since KCCA can tell us the relationship between the features of the application and the features of the le system and the hardware cluster. From some initial benchmark test we observer that only one or two of the con guration features determine the performance of the parallel lesystem, so there is no point in going for a very detailed model using complex methods. For the sake of completeness we are using more features ( and not only those one which have a major impact on the performance). A more detailed model is required to analyse the interaction between these features. [7] ne tunes the performance of MapReduce in a speci c scenario.
