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A Sharp Condition for Exact Support Recovery
With Orthogonal Matching Pursuit
Jinming Wen, Zhengchun Zhou, Jian Wang, Xiaohu Tang, and Qun Mo
Abstract—Support recovery of sparse signals from noisy mea-
surements with orthogonal matching pursuit (OMP) has been
extensively studied. In this paper, we show that for any K-
sparse signal x, if a sensing matrix A satisfies the restricted
isometry property (RIP) with restricted isometry constant (RIC)
δK+1 < 1/
√
K + 1, then under some constraints on the minimum
magnitude of nonzero elements of x, OMP exactly recovers
the support of x from its measurements y = Ax + v in K
iterations, where v is a noise vector that is ℓ2 or ℓ∞ bounded.
This sufficient condition is sharp in terms of δK+1 since for any
given positive integer K and any 1/
√
K + 1 ≤ δ < 1, there
always exists a matrix A satisfying the RIP with δK+1 = δ for
which OMP fails to recover a K-sparse signal x in K iterations.
Also, our constraints on the minimum magnitude of nonzero
elements of x are weaker than existing ones. Moreover, we
propose worst-case necessary conditions for the exact support
recovery of x, characterized by the minimum magnitude of the
nonzero elements of x.
Index Terms—Compressed sensing (CS), restricted isometry
property (RIP), restricted isometry constant (RIC), orthogonal
matching pursuit (OMP), support recovery.
I. INTRODUCTION
IN compressed sensing (CS), we frequently encounter thefollowing linear model [1]–[4]:
y = Ax+ v, (1)
where x ∈ Rn is an unknown K-sparse signal, (i.e.,
|supp(x)| ≤ K , where supp(x) = {i : xi 6= 0} is the support
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Algorithm 1 The OMP Algorithm [12]
Input: y, A, and stopping rule.
Initialize: k = 0, r0 = y, S0 = ∅.
until the stopping rule is met
1: k = k + 1,
2: sk = argmax
1≤i≤n
|〈rk−1,Ai〉|,
3: Sk = Sk−1
⋃{sk},
4: xˆSk = argmin
x∈R|Sk|
‖y −ASkx‖2,
5: rk = y −ASk xˆSk .
Output: xˆ = argmin
x:supp(x)=Sk
‖y −Ax‖2.
of x and |supp(x)| is the cardinality of supp(x).), A ∈ Rm×n
(m ≪ n) is a known sensing matrix, y ∈ Rm contains the
noisy observations (measurements), and v ∈ Rm is a noise
vector. There are several common types of noises, such as the
ℓ2 bounded noise (i.e., ‖v‖2 ≤ ǫ for some constant ǫ [5]–[7]),
the ℓ∞ bounded noise (i.e., ‖Av‖∞ ≤ ǫ for some constant
ǫ [8]), and the Gaussian noise (i.e., vi ∼ N (0, σ2) [9]). In
this paper, we consider only the first two types of noises, as
the analysis for these two types can be easily extended to the
last one by following some techniques in [8].
One of the central goals of CS is to recover the sparse signal
x on the basis of the sensing matrix A and the observations
y. It has been demonstrated that under appropriate conditions
on A, the original signal x can be reliably recovered via
properly designed algorithms [10] [11]. Orthogonal matching
pursuit (OMP) [12] [13] is a widely-used greedy algorithm for
performing the recovery task. For any set S ⊂ {1, 2, · · · , n},
let AS denote the submatrix of A that contains only the
columns indexed by S. Similarly, let xS denote the subvector
of x that contains only the entries indexed by S. Then, the
OMP algorithm is formally described in Algorithm 1.1
A widely used framework for analyzing the recovery perfor-
mance of the CS recovery algorithms is the restricted isometry
property (RIP) [1]. For an m×n matrix A and any integer K ,
the order-K restricted isometry constant (RIC) δK is defined
as the smallest constant such that
(1− δK)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δK)‖x‖22 (2)
for all K-sparse vectors x.
For the noise-free case (i.e., when v = 0), many RIC-based
conditions have been proposed to guarantee the exact recovery
1If the maximum correlation in Step 2 occurs for multiple indices, break
the tie randomly.
2of sparse signals via OMP. It has respectively been shown
in [14] and [15] that δK+1 < 1/(3
√
K) and δK+1 < 1/
√
2K
are sufficient for OMP to recover any K-sparse signal x in K
iterations. Later, the conditions have been improved to δK+1 <
1/(1 +
√
K) [16] [17] and further to δK+1 < (
√
4K + 1 −
1)/(2K) [18]. Recently, it has been shown that if δK+1 <
1/
√
K + 1, OMP is guaranteed to exactly recover K-sparse
signals x in K iterations [19]. On the other hand, it has been
conjectured in [20] that there exists a matrix A satisfying the
RIP with δK+1 ≤ 1/
√
K such that OMP fails to recover a
K-sparse vector x in K iterations. This conjecture has been
confirmed by examples provided in [16] [17]. Furthermore,
it has been reported in [21] [19] that for any given positive
integer K ≥ 2 and any given δ satisfying 1/√K + 1 ≤ δ <
1, there always exist a K-sparse vector x and a matrix A
satisfying the RIP with δK+1 = δ such that the OMP algorithm
fails to recover x in K iterations. In other words, sufficient
conditions for recovering x with K steps of OMP cannot be
weaker than δK+1 < 1/
√
K + 1, which therefore implies that
δK+1 < 1/
√
K + 1 is a sharp condition [19].
For the noisy case (i.e., when v 6= 0), we are often
interested in recovering the support of x, i.e, supp(x). Once
supp(x) is exactly recovered, the underlying signal x can
be easily estimated by ordinary least squares regression [8].
It has been shown in [22] that under some constraint on
the minimum magnitude of nonzero elements of x (i.e.,
mini∈supp(x) |xi|), δK+1 < 1/(
√
K + 3) is sufficient for
OMP to exactly recover supp(x) under both the ℓ2 and ℓ∞
bounded noises. The sufficient condition has been improved
to δK+1 < 1/(
√
K + 1) [23], and the best existing condition
in terms of δK+1 is δK+1 < (
√
4K + 1− 1)/(2K) [18].
In this paper, we investigate sufficient, and worst-case
necessary conditions, based on the RIC and mini∈supp(x) |xi|,
for recovering supp(x) with OMP under both ℓ2 and ℓ∞
bounded noises. Here, the worst-case necessity means that if
it is violated, then there is (at least) one instance of {A,x,v}
such that OMP fails to recover supp(x) from the noisy
measurements y = Ax+v [24]. Specifically, our contributions
can be summarized as follows.
i) We show that ifA and v in (1) respectively satisfy the RIP
with δK+1 < 1/
√
K + 1 and ‖v‖2 ≤ ǫ, then OMP with
the stopping rule ‖rk‖2 ≤ ǫ exactly recovers supp(x) in
K iterations, provided that
min
i∈supp(x)
|xi| > 2ǫ
1−√K + 1δK+1
.
We also show that our constraint on mini∈supp(x) is
weaker than existing ones.2 (Theorem 1).
ii) We show that if A and v in (1) respectively satisfy the
RIP with δK+1 < 1/
√
K + 1 and ‖ATv‖∞ ≤ ǫ, then
OMP with the stopping rule
‖ATrk‖∞ ≤
(
1 +
√
(1 + δ2)K
1− δK+1
)
ǫ
2These results were presented at the 2016 IEEE International Symposium
on Information Theory (ISIT) conference [25].
exactly recovers supp(x) in K iterations, provided that
min
i∈supp(x)
|xi|> 2
1−√K+1δK+1
(
1+
√
(1+δ2)K
1− δK+1
)
ǫ.
We also compare our constraint on mini∈supp(x) |xi| with
existing results (Theorem 2).
iii) We show that for any given positive integer K , 0 < δ <
1/
√
K + 1, and ǫ > 0, there always exist a sensing matrix
A ∈ Rm×n satisfying the RIP with δK+1 = δ, aK-sparse
vector x ∈ Rn with
min
i∈supp(x)
|xi| <
√
1− δǫ
1−√K + 1δ ,
and a noise vector v ∈ Rm with ‖v‖2 ≤ ǫ, such that
OMP fails to recover supp(x) from y = Ax + v in K
iterations (Theorem 3).
iv) We show that for any given positive integer K , 0 < δ <
1/
√
K + 1 and ǫ > 0, there always exist a sensing matrix
A ∈ Rm×n satisfying the RIP with δK+1 = δ, aK-sparse
vector x ∈ Rn with
min
i∈supp(x)
|xi| < 2ǫ
1−√K + 1δ ,
and a noise vector v ∈ Rm with ‖ATv‖∞ ≤ ǫ, such that
OMP fails to recover supp(x) from y = Ax + v in K
iterations (Theorem 4).
Since OMP may fail to recover aK-sparse signal with OMP
in K iterations when A satisfies the RIP with δ ≥ 1/√K + 1
and v = 0 [21] [19], sufficient conditions for recovering
supp(x) with OMP in K iterations in the noisy case cannot
be weaker than δ < 1/
√
K + 1 (note that v = 0 is the ideal
case). Hence, our sufficient conditions summarized in i)–ii) are
sharp in terms of the RIC. Moreover, iii) and iv) indicate that
for all K-sparse vectors x and sensing matrices A satisfying
the RIP with δK+1 < 1/
√
K + 1, the worst-case necessary
constraint on mini∈supp(x) |xi| guaranteeing the exact recovery
of supp(x) from (1) with K iterations of OMP are
min
i∈supp(x)
|xi| ≥
√
1− δK+1ǫ
1−√K + 1δK+1
,
and
min
i∈supp(x)
|xi| ≥ 2ǫ
1−√K + 1δK+1
,
under the ℓ2 and ℓ∞ bounded noise, respectively.
The rest of the paper is organized as follows. In Section II,
we introduce some notations that will be used throughout this
paper. We also propose a lemma which plays a central role
in proving our new sufficient conditions. In Section III, we
present sufficient, and worst-case necessary conditions for the
exact support recovery of sparse signals with OMP under both
the ℓ2 and ℓ∞ bounded noises. Finally, we conclude our paper
in Section IV.
II. PRELIMINARIES
A. Notation
We first define some notations that will be used throughout
this paper. Let R be the real field. Boldface lowercase letters
3denote column vectors, and boldface uppercase letters denote
matrices. For a vector x, xi:j denotes the subvector of x
formed by entries i, i+1, · · · , j. Let ek denote the k-th column
of the identity matrix I and 0 denote a zero matrix or a
zero column vector. Denote Ω = supp(x) and |Ω| be the
cardinality of Ω, then for any K-sparse signal x, |Ω| ≤ K .
For any set S, denote Ω \ S = {i|i ∈ Ω, i /∈ S}. Let Ωc
and Sc denote the complement of Ω and S, respectively, i.e.,
Ωc = {1, 2, . . . , n} \ Ω, and Sc = {1, 2, . . . , n} \ S. Let AS
denote the submatrix of A that contains only the columns
indexed by S. Similarly, let xS denote the subvector of x
that contains only the entries indexed by S. For any matrix
AS of full column-rank, let P S = AS(A
T
SAS)
−1ATS and
P⊥S = I − P S denote the projector and orthogonal comple-
ment projector onto the column space of AS , respectively,
where ATS stands for the transpose of AS .
B. A useful lemma
We present the following lemma, which is one of the central
results of this paper and will play a key role in proving our
sufficient conditions for support recovery with OMP.
Lemma 1: Suppose that A in (1) satisfies the RIP of order
K + 1 and S is a proper subset of Ω (i.e., S ⊂ Ω with |S| <
|Ω|). Then,
‖ATΩ\SP⊥SAΩ\SxΩ\S‖∞ − ‖ATΩcP⊥SAΩ\SxΩ\S‖∞
≥ (1−
√|Ω| − |S|+ 1δ|Ω|+1)‖xΩ\S‖2√|Ω| − |S| . (3)
Proof. See Appendix A. 
Note that in the noise-free case (i.e., when v = 0),
Lemma 1 can be directly connected to the selection rule of
OMP. Specifically, if we assume that S = Sk ⊂ Ω for some
0 ≤ k < |Ω| (see Algorithm 1 for the definition of Sk), then
P⊥SAΩ\SxΩ\S=P
⊥
Sk
AΩ\SkxΩ\Sk =P
⊥
Sk
Ax=P⊥Sky = r
k
(4)
and (3) can be rewritten as
max
j∈Ω\Sk
|〈Aj , rk〉| −max
j∈Ωc
|〈Aj , rk〉|
≥ (1−
√|Ω| − k + 1δ|Ω|+1)‖xΩ\Sk‖2√|Ω| − k . (5)
Clearly, (5) characterizes a lower bound on the difference
between the maximum value of the OMP decision-metric for
the columns belonging to Ω and that for the columns belonging
to Ωc. Since ‖xΩ\Sk‖2 > 0 for k < |Ω|, (5) implies that OMP
chooses a correct index among Ω in the (k + 1)-th iteration
as long as δ < 1/
√|Ω| − k + 1. Thus, by induction, one
can show that OMP exactly recovers Ω in K iterations under
δ < 1/
√
K + 1, which matches the result in [19].
In the noisy case (i.e., when v 6= 0), by assuming that
S = Sk ⊂ Ω for some 0 ≤ k < |Ω|, we have
P⊥SAΩ\SxΩ\S=P
⊥
Sk
Ax = P⊥Sky − P⊥Skv = rk − P⊥Skv.
(6)
Due to the extra term P⊥Skv in (6), however, we cannot
directly obtain (5) from (3). Nevertheless, by applying (6)
(i.e., the relationship between P⊥SAΩ\SxΩ\S and r
k), one
can implicitly obtain from (3) a lower bound for
max
j∈Ω\Sk
|〈Aj , rk〉| −max
j∈Ωc
|〈Aj , rk〉|
by utilizing ‖xΩ\Sk‖2, δ|Ω|+1 and v. The lower bound, to-
gether with some constraints on mini∈Ω |xi|, allows to build
sufficient conditions for OMP to select an index belonging to
Ω at the (k+1)-th iteration. See more details in Section III-A.
Remark 1: Lemma 1 is motivated by [19, Lemma II.2]. But
these two lemmas have a key distinction. Specifically, while
[19, Lemmas II.2] showed that
‖ATΩAx‖∞ > ‖ATΩcAx‖∞,
Lemma 1 quantitatively characterizes a lower bound on
‖ATΩ\SP⊥SAΩ\SxΩ\S‖∞ − ‖ATΩcP⊥SAΩ\SxΩ\S‖∞,
which is stronger in the following aspects:
i) Lemma 1 is more general and embraces [19, Lemma
II.2] as a special case. To be specific, Lemma 1 holds
for any S which is a proper subset of Ω, while [19,
Lemma II.2] only works for the case where S = ∅. In
fact, the generality of Lemma 1 (i.e., it works for any
S ⊂ Ω) is of vital importance for the noisy case analysis
of OMP. Indeed, due to the noise involved, the recovery
condition for the first iteration of OMP does not apply to
the succeeding iterations.3 Thus, we need to consider the
recovery condition for every individual iteration of OMP,
which, as will be seen later, essentially corresponds to the
cases of S = Sk, k = 0, 1, · · · ,K − 1, in Lemma 1.
ii) In contrast to [19, Lemma II.2] that is applicable to
the noise-free case only, the lower bound in Lemma 1
works for both the noise-free as well as the noisy case
(as indicated above). Specifically, as will be seen in
Appendix B, by applying this quantitative lower bound
with S = Sk, together with the relationship between the
residual and P⊥SkAΩ\SkxΩ\Sk (see (6)), we are able to
get a precise characterization of the difference between
the maximum value of OMP decision metrics for correct
and incorrect columns in the noisy case, from which
the sufficient condition guaranteeing a correct selection
immediately follows.
iii) Compared to [19, Lemma II.2], Lemma 1 gives a sharper
lower bound on the difference between the maximum
value of the OMP decision-metric for the columns be-
longing to Ω and that for the columns belonging to Ωc.
Specifically, [19, Lemma II.2] showed that ‖ATΩAx‖∞−
‖ATΩcAx‖∞ is lower bounded by zero when A satisfies
the RIP with δK+1 < 1/
√
K + 1. Whereas, applying
S = ∅ in (3) yields
‖ATΩAx‖∞−‖ATΩcAx‖∞≥ (1−
√
|Ω|+1δ|Ω|+1)min
i∈Ω
|xi|,
where the right-hand side can be much larger than zero
under the same RIP assumption.
3This is in contrast to the noise-free case where the condition for the first
iteration of OMP immediately applies to the succeeding iterations because the
residual of those iterations can be viewed as the modified measurements of
K-sparse signals with the same sensing matrix A; See, e.g., [17, Lemma 6].
4III. MAIN ANALYSIS
In this section, we will show that if a sensing matrix A
satisfies the RIP with δK+1 < 1/
√
K + 1, then under some
constraints on mini∈Ω |xi|, OMP exactly recovers supp(x) in
K iterations from the noisy measurements y = Ax + v.
We will also present worst-case necessary conditions on
mini∈Ω |xi| for the exact recovery of supp(x).
A. Sufficient condition
We consider both ℓ2 and ℓ∞ bounded noises. The following
theorem gives a sufficient condition for the exact support
recovery with OMP under the ℓ2 bounded noise.
Theorem 1: Suppose that A and v in (1) respectively satisfy
the RIP with
δK+1 <
1√
K + 1
, (7)
and ‖v‖2 ≤ ǫ. Then OMP with the stopping rule ‖rk‖2 ≤ ǫ
exactly recovers the support Ω of any K-sparse signal x from
y = Ax+ v in |Ω| iterations, provided that
min
i∈Ω
|xi| > 2ǫ
1−√K + 1δK+1
. (8)
Proof. See Appendix B. 
If v = 0, then we can set ǫ = 0 which implies that (8) holds.
Thus we have the following result, which coincides with [19,
Theorem III.1].
Corollary 1: If A and v in (1) respectively satisfy the RIP
with (7) and v = 0, then OMP exactly recovers all K-sparse
signals x from y = Ax in K iterations.
Remark 2: In [21] and [19], it has been shown that for any
given integer K ≥ 2 and for any 1/√K + 1 ≤ δ < 1, there
always exist a K-sparse vector x and a sensing matrix A
with δK+1 = δ, such that the OMP algorithm fails to recover
x from (1) (note that this statement also holds for K = 1).
Therefore, the sufficient condition in Theorem 1 for the exact
support recovery with OMP is sharp in terms of δK+1.
It might be interesting to compare our condition with exist-
ing results. In [18], [22], [23], similar recovery conditions have
been proposed for the OMP algorithm under the assumption
that the sensing matrices A have normalized columns (i.e.,
‖Ai‖2 = 1 for i = 1, 2, . . . , n). Comparing with these
conditions, our condition given by Theorem 1 is more general
as it works for sensing matrices whose column ℓ2-norms are
not necessarily equal to 1. More importantly, our result is
less restrictive than those in [18], [22], [23] with respect to
both δK+1 and mini∈Ω |xi|. To illustrate this, we compare our
condition with that in [18], which is the best result to date.
In [18], it was shown that if the sensing matrix A is column
normalized and satisfies the RIP with
δK+1 <
√
4K + 1− 1
2K
and the noise vector v satisfies ‖v‖2 ≤ ǫ, then the OMP
algorithm with the stopping rule ‖rk‖2 ≤ ǫ exactly recovers
the support Ω of any K-sparse signal x from y = Ax+ v in
K iterations, provided that
min
i∈Ω
|xi| > (
√
1 + δK+1 + 1)ǫ
1− δK+1 −
√
1− δK+1
√
KδK+1
.
To show our condition in Theorem 1 is less restrictive, it
suffices to show that√
4K + 1− 1
2K
<
1√
K + 1
(9)
and that
(
√
1 + δK+1 + 1)ǫ
1− δK+1 −
√
1− δK+1
√
KδK+1
>
2ǫ
1−√K + 1δK+1
.(10)
To show (9), we need to show√
(4K + 1)(K + 1) < 2K +
√
K + 1,
which is equivalent to
4K2 + 5K + 1 < 4K2 +K + 1 + 4K
√
K + 1.
Since K ≥ 1, the aforementioned equation holds, so (9) holds.
We next fucus on the proof of (10). Since
√
1 + δK+1+1 >
2, it is clear that (10) holds if
1− δK+1 −
√
1− δK+1
√
KδK+1 < 1−
√
K + 1δK+1.
Equivalently,
1 +
√
1− δK+1
√
K >
√
K + 1. (11)
Obviously, (11) holds if
√
1− δK+1 >
√
K + 1− 1√
K
,
which is equivalent to
δK+1 <
2(
√
K + 1− 1)
K
.
By (7), it suffices to show
1√
K + 1
<
2(
√
K + 1− 1)
K
.
By some simple calculations, one can show that the aforemen-
tioned inequality holds. Thus, (10) holds under (7).
Now we turn to the case where the noise vector v is ℓ∞
bounded.
Theorem 2: Suppose thatA and v in (1) respectively satisfy
the RIP with (7) and ‖ATv‖∞ ≤ ǫ. Then OMP with the
stopping rule
‖AT rk‖∞ ≤
(
1 +
√
1 + δ2
1− δK+1
√
K
)
ǫ (12)
exactly recovers the support Ω of any K-sparse signal x from
y = Ax+ v in |Ω| iterations, provided that4
min
i∈Ω
|xi|> 2
1−√K+1δK+1
(
1+
√
1 + δ2
1− δK+1
√
K
)
ǫ. (13)
Proof. See Appendix C. 
4If the columns of A exhibit a unit ℓ2 norm, then (12) and (13) can be
respectively relaxed to ‖AT rk‖∞ ≤
(
1 +
√
K√
1−δK+1
)
ǫ and min
i∈Ω
|xi| >
2
1−√K+1δK+1
(
1 +
√
K√
1−δK+1
)
ǫ.
5Remark 3: While in [18], [22], [23],
‖ATrk‖∞ ≤ ǫ (14)
was used as the stopping rule of OMP, we would like to
note that (12) in Theorem 2 cannot be replaced by (14).
Otherwise, OMP may choose indices that do not belong to
Ω, no matter how large mini∈Ω |xi| is. To illustrate this, we
give an example, where for simplicity we consider sensing
matrix A with ℓ2-normalized columns.
Example 1: For any 0 < δ < 1 and any a > 1+δ1−δ , let
A =
[√
1− δ2 0
δ 1
]
, x =
[
a
0
]
,v =
[− 2δ√
1−δ2
1
]
, ǫ = 1.
Then, x is an 1-sparse vector supported on Ω = {1} and
min
i∈Ω
|xi| = a.
A has unit ℓ2-norm columns. It is easy to verify that the
singular values of ATA are 1± δ, which, by the definition of
the RIC, implies that δ2 = δ. Moreover, since
ATv =
[−δ
1
]
,
we have ‖ATv‖∞ ≤ ǫ. In the following, we show that if (14)
is used as the stopping rule, then OMP finally returns the index
set {1, 2}, no matter how large a is.
By (1), we have
y =
[
a
√
1− δ2 − 2δ√
1−δ2
aδ + 1
]
.
Thus,
AT1 y = a− δ, AT2 y = aδ + 1.
Since a > 1+δ1−δ , we have A
T
1 y > A
T
2 y. Thus by the selection
rule of OMP (see Algorithm 1), S1 = {1} is identified and
consequently,
xˆS1 = (A
T
1A1)
−1AT1 y = a− δ
and the residual is updated as
r1 = y −A1xˆS1 =
[
δ
√
1− δ2 − 2δ√
1−δ2
1 + δ2
]
.
By some calculations, we obtain
AT r1 =
[
0
1 + δ2
]
,
which implies that ‖ATr1‖∞ = 1+δ2 > ǫ so that the stopping
condition (14) does not satisfy. Hence, the OMP algorithm will
continue to the second iteration and will eventually return the
index set {1, 2}.
Again, by [21] and [19], the sufficient condition given in
Theorem 2 is sharp in terms of δK+1. We mention that similar
constraints on mini∈Ω |xi| have been proposed in [18], [22],
[23]. However, since those results were based on a different
stopping rule (i.e., (14)), we do not give a comparison of our
constraint to those results.
B. Worst-case necessary condition
In the above subsection, we have presented sufficient con-
ditions guaranteeing exact support recovery of sparse signals
with OMP. In this subsection, we investigate worst-case nec-
essary conditions for the exact support recovery. Like the
sufficient conditions, our necessary conditions are given in
terms of the RIC as well as the minimum magnitude of
the nonzero elements of input signals. Note that OMP may
fail to recover a K-sparse signal x from y = Ax + v if
δK+1 ≥ 1/
√
K + 1, even in the noise-free case [21] [19].
Hence, δK+1 < 1/
√
K + 1 naturally becomes a necessity for
the noisy case. Therefore, in deriving the worst-case necessary
condition on mini∈Ω |xi|, we consider only the matrices A
satisfying the RIP with δK+1 < 1/
√
K + 1.
We first restrict our attention to the case of ℓ2 bounded
noises.
Theorem 3: For any given ǫ > 0, positive integer K , and
0 < δ <
1√
K + 1
, (15)
there always exist a matrixA ∈ Rm×n satisfying the RIP with
δK+1 = δ, a K-sparse vector x ∈ Rn with
min
i∈Ω
|xi| <
√
1− δǫ
1−√K + 1δ ,
and a noise vector v ∈ Rm with ‖v‖2 ≤ ǫ, such that OMP
fails to recover Ω from y = Ax+ v in K iterations.
Proof. See Appendix D. 
Remark 4: One can immediately obtain from Theorem 3 that
under the ℓ2 bounded noise, a worst-case necessary condition
(recall that the worst-case necessity means that if it is violated,
then there is (at least) one instance of {A,x,v} such that
OMP fails to recover supp(x) from the noisy measurements
y = Ax+ v [24].) on mini∈Ω |xi| for OMP is:
min
i∈Ω
|xi| ≥
√
1− δK+1ǫ
1−√K + 1δK+1
. (16)
Here, we would like to note that the worst-case necessity does
not mean that forA, x and v, (16) has to be satisfied to ensure
the exact support recovery. In fact, it can be shown that OMP
may be able to recover supp(x) in K iterations when (16)
does not hold. One such example is given as follows.
Example 2: For any given 0 < δ < 1/
√
2 and
0 < a <
√
2(1− δ)
1−√K + 1δ ,
let
A = δI2, x =
[
a
0
]
, v =
[
1
1
]
, ǫ =
√
2.
Then,A satisfies the RIP with δ2 = δ < 1/
√
2. Moreover, x is
1-sparse and does not satisfy (16). However, one can check that
OMP with the stopping condition ‖rk‖2 ≤ ǫ exactly recovers
Ω in just one iteration.
Remark 5: We mention that the worst-case necessary con-
dition for the exact support recovery with OMP has also been
studied in [26], in which the author characterized the worst-
case necessity using the signal-to-noise ratio (SNR). However,
6their result concerned only the sensing matrices A whose
singular values are ones. In comparison, our condition is more
general and works for all sensing matrices A satisfying the
RIP with δK+1 < 1/
√
K + 1.
Next, we proceed to the worst-case necessity analysis for
the case where the noise is ℓ∞ bounded.
Theorem 4: For any given ǫ > 0, positive integer K , and
δ satisfying (15), there always exist a matrix A ∈ Rm×n
satisfying the RIP with δK+1 = δ, a K-sparse vector x ∈ Rn
with
min
i∈Ω
|xi| < 2ǫ
1−√K + 1δ ,
and a noise vector v ∈ Rm with ‖ATv‖∞ ≤ ǫ, such that
OMP fails to recover Ω from y = Ax+ v in K iterations.
Proof. See Appendix E. 
Remark 6: Similar to the case of the ℓ2 bounded noise,
Theorem 4 implies a worst-case necessary condition on
mini∈Ω |xi|, for exactly recovering supp(x) with OMP under
the ℓ∞ bounded noise is:
min
i∈Ω
|xi| ≥ 2ǫ
1−√K + 1δK+1
. (17)
Again, we note that (17) applies to the worst case. For general
cases, however, OMP may be able to exactly recoverΩ without
this requirement. See a toy example as follows.
Example 3: For any given 0 < δ < 1/
√
2 and
0 < a <
2
√
2δ.
1−√K + 1δ ,
let
A = δI2, x =
[
a
0
]
, v =
[
1
1
]
, ǫ =
√
2δ.
Then, A satisfies the RIP with δ2 = δ < 1/
√
2. x is 1-sparse
and does not satisfy (17). Furthermore, one can easily show
that the OMP algorithm can exactly recover Ω in one iteration
when the stopping rule in (12) is used.
Finally, we would like to mention that while our suf-
ficient conditions are sharp in terms of the RIC, there is
still some gap between the sufficient and the worst-case
necessary constraints on mini∈supp(x) |xi|. In particular, for
the ℓ2 bounded noise, the gap between conditions (8) and
(16) is relatively small, demonstrating the tightness of the
sufficient condition (8). For the ℓ∞ bounded noise, however,
the gap between conditions (13) and (17) can be large since
the expression
(
1 +
√
1+δ2
1−δK+1
√
K
)
on the right-hand side
of (13) can be much larger than one for a support cardinality
K that is large enough. Whether it is possible to bridge this
gap is an interesting open question.
IV. CONCLUSION
In this paper, we have studied sufficient conditions for the
exact support recovery of sparse signals from noisy measure-
ments by OMP. For both ℓ2 and ℓ∞ bounded noises, we have
shown that if the RIC of a sensing matrix A satisfies the
RIP with δK+1 < 1/
√
K + 1, then under some conditions on
the minimum magnitude of nonzero elements of the K-sparse
signal x, the support of x can be exactly recovered in K
iterations of OMP. The proposed conditions are sharp in terms
of δK+1 for both types of noises, and the conditions on the
minimum magnitude of nonzero elements of x are weaker than
existing ones. We have also proposed worst-case necessary
conditions for the exact support recovery of x characterized
by the minimum magnitude of the nonzero elements of x,
under both ℓ2 and ℓ∞ bounded noises.
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APPENDIX A
PROOF OF LEMMA 1
Before proving Lemma 1, we introduce the following three
useful lemmas, which were respectively proposed in [1], [27]
and [28].
Lemma 2: If A satisfies the RIP of orders k1 and k2 with
k1 < k2, then δk1 ≤ δk2 .
Lemma 3: Let A ∈ Rm×n satisfy the RIP of order k and
S ⊂ {1, 2, . . . , n} with |S| ≤ k, then for any x ∈ Rm,
‖ATSx‖22 ≤ (1 + δk)‖x‖22.
Lemma 4: Let sets S1, S2 satisfy |S2 \ S1| ≥ 1 and matrix
A satisfy the RIP of order |S1 ∪ S2|, then for any vector
x ∈ R|S2\S1|,
(1−δ|S1∪S2|)‖x‖22 ≤ ‖P⊥S1AS2\S1x‖22 ≤ (1+δ|S1∪S2|)‖x‖22.
Proof of Lemma 1. Obviously, to show (3), it suffices to
show for each j ∈ Ωc,
‖ATΩ\SP⊥SAΩ\SxΩ\S‖∞ − |ATj P⊥SAΩ\SxΩ\S |
≥(1 −
√|Ω| − |S|+ 1δ|Ω|+1)‖xΩ\S‖2√|Ω| − |S| . (18)
Since S is a proper subset of Ω, ‖xΩ\S‖1 6= 0. Hence
‖ATΩ\SP⊥SAΩ\SxΩ\S‖∞
=
∑
ℓ∈Ω\S |xℓ|
‖xΩ\S‖1 ‖A
T
Ω\SP
⊥
SAΩ\SxΩ\S‖∞
(a)
≥ 1√|Ω| − |S|‖xΩ\S‖2 (
∑
ℓ∈Ω\S
|xℓ|)‖ATΩ\SP⊥SAΩ\SxΩ\S‖∞
≥ 1√|Ω| − |S|‖xΩ\S‖2
∑
ℓ∈Ω\S
(
xℓA
T
ℓ P
⊥
SAΩ\SxΩ\S
)
=
1√|Ω| − |S|‖xΩ\S‖2
( ∑
ℓ∈Ω\S
xℓAℓ
)T
P⊥SAΩ\SxΩ\S
=
1√|Ω| − |S|‖xΩ\S‖2
(
AΩ\SxΩ\S
)T
P⊥SAΩ\SxΩ\S
(b)
=
1√|Ω| − |S|‖xΩ\S‖2
(
P⊥SAΩ\SxΩ\S
)T
P⊥SAΩ\SxΩ\S
=
1√|Ω| − |S|‖xΩ\S‖2 ‖P⊥SAΩ\SxΩ\S‖22,
7where (a) follows from |supp(xΩ\S)| = |Ω| − |S| and the
fact that ‖x‖1 ≤
√|supp(x)|‖x‖2 for all x ∈ Rn (For
more details, see, e.g., [29, p.517]. Note that this inequality
itself can be derived from the Cauchy-Schwarz inequality),
and (b) is because P⊥S is an orthogonal projector which has
the idempotent and symmetry properties, i.e.,
(P⊥S )
TP⊥S = P
⊥
SP
⊥
S = P
⊥
S . (19)
Thus,
‖P⊥SAΩ\SxΩ\S‖22
≤
√
|Ω| − |S|‖xΩ\S‖2‖ATΩ\SP⊥SAΩ\SxΩ\S‖∞. (20)
Let
α = −
√|Ω| − |S|+ 1− 1√|Ω| − |S| . (21)
Then, by some simple calculations, we obtain
2α
1− α2 = −
√
|Ω| − |S|, 1 + α
2
1− α2 =
√
|Ω| − |S|+ 1. (22)
To simplify the notation, for given j ∈ Ωc, we define
B =P⊥S
[
AΩ\S Aj
]
, (23)
u =
[
xTΩ\S 0
]T
∈ R|Ω\S|+1,
w =
[
0
T αt‖xΩ\S‖2
]T ∈ R|Ω\S|+1, (24)
where
t =
{
1 if ATj P
⊥
SAΩ\SxΩ\S ≥ 0
−1 if ATj P⊥SAΩ\SxΩ\S < 0
. (25)
Then,
P⊥SAΩ\SxΩ\S = Bu, (26)
and
‖u+w‖22 = (1 + α2)‖xΩ\S‖22, (27)
‖α2u−w‖22 = α2(1 + α2)‖xΩ\S‖22. (28)
Thus
wTBTBu
(a)
=αt‖xΩ\S‖2ATj (P⊥S )TP⊥SAΩ\SxΩ\S
(b)
=αt‖xΩ\S‖2ATj P⊥SAΩ\SxΩ\S
(c)
=α‖xΩ\S‖2|ATj P⊥SAΩ\SxΩ\S |,
where (a) follows from (23), (24) and (26), (b) follows
from (19), and (c) is from (25). Therefore, for j ∈ Ωc, we
have
‖B(u+w)‖22
=‖Bu‖22 + ‖Bw‖22 + 2wTBTBu
=‖Bu‖22 + ‖Bw‖22 + 2α‖xΩ\S‖2|ATj P⊥SAΩ\SxΩ\S |
and
‖B(α2u−w)‖22
=α4‖Bu‖22 + ‖Bw‖22 − 2α3‖xΩ\S‖2|ATj P⊥SAΩ\SxΩ\S |.
By the aforementioned equations, we have
‖B(u+w)‖22 − ‖B(α2u−w)‖22
=(1− α4)‖Bu‖22
+ 2α(1 + α2)‖xΩ\S‖2|ATj P⊥SAΩ\SxΩ\S |
=(1− α4)
(
‖Bu‖22 +
2α
1− α2 ‖xΩ\S‖2|A
T
j P
⊥
SAΩ\SxΩ\S |
)
=(1− α4)
× (‖Bu‖22 −
√
|Ω| − |S|‖xΩ\S‖2|ATj P⊥SAΩ\SxΩ\S |),
(29)
where the last equality follows from the first equality in (22).
It is not hard to check that
‖B(u+w)‖22 − ‖B(α2u−w)‖22
(a)
≥ (1− δ|Ω|+1)‖(u+w)‖22 − (1 + δ|Ω|+1)‖(α2u−w)‖22
(b)
=(1− δ|Ω|+1)(1 + α2)‖xΩ\S‖22
− (1 + δ|Ω|+1)α2(1 + α2)‖xΩ\S‖22
=(1 + α2)‖xΩ\S‖22
(
(1− δ|Ω|+1)− (1 + δ|Ω|+1)α2
)
=(1 + α2)‖xΩ\S‖22
(
(1− α2)− δ|Ω|+1(1 + α2)
)
=(1− α4)‖xΩ\S‖22
(
1− 1 + α
2
1− α2 δ|Ω|+1
)
(c)
=(1− α4)‖xΩ\S‖22
(
1−
√
|Ω| − |S|+ 1δ|Ω|+1
)
, (30)
where (a) follows from Lemma 4 and (23), (b) is from (27)
and (28), and (c) follows from the second equality in (22).
By (26), (29), (30) and the fact that 1− α4 > 0, we have
‖P⊥SAΩ\SxΩ\S‖22−
√
|Ω|−|S|‖xΩ\S‖2|ATj P⊥SAΩ\SxΩ\S |
= ‖Bu‖22 −
√
|Ω| − |S|‖xΩ\S‖2|ATj P⊥SAΩ\SxΩ\S |
≥ ‖xΩ\S‖22
(
1−
√
|Ω| − |S|+ 1δ|Ω|+1
)
.
Combining the aforementioned equation with (20), we obtain√
|Ω| − |S|‖xΩ\S‖2
× (‖ATΩ\SP⊥SAΩ\SxΩ\S‖∞ − |ATj P⊥SAΩ\SxΩ\S |)
≥ ‖xΩ\S‖22
(
1−
√
|Ω| − |S|+ 1δ|Ω|+1
)
.
Therefore, (18) holds, which establishes the lemma. 
APPENDIX B
PROOF OF THEOREM 1
Proof. Our proof consists of two steps. First, we show that
OMP makes correct selection at each iteration. Then, we prove
that it performs exactly |Ω| iterations.
We prove the first step by induction. Suppose that the OMP
algorithm selects correct indices in the first k−1 iterations, i.e.,
Sk−1 ⊆ Ω. Then, we need to show that the OMP algorithm
also selects a correct index at the k-th iteration, i.e., showing
that sk ∈ Ω (see Algorithm 1). Here, we assume 1 ≤ k ≤ |Ω|.
Thus, the proof for the first selection corresponds to the case
of k = 1. Clearly the induction hypothesis Sk−1 ⊆ Ω holds
for this case since S0 = ∅.
8By line 2 of Algorithm 1, to show sk ∈ Ω, it is equivalent
to show that
max
i∈Ω
|〈rk−1,Ai〉| > max
j∈Ωc
|〈rk−1,Aj〉|. (31)
In the following, we simplify (31). Since the minimum eigen-
value of ATSk−1ASk−1 is lower bounded by
1− δ|Sk−1| ≥ 1− δ|Ω| > 0,
ATSk−1ASk−1 is invertible. Thus, by line 4 of Algorithm 1, we
have
xˆSk−1 = (A
T
Sk−1
ASk−1)
−1ATSk−1y. (32)
Then, it follows from line 5 of Algorithm 1 and (32) that
rk−1 = y −ASk−1xˆSk−1
=
(
I −ASk−1(ATSk−1ASk−1)−1ATSk−1
)
y
(a)
= P⊥Sk−1(Ax+ v)
(b)
= P⊥Sk−1(AΩxΩ + v)
(c)
= P⊥Sk−1(ASk−1xSk−1 +AΩ\Sk−1xΩ\Sk−1 + v)
(d)
= P⊥Sk−1AΩ\Sk−1xΩ\Sk−1 + P
⊥
Sk−1
v, (33)
where (a) follows from the definition of P⊥Sk−1 , (b) is due to
the fact that Ω = supp(x), (c) is from the induction assumption
that Sk−1 ⊆ Ω, and (d) follows from
P⊥Sk−1ASk−1 = 0. (34)
Thus, by (33) and (34), for i ∈ Sk−1, we have
〈rk−1,Ai〉 = ATi rk−1 = 0.
Therefore, to show (31), it is equivalent to show
max
i∈Ω\Sk−1
|〈rk−1,Ai〉| > max
j∈Ωc
|〈rk−1,Aj〉|. (35)
In the following, we will use (33) to rewrite (35). By (33)
and the (reverse) triangle inequality, we obtain
max
i∈Ω\Sk−1
|〈rk−1,Ai〉|
= ‖ATΩ\Sk−1
(
P⊥Sk−1AΩ\Sk−1xΩ\Sk−1 + P
⊥
Sk−1
v
)‖∞
≥ ‖ATΩ\Sk−1P⊥Sk−1AΩ\Sk−1xΩ\Sk−1‖∞
− ‖ATΩ\Sk−1P⊥Sk−1v‖∞, (36)
and
max
j∈Ωc
|〈rk−1,Aj〉|
= ‖ATΩc
(
P⊥Sk−1AΩ\Sk−1xΩ\Sk−1 + P
⊥
Sk−1
v
)‖∞
≤ ‖ATΩcP⊥Sk−1AΩ\Sk−1xΩ\Sk−1‖∞ + ‖ATΩcP⊥Sk−1v‖∞.
(37)
Therefore, by (36) and (37), to show (35), it suffices to show
‖ATΩ\Sk−1P⊥Sk−1AΩ\Sk−1xΩ\Sk−1‖∞
− ‖ATΩcP⊥Sk−1AΩ\Sk−1xΩ\Sk−1‖∞
> ‖ATΩ\Sk−1P⊥Sk−1v‖∞ + ‖ATΩcP⊥Sk−1v‖∞. (38)
We next give a lower bound on the left-hand side of (38).
By the induction assumption Sk−1 ⊆ Ω, we have
|supp(xΩ\Sk−1)| = |Ω|+ 1− k. (39)
Thus,
‖xΩ\Sk−1‖2 ≥
√
|Ω|+ 1− k min
i∈Ω\Sk−1
|xi|
≥
√
|Ω|+ 1− kmin
i∈Ω
|xi|. (40)
Since Sk−1 ⊆ Ω and |Sk−1| = k−1, by Lemma 1, we have
‖ATΩ\Sk−1P⊥Sk−1AΩ\Sk−1xΩ\Sk−1‖∞
− ‖ATΩcP⊥Sk−1AΩ\Sk−1xΩ\Sk−1‖∞
≥ (1 −
√|Ω| − k + 2δ|Ω|+1)‖xΩ\Sk−1‖2√|Ω|+ 1− k
(a)
≥ (1−
√
K + 1δ|Ω|+1)‖xΩ\Sk−1‖2√|Ω|+ 1− k
(b)
≥ (1−
√
K + 1δK+1)‖xΩ\Sk−1‖2√|Ω|+ 1− k
(c)
≥ (1 −√K + 1δK+1)min
i∈Ω
|xi|, (41)
where (a) is because k ≥ 1 and x is K-sparse (i.e., |Ω| ≤ K),
(b) follows from Lemma 2, and (c) is from (7) and (40).
We next give an upper bound on the right-hand side of (38).
Obviously, there exist i0 ∈ Ω \ Sk−1 and j0 ∈ Ωc such that
‖ATΩ\Sk−1P⊥Sk−1v‖∞ = |ATi0P⊥Sk−1v|, (42)
‖ATΩcP⊥Sk−1v‖∞ = |ATj0P⊥Sk−1v|. (43)
Hence,
‖ATΩ\Sk−1P⊥Sk−1v‖∞ + ‖ATΩcP⊥Sk−1v‖∞
=|ATi0P⊥Sk−1v|+ |ATj0P⊥Sk−1v|
=‖ATi0∪j0P⊥Sk−1v‖1
(a)
≤
√
2‖ATi0∪j0P⊥Sk−1v‖2
(b)
≤
√
2(1 + δK+1)‖P⊥Sk−1v‖2
(c)
≤
√
2(1 + δK+1)ǫ, (44)
where (a) is due to that ATi0∪j0P
⊥
Sk−1
v is a 2 × 1 vector
and that ‖x‖1 ≤
√|supp(x)|‖x‖2 for all x ∈ Rn (For more
details, see e.g., [29, p.517]. Note that this inequality itself can
be derived from the Cauchy-Schwarz inequality), (b) follows
from Lemma 3 and (c) is because
‖P⊥Sk−1v‖2 ≤ ‖v‖2 ≤ ǫ. (45)
From (41) and (44), (38) (or equivalently (35)) can be
guaranteed by
(1 −√K + 1δK+1)min
i∈Ω
|xi| >
√
2(1 + δK+1)ǫ,
i.e.,
min
i∈Ω
|xi| >
√
2(1 + δK+1)ǫ
1−√K + 1δK+1
.
9Furthermore, by (7), we have
√
1 + δK+1 <
√
2. Thus, if (8)
holds, then the OMP algorithm selects a correct index in each
iteration.
Now, what remains to show is that the OMP algorithm
performs exact |Ω| iterations, which is equivalent to show that
‖rk‖2 > ǫ for 1 ≤ k < |Ω| and ‖r|Ω|‖2 ≤ ǫ.
Since OMP selects a correct index at each iteration un-
der (8), by the (reverse) triangle inequality and (33), for
1 ≤ k < |Ω|, we have
‖rk‖2 = ‖P⊥SkAΩ\SkxΩ\Sk + P⊥Skv‖2
≥ ‖P⊥SkAΩ\SkxΩ\Sk‖2 − ‖P⊥Skv‖2
(a)
≥ ‖P⊥SkAΩ\SkxΩ\Sk‖2 − ǫ
(b)
≥
√
1− δ|Ω|‖xΩ\Sk‖2 − ǫ
(c)
≥
√
1− δK+1
√
|Ω| − kmin
i∈Ω
|xi| − ǫ
≥
√
1− δK+1min
i∈Ω
|xi| − ǫ, (46)
where (a) is from (45), (b) is from Lemma 4, and (c) follows
from Lemma 2 and (40). Therefore, if
min
i∈Ω
|xi| > 2ǫ√
1− δK+1
, (47)
then ‖rk‖2 > ǫ for each 1 ≤ k < Ω.
By some simple calculations, we can show that
2ǫ
1−√K + 1δK+1
≥ 2ǫ√
1− δK+1
. (48)
Indeed, by the fact that 0 < 1− δK+1 < 1, we have
1−√K + 1δK+1 ≤ 1− δK+1 ≤
√
1− δK+1.
Thus, (48) holds.
Therefore, by (47) and (48), if (8) holds, ‖rk‖2 > ǫ for
each 1 ≤ k < Ω, i.e., the OMP algorithm does not terminate
before the |Ω|-th iteration.
Similarly, by (33),
‖r|Ω|‖2 = ‖P⊥S|Ω|AΩ\S|Ω|xΩ\S|Ω| + P⊥S|Ω|v‖2
(a)
= ‖P⊥S|Ω|v‖2
(b)
≤ ǫ, (49)
where (a) is because S|Ω| = |Ω| and (b) follows from (45). So,
by the stopping condition, the OMP algorithm terminates after
the |Ω|-th iteration. Therefore, the OMP algorithm performs
|Ω| iterations. This completes the proof. 
APPENDIX C
PROOF OF THEOREM 2
Proof. Similar to the proof of Theorem 1, we need to prove
that the OMP algorithm selects correct indexes at all iterations
and it performs exactly |Ω| iterations.
We first prove the first part. By the proof of Theorem 1, we
only need to prove that (38) holds. As the noise vector satisfies
a different constraint, we need to give a new upper bound on
the right-hand side of (38). To do this, we first use the method
used in the proof of [8, Theorem 5] to give an upper bound
on ‖PSk−1v‖2 and then use (42) and (43) to given an upper
bound on
‖ATΩ\Sk−1P⊥Sk−1v‖∞ + ‖ATΩcP⊥Sk−1v‖∞.
Let λ denote the largest singular value of (ATSk−1ASk−1)
−1.
Then λ equals to the reciprocal of the smallest singular value
ofATSk−1ASk−1 . SinceA satisfies the RIP of orderK+1 with
δK+1, the smallest singular value of A
T
Sk−1
ASk−1 cannot be
smaller than 1− δK+1. Thus, λ ≤ 1/(1− δK+1). Therefore,
‖P Sk−1v‖22 = vTP TSk−1P Sk−1v = vTP Sk−1v
(a)
= vTASk−1(A
T
Sk−1
ASk−1)
−1ATSk−1v
(b)
≤ λ‖ATSk−1v‖22
≤ 1
1− δK+1 ‖A
T
Sk−1
v‖22
(c)
≤ K − 1
1− δK+1 ‖A
T
Sk−1
v‖2∞
(d)
≤ (K − 1)ǫ
2
1− δK+1 <
Kǫ2
1− δK+1 , (50)
where (a) follows from the definition of P Sk−1 , (b) is
from the assumption that λ is the largest singular value of
(ATSk−1ASk−1)
−1, (c) is because |Sk−1| = k − 1 ≤ K − 1,
and (d) follows from ‖ATv‖∞ ≤ ǫ.
By (42), (43) and the triangular inequality, we have
‖ATΩ\Sk−1P⊥Sk−1v‖∞ + ‖ATΩcP⊥Sk−1v‖∞
=|ATi0P⊥Sk−1v|+ |ATj0P⊥Sk−1v|
=‖ATi0∪j0P⊥Sk−1v‖1
(a)
≤
√
2‖ATi0∪j0P⊥Sk−1v‖2
=
√
2‖ATi0∪j0(I − P Sk−1)v‖2
≤
√
2‖ATi0∪j0v‖2 +
√
2
∥∥ATi0∪j0P Sk−1v‖2
(b)
≤2‖ATi0∪j0v‖∞ +
√
2(1 + δ2)
∥∥P Sk−1v‖2
(c)
≤2ǫ+
√
1 + δ2
1− δK+1
√
2Kǫ, (51)
where (a) is due to the fact thatATi0∪j0P
⊥
Sk−1
v is a 2×1 vector
and the Cauchy-Schwarz inequality, (b) and (c) respectively
follow from Lemma 3 and (50).
Therefore, by (41) and (51), if (13) holds, then (38) holds,5
i.e., OMP selects correct indexes in all iterations if (13) holds.
Our next job is to prove that the OMP algorithm does not
terminate before the |Ω|-th iteration. By the (reverse) triangular
inequality and (33), we have
‖ATrk‖∞
=‖AT (P⊥SkAΩ\SkxΩ\Sk + P⊥Skv)‖∞
≥‖ATΩ\Sk(P⊥SkAΩ\SkxΩ\Sk + P⊥Skv)‖∞
≥‖ATΩ\SkP⊥SkAΩ\SkxΩ\Sk‖∞ − ‖ATΩ\SkP⊥Skv‖∞. (52)
5Note that (38) still holds under the relaxed condition of (13).
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In the following, we give a lower bound on
‖ATΩ\SkP⊥SkAΩ\SkxΩ\Sk‖∞.
It is not hard to check that
‖ATΩ\SkP⊥SkAΩ\SkxΩ\Sk‖∞
≥ 1√|Ω| − k ‖ATΩ\SkP⊥SkAΩ\SkxΩ\Sk‖2
=
‖xΩ\Sk‖2‖ATΩ\SkP⊥SkAΩ\SkxΩ\Sk‖2√|Ω| − k‖xΩ\Sk‖2
(a)
≥
|xTΩ\SkATΩ\SkP⊥SkAΩ\SkxΩ\Sk |√|Ω| − k‖xΩ\Sk‖2
(b)
=
‖P⊥SkAΩ\SkxΩ\Sk‖22√|Ω| − k‖xΩ\Sk‖2
(c)
≥ (1 − δK)‖xΩ\Sk‖
2
2√|Ω| − k‖xΩ\Sk‖2
≥(1 − δK+1)
‖xΩ\Sk‖2√|Ω| − k
≥(1 − δK+1)min
i∈Ω
|xi|, (53)
where (a) follows from the Cauchy-Schwarz inequality, (b) is
due to (19), (c) is from Lemma 4, and the last inequality is
from (40).
In the following, we give an upper bound on
‖ATΩ\SkP⊥Skv‖∞.
Let j0 ∈ Ω \ Sk such that
‖ATΩ\SkP⊥Skv‖∞ = |ATj0P⊥Skv|.
Then, by the triangular inequality, we obtain
‖ATΩ\SkP⊥Skv‖∞ = |ATj0(I − P Sk)v|
≤|ATj0v|+ |ATj0P Skv| ≤ ǫ+ |ATj0P Skv|
≤
(
1 +
√
1 + δ1
1− δK+1
√
K
)
ǫ, (54)
where the last inequality follows from the Cauchy-Schwartz
inequality, (50) and Lemma 3.
Therefore, for each 1 ≤ k < |Ω|, by (13) and (52)-(54), we
have
‖ATrk‖∞
≥(1− δK+1)min
i∈Ω
|xi| −
(
1 +
√
1 + δ1
1− δK+1
√
K
)
ǫ
>
2(1− δK+1)
1−√K + 1δK+1
(
1 +
√
1 + δ2
1− δK+1
√
K
)
ǫ
−
(
1 +
√
1 + δ1
1− δK+1
√
K
)
ǫ
(a)
≥2
(
1 +
√
1 + δ2
1− δK+1
√
K
)
ǫ−
(
1 +
√
1 + δ1
1− δK+1
√
K
)
ǫ
≥
(
1 +
√
1 + δ2
1− δK+1
√
K
)
ǫ,
where (a) is because
1− δK+1 ≥ 1−
√
K + 1δK+1,
and the last inequality follows from Lemma 2. So, by the
stopping condition (12), the OMP algorithm does not terminate
before the |Ω|-th iteration. 6
Finally, we prove that OMP terminates after performing the
|Ω|-th iteration. By (49), we have
r|Ω| = P⊥S|Ω|v.
Thus, applying some techniques which are similar to that for
deriving (54), we obtain
‖AT r|Ω|‖∞ =‖ATP⊥S|Ω|v‖∞
≤
(
1 +
√
1 + δ1
1− δK+1
√
K
)
ǫ,
≤
(
1 +
√
1 + δ2
1− δK+1
√
K
)
ǫ,
By the stopping condition (12), the OMP algorithm terminates
after performing the |Ω|-th iteration. 7 
APPENDIX D
PROOF OF THEOREM 3
Proof. To prove the theorem, it suffices to show that there
exists a linear model of the form (1), where v satisfies ‖v‖2 ≤
ǫ,A satisfies the RIP with δK+1 = δ for any given δ satisfying
(15), and x is K-sparse and satisfies
min
i∈Ω
|xi| = γ (55)
for some γ satisfying
0 < γ <
√
1− δǫ
1−√K + 1δ , (56)
such that the OMP algorithm fails to recover the support of x
in K iterations.
In the following, we construct such a linear model.
Let 1K be a K-dimensional column vector with all entries
being 1, then there exist ξi ∈ RK , 1 ≤ i ≤ K − 1, such that[
ξ1 ξ2 . . . ξK−1
1√
K
1K
]
∈ RK×K
is an orthogonal matrix. Let
U =

ξ1 ξ2 . . . ξK−1 1K√K(β2+1) β1K√K(β2+1)
0 0 . . . 0 β√
β2+1
− 1√
β2+1


T
,
(57)
6IfA is column normalized, then δ1 = 0. Thus, under the relaxed condition
of (13), we have ‖AT rk‖∞ ≥
(
1 +
√
K√
1−δK+1
)
ǫ. Thus, the OMP
algorithm does not terminate before the |Ω|-th iteration under the relaxed
stopping condition.
7If A is column normalized, then δ1 = 0. Thus, ‖AT r|Ω|‖∞ ≤(
1 +
√
K√
1−δK+1
)
ǫ. Thus, the OMP algorithm terminates after performing
the |Ω|-th iteration.
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where
β =
√
K + 1− 1√
K
.
Then, it is not hard to prove that U is also an orthogonal
matrix. Applying some techniques which are similar to that
for deriving (22), we can show that
1− β2
1 + β2
=
1√
K + 1
,
2β
1 + β2
=
√
K√
K + 1
. (58)
Let D ∈ R(K+1)×(K+1) be the diagonal matrix with
dii =
{√
1− δ i = K√
1 + δ i 6= K , (59)
and
A = DU , (60)
then ATA = UTD2U . It is not hard to see that A satisfies
the RIP with δK+1 = δ. In fact, let V = U
T , then by the fact
that U is orthogonal, we have
ATA = UTD2U = V D2V T = V D2V −1.
Thus, V D2V −1 is a valid eigenvalue decomposition ofATA,
and D2 is the diagonal matrix containing the eigenvalues.
Therefore, the largest and smallest eigenvalues of ATA are
respectively 1 + δ and 1− δ, which implies that δK+1 = δ.
Let
x =
[
γ1TK 0
]T ∈ RK+1 (61)
for any γ satisfying (56) (recall that 1K is a K-dimensional
column vector with all of its entries being 1). Then x is K-
sparse and satisfies (55). By (57) and the fact that ξTi 1K = 0
for 1 ≤ i ≤ K − 1, we have
Ux =
√
K
β2 + 1
γ
[
0
T
K−1 1 β
]T
.
Thus,
D2Ux =
√
K
β2 + 1
γ
[
0
T
K−1 1− δ (1 + δ)β
]T
. (62)
Let
v =D−1U
[
0
T
K −
√
1− δǫ]T ∈ RK+1, (63)
then, by (60) and the fact that U is orthogonal, we have
ATv =
[
0
T
K −
√
1− δǫ]T . (64)
In the following, we show that ‖v‖2 ≤ ǫ. By (57) and (63),
we have
v = D−1
ǫ√
β2 + 1
[
0
T
K−1 −β
√
1− δ √1− δ]T .
Thus, by (59), we obtain
v =
ǫ√
β2 + 1
[
0
T
K−1 −β
√
1−δ
1+δ
]T
,
and hence ‖v‖2 ≤ ǫ.
Let ei, 1 ≤ i ≤ K, be the i-th column of the (K + 1) ×
(K + 1) identity matrix, then, for 1 ≤ i ≤ K , we have
〈y,Ai〉 = 〈Ax+ v,Ai〉 = eTi ATAx+ eTi ATv
(a)
= eTi U
TD2Ux
(b)
=
(
(1 − δ) + (1 + δ)β2
β2 + 1
)
γ
=
(
1− 1− β
2
1 + β2
δ
)
γ
=
(
1− 1√
K + 1
δ
)
γ,
where (a) follows from the fact that U is orthogonal, (60)
and (64), (b) is due to (57) and (62), and the last equality is
from (58). Thus, by (15),
max
i∈Ω
|〈y,Ai〉| =
(
1− 1√
K + 1
δ
)
γ. (65)
Similarly, we have
〈y,AK+1〉 = eTK+1UTD2Ux+ eTK+1ATv
=
−2β
β2 + 1
√
Kδγ −√1− δǫ
=
−K√
K + 1
δγ −√1− δǫ,
where the last equality is from (58). Thus
max
j∈Ωc
|〈y,Aj〉| = K√
K + 1
δγ +
√
1− δǫ. (66)
By (56), (65) and (66), we have
max
i∈Ω
|〈y,Ai〉| < max
j∈Ωc
|〈y,Aj〉|.
Thus, by line 2 of Algorithm 1, OMP chooses an index in Ωc
in the first iteration. Therefore, OMP fails to recover Ω in K
iterations. This completes the proof. 
APPENDIX E
PROOF OF THEOREM 4
Proof. Similar to the proof of Theorem 3, we need to show
that there exists a linear model of the form (1), where v
satisfies ‖ATv‖∞ ≤ ǫ, A satisfies the RIP with δK+1 = δ
for any given δ satisfying (15), and x is K-sparse and
satisfies (55) with
0 < γ <
2ǫ
1−√K + 1δ , (67)
such that the OMP algorithm fails to recover the support of x
in K iterations.
We use the same A and x (see (60) and (61)) as in the
proof of Theorem 3, but instead of (63), we define
v = −ǫD−1U1K+1 ∈ RK+1. (68)
Recall that 1K+1 is a (K+1)-dimensional column vector with
all of its entries being 1. So by (60), we obtain,
ATv = −ǫ1n,
leading to ‖ATv‖∞ = ǫ.
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Applying some techniques which are similar to that for
deriving (65) and (66), we have
max
i∈Ω
|〈y,Ai〉| =
(
1− 1√
K + 1
δ
)
γ − ǫ.
and
max
j∈Ωc
|〈y,Aj〉| = K√
K + 1
δγ + ǫ.
Thus, by (67), we further have
max
i∈Ω
|〈y,Ai〉| < max
j∈Ωc
|〈y,Aj〉|.
By line 2 of Algorithm 1, OMP chooses an index in Ωc in
the first iteration. Therefore, OMP fails to recover Ω in K
iterations. This completes the proof. 
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