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ABSTRACT
Large Signal modelling of GaAs MESFETs has often been based on the 
device material and electrical parameters. This approach, while helping 
in elucidating the physics of the device, does not help the device user 
very much. There is the problem of modelling and computation complexity, 
and of simulation time. Furthermore predictions based on such models 
may not be consistent with practical reality. A real-time large Rf 
signal characterization of the device, will help in the understanding of 
the device behaviour under Large Signal drive, and would also yield 
valuable results/information, useful to the device designer and user, 
especially in Large Signal applications.
A large Rf signal characterization of GaAs MESFETs, employing Large 
Signal S-parameter (LSSP), and waveform distortion analysis techniques, 
is carried out. LSSP design is a natural extension of the SSSP approach 
where the LSSPs are known. And the LSSP design approach is simplified 
if the LSSPs are determined easily. Waveform distortions affect the 
device performance.
A LSSP measurement system, (also applicable to SSSP measurements), 
including an uncomplicated, direct deembedding technique is developed. 
A direct technique of measuring the current and voltage waveforms of the 
microwave signals, at the device terminals, is also developed.
Measurements of the LSSPs show that only the input parameters: Sg, and 
S„ vary with the Rf. The results are explained against reported trends 
of variation. The non-linear elements are identified, and a subsequent 
Large Signal Model (LSM) of the DUTs developed and verified. It is 
demonstrated that LSMs cannot be generalised. However a systematic 
approach of determining the LSM of a given device is given. An improved 
model of the transconductance, Gm, in terms of the S-parameters, and a 
method to determine the LSSP from small signal parameters are developed 
and verified. The optimum incident Rf to determine the LSSPs at a given 
bias is given.
The flow of forward conduction, ' is known to damage, by burn-out, the 
DUT. A limiting resistor was included in the gate external circuit to 
limit this effect, when large enough Rf was employed. The interaction 
of the 1^  with this circuit is investigated, and the self-limiting 
actions explained. The flow of Ij. is found to degrade the output 
performance and device power added efficiency also.
The waveform distortions are investigated, the main causes - the non­
linear elements, and the manner in which they affect the distortions are 
explored. The non-linearity in the Gm is shown to be the main cause of 
the output waveform distortion, especially before the onset of forward 
conduction by the gate Schottky diode. While the forward conduction, 
and the non-linearity in the depletion capacitance are responsible for 
the input waveform distortion, hence are secondary causes of output 
waveform distortions. In particular, the flow of lf_, due to large Vgs>0, 
causes the saturation of the drain voltage, hence the output power. But 
the waveforms, were in particular insensitive to the output conductance. 
The results reaffirm the LSM developed.
Finally future work is discussed.
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V I
CHAPTER 1 
GENERAL_INTRppUCTION
The invention of the transistor, especially the unipolar field effect 
transistor has led to an unprecedented development and growth in the 
electronics industry, especially in solid state semiconductor 
research and electronics. This has, among other things, led to the 
widening of the scope of microwave science, technique and applications, 
and in particular has facilitated the advent and advancement of high 
speed computers, space and satellite communications.
Prior to this invention and the arrival of the first practical 
transistor in 1965, microwave systems utilised essentially thermionic 
devices, such as klystrons, magnetrons, etc., most of which were rather 
bulky, needed high voltage power for operation, and/or were rather 
inefficient thus dissipated very much heat to the environment. This 
highly limited the expansion, and the scope of application of microwave 
science and engineering especially in the exploitation of the immense 
resources of the microwave region* of the electromagnetic (e/m) 
spectrum, which became more apparent as progress was made in microwave 
science and engineering, and include, among others, applications and 
potentials in:
(I) ScientiPac research, where most molecular, atomic and nuclear 
systems resonate at microwave frequencies when subjected to e/m 
fields, thus these waves provide powerful experimental probes in 
the study of basic material properties, in particular those of 
solid state semiconductor materials, and biological tissues.
(II) Radio astronomy: the sun and other stars emit radiations in the
microwave band. These e/m radiations are very weak by the time 
they get to the earth, and can only be detected and studied by
* The range of this region is defined in Appendix I.
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using sensitive microwave receiver system, which demands very low 
noise amplifiers at the front-end.
(III) Medicine, where the coherent and heating effect of the microwave 
energy is being employed in microwave thermography and diathermy 
for cancer diagnosis and treatment respectively, this demands 
light and compact applicators.
(IV) Drying and heating of agricultural products and food, where again 
the coherent and heating effect of microwave energy is utilised, 
in particular the microwave oven.
(V) Industrial measurement, where the coherent nature of the beam 
makes it useful in metrology, where high precision measurements 
are essential.
(VI) RADAR systems - surveillance, guidance and control systems, about 
the oldest application of microwaves, with both military and 
civil applications.
(VII) High speed computers, where microwave techniques are being 
increasing employed.
(VIII) Communications - radio,TV,and satellite,where the large microwave 
bandwidth can be used to accomodate many channels,thus easing the 
overcrowding of the lower portion of the e/m spectrum; and where 
the fact that microwaves are not reflected by the ionosphere 
makes them ideal for space and satellite communication links.
However to utilise these resources efficiently, systems - microwave 
sources, amplifiers, detectors, mixers, switches, etc., hence devices 
(which are the building blocks of these systems), capable of operating 
efficiently at these frequencies are essential. The invention of the 
transistor, as stated earlier, marked the beginning, and set the pace 
for the realization of these devices and systems. It marked the 
beginning of replacing microwave thermionic devices with solid state
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equivalents. However the scope of application of the early devices - 
Germanium and Silicon devices into higher microwave frequencies was 
limited, primarily due to constraints imposed by material, and/or device 
structural properties. For example beyond the S-band the noise figure 
of silicon (Si) Bipolar Junction Transistors, BJTs, got very much worse 
and germanium devices were not even considered due to increased 
parasitic resistances. Yet there was increasingly need for operations 
into higher microwave frequencies to avoid the overcrowding of the lower 
segment of this region. Also the advent of space and satellite 
technology, and the need for high speed computers, enhanced, in the 
first place, by the earlier advances in microwave and semiconductor 
science and technology, demands the availability of light, compact, and 
radiation immune systems, capable of operating efficiently at higher 
microwave frequencies and beyond. (It is rather like a continuous circle 
of cause and effect.) Therefore the increasing need for efficient new 
devices, with high microwave capability and reliability, easy to 
fabricate and capable of being integrated cannot be over emphasised. 
This appears a very daunting requirement to be met by any single device.
However, today there is a device capable of meeting almost all the above 
requirements, and is already meeting many of them. This is the Gallium 
Arsenide Metal Semiconductor Field Effect Transistor, GaAs MESFET+, for 
short. Essentially these are planar, three terminal (3-T) devices with 
Schottky-barrier type gate; realised by growing Gallium Arsenide epitaxjoUy 
on Gallium Arsenide substrate. The MESFET was proposed by Maed in 1966
[1], and the first GaAs MESFET was fabricated in 1967 by Hooper and 
Lehrer [2]. Today GaAs MESFETs are being increasingly used at microwave
+ Other acrynoms used at times in literature include: TiT SBFET for
Schottky Barrier Field Effect Transistors, implying the type of the 
gate structure (ii) HEMT, which stands for High Electron Mobility 
Transistors, describing the dynamical energy, (the quasibalistic 
nature) of the current carriers, the electrons.
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frequencies, as active devices in microwave amplifiers, especially in
low noise, high gain application [3, 4], and are making great inroads
into microwave power generation, and amplification, and into mixer,
multiplier, limiter, attenuation, switch and modulator applications [3,
5 - 14]. Beyond the S-band, MESFETs in general, and GaAs MESFETs in
particular, have higher gain, higher power amplification and efficiency,
and lower noise figure than BJTs [3, 4, 6]. GaAs MEsFETs perform more
and have much more capability for further advances, than any of its
present day competitor - all BJTs known to date, Si MESFET, and any
other binary MESFETs [3, 6, 153. These performance and promise of GaAs
MESFETs, are owed to the properties of the semiconductor material, the
GaAs, device processing technique and, the device structure:GaAs has the
attributes of an ideal semiconductor for FETs: large carrier mobility,
large maximum drift velocity, large avalanche breakdown, and large
bandgap, at least in relative terms. The conduction electrons* have very
large mobilities*, about 8500 cm /V-S, and large low field maximum drift
9-
velocity ~ 2 X 10 cm/s. These values are six, and two times the
corresponding values in silicon; and about 80 % the values in Indium
Phosplide (InP) [16 - 18]. However GaAs has a greater bandgap than InP,
1.42 and 1.35eV respectively at room temperature. Thus GaAs devices are
better suited for high temperature (power) applications than InP
devices: The higher the bandgap the higher the absolute maximum
temperature of operation (the temperature at which the semiconductor
device reverts from extrinsic to intrinsic). Structually, being planar
devices the gate length and channel thickness - two critical parameters,
can be accurately controlled during fabrication. Furthermore it is
easier to dope GaAs substrate than Si substrate, to acquire very high
resistivity which enables reduction of parasitic elements [193.
*Electrons have higher mobilities than holes,and consequently for micro­
frequency application N-type MESFETs are preferred to P-types, hence in 
such cases one is more interested in electron mobilities.
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Reduction of the parasitics in turn enables, (i) high reverse isolation, 
a useful requirement in the design of integrated circuits, and (ii) low 
intrinsic noise figure. The high electron mobility and peak drift 
velocity of the material ensure high transconductance and associated 
gain. Also the high electron mobility and peak drift velocity, and the 
low intrinsic parasitics and short gate length, lg, ensure among 
others, short intrinsic time constant for charging the gate capacitance, 
and small transit time of the charge carrier through the channel, and 
also improves the noise figure performance. All these attributes ensure 
and enhance the high microwave performance of GaAs MESFET. And GaAs 
MESFETs have been shown to have higher maximum frequency of oscillation 
than any other family of transistors, a value of 80 GHz and more have 
been predicted, and the largest current-gain bandwidth - 20 GHz, [3, 6], 
Higher performances can be obtained by further miniaturization of lg 
especially with advanced fabrication processes such as electron beam 
lithography, ion implantation, etc., constrained only by practical 
feasibility. Submicron gate-devices are being fabricated* [12, 20].
The planar structure also makes it possible to build GaAs MEsFETs with 
multiple parallel gate structure, buffered layers and greater doping 
density (N+) under the contacts (a means of improving the maximum break­
down voltage). These enhance the current handling capability, hence 
making the devices good devices for microwave power generation and 
amplication, an area in which GaAs MESFETs are currently gaining very 
much attention and attraction [3, 5, 7, 21].
The 3-terminal nature offers greater choice and flexibility of circuit 
topology, compared to 2-T devices. It is also makes It possible to 
determine the frequency of oscillation by the external circuit, when 
employed in oscillator design - the concept of induced negative
* The devices used in this studies are submicron GaAs MEsFETs.
resistance. This enables and improves broad band design. GaAs MESFET 
oscillators up to the X-band and beyond have been realised, [8, 22, 23]. 
And oscillators operating in the Ku-band have been proposed [21, 24], 
though most of the oscillator designs have been based on 
small signal linear approach [8, 11, 22 - 24], despite the fact that
oscillator action, like those of mixers and multipliers are non-linar 
processes. The determination of the oscillation frequency by the 
external circuit, also implies better efficiency than obtained from the 
conventional 2-T microwave devices used in oscillator design - Gunn 
diodes for example. This is because the latter are intrinsic negative 
resistance, transit-time devices, and require high threshold input 
current to achieve the negative resistance. The better efficiency of 
GaAs MESFET over 2-T devices also make them better candidates in mixer 
application than the conventional Schottky-diodes, at least in terms of 
conversion gain, and extensive studies are being carried out into the 
application of both single and dual gate MESFETs in up and down 
conversion circuit [11 - 13, 25],
As Schottky barrier devices and with the semiconducting material 
heavily doped, MESFETs are majority carrier devices, As a result they do 
not suffer charge storage effect. This attribute, the high frequency 
performance and capability, and the planar structure make GaAs MESFETs 
good candidates in high speed logic, in integrated circuits 
applications, [6, 26]. Also as majority carrier devices GaAs MESFETs
are less prone to neutron and -radiations effects than are BJTs [27, 
28], and hence are better candidates in space based applications.
The above discussion, which is not exhaustive, illustrates the present 
performance and application of GaAs MESFETs and their potential for 
further advances. Some of these applications, for example, as low noise, 
high gain amplifier, involve linear processes while most - oscillator,
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power amplification, mixer and miltiplier applications, limiters - 
involve non-linear and/or large signal processes, the science of which 
in these devices is not yet fully understood.
Yet, in order to exploit fully the capabilities of these devices it is 
essential to have a very good and clear understanding of the physical 
phenomena and processes, hence the basic principles governing the device 
behaviour - linear, and non-linear behaviour, and the effect of the 
device interaction with the external circuit, in the presence of Rf 
signal. The importance of such information is adroitly put in the words 
of P.S.Kireev, [29]: “Every device is based upon some physical processes 
and phenomenon without the knowledge of which it is impossible to use 
and design new devices correctly.” It is then that the device designer, 
the circuit designer and the system engineer will be in a much better 
positions to optimally realise their design goals in conformity to 
prediction, hence improving, among other things, production and 
consequently reducing cost, thus bringing benefit to commercial and 
consumer application.
Furthermore such information will enable and aid the microwave 
semiconductor material scientist, and the device designer, to improve on 
existing methods and technology, and also search for new materials, and 
practical devices of the future, accordingly. Such materials include 
the so-called quaternary semiconductor materials, for example Aluminium
<b
Gallium Arsnide, and the devices: the ballistic vertical FETs, the
A
heterojunction devices which include the so-called quantum effect 
devices: the 1-, 2-, and 3-D devices, aliases the quantum well, quantum
wire and quantum dot devices.
Therefore a complete characterization of GaAs MESFETs, (and MESFETs in 
general), in all modes and domains of operation is essential. Many 
studies have been done and are still continuing in this respect. It all
started with Shockley’s classical report [30] which effectively explains 
FETs behaviour before current saturation sets in, through, among others, 
the work of Turner and Wilson [31] - the first attempt to include 
velocity saturation effect in the small signal model of GaAs FETs, to 
todays quest for consistent and practical large signal, non-linear model 
of GaAs MESFETs [21, 32 - 40].
However most of the work done so far have concentrated on small signal, 
linear behaviour* of GaAs MEsFETs, which is now fairly completely 
understood. But only a limited amount of information Is available on the 
large signal, non-linear behaviour, in particular in real time basis. 
Most of the published information on large signal behaviour/model were 
not obtained from real-time large Rf characterization, but were either 
based on, or extrapolated from DC/quasi static analytic, approach [33 - 
36, 39], which do not really represent real-time Rf behaviour, or based
on numerical modelling, often involving the solution of complex partial 
differential equations, which can only be done with very powerful 
computers, and do consume much computer time [21, 32, 37]. In most cases 
the numerical modelling approach describes the intrinsic FET only.
Furthermore where some Rf characterization has been attempted the
workers have employed such techniques as: (i) the admittance - Y-
parameter - method [41, 42] which demands obtaining short circuit at the
device terminals, a feat very difficult to realise in practice at
microwave frequencies, and/or (ii) the so-called load-pull method [42,
43, 44] which involves the use of high precision calibrated impedance
turners, and simultaneous use of two Rf sources. This method is not
only tedious but imposes extra cost in equipment requirement. In
* This is understandable: The earlier interest in GaAs MESFETs was in
its low noise performance and application in low noise amplifier (LNA) 
in front-end receivers. But as necessity dictated and its other 
potentials unfolded interest in its non-linear application became 
increasingly shown.
effect, there is also, and of no less importance, the question of the 
best realistic practical technique of investigating the large signal 
behaviour of the device.
A much better Rf approach is to adopt the scattering (S-) parameter 
technique for reasons which will become apparent later, in the next 
chapter. However there has been conflicting concepts as to what is 
meant by large signal S-parameters, and how best to measure/determine 
them [35, 36]. Also there has been differences in the results as how
the parameter vary with Rf level hence which are the dominant non-linear 
elements in the device [27, 37 - 39].
Broadly speaking, therefore, the large signal, non-linear behaviour of 
GaAs MESFETs is not yet clear and fully understood. And as discussed 
above, the need for such clarity and understanding cannot be over
emphasised.
This project has concerned itself primarily with the large Rf, non­
linear characterization of GaAs MESFETs, by large signal S-parameter, 
and waveform distortion analysis technique. (Nevertheless some of the 
techniques developed here could be generalised to all 3-T microwave 
solid state devices.) In particular it has addressed itself to:
(I) Defining what constitutes a consistent set of large signal S-para­
meters, (LSSPs), and developing a technique for measuring the LSSPs 
and subsequently investigating how S-parameters vary with Rf.
(II) Using the information obtained from (I) above to develop the
large signal equivalent circuit element model of the device
consistent with its large signal behaviour, and subsequently 
developing a machine-implementable method of determining the 
necessary LSSPs from easily measurable small signal, and DC 
parameters of the device.
(III) Measuring the waveform distortion both as a function of Rf and
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frequency and explaining the results in terms of the large 
signal model.
In short the work is concerned with answering the question: how does
a GaAs MESFET behave under large Rf signal, why does it behave so, and 
is there a simple, yet adequate model consistent with this behaviour?
The devices studied were mounted on circuits realised on microstrip 
circuit for the measurements. Chapter 2 discusses the design, 
realization and characterization of microstrip circuit. It also 
discusses some of the hardware developed here and employed in the 
project.
MESFETs being 3-T devices are potentially 3-port devices. But they can 
be analysed in terms of 2-port network technique. Chapter 3 discusses 
2-port network characterization in terms of immittance parameters, and 
how to realise a 2-port network from a potentially 3-port (3-T) device.
In Chapter 4 the characterization of the MEsFETs by S-parameter 
technique is discussed - what is a large signal S-parameter, the 
measurement - configuration, the measurements, results and their 
implications.
The large signal model of the device is developed and verified in 
Chapter 5, which also discusses how to develop the device large signal 
S-parameters from the small signal values and other quasi-static easily 
measurable parameters.
The waveform studies is discussed in Chapter 6. The work is concluded 
in Chapter 7 which discusses some outstanding aspects of the work, and 
offers some suggestion on future work.
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CMAPTEg.2
GENERAL INSTRUMENTATION AND CALIBRATION
2.1 INTRODUCTION 
This chapter discusses:
(I) The main hardware employed in this project that has been designed 
and realised by the author.
(II) The modification and/or calibration of any other relevant hardware. 
The term hardware is used here to mean any necessary physical unit, 
circuit or device (except the Device Under Test (DUT),the GaAs MESEETs). 
Some of the hardware have been utilized in more than one aspect of the 
project. This makes it convenient to devote a chapter for their 
discussion so that unnecessary repetition is avoided. Nevertheless the 
discussion given here is not exhaustive. Where necessary some of the 
items are discussed further in the appropriate chapter for greater 
clarity. These include: (i) The Network Analyser (NWA) system which 
forms a very central part in the whole project and is discussed in 
details in Chapter 3 which deals with two-port network characterization,
(ii) The Large Signal S-Parameter Measurement System, which is novel and 
forms the core of the large signal characterization of the DUTs. This is 
discussed in greater details in Chapter 4. (iii) The Digital data 
acquisition system, employed in acquiring the necessary data for the 
purposes of Waveform Studies.lt is discussed in Chapter 6 which deals 
with waveform analysis.
2.2 INilEydlNTATIONx^ MICROSTRXP^ CIRCyiT
One of the most fundamental hardware employed in this project is the 
microstrip curcuit. In order to design and realise a microstrip circuit 
it is necessary to understand what is a microstripline and the 
propagation modes that it can support.
11
2.2.1 The Microstrip Line: Definitions, Applications and Limitations
A microstrip line is basically a planar two-conductor transmission line, 
consisting of a strip of conducting material of thickness t and width W 
deposited on a flat rugged dielectric substrate of relative permittivity 
£r and height h, and in close proximity to an earthed conducting plane. 
There are different types of microstrip lines, e.g., the conventional, 
the inverted and trapped inverted microstrip lines, etc. [45], the type 
being defined by the positions of the conducting strip relative to the 
substrate and the earthed conducting plane. In the conventional 
microstrip line the conducting strip lies partially in air, and on the 
reverse side of the supporting substrate is the metallised ground plane. 
This is the type often used in practice, and which was employed here, 
and subsequently discussed. Henceforth it will be referred to simply 
as the microstrip. The general geometry, the cross-section and field 
configurations are depicted in Figs.2.la,through 2.id.
The dielectric substrate ensures: (i) a relative reduced circuit size,*
(ii) minimization of the radiation losses, by confining most of the 
fields in the region between the conductors, and (iii) mechanical 
stability of any realised circuit. But above all, the planar structure 
offers ease of integration, accessibility and reproducibility whence the 
technique has been developed. These attributes, especially the planar 
structure, make microstrip the sole candidate in both monolithic and 
hybrid integrated circuits, in particular in the type of applications 
envisaged in this project, where amongst other things the incorporated 
active device was to be probed for waveform analysis.
The line, however suffers some disadvantages: In particular its field
pattern is rather complicated, because the conducting strip is not 
embedded completely within the dielectric. The complex nature of the
12
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a. Cross-Section
b. Electric Field Distribution
c. Magnetic Field Distribution
d. Electric and Magnetic-Field Distribution
Fig. 2.1 The Microstrip Line
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field patterns makes analytical approach to synthesis/analysis extremely 
difficult unless some simplifying assumptions are made. By making such 
assumptions, the field patterns can be approximated to those of a 
Transverse Electro-Magnetic (TEM) mode.
2.2.2 The Microstrip Line: The TEM Approximation
Though the Field pattern of microstrip may be complicated, nevertheless 
the structure to a first order approximation resembles that of the ideal 
parallel plane conductors separated by a dielectric - the substrate, of 
thickness h. Also it can be seen, from the field patterns of Fig. 2.1b, 
that the major portion of the electric (E-) field is concentrated below 
the conducting strip, and that the E-flux crossing the air/dielectric 
interface is very small. In other words, most of the energy carried by 
the line propagates in the dielectric below the strip conductor. In 
effect, deviation of the line mode from a pure TEM mode is very small. 
Consequently the microstrip is assumed to support a TEM mode of 
propagation. This is the Quasi-TEM approximation.
But for completeness an effective dielectric constant 6eff can be 
defined to take into account the effect of the substrate/air interface 
discontinuity. Then the propagating mode is very adequately modelled as 
a pure TEM mode, with £eff replacing 8r.
2.2.3 Microstrip Line Equations
A transmission line is characterized mainly by its characteristic 
impedance, Zo, and the propagation constant, % = c?C+ j^g . In the 
case of the microstrip the problem entails determining the expressions 
for these line parameters in terms of the microstrip parameters: the
strip width w, the thickness t, the substrate relativity £r and the 
height, h.
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Many workers, among them Assadourin and Rima: [46], Grieg and Engleman 
[47], Wheeler [48, 49], Silvester [50], Schneider [51] and Owens [52]
have tried to develop some adequate expressions to relate the line and 
the microstrip parameters. These workers usually started from the quasi 
- TEM approximation, and then made other assumptions, which have not 
always been universal. One of the most thorough in approach was due to 
Wheeler [49], who incorporated the concept of effective relative 
permittivity. However, about the most practically adequate is the work 
of Owens [52]. Though the theoretical approach to his work was based on 
Wheeler’s work [49] but as an important improvement, he obtained a more 
accurate conversion point from narrow to wide microstrip, both for 
synthesis and analysis [52]. Furthermore, though his work adopted the 
quasi-static approach, neglected the effect of the strip thickness, and 
was carried on alumina and alumina - type substrate, later works [45, 
53] showed that under certain conditions (discussed later) the results 
are valid for frequencies up to the X-band, and for the type of 
substrate employed here. Thus Owens results are used in this project. 
The expressions are:
(i) for analysis:
for wide strips defined by w/h > 3.3, where is the exponential
base: =2.718281828... ;
- 2
; and
— o* 5 5 5
forii/ >1.3 .... 2.4
h '
15
expH ' £ _
W / h = J !
Henceforth the ratio w/h would be referred to as the aspect ratio.
{ii) for_synthesis:
1
, where :
fo r narrow strips, defined now by: Zo > {44 - 2£r) ohms
=  f  j ( 4 -  O '  ^  ( U e - ' H *  "  ' 2 ' 6
for wide strips defined by Zo<{44 - 2€r) ,and where d^ = 59.95«/Zoftr\
2.7
for high impedance, and
nAfML (lfi+7 l-l7 
,2.8-  £r/lo-%+£t (p-M-0 00$h){loU (/0+Zo)-lJ
for low impedance, the change over being made at Zo = (63 - 2 £ r )4 l^  
corresponding to w/h 1.3.
To ascertain the applicability of these expressions in modelling the 
microsti;ip used in this work frequency and strip thickness effects on 
the microstrip line parameters are discussed.
2.2.4 Frequency, and Strip Thickness Effects on the Line Parameters 
The expressions given in equations 2.1 through 2.8 would be valid up to
i
the frequency beyond which becomes frequency dependent. However 
dispersion would also occur if the wave propagating down the line 
departs significantly from a pure TEM mode, in which case the 
expressions need modification.
It has been shown [54, 551 that departure from the TEM approximation 
manifests itself mainly in the form of spurious TM and TE surface waves,
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and transverse resonance wave [55]. Clearly the effects of these waves 
on the line parameters, vis-a-vis dispersion, depend on the lowest 
frequencies of their excitation and strength of coupling with the 
dominant, TEM mode. These frequencies are given by:
(I) = (C0/2 arctan(£r))/(2Tih/£r - V)........................ 2.9
for the TM wave
(II) Ft* = Co/(4lW(£r - 1))..... 2.10 (a)
for the TE mode, with strong coupling occuring at
Ffe = <Co/2Tjh)(/(2/ir -1) 35/4) 2.10 (b)
(III) Ft  = Co/(/£r(2w + 0.8h)) for the transverse resonance wave.
Co rs the velocity of light in free space, and the frequencies are in
GHz. In the absence of these waves the quasi-TEM approximation is
assumed, provided also that £r is frequency independent, in the 
frequency range of interest. Wheeler [49] has shown that for strip
thickness t, such that t/h ^ 0.05, the effect of t on both Zo and
eff can be neglected provided:(i) 2 4 £r 10,(ii) 0.1 ^ w/h 3 5, with
error introduced in either case being less than 1 %. Deductions from
Gunston's work [56] confirm these results.
2.2.5 The Microstrip used: Choice of Material and Material Properties
The substrate of the microstrip material used was duroid, model OAK- 
602PTFFE. It was of woven glass-type with copper cladding on both 
sides. The choice of material was influenced by availability, cost, the 
frequency of operation: 2 - 8  GHz, and processing considerations
including machinability. The electrical, mechanical and parametric 
properties are given in Table 2.1.
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Table 2.1 Some Important Properties of the Microstrip Material
A :_Supp1i ed_by_the_Manu facturers 
tra1te_Fa.mil^ y: Duroid Material: PTFE woven glass
Model: OAK-602 PTFEE ANSI Grade: GT/9X
MIL-P-13949 Type FLGT/FL9
E1ectrical^Properties:
Dielectric Constant, £r: 2.50 at 1 MGz and 2.49 at 10 GHz 
Dissipation Factor: 0.0007 at 1 MHz and 0.002 at 10 GHz
a
Volume R 0sistivit3£jQ M&-cm at humidity, 10* M&-cm at elevated temps.
S u r fa c e  .Resistivity: J*' M&-cm at humidity, 10^ M^-cm at elevated temps,
Meehanical_Progerties:
Tensile Strength: 22 X 10^ lbs/in* Lengthwise, 20 X 10^ lbs/in2,Crosswise
Specific Gravity: 2.2; Water Absorption: 0.01 %; Surface Finish 0.51 f/M
Thermal_Properties:
Crystalline Melting Point 327°C
c
Thermal Expansion: 20 X 10~ 5 cm/cm/°C along the Z-axis
6 X 1 0  cm/cm/ 0 C along the X and Y-axes
Maximum Operating Temp. 260cC-
Bj. Measured 
Strip Height, h: 0.710 + 0.010 mm 
Strip Thickness, t: 0.030 + 0.005 mm
From the value of £r = 2.5 at 1 MHz, and 2.49 at 10 GHz, it is clear
that £r, hence £eff, and Zo, were independent of frequency over
the range of interest ( 2 - 8  GHz). Further justification of this
assumption is discussed in the next section.
2.2.6 The Microstrip Line: Synthesis
Microstrip synthesis entails: given a desired line Zo to find the aspect
c
ratio, w/h to yield the Zo, and the effective dielectric constant, veff
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from which the 'guide' wavelength 7g = 'Vyfe^ , hence I g = 2Ti/]g can be 
determined.
For a characteristic impedence of 50 (impedence of the measurement 
systems used),and for a dielectric constant of 2.5,Zo>[(44 - 2 r)= 39J3 . 
Therefore equation (2.5) was used to determine, w/h, hence the strip 
width w if h, is known.
Both t and h were determined by first thoroughly cleaning a 5 X 4  cm 
piece of the microstrip material with an appropriate solvent, trichloro- 
ethylene, then measuring the overall material thickness, H = (h + 2t), 
at different positions of the material, using a micrometer screw gauge, 
and then finding the mean value of H, Hm. The copper cladding on both
sides of the substrate was etched off, employing photolithographic
technique, (discussed in Appendix 2.1). h was then determined by the
same method as Hm. Finally t was found. The measurements were accurate
to the nearest micron. The results are given in Table 2.1, Section B.
Using the values of £r = 2.5, h = 0.710 mm and t = 0.030 mm, the effects 
of the finite strip thickness t (t 0) and dispersion were determined :
(i) t/h = 0.030/0.710 = 0.042(3)£ 0.050
(ii) w/h = 2.8573, thus 0.1 < (w/h = 2.8573) < 5
(iii) 2 < <£r = 2.5) < 10
(Iv) Ffn, = Co 2/(2 h £ r  - 1) = 77.62 GHz 
Similarly (v) FTe: = 86.250 GHz, and, •
(vi) Ft = 34.313 Ghz. Reference to Section 2.2.4 and from (i) to
(iii), it is seen that the effect of the finiteness of t can be
neglected and from (iv) to (vi) dispersion effects can also be neglected 
over the frequency range, especially as the bulk permittivity of the 
substrate is essentially constant in the range.
Subsequently Zo,and £eff are henceforth considered frequency
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independent+.
2.2.7 The Microstrip Line: Line Fabrication
The microstrip circuits used were realised on the microstrip material 
described above. The circuit patterns were defined by a computer 
programme developed by the author. It was a general microstrip circuit 
programme, general in the sense that it could be modified to draw any 
desired microstrip circuit. The language was standard FORTRAN.
The programme produced a magnified pattern of the desired circuit by any 
desired factor. The Audio Visual Aid (AVA) Unit of the University 
produced a positive mask of the defined circuit, but now reduced to the 
desired circuit dimensions.
The circuit was finally realised on the appropriate piece of the 
microstrip material, employing positive photolithographic technique++,
2.3 T H U  10
2.3.1 The Jig Structure
Measurements were made on the DUT, mounted on the 50 ohm measurement 
jig, (simply called the jig), depicted in Fig. 2.2 which illustrates the 
features (of the jig). Any unique feature to a particular jig would 
depend on the nature of the device: whether packaged or in chip form,
and if packaged, then on the geometry of the packaging, i.e. if of
Plessey P107, P109, P110, or of HPAC100, etc. The different packages
are illustrated in reference 11, page 3  oa
+ In cases where the effects of t and/or dispersion cannot be neglected 
one is referred to the works of Bahl and Garg 157); and Getsinger 
[58], and Edwards and Owens [53], respectively. And calculations 
based on Ref [53] showed an increase from the quasi-static 
approximations results used here of less than 0.05% at 2 GHz and 0.2% 
at 8 GHz from the DC value, since their empirical expressions were 
with respect to alumina substrate, then these deviations would be much 
less for Duroid - further justification in assuming Zo and %  
frequency in dependent in the range 2 - 8  GHz.
++ This technique, as well as the author experience is discussed in
Appendix 2.1.
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Fig. 2.2 The Measurement Jig
Features:
(I) The connectors (launchers): for coupling signals in/out of the 
circuit.
(II) Pressure contact clamps, used to ensure better contacts between 
the launcher and the microstrip line. The clamps are made of 
Teflon, a non-conducting material.
(III) Mechanical clamps, made of brass, used in conjunction with the
(IV) Vertical screws, to ensure better plane contact between the ground 
of the microstrip circuit and the
(V) Brass-plate which offers mechanical support to the circuit, and 
serves as a heat sink too.
(VI) Position where the DUT is mounted.
NOTE: Any unique feature to a particular jig would depend on the
nature of the DUT.
It is evident that the DUT is not accessible for direct measurements. 
It is also evident, taking the whole network from the input to the
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output, that a non-uniform transmission line system is obtained: There
are the effects of the (two) connectors, in particular the field
discontinuity at the connector-to-microstrip transitions. In order for 
the DUT to be deembedded from the network the jig has to be fully
characterised.
2.3.2 Jig Characterizations
This includes characterising the connectors and the microstrip line. 
The latter in effect entails veryfying experimentally the design values 
of the microstrip line parameters: Zo, and the accurate knowledge of 
which is essential in subsequent circuit design.
Many workers have employed different techniques to model the connector 
and its effect in relation to microstrip 2-port network [59 - 62].
Ajose et al [62] advanced arguments for, and adopted the T-Matrix 
transformation technique which models the connector and its effect in 
terms of equivalent circuit elements. This method, which appears 
elegant in formulation involves both tedious experimental approach and 
complicated transformation and optimization computation, as would be 
seen later, in Chapter 4. Besides this technique is only necessary if 
the Fixtured Method Approach *(FMA) is employed as the deembedding 
technique. However, a direct* deembedding method is adopted here.
A different approach of characterising the connector is adopted here: 
The transition discontinuity effect is treated separately from the 
connector bulk effect. In particular this approach suited, as will 
become apparent later - the large signal S-parameter 
measurements technique developed here.
Also it enables an easy experimental verification of the microstrip 
design, hence of the line characterization.
* This is discussed in chapter 4, under deembedding technique.
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2.3.2.1 The Jig Characterization:Launcher -Microstrip Transition Effects
Signals are coupled in and out of the microstrip circuit, via the SMA 
connectors. There is an effective plane of transition from the launcher
to the microstrip. At this plane some discontinuity hence a mismatch
exists, due, in part, to the change from the pure TEM mode existing in 
the connector coaxial configuration to the quasi-TEM mode in the 
microstrip, and also to the nature of the connector tab. This mismatch
causes some energy loss, which has to be accounted for.
It is better to minimise the loss, in the hope that it can 
subsequently be neglected, rather than modelling the equivalent circuit 
element/s, as the T-matrix transformation method would have involved: If 
a different approach is adopted calculating the levels of the incident 
Rf, in the case of the large signal S-parameter characterization, would 
be complicated, since the incident power levels are monitored at a plane 
left of the connector, hence of the transition.
Both time domain reflectometer (TDR) measurements carried out by the 
author at the Engineering Department of the University of Oxford, and 
the results of other workers [45, 63] showed that the transition 
discontinuity is capacitive in nature. Subsequently the mismatch effect 
was minimised by rounding the tab’s end corners (since pointed ends tend 
to enhance charge accumulation hence energy loss) and optimising the tab 
length. The optimum length and end geometry - the optimum case, was 
that which gave the least energy loss as a consequence of the 
transition.This would correspond to a voltage standing wave ratio (VSWR) 
closest to unity. The optimum lengths were found to be 2.70 + 0.05 mm. 
The corresponding VSWR was 1 :1.08 + 0.005,with the associated |Pi$0.04. 
These were considered adequate for practical purposes.
The above values were determined as follows. First the variation of the
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total transmission loss of the jig as a function of frequency with the 
tab length and end geometry as parameters was determined, employing 
insertion loss technique. The measurements were made using the HP 8410B 
NWA, with the HP H605 flexible arm as the adaptor.
The variations were plotted employing an X-Y plotter. The corresponding 
VSWR was then measured by means of the (SANDERS AMPLIFIER TYPE MR HI) 
VSWR indicator. The plot of the optimum case is depicted in Fig. 2.3. 
The tab length was measured by means of a travelling microscope.
Fig. 2.3 Characterization of the Launchers via Transmission Measurement 
Technique:The Optimum (Minimum Loss) Condition
NOTE: It is rather surprising that the attenuation of the line-flexible- 
arm system decreased as the frequency increased. However it is
evident from the plot that:the microstrip line contribution is
consistent with expectation-it did not,at least,increase with fre­
quency. And estimate calculations suggest that the ripples are due 
to the number of half-wavelengths contained in the flexible arm.
The reflection coefficients^ , at the transitions - in the optimum
case, were also measured. The measurements were made at Plessey
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Microwave Research Laboratory*-, at Towcester, using their integrated 
Automatic Network Analyser (which was capable of measuring at the two 
transitions whence the jig was in circuit). The corresponding VSWR,
was calculated from: = (1 + if^D / d  - iF^i ) , .............   2.11
where I represents the transition. The measurement, which also 
yielded the total transmission loss of the jig network, enabled a cross­
checking of the results obtained in our laboratory. The two sets of 
results are summarised in Table 2.2.
Table 2.2 Variation of the Line*-Launcher Transition Reflection 
Coefficients, hence VSWR< and the Transmission Loss with Frequency
Frq.
(GHz)
Transition 1: 
Input Transition
Transition 2: 
Output Transition
Total
Loss
Transition 
Measured at:
Loss
Ml fdflTiorJ
/&! UjSS 
W£T cPfrl
Plessey
Lab.
Our
Lab.
( I f r .  I « f l TEfcmiMuctt T U T #Z m
2.000 .036 1.08 0.00 .035 1.08 0.00 .05 .05 < 0.10
3.000 .032 1.07 0.00 .033 1.07 0.00 .08 .08 < 0.20
4.000 .040 1.08 0.05 .040 1.08 0.05 .07 .07 < 0.20
5.000 .040 1.08 0.15 .040 1.08 0.15 .09 .09 N.M
6.000 .041 1.08 0.20 .040 1.08 0.20 .15 .15 M
7.000 .060 1.13 0.40 .061 1.13 1 0.45 .23 .25 I t
8.000 .080 1.17 0.50 .085 1.19 0.45 .38 .36 M
9.000 .090 1.20 \ N.M .100 1.22 N.M .38 .37 It
10.00 .060 1.13 N.M .070 1.15 N.M .36 .36 N.M
NOTE: (i) * Line Length = 4.5 cm.
# T stands for Transmission.
N.M stands for not measured.
+ wrt stands for with respect to.
The results show that below the X-band the jig, hence the connectors and 
line, can be assumed lossless, at least up to 6 GHz, with the error 
+ With the kind permission of Messers. H.J. Finlay and Jim Arnold.
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introduced < 4 %. This assumption, at least in the case of the line, is 
supported by the low dissipation factor of the line: 0.0007 at 1 MHz: , 
and 0.002 at 10 GHz, (see Table 2.1). The reflection coefficient and 
return loss results also show that the connectors, at least when 
optimised are electrically equivalent.
2.3.2.2 Jig Characterization: Connector Bulk-Effect and Line Parameters
The effect of the connector, other than the transition effect discussed 
above, on determining the line parameters via input reflection 
coefficient measurements constitutes the bulk effect. This includes the 
effects of any dissipative losses in the connector, and of its 
susceptance/reactance. The deembedding technique employed here(discussed 
later), makes it unnecessary to know the effect of the connector sus­
ceptance/reactance. However, this is discussed briefly for completeness. 
Two alternative experimental methods of determining this effect at any 
frequency, which also yield the line parameters, were developed and 
tested at 2.00 GHz. These methods are particularly attractive because 
all that needs be measured is the input reflection coefficient of the
g
network. Thus the line rg is determined experimentally without having 
to measure effective permittivity of the dielectric, (which Ajose et al 
[62]*s approach would demand).
In each method the connector effect is modelled by a network of shunt 
conductance, 2 and susceptance B, connected to the microstrip as 
depicted in Fig. 2.4a. (See next page.) The shunt conductance 
represents any dielectric loss. However, 5 bas been demonstrated to be 
zero, at least in the frequency range of interest. Consequently the 
model reduces to that depicted in Fig. 2.4b. Thus, reference to the 
Fig., if Yc and Yu  are the respective input admittances of the 
connector and the line, then the total input admittance of the depicted
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Fig. 2.4 Connector-Line Admittance Configuration
network is: Yoc = Yc + Yt$ jB + jYotan^gl........ .............. 2.12
for open load termination.
Ysc = Yc + Y, £ jB - jYocotrgl........................2.13
for short load termination.
Yo is the characteristic admittance. In each method these equations are
solved for B, Pg and Yo. The necessary input admittances are
determined using the measured corresponding reflection coefficients,
Yin: Yin = (1 - Tin )/(1 + Tin)  ..... .............. . .2.14
METHOD J.: In this approach Yin of open and short terminations of a pair
of line lengths were measured and the corresponding admittances
determined according to equation 2.14. By proper algebraic manipulation
of equations 2.12 and 2.13 B, and subsequently Yo and Pg can be
evaluated. If Yoc and Ysc are the corresponding open and short circuit
input admittances for a line, it can be shown, from equations 2.12 and
2.13 that: (see Appendix 2.2.) Yo = Yp + (jB)X -JfiYs.............2.15
where Yp = Yoc. Ysc.  ..........................  2.16
and Ys = Yoc + Ysc................... .......................... ...2.17
Similar equations are obtained with respect to the second length of
line. The connector susceptance is then given in terms of Yp and Ys by:
JB = (Yp - Yp)/(Ys - Ys,)........................................2.18
i z 1 *
provided [Ys. - Ys,I is not very small. Yp. and Ys. ( =1,2) represent• * t <*
Yp and Ys respectively, with respect to the two lengths, 1 and 2 of the
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line. Subsequently Yo is determined from equation 2.15, using the value 
of B determined and Yp and Ys as given by equations 2.16 and 2.17.
In practice 5 pairs of line lengths were used, to get a better 
statistical information as would become apparent below. In order to 
ensure that |Ysf - Ys^| for each pair was not very small, it was made 
sure that the two lengths were not, or closely, equal to each other in 
terms of wavelengths. It was also ensured that L** ^ ^ g ,  n = 1,2,...so 
that the admittance values did not fall near the extremes of the Smith 
Chart, since results in this region could give misleading information. 
For example the lengths of the lines used at 2.000 GHz were 4.75, 4.5,
3.75, 3.50 and 3.00 cm.
A (FORTRAN) computer programme was developed, and used to evaluate 
amongst others: (i) the input admittances, given the corresponding
(measured) reflection coefficients (ii) the possible pair 
combinations, N (N = ^ , n = number of different lengths) and the 
corresponding values of B (iii) the algebraic mean, and the absolute 
value of B (iv) the M = X N possible values of Yo and the statistical 
distribution, and (v) Pg with respect to both open and short 
terminations, and their average with respect to the same length.
The results show that: (i) the real part of the input admittance was
zero, as expected, (ii) the denormalised algebraic and arithmetic means
-4
of B were equal, each equal to 8.107 X 10 S at 2 GHz, implying a shunt 
capacitance of 2 0.0645 pF. The effect on the determination Pg is 
discussed later. (iii) the mean value, <Yo>, of Yo, the standard 
deviation , and the coefficient of variation were 0.985, 0.04 and 4.06% 
respectively. In particular 80, 96 and 100 % of the 50 values of Yo
+ The effect of the bringing capacitance on the electrical length of the 
open circuit terminated line was taken into account, as discussed 
later in Chapter 3 Section 3.3.3.
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were within, <Yo> + €*, +26*, and irrespectively, compared to the values 
68, 95 and 99 % respectively for a normal distributed static.
Consequently the value, <Yo> = 0.985, is taken to adequately represent 
the normalised characteristic admittance of the line, giving a Zo of 
50.76 ohms, which compares very well with the design value of 50 ohms.
{iv) the values of Pg obtained from both open and short circuit 
terminations were within l .5 % of each other. Their average was 34.68 
deg/cm, which compares very well with the theoretical value of 35.35
deg/cm for the line, calculated from Pg = 27f/ig = 1 2 F ^ f f ........2.19
using equation 2.8. This particular result suggests that the connector-
P
effect on *g, at least at this frequency, can be neglected. The error 
induced at higher frequencies is estimated later.
_i_________________ i_________________i---------—------ j----- —_
-400- "300- , -200- . xi o~2
Fig. 2.5 Connector Bulk Effect: Graphical Optimization Plots
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METHOD_II: This is a graphical one. Equation 2.11: Yoc = jB + jYotan^g
was solved by a graphical optimization technique.
Starting with the theoretical value, in this case 35.35 deg/cm, @g was 
varied in steps of 0.05 % of the initial value times n, where n is the 
n^step. The corresponding values of tan ^g was evaluated each time, for 
the different lengths of the line. Yoc was then plotted against tan Pg.
This produced a family of curves. The optimum value of Pg was that
which generated a curve closer to a linear one. B and Yo were then 
determined from this curve. The family of curves is depicted in Fig. 2.5
above. The results show that: (i) the optimum value of fg at the
operating frequency of 2 GHz was 34.8 deg/cm, and the corresponding 
value of Zo, and of the susceptance B of the connector 51.0J?and 8.0 X 10 
S respectively. These values compare very well with the corresponding 
values obtained from Method I. The worst case of B was <% 10 X 10 S. It 
is employed later in estimating the maximum error involved in assuming
^  = (arctan (Yoc/Yo))/£ deg/cm, say, where Yoc is the open circuit
terminated input admittance. Making this assumption Zo, and 
subsequently fig, were also determined employing the Smith Chart 
technique.
THE_SMITH_CHART_METHOD: For a lossless line the input impedance Zin is
given by:
Czoc = -jZo cot figt' when terminated in an open circuit?
Zin = J V.....2.20
(.Zsc = jZo tan rg when terminated in a short circuitJ
(which is equivalent to equations 2.12 and 2.13 respectively if
G = B =0). Thus Zo = ^Zoc X Zsc.    .................  2.21
Also Zin = (1 + fin)/(1 - f in)................. .. ................ 2.22
Subsequently using the measured values of Zin when the line was open and 
shorted, Zoc and Zsc, hence Zo, were determined employing the Smith 
Chart technique. By substituting the value of Zo into equation 2.20 g^ 
was evaluated.
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Fig. 2.6 Smith Chart Graphical Determination of Zo
<Zo> = 50.7 + 0.1 ohms
1 J$l »  dy/c
C j4  9,*'< fy‘
The results are depicted in Fig. 2.6. The mean value of Zo and /g so 
obtained were 50.7 ohms and 34.97 deg/cm respectively, with 
corresponding coefficients of variation of 0.57 and 0.38 %. These
results compare very well with those obtained above, and are all in 
excellent agreement with theoretical values. Thus the three approaches 
mutually validate one another.
Note: Impedances in
the lower half of the 
chart correspond to
the short circuit 
terminations, and in 
the upper, the open 
circuit values, at
same electrical
lengths.
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The results show, in particular, that at the operating frequency of
2.000 GHz the bulk effect of the connector on the line parameters 
determined by the technique employed here can be neglected. The effect 
at other frequencies is estimated by considering the effect of the shunt 
capacitance.
Consider the diagram below, which is same as Fig. 2.4b.
A n r
i
T i
L jl
* ^ i
|(ZU =*>)
If ZL = , then in the admittance configuration the effect of the
connector shunt capacitance,. C, becomes dominant, hence its effect on 
the determined value of ^g becomes most pronounced, when L ^  ^g/2. In 
this case, called the worst case, the error in neglecting the effect of 
C is maximum. It is estimated as follows: If G = B = 0 then
Yin = 0 = jYo tan ? g 'L  i.e. Pg' = "//.......  2.23
However in reality 0 = jwc + jYo tan ^gior wc/Yo + tan P g l - 0.....2.24
But tan^g(. = - tan(tf - P g l) = ~(// - Fg i) since ('it- P g l) « l
(wc/Yo - Ji + P g l ) = 0, ^  Pg = (7/- wc/To)//,..................2.25
From equations 2.23 and 2.25, the error in Pg, is given by:
A  F  g -  X  rad/cm = 360. fC'/XL deg/cm .................. 2.26
where F is the frequency in GHz, C the shunt capacitance in nF, and L 
half the wavelength at F in cm.
~h
For example, at 2.000 GHz, using the value of C = 6.45 X 10 nF, 
^ 0.456 deg/cm, which is in good agreement with results obtained.
Thus, in practice whence C is known ^g can be determined experimentally
from: = l ( $ / Z  + 180n]/L  2.27
and the error involved is less than 360 FC/YoL deg/cm (see equation
2.26). (? ) is the phase of ? in , L  the line length in cm, terminated in 
•in
an open circuit, and 0 an appropriate integer. Equation 2.27 has been
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established from: ' in = V e x p ( -  j2fg/t), which reduces to
exp( — j$. ) = exp(- j 2P g i) since fin ^  1 (the line being lossless) and* / It
= 1^0. Equation then 2.27 follows.
Further verification of equations 2.27 is established by measuring Fin 
for the different line lengths at higher frequencies. The corresponding 
experimental values of Fg were evaluated accordingly, and the theo­
retical values fromifj = 12F/£eff. The results are given in Table 2.3.
Table 2.3 Experimental and Theorectical Results of Pg, with Line Lengths
and Frequency as Parameters
Freq.
GHz
Line
Length
(cm)
Input Re 
Coeff 
MOD
flection
icient
PHASE
S i  1
(deg)
!|Z+180n
(deg)
Phase Con; 
(dej
stant, ^gi 
S/cm) i
EXPERIMENTAL THEORY
-------------------~
5.00 1.00 -166.0 % 83.0 263.0 52.6 53.02
4.50 It -166.0 58.0 239.0 52.9 —do—
3 3.75 «» -40.2 20.1 200.1 53.4 —do—
3.50 tl -26.0 13.0 193 55.1 —do—
3.00 ft +30.2 -15 165 55.0 -do-
-u_.
2.50 1.00 +92.0 -46 134 53.6 -do-
5.00 .99 -6.0 +3.0 363 72.6 70.69
4.50 1.00 +81.0 -40.5 319.5 71.0 -do-
4 3.75 1.00 -169.5 84.7 264.7 70.6 •»
3.50 0.99 -135.8 67.9 247.9 70.8
3.00 0.98 -74.0 +37 217.0 72.3 V
2.50 0.99 -4.0 +2 182.0 72.8 V
Clearly from the last 2 columns of Table 2.3, ' g is very much in
agreement with pridiction of equation 2.25.
Subsequently it is stated without loss of generality that:
for f < 6.00 GHz: (i) the microstripline and connectors are lossless.
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(ii) when the launcher tab is optimised the transition discontinuity 
effect is negligible. (iii) Zo and fg agree with design pridictions, 
thus (iv) the jig has been duly characterised.
2.4 ELECTRONI^INSTRUMENTATION
2.4.1 The Instruments
The main electronic hardware include: (i) an S-band microwave amplifier
(ii) a 12-bit analogue to digial converter (ADC) circuit (iii) A low
frequency broadband amplifier, and (iv) The DUT biasing circuit.
However, it is more convenient to discuss the biasing circuit in Chapter 
4, dealing with the S-parameter measurements, and the 12-bit ADC and 
the low frequency broadband amplifier in Chaper 6, dealing with the 
experimental waveform distortion analysis. Subsequently only the 
microwave amplifier, its design and realisation are discussed here.
2.4.2 The Microwave Power Amplifier
2.4.2.1 The Microwave Power Amplifier: The Need for
One of the main problems encountered in experimental large Rf 
characterization of microwave devices is obtaining from the Rf source, 
large enough signal to drive the DUT into heavy Rf non-linear mode of 
operation. Even, where the source could provide large signal, some of 
the power is often lost in transit between the source and DUT, due to 
mismatch loss and/or attenuation by the intervening network. This 
necessitates the use of an amplifier, to boost whatever power is 
available from the Rf source. The type, design and realization of the 
one employed is discussed below.
2.4.2.2 The Microwave Power Amplifier: Type, Device, Choice and Design 
The large signal Rf characterization of the DUT was intended to be
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carried out at a fundamental frequency of 2 GHz, especially with regards 
to the waveform analysis. Consequently an S-band amplifier centered at 
2 GHz was required.
The active device used was the HPHXTR 5102 silicon Bipolar Junction 
Transistor (BJT) power transistor. This device was used because the 
manufacturer supplied such important information as: (a) the device
performance, especially the power, gain contour maps, the 1 dB gain 
compression point, the output power, and the gain at this point. 
They were about 29 dBm and 9.5 dB respectively at 2 GHz; (b) the load
reflection coefficient at the frequency at which the input has to be
conjugately matched for best gain flatness.
The realization sequence was as follows:(i) The output circuit was 
designed for power at 2 GHz, and matched to feed into a 50 ohm load,
(ii) The input was designed for gain and gain flatness. (iii) The 
complete transmission-line prototype was converted to a microstrip
circuit equivalent, based on the microstrip material characterised
earlier. Finally, (iv) the system was realised, and calibrated. 
Elaboration follows.
All references are to Fig. 2.7: From the output power contour given, at
2.0 GHz the optimum power point at 1 dB gain compression, corresponds to
point C, of reflection coefficient equal to 0.580/115.0. Thus the 50 
ohm load, represented by point A, was transformed to an impedance
point C, as follows: First the 50J2. load was transformed to a pure 
resistive load of 13.3 J L , point B, (a point with same reflection 
coefficient ampliude as point C), using a ^g/4 transformer, of Zo, given 
by Zo(*g/4) = A J zl , \  - 50JZ ,Z^ = 13.3J2L
Thus the Zo = 26 S t , (see insert). Then a 50 SL lossless transmission 
line, of electric length, 0 = (180 - 115)/2 = 32.25 deg was rotated to
complete the transformation, and hence the output network design.
o
(with corresponding [ *  Z equal to the impedance at
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Fig. 2.7 The S-Band Power Amplifier Design:
Impedance and Admittance Representation
Finally the input was designed for gain and gain flatness, employing 
conjugate matching, to ensure optimum power transfer. From the 
characteristics of the device it was seen that the gain at the 1 dB gain 
compression point was minimum (Z, 9 dB) at 2.3 GHz. Thus the input 
conjugate matching was designed at this frequency. The corresponding 
input load reflection coefficient, deduced from the gain contour 
mapping, and represented by point D, is; ^  = 0.56^5 . This defines
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the input matching network. The S-parameters used here were rather the 
small signal values, as justified by the manufacturers: They observed
that the input and output impedances of the transistor did not change 
much under gain compression, thus implying a fairly linear behaviour 
under large signal at the operating bias. Besides, at this stage the 
large S-parameter measurement system had not been developed.
The S-parameters were: Si( = 0.58^146; = 2.16^-5.6;
S, = 0.076^15.0, and S ^ =  0.57^-127 ; and /£ = 0.56^95 .
Thus ^  = 0.6 £-134+, represented by point . The corresponding
admittance, represented by point was determined to be 1.2- jl.6.
This is the admittance of 42 ft. resistance shunted by a 31.25 & 31J2- 
capacitive reactance. For practical purposes, this resistance of 42 50ft 
for matched condition, therefore was not matched. Thus, a shunt
capacitive element would adequately bring the 50 ft input load to the 
conjugate point and an open stub line, of electrical lengthi/8, thus of 
reactance ~jZotan^g/8 equal to Zo (= 3lft) was used. This completes the 
input match, and , the transmission line, design.
The transmission line prototype is shown in Fig. 2.8a.
a. Transmission Line Prototype p 0 Hr ~ ~
b. Design Dimension on Duroid of ^eff = 2.169;*g = 12Fj^eff; h = 0.72 mm
Fig. 2.8 The Amplifier Design Circuit: 2 GHz
+ This is calculated from: n r  S S. f
' ms = S +* —  , where * stands for
1 “ conjugate of.
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The design was completed by converting the prototype into the microstrip 
equivalent. See Fig. 2.8b.
2.4.2.3 The Microwave Power Amplifier: Design Realization
The practical microstrip circuit was realised by photolithographic 
technique. The transistor was mounted, to feed a 5 0 input, and output 
loads. It was coupled to both the input and output signals via 300 pf 
capacitor, to block off any dc components. It was biased by the circuit 
network depicted in Fig. 2.9.
The functions of the biasing circuit components are self explanatory. 
The Rf choke was realised by using 10 turns of #32 gauge wire wound 
into a coil of about 2.5 mm supported by a plastic material. The top 
view of the realised amplifier, (actually enclosed in a protective 
case), is depicted in Fig. 2.10, below.
Fig. 2.10 Top View of the 2 GHz Amplifier
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Performance calibration showed that the small signal gain was 9.5 dB 
compared to design value of 10 dB, at 2.00 GHz. This was a very good
agreement. Unfortunately during the course of the measurements this
amplifier was destroyed while being retuned for extra power.
Subsequently an untuned amplifier was employed. It was one of the NEC
72059 devices, biased in class A - operation.
2.5 SYSTIM.CALIBRATION
2.5.1 System/Devices Calibrated
The systems/devices calibrated included:(i) the S-parameter measurement 
system which included the NWA. (ii) The digital data acquisition and 
analysis system, employed mainly in the waveform distortion analysis,
(iii) The signal separation, and intervening network system which 
included the external directional couplers, circulators, and coaxial 
cables and filters.
However only item (iii) is discussed presently, as the devices concerned 
found broad application across the different units of the project. 
Items (i) and (ii) are discussed later, as explained in Section 2.1.
The calibrations entails: Investigating the performance of the unit as a 
function of frequency, subsequently the results were taken into account 
in later calculations.
2.5.2 Calibration: Coaxial Cable Calibration
Part of the network between the source and the DUT, the DUT and the 
appropriate detector, or feeding into the power meter consisted of N- 
type coaxial-line, type URM67. This was not a very high quality cable at 
microwave frequencies. Thus it was necessary to measure the power loss, 
as a function of frequency. This was necessary especially when the line 
was part of the circuit between the power meter and the DUT, for large 
signal characterization, else the actual incident power on the DUT would
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not be correctly determined. Furthermore in the waveform analysis, if 
the coaxial-line formed part of the network between the DUT and the 
microwave sampling oscilloscope it is essential to know the effect of the 
line on the relative amplitudes of the harmonics with respect to the 
fundamental.
The loss in dB/Metre length of the line as a function of frequency was 
investigaed. The phase variation with line shape, with frequency as 
parameter, was also investigated. In investigating the power loss, the 
power incident at one end of the line was measured, while the other end 
was matched. Then removing the matching load, the output power at the 
other end was measured, with the initial end now part of the network 
from the Rf source. Subsequently the loss, in dB, was calculated. Then 
the conventional insertion loss technique was employed, in order to 
check for consistency, and usually the results were in very close 
agreement. Consequently their average was used at the frequency. The
results are depicted in Fig. 2.11.
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It is evident from the plot that up to 6 GHz, the loss is directly 
proportional to frequency. Therefore, assuming uniform cross-sectional 
area, and permittivity, thus loss/unit length, then up to 6 GHz, the 
loss is 0.167dB/m per GHz, compared to the specifications of 0.07 dB/m 
at 0.1 GHz, and 0.2 dB/m at 1.0 GHz. Beyond 6 GHz the loss, in dB, 
increases almost exponentially with frequency.
The phase information was investigated by twisting and/or bending a 
given line length into different shapes, and measuring the phase of the 
transmitted signal for each shape, at a given frequency. The NWA, phase- 
gain indicator was employed in the measurements. It was found that:
(i) provided the length, L ^ 1/4 and any line curverture smooth, then 
at a given frequency the phase was dependent only on the length.
(ii) there was a linear phase relationship with frequency, f, provided 
f < 8.00 GHz.
In practice therefore it was ensured that any line length, L , forming 
any section of the circuit, was such that:(i) L$ 1/4 m,to minimise loss, 
except where power level was not critical, e.g. when feeding into the
reference channel of the NWA. Nevertheless the attenuation effect was
taken into account in all subsequent calculations. (ii) The line was 
kept straight, or any inevitable bending ensured smooth.
2.5.3 Calibrations: Directional Couplers, Circulators, Pads and Filters
The directional couplers were investigated for directivity, Dir, and 
coupling factor, c.f., at different frequencies, and at different power 
levels at a given frequency.
Referring to Fig. 2.12a below, these are given by:
Dir = 10 log (R/P,r)dB, and cf = 10 log, (P. /P., ) dB. In particular
ip
(Pftrr) was measured with port 3 (port 1) matched, while the known 
signal was incident at port 1 (port 3), the power levels incident at
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ports 2 and 3, respectively were ensured equal.
(Q)
-£>P
*2
FoRiMARb OiZEc'i.otJM 
COu PL£a.
R £V£=RSC D/fcG:7,orJrtL 
C0l)PL6<^>
It was found that at a given frequency both the directivity and coupling 
factor were practically signal level independent. The output power,P , 
with respect to the incident power P , was measured, with the auxiliary 
port, port 2, matched. This was to account for any attenuation. Any 
coupler found to have directivity less than 30 dB was not used in 
subsequent measurements.
Similarly, the circulator was calibrated for its coupling coefficient, 
and isolation, iso. And taking the circulator as a 3-port device, then 
in terms of scattering matrix, it can be represented by:
fcl S„ s,x s,^ 0 S|^
P J  = s* s*,, SX5 s* 0 sz,
3^i ^33 _Si, su  0 _ , if the ports are matched.
With respect to Fig. 2.13, (see below):
cf = 10 log, (P /P_), when port 2 is matched, etc. 
lo f 3
In general cf = 10 log (P,/P. ) with port j matched, and ijk considered10 o fcu
cyclically, where P ^  is how much power incident at port i is coupled
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into port 3. Similarly isolation = 20 log^ (S i j ) ,  with port JC. matched.
Also it was ensured that only circulators with very high coupling 
factor, and isolation (> 25 dB) were subsequently employed. However, 
later, in Chapter 4, an analytic calibration of the circulators, taking 
into account both the non-zero input reflection coefficient, and 
isolation will be developed.
Finally the pads, and filters were calibrated by measuring the 
insertion loss as a function of frequency.
£.6 f m m
In this chapter the general instrumentalon and calibration have been 
discussed. This includes: (i) the design, realization and
characterization of the:(a) microstrip line, and jig, summarized in
Section 2.2.9.(b) microwave power amplifier, and(c) calibration of the
signal separation devices, employed across the project.
The design and realization, and/or calibration of unique systems are 
discussed in the appropriate chapters. This includes the NWA
measurement system, discussed in the next chaper, under 2-port network 
characterization and S-parameters.
Fig. 2.13 Three Port Circulator
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TWg_PgRT_NETWpRK_CHARACTERI2ATI0N-.AND_S-PARAMETERS
3.1 INTRODUCTION
A two-port network is a network having two terminal pairs, each pair 
otherwise called a port. There is always a reference terminal to each 
port, which may/ may not, be common to both ports. {See Figs. 3.1a and
b.) From the configuration illustrated in Fig. 3.1b, it is apparent 
that a 3-terminal device, such as a transistor, can be reduced to a 2- 
port network system. Frequently the 2-port network being investigated, 
AA BB (see Fig. 3.1c) is embedded within a larger network, and the 
measurements have to be made through external ports, CC and DD.
By establishing the relationship between the terminal signals, the 
network of interest can be characterised. This relationship is 
expressed in terms of parameters called immittances (defined below). 
The choice of the describing immittance depends on the nature of the 
network and the frequency of the signals, which, in turn, determine the 
measurement system. The frequency, in principle, can range from DC to 
microwave frequencies, and beyond.
This chapter discussed in the main:
(I) Basic 2-port network theory, and immittance parameters.
(II) The possible, and the chosen, immittance parameters of 
characterising a 2-port network at microwave frequencies,
(III) The description and calibration of the basic measurement system 
employed.
44
a. No Common Terminal between the Ports
b. The Ports have a Common (Reference) Terminal
c.The 2-Port under Investigation embedded within a Larger 2-Port Network
Fig. 3.1 Two Port Network Representation
3.2 CHARACTER I Z m  O O L S r P O R O I I W O R K
3.2.1 General Circuit Theory of 2-Port Networks
3.2.1.1 Immittance Concept and their Matrix Representation
A two-port network is characterised in terms of four variables, two at 
each port. Two of these variables are taken as the independent 
variables, and the other two as the dependent variables. The network is 
said to be characterised if the relationships between the two sets of 
variables are established.
These relationships are usually expressed in terms of parameters called 
immittances, which physically represent the port impedances, 
admittances, or the transfer function between the ports, etc. The 
parameters can be divided into two main groups - those that relate the 
terminal currents and port voltages directly, and those that relate them 
indirectly. To the former belong the Z-, Y-, h-, parameters, etc.jand to 
the latter,the scattering parameters, otherwise called the S-parameters.
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In general the relationship between the dependent and independent 
variables can be defined by;
[VD] = [k][^]............................................ 3.1
where and are column matrices, representing the dependent and 
independent variables respectively, and [k], a 2-dimensional, non­
singular matrix, representing the immittances, and is called the 
immittance matrix.
3.2.1.2 Conventional 2-Port Immittance Parameters: Matrix Formulation,
and their Limitation at Microwave Frequencies
Conventional 2-port parameters include the Z-, Y-, h-, and T-parameters. 
Usually only the Z-, Y-, h-, parameters are used in characterising high 
frequency networks, thus are the ones discusses here. The discussion 
will be with respect to Fig. 3.2.
^2 ^ -  .....
D i m D evic p  U vdf/z V  V
•———_____
in  A 2 ~Po(i7
lH57
l o P o L o g y
Fig. 3.2 Definition of 2-Port Parameters 
^PARAMETERS: These relate the terminal voltages to the currents.
Consistent with equation 3.1, the Z-parameters set is defined by:
[V] = [Z] [I].......         3.2
where [V] = [ I ]  = I ,
Jz j
and [Z] = Z'l Z\l
22
is the Z-parameter
.......  3.3
Thus the elements of the Z-matrix are defined as follows:
narix. Or.-V, = y ,  ♦ J ^ a n d  V = y , ♦ y  z
Z,| = V, /I, If I = 0. Thus Z(j is the input impedance when the
output port is open-circuited.
0. It is the voltage response in port 2, when 
open-circuited, due to the current excitation in port 1.
H\ -v2 if h
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Similarly Z ^ =  V^/I^is the impedance looking into port 2, and Z/2 = Vf / l l }  
the open circuit reverse impedance; provided port 1 is open circuit. 
Z-parameters are usuful in T-networks, shown in Fig. 3.3a.
PORT # 1
u , 12 PORT ft 2
a. - Equivalent Model: Best Analysed by 2-Matrix
PORT ft 1 PORT ft 2
b. - (PI) Equivalent Model; Best Analysed by Y-Matrix 
Fig. 3.3 Some Two-Port Representation
Y-PARAMETERS: These define the terminal currents in terms of the port
n  t r~y y~3rv-j
voltages. They are defined by: t ' ] = [ * 'ZJL '1.... ......
LIlJ l '4 2l
,3.4
,3.5or I, = Y „  V, ♦ T|3lV2 . I3 = Y2iV,
The elements of the Y-matrix are:
■y = I,/V (V^ = 0), is the input admittance with output port shorted.
Y5| = I^ /Vj (V( =0), is the short circuit forward transfer admittance.
Y ^  = /V^ (V( = 0), is the output admittance when port 1 is shorted.
Y = I( /V (Vj =0), is the short circuit reverse transfer admittance.
Similarly, Y-parameters are useful when dealing with TT -networks, 
illustrated in Fig. 3.3b.
hlEAMMETERS: These define the input voltage, and the output current in
terms of the input current and output voltage. They are defined by:
...................... ...3.6
.........   3.7
~V1 1 bit h 12 " VLi, _ _h^ r -V2-
or V( = V, ' 21 2
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The elements are:
h^ = /1{ (Vx = 0) = the input impedance, with the output shorted.
hxl = IL/Ij (Vx ~ 0) -  the forward current gain with the output short.
h-parameters are very useful in characterising active networks at 
moderate frequencies.
All the parameters, discussed above, are: (i) explicitly defined in
terms of voltages and currents, and (ii) evaluated with one port either 
open - or short - circuited. But at microwave frequencies current and 
voltage measuring instruments are not readily available. Furthermore it 
is very difficult in practice to realise good open and/or short circuit 
at the required port. And even where such circuits can be effectively 
achieved it is very difficult to predict the behaviour of the network if 
it is active, for it might go into oscillations (probably at a lower 
frequency), and any measured characteristics would be describing the 
network at this oscillation frequency.
Thus, while these parameters have vivid physical meanings, they are not 
adequate experimentally, in characterising active networks at microwave 
frequencies. Therefore another set of parameters, easily measurable at 
microwave frequencies, is necessary, and employed. This is the 
scattering (S-) parameter set, presently discussed.
3.2.2 S-Parameters
3.2.2.1 Definition, Matrix Representation and Physical Interpretations
Scattering (S-) parameters are reflection and transmission coefficients. 
Unlike the Z-, Y-, h-parameters, they don't explicitly relate the
terminal currents and port voltages, but describe the same network in
hlx = IL /Vx (I, = 0) = output admittance
h |% = Vj/\% (I4 = 0 )  = the reverse voltage transfer
transfer
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terms of field waves, what Kurokawa (64) has called power waves.
bj* -  - DUT* rs"
— 7.0; 20
r=<5=ii'in q
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4 — — — 
02.-0
fc>2_?^o t
- 4  f
t-------
S a= £ r ^ o
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Key: a^ = Incident Wave at Port 1: bj. = Reflected Wave from Port 1
a 2 = Incident Wave at Port 2: b^ = Wave reflected from Port 2
Zoj is the Characteristic Impedance wrt Port 1 
Zo^ is the Characteristic Impedance wrt Port 2
(a) The Incident and Reflected Waves
(b) Principle for S„ and S2rMeasurements
(c j Principle for S^and SlZ Measurements
Fig. 3.4 S-Parameter Masurements: Fundamental Principles
With reference to Figs. 3.2, and 3.4, 2-port network S-parameters are
defined by: __
1 S„S,2 "or
_b 2 . 5a Su 1 0 1* -
or b, = s.,a + s a*.1 ii , <z Z
b? = s,a + s a.,.
2 ;* i zz 2
3.8 (a)
3.8 (b)
This matrix equation is consistent with equation 3.1, with:
h>2
variables, and [k] =
as the dependent variables,
5(1 5g
Q.
Q? % the independent
is the scattering matrix. 
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The variables defined by: a( = V* exp<-Vz)/jzo( = V( inc//zox ........3.9
bj = V" exp(YZ)//zo, = V,ref//Zo^.. ..... 3.10
and similarly az = Vx inc//zo2........ 3.11
bx = V2re f/ fz o 2........ 3.12
Vino and Vref are the incident and reflected voltages at the appropriate 
ports. The a and b are normalised field quantities, such that aXa*,and 
bXb* give the appropriate power flow:
G,*Q* = |a„ |Z = V^inc/Zo^..............................3.13
is the power incident at port 1.
z z-
Similarly: jb^l = V,ref/Zo,.............................3.14
is the power reflected from port 1, with port 2 matched.
x 2-
(a^i = V^inc/Zo^.  ...............   ...3.15
is the power incident at port 2, and
I b J  = V^ref/Zo^....................................................3.16
is the power reflected from port 2 with port 1 matched. Zo^  and Zox are 
the respective characteristic impedances at ports 1 and 2.
The elements of the scattering matrix are given by:
Sll = , 1 = 0  = <V, ref//Zo. )/(V,inc/Zzo, ) = V, ref/V( inc........... 3.17
Similarly  3 -18
= V ef/V!  3 -19
= V ef/\ lnc................. 3 -20
From equations 3.17 through 3.20, the elements of the 2 X 2  S-parameter 
matrix have the following physical interpretations: Sj( is the input
reflection coefficient with the output port matched, and |Sj( j l  the
available generator power reflected from the network at port 1.
v-
is the voltage transferred to the input from the output with the input 
matched, and both the input and output having the same characteristic 
impedance. It is a measure of the feed back inherent in the 2-port 
network, and IS^I the reverse transducer power gain.
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So, is the voltage transferred to the output from the input, with the^« A
output matched, and both the input and output having the same 
characteristic impedance.lt is a measure of the forward gain/loss of the 
network, }SZ(|2 is the transducer power gain/loss from port 1 to port 2. 
And; S2Z the reflection coefficient at the output port with the input 
matched, with i S ^  is the available generator power reflected from the 
network at port 2.
The elements are complex, otherwise frequency dependant. In particular 
the phases of s^ , and slZ define some sort of phase shifts, due to the 
insertion of the 2-port network.
S-parameters can be similarly defined for higher order networks, for 
example, for 3-port networks, which fully represent a transistor 
configuration. For 3-port network the S-parameter matrix formulation is 
given by;
M
S „ Six Sr
r  1
b2 = Sa, s* Spa ai
U>3U - S3i §22,L a3-
b, = S„a, + S^aj. + S,a?
or b i -  Sj.a, + S„a, + S;"a.
b, = A  ♦ ♦ € 4
,3.21
The S-matrix parameters are similarly defined as in the case of 2-port 
network. For example:
’33 = b? /a
is the reflection coefficient in port 3
with both ports 1 and 2 matched.
S3l b3 /ai
is the voltage transfered to port 3 from
7-
port 1 with ports 2 and 3 matched,and tSsJ  the transducer power 
gain/loss from port 2 to port 3; etc.
The 3 X 3  S-matrix has the property that the sum of any row or column is 
unity, as demonstrated below, provided the ports are referred to a 
common ground:
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(a)* 3T (3-ffORT)
Z r 2 o
r-SW*—
Zg-o
rf7
(b):3~T, but 2-PORT
NOTE: The primed,(*), parameters are the 3 X 3  Indefinite Matrix 
The arrows show possible (direction of) Transformation, 
for example if£sjp , (d), is measured then (c), hence
(e) and (f) can be generated.
Fig. 3.5 3 T ^ 2 T  (S-Parameters1) Transformations
With reference to Fig. 3.5, if a and b are the current-like 
incident and reflected waves at port 1, then current continuity, with 
respect to the total current into the network/device, demands that:
(1 - s,i )a( - V i  - s3,a, = °*or s;,+ s;,+ v  1................ 3-22
where + S ^ ( is the sum of the first column. The rest can be
similarly proved. This property of 3-port S-matrix is very useful in 
reducing a 3-port network, such as the transistor, to its 2-port 
equivalent, which is easier to characterise, and (vice-versa), as 
demonstrated below.
3.2.2.2 3 2 Port S-Parameter Transformations
Refer Fig. 3.5. Fig. 3.5a represents a 3-terminal (3-T) network/device 
(for example the transistor) with each terminal referred to a common 
ground, thus it is a 3-port network, and can be characterised by 3 X 3 
S-matrix:
C fsII s^Sis
...................................3.23
c S„ S(1 Si3J n SuSn S23V—' J\3l %Z S33
(1)
(2)
S,'Si S32 'Vj
' J) Terminal 3 Common
(e)sTerminal 2 common (f)sTerminal 1 common
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If the 3-ports are terminated in the same characteristic impedance, i.e. 
Z, = Z^ = Z^ = Zo, then [S ] is the usual indefinite 3 X 3  S-matrix. 
The nine elements are related by:
= ?s n = 1..................................................3 *24
If one of the terminals, say terminal 3, is now grounded, (Z =0), 
a 2-port network, Fig. 3.5b, which is consistent with Fig. 3.1, results,
"s s ~
and can now be characterised bv 2 X 2 S-matrix: [S0 ] = J 1 '2 ,
referred to this common electrode. In practice this is what is done 
when characterising a transistor: One of the electrodes, say the
source/emitter for a.FET/BJT, is grounded. The measured S-parameters 
are then referred to as the common source/emitter S-parameters.
In principle the parameters referred to the other two electrodes can be 
determined without actually measuring them. Equation 3.24 shows that 
only four of the nine elements of the [S ] are independent. These are 
the elements of the 2 X 2  S-matrix of the equivalent 2-port network. If 
they are known the remaining five elements can then be generated. 
Subsequently the other 2 X 2  S-matrices can be determined as illustrated 
in Figs. 3.5c through 3.5f.
However, it has to be cautioned that direct determination of these other 
two 2 X 2  S-matrices as illustrated, in Figs. 3.5c to f, gives accurate 
results only if the common electrodes are adequately directly connected 
to ground, thus is most ideal for chip devices. Otherwise some modifi­
cations* have to be made as illustrated by Hood (65), and the author*.
3.2.2.3 Advantages of S-Parameters over Z-, Y-, h-Parameters
The advantages of S-parameters, over Z-, Y-, and h-parameters in
characterising microwave (active) networks experimentally are apparent
* These are given in appendix 3.1.
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from the discussions in the last three sections. These include:
(I) S-parameters can be measured much more easily, and accurately 
because their measurements require matched, not open - or short - 
terminations. In particular: (a) Broadband measurements are
possible if the line is a 5 0 ^ line since broadband 50tft.
terminations are readily available, (b) Measurement can be made at 
any convenient plane and referred with less difficulty to the 
desired plane.
(II) 3-terminal devices, (natural 3-ports), can easily be reduced to 
equivalent 2-ports in terms of S-parameters, and under appropriate 
conditions only one of the three possible 2 X 2  S-matrices needs 
be known to determine all three.
(III) While not every network may possess Z-, Y-, or h-parameters, every 
network possesses S-parameters, £66].
Consequently S-parameters are employed in this project for the purposes 
of characterising the DUT. (If the other parameters are needed they can 
be obtained from the conversion equation given in appendix 3.2.)
For meaningful application of S-parameters, their accurate measurement 
is essential. Thus a good knowledge of the basic measurement system: 
principle of operation, inherent error and limitations, are essential. 
These are discussed below.
3.3 S-PARAMETER_MEASUR!MENTJ5YSTEMj_THB^
3.3.1 The System and Basic Principles of Operation
The fundamental principle of S-parameter measurement is depicted in Fig. 
3.4. For measurement of S, dnd S2 , Fig. 3.4b, a matched source,(necessary 
in order to minimise error in measurements, see equation 3.32) is 
connected to port 1 with port 2 matched. Similarly to measure Sxxand Sjx 
a matched source feeds into port 2, and port 1 is terminated with a 
matched load: Fig. 3.4c. The practical problem, however, is
54
configuring a realistic measurement system.
In this work the core unit employed was the Hewlett Packard Microwave 
Manual Network Analyser (MNWA), model HP8410B, and its accessories. The 
whole system, driven by an external Rf source, consisted basically of:
(i) Signal separation device, otherwise called the Tranducer.
(ii) A receiver unit, also called the test unit and (iii) A display unit 
The last two are usually, collectively referred to as the Network 
Analyser. The schematic of the whole system is depicted in Fig. 3.6a. 
Fig. 3.6b and c depict the schematics for the measurements of S /S and 
S /S respectively.The main difference between these two is in the
a. Schematic of the NWA S-Paramter Measurement System
b. Measurement of S2l and S,2
c. Measurement of S(J and S ^
Fig. 3.6 Schematic of using the NWA in S-Parameeter Measurement
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These basic blocks configured in Fig. 3.6a a b o v e , s a m e ,  whether it is 
the small or large signal S-parameters that are to be measured. However 
as will be seen later, this NWA, and in fact the ones available at this 
stage of the technology cannot be used to measure large signal 
S-parameters. Consequently the discussion presented in this chapter, 
vis-a-vis the system, is limited to the small signal operation. The 
modified version, (which is one of the author's original contributions), 
to measure large signal S-parameter is discussed in Chapter 4.
The discussion here deals mainly with the operational 
principles, primarily to appreciate the modification to be made later, 
(with respect to Large Signal S-Parameter measurements) and to point out 
the problem areas, hence to account for, and where possible estimate the 
magnitude of any system-associated errors.
The microwave source feeds into the signal separation unit - the 
transducer, which separates the signals into two! the test and reference 
signals, (channels). The tracking between the channel signals, (which 
depends on their electrical path lengths), and their isolation which 
depends on their relative levels and the coupler's directivity are among 
the parameters that determine the measured results’ accuracy. If the 
two lengths are not equal tracking error occurs. On the other hand poor 
isolation and directivity would cause cross-talk and directivity errors. 
The DUT is connected in the test channel. With respect to Fig. 3.6b, if 
in one position of the measuring Jig, was measured, then to measure Sl3^ 
the jig was turned end-for-end. Similarly S(1 and S^were measured using 
the basic set-up Fig.3.6c. In the measurement of /S^the reflected wave 
from the DUT goes back into the dual directional coupler of the 
transducer and then gets directed to the Test Output and then to the 
Test-Set.
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Subsequently the information from the two channels feeds into the 
Receiver System - the Test Set, made up of a harmonic frequency 
converter (HFC)/network analyser arrangement. By the process of
harmonic sampling the input signals into the channels are down converted
t
to fixed intermediate frequency (IF) signals at which the circuity would
A
be capable of measuring the amplitude and phase relationship between the 
two signals. The conversion is a linear process, hence the signals at 
the IF frequencies have relative amplitudes and phases as the reference 
and test signals at microwave frequencies. Thus both the amplitude and 
phase information in the original signals are preserved. Basically the 
Test Set is a VECTOR Ratiometer.
The system requirement demanded that: (a) the power level, entering: (i) 
the HFC, defined by reference channel power level, lie between -44 and 
-16 dBm, (ii) the test channel signal lie between the system noise 
level, (-78 dBm in this case), and -10 dBm, (b) the test channel power 
level should not exceed that of reference channel by more than 20 dB. 
Evidently this is the primary limitation of the NWA measurement system, 
that makes it impossible, in this original configuration, to measure 
large signal S-parameters. The constraint placed on the relative signal 
level affects the cross-talk phenomenon, while the system noise level, 
and maximum levels in the two channels affect the dynamic range of the 
systems, hence the system associate noise level error.
Finally, the complex results measured in the Test-Set are detected and 
displayed in the Display Unit. Two types of the display units were 
available: the HP8414A Polar and the HPS413A, Phase-Gain-Indicator (PGI) 
display units. The type employed depended on convenience and 
application, for example the PGI type was used whenever an external X-Y 
recorder was employed simultaneously.
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In practice, there are two main parts to the measurements:
(I) Establishing a reference level using a known standard, and then
(II) Replacing the standard with the DUT to obtain a new set of reading, 
the measured value.
The actual value of the measurand depends upon: (i) how ideal are the
standards thus on the reference level, and (ii) on the measurement 
system errors. The system errors are presently discussed.
3.3.2 The NWA Measurement System: System Errors, and Calibration
The errors associated with the NWA measurement system include:
(*) TRACKING ERROR : This occurs only if the reference and test channel
signals travelled different electrical lengths. However, ensuring that 
the two lengths were equal, (using the line stretcher), was an integral 
part of the measurement at every frequency, thus this error was assumed 
absent, especially as the measurements were made at fixed frequencies,
(ii) CROSS-TALK, AND DIRECTIVITY ERROR: The former, (which is a measure
of the isolation between the two channels), occurs when the reference
channel induces some signal in the test channel. It is related to the
latter, which occurs because the directivity of the couplers that
constitute the transducer sub system is finite, by:
Isolation (dB) = Directivity (dB) + Coupling factor (dB).
Their effects are serious if: (a) the system isolation, hence
directivity is small, and/or (b) low reflection coefficients or 
attenuation are being measured. But the NWA system has isolation of 65dB 
up to 6 GHz and 60 dB up to 12.4 GHz C67J. This is considered high 
enough for the level of parameters measured here: S/f/S21#< 6.0 dB, and 
Sj^loss) dB < 35.0 dB for 2 ,< F .< 6 where F is frequency in GHz.
20.0 dB for 6 < F ^  8 in GHz.
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However to minimise cross-talk further, hence improve the isolation, the 
reference signal was padded, while directivity effect was calibrated 
out, as discussed later. Consequently the two errors are considered 
negligible. And in the worst case the uncertainty they introduced into 
the result < 1.2 %, assuming a coupling factor of 20 dB.
(iii) MISMATCH UNCERTAINTY: This occurs at every plane where 0. It 
may occur at: the source-system link up, giving rise to source-mismatch 
error*, the internal coupler-load, and connector planes, and at the 
system/DUT-load link, giving rise to load mismatch. The source-system 
link up mismatch uncertainty is more pronounced when an unlevelled 
external source was used. The external source used here was levelled, 
by external feedback mechanism. Further improvement was achieved by 
using a circulator (of Zo = 50*£.) between the source and 'its* load. 
The internal coupler-load and connector plane reflections contributed to 
the overall directivity error which has been effectively treated. The 
load mismatch which affects mainly the transmission measurement is 
discussed later.
(iv) SYSTEMJVOISE_LEVELtEFFECT: This was considered insignificant here
for the noise level of the system used (-75 dB at 10 KHz) was quite 
smaller than the smallest gain (-35 dB), or return loss (-6.0 dB) 
measured. Besides, the system isolation - 65 dB - set the upper limit 
for the attenuation or return loss measurable.
<v) QUANTIFYING THE EFFECT OF THE ERRORS: The net contribution of all
the errors discussed above in the measured value of the reflection 
coefficient ^  is the uncertainty given by:
Af = A + Bf + C / ...........   3.25 C67>68j
where: (a) A, is a first order term, associated with the test-set
coupler directivity, and is given by:
* which arises due to any multiple reflections between the source and 
system reflectometer.
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A = Inverse (log^(-0.05 X directivity in dB), ( 0.006 in this case).
(b) B is a calibration error: the reference level in SJ{/SZz measurement 
is obtained using a short or an open circuit termination. In practice 
the reference reading is equally corrupted by both the system coupler's 
directivity, and (source) mismatch errors.
In principle B = A + C. In practice B was calibrated out by measuring 
S^/S.^ relative to both* short* and open* circuit termination references, 
and then taking the average of the two results. Subsequently B = 0.
(c) C represents the source match, or the equivalent reflection looking 
back into the test coupler. From equation 3.25 it is evident that the C 
term is dominant when f  is large. In practice the contribution was 
minimised by improving the source VSWR, by using a 50-^ circulator 
between the source and 'its' load, and by levelling the source. A VSWR 
better than 1.2 : 1 was obtained. Thus in the worst case C £ 0.091.
Thus Aj? = A + Cf 2' , since B C 0. Consequently, since 0.5 ^ S^, and 
Sjj^ 0.95 in practice, 0.029 .< 0.088, for A < 0.006, C 0.091.
It was rather difficult to quantify analytically the uncertainties in 
S^/S^, caused mainly by the source and detector - mismatches, and by 
the system noise level, in the case of S^. Nevertheles the source 
mismatch contribution was minimised as discussed above, and that of the 
detector mismatch by inserting a 10 dB pad between the DUT and the 
detector, while system noise level effect was neglected, as discussed 
above. Furthermore, from the results © f a  series ,measurements, dis- 
cussed in Chapter 4, (see Section 4.7.1..) 3% uncertainty in the values 
of S^/S was assumed.The accuracy of the results also depend on how ideal 
the calibration standards (so far assumed ideal) are. The standards 
employed are discussed below.
* This approach is theoretically valid because, though the reflection 
coefficients of an ideal short and open terminations are 180 out of 
phase, the errors due to the directivity mismatch don't change 
phase when the load is changed from an open to a short one.
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3.3,3 S-Parameter Measurement Calibration Process; Realization of 
Reproducible Calibration Standards
The calibration standards - open and short circuit terminations, for 
SM/SZLmeasurements, and a feedthrough line for S^/S^ measurements, were 
realised as follows.
Ihe_0i>®0-.£ftandard: This was an abrupt open termination realised on the
microstrip line, of characteristic impedance 50 ohms. However an abrupt 
termination is usually associated with three phenomena which have to be 
accounted for; (i) occurence of fringing fields which extends beyond the 
physical length of the line, hence modifies it. (ii)launching of surface 
waves from the end of the strip,and (iii) energy radiation from the open 
end.Phenomena (ii) and (iii) lead to energy loses, hence will affect the 
amplitude of the measurand, while (i) affects the phase. The two 
associated with energy losses have been modelled shunt conductance, 
and their effects can be shown to be negligible in the case here,at fre­
quencies below the X-band (54,55,691. In particular the low permittivity 
of the substrate reduces the chances of radiation from the open end. It 
also reduces the launching efficiency of any surface waves [55]. 
Subsequently, since the frequencies of interest, f < 8.00 GHz, the 
surface wave effect and radiation losses are considered negligible.
The fringing effect was accounted for by taking into account, at the 
design stage, the associated extra length, leo , introduced by the 
fringing capacitance. The fringing capacitance, C^, was evaluated using 
Silvester and Benedek approach [70], Then leo was calculated from:
leo+ = q>**ZoCji //Seff = 0.320 mm,............................... ....3.27*
The_Short_Circuit_Standard: An effective and reproducible short circuit
+ The open end of the physical length had to fall within the substrate, 
not at the physical end of the line, else the field, hence the 
caliculation of the effect, becomes complicated.
* The proof is given in Page 102 of Reference 45.
** Co is the velocity of light in free space.
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termination at the plane of interest was realised by investigating the 
shorting ability, and the reproducibility of different short termination 
arrangement, and then employing the optimum arrangement. The conducting 
elements used included aluminium and copper foils, and the microstrip 
peels of equal width as the strip conductor (0.2 cm). For each type of 
element the shorting ability, as a function of the foil length (from the 
desired plane), width and thickness was investigated over the frequency 
range. Of particular concern was how the amplitude and phase of the 
reflection coefficient varied with the frequency. The shorting material 
was fixed by means of mechanical pressure contact as discussed in 
Chapter 2. Results show that copper foils of thickness ^ 60 pm, and of 
the same width as the strip conductor, and of length < the launcher 
connector length produced the optimum arrangement: in the sense that
0.99 <!f ‘<1.00 and was independent of the element length, and of 
frequency. This structure was easily reproduced, (and a plate of copper 
foil of 60 m thick was available) and was subsequently employed. 
The_Feedthrough_L i ne: The transmission measurement standard was a
microstrip line, electrically identical to that to which the DUT was 
connected. However it is physically shorter than the latter by the 
diameter of the DUT.
These standards are discussed further in Chapter 4, under the 
deembedding technique. Presently the method of establishing the 
calibration standards’, (measurement reference), levels is discussed.
3.3.4 S-Parameter Measurement System Calibration: Establishing
the Basic Reference Levels
The reflection and transmission references were established as 
follows.(It is assumed that the measurement system configuration* up to
+ This is because the configuration for the large signal S-parameter 
measurement, to be discussed in chapter 4, is different from that 
hitherto discussed.
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the measurement plane has been established, and that the system 
associated errors accounted for. Thus the discussion applies to both 
small and large signal S-parameter measurements,with respect to the NWA)
First it was ensured that the channels were phase locked, and the 
appropriate Rf power levels applied to both channels, over the band­
width, - the reference power level was in the ‘OPERATE’ position. Then 
with the Reflection-Transmission test unit set for the appropriate 
measurement the calibration standard was duly connected, and the 
reference Plane Extension (RPE) adjusted to ensure equal electrical 
lengths of the channels, at the frequency of interest.
Finally, in the case of short/open circuit termination the NWA 
measurement system was adjusted till the display unit read a value of 
(P =) !  1^ /0, i.e. 0 dB amplitude in terms of return loss. In the
case of transmission coefficient referencing - using the through line, 
the corresponding reading was (an insertion loss of) 0 dBZfi.
The measurement system is now duly calibrated, and set up, ready for use 
for the appropriate measurements on the DUT. However, for the 
measurements of the large signal S-parameters, the system described 
above has to be modified.
3.3.5 The Conventional NWA System: Power Limitations, and the
Concept of a Modified System
The power considerations of the 8410B NWA system were discussed in 
subsection 3.3.1. It is clear from that discussion that the system in 
its original configuration is unsuitable to measure Large Signal 
S-parameters, since, in particular, the DUT requires more than -10 dBm 
(which is the upper limit allowed into the test channel) to drive it
+ And all the connectors, pads, filters etc., used in the calibration 
process or the equivalents must be used, and at the same (or 
equivalent) positions in the circuit, during the actual measurements.
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Into large signal operation for most applications.
However, if the basic configuration of this system can be modified in 
such a way that the reference and test channel signals satisfy the 
respective power level constraints, and at the same time the DUT is 
driven by Rf signal large enough to drive it into non-linearity, then 
such a modified version can be used to measure Large Signal 
S-Parameters. This is the philosophy of the technique developed by the 
author. This technique, and the modified system are discussed in detail 
in the next chapter, under Large Signal S-Parameter measurements.
3.3.6 Chapter Conclusion
In this chapter the possible immittance methods of characterising 2-port 
networks have been discussed. In particular it has been shown that
S-parameters are the most, if not the only, convenient method at
microwave frequencies, especially when the network is active. 
Subsequently a basic S-parameter mesurement system - the HP 8410B NWA - 
its basic configuration and operation, system associated errors and 
calibrations were discussed. Also the realization of the appropriate
calibration standards was discussed. The limitations of this
\
measurement system, vis-a-vis, the measurement of the Large Signal
S-parameters have been discussed, too.
And it was conceived that the system could be reconfigured in such a way 
that it could be used to measure Large Signal S-Parameters, as well as 
the small signal parameters, for which it was designed. The 
measurements of these parameters, hence the characterization of the 
MESFETs form the theme of the next chapter.
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CHAPTER 4
4.1 INTRODUCTION
This chapter deals with the small and large signal S-parameter 
characterization of the DUTs.
Adequate S-parameter characterization demands amongst others, the 
accurate and meaningful measurements of the S-parameters themselves. 
First a distinction is made here between small and large signal 
S-parameters. A set of S-parameters, (S||5 S(1, Si{, Su ), is called
small/large signal S-parameters if the DUT was under small/large signal 
drive during the measurements. The driving signal is defined as being 
small if there are no changes in the small signal value, of the S- 
parameters, or/and in the DC currents (due to rectification), with 
changes in signal level+.
Before discussing the separate cases, aspects common to both, especially 
in their measurements, are discussed. These include: (i) choice of
measurement topology (ii) the biasing circuit (iii) the DC I-V 
characteristics and (iv) the deembedding philosophy and technique.
4.2 DEVICE GEOMETRY AND CHOICE OF MEASUREMENT TOPOLOGY
The DUTs studied, Plessey GAT (GAT 6), and NEC 72809, are depicted in 
Fig. 4.1. Clearly, from their packaged geometry, it is seen that in 
practice, they could only be configured in the common-source topology. 
Thus the S-parameters were the common-source S-parameters.
The DUT was mounted carefully++, and symmetrically on the 5 0 ^  jig
+ This definition presupposes that the concept of both large signal, 
and large signal S-parameters are relative, for these depend on the 
DUT: its characteristics.
++ The working environment was ensured anti-electrostatic, by employing 
an anti-electrostatic mat, to prevent any electrostatic damage t the 
DUTs, which were electrostatic sensitive. The body and manipulators 
were desensitised too.
S-PARAMETER CHARACTERIZATION OF THE MESFETs
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a. PLESSEY GAT 6 in P109: 
Ventral View
b. NEC 72089 in Package Code 89: 
The Packaging corresponds to 
P110 of Ref. 50
Fig. 4.1 Schematics of the MESFETs in Packaged Forms
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Fig. 4.2 Schematics of Mounted Devices on the Jig 
A Simple Top View
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a. Schematic, showing the DUT on the Jig b. The Equivalent Circuit: 
Simplified
Fig. 4.3 Biasing Circuit
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discussed in Chapter 2. In each case specific steps were taken to
improve the grounding of the source:
(A) In the case of GAT 6 an area just enough to accommodate the grounded 
source casing was carefully cut through the substrate. The area was 
small enough to ensure that the conducting strip of the line 
extended right up to the plane of the transistor packaging, on both 
the gate and drain sides, and yet large enough that neither the gate 
nor the drain electrode could be inadvertently shorted while 
shorting the source. The source casing of the P109 Package had 
points at each of its four corners which were located in holes in 
brass support of the jig. The grounding between the package and the 
brass was further enhanced by: (i) means of silver epoxy. This also 
prevented the formation of any surface modes beneath the strip 
ground, (ii) mechanically improving the electrical contact between 
the microstrip ground plane and the brass plate as discussed in 
Chapter 2, (Section 2.2.8.I.).
(B) In the case of NEC 72089 the two parallel source terminals were 
grounded by means of carefully designed conducting screws also used 
to support the source terminals. (see Fig. 4.2b.) To minimise any
parasitic effects the terminals were trimmed down to the most
practical minimum. Further improvement in the grounding was 
achieved as described in (A, (ii)) above. In each case the gate and 
drain electrodes were neatly soldered onto the conducting strip, 
using indium solder. Care was taken not to damage the devices by 
excess heat during soldering. The schematic diagrams of mounted 
devices are illustrated in Figs. 4.2a and b,
4,§ lllllfflJIlfflll
The biasing arrangement was same for both devices, since they were
configured similarly. The arrangement is depicted in Fig. 4.3.
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The biasing was by the dual-power-supply method, using the Thurlby PL310 
power supply.This method was preferred to the single-power-supply method 
because: (i) the latter would require a self-bias resistance in the
source lead, which, due to device geometry would be impossible to 
realise. Besides the effect of such resistance in the measured 
S-parameters would have to be accounted for. Other features of the 
circuit are self-explanatory. The gate biasing resistance, RGG, in 
particular, was employed to limit any forward conduction current that 
may flow in the gate circuit,hence to prevent damaging the DUT by excess 
current. It then becomes necessary to investigate the effect of this 
resistance upon the behaviour of the DUT.This is discussed in Chapter 5.
The bias voltages were applied via bias-Tee network, HP11590A model, the 
effect of which was taken into account in determining the effective 
gate-bias limiting resistance. The gate was always biased negative 
relative to the grounded source, while the drain was biased positive.
4.4 THOC_Iry_CHABACTERiSTICS
4.4.1 The DC I-V Characteristics: The Need for, and the Measurements
A fairly detailed knowledge of the DC I-V characteristics of the DUT was 
necessary for: (i) It helped in the choice of the operating point,
especially for the purposes of the S-parameter characterization.
(ii) Deductions obtained therefrom aided in the characterization of the 
DUT, and also in predicting its behaviour and performance under large 
signal operation.
The characteristics were measured, using the bias circuit discussed
above. As the devices are very easily damaged electrically during the
measurements the following precautions were taken. It was ensured that:
(i) the power supplies were switched on, but with their outputs set to
zero volts, before connecting the DUT. (ii) the ports were matched, 
•
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(preferably with the gate (input) port connected to the Rf-source, with 
its output set to a very small level (< - 20 dBm)), to prevent any 
possible resonance of any of the ports, (iii) the gate bias (^  0.000 V) 
was always applied before that of the drain (>, 0.000 V), each gradually, 
but continuously raised to the desired value, (iv) the biases were 
reduced to zero volts, the drain bias first, before disconnection after 
completing the measurements.
The characteristics were determined by plotting (using an X-Y recorder) 
the variation of the Ids with the VDS, with the VGS as parameter, 
varying the biases as described in (iii) above. The Y-input of the 
recorder, which measures the Ids variation, had to be driven by the 
voltage signal equivalent of the Ids; this was achieved by means of the 
DVM-1 ohm resistance network, see Fig. 4.3a. The VGS, the maximum 
value* of VDS and the corresponding Ids were also measured, using 
digital meters, measured to the nearest mV and 0.1 mA accordingly.
The representative plots are depicted in Figs. 4.4a through 4.4d, and 
are discussed presently.
4.4.2 The DC I-V Charateristics: Features and Discussion 
Each family of curves show the following features;
(A) Two main regions of operation for each curve: Al) A voltage-
controlled resistance region, in which the Ids is essentially
proportional to the VDS. This region has been very adequately modelled
by Shockley [28]. A2) A region in which the Ids is almost, but not
exactly, independent of the VDS, as simplified models would predict.
This is the current saturation region. For most FET application, e.g.
in amplifier, oscillator, limiters and multipliers applications, the
device is biased in this region. In this project the DUT is
* This was determined subject to the constraints placed by the DRAIN- 
GATE Breakdown Voltage.
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characterised in this region. The value of the VDS at VGS = 0, at which 
the transition from one region to the other occurs is called the 
saturation drain-source voltage, VDSSAT.
Each family also reveals the following five important DC parameters:
(i) A maximum Ids,IDSS, which flows in the saturation region when VGS=0;
and VDS equals the maximum operating value, VDSMAX. This is 40.3 mA for
GAT 6, and 50 mA for NEC 72089.(ii) An ‘on resistance*, r , the value of
the linear resistance of region Al. It is defined with respect to VGS
equals zero, (iii) The input-output DC transfer parameter,5m, defined by
Gm = AIDS/AVGS, at VDS > VDSSAT, and constant. It is defined here at
VDS = VDSMAX. Again simplified FET models predict it to be constant.
Clearly this is not so, as Figs. 4.4a and b show. It would be shown
later that this non-linear behaviour of Gm with VGS is partly
responsible for the distortion in the output waveforms. The Gm is a very
important parameter in defining the performance of the device at
microwave frequencies. Its variation with Rf signal is discussed in
Chapter 5. (iv) A non-zero output conductance, (contrary to the ideal
model), g , in the saturation region, defined by:g =Alds/aVDS, with VGS
a constant, g. is defined here at VDS = VDSMAX. The finite, non-zero, 
d
value of this parameter has been shown to degrade the performance of the 
device in voltage amplifier application [71]. Tucker [44, 72] and €
Minasian [73], have shown that this parameter, via its dependence on the 
signal, gives rise to both intermodulation distortion and gain 
compression in FETs. Its dependence on the VGS, on the Rf are discussed 
later here, and in Chapter 5 respectively; and its effects on the output 
voltage waveform of the DUT in Chapter 6. (v) A pinch-off Voltage,
V|% -  ’ (see Figs. 4.4c and d), ideally the value of VGS when Ids is 
zero, in other words the value of VGS to completely deplete the active
*AT x 7 stands for the incremental value of X.
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channel of charge carriers. But there is always a certain residual 
undepleted depth in the channel to satisfy current continuity throughout 
the channel length [16, 73]. Consequently Ids never goes to ideal zero. 
Thus Vpc^f is redefined as the value of the VGS when Ids is some very 
small yet finite value e.g. Vendelin (Ref. 15, Page 411) has stipulated 
a value of VGS when Ids 10 ^A. However it is felt that the minimum 
threshold value of Ids measured would depend on the value of IDSS, and 
also on the resolution of the measuring instrument. Thus a definition 
based on IDSS percentage is suggested. And in this work where 
IDSS < 50 mA V p ^  is defined in terms of Ids^as the value of VGS which 
results in Ids 0.4 % IDSS.
The above relevant DC parameters are depicted in Fig. 4.4.
Finally it is noted with interest that no current dropback is observed, 
(in other words no Stable Negative Resistance - SNR, nor Gunn-effect 
oscillations), as the figures show. In physical terms, as Al-Mudares 
and Foulds [75] have explained, this means that the velocities of the 
active channel electrons have strong transverse components. The 
implication is some effective resultant motion in this direction (a 
penetration into the substrate). This in turn implies that there will 
not be enough mobile carriers in the active channel sufficient to form 
any accumulation layer in the conductive channel especially as the 
channel thickness is rather small+. In otherwords dipole domain 
formation was supressed, or at least significantly reduced. This 
particular result - the absence of the current dropback - would become 
useful in developing the equivalent circuit model of the DUT.
Before discussing the operating points and the measurements of the 
S-parameters, the deembedding technique employed is discussed.
+ Inferred from the fact that no current hysteresis was observed and the 
substrate was a high quality material - no traps!
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*. 5 DIlMllMNQ-EHiyiOPHLANOICHNIQUi
In S-parameter characterization technique three main steps are involved:
(i) establishing the measurement reference, (calibration) levels (ii) 
the actual measurement, with the DUT connected to an embedding network - 
the measurement jig, and (iii) finally extracting from the measurement 
data, the desired information about the DUT. In the jargon of the 
trade, the third step is known as deembedding.
Different approaches have been adopted to achieve the deembedding 
objective [62, 76 - 79]. It has been the usual practice to adopt what
is sometimes called the Fixtured Measurement Approach (FMA) also called 
the T-matrix transformation technique [62, 77, 78].
In the FMA the plane of the DUT, CC /C'C' and the 
calibration/measurement plane AA /A’A’ are not the same.(See Fig. 4.5a). 
The technique involves indirect extraction: the DUT S-parameters are
extracted from the T-matrix+ of the different sections: input, output 
and the total network, using the corresponding S-parameters+. The 
method, in particular requires accurate characterization of the 
connectors in terms of S-parameter, and the 4  of the transmission line. 
A more direct experimental method is developed and employed here.
The philosophy of this technique is to perform the conventional 
measurement system calibration at the plane to which the DUT would be 
connected: the plane of the transistor package. In other words: to make 
the measurement plane and calibration plane the same. Then, with the 
system so calibrated, the result of any corresponding subsequent 
measurements directly represents the required information about the DUT. 
Definitely the success of this approach would depend much on suitable 
calibration standards being available, to allow calibration of the
+ Recall that S-matrix of cascaded networks cannot be multiplied, hence 
the T-matrix approach.
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system at the plane of the transistor package. The realization of such 
standards has already been discussed in Chapter 3, Sections 3.3.3. - 4.
The practical steps of the method are discussed with reference to Fig. 
4.5. For the measurements of S 6i /Si2_the short and open reference 
levels are defined, as discussed in Section 3.3.4, at a plane 
corresponding to CC of Fig. 4.5a, at the end of a transmission line 
section of length L - the calibrating jig - as in Fig. 4.5b (i). Then 
the jig carrying the DUT is appropriately and carefully connected in 
place of the calibrating jig as in Fig. 4.5a/b (iii).
The measurements were then made as discussed in Section 3.3.2, with the 
DUT parameter read directly from the display unit. It has to be
emphasised that sections LA and L2. are electrically equivalent.
- - - C c „ —
b. (i)
C
f^ Wosrcip Lne
" 0P£aJ/$Wb/l7
b. (iii)
 =  L, - f - i - T .
a: The Fixtured Measurement Technique Schematic 
The Input Connector’s T-Matrix is T^ Input Network’s T-Matrix
Transmission Line, I4., has a T-Matrix T^J is equal to Tc^X = Tj_ 
The Device under Test, DUT, has a T-Matrix T^
Lite J15; i l2 ~
b. : The Direct Approach employed bfere
b. (i) Jig for S„/S2Measurement Calibration
(ii) Jig for Sn/S^Measurement Calibration
(iii) Jig with the DUT mounted, c.f. Fig. 4.5a
Fig. 4.5 Schematics of the Various Deembedding Techniques
%
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In the case of S4/S measurements the reference level is established as 
«i i l
discussed in Section 3.3.4, using as the standard, a transmission line 
of length Lc = L, + Lt (see Fig. 4.5b (ii)), discussed in Section 3.3.3. 
Then the jig with the DUT mounted, of total length Lft,(Fig. 4.5b (iii).) 
is substituted for the calibration standard. In particular, the DUT,
across its diameter - drain to source planes - occupies a length:
W r  = ** " + ^nd the calibration and measurement jig are
electrically equivalent, except for the difference in the length L ^ r . 
Again the results are read directly from the display unit. This method 
of determining S ^  and S{^  is called the transducer method. The
calibration and measurement jig are electrically equivalent, except for 
the difference in the length - the length occupied by the DUT.
Clearly the method involves little or no computation. It only demands 
that: (i) the connectors/launchers used in the calibration, (or their 
equivalents) be used in the actual measurements, (ii) the transmission 
lines, or sections of them have the same characteristics - the same Zo, 
Pg, etc.; in particular the line sections L, and be identical, and 
each equivalent to the line employed in the reflection coefficient 
measurement calibration. These demands are very easily met: by
fabricating the lines under identical conditions, from the same 
microstrip material, and ensuring the lines have same aspect ratio. And 
Lj = , physically.
As a verification of the validity, and accuracy of this method results
of small signal parameter measurements* based on it, and the FMA
technique were compared. The control experiment, the FMA, was carried
out at Plessey* Research Laboratory, Towcester, using their automatic
NWA measurement system, (which could measure only the small signal
parameters). The two sets of results were in very good agreement.
* The measurements are discussed in Section 4.7.1.
+ Acknowledgement has been made in Chapter 2, (Section 2.3.2.1).
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Corresponding amplitudes differred by not more 1 % of each other and 
phases within degrees. These differences are very much within the 
accuracies encountered in the measurement of the corresponding 
individual parameters, (as discussed in Chapter 3). Thus the results 
verify the validity of this method. The method is recommended, 
especially where computer time and cost are problems. In particular it 
is much more attractive in the measurement of the Large Signal 
S-parameters, as would be seen later. The accuracy of the results 
obtained therefrom depends primarily on the accuracy defined by the 
accuracy of the measurement system and reference standards, and not on 
the technique itself. The issue of accuracy has been discussed in 
details in Chapter 3.
4. # THI„Sr!MAMiTli.MlMUE!Pm-CHOIC|.gLOPERAnNG-MNIS
In Chapter 1, the need to characterise the DUT, operated in the current 
saturation region was discussed. Thus the S-parameters, by means of 
which the DUT was characterised, were measured with the DUT operated in 
this region. Two main quiescent points - the quasi-static half, and 
quarter IDSS quiescent points were chosen. These were:
VGS = -0.505 V, VDS = 5.0 V, Ids = 20 mA; and VGS = -0.798, VDS = 5.0 V,
Ids = 10 mA for GAT 6; and VGS = -0.345 V, VDS = 4.0 V,
Ids = 25 mA and VGS = 0.574,VDS = 4.0 V and Ids = 12.5 mA for NEC 72089.
The half IDSS equivalent point was chosen because it is the optimum bias
for maximum output power in oscillator application (20), and output
voltage swing in class A power amplifier application. And the 1/4 IDSS
point was chosen because: (i) it is a very good trade-off+ operating
point for small signal, low noise amplifier (LNA) application* and
power amplifier application in class AB operation. (ii) In large Rf
+ Since the moderate value of the transconductance at this point ensures 
adequate amplification while the corresponding relatively small value 
of the Ids ensures low noise figure.
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characterization, the DUT when operated at this point could be driven by 
enough large Rf signal, but not large enough to drive it into large 
forward conduction, and (or enough to) burn it. The measurements of the 
two classes of the S-parameters, and their application in characterising 
the DUTs are presently discussed.
4.7 JHL|MALL.IIGNAL.Ir!ABAMlIlBI llllfll
A.7.1 Measurements
The measurement system: calibration and standards, was basically that
discussed in Chapter 3. The measurements were performed at spot 
frequencies, in steps of 0.500 GHz over the frequency range, 2 - 8  GHz. 
The precise frequency value was measured by means of a wave meter. The 
driving signal level at each frequency was kept at less than -20 dBm:
( {jl < .03 V wrt 50 load.)
In each case - each parameter measurement, the bias arrangement and 
procedure, (establishing the corresponding measurement reference level,
and the DUT network connections), were as discussed earlier. As a
consequence of the deembedding technique employed the desired parameter 
- magnitude and phase - were read directly from the display unit. The 
display unit was the HP8 413A PGI. And in the case of:
(I) raeasured amplitude was displayed in dB, but using the
return loss technique, ,'S^ \ = Inverse log/0 [-Return loss (dB)/20]^, 
i  -  1 or 2. The phase was read in degrees. At each frequency, one 
set of measurements - with respect to open/short reference, was
completed for the different bias levels, before the next set - with
respect to short/open reference. The average of each parameter, 
with respect to the two references (open and short) at the given
d
frequency, and quiscent point, was taken as the desired value at
A
that frequency and bias.
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(II) S^/S*. The amplitude was determined in terms of (transducer) 
gain/loss (in dB): !S£j{ = Inverse log [(Gain/Loss){,j,(in dB)/20],
C = 2 for j = 1, and vice - versa. This phase, basically the phase 
shift, was also read directly from the display unit.
This completes the measurement of the Set: 8.1. V  V  Sn  with respect
to the particular bias level and frequency. The sequence was repeated 
for the other frequencies of interest, recalibrating the measurement 
system for each frequency.
In practice, at each bias level and frequency, each S-parameter was 
measured three times, usually on different days, to check and ensure 
consistency of results. Corresponding results were very consistent, 
within 97 % of one another in the worst case. Subsequently, for each 
parameter, the average of the three results was taken as the value of 
that parameter. The uncertainty in S/f /S^ was 5 % (see Chapter 3, 
3.3.2), and 3 % in S^/S^.
NOTE: The SSSPs were also measured at other additional bias points for
some special reasons: (i) At 100 % IDSS, point, over the whole frequency 
range. This was to enable the investigation of the variation of the 
circuit elements with VGS, as discussed later. This would give a good 
insight into which elements are likely to vary with the input Rf. (ii) 
At frequencies of 2 and 4 GHz, and quiescent points of 25 % and 12.5 % 
of IDSS. This was to see how the S-parameters would vary with VGS. The 
results obtained gave some idea as how the parameter might vary with Rf.
4.7.2 Small Signal S-Parameters: Measurement Results and Discussion
The results, at the two main chosen bias levels: 1/2 and 1/4 IDSS
points are depicted in Figs. 4.7a through 4.8b, while the results, 
depicting the variation of the parameters with the VGS, but only at two 
frequencies of 2 and 4 GHz, are given in Table 4.1.
The results are discussed below, with the view of enabling the 
development of the small model, which in turn will help in postulating 
the large signal model.
S^: This, and are depicted in Figs. 4.7. It is seen, for each
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device, and at each bias, that: (i) S„ followed, very fairly, a constant 
resistance circle (ii) the reactance is capacitive at the lower 
frequencies, becoming inductive at the higher frequencies. These 
results suggest that the input can be modelled by a series LCR network.
Table 4.1 Small Signal S-Parameters at 2 and 4 GHz, 
with VGS as Parameter
Note: The VGS is parameterised in terms of IDSS
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The results also show (see Table 4.1) that at a given frequency 
increases in amplitude but decreases in phase as the VGS gets more 
negative. The latter observation implies a more capacitive reactance, 
hence a less net input capacitance (assuming the LCR series model). 
This is explained by considering what happens to the active channel as 
VGS varies. Being a depletion mode device, as VGS gets more negative 
the working channel gets more depleted of carriers, resulting in a 
decrease of the gate to channel capacitance, which is dominated by the 
gate to source capacitance, Cgs. The conclusion follows consequently, 
since the frequency is fixed. This result suggests that the Cgs is 
likely to be Rf dependent, since it is the input Rf that modulates the 
channel current which in itself depends on the time rate of change of 
the free carriers in the channel that depend on the channel area. 
Physically, since the channel gets more depleted with increasing 
negative VGS, the channel hence the input resistance should be
increasing similarly.
S^ i! The S^results show in particular (see Fig. 4.8 and Table 4.1) that 
of all the S-parameters, S^, especially its amplitude, has the greatest 
dependence on VGS, hence on the Ids. This suggests that the Gm would 
be the most dominant non-linear circuit element i.e. the most dependent 
on the Rf, since the $m is proportional to S a s  Vendelin and Omori 
[80] have tried to imply, and as shown here, later.
The variation of Sj, with frequency and VGS is consistent with that of
Sjj . For example, the decrease of the input reactance (which is
capacitive) with frequency is consistent with the decrease of S^ j with 
frequency. This is explained by a recourse to the current gain cut-off 
frequency, f7 . This frequency at which the current flowing through the 
input gate capacitance is equal to that generated by the device current 
generator is given by fT = 1/27JT = Vs/2T<^ = Gm/2iiCgs. If Vs and 1^  are
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constant, as they should, then f_. is also constant. Thus Ogs and
Gm will be linearly related. Consequently, Gin, hence S2| would decrease
with increasing frequency as observed, since Cgs has been demonstrated
to decrease as the frequency increases. Also Gm, hence S2t would, as
%
observed, fall with increasing negative VGS since Cgs, vis-a-vis S^ 
varies similarly. However a word of caution here! The argument assumes 
that both Gm and Cgs vary at the same rate, as VGS varies. This may not 
be the case, except both Vs and 3^  are independent of VGS. This 
plausibly, explains why SJt does not vary as pronounced as S^, with VGS. 
S ' . The results (see Fig. 4.8), show that this parameter which is a 
measure of the coupling from the output to the input, increases with 
frequency, though not in a predictable pattern. However the fact that S 
increases with frequency suggests the exsistence of a capacitive 
feedback element between the output and the input.
Also results show (see Table 4.1) that increases with VGS. This would
suggest that the feedback elements would increase with VGS. And, indeed, 
Willing et al [34] have reported the existence of a drain to gate 
capacitance, which increases with VGS. However they explained that the 
increase is due to the effect of Gunn domain formations in the channel, 
at the drain end. But the existence of Gunn domain in the channel is 
manifested by current dropback in the DC I-V characteristics. This was 
not observed in the DUTs. Thus the physical reason why S^increases with 
increasing negative values of VGS is not clear, at least here.
S ^  The variation of S^with frequency is not as well defined as that of
S^. In particular S does not in any way trace a constant resistance
circle, thus suggesting that, unlike S„, S.^ hence the output network,
cannot be modelled by an LCR series network. However, tried to trace 
(though somehow in segments) some sort of constant conductance circle, 
especially in the case of GAT 6. This suggests the existence off some
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parallel network in the output model. And since the susceptance is po­
sitive the parallel network is suspected to be an RC type. Furthermore, 
the fact that S^did not follow a well defined constant conductance 
circle suggests that there is some other resistance or resistances in 
series with the parallel RC network. This is borne out late later.
is seen (see Table 4.1) not to have varied much with VGS, at least 
not as the other parameters. This shows that the dominant elements 
which define Sjx would not be sensitive with VGS. Dependence of Si2i on 
VGS has been reported to be much influenced by Gunn domain resistance 
[34, 81} and its dependence on the output drain conductance has been
inferred by Tucker [44]. Again, it is argued here that since the 
manifestation of the Gunn domain resistance, (or simply the Gunn 
resistance), - the current dropback in the DC I-V characteristic is not 
observed, it is then not surprising that Szidoes not vary much with VGS. 
But from Tucker’s finding, the result - S**variation with VGS being 
rather small, would then suggest that in these devices, the output 
conductance would not be sensitive with VGS, thus, at least tentatively, 
could be considered Rf-independent.
On basis of the above discussions the small signal circuit element model 
of the DUT is developed presently.
4.1 fBOMALL_iIGNAL.M0DlL
4.8.1 Physical Origin of the Model, and Representation
An equivalent circuit adequately representative of the small signal 
behaviour of the DUT is developed. The physical origin of the elements 
is shown in Fig. 4.Cjf>* This assumes a planar structure for the MESFETs.
The equivalent circuit representation is depicted in Fig. 4*10. This 
model differs from that described by Liechti et al [82] and Willing et 
al [34] in the sense that it does not, for reasons discussed in Section
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Key: R^-g is the resistance of 
the gate-drain fringing 
capacitance, CDG.
Key: Rj[ is the effective
charging resistance through 
which the depletion
capacitance?
CDs is charged and 
discharged.
Fig. 4.9 Physical Origin of the Circuit Elements of the MESFETs
4.4.2, have any Gunn resistance element. However it is similar to that 
described by Vendelin and Omori [80], but in addition it takes into 
account (i) the parasitic resistance, Rg, due to the gate metallization
(ii) the parasitic drain resistance R&, which is the counterpart of the 
parasitic source resistance, Rs. These resistances Rs and RD represents 
the bulk resistance of the epitaxial layer from the edge of the gate 
boundary to the source and drain metallurgical contracts respectively 
and (iii) the resistance Rfg which represents the resistance associated 
with the gate-drain fringing capacitance, . Also included in this 
model are: drain-gate, a gate-source, and a drain-source parasitic capa­
citances designated CDGG, CGSS, and CDSS respectively, (see Fig. 4.10a). 
However at the moderately low microwave frequencies considered,2 - 8GHz, 
(certainly in the S-band, where, later on,the large signal analysis are 
concentrated) the effect of these parasitic capacitances, especially the 
effect of CGSS, (since the variation of SJf with frequency suggests a 
series LCR network model of the input) can be ignored without loss of 
generality. Hence Fig. 4.10b is the model adopted and discussed.
The elements values at each operating points are determined as follows:
(I) The topology is reduced to its equivalent 2-port impedance- 
(Z-) parameter network. This is discussed in Appendix 4.1.
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Fig. 4.10 The Equivalent Circuit Representation of the GaAs MESFET
(II) Then this network is converted into its S-parameter equivalent.
(Ill) Initial values, otherwise guessed values, are assigned to the 
circuit elements, and finally
(IV) The initial values were optimised by matching the measured and 
calculated S-parameters,derived from the values assigned to the elements
The optimization is achieved by employing a mathematical optimization 
technique. Step (II) above is achieved by using the Z-to-S-parameter 
conversion formulation already discussed in Appendix 3.2. Steps (III) 
and (IV) form part of the optimization procedure discussed below.
4.8.2 Optimization of the Circuit Elements
4.8.2.1 The Optimization Method and its Principles
The optimization method employed is the Simplex Method, which is a 
search, rather than a gradient, method. This method is chosen against 
any other method because: unlike the other methods it demands that only
the initial values of the variables (elements) to be optimised be known 
- the derivatives are not required. Consequently it is the most suitable 
method when: (i) the behaviour of the objective function - (the
function, defined in terms of the elements to be optimised, and
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minimised for optimization) is not known a priori, and/or (ii) the 
function is defined in terms of very many independent variable, as was 
the case here, 14 of them!
However the Simplex Method is mainly concerned with the variations in 
the objective function values, rather than those in the individual 
variables, with the number of iterations. This implies that the optimum 
values are not necessarily unique - different values of the individual 
variables, could, as a set, produce the same minimum value of the 
objective function. However this is a problem inherent with most, if 
not all, optimization techniques involving a function of many variables. 
The method is also slow. However it is robust. And how much the 
determined individual optimum values represent the sought values, i.e. 
how unique they are, and the efficiency of the routine, are improved by 
proper choice of the initial values. This is discussed later.
The search method employed here is multidimensional, similar to that 
presented by Nelder and Mead [83]. The basic routine (of the programme) 
was developed by the Numerical Algorithm Group (NAG). The routine used 
was the NAG Ej^4CCF subroutine. For a successful and comprehensive 
application it demands as its input, amongst others:
(i) The number of independent variables, N, and their initial 
values, (ii) The objective function, which must be an 'error function', 
for minimization.(iii) The specification, ToL, of the accuracy to which 
the solution is desired.(iv) A monitoring function, which monitors the 
progress of the iteration by specifying the maximum and minimum values 
of the objective function and the values of the variables after 
specified number of iterations.
The routine employs the simplex method to minimise the objective 
function. When the point of convergence - the global minimum, subject 
to the Tol specification, is reached the programme outputs the current
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values of the variables. These are the required optimum values. And if 
no solution existed after a specified number of iterations the programme 
aborts itself.
The existence of a solution depends very much on the objective function.
4.8.2.2 The Objective Function
The objective function was defined in terms of the difference between 
the measured and calculated S-parameters of the DUT. The determination 
of the calculated values is discussed in Appendix 4.1. It is given by:
^[w,U < V  - S„ii)- + WllL <S(lc - Sttn,£ +
ww < v  -  + -  V > 3 ) .................
Where Fc is the objective function.
^  the initial frequency, and NF the highest frequency in the 
range. The Ws are the weighting given to each set of the 
S-parameters, the subscripts c and M  stand for calculated and 
measured values respectively. L = 1,2, ..., NF.
The similarity to the least square method is apparent.
Since the development of the theoretical values of the S-parameters were 
developed from first principles there was no preferential weighting, and 
subsequently each weighting function is assigned a value of unity.
To improve the efficiency of the programme, hence enhance the solution 
and the uniqueness of the optimum values it was ensured, that the 
initial values were consistent with physical reality, as discussed 
below, and where necessary the initial values were scaled to unity.
4.8.2.3 Determination of the Initial Values of the Circuit Elements
The initial values were determined by employing: (i) the physical,
electrical, and the geometrical properties, (ii) the DC I-V
Fc =
(N +
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characteristics of the DUT, and (iii) the S-parameter results of its 
non-active model - the model with VGS = VDS =0. This model is depicted 
in Fig. 4.11.
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Fig. 4.11 Simplified Diagram of the MESFET in Equilibrum - Non-Active 
(i.e. unbiased - VDS = VGS = 0.000 V)
Compared to Fig. 4.10 this model assumes that: (i) Gm €
(ii) CDG = RFB = 0, and (iii) 9, ( = •/r ) = <2S. The first and third
d <3
assumptions follow from the fact that VDS = 0, thus Ids assumed zero, 
and the second from the fact that if Ids is zero then any feedback 
coupling is non-existent.
From Fig. 4.11b, it is seen, employing Z-parameter analysis that:
Zu = (Rg + Rj/2 + Rs) + j(»(Ls + L )  - 4zwcg)..................... 4.5
z = Z = <R:/2 + Rs) + jWLs...................................... 4.6
12, ^
Reciprocity is assumed since the DUT is passive.
Zr= (R^+ R;/2 + Rs + RjV2) + jW(L,>+ Ls) = R^+ Rm - Rs +j‘W(L6+ Ls)..4.7
The Z-parameters and the circuit elements are self explanatory. The 
model is similar to that by Ohkawa et al [84], However it is thought 
that Ohkawa et al were in error with their definition for Z^.
The initial values were calculated as follows:
•>
(i) Gm, vd(= */^d),and Go were estimated from the DC I-V characteristics; 
R; = (1 - t )/Go, [85], where t = (V«- /V» ). Also R;^ 1/5 Gm [86, 87].V Oi L
(ii) the S-parameters of the passive DUT were measured, and the
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corresponding Z-parameters evaluated, at three different frequencies. 
Then, by solving the set of simultaneous equations 4.5 - 4.7, 
substituting the value of R‘twhere appropriate, the values of R^, ly , Rs, 
Ls, Ccj , R^ and were estimated. Finally , Co, and Rfrg were 
estimated by considering the corresponding values obtained by earlier 
researchers, (80, 88], from devices with similar DC I-V characteristics, 
planar device geometry and/or having Gm and quite close to the values 
estimated here. The initial and optimum values in the case of GAT6 are 
given in Table 4.4.
4.8.2.4 Data Processing and Results Discussion
A FORTRAN77 computer programme in corporating the E04CCF SUBROUTINE was 
developed, and used to determine the equivalent circuit elements. The 
flow chart of the programme is given in Fig. 4.12. The results are 
listed in Table 4.2. The results, confirm that:
(I) The parasitic elements are practically independent of the bias VGS.
(II) The Gm, Cgs, R^, in that order, and to some extent Cdg, are the 
most VGS dependent elements.
NOTE: It was found in practice that the best consistent results: best
agreement between measured and calculated S-parameters, were obtained 
when the tolerance was 1 X 10 D .
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The circuit is modelled based on device geometry, its properties, on the 
DC I-V characteristics, and on the results of the S-parameter 
   measurements. _____  ____
The network topology is reduced to its equivalent 2-port Z-(or Y-j, 
(in this case To Z-) parameter network.
_  —  ;
The 2-port Z-parameter network is converted to its S-parameter 
________________________ equivalent._________________ _
Initial estimates of the circuit elements are made based on 
device geometry values, DC I-V characteristics, and 
S-parameters, but with the DUT not biased i.e. unexcited 
----------------------- electrically.,_____
t
Using theoretical values of the circuit elements, the initial set 
being the estimated values, the values of the 2-port S-parameters 
are calculated at each frequency of interest over the frequency 
   ________________ range. These are S CAL.______________ ________ _
An objective function Fc, and tolerance, ToL are defined: 
1 NF
Fc =
(n + l) r. = r ' - V  <s"cca~ S||l")i + fW s« c<"- * S' ^
1 + ^(S^cnt- S*m). + y s Btat- S2!n!)J
Using the simplex 
optimization routine 
subroutine the remaining 
N coordinates are 
generated.
Values of the optimised circuit elements and the 
corresponding S-Parameters, corresponding to the tolerance, 
 ToL are written out: i.e. displayed on the screen.
)o the calculated a n o ^ \  NO 
measured S-Parameters agree?.
Define a new 
tolerance
YES
Write out, into a file, the optimum values of circuit 
elements, and the corresponding calculated S-Parameters, as 
well as the measured values.
Fig, 4.12 Flow Chart of the Model Development 
and the Optimization Procedure
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Table 4.4 Circuit Element Values: - Initial and Optimum
Circuit
Device: - Plessey C{AT 6; Freq.: - 2 - 8  GHz; Mode: ~ Linear
Initial Values
Op•timum Values ait:
Elements 100 % IDSS 50 % IDSS 25 % IDSS
Lg <nH) .150 .132 .131 .133
Rg (*> .70 .62 ' .62 .62
Cgs (pf) .90 .82 .75 .62
Ri <*■) 5.0 5.2 5.8 6.5
Rs to) 2.5 2.3 2.4 2.3
Ls <nH) .150 .081 * 082 0.080
5 m (m$) 40.0 41.2 39.0 29.5
tl u ) 381.0 387.0 387.4 386.7
Co (pf) .200 .150 .152 .154
h (nH) .150 .110 .100 .102
Rb (jj.) 2.50 2.72 2.69 2.73
0, (pf) .006 .009 .009 .011
RFfo (^) 350.0 351.5 352 351.2
to (Ps) 5.0 4.5 4.6 4.5
These results are not very surprising, since in the saturation mode of 
operation, VDS effect is minimal, (especially as VDs was fixed), and the 
elements Gm, Cgs, and possibly Cdg are those likely to depend on VGS. 
However, one would have expected and Co to depend on the bias VGS. 
This discrepancy is resolved later.
Thus, it is suggested that Gm, Cgs, R^, and possibly Cdg, are those 
likely to be driving-Rf dependent. This is investigated in Chapter 5.
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4.9.1 LSSP: Uses, Conceptual and Practical Problems, and the New Idea
In Chapter 1 the need for large Rf characterization of the DUT, and the 
limitations of the existing technique such as the admittance, [44] and 
the push-pull [42, 43] methods were discussed. It was suggested then,
that employing the S-parameter technique would be the best method. In 
particular the Large Signal S-parameter characterization would:
<I)Enable the development of the large Rf signal model of the DUT, based 
on experimental large signal evidence rather than the theoretical 
and/or the DC or quasi-static numerical approach which has often been 
employed, [21, 32, 35, 37], but which is not usually consistent with 
practical reality, and involves very much computer time.
[II) Avoid the often tedious, difficult admittance [44], and push-pull
[43] Rf characterization techniques hitherto employed. In addition 
the knowledge and availability of the LSSP would: (i) help to
predict the variation of the S-parameters with large signals, from 
the low signal values, (especially for the same family of devices), 
thus (ii) simplify the design of such subsystems/systems such as 
microwave power amplifier, and oscillators, etc., which operate in 
the large signal mode, by extending the technique, already 
available in the small signal S-parameter design technique, into 
the large signal equivalent. Where these (LSSPs) parameters liave 
been available this actually had been the case [88, 89, 90, 91].
Furthermore the knowledge gained from the large signal 
characterization would be useful in the design of future large 
signal devices.
Nevertheless, there are both conceptual and practical problems 
associated with LSSPs, which have to be resolved before a meaningful 
large signal S-parameter can be defined. These are, mainly:(i) it seems
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an anomaly to talk of Large Signal S-parameters, since the mathematical 
formulation of S-parameters is a linear one. (ii) often it is 
uncertain what is a large signal S-parameter. This has been resolved in
4.1. (iii) the uncertainty about the Rf levels at which the input 
parameters (S^/S ), and the output parameters (S^/S^) would be measured, 
at a given bias, to constitute a consistent set of LSSPs. (iv) the 
possibility of the fundamental being corrupted by higher harmonics, that 
might be generated by the Rf source and/or the DUT at large Rf levels, 
during the measurements. (v) The operating point at which, at a given 
incident signal, the LSSP are to be defined since the Rf could perturb 
the initial quiescent point. And (vi) the existing classical NWA 
S-parameter measurement systems cannot, without some modications, be 
employed in measuring LSSPs, because their power handling capability is 
rather restricted (see Chapter 3, Section 3.3.1/3). Furthermore most of 
the existing LSSP measurement systems - have some disadvantages: e.g.
The systems employed by Johnson [88], and Mitsui etal [90] all consisted 
of two distinct, separate core units - one to measure the amplitudes and 
the other the phases. The system employed by Mazumder and Puije [92], 
demanded two Rf sources instead of one, thus extra equipment cost.
Finally there is no universal agreement on how the LSSPs vary with the 
incident Rf. For example Tucker [44] has reported SiJ? followed by 
as the most Rf dependent, while Mitsui et al [92], and Tserng et al [93] 
reported that it is the output parameters - S and S t h a t  are 
significantly Rf dependent. Johnson [88], on the otherhand, observed S^, 
as the most, and the only significantly, Rf dependent parameter.
In the remaining part of this chapter:
(I) A novel measurement technique is developed which: (a) can be
employed in measuring both the small,and large signal S-parameters 
and in the latter case: (a) ensured that the DUT is driven by
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large Rf signal, and at the same time that the signal entering the 
NWA system is small enough to meet the power specifications of the 
NWA system.(b)ensures that only the fundamental drives the DUT,and 
enters the measuring system ratiometer. (c) defines a consistent 
Rf levels that adequately define a consistent set of LSSPs.
(II) The LSSPs of the measurements employing this system, and the results 
are discussed. And where possible, plausible explanations are 
given to recoincile any discrepancies in the results vis-a-vis 
earlier results [44, 88, 90, 93],
(III) The implications/applications of the results, are discussed.
4.9.2 The Large Signal S-Parameters: the Measurement System
4.9.2.1 The Philosophy and Set-Up
The measurement system developed is essentially a modified version of 
the conventional, NWA, SSSP measurement system. But the philosophy of 
the technique, and the technique itself are both novel.
The philosophy is: If it could be ensured that the DUT is driven by
large Rf signal, while at the same time ensuring that: (a) the test
signal, before exciting the DUT, and before entering the test unit from 
the DUT, and the reference signal, are all at the fundamental frequency, 
fo; (b) the reference signal, and the test signal, on entering the test 
unit are small enough to meet the test units power specifications, then, 
the overall set-up including the Main Test Unit - the NWA - could be 
employed to measure the DUT’s LSSP, which would be accepted as being 
meaningful, provided also that, consistent Rf levels have been defined. 
This is what was set out to be achieved, and was achieved. The set-up is 
given in Figs. 4.13a and b.
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Fig. 4.13 Large Signal S-Parameter Measurement System Set-Up
Some of the unique features with respect to the reflection coefficient 
measurement set-up, Fig. 4.13a, are:(a) the two circulators: circulator 
No. 1 (#1) ensures that the large Rf signal from the source, and at the 
fundamental frequency fo (ensured by the LPF, #1) is incident on the 
DUT, and that the reflected signal from the DUT is routed towards the 
NWA, with minimum interaction with the incident signal. Circulator #2 
ensures the isolation of the reflected signal from the DUT, now the test 
signal, and the output signal from the NWA, which is then absorbed by 
the matched load, hence is not reflected. In effect it transmits, and 
ensures that, the signal reflected from the DUT is seen by the NWA as 
the true, uncorrupted reflected signal.(b) LPF #2 ensures that the test
¥ Absorbs 'Hktfc •'t'v ci < fn oAlcs yzfU.L-l-L.cL k>y L Pf.
signal entering the NWA is the fundamental.(c) the variable attenuator 
was used to ensure that the test signal entering the NWA was small 
enough to meet the TEST UNIT'S power specifications. The action of the 
attenuator is phase linear, therefore does not pose any problem in 
determing the amplitude and the phase of the coefficient to be measured, 
relative to the calibration measurement levels.(d) the power amplifier 
to boost the level of signal available from the Rf source.
The description of the S„/S , measurement set-up is very similar to thatAl I
used in measuring the small equivalents, except for the power amplifier, 
low pass filters and variable attenuator; and for the microwave switch 
which in this particular arrangement was incorporated to enable near- 
simultaneous measurements of S aj, and harmonic contents of the 
transmitted signal by Discrete Fourier Frequency Technique (DFT) 
analysis discussed in Chapter 6.
4.9.2.2 The LSSP Measurement System; System Calibration
The basic, conventional NWA system calibration, and the establishment of 
the standards' reference levels treated in Chapter 3 also apply in this 
case. However, there are additional calibration, pertinent to the LSSP 
measurement system configuration, and are presently discussed.
As can be seen from Fig. 4.13b, the configuration for the measurement of 
the large signal S^ /S(jL is essentially the same employed in the 
measurement of the corresponding small signal parameters. Thus its 
calibration is not discussed any further.
However the configuration for the measurement of the large signal Sf./Si7_ 
departs remarkably from that for the measurement of the small signal 
Sf i ia employing the unmodified NWA. In the former, there is in 
particular, an intervening network of circulators, etc. An analytic
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formulation which takes into account, amongst others, any possible 
interaction between the signals circulating in the circulator arms, and 
any amplitude attenuation, is developed. In its final form it defines 
the desired reflection coefficient at the desired plane - the plane of 
the DUT terminal, in terms of the: (i) measured value, relative to the 
same plane.(ii) effect of the intervening network, between the plane of 
the DUT terminal and the plane of the NWA vector ratiometer, where the 
ratioing is performed. The formulation, its concept and mathematical 
development follows.
The schematic of the network to be calibrated is depicted in Fig. 4.14. 
The following assumptions* are made (with respect to the Fig.):(i) At 
plane A a certain fraction, modules af , of the incident signal is
coupled into port 3 and suffers a phase d e l a y . ( i i )  The forward signal
/
a arrives at the plane of the DUT, plane B, with a phase delay of 0  .
(iii) The whole signal reflected from plane B is incident at C, with a
phase delay of 0  . This assumption was ensured in practice by using a
A
circulator with port #2 having an isolation not less than 25 dB. This
ensured that the errors in the measurements were less that 5 %. (The
calibration of the circulators has been discussed in Chapter 2.)
(iv) Second and higher order interactions - multiple reflections at the 
circulator ports, between the circulating signals are neglected, 
otherwise the mathematics becomes too complicated.(v) The network 
between planes C and D, consisting of circular #2, LFF, the pad etc., is 
possible, thus is modelled as a signal path with a phase delay 0  .
+ The assumptions are valid over the bandwidth of the components used.
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Fig. 4.14 Measurement of Large Signal S„/Szl: Calibration of the
Intervening Network: a Schematic
THEORY:
Let r and J ^ ^ m  be the desired and measured values of the
reflection coefficient respectively, referred to the plane of the DUT 
terminal, plane B. Then with respect to the assumptions above, the total 
signal at plane C is given by:
ao,exp(j(Wot-s£ ))+aLexp(j(Not-<^))‘jPexp(j(0 -0, )), thus the test signal 
at plane D, after simplifications is given by:
tsig=eXp(jw°t ) * £ i exP<-K/l- +$2) ) +a£ exP ( - j ($? +^3+i^L) > " /re j^r~]......4.8
Let the reference channel signal at D be Arexp(jWot). It has been given 
a zero phase with respect to the test signal. Also since the NWA 
vectometer is essentially a ratiometer Ay-is assumed to be unity
relative to the test signal at the radian frequency, Wo.
Suppose, now, that a short is used as the calibration reference at B, 
and suppose - the display unit, the phase gain indicator gives a value 
of ^s/j. 7f , where ^s is simply a number, then the value of the test
signal is sA exp(j(Wot +T|))- Equating this to the right hand side
(RHS) of equation (4.8), and simplifying one gets:
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- %  = a,exp(-j(s£ + $  )) - a exp(-j($ + 0  + 6  ) ) ................ 4.9
l i L ^ 3  *-
where the desired value of the reflection coefficient for a short is
known = l/ t T r  now an °Pen termination is connected at B} one
obtains after simplification, by employing equation (4.8):
%Vexp(j/oe) = a,exp(-j(c^ +<& )) + a2exp(-j(<ft + <t> + 0j ))...... 4.10
^o is a number representing gain/loss, and $>c the associated phase.
Similarly, if the DUT is now connected at B, and its measured reflection
coefficient is 9m //j then:
' m
i^s»exp(j0 ) = a.exp(-j(# +0 ))+a,exp(-j(<£ + 0  + 0) )).fexp(j$ )...4.11
f>\  I / L. I- I  3  > X  f
The objective is to solve for , (J^exp(j@r ) ) ,  the desired reflection 
coefficient of the DUT.Adding equations (4.9) and (4.10) and simplifying 
one gets: Q exp(-j(^ + 0  )) = % / z f l o*exp(j# ) - i ) ............. 4.12
1 ( 'L Cc
Similary subtracting equation 4.9 from 4.10 one gets:
Q,exp(-j(0 + 0  + 0  ) ) = 9s/z (^o*exp( j 0  ) +1)....................4.132. j L °c
Using equations (4.12) and (4.13) in equation (4.11) and simplifying 
gives:2% exp( «exp( jsM ~ l ) +/exp( j*5 M ^ o  exp(j^) +3)...4.14a
or fexp(j0„) = [2 g^exp( jj&i) + (l - ^exp(j0cc ))J^ /(J + 90GJiP<J^c Q
1-e - V  = fe/s* + 0  -50- ^ J j / l [ +  4.14b
Equation (4.14b) states that: (i) if a short, and then an open
termination, are used to establish the basic calibration reference 
levels (and even admitting that these standards are not ideal, accounted 
for, by the fact that is not assumed to be necessarily unity),(ii)
is the measured reflection coefficient of the DUT, then (iii) the 
RHS+ of the equation defines the desired value of the reflection 
coefficient of the DUT.
It is interesting to note that the parameters a., 0  , 0  , ... etc.,
* i L
associated with the intervening network have not appeared explicity in
the expression, but rather implicity via %  and<^.
Furthermore if one considers the boundary condition, the particular
*
* A sirnUar <&tu«fcion wuXd Ina^e ho-eyi if hcid sfctorfced
ar! ©peiic g.
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case, when the parasitic effects are absent, thus making -  1j then
equation (4.14) reduces toj^^z^ = 9 m a s  would be expected. In 
essence this validates the philosophy and theory.
Finally it has to be pointed out that the set-up is equally suited for
the measurement of the small signal parameters.
4.9.3 LSSP Measurements: Simulation of the Drain Port Rf Conditions
The problem of what Rf levels at which the input parameters - Sz.and S/(, 
and the output parameters - S,2and S2Z, are to be measured at a given
bias to define a consistent set of S-parameters was stated in Section
4.9.1. Tucker [44] tried to overcome the problem by measuring the
output parameters at Rf levels well above the output capability of the
DUT. However he did not specify the corresponding power levels for the
set of Su , Sfl, S^and S2i. Mazumder and Puije [92] tried to overcome the 
problem by employing a technique which involved simultaneous application 
of two signals at same frequency,one to each port of the DUT The
drawbacks with this technique include the use of extra Rf source.
An analytic approach is developed which defines the incident power 
level, at which /Sfl should be measured, vis-a-vis sn /s2j. This signal 
corresponds to 'S^,^', the signal generated at output port by the input 
signal a (,at port 1. It can be shown*, allowing for reflections at port 
2, that the appropriate input power level into port 2 is given by:
fincA= (.|sa, |7:Pinc( )/<jl + S^sj1)................................ 4.15+
where S^jL is the large signal S^ , and S/?s the small signal SJ?_. In
particular only one Rf source is needed.
4.9.4 The LSSP Measurements: Biasing Level, and the Measurements
The biasing circuit and procedure were the same as that discussed 
+ This is proved in Appendix 4.2.
101
earlier. The initial bias points were the 1/2 and 1/4 IDSS points. 
However these initial points could be perturbed as the incident Rf 
increased, where perturbation is said to take place if there is an 
increase in the average (DC) drain-source currents, and/or a shift in 
any of the operating voltages. Mazumder and Puije [923 reported the 
former phenomenon, though they worked with Bipolar transistors. In the 
measurements here it was observed that the operating VGS shifted at very 
large incident Rf; that the average Ids was a function of the incident 
Rf, as Mazumder and Puije observed. However no report in the literature 
has discussed the effect of these phenomena on the definition of the 
large signal S-parameters.
Thus it is considered necessary to clarify the definition of the large 
signal S-parameter with respect to the operating points: (i) The 
parameter is defined with respect to the steady state operating point - 
the initial value, before any change in the VGS occured, or the new VGS,
to which the initial value has shifted due to the effect of the applieda
Rf. (ii) For the purpose of investigating how particular parameter
A
varies with the Rf its values are referred to the same operating level, 
(iii) Cases (i) and (ii) still hold despite any change in the average 
Ids since the phenomenon is one of the consequences of a large signal.
The measurements were carried out in the S-band, in two categories:
(A) With the initial VGS as discussed above, but the operating VGS 
resulting from the application of the incident Rf. In this case the 
operating VGS is said to vary. At a given bias the incident signal, 
measured in dBm, was varied, in steps of 1 dB, from a small signal level 
( - 20 dBm), for completeness, till the practical limit imposed by the
Rf - the limit of the available Rf power, and/or the safe operation
/
limit of the DUT. The importance of this category of measurements will 
become apparent later. (B) With the operating VGS a (predetermined)
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constant - the small signal 1/2 and 1/4 IDSS-quiescent points. This 
category of measurements was necessary, as would be seen later, in 
investigating:(i) the variation of S-parameters at a fixed bias (ii) the 
variation of Gm and other non-linear circuit elements with Rf. At large 
Rf the constant VGS was achieved by biasing the DUT initially at less 
negative VGS values, then gradually increasing the driving Rf till the 
desired steady state VGS is attained.
In both cases above, at a given bias, and gate-port incident level, the 
corresponding incident level to drive the drain port for the measurement 
of Sy/SjZ_was determined, where necessary, according to equation 4.15. 
Also at each signal level, and frequency the following were measured:
(i) the power incident at the directional coupler, (ii) thePvoction of 
this power coupled into the power meter, (iii) the power lost in the 
intervening network between the input port of the coupler and the plane 
of the DUT. The information gathered was then taken into account when 
stating the incident power at which the corresponding S-parameters were 
measured. The basic calibrations, and measured results accuracies are as 
discussed earlier.
4.9.5 The LSSP Measurement Results: Some Physical Observations
During the measurement of the input parameters - S^/S , the following 
observations were made:
(I) Above some threshold value a+ of the incident signal the 
operating VGS began to get more negative than its initial
quiescent value. The threshold value was greater, the greater
the frequency, and the more negative the initial VGS. The 
results are tabulated in Table 4.3. In Chapter 5, it will be
shown that this phenomenon is a consequence of some forward
conduction current I flowing in the gate circuit. The
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implications of this current, vis-a-vis the performance of DUT 
will be discussed later.
(II) There was another threshold value of the incident Rf, less than
that discussed above, beyond which the average Ids started to
change, increasing with the incident signal. Similarly, as in
(I) above, and for the same reason, it was greater the greater 
the frequency. However, it was smaller, the more negative the 
initial VGS. See Table 4.3.
Table 4.3 Threshold Values of Incident Rf in dBm at which Ids and the
Initial VGS started changing with the Rf.
Device GAT 6 NEC 72089
Freq.
(GHz)
VDS: 5. 
Initia!
000 V 
VGS/V
VDS: 4. 
Initia!
000 V 
VGS/V
- .505 - .798 - .345 - .554
Witti Respec ; to (NR1D :
Ids VGS:<f„
____jfc.
Ids VGS Ids VGS Ids VGS: ,
2.000 -4.5 5.9 -6.5 8.00 -5.2 4.1 -7.2 5.5
3.000 -4.0 7.5. -6.1 9.3 -5.0 6.8 -6.8 8.4
4.000 -3.7 8.2 -5.8 10.0 -4.5 7.5 -6.5 9.0
The dependence of this threshold value on the initial VGS is thought to 
be a consequence of the non-linearity in the DUT’s DC I-V 
characteristics, and pinch-off effect. The closer the initial VGS to the 
pinch-off - or the non-linear portion of the transfer characteristics - 
the smaller the signal to induce rectification. The variation of the 
average Ids with the incident signal, is depicted in Fig. 4.15. As can 
be seen the rate of increase is greater the more negative the initial 
VGS. This also follows from the effect of the non-linearity in the 
transfer characteristics, hence the gm. However it is interesting to
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observe that:(a) when the operating VGS was not kept constant (i) there 
was a peak in the variation of the Ids with signal. (ii) The peaking 
occurred, interestingly, at the threshold value, where the operating VGS 
started to be incident signal dependent. (iii) At relatively large 
values of the incident signal, the Ids tended towards the same value 
irrespective of the initial VGS.(b) When the operating VGS was held 
constant no peaking, nor saturation in the variation was observed, as 
would be expected from simple rectification effect. (a)(i) above can 
be explained, also reference to the DC I-V characteristics of the DUT: 
the non-linearity of this characteristics causes the 'average’ Ids to 
increase but the increase in the negative VGS once it has started causes 
the Ids to decrease. (b) is consistent with this explanation. The 
implications of these seemingly obvious observations would become 
apparent later when the physical processes taking place at the gate is
Fig. 4.15 Average Ids Vs Incident Rf / Device: GAT 6; Freq.: 2.000 GHz
VGS * 
Rf
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(Ill) At relatively very large incident signal levels, the signal- 
induced operating VGS, tended to converge to common value, 
irrespective of the initial VGS. It is explained in Chapter 5 
(see 5.2.2.3), that this is a consequence of the flow of some 
forward conduction current in the gate circuit and the current's 
interaction with the external circuit.
4.9.6 Large Signal S-Parameter Measurements: Results and Discussions
The_InputmParametersj__SJj_and_S2i
(A) Su: The variation of Sjj with the incident Rf (in dBm) is depicted in 
Fig. 4.16. It is seen that: (i) S^ is only weakly dependent on the 
incident signal when the operating VGS is independent of the Rf 
signal. This suggests that any deviation of the net input Rf from a 
sinusoidal waveform is rather minimal, thus that the average 
capacitance over a period of the input signal is about equal to the 
small signal value measured at same bias.
(ii) when the operating VGS becomes Rf dependent, (a) IS^I tends to 
fall as the Rf increases, suggesting an increase in the average 
value of the input resistance. At same Rf the fall is greater the 
less negative the induced operating VGS. This result is consistent 
with the variation of |S]{| at small signal operations. (b) /sn , 
surprisingly, is independent of Rf if this Rf induced operating VGS 
is constant. This is surprising because one would have expected the 
capacitance to increase, hence the reactance less capacitive, with 
increasing incident Rf. However Macksey et al [941 reported similar 
behaviour of SJ{: IS^i^ S/(. Perhaps, since the phase depends on
both the input resistance and reactance (see model in Chapter 5), 
there is a consistent decrease in the resistance and reactance, thus 
offering a plausible explanation to the observed result. (c) 
However gets less negative, when the Rf-induced operating VGS
S
1
1
/
S
2
2
 
A
M
P
.
, 
I
N
I
T
I
A
L
 
V
G
S
: 
1/
2 
8< 
1/
4 
ID
SS
 
P
O
I
N
T
.
X10-110.00 -25
9.00
8 .00
7 .00
G . 00
P< X X X X-X-ySlA&S X X X X X )C X X X X X X X X X X-X--X-K-K-X--*-* _ ^
S(AhS o o o- 0-o o e-e-o q-q o 0-o o o o q—e-e o o
ctvl-1
-+ +■ +
SlAON ■‘ -I—I—I—I—I—!—I—4- 4—t—4—(—+-+ -+ '
4c 4c 4=4=41=4=4 4  4 4= 4=4=4=4=4 34 4 4c 4=4=4=434 =4 4
SiPtfN  <u c- <>-O—-O—O-O “0 -O- O- O-0—0—0-O -O O O- 0-0—0-0-0 -Oj^
Siahn -x x x x-x-x x x x x-x x x x x -x x -x-x-x-x-
B B- □ -□—□—O-0 -B B B- B-O-B-B-O -B B B- D-Q-B-O-S -B B B- B-B-B-B-B -B B B
>^2
ss ah s
X- X- x -x -x—x-x  X  X- X- X-X— X-X-X -X X- X- X- . . . . . _ . .o e- 0-0-0-0-0 -e e e-©-0-0-0-©-e e og-o-o-o-o
o c c o o o o o o -o o o o  0 -0  0 - 0—»—3
StP<$£
SIPHS
V V V V V V V V-V- -V-V-V-V' -V V V-V-V-'
4- 4- 4- -1— fr -+ -4- 4- 4-
s2A<s>H
4—H—f-4- -4-4- 4-
S^AH/g
X x- X-X—X-X-X -x X X- X-X "X-X-X -X X X- 
BBBBDBBDBDBBBBB -S-B-B-
SlP$N
SiPhNA A-A- A-A-A A A A A A A A—A A~A A- -A-
-35
-45
-55
5.00L,__
-25 ■15 -5
-G5
15
INCIDENT RF/dBM,FREQ=2.00GHziVDS:6G 5.0V,NEC 4.0V.
NOTE: Each curve is identified by 5 alphanumeric characters,
interpreted as follows, from left to right:
The 1st 2 characters define the parameter, S.1/S2 for, S ^ / S
the 3rd the amplitude/phase, A/P for amplitude/phase?
the 4th the bias level, H/Q for ^ /%IDSS bias level, and
the 5th the DUT, G/N stands for GAT6/NEC72809.
Fig 4.16 ^n/^22 koth DUTs Vs Incident Rf Signal in dBm
107
S
1
1
/
S
2
2
 
P
H
A
S
E
/
D
E
G
?
 
I
N
I
T
I
A
L
 
VG
S 
1/
2 
8,
1/
4 
ID
SS
 
P
O
I
N
T
.
varies with the incident signal. In particular, it is essentially 
independent of the initial quiescent VGS at very large incident Rf.
In general, the weak variation of Sjj with Rf is in agreement with
earlier results [88, 90, 93]. The phase variation suggests that the
average^over a cycle of the fundamental), of Cgs is more dependent on the
operating VGS did change with the incident Rf does suggest some
dependence of the Cgs on the Rf. The inference is supported by the fact
that at constant Rf - induced VGS, decreases as the Rf increased,
which suggests that the gate junction capacitance is non-linear. The
implications of these results are investigated further in Chater 5.
(B) S^: The variation of with the incident Rf is depicted in Fig.
4.17. In particular it depicts the variation at a fixed (1/4 IDSS
value), operating VGS superimposed on the results when the VGS
varies with the signal. It is seen that: (i) clearly S^ varies in a
more pronounced manner with Rf, than does S^, with the amplitude
decreasing as the Rf increases. However the phase variation is
rather insignificant. (ii) the decrease with increasing Rf begins
earlier the more negative the bias, suggesting the dependence on the
DC I-V characteristics. This is consistent with the dependence of
the Gm on this characteristics. (iii) though S- . falls with
increasing Rf, at large Rf the fall also depends on the operating
VGS. When the operating VGS varies with the incident signal it is
seen that: (a) (S^l starts falling more rapidly with increasing Rf
when the operating VGS has begun varying with the Rf. (b) at very
large signal levels in particular, Is j is essentially independent
I 2l\
of both the initial VGS bias, and (even) of the DUT. It will be 
explained in Chapter 5 that: these results are due to the effect of
non-linear conductance in the gate circuit which in effect impairs 
the ability of the gate signal to modulate the channel circuit.
108
S2
1
/S
12
 
AH
P.
,
 
IN
IT
IA
L 
V
G
S
M
/
2
 
& 
1/
4 
ID
SS
 
P
O
I
N
T
-
150
140
A H k  y.'OK x x-x -*-x-x-x x x x
0 0 "0 0 0 0 0 0 0 0 0 0-0 
...v  y ...v  V  7  ?  V -V - V  V  V  7 - V - V  7
o__5— I— |— (— |— 1— 1— I— 1— I— i— h—f
a a-e-e-e s-s-b-b-b-b-b-b-b  b ^
A  A A A A A' A A A1 £
P n g
/sOf-i
P<3>?4
Pri^ j
P ^ •& o -o -o o -o -e-o o -e-e -e-e-e o o o
A  <5^  X —X—><i—X --X- X —X  -x- -X —X - -X  -X  X  X  X
KEY:AHQ/AQG (AHN/AQN) stands f 
Amp,measured at initial bias of 
Half/Quarter IDSS bias point, 
GAT6 (NEC72809) device.
. _ . x- 'Ky,
Note: The corresponding Phase
angles are dhown accordingly.
VGS varying with 
the incident Rf» 
Nos indicate the 
resultant VGS.
130
120
: 110
100
90
80
70
60
*\%z
A A  A-A—A—A-A -AAA- A-A—A—A-A - A A A  A-A—A—A A  A A A  A-A—A-A A  A A A
, b  b- b-b-b -o -s  -b b  b- b-b-o-b -b  -b  e b- b-o -g-b -b  b b b- b-b-o-g -b b  b
.? Sf- JASf— AS A  A  4| 4 ^ ^  # u. t v S' '± m hc\ fit fiK B^ iS. R iSKi- M iIS , js. f?-. »35 fii ■ m . 50
-15 -5 15
INCIDENT RF/dBN, FRE0=2.000GHz; VDS : 66 5.0V 8< NEC 4y.
Fig 4.17 S21/ S12 of both DUTs Vs Incident Rf Signal,in dBm.
109
S2
1/
S1
2
 
P
H
A
S
E
/
D
E
G
.
The effect of the fall of jS^I with increasing large gate signal, due, 
as implied, by the deteriorating ability of the signal at such levels to 
modulate the channel current is that the output power, Po, is expected 
to saturate and the power added efficiency, Pae, to fall when the device 
is saturated with input power, Pin. This has been observed in 
practice [36, 94], If Pdc is the average input power the Pae is defined
by: Pae = (Po - Pin)/Pdc.......................................... 4.16
The results also show, see Fig. 4,18, that: (i) as long as the operating 
JVGS( < IV pinch-off| the large signal |SZ||^, ISZ|LI < the small signal 
IS^sl^at same bias, (ii) IS^L) > IS^sJ when the I VGS I > IV pinch-off}.
s. .
(dii)
f  i C<C
+6* o
- 2*o
- iO'G
-34
- 2* BO
C££RATiIvG VGS / V
------O
Fig. 4.18 ISjl/ISJ VS Operating VGS/V
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The first observation is in agreement with the general trend:|S^ jfalling 
with increasing Rf. On the other hand the second observation seems to 
contradict this trend. However observation (ii) can be explained by 
recourse to the I-V characteristics, as depicted in Fig. 4.19.
Fig.4.19 Dependance of Ids(Rf,w) - S^(Rf,w) - on The I-V Characteristics
For example at the operation point A VGS < V pinch-off, point B, and
obviously the small signal *a*,gives rise, over a cycle, to a zero
current at the output while, as can be seen from the diagram, the large 
input signal lb', gives a non-zero output current, with a non-zero 
fundamental component, hence the result. Similarly, observation (i) can 
be explained: At point C, for example, where VGS > V pinch-off, a small
signal *c* at the input of the DUT gives rise to an output (drain) 
waveform, 'd', which is essentially composed of the fundamental only. 
Thus the gain, hence S^is as would be given by the quasi-static value
of the Gm at the operating VGS, C. However in the case of a large
(sinusoidal) signal, *e* at the input, the corresponding output 
waveform lf' gets distorted, due to the non-linearity in the transfer
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characteristic. Consequently there is an increase in the higher 
harmonic, contents of the output, (drain), current, therefore a 
corresponding decrease in the relative content of the fundamental. 
Hence there is a fall in the gain at the fundamental compared to the
small signal case.
This observation has been discussed in depth, because it would be 
employed to explain the behaviour of the Gm with the input Rf, (in 
Chapter 5), and the degree of harmonic distortion, (in Chapter 6).
The general result - the relatively strong dependance of IS I on the
incident signal, however, is in agreement with some earlier reports [44, 
88] but contrasts others [90, 93] who found to be almost independent 
to Rf. However the pronounced variation of |S^(| with the incident signal 
observed here supports the earlier statement that the is the most 
dominant non-linear element of the DUT equivalent circuit. The general 
trend of variation, when 1VGSI < IV pinch-offI, is also consistent with 
the observation made by Tucker [72]: that the large signal S ^  is
proportional to the voltage gain compression ratio (VGCR), when the 
output port is matched, and would approach the small signal value as the 
VGCR tends to zero.
The_Output_Parameters: _Sa/S ±t_
The variations of S^and SR  with the incident signal are also depicted 
in Figs. 4.16 and 4.17, respectively. It can be seen that both 
parameters in magnitude and in phase are practically independent of the 
Rf. S5iresults contrast remarkably, some earlier reports [44, 90, 93]
which have indicated strong dependence of S o n  the Rf. A weak
dependence of on the Rf has been reported too, [88]. Also reference 
[90, 93] have reported strong Su dependence on the Rf, while references
[44] and [88] have reported a weak dependence. The virtual independence 
of Sr, on Rf observed here is better explained by reference to the DC
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characteristics, the small signal S-parameters and the equivalent linear 
circuit model of the DUT. The DC I-V characteristics exhibited no 
current dropback effect, suggesting, as argued earlier, the absence of 
stable negative resistance (SNR) effect, hence of Gunn-domain resistance 
element. Willing et al [81], reported that the presence of the Gunn-re- 
sistance, via its effect on the output resistance,strongly affects IS^J. 
This argument is manifested and supported by the independence of the 
small signal model output drain resistance, rj , and the small signal Szx 
on VGS, at a given frequency. Consequently it is strongly suggested 
that; it is mainly the absence of the Gunn-domain effect, manifested in 
the DC I-V characteristics of a device by the current drop back 
phenomenon, and which by its effect on the drain conductance influences 
the Sj^ , that is responsible for the observed independence of S ^ o n  Rf. 
In fact Mitsui et al [90) have also attributed their observed behaviour 
of the S2xto Gunn-domain effect. Thus while the results observed here 
with respect to Sa. may have differed with theirs, Tucker [44] and 
others, they are consistent on basis of the argument put forward here. 
As a further support to this line of argument it is pointed out that 
though Johnson [88] did not give the DC characteristics of his device, 
in his equivalent circuit model he did not include any Gunn-domain 
resistance element, implying the absence of SNR, thus further emphasing 
the role of SNR in affecting the drain resistance, hence the S2Z. In 
other words S2^ is not likely to depend on the incident Rf if the device 
under investigation does not exhibit SNR, i.e., if there is no current 
dropback observed in its DC I-V characteristics.
Therefore, with respect to the DUTs studies here, the drain conductance, 
hence resistance is considered C onstant And to support this assumption 
and the reason further, it is pointed out that in theoretical large 
signal model analysis where the drain conductance has been considered
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non-linear, the I-V characteristics where given, exhibited current 
dropback phenomenon [34, 35, 36, 94].
However, it seems much more difficult to explain why SfL was practically 
independent of Rf, since one would have expected more interaction 
between the output and the input as the Rf increased. But if the 
feedback process is due to parasitic and/or linear elements, then the 
problem can be resolved.
It can been seen from the small signal model that the feedback elements 
are the source parasitic resistance Rs, and inductance Ls, and the 
feedback fringing capacitance and its resistance, CGD and Rte 
respectively. The two loss elements Rs and Rb were found to be bias 
VGS independent at a given VDS. This suggests that the reactive 
elements - Ls and CGg may have to play the dominant role in influencing 
the way S/2. would have to vary with Rf. But Ls is parasitic in nature 
and as such is considered linear. Therefore only the intrinsic element 
CGD could affect SJ2^ variation with Rf. But Willing et al [44] had 
investigated the variation of CGD with the bias VGS and found that the 
variation is very much influenced by the existence of SNR. It is 
therefore suggested that the absence of SNR effect could plau ibly 
explain why Sti was almost independent of Rf. And the deduction of this 
result - Sj2L being independent of Rf, is that the drain to gate fringing 
capacitance, CGD, is considered linear.
4.9.7 Large Signal S-Parameter Results: Some Practical Implications
In Fig. 4.15 the variation of the average drain-source current, <Ids>, 
with the incident Rf was illustrated. It was seen that this <Ids> 
peaked when the incident Rf was equal to the threshold value, ,
necessary to cause the initial operating VGS to change. Since the 
operating VDS was observed to be practically independent of the Rf, it
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can be argued that the operating DC power would vary with the Rf in the
same manner as the <Ids> does. Also, it can be seen from Fig. 4.17 that
|SXI| started to fall almost linearly with increasing incident signal
when the latter was equal to Q  , that is, when If. was observed. It was
t ^
explained in the last section that the fall of jszj with increasing
incident Rf is due to a corresponding deterioration in the ability of
the gate signal to modulate the channel current, which in effect implies
a decrease in the amplifying ability, and the power added efficiency,
Pae, of the DUT. Alternatively it can be said that this is due to the
flow of 1^. Therefore it is predicted that both output power, and the
Pae would attain their respective maximum (optimum) values when the
incident-driving Rf is equal to <df ,(i.e..when L  starts to flow)at any
t  r
given frequency and initial bias levels, and henceforth there are no
improvement in the two figures of merit. This can be explained thus:
The flow of 1^ causes an increase in the voltage drop across the (input)
%
parasitics, and in the I R products. Both these two effects cause less
z
power going ('transferring’ into) the drain. The second effect, the I R
e*a
effect, in particular heats up the device, there by 'weaking’ the SBA
junction. This prevents complete opening of the channel by the signal, 
consequently causing a deterioration of the Pae thus a poor output power 
performance by the device. In effect there is a marked fall in IS4J|, as 
results already show, a saturation, or at least a peaking of the output 
power, and consequently a fall in the Pae when Inflows. The implications 
of the flow of 1^ are discussed in Chapters 5 and 6.
As a verification of the above prediction the variation of the outpower, 
and the Pae with the incident signal was investigated. The results are 
depicted in Fig. 4.20. The output power was determined from two 
measured parameters, the incident power Pin, and the transducer gain,Sll5 
and is given by Pout = X Pin, where Pin = |at I *(1 - IS„| ) , a x the
incident power in Watts. Thus Pout = (a. ( * *[1 - 1 S . M  4.17
• 4 It
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is the component of the output power at the fundamental, the frequency 
at which [S] was determined. Essentially this is the transducer output 
power, which is a direct measure of the tuned amplifier output power, 
and also a measure of the maximum power available from the device as an 
oscillator, as Pucel et al (4.27)* have indicated. The Pae is given by 
equation 4.16;
i  2- 2
% Pae = [(Pout - Pin)/Pdc] X 100 = faj (1 - |SJ(\z ) - ((S^l /Pdc..4.18
OUTPUT POWER Vs INPUT POWER, BOTH AT Feb
£\
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The results show very good agreement with prediction: The Pae did peak
as predicted, and the output power started to saturate very close to
prediction. An implicit, if not a direct consequence of this is the
* PUCEL, R.A., BERA, R and MASSE, D. " Experiments on integrated 
gallium-arsenide FET Oscillators at X-band ", Electon. Lett, Vol. 11, 
#10, pp 219 - 220, May 15, 1975.
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verification of the large signal S-parameter measurement technique 
developed here and the large signal model to be discussed later.
A practical implication of the above result is that for power 
application and maximum efficiency design using S-parameter technique*, 
the large signal S-parameters should be measured, with respect to
incident signal, at incident signal equal to the af ,which can be deter-ty
mined easily by using a similar bias set-up as was used here, and then 
increasing the gate port incident Rf till the initial VGS is observed 
about to change. The incident Rf is then the required value. If nece­
ssary the drain port driving level is determined as defined by equation 
4.15.However it will be shown in the next chapter the actual measurement 
of the large signal S-parameters needs not be performed: that provided
the small signal S-parameters and the DC characteristics of the DUT are 
known the required large signal S-parameter can be calculated.
Finally, the DUT can be used as a reciprocal attenuator at a VGS beyond 
its pinch-off voltage, but constrained by the breakdown voltage. An 
attenuation of about 25 dB is possible, at least as for as the device 
studies is concerned.
4.10 Chapter Conclusion
In this chapter the following has been developed:
(I) The small signal equivalent circuit model of the DUTs
(II) An S-parameter measurement configuration, and deembedding philo­
sophy and technique, capable of measuring both the small and 
large signal S-parameters, and which did not, in case of the 
latter, suffer the limitations of the existing methods.
(Ill) An analytic relation between the incident Rf at which S. /S_ ,
and S^/S^are to be measured so that the measured parameters
* This is actually advocated, for, reasons given earlier.
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constitute a consistent set of large signal S-parameters, 
consistent with the practical Rf environment of the DUT.
The variations of the LSSP with the incident Rf has been investigated, 
and the qualitative explanation of the results given. (The quantitative 
discussion forms part of the next two chapters.) The results show that:
(i) the most Rf dependent S-parameter is S^, then to a less extent, S^.
(ii) If DUT does not exhibit a current dropback effect, then both S and 
SZ2are essentially Rf independent. In particular explanations have been 
advanced to reconcile the different trends in the LSSPs: the variations 
with the incident Rf.
Experimental observations and results show that: (i) for maximum output
power and/or Pae application design, using S-parameter technique, the 
S-parameters should be measured at the incident signal level at which 
the initial VGS is just about to change, a , (ii) the DUT can be used 
as a reciprocal attenuator, by biasing it at a 1VGSf > (V pinch-off!, 
provided the signal to the attenuated < a* . Finally, from the results
br
and discussions therein, it is suggested that: (i) the non-linear
circuit elements of the DUT are the Gm, Cgs, and possibly the channel 
resistance, Vin. (ii) the observed shift in the operating VGS is due to 
the effect of some conduction current flowing in the gate circuit.
(iii) and the interaction of this current with the gate bias load 
determines the device behaviour at large Rf signal level, (iv) The flow 
of this current impairs the performance of the device.
The effects and implications of this current, vis-a-vis, the device 
large signal behaviour, including its effect on the input waveform, and 
the development of the large signal model of the DUT, consistent with 
the large signal S-parameters and the observed phenomena form the main 
theme of the next chapter.
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CHAPTER 5
lHI_LMGI-SIGNAL-M0DiL_lLSM2-0F_THE_MESFETs
5.1 INTRODUCTION
The need for Large Signal Rf characterization of MESFETs has been stated 
earlier, in Chapter 1. This chapter deals with the issues therein, 
mainly:
(I) developing a Large Signal Model (LSM) of the DUT* consistent with 
its behaviour as characterised by its large signal S-parameters, 
and observed physical phenomena.
(II) using the model to explain the physical processes taking place in 
the DUT.
(Ill) predicting the device behaviour/performance, especially with 
respect to the gate, given the small signal S-parameters, and DC 
parameters only.
Subsequently a possible machine (computer) implementable analytic LSM of 
the DUT for optimum design of some large signal applications, based on 
easily measurable device parameters is developed.
It is apparent that much emphasis is being laid here on the gate and its 
behaviour. This is because: (i) so far, most of the large signal studies 
reported in the literature have dealt mainly with the output performance 
of the MESFETs [36, 41, 44, 72, 73, 95] with the emphasis often on the
effect of the material and or electrical properties of the device [7, 
19, 32, 37, 95], the DC bias levels [34, 35, 40, 95] and/or output
loading [36, 41, 44]. (ii) Nevertheless in most of the applications,
the output performance is governed by events at the gate, for example 
the drain current, which is the ultimate source of the power (Rf) 
delivered to the load, is very much a function of the gate voltage
* The studies, except where otherwise stated, are with respect to the 
GAT 6 device, since both devices, the GAT 6 and NEC 72809 behaved 
similarly as was seen in Chapter 4.
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and/or current. Yet not much has been reported in the literature 
offering physical explanations based on experimental evidence, of the 
physical processes that take place at the gate under real time large Rf 
drive, especially when the signal drives the DUT into forward condition. 
To the best of the author’s knowledge only the work of Sechi et al [96] 
has addressed this issue, through waveform distortion analysis. In 
particular, no one, not even those who have modelled the input non- 
linearity by including some current element at the gate [38, 39, 40],
has reported the effect of the forward conduction current vis-a-vis the 
gate bias-limiting resistor on the operating gate-source voltage, and
how it affects the output performance of the DUT. Understanding these
physical processes will, help in the design of devices,and circuits 
for improved performance and realiability.
5.2 IHE_LARGE_SIGNAL_MODEL^_DEVELOPMENT_AND_VERIFICATION
5.2.1 Development of the Equivalent Circuit
A possible approach of developing the Large Signal Model (LSM) of the
DUT, is to adopt the same method as in the case of the small signal
model, discussed in the last chapter. However, this method, here, has 
two main problems: (i) It will be impossible to establish the same input 
Rf voltage across the device at every frequency of interest at a given 
incident signal, since the input Rf is also frequency dependent. In 
effect it is impossible to generalise a particular LSM over a wide band 
of frequencies, (ii) It is rather a very tedious method.
Consequently, a different, less tedious, and more realistic approach is 
adopted. This is isolating the elements of the small signal model 
(SSM), adjudged to be Rf-dependent, and investigating their variation 
with Rf, at a given frequency, and bias, while all the other elements 
are assumed linear.
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As explained in the last chapter, the following elements, (refer Fig. 
4.9b), are expected to be Rf-dependent: (i) The transconductance, Gm,
mainly because of the pronounced dependence of S^ i on both bias VGS and 
incident Rf, and small signal Gm on VGS. (ii) The gate-to-source 
capacitance, Cgs (dominated by the depletion capacitance), since :(a) S(( 
was found to depend on both bias, VGS and incident Rf. (b) Cgs showed 
an obvious dependence on bias VGS. (iii) The active channel resistance, 
R(_, otherwise the Cgs charging resistance, for the same reasons given in
(ii) above,(iv) The feedback fringing capacitance, Cdg, for its, and S^,
dependence on VGS. However the observed Cdg dependence on bias VGS was
rather very weak. And S(2 was found Rf-independent, and Ls and Rs on 
which S 12 also depends are assumed linear (being parasitic) and were 
found thus. Hence Cdg is assumed linear, as some earlier works show 
[33, 36, 44, 73]. On the other hand the following elements are assumed
Rf-independent: (i) All the parasitics: Lg, Rg, Rs, Rd and Ld (ii) The
feedback fringing capacitance charging resistance, Rfo, for the same 
reasons given in the case of Cdg. (iii) Both the output, drain 
resistance, f*d and capacitance, Co since: (a) S^, which depends mainly 
on the two elements, was found Rf-independent, and virtually independent 
of bias VGS at small signal operations, (b) The two elements were found 
practically independent of VGS too.
Consequently for the large signal operations of the DUT the Gm, Cgs, and 
R{, are the elements considered Rf-dependent, in other words terminal- 
voltage-dependent, (hence time - variant), or non-linear. The small 
signal equivalent circuit topology is modified to reflect the large 
signal behaviour.
The proposed Large Signal Model (LSM) is depicted in Fig. 5.1. The DUT 
being a MESFET, the gate input is represented as a Schottkv Barrier 
Diode (SBD), (see Fig. 5.13). Consequently the non-linearity in Cgs and
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, thus in the input, is modelled by a time-varying capacitance 
shunted by a non-linear resistance, Rsh. The capacitance represents the 
depletion capacitance, and the shunting resistance, the diode's non­
linear forward conduction current (conductance).
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Fig. 5.1 The MESFETs Equivalent Circuit with the External Circuits
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Fig. 5.2 The Large Signal Model Equivalent Circuit of the DUT
Fig. 5.3 The Planar Structure of the DUT, showing the 
SBD at the Gate, and the Ambient Network
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The non-linearity In Gm in general is measure of the non-linearity in 
the channel, (the drain), current. This current would normally depend on 
VGS and VDS. However with respect to the DUT studied, there were no 
observed changes in the initial bias VDS with incident Rf, and above all 
S2lwas very insensitive to Rf. Therefore at the fixed VDS operation in 
the saturation region, the dependence of the channel current on VDS is 
considered negligible. Consequently the non-linearity is considered 
essentially dependent only on the gate-source voltage, i.e., the 
depletion capacitance voltage. (When the 'SBD* is not conducting, i.e., 
Rsh >>|l/u?cl the model reduces to the small signal form.
However, for simplicity the following assumptions are made: (i) The
circuit is unilaterised, since fSl2J << 1, and is assumed independent of 
Rf level, especially in the band of interest. (ii) Ri in itself is
linearised, with any non-linearity in it incorporated into the non- 
linearity in Rsh. Thus the practical form of the proposed LSM is 
depicted in Fig. 5.2. The verification, qualitative and quantitative, 
of this model is discussed.
5.2.2 Verification of the LSM: Qualitative Approach
5.2.2.1 Some Observed Physical Phenomena, and the LSM
It was seen in Chapter 4, that:
(I) when the DUT was being driven at the gate: (a) there was a certain
threshold value a^, of the incident voltage beyond which the 
initial operating VGS started to change, getting more negative as 
the incident Rf was increased. The value of atf£ was greater, the 
greater the frequency, and/or the more negative the initial VGS. 
(b) as the incident signal became very large the resulting VGS 
seemed to tend to a limiting value, almost independent of the 
initial VGS.(c) The average drain-source current increased with RF,
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peaking when the incident s i g n a l s i f  VGS was allowed to vary.
(II) both (S,|| and |SZ1| decreased with increasing incident Rf, while S2Z 
and St2remained practically independent of Rf.
These experimental observations, and others yet to be discussed, are 
consistent with the proposed LSM.
5.2.2.2 The LSM: The Gate Model and some Physical Processes and
Observations - The Self-Limiting Action of the Input Circuit
The non-linearities in Cgs and Rsh have been modelled by a non-linear 
parallel RC network representing a diode, an SBD. This is consistent 
with the observations stated in (I) - (a) to (c) above. In particular 
the shifting of the operating VGS as the Rf increased can only be 
explained in terms of the flow of some forward non-linear conduction 
current, (the average value of which over a period is non-zero), in the 
gate circuit, in other words by the self-limiting action of the gate! 
The shunting resistance provides the flow path. The capacitance 
represents the depletion capacitance of the SBD.
When the incident Rf is such that the input voltage is equal or greater 
than the cut-in voltage of the diode which depends on the contact 
potential of the SBD the diode starts to conduct. Subsequently the DUT 
interacts with its ambient network, the gate bias resistor RGG (see 
Figs. 5.3 and 5.4f) in such a way as to establish a dynamic equilibrum, 
resulting in the observed (new) operating VGS. This phenomenon is what 
is termed the self-limiting action of the input (gate) circuit.
In order to understand how the dynamic equilibrum is established the 
normal diode I-V characteristics is considered. Analytically this is
given by If = Is[exp(qVd/nKT) - 1].................................5.1
I.j. and Is are the forward, and reverse saturation currents respectively, 
Vd the diode terminal voltage, and n the ideality factor. In
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instantaneous terms equations 5.1 reduces to:
i^ ,(t) = Is[exp(qVd(t)/nKT) - 1]....................................5.2
If Vd(t) is large enough to drive the diode into forward conduction, 
<i(t)>, the average of i^(t) over a period of the input voltage, will be 
non-zero. Consequently, since the Rf source is not a DC source and the 
coupling capiqtor Cc is not able to conduct a continuous current, this 
average current has to be supplied by the gate bias supply, VGS (see 
Fig. 5.4e and f).
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Therefore since VGG is fixed and the average current has to come from 
this supply then the potential at A, (Fig. 5.4f) has to be more negative 
than it was before the onset of the forward conduction, because of the 
voltage drop across R£<3\ (Vp^).
In essence the diode terminal voltage, VGS, becomes more negative. This 
is what happens physically over a cycle of the incident Rf. Similarly, 
at the end of each subsequent cycle the current taken, (from the gate 
bias supply), hence VRqct' increases, and consequently the voltage at A 
becomes more negative than it was. The process continues till the 
current through the effective gate bias limiting resistor is equal to 
the average current through the diode. A dynamic equilibrum (see below) 
is established.
Alternatively the physical argument can be recast as follows:
The coupling capacitor Cc charges or discharges as Ei is positive or 
negative going. And if the incident voltage Vine is such that VD, the 
diode terminal voltage is such that the diode does not conduct, then the 
rate of charging and discharging of Cc is equal, hence no change in the 
initial VGS. However, if on the other hand Vine is such that the diode 
conducts - forward current flows - then the following situation/s 
prevail: (i) if the RGG*, the effective gate-bias limiting resistor is
so large that no current can be drawn from the bias supply, then VA 
continues to decrease continuously, becouse: then Cc must effectively
discharge faster than it charges, over a cycle of Vine, holding a net 
negative charge, i.e., a fall in the charge: Q = Vc/Cc, which it holds. 
And since Cc is constant then there is a corresponding fall in Vc. In 
other words A gets more negative with respect to (wrt) B, hence the 
result, (ii) if on the other hand RGG* is finite, as was the case here, 
then charges (i.e. If) are drawn from the bias supply to compensate for 
the charges leaking from Cc. Consequently A is more negative wrt E, 
than it was, though there is a less reduction in V^ than in case (i)
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above. Nevertheless in either case VA is more negative than it was at 
the beginning of the cycle. Here also the difference in the rate of 
charging and discharging of Cc when I.f flows is due to the asymmetric 
dependence of 1^ : on Vd as equation 5.1 defines.
The above, otherwise transient process, continues till the average 
current through the diode is equal to current through the effective gate 
bias limiting resistor, RGG'*. The system is now under a steady* state 
operating condition. VGS has now attained the observed new value, VGSN, 
which evidently depends on the effective RGG*, and the input Rf hence on 
the initial VGS and the operating frequency at a given incident signal. 
Thus, phenomenologically the steady state operating condition is 
characterised by a stable VGSN on which is superimposed a time varying 
input voltage, and by a time invariant current, drawn from the gate bias 
supply, the value of which is determined by the limiting resistor.
Subsequent increase in the incident Rf causes a corresponding further 
shift in the operating VGS relative to the initial value, as observed. 
NOTE: On the removal of the large input Rf the operating VGS should, and 
did return to the initial value, provided the total drain-gate voltage 
is less than the break-down voltage of the Schottky Barrier, or there is 
no thermal burnout due to excess forward current.
The model also explains why, at the initial stages, when the operating 
VGS has started to change with the incident Rf, the rate of change is 
greater the less negative the initial VGS, VGSO. This is because when 
VGSO is less negative a smaller input voltage > 0 is needed to ensure 
the flow of I C o n s e q u e n t l y  for each transient cycle of the incident 
signal If flows for a greater fraction of the period, and because of the
* This means that at a given VGSO and frequency the threshold incident
signal to cause any observable shift in the VGS will be smaller the
larger the RGG. But the rate of shift and the resultant VGS, VGSN-would
increase with RGG.
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almost exponential dependence of on V^> 0 the resultant <If >, hence 
the shift in VGS: VGS, is greater for <I.f>= ((VGSO - VGSN) = VGS)/RGG)+
5.2.2.3 Further Qualitative Verification of the LSM: some Experimental
Expectations
On the basis of the input model V^, hence the net input voltage is 
expected to approach asymptotically a limit Vdmax > 0, defined by the
constraint: I^max = Isexp(qVdmax/nKT)..............................5.3
This is confirmed later in this chapter.
This amongst others explains why at very large input Rf, the resultant 
VGS, VGSN, is essentially independent of the initial VGS, when the VGS 
is allowed to vary, since now VGSN is determined by the permissible 
Ifrmx» IR accordance to the 'diode* I-V characteristics. It implies, in 
other words, that for any incident voltage Vd(t) < Vdmax i.e., the gate 
would behave as a voltage clamp, with the maximum terminal voltage 
pegged to Vdmax. Consequently Ids, hence the output power is suspected 
to peg in sympathy with Vd.
Also it is expected that: (i) the average gate-source capacitance,
<Cgs>, over a period of the Rf would decrease as the incident voltage 
and the magnitude of the resultant VGS increase. This is because the 
greater the incident, input Rf, the more negative the operating VGS, 
thus the greater the fraction of the period of the input Rf during which 
the superimposed input Rf. hence the net terminal voltage, is negative, 
consequently the less the effective charge carriers in the channel, 
hence the less the <Cgs>. (ii) however, at each operating VGS and large 
signal the average gate capacitance is greater than the small signal 
value, since there is a large junction capacitance when the diode is 
driven into forward conduction. This follows from the analytic 
+ This is proved in Appendix 5.1.
128
definition of the junction capacitance, (given later), which in turn 
follows the input model: a SBD (in series with some parasitic
elements), and is verified later, too. (iii) consistent with the 
argument advanced in case (i), the Gm, hence IS2ll, as results have 
already shown in the case of |S2l|, is expected to fall with increasing
incident Rf, hence with increasing negative values of Rf-induced
operating VGS. And in the same vein as (i) and (ii) above, at a fixed 
operating VGS, |S2I (, hence Gm ought to increase with the input Rf.
However, |S2, 1 results did not confirm this, and it will be seen later
that Gm did not vary in accordance to this expectation either. A 
explanation of this apparent discrepancy is the effect of the conduction 
currents, (implicitly discussed in Chapater 4, Section 4.9.7 wrt to 
output power limitation), on the modulating ability of the input signal. 
The flow of impairs the ability of the input signal to modulate the 
channel current: This current causes more power to be dissipated in the
input parasitics, in terms of I2R losses, consequently limiting the 
input power, as the incident power increases. And in effect there is 
less input Rf than would have been in the absence of the flow of forward 
conduction current. Alternatively, but consistently, it can be argued 
that the thermal effect of the If has a damaging effect on the 
Schottky Barrier contact (SBC), at the gate. This in effect means that 
the channel is prevented from being completely pinched off, consequently 
the output Rf power and Pae are also limited, as results have confirmed. 
(See Section 4.9.7.) This argument is consistent with Macksey et al 
[95] results: If the SB breaks down before pinch-off further increases 
in the input power is not accompanied by an output power increase.
In either case, it clear that, while <Cgs(t), Rf> may increase (relative 
to the corresponding Cs) with Rf, there is no such corresponding 
increase in Gm hence /S2j| as the Rf increases. Rather there might be a
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fall.This explains the above apparent discrepancy and is verified later.
5.2.3 Verification of the LSM: Analytic and Quantitative Approach
The quantitative verification of the LSM entailed, mainly:
(i) predicting, based on the model, and calculating the variations of
the large signal S-parameters, and of the suggested non-linear elements
with the input Rf. (ii) comparing the predicted and experimental 
results, where possible, thus (iii) drawing relevant conclusions.
The analysis is done in time and frequency domains.
5.2.3.1 The LSM: Time Domain - Dynamic - Analysis (TDA): Scope and
Mathematical Formulation
The TDA is carried out with respect to the steady state operating
conditions. The scope of the analysis includes determining the time
dependence of the:
(I) Gate Voltages - the incident, reflected, and terminal voltages, 
and subsequently modelling the voltage waveforms
(II) Gate-Source capacitance, and its average value
(III) Gate Currents - the resistive, displacement, and thus the total, 
and average currents
(IV) Drain current 
(V) The transconductance, Gm(Vg(t))
The analysis starts with the mathematical simulation of the physical 
processes at the gate. All references, except where otherwise stated, 
will be with respect to Fig. 5.4f. (See Page 125.)
In the analysis the channel resistance, Rin, as explained earlier is 
assumed linear. Thus the total input parasitic impedance, Zp is given
by: Zp = (Rg + Rin + Rs) + jw(Lg + Ls)  ......................5.4
where the terms have been defined earlier. Furthermore, in this state
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of dynamic equilibrum, the instantaneous gate voltage and current equations are:
V+(t) + V (t) + VGSN =Vd(t) + Vzp(t) = VT(t)...................................5.5
(V+ (t) - V (t))/ZQ + Iay = ic(t) +irsh(t) = ig(t) .......................5.6
where: I ^ (VGSO - VGSN)/RGg ’ = A v GS/RGG* .................................5.7
V (t) is the instantaneous incident Rf voltage signal defined by:
V+ (t) = Imag(V+p .exp( jwQt))  ............................................  5.8a
where V+p is the amplitude , and w q the radian frequency.
V (t) is the instantaneous reflected voltage, and Vp the total gate-source 
voltage. Vd(t) = V+ (t) + V_ (t) +VGSN - Vzp(t), is the instantaneous voltage 
across the SB input diode and Vzp(t), given by: Vzp(t) = io(t).Rp + Lp .di^/dt
» i •_
=io(t).Rp+(Lp/ZQ)(V (t)—V (t)), that across the input parasitics, (see equation 
5.4), where V+=dv/dt, etc. ^ ( t ) *  d/dt(Cd(Vd(t).Vd(t)), is the displacement
current. Gd(Vd(t)), or simply Cd(t) , is the diode’s terminal-voltage dependent
capacitance. i ^(t) is the diode's instantaneous, (forward 
conduction),resistive current. It defines the non-linearity in the shunting 
resistance, and is given by:
irsh^t  ^ = Is[exp{qVd (t)/nkT} - 1] ...............................   ..5.8b
5.2.3.2 Determination of the Time Functions,The solution for V (t).
Clearly all the variables of interest given above are dependent on V+ (t). In
particular, however, in order to formulate uniquely the expressions for these
other variables ) the expressions for
V (t) and its necessary derivatives^are essential. Unfortunately these are not
known a priori, especially at large signal levels when the reflected voltage is
no longer simply related to the incident voltage by: V (t) =S-q .V+ (t)* . Now
+ ^S-q  is not necessarily independent of V (t) , thus implying that the time
dependence of has to be known if V (t) is to be evaluated from the
relation : V (t) = ’S ^ ( t ) . V+ (t) ’.
* This acknowledges, be it implicitly, the existence of input waveform 
distorttion, thus making the approach and analysis thorough and exact.
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But S-^(t) given by S-^(t) = V (t)/V (t) is not continuous over the range of
+the time domain: 0 ^ t ^ nT, where T is the period of V » Furthermore it 
depends on the knowledge of V (t) itself. so defined is undefined when
V (t) = 0. Therefore a method of solving for V (t) is essential. This is 
presently discussed.
  I
By definition dV (t)/dt = lim{ [V (t + A t )  - V (t)]/it}....................5.9
= >  V"(t + A t )  = V“ (t) + ( dV"(t)/dt). A t .  Thus if t — > (t - A t )
then: V (t) = V (t - At) + (dV (t -At)/dt).&t ......................... 5.10.
Thus if V and its derivative, dV /dt, are known a little while ago, then V 
at this instant is uniquely and exactly defined by equation 5.10, 
provided z\t, the time increment is properly chosen to satisfy equation 5.9
  c
in the finite sense. In particular if V (0) and V (0) are known then V (4t)
is known. Subsequently V (t >0) can be calculated. However to simplify the
calculation a boundary value assumption is made, that.
V (t) = f\v+(t) when V+ (t) is small, ie when t -> 0, - in the close
neighbourhood of t=0. Q  = the small signal input reflection
coefficient ,(at the operating point). This follows from the assumption that
under the steady state operating condition a time varying input signal is
superimposed on the stable VGS. Therefore from the definition of V+ (t) one
obtains, when t->0: V (t) = V+ (t). |~=Imag[V+p .exp( jwQt) . J^exp( j$g) ]----5.11a
In particular V (0) = ( V+ sinw t.cos0 + f  V+ cosw t.sin0 1I s p o  s J s p o  ^s/t=0*
or V (0) = f  V+ s in 0 ........................................................5.11bJs p
To determine dV /dt equations 5.5 and 5.6 are recast respectively as
follows, (employing the definition of V^p where necessary):
Vd(t) = V+ (t).(l-Rp/Zo) + V‘ (t).(l+Rp/Z0) +(VGSN-RpIav) -Lp(V+-V~)/Zo ...5.12
and i (t) = [V+(t) - V~(t)]/Z +1 - 1 . (t) = i (t) - 1 , (t)......... 5.13c o av rshv ' g rshv '
But by definition also given by:
ic(t) = d[Cd(t).Vd(t)]/dt = Cd(t).dVd(t)/dt + Vd(t).[dVd(t)/dt.dCd(t)/dVd ],
9
which on simplification reduces to ic (t) = V^(t).[C^(t) + V^.dC^/dV^]...5.14
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Equating equations 5.13 and 5.14 one obtains:
dVd(t)/dt = Vd(t) = [ig-irsh].t/[Cd(t) + Vd(t).(dCd(t)/dVd(t)] = F(t),...5.15
But from equation 5.12 also given by:
Vd(t) = v+ (t).(l - Rp/Z0) + V"(t).(l + Rp/Zo ) - Lp[V+(t) - V- (t)]/Zo ...5.16
Equating equations 5.15 and 5.16, and simplifying, one obtains:
*
V“ (t) = (F(t) - [V+ (t).(l-Rp/Zo)] + Lp[V+(t) - V~(t)]/ZQ} / U  + Rp/Zo }...5.17
* t -J_  _L  -L 2where V = d/dt{Imag[V exp(jw t)]} - V w cosw t, V = -V w sinw t.p o p o o  p o o
Thus provided C^(t )=C^(V^(t)), dC^/dV^, ^g^C^)* an^ V (t), are known then 
*
V (t), in particular V (0), is calculated from equation 5.17. Subsequently
V (t~tit) is determined using ecj&ations 5.11 and 5.17 in 5.10. Similarly 
V(t>0) can be generated using 5.10.
In order to evaluate V (t) further assumptions are made. Initially the 
effect of the input inductance ,L , is ignored, ie = 0. This makes ther r
expression for V (t), as given by equation 5.17, independent of V (t). Then
V (t) is generated as outlined above (provided I is known. The deter-s
mination is discussed below). Then both V (t) and V (t) are determined nume-
* * rically. The value of V (t) are resubstituted into equation 5.17, and V (t),
hence V (t) re-evaluated, taking into account the value of Lp. In practice
this iterative process is involved simultaneously with the determination of
the value of I . The details are discussed in the next section, s
Also, the following basic assumptions are made in order to evaluate C^(t) 
and d/dV^(C^(V^(t)). They are : (i) the gate-source capacitance is entirely 
a depletion capacitance * This assumption is justified by the SBD 
representation of the input non-linearity. Subsequently an abrupt doping 
profile is assumed Consequently the junction capacitance, hence the 
non-linear terminal dependent gate-to-source capacitance is given by:
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Cd(Vd(t)) = [A(t£ s/2ND)1/2]/[Vbi + ^Vd(t) “ KT/q]1/2 .................. 5.18a,
= °f/[Vbl + K V d(t) - XT/q]1/2 ..........................5* 18b,
where : oC = [A(<j, 6.s/2N^)] , A the contact area, q the electronic
£  the permittivity of GaAs = 13.1 x the doping density in the active
channel, and the contact potential. ^ is a parameter = -1. KT/q is the
thermal voltage, (ii) V ^  = 0.8V. (iii) The input capacitance at small 
signal operation, C , at the corresponding VGS is entirely a depletion
SHI
1/2capacitance, hence, (iv) qC = C (V, . + VGSN - KT/q)  ........5.19.
S fll DX
Thusf£of equation 5.18 is known since VGSN is known experimenta^'Subsequently
dCd(t)/dVd(t) = -l/2t<^[Vbi + Vd(t) - kT/q]_3/2............................5.20
using the definition of C^(V(t)). Therefore once V^(t) is known then 
dV^(t)/dt as defined by equation 5.15 is readily calculated.
5.2.3.3 Determination of the Ideality Factor, and the
Reverse Saturation, (leakage) current, I
S  9
To determine V (t) and the non-linear shunt resistance current i . (t),\ / rsfl \
both the leakage saturation current Ig , and the ideality factor, n, in the 
diode eqaution: ^-gh^) ~ ^ ( t ) ^  Ig { exp[qV^(t)/nkT]-l} must be known.
(fThe Ideality Factor,n Although ideally n has the value of unity in practice 
n is usually > 1. This departure from the ideal is characterised by i ^
increasing less rapidly with the terminal diode voltage, V^. This can be due 
to: (i) recombination in the depletion and/or in the neutral region due to 
the injection of the minority carriers: e.g. of holes from the P- to the 
N-side of the ordinary PN junction diodes. However, since the diode being 
investigated is a SB diode,(N-type), there is practically no extra injection 
of holes from the metal to the semiconductor side when the terminal voltage 
> 0. This is because the hole barrier height is unaffected , even though the 
’diffusion’ potential - the barrier experienced by the electrons in
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getting over to the metal side - is reduced. Consequently the recombination 
process due to the minority carrier injection effect is practically absent 
in the DUTs studied, (ii) recombination in the depletion region due to the 
effect of localised centres, otherwise called traps. The presence of such 
centres is manifested in the DC I-V characteristics of the MESFET by current 
looping phenomenon, [97]. But this phenomenon was not observed in the case 
of the DUTs studied, thus implying the abscence of such recombination 
process. In light of the above discussion the ideality factor, n, in this 
case, is taken to be unity. Subsequently the non-linear shunt resistance
current is given by: = exp[ Ct)/KT] - 1}    5.21
The Reverse Saturation Current, I : In principle I can be calculated from :
I = ARnT2exp(-q0b/KT) ......     5.22,
provided the charge emission process is thermionic. A is the 
contact area, T the junction temperature in Kelvin, the barrier height, K
* TT *the Boltzman constant, and R the Richardson constant, equal to 411 qM /h.
is the effective electron mass, and h Plancks constant. Unfortunately, 
it was impossible in practice to determine all the defining parameters of 
equation 5.22, especially A. Besides the emission process may not be 
entirely thermionic as assumed., diffusion process may also be involved. 
A theoretical determination of I was thus impossible
lg was determined in practice by an optimization process, as follows: (I) An
initial value of I is assumed, and the input inductance, Lp , neglected.s r
(II) Using this value of I , the values of V (t) and hence the input 
terminal voltage, the gate current, and their averages are determined as 
discussed in section 5.2.3.2 (III) These averages are then compared with the 
corresponding experimental values. This initial value of I is adjusted and 
V (t) recalculated till the corressponding averages agree within a defined 
tolerance, that determined by the accuracy of the measuring instrument.
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The voltage and current averages were simultaneously set to agree within 
+ .5mV and + . 5JLJA respectively. The resulting I , ^gQpqqp is the local
optimum, (new approximate) value of Ig . The resulting V (t) is held as an 
array. (IV) V~(t) and V (t) are then determined numerically, using these
D
values. (V) Using these values of V (t) and V (t) , V^(t), IgQppp and V (t) 
are recalculated, taking into account the value of the input
of
inductance. (VI) The new value^Ig^p^ is compared with the previous one, the 
new value adjusted as in step (III), and steps (IV) and (V) repeated, till
there is consistency: when the relative error between the two values of
IgopTL -*-s not greater than a defined value, 2%, in this case. This is the 
self-consistent solution, and the resulting Ig , ^gQppQ > the global
optimum, (effective value of the reverse saturation corrent for the given 
incident signal level . And the corresponding V (t) is the desired value. 
Subsequently, the other relevant parameters are readily obtained. (Notice 
that the derivatives of V (t) employed in a current run are derived from the 
V (t) of the preceding run, though the two runs are essentially equivalent 
when there is convergence; and that steps (IV) to (VI) are unnecessary if 
Lp = 0). Further discussion on the calculations of V (t), V^(t), etc, is 
given later, (See section 5.2.3.6).
It was found that for each incident signal level IgQp-j-Q and the ^gQppp 
for Lp =0 differed by less than 1%, indicating how smally if any, of the 
effect of Lp. Also, it was comforting to find that for different signal 
levels IgQpp-Q ~ effective I - was basically constant. An average of 
3.541pA, (compared to 3.531pA for Lp=0), with a coefficient of variation of 
about 3% was obtained for seven different signal levels. And the value
3.541pA was accepted for the reverse saturation current of the DUT.Although 
this value appears rather small, it compares very well with the results of 
Tajima et al [36]: 3pA for a GaAs MESFET of gate length 0.2pM, and width 
250pM. And it is at least three times the value of 1.14pA reported by Kurita 
and Morita, [98].
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An adequate model of the drain-source current, Ids, is n e c e ^ f  y in
A
simulating the drain voltage and current waveforms, the knowledge of which 
gives some useful insight into the device performance. Furthermore it 
enables^as will be seen later, the modelling of the transconductance, one of 
the non-linear elements being investigated.
5.2.3.4 Modelling of the Drain-source Current: Analytic Formulation.
Usually the quasi-static Ids at a given operating VGS is given by:
Ids = IDSS[ 1 - VGS/Vpoff]n   ........................................... 5.24
where n is a parametric index factor, and IDSS and V ££ are as defined
earlier. This expression for Ids is generalised here, generalised in the
sense that, it is argued that if adequate practical values of n and V^q^
are known, and if at any instant the values of the gate-source voltage,
Vgs(t) is known then the corresponding instantaneous value of Ids, Ids(t),
generated by the non-linear current source is given by:
Ids(t) = IDSS[1-Vgs(t - T )/Vpoff]n " " ....................................5.25a
Lis the electron transit time optimised from the small signal S-parameters
analysis to be 4.5 ps. However since Vgs(< 0) is undefined equation 5.25a is
recast as: Ids(t + I) = IDSS[1 - VgS(t)/V^o^^]n ........................ 5.25b
Subsequently) simulating Ids depends on accurate determination of Vp0££> the
pinch-off voltage, and n, since Vgs(t) = V+ (t) + V (t) + VGS is assumed
known, (See Sections 5.2.3.1 5.2.3.3). The determination of ^ has
been discussed in chapter 4, Section 4..4.2 : V = -1.3V and -1.0V for 
and P°ff
GAT6^NEC72089 respectively. The determination of n, the index factor, is 
given below.
The_Jndex_Factor,_n
Simplified FET model assumes n to be 2, hence the usual square law 
concept [30, 99, 100], In practice however this is not necessarily true, 
for n depends, among others, on the doping profile [16], and values of
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n much different from 2;1.5 < n < 2.5 have been reported [101, 102,103]. 
Like Vpoff, n is treated here as an empirical factor. It is determined 
as follows.
Equation 5.24 implies that Ids/IDSS = [l - VGS/Vp] n, for a quasi-static
operation, or: -log)0( Ids/IDSS) = -nlog^Ql - VGS/Vp}  ..... 5.26
Thus n was directly determined from the slope of -log (0(Ids/IDSS) VS
-log(l - VGS/Vp). The VGS, the corresponding Ids, and the IDSS were 
10
obtained from the DC I-V characteristics (extrapolated into save VGS >0, 
to account for positive swings of the total terminal Vgs, on the 
application of the Rf about the VGS). The plots are depicted in Fig.5.5. 
n was found to be 1.583 and 1.580,for the GAT 6 and NEC 720S9 
respectively, determined by linear regression,(curve fitting) analysis.
As a cross-check, the determined values of Vp and n were resubstituted
into equation 5.24, and the Ids calculated at every given VGS, using the
given value of IDSS. Then the calculated and measured values of the Ids
were plotted against VGS. The plots are depicted in Fig. 5.6. The
results show good agreement between the two sets of the Ids. This
varifies the adequacy of Ids model developed, thus the values of Vp and o-
PS83
IDS 40.3*(1 - VGS/-1.3)  5.27a
Subsequently = ] for the GAT 6
50.3*(1 - VGS/-11*'580  5.27b
for the NEC 72089
Therefore, equation 5.25b becomes, in the particular case of GAT 6:
Ids(t+4.5) = 40.3* jj. + Vgs(t)/1.3]''5*3 ...........   5.28
where t is in ps, and Vgs(t) = VGS + V^(t) + V~(t)...............5.29
It has been pointed out that the generalised expression for Ids has been 
arrived at empirically. Thus any other function that reproduced the 
DUT's I-V characteristics could have been used equally.
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NOTE: Vpoff= VGS when
Ids2£.35%IDSS.
The slope of thl<£. curveJ 
-Log10(Ids/IDSS) Vs -Log(l-VGS/Vpoff)n
gives n^in the expression: 
Ids«=IDSS(l-VGS/V )n.Pof f
KEY:(«) qqqo GAT6 Results
IDSS + 40„3mA.
VDS « 5.00V ; V M  — 1.3V pof f
n=>l. 583
(b) xxxx NEC72809 Results
IDSS = 50.3mA.
VDS - 4.00V ; V «= -1.0V Pof f
n=l.580
Fig 5.5 -Log (Ids/IDSS) Vs -Log10(l-VGS/Vpoff) 
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The transconductance is a measure of how much the driving voltage is 
converted into an output current and is an important characteristic of the 
DUT. It was expected to be the most non-linear, Rf-voltage dependent circuit 
element of the DUT. Therefore it is necessary to establish its dependence on 
the terminal voltage, hence on the input Rf,. for the completeness of the TDA^ 
(of the LSM); and a help in the analysis of the dynamic performance of the DUT
Different expressions have been developed, and employed by different 
researchers. For example, Higgins and Kuvas [104] and. Tucker [72] investi­
gating intermodulation in GaAs power FETs, and Minasian [33] investigating 
distortions in MESFETs have employed the Taylor Series expansion representa­
tion while [33] employed Volterra Series expansion. On. the other hand Tajima 
et al [36] had expressed the Gm in terms of the integral of the instan­
taneous Ids. They have assumed that if there is a function which can 
simulate the drain current , Ids^ as a function of Vgs and Vds, as
Ids=Ids(Vgs,Vds); and Vgs and Vds are given by Vgs = VGSO + Vgs(wt + 0 ), 
and Vds - VDSO + Vdscoswt } respectively , where $. is the phase 
difference between gate and drain voltages then : 
Ids(t) = IDSO + Gm.Vgs.coswt + Gd.Vds.coswt............................ 5.30
After some manipulation (of equation 5.30) they obtained Gm as :
r IT\f^
Gm = - { [ (w/ 7/" ) ]/[Vgs.sinJ3]} . Ids(t). sin(wt + 0)dt ..................... 5.31
-4
Ids = Ids(Vgs, Vds) still has to be determined either by modelling
or by experiment.
The above expressions have their shortcomings. The power series expansions
method are infinite series and the adequecy depends on the number of terms
an
chosen. The Taylor Series expansion, while mathematically convient to
A
handle, is not applicable for large Rf variation about the operating point, 
hence for large distortion in the input Rf. Tajima et al approach assumes, 
like the Taylor Series expansion, that the input Rf is simple harmonic and
5.2.3.5 The TDA: Expression for the Transconductance,the Gm(Vd(t)), Gm(Vg)
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does not account for any distortion in the input waveform. Furthermore it 
assumes Ids(t) = Ids(Vgs(t),Vds(t)) to be analytically integrable in time, 
and that 0 f rff/ , which need not be true. In effect none of these accounts 
for any distortion in the input Rf. This calls for a more general expression
Any expression which is consistent with the dependence of Ids on the 
terminal voltage, valid throughtout the region of interest of operation, 
would be adequate. In addition such expression has to yield in the frequency 
domain results which are in agreement with the variation of $2  ^ with the Rf, 
and also with the variation of Ids(w) and Vgs(w) with the Rf.
Here the quasi-static definition of Gm, given by: Gm(VGS)= Alds/AVGS...5.32 
at a constant VDS is generalised. It is argued that if /^VDS "'"0, in the 
saturation region of the DC I-V characteristics, £ the region of operation^ 
(as has been argued in Chapter 4 to be the case.), then equation 
5.32 can be generalised as follows, to define Gm(VG(t)): 
Gm(Vg(t))= ?Ids(Vgs(t))/aVgs(t)= -nlDSS/V ffU -  Vgs[(t—  I ) ]/VpQff >
. .5.33j evaluated at the instant, (making use of equation 5.25). Clearly 
this does not assume vgs(t) = Vgs(t) - VGS to be simple harmonic, nor is 
its validity restricted by any number of terms. There is only one physical 
constraint: Gm(Vg(t)) so defined to be zero when Vgs(t - Z ) \< ^p0ff’ 
other words when Ids(t) = 0. In this work equation 5.33 is adopted as the 
expression for Gm(Vg(t)), and is referred to as CASE A. Equivalently 
Gm(t) = A Ids(t)//^T'^s(t), where both /\Ids and /\Vgs(t) are very small.
However, all the different expressions for the Gm when considered in the 
region where they ought to be all applicable, up to moderate values of 
the input Rf, say, before the flow of If and hence the distortion of 
the input waveform, ought to be equivalent. The expression adopted here,- 
CASE A«— and the Taylor Series expression, (for mathematical 
convenience), CASE B^are compared. The results are discussed in Section 
5.2.3.7. Here the Taylor Series representation is truncated after 5
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terms, thus Gm(Vg(t))=Gm1+ Gm2Vg(t)+Gm3Vg:i(t)+Gm^Vg3(t)+Gm5Vgzi’(t), .5.34 
and with the corresponding Ids(Vds(t)) as:
Ids (Vgs (t)) =Gm j Vg(t) +Gm2Vg2( t) /2+Gm3Vg3( t ) /3+Gm^Vg\ t) /4+Gm5Vg(t) /5. .35 
This number of terms is considered quite adequate: It was believed,
based on the degree of non-linearity depicted by the DC I-V 
characteristics, that the amplitude of 6th harmonic component of the 
Ids(W) would be quite insignificant compared to ids(Wo). The frequency 
domain analysis, later, will confirm this. In fact references 33, 72,
98 truncated the series after the 3rd term. The coefficients, the Gms 
are defined as follows:
Gm | = Gmn(VGS) = ^  Ids(Vgs(t) )/^Vgs(t)) | ^ s(t)=v<rS ....... *----5,36
Ads(Vgs(t))/^Vgsn(t)l
Gm n  ---------------------- ! n  = 2,3, ...5 ...................5.37
<n- 1)! ! Vgs(t) = VGS
The frequency domain representation of the relevant variables, and the
implications are discussed shortly. But first the results of the time-
domain formulations are determined, and discussed.
5.2.3.6 The TDA, Computation of the Time-Domain Variables
An interactive computer programme called MLSMTDAP.F77* was developed to 
evaluate the instantaneous and/or average values of: (i) the incident,
and reflected voltages at the gate (ii) the terminal voltages, Rf and
net voltage, acorss the input, and the ’gate diode’, (iii) the depltion cap-
A
acitance. (iv) the non-linear shunting resistance, (hence the non-linear 
gate conductance, 1^), and the total resistance, (v) the total gate and 
drain currents, and (vi) the transconductance, cases A and B. The programme 
is capable, also, of producing the results in graphic forms, with the 
incident signal and/or the effective operating VGS as parameters. The flow 
chart is given below.
* An acroynom for MESFETs”Large~SignaFFiodeF_Tlme_”DomaIn~_AnaIysIs 
Programme, written in FORTRAN 77.
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Notice, however, that the derivatives of V (t), V (t) and V*~(t), employed in 
a current run current, when determining I and V (t), are the values derived 
from the V (t)s of the preceding run. However, as stated in Section 5.2.3.3, 
the two runs are essentially equivalent when there is convergence, the case 
of self-consistent solution. However, as also noticed, this (numerical) 
determination of V (t) in particular, and of V~(t) is unnecessary if Lp = 0. 
The results of the calculations are discussed in the following sections. 
Meanwhile the result depicted in figure 5.7a is of special interest.. It 
depicts the variation of the reflected signal, V~(t), with time, for Lp=0, 
and L =.2nH, at a very large signal operation: initial VGS=-.505V, V+ =1,064Vr p
and the resulting VGS, VGSN= -1.007V. The results show that even at (this) 
very large signal level the relative percentage error between the two sets 
of results < 2%. The calculations could therefore be simplified with little 
loss of generality by neglecting the effect of Lp, the input inductance, ie 
putting Lp=Lg+Lg==0. This simplifying result is expected,(at least, at the 
frquencies of operation), since Lp=0.2nH, and gives impedances of only 2.5_p_ 
at 2. GHz, the fundemental frequency, and 5SI at the second harmonic, (the 
significant harmonic at the input). These (impedances) can be neglected com­
pared to the combined series Rn , (=R +R +R. =10.0-) and (=R , I |C^),P ’ s g xn 7 CD sh1 1 D
which is not less less than 200SL at large signal levels, as obtained from 
calculations). Subsequently the results presented here are those obtained 
from the simplified calculations.
5.2.3.7 Some Results And Discussions of The TDA:Verification of The LSM
The results discussed presently include the variations of the reflected 
voltage of the input, the total diode voltage, the Cgs, and the diode 
resistance, the transconductance, (cases A and B), with time, using the 
incident signal and/or operating VS as parameters. These are depicted 
in Fig. 5.7 through 5.10 respectively. The variation of the normalised
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FLOW CHART OF THE DLSTDAAFF77 PROGRAMME
t 4 S

L_
HOLD AS AN ARRAY: V ( t ) j  t = 0 , A T , 2 A  I , ------, ( N T - ! ) * A T
C O M P U T E  V  (0) -W o Vp+/ C 0 5 4 ;  V ' ( O ) = - W ^ V p4Sin0s
i\NQ 0 r  -5 5 ,
STORE : ^ T t > A T ; = ( v - ( t ) - V l t ^ T ) )A T ;V t t ? A T j^ T t W lS t - A T ) )& -  
t  -  A T ,  Z/ST, - — , fN T- 1) A T
<c
Q
O
CD
rt— 1 st CALN OF OPTL ?
UPDATE 
BUN COUNT
NO
 J A
^ 7 *  REL. ERROR ^ 2%  ^
^  NEW \  
NO r < ^  OPTL > OLD
T y e sL------
DEFINE 
REL. % ERROR: -
MOD ( (NEW OPTL -
OLD)/NEW)xlOO
OPTL =  99.9% 
OF NEW
OPTL =  100.1% 
OF NEW
UPDATE RUN COUNT
STORE; ^ rt = I optl 
v+(t)Jv"Ct),vd (t)
C a - Cga(t)
INITIALISE. CGSUM = IDSUM =  0.000; 
VGSUM = RIMSUM =  0.000
GOTOA2
COMPUTE and STORE. V s(t), I ^ ( t ) ,  etc,
Where in p a r t ic u la r : ]^ !)  -  I op t£ e x p  (q V d  ( t ) A $ - l } |
UPDATE The sums, sum of the variable equals the 
Previous Value of sum -I Inst. Value
CAL. AVERAGES of: Cgs; Vgs, Ids, Rm. Ig, after 
Calculating the Inst Values hence total sums
PRINTOUT Necessary Results? V + (t), V ~(t). V (t)>|ds( t ) . 
UgS(t)1— A  gs’^’A* <^gs(v^ e c^
NO
PLOTS REQ D?
jfyES
CALL PLOTTING ROUTINES AS REQUIRED
average values of Cgs*, input resistance*, and transconductance++ (case
A); as well as the variation of the net diode voltage, with incident Rf
are discussed too.These results are depicted in Fig. 5.11,*and Fig. 5.12. 
see fig.5.7b?
It is evident,^ that when the incident signal is small the 
reflected signal is a simple sinusoid,and in particular (t), and V~(t) 
preserve the phase of the small signal Sfl. And, consequently all other 
terminal voltage dependent, time variables^exhibit the quasi-staic-small 
signal features/variables, (and their average values are equal to the 
quasi-static values), as would be expected. In particular the two 
representations of Gm(t), case A and B are equivalent, (Fig. 5.10).
However, as V+ increased to the threshold value to induce flow of IpV(t) 
started to show some distortion, reflecting distortion in the input 
waveform. But this distortion was rather small until the controlling 
signal became very large. Until the onset of the observable 1^  the 
variation with time of the variable considered did not depart much from 
their small signal variations, except the Gm (t), an observation 
reinforced by the variation of the average values with V (see Fig. 11). 
This is consistent with the assertions that the Gm is the most Rf 
dependent element, followed by Cgs. The results also show that: (i) (in 
case of Gm, see Fig. 5.10) Cases A and B are no longer equivalent, as
would be expected. The discrepancy depends primarily on the adequacy of
*
the each model. Case B as stated earlier, is flawed when V is large 
and/or there is distortion in the input signal.(ii) the distortion in Gm 
waveform sets in at smaller V value, and is more pronounced, when VGSO
was 1/4 of the IDSS value than when it was 1/2 the value. This is indicative 
of the pinch-off effect. On the other hand distortion of the V- waveform, 
and the variation of the normalised Cgs with V+ manifest of the effect of I
f
that the normalised average Cgs(t), and Gm(t), should increase, and decrease 
respectively with V+ , see Fig. 5.11), has been predicted qualitatively, (see
*-“Tfie~hor!aTTser~Tn~each-case-Ts-the~correspondTng~sman-sTgnaT—valuff" 
calculated from the small signal S( , measured at the operating VGS.
++ Normalised wrt quasi-sstatic linear value at the VGS,
14 8
Section 5.2.2.3). The variations of both R h (t) with time, and the 
normaliswed input resistance with V are consistent. THe former shows that 
when V.n(t) is large enough that If flows, Rgh(t) is small compared to its
value when V. (t) is otherwise. This means that when 1^ flows R , is no m  £ sh
longer very large compared to 1/wCgs, (Re: The parallel RC representation of 
the SBD). The obvious effect of this is to decrease the net input resistance 
compared to the small signal case, as the result of. the variation of the 
normalised input resistance with V+ shows, see Fig. 5.11, The role of If and 
the pinch-off effect in explaining the distortion process is discussed in 
details later.
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The results of the variations of the normalised Cgs, <Cgs>, and input resi­
stance, <R^n> » at a fixed VGS, show that both <Cgs> and <R^n > ^ (where 
normalised value equals the average value over a period divdided by the cor­
responding small signal value at the operating point). These results are in 
agreement with the prediction made earlier in Section 5.2.2.3. The effect of 
the applied at small signal levels is to reduce the depletion depth of 
the active channel, and this increases the depletion capacitance and the 
input resistance over a period of the signal. (Note: However the decrease in 
the depletion depth implies a corresponding decrease in the channel resis­
tance experienced by the carriers as they move from the source to the drain).
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The results of the normalised Gm, show unlike the cases of Cgs and Rin, 
that the normalised value rather falls as V+ gets larger.This is also 
in agreement with expectation.The reasons for these behaviours have been 
thoroughly discussed earlier, in Section 5.2.2.3.
Finally, the variation of the net voltage across the diode with the 
incident signals (see Fig. 5.12), depicts, as predicted, (see Section 
5.2.2.3), that Vdiode (>0) saturates to a value, VDmax( 0.55 V) which is 
almost independent of the VGSO. In other words VD$ V max -=0.55 V, where 
the VD max is defined by equation 5.3: I^max = Is(exp (VP max/KT)) .
I^max = 7.5 mA, in the case here! From this result it is also evident 
that/^VD(VQ > 0)->0 as V-f- gets larger and larger, thus ^VGSN/a V+ gets 
much smaller as V+ increases as predicted. This is a consequence of the 
result that Vd $ Vdmax, which in practical terms suggest that for DC 
operaion, VGS <: 0.55, Vdmax, for safe operation under the same circuit 
environments considered here.
In summary, the results of the TDA are in agreement with the model 
expectations, thus provide some quantitative results (to the model 
verification). The frequency analysis and discussion follow.
5.2.3.8 The Quantitative Verification of the LSM: Frequency Domain
Analysis (FDA), Modelling of the Gm (Wo) and LSSPs
As discussed in Section 5.2.3 the figures of merit employed to verify 
the LSM of the DUT include the transconductance, the Gm, and the
S-parameters. These parameters are frequency domain (W-domain)
parameters. Furthermore as will be apparent later, there is a 
particular interest in the variation of the fundamental component of the 
Gm with the incident, Rf. All these necessitate a theoretical W-domain
model of these figures of merit.
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W—DomainJlodel_of_the_Gin_; As a consequence of the equivalence of the 
time and W-domain definitions of a function^, (provided both definitions 
exist)7the Gm(Wn) could be developed from the time domain definition of 
Gm(t), using some appropriate transformation.In other words if DL and DL-1 
represent such a transformation and its inverse respectively, then:
Gm(wn) = DL(Gm(t)), and Gm(t) = DiT'CGmiWnj)..............   5.38
However one has to be careful in interpreting the results (of the Gm(Wn) 
so obtained. The averag^ value must be interpreted as the resultant 
value of the usual Gm at the bias, 'usual’ in the quasi-static, linear 
sense. Any difference between the two must be due to the effect of the 
applied Rf. At small signal operation it represents the quasi-static, 
linear value at the operating point, consistent with: Ids = GmVgs. On
the other hand the harmonic values must be interpreted as the amplitudes 
of the variations of the harmonics, about the quasi-static value. They 
are a measure of the distortion in the Gm due to the applied Rf, and 
thus are expected to be relatively,(compared to the average value), very 
small at small signals, and smaller, the higher the harmonic.
While the definition discussed above may give some insight into the 
degree of harmonic distortion it does not tell much about the cause of 
the distortion,nor anything about the values of the gm(Wn)s Therefore an 
alternative definition is given.
Gm(Wn) = ids(Wn)/Vgs(Wn) = DL(ids(t)/DL(Vgs(t))................... 5.39
This definition is consistent with ids(Wn) = Gm(Wn).Vgs(Wn). The results 
of this definition has to be interpreted carefully too. The physical 
significance of the Gm so defined depends on the significance of the 
corresponding Vgs(Wn): for example a non-zero ids(Wn) may not
+ The algebraic sign of this average must be considered. For if GmTtT 
is defined by equation 5.34, Gm(t) = Gm(Vg(t)) , then this average 
could be negative, depending on the operating point. However as 
stated in the text this definition is inappropriate when the signal 
is either large or distorted.
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necessarily imply a non-zero Vgs(Wn), for example if there is no 
distortion in the input voltage but that voltage is large enough that 
part of its excursion in time is in the neighbourhood of the pinch-off 
or in fact the non-linear region of the I-V characteristics, then there 
will be higher harmonics of the ids generated. Thus Gm(W) at that ids 
(harmonic) would be meaningless and indeterminate. Nevertheless the 
approach has the following advantages: (i) It defines
Gm(Ro) = ids(Wo)/Vgs(Wo) unambiguously at any operating point and Rf, 
since Vgs(Wo) # 0 .  (ii) It also, like the earlier approach gives 
insight into the harmonic distortion in Gm but in addition gives insight 
into the origin of the cause of the distortion: (a) If Vgs(Wn) is very
very small (to be insignificant), especially compared to Vgs(Wohbut the/
corresponding ids(Wn) is significant, then the non-linearity, in this 
case generation of ids harmonics, must be due to effect of the non- 
linearity in the I-V characteristics of the DUT. (b) If the operating 
point and/or input Rf is such that Vgs(t) executes its entire excursion 
over a period in the linear portion of the characteristics but both 
ids(Wn) and the corresponding Vgs(Wn) are significant, then the input 
voltage waveform must be distorted to some degree at least, and in this
ids(Wn)
case for all finite values of Vgs(Wn), Gm(Wn) = --------  = K,
Vgs(Wn)
where K is a constant, (c) If however both Vgs(Wn) and Ids(Wn) are both 
finite, but the corresponding Gm (Wn) is not constant, then the 
implication is equivalent to that of case (a) above. (d) Finally if
both Ids(wn) and Vgs(Wn), for n $ 0, (i.e. except for the fundamental), 
are insignificant, then Gm(Wn) = Gm(Wo) = Ids(No)/Vgs(Wo) = GM(VGS), 
where GM(VGS) is the quasi-static, linear value of the Gm at that 
operating point, VGS, and must be independent of the signal frequency. 
This must be equal to the average value obtained from equation 5.38 when 
the Rf is small.
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Cases (b) and (d) are equivalent to the so called single input single 
output situations, hence define linearity of the transfer 
characteristics, thus of the Gm.
However case (b) defines some linearity in the input. And cases (a) and 
(c) are equivalent to situations of non-linearity in the Gm. The order
of the non-linearity is defined here by* V= (K - n).............5.40
where K is the harmonic number of the highest significant component of
ids(Wn), and n the harmonic number of the highest significant component 
of Vgs(Wn).
In view of the foregoing discussions Gm(Wn) is henceforth defined here 
as in equation 5.39 (but later the results will be compared briefly with 
the results of equation 5.38, see Table 5.2). Thus modelling Gm (Wn) 
entails modelling Ids(t) and Vgs(t), and subsequently employing some 
transform technique DL, and using equation 5.39. Ids(t) and Vgs(t) have 
already been modelled. The transform technique is discussed later.
s iiand sa  are considered. S22 and S
are assigned their small signal values for reasons given earlier in
Chapter 4. (It has to be pointed out that these parameters are defined 
with respect to the incident signal frequency, the fc . Thus the
particular) interest in Gm(Wo).
SuMqdel At a given frequency W, and operating level SfJ(W) is given by
S(W) = V"(W)/V+ (K).....................  5.41
where V~(W) and V^fW) are respectively the reflected and incident 
voltages at the input at the frequency W. Thus modelling S (((W) 
similarly entails modelling V~~(t) and V1'(t) and employing the same 
transform technique as above:S^(H) = DL(V~(t) )/DL(V+(t))..........5.42
— -j*
Also V (t) and V (t) have been modelled, (see equations 5.8 and 5.10).
It has to be pointed out that the dependence of S,,(W) on the input non- 
linearity is implicitly accounted for in the effect of the latter on the
1 5 9
reflected voltage.
measure of each other. Vendelin and Omori [80] have given S^in terms
of the^pjby: = ~2Gm« Zo............................     5.43
However this model is found inadequate especially when one or both of 
the port impedances is finite, (in other words when either Sn or S ^ is 
not equal to unity), which is often the case in practice.
A more adequate, general model of S2jwhich takes into account the 
finiteness of the gate and drain port impedances is developed. Fig. 5.13 
depicts in a representative form the model of the DUT being discussed, 
with Zp representing in particular the effective drain port inpedence.
Modelling_S2j: S^ , the transducer voltage gain and Gm, are essentially a
Fig. 5.13 Equivalent Circuit for the Modelling of S 
The S-parameters are defined by:
b, = S(1a4 + Saa2, and b2 = S ^  + S^a^............................ 5.44
If in particular = Zo, as was the case when measuring the 
S-parameters, then = b^/a.{ .................................... ..5.45
since then a 2 = 0. Further, in practice, the current generated by the
current generator flows through Zp and ZL(= Zo), thus b^ can also be
defined by: b2 = -^VgZ-p..............     5.46
where ZT = Zj> | f ZL , and Z^ = (1 + Sn )/(1 - S^) *Zo.
Thus S2i= - ^ g Z ^ a ,  .............................................. 5.47
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Thus in expanded form Sa| can be modelled by:
/-Gm Vg - ZDZos
s>' = — :— :  „\ ZD + Zo //a
= -(GmVg* (1 + S^/d-  S22)Zo*Zo)/(f(l + SJ/(1 - S,.,)*Zo) + Zo) 5.48
which reduces to:
-GmVg (1 + S22.) *Zo -Gm(W)Vg(W)*(l + S.J*Zo
S = ----- *  -------------- or S71 =  —   5.49
21 a, 2 2 V+ (W)
If however it is assumed that: (i) practically most, if not all, the
input signal voltage is dropped across the diode, in which case
Vg(W) ~  (V+ + V-“)W) ..........       5.50
where (V+ + V~)W is Fourier component of the total input Rf. This is 
a valid practical assumption, since the parasitic impedance, in series 
with the diode impedance, is on the average much smaller than the
latter, (ii) the harmonic distortion in the input signal is not very 
much, as harmonic distortion analysis would later show, and an 
assumption further supported by the relatively modest, not strong, 
dependence of the S u on Rf, then the input Rf can be given approximately
by Vinrf = V*(1 + S„).............................................. 5.51
Thus, by using equations 5.50 and 5.51 in 5.49, and VinRf ~  Vg by
assumption (i) above, then S2i can be given by:
S2,= -[Gm(W)*(l + S|t)*(l + S,a)*Zo]/2.............................. 5.52
It is evident from equation 5.43 that if S,,= S22 = 1, then S2( as defined
by equation 5.52 reduces to the expression given by Vendelin and Omori.
Equation 5.52 recast gives Gm in terms of the S-parameters as:
Gm = -2*Sa(/[Zo(l + S„H1 + S,2)]....................................5.53
As a verification, at least to the first order, of this S2I model and as
a comparison to Vendelin and Omori Model, the experimental calculated 
values at different operating points at small signal operations are 
compared. The experimental values are obtained from the I-V
characteristics of the DUT. The results are given in Table 5.1.
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Table 5.1 GM: Modelled, and Measured (at Small Signal Level)
Verification of Present Model: I,Cf Vendelin and Omori:II
Bias Level Transconductcmce, Gm(mS)
(In % of IDSS) Device: GArr 6 NEC 7208<>
ModelIf 
I
)d, from 
II
Measured Model1* 
I
>d. from 
II
Measured
100% IDSS 39.01 28.10 40.70 78.80 45.10 76.50
75 38.51 27.90 40,00 73.15 43.00 71.20
50 35.96 26.30 37.20 68.58 41.30 67.80
25 30.05 23.10 31.05 59.41 37.15 56.50
12.5% IDSS 25.20 18.84 26.60 43.33 28.02 43.4
The results show that Gm (thus the corresponding S24) as obtained from 
the model developed here agrees excellently, with the experimentally 
derived values, and very much better than the results obtained from 
Vendelin and Omori’s model. Thus the model for S2(as given by equation 
5.52 is considered quite adequate. Consequently it is generalised with 
respect to the large signal model, at a given operating VGS and
frequency. This is considered valid since the interest is at f0 . In
particular, if the experimental values of the LSSPs are known, then the 
corresponding experimental value Gm is given by equation 5.53.
5.2.3.9 The FDA: Computation of The Theoretical Values of Su , Sz{ and Gm
The frequency-domain parameters discussed above were subsequently 
calculated from the appropriate time function/s by Discrete Fourier
Transform (DFT) technique.
(I) Most of the time functions, though periodic, could not be expressed 
quantitately as Fourier series expansion, because, among other reasons 
their amplitudes and phase are not known a priori.
(II) In particular, if a time function h(t) is sampled in time, over a
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finite range, at such a rate that Nyquist sampling criterion is met (as 
was the case here), then its Fourier transform H(f) is adequately 
represented by its DFT.
In the particular case when h(t) is periodic, the DFT pair is given by:
H(f)^ H (n/NT) = T/N h(KT)exp(-j2ITnK/N)....................... 5.54a
and h<t) h(KT) = ^ f H(n*f)exp(j2miK/N)..............   5.54b
for n = 0, 1, 2,..., N - 1; K = 0, 1, 2, N - 1; and where:
N is the number of discrete samples.
NT = m|0 , is the time window, the total time over which h(t) was
sampled, m = 1, 2, the period of h(t).
y  is the sampling interval:l/r*2fc ,where fc is the maximum harmonic con­
tent of h(t);and^>f is chosen to be an integral part of the fundamental.
For simplicity, and consistancy, the DFT pair is given by:
H(f) = H (n/NT) = DL(h (t)).......................................... 5.55a
and h(t) = fi(KT) = DL"-1 (H(n/NT))...................................5.55b
where DL"1 is the inverse of DL.
A computer programme called DFTPF77, that computes, and plots (if 
desired), the DFT pair, based on equation 5.54, (and using N (even or 
odd) real data points) was developed. However since N was real only the 
first N/2 or (N + l)/2, accordingly, was computed, in amplitude and 
phase. The amplitudes computed were the actual values that would have 
been obtained from the Fourier Series expansion were it possible:
Am = k/Oi^Oii/NT) + H^T<m/NT>).........................................5.56
where H M R + jHMI = H(m/NT), m = 0, 1, 2, ... (N - l)/2 (or N/2) If N is 
even (or odd). K = 1 if m = 0, and 2 if m > 1. The corresponding phases
were : $6^ = arctan(HMI/H h r ) * G .............................5-57
where ^  depends on the algebraic signs of HMI, and Hhr, and provided
( 90° if H h l > 0 and HMR = 0
H 0. In particular <f>
MR m  / 270° if H hr < 0 and H r i = 0
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In practice, at each incident voltage+, and corresponding effective 
operating bias, the DFTs of the time functions that define GnijS^and S„, 
respectively, were computed as above, and the corresponding frequency 
parameters computed accordingly.
For example Su(fo) = DL(V~(t))/DL(V+ (t)), for f = fc , or 
S,j(fo) = jjiod(V~”(fo) )/mod(V+ ( fo)3 *exp ~Cfz>) ^\/i-(fv~) ^  »•••••• 5.58
It has to be pointed on that: (a) by the definition of
V+(t) : V+ (t) = Imag (Vp*exp( j2Ffot)), its FT is imaginary, being an odd
function and in particular its phase is 270). <b) the graphic capability
of programme could plot, as a function of frequency, the amplitude of
the first largest M harmonics, M < m, m defined above.
5.2.3.10 Determination of the Experimental Values of the S-Parameter and<5vn
The determination of the experimental values of the S-parameters, (the 
LSSPs) by direct measurement has been discussed in Chapter 4. However 
the Gm(w) = Gm(w, Rf) could not, and can not be measured directly. The 
experimental values were determined indirectly, from the measured 
corresponding S-Parameters+, employing the equation:
Gm(w, Rf) = -2S2|(w , Rf)/[Zo(<l + SM(w, Rf))- (1 + Sm (h )JQ..........5.59
(see equation 5.53). is the small signal value as explained earlier.
5.2.3.11Quantitative Verification of the LSM,FDA,Results and Discussions
The results of the variations of the Sn ,&,, and Gm with the Rf are 
depicted in Figs. 5.16 through 5.IS respectively.
Clearly, in all the three cases there is excellent agreement between the 
theoretical and experimental results when the driving signal is not too 
large. The agreement is less satisfactory for higher input voltages, 
(theoretical S u becomes less than the experimental value while the
+ All the necessary time functions were generated from the Knowledge of 
the incident voltage.
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reverse Is the case in the case of Gm and S^ ,) but remains within 94 % in 
the worst case. This agreement is still quite good.
The apparent discrepancy can be plausibly explained in terms of some 
feedback effect/mechanism not included in the model: at the output some
voltage might have developed away from the 50 ohm termination - there 
might have been some imperfection in the matching! Some of this voltage 
is then fedback into the input, possibly increasing the reflected 
voltage, (depending on the phase) hence Su . In particular, (recollect 
that, the LSM being discussed here is pseudo-uni lateralised, (see Fig. 
5.2)),the effect of S l2is only partly included, via Rs and Ls, while the 
effect of the drain to gate capacitance, Cdg and the associated 
resistance, RFB (see Fig. 5.1) is not included, in order to make the 
mathematics less complicated. (Nevertheless the model here is more 
complete than those discussed elsewhere - by Refs. 44, 72, 103 which did 
not even take into account the effect of Rs and Ls.) The amount fedback 
would increase with the output level- with the Rf. In effect the model 
underestimates, slightly, the S u (at very large Rf levels), and 
consequently overestimates the Gm, thus S2l, correspondingly. Thus the 
discrepancy.
Nevertheless, the fact that this so called discrepancy is rather small 
validates tha model, and in particular the quasi-unilateralization, at 
least to a first order approximation. In general therefore, the results 
show that the LSM developed here adequately models and explains the 
large signal behaviour of the DUTs and in effect its performance.
5.2.3.12 Variation of Vgs(Wo), Ids(Wo), and Gm(Wo) with Rf,and Operating 
VGS: The Origin of Harmonic Distortion in Ids
The variation of Vgs(w), Ids(w) and Gm (W) with the incident Rf, V+ are 
depicted in Figs. 5.17, 5.IS and 5.19 respectively.
168
KEY:-
& A Vg(w ) WRT %IDSS INITIAL BIAS 
^ o
V  7  v s  ^ o }  W R T  ^ I D S S  I N I T I A L  B I A S
+ + Vg(2wo ) WRT ^IDSS INITIAL BIAS
x X Vg (2wq) WRT %IDSS INITIAL BIAS
2 4 G 8 10 12 H  x  10
INCIDENT RF SIGNAL AT THE GATE / V ; 0 0 0 6 H z .
:I G U R E E O  VARIATION OF THE FUNDEMENTAL & 2nd HARMONIC COMPONENTS 
OF THE INPUT SIGNAL WITH THE INCIDENT SIGNAL; VDS=5.00V
•& A— —A— ~A
^ v — - -v
-1
in*o
UJ
o
3=OJ
oiS
O
LU
oO-
o
A A ids ( w ) WRT %IDSS INITIAL BIAS
v  v ids ( w ) WRT %IDSS INITIAL BIAS
+ + ids (2w ) WRT ^IDSS INITIAL BIASo
X Ar ids(2wQ) WRT %IDSS INITIAL BIAS
V^*
t /  t r
~i  i |t u t t i i i ) | I I I i i i i I i p  i i i i i t  i i | r r r m T T T i 'i r ; i i i i ; i | i i i n  i r r : q
2 4 G 8 10 12' 14
INCIDENT RF SIGNAL/V; Fo=2.00GHz. X10H  
FIGURE5-i«VARIATION OF THE RF COMPONENTS OF THE DRAIN SOURCE— SOURCE CURRENTS, Id 
WITH THE INCIDENT SIGNAL.
INITIAL BIAS:THE 1/2 8, 1/4 IDSS LEVE;FINAL OPERATING VGS=F(Vinc>.
169
+
It is seen from Fig. 5.17 that Vgs(Wo) increases linearly with V , and
+
almost independent of Vsofor small values of V , as would be expected,
•f
while Vgs(2Wo) is essentially insignificant for very small values of V> 
but increases monotonically with V .Rather interestingly it is seen that 
Vgs (Wo) -t/ < Vgs (Wo) I as V+ increases, while
Vgs(2Ho) |v<jSo _ > Vgs(2Wo)jv^ ca . ( | v ^ c = yt stands for initial
VGS, VGSO = 1/2 IDSS point, and  ^ for 1/4 IDSS point. For
simplicity this will be represented by J1/2 and /1/4 respectively.) The 
results also show that for very large values of V the respective values 
of Vgs(Wo), and Vgs(2Wo) are almost independent of VGSO.
These results are readily explained, and they give further insight into
-t
the events at the gate. For very small values of V the input signal is
t
a simple sinusoid. But as V increases the input signal increases too. 
And as demonstrated earlier, the less negative the VGSO the smaller the 
input Rf to drive the DUT into forward conduction, hence causing the 
distortion of the input waveform - generation of harmonics. Also as 
explained earlier when I^has started to flow the resultant VGS, VGSN, 
increased faster the less negative the VGSO.
This implies that the corresponding higher harmonics would be greater
t
too. Also the earlier results showed that when V was very large VGSN
t
was essentially independent of VGSO. Then Vgs(Rf) depends mainly on V 
only. In effect these results are clear indication that the effect of I
j
is the primary cause of the distortion of the input waveform.
* -4-The variation of Ids(w) with V depicts that at very small values of Vx 
Ids(2Wo), hence Ids(nWo, n ^.2)^0, thus that Ids(Rf) ^  Ids(Wo) then, as
would be expected. The result also shows that: (i) the variation of
+ + 
Ids(Wo) with V is similar to that of net input (diode) voltage with V ,
■+
(see Fig. 5.14), exhibiting some saturation beyond some value of V . 
The saturation here, as in the other case, started earlier when VGSO was
110
less negative. A closer look at the plots reveals that the turn over 
started, in each case, when V r is equal to v£ , the threshold value to 
induce flow of Ijl at the bias. (ii) Ids(2Wo)|l/4 > Ids(2Wo)|1/2, 
opposed to that observation that Ids(Wo)|l/4 > Ids(Wo)(l/2.
These are quite interesting results, in the sense that when taken■4*
together with the results of the variation of Vgs(W) with V they 
highlight the seat of the non-linearities, and give some clearer insight 
into the origin of the distortion of the output waveforms.
When the VGSO was the 1/4 IDSS value, as opposed to the 1/2 IDSS values, 
the input Rf, over a cycle, swings more into the region of current 
crowding with VGS - the region of greater non-linearity in the I-V 
transfer characteristics, than it would do in the 1/2 IDSS case. Thus 
even when there is no distortion in the input signal an output current 
is produced which has significant harmonic contents. The amplitudes of
"f*
these harmonics increase with V . This explains why 
Ids(2Wo){l/4 > Ids(2Wo)11/2. On the other hand case (i) above, (wrt) 
Ids(W) variation with V^ , and the discussion therein, and the fact that 
Vgs(2Wo)|l/4 < Vgs(2Wo){l/2 are consistant with the idea of I f  flowing 
in the gate circuit. They are indicative of the effect of this current - 
distortion of the input waveform and impairment of the DUT performance.
In effect the cause of distortion, (hence the effect of the main non­
linear elements) depends on the (initial) operating point. Near open 
conductance (VGS = 0) the main cause of distortion is the non-linearity 
of the forward conduction current at the gate, and in effect of the Cgs. 
Near pinch-off the main cause of distortion of the output waveform is 
the distortion in the I-V transfer characteristics, in effect in the Gm. 
Nevertheless the effect of each source/cause depends on the value of the 
input signal. In particular at large input Rf both make significant 
contribution in distorting the output waveform-
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Note: The 1/2IDSS point is chosen for consideration because it allows
room for 1^ to flow before pinch-off effect is encountered, hence 
capable of exhibiting both If and pinch-off effect clearly.
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This assertion is confirmed further by the results of Gm(W) variation 
against V , depicted in Fig. 5.19. When Vgs(2Wo) is physically 
significant, but pinch-off effect is negligible Gm(Wo) ~Gm(2Wo) as would 
be expected. The result that Gm(2Wo) > <«M(No) at at large V with the 
difference increasing with V+ , is because by now the controlling signal 
drives the DUT into heavy non-linearity due to pinch-off.
Notice, however that Vgs(2Wo) according to the result depicted here (see
Marker in Figs. 5.17 and 5.19.) became physically significant before
average 1^ was observed. This makes sense physically: Earlier in this
chapter it was pointed out that the threshold value of for average I,
T
to be observed depends on the gate-bias suply limiting resistor, RGG: 
that such V is smaller the larger RGG*. Thus 1^- could be flowing
earlier on without being detected by our measuring instrument, depending
on the value of RGG*. In this case the effect of Ir can not be entirely
r
ignored. This plausibly explains this result**. The RGG* used here may 
not have been large enough to enable the detection of the average I ,
X
■f
even though I might have been flowing, at these V& where Vgs(2Wo) was
phvsically significant, yet V < V recorded.
The Gm(Wn) discussed above was calculated from Gm(Wn) = Ids(Wn)/Vgs(Wn). 
However, as a comparison %m<W) calculated from the alternative 
definitions, given in the text, are discussed briefly.
5.2.3.13 Comparison of the Results of the Different Formulations of Gm(Wj
The results are given in Table 5.2, Section I. Section II illustrates
the corresponding Ids. The definitions are restated for clarity.
It is seen that the different definitions give same results, (see
Columns 3, 4, and 8) hence are equivalent, If the driving signal is not
* It would be interesting to investigate quantitatively the dependence 
of V on RGG.
** The trend and consistency of the result (before observed 1^ .) make it 
difficult to ascribe them to machine computation effect (error)!
1 7 3
Table 5.2 Frequency-Domain Values of the GM with respect to Different 
Formulations, A, B, and C; and the Corresponding IDS
I Gm(mS)
v+ V + V Averajge Valities fW<3’ Values 2Vto Valijes VGS,/V
1 2 3 4 5 6 7 8 9 10 11 12 13
A B C A B C A B C VGSO VGSN
030 .0535 36.82 36.82 NA 1.45 1.45 36.90 .005 .005 53.34 -.505 -.505
052 .0948 36.80 36.80 ft 2.50 2.50 36.85 .041 .041 40.40 t ft
093 .1182 36.73 36.73 ft 4.60 4.60 36.78 .169 .169 38.50 ft t
166 .2959 36.50 36.50 ft 8.30 8.30 36.58 .59 .59 37.50 t t
299 .5167 35.60 35.65 t 15.50 15.30 35.89 2.13 2.07 36.90 tl t
531 .8539 32.70 32.36 t 29.17 29.40 33.23 6.65 7.69 36.00 ft tl
604 .9455 32.83 30.65 t 31.13 34.60 32.41 6.45 10.56 33.37 t tl
691 1.044 33.25 28.19 t 32.96 41.23 31.65 6.19 14.67 29.58 -.405 t
749 1.143 31.82 17.67 t 33.96 53.15 29.00 4.51 22.64 34.86 -.505 -.597
839 1,278 30.61 0.40 ft 34.88 80.74 26.23 2.62 44.99 37.65 ii -.707
945 1.442 29.49 68.22 NA 35.64 164.5 23.57 1.15 126.8 39.28 -.505 -.840
Ids (mA)
t ____ i
030 .0535 NA! .019! 19.50 N. 1.979 1.983 NA! .014_i ____ .0178 -.505 -.505
052 .0948 tt 1 .062! ii 3.519 3.522 "! .041__ 1 ___ .0438
t ii
093 .1182 ir i .197! ti 6.279 6.282 "! .130
i ___ .1328
tl ii
166 .2959 it i .633! 19.55 11.13 11.13 H!.4118
1
.4139 ft H
299 .5167 tt i2.069! 20.50 19.55 19.55 "!1.296__ i__ 1.305
ft H
531 .8539 ft i6.683! 25.37 31.70 31.45 "!3.978_i _ „ 3.762
t it
604 .9455 tt i8.753! 27.30 34.50 34.58 "'4.763
i
4.75 t i
691 1.044 tt t11.55! 29.59 36.88 37.98 "16.120
i
5.40 t ii
749 1.143 t i15.60! 28.58 33.29 38.13 "!10.30
i
6.971 ft -.597
839 1.278 t i24.43! 28.00 21.93 38.69 "{20.46„ i 8.686
t -.707
945 1.442 NA! 48.63! 27.60 N 28.40 39.41 NA!52.50 10.55 -.505 -.840
NOTE: A correspond to DL(Gm(t)) = ^ Ids(t)/AVgs(t)),
B to DL (Gm(t) = GnuV^(t)) and C to Gm(Wn) = DL(lds<t)) /DL (Vgs(t)) ; 
Vg(t) = Vgs(t) - NA Non-Applicable.
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too large. The results have been interpreted as discussed earlier, in 
Section 5.2.3.8 .
In general, definition A: Gm equal to the average value of
DL Gm(t) = Alds(t)/£.Vgs(t) is much more in agreement with definitions 
C: Gm(Wo) = Ids(Wo)/Vgs(Wo) (see Columns 3 and 8). This Is not
surprising since both were implicitly subjected essentially to the same 
boundary condition: Gm(t) = 0  when Ids(t) =0. On the other hand, the
average value of DL(GmVg(t)) decreased from the quasi-static value 
through zero to negative values as V i“increases. (See Column 4.) This 
shows that the Taylor Series representation of Gm(t) is, as given here 
unsatisfactory when the Rf is large.
Also as explained earlier in the text, the harmonic contents of 
definition A and B, see Columns 6 and 7, and 9 and 10, are rather small 
at small signal levels, and were smaller the higher the harmonic. The 
first and second spectrum contents are 3 and 0.01 % of the value at 
the fundamental, respectively. Examination of the results of the 
corresponding currents show that the Rf currents vary in a similar 
manner. In particular the average of the current determined from B,
5 -L
i.e., ids(t) Gm^Vg ( t ) / i ,  is essentially negligible when the driving
i=t
signal is a simple harmonic. From the two sets of results, the 
interpretations given earlier are upheld: (i) The average of DL(Gm(t)),
like Gm(Wo)= Ids(Wo)/Vgs(Wo), defines the equivalent of the small signal 
value at the operating point. And the variation of this Gm value with 
Rf indicates how the signal component has changed from small signal 
value as a result of the applied Rf, at the operating point. (ii) The 
corresponding harmonic contents (of A and B) determine the amplitudes of 
the variations of the variants! For example when Vr is 0.030 V, 1.45 mS 
(see Columns 6 and 7) is the amplitude of the change, at the fundamental 
frequency, about the quasi-static value, and 0.005 (see Columns 9 and
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10) is the amplitude at 2nd frequency. The values are indicative of how 
much of each frequency component is present. In the particular example
4-
illustrated (V = 0.03 V) it is evident that the amount of the 2nd
harmonic current present is insignificant, which makes sense physically,
4*
for at the value of V , and operating point, 1/2 IDSS value, there is 
neither forward conduction current, (hence no Vgs(2Wo)), nor pinch-off
effect. Thus Ids(Rf), (hence g ) is at the fundamental.
—  _  V
Ids(Rf) = Gm(Wo)" [Vg(Wo) = Vg7ormJ  = ^ G m aLVgVc = Gmy Vg , since Vg is
very small. Gm, is the quasi-static linear value of Gm at the Vgs.
Therefore the different definitions can be employed in investigating how 
the quasi-static value changes with Rf, provided the results are 
interpreted properly, as discussed in the text. However the Taylor 
Series representation as presented here, and often in literature [44,72, 
98] is only valid up to moderate and single tone driving signals, for it 
has imposed no boundry condition on the Gm(t) when Vgs(t) ^ Vpoff^O.OV.
5.3 SiffluIition_9f_the_LSSPs_from_Sfflall_Signal_P§rameters
An important implication of the very good agreement between the 
theoretical and experimental values of the device characteristics 
discussed earlier, (in addition to the confirmation of the postulated 
(LSM)), is the prediction of the LSSPs from the small signal parameters. 
This follows from the fact that the Large Signal Model, has been 
simulated from the knowledge of the small signal S-parameters and other 
quasi-static parameters only.
The practical importance of this is that large signal applications of 
MESFETs can be designed employing LSSPs explicitly (instead of SSSPs as 
often happens) without actually having to measure them. The simulation 
approach is presented below, in the form of a flow chart.
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5.3.1 Simulation of the LSSPs from the Small Signal Parameters: 
Flow Chart
(start
Define: VGS, SSSPs, UVGS), Vpoff 
Ideality factor, Ids Index Factor, 
and the IDSS
X
Define Incident Voltage V , and Gate 
ing Resistor (RGG)Bias Supply Limit
(4 sec.)
A 4 f"
PATH B
Generate V~(t), Vgs(t), Ids(t) Define^m(Rf) = f (<T,r,(VGSO)
A  I
(3 sec.) Employ DFT to determine S,,(W) and Gm (W)|
Assume Si2L = Sas. S2iL. = Si*s
Assume Slit_ ^  Shs; 
SxxL ~ Si/S
(< 1 sec.) Calculate S2i(W), Equation 5.52 Determine S2.iL »
Equation 5.52
Design CCT = f<LSSP)
Path A of the Flow Chart would present some problem in the form of the 
computation time* especially where on line, (and/or time sharing) 
iteractive design is involved. If it is assumed that S,. = S, ,° *'u US
especially when VGS = VGSO - results here bear this out, then only S2f 
need be modelled. Furthermore if an empirical relationship can be 
developed between Gm(VGS) and Gm(VGS, Rf) then, Gm(VGS, Rf) is 
determined from Gm(VGS), the quasi-static, small signal value. Once 
this is done then S2l can be calculated from equation 5.52. And finally 
the LSSP, (more correctly, a pseudo LSSP) design can be carried out. 
This is represented by path B in the Flow Chart above.
* The approximate CPU times in seconds, running on the (SYSTEM H) PRIME 
MACHINE, for the various stages are indicated.
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5.3.2 Simulation of LSSPs from the Small Signal Parameters, 
Verification and Discussion: Problem of Broadband Design
As implied above the verification follows immediately from the agreement 
between the experimental and theoretical values of the characteristics 
discussed in Section 5.2.3.11.
But a note of caution is given: A set of S-Parameters is defined at a
unique frequency, thus making broadband design rather difficult in the 
strict sense. However as in the case of small signal S-Parameter 
design there is usually a trade off between bandwidth and gain in the 
output Rf. Secondly, there is the problem of the load impedance say, in 
the case of power amplifier design, where there may be harmonics in the 
output whose characteristic impedance is not matched by the terminating 
load employed in the measurement of S-Parameters. However this is a 
problem associated with S-Parameter design as a whole. The problem can 
be resolved by appropriate choice of: (i) a terminating load, one with a 
wide band of application, and (ii) matching circuit.
In effect as long as the design involves a single tone driving signal 
the approach described in Section 5.3.1 is quite valid and adequate. The
problems discussed are treated in the same way as in small signal design
5•4 Chafiiei-Cpnc1usion
The large signal model of the DUT has been developed and verified, and
the large signal behaviour of the DUT has been explained in terms of the
model. In particular a physical picture has been given to explain the 
self limiting action of the gate circuit.
In the model the following elements have been identified as the (main) 
non-linear elements.
(i) The transconductance, Gm. This has been defined in three ways, two 
of which in time domain, and the third in the frequency domain:
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n (
(A) Gm(t) = Gm £ - Vgs(t), for small level of non-linearity, n  is a
i= \
positive integer whose value depends on the DUT (and on the degree 
of the non-linearity envisaged).
(B) Gm(t) = 2 Ids(t)/£Vgs(t)|j=^Ids(t)/aVgs(t)|, , in general, with 
Gin(t) = 0 for Ids(t) = 0.
(C) Gm(Wn) = Ids(Wn)/Vgs(Wn), provided Vgs(Wn) is non-zero, and 
physically significant. This then defines Gm(Wn) unambiguously, 
especially at the fundamental frequency.
(Kith careful interpretations the three definitions, in the frequency
domain, will yield equivalent results. See text.)
The drain-source current, Ids is expressed in the form:
Ids(t) = IDSS (l - Vgs(t - Z )/Vpoff)n, where n and Vpoff are empirical 
factors, which like IDSS depend on the DUT.
(ii) The depletion capacitance, Cgs. The function dependence on the 
terminal voltage is given by:
Cgs(t) = Cd(vd <t)) =o^L'Vbl + Vd(t) - KT/qH , where®(is an
empirical factor (see equations 5.18 and 5.19).
(iii) The shunt resistance of the depletion capacitance Rsh. The non- 
linearity in this resistance is given in terms of the forward conduction 
current: I|(t) = Is[exp(qV (t)/nKT) - l], where Is and n are empirical
factors that again depend on the DUT, but in the case of n may also 
depend on the Rf and operating VGS.
The results have shown that, at least for the DUT studied, there are two
main contributors to the distortion of the output waveforms - the non-
linearity at the input, manifested in terms of I f ,  and the non-linearity
in the Gms due to pinch-off effect. The effect of the former Is to
impair both the output power available from the DUT, and the Pae.
+ The main problem of determining If is in determining Is, Tas was 
experienced here), especially when the device geometrical, material 
and electrical parameters that define Is (see equation 5.2.3.3.) are 
not known, and cannot be estimated.
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For up to moderate controlling signals the 1^; effect is the dominant 
cause of the distortion of the output waveform if the DUT is operated in 
the upper half of the I-V characteristics, while the Gm (pinch-off 
effect) dominates in the lower half. For relatively large values of Rf 
both effects are significant.
Also, a method of determining the large signal S-Parameters of the DUT 
from easily measurable small signal parameters has been developed and 
illustrated. (The method offers a considerable saving in time, and cost, 
compared to Practical Measurements. The methods takes less than S
seconds CPU time to impliment on the University Prime Machine.) Also an 
improved analytic expression of the Gm(s) as a function of the 
S-Parameters, and the controlling signal, and a method of determining 
the LSM of a given FET have been developed.
Finally it is inferred from the results that there is no universal LSM 
for MESFETs. Each family, in fact each batch, if not each DUT, requires 
a separate treatment. At least one empirical analysis and/or some 
linearizations - a kind of first order approximation - is essential to 
be able to develop a practical LSM. For the DUTs studies here only
three elements, the Gm, Cgs and gate conductance, have been identified 
to be non-linear. The reverse saturation current Is, and the expression
for the Ids, in terms of Vgs and Rf, were determined empirically. The
output is quasi-decoupled from the input. On the other hand, some other 
workers have emphasised the output conductance and/or the drain-to-gate 
capacitance non-linearities [33, 38, 39, 44, 104], while some [883 have
identified the Gm as the main non-linear elements. In some cases [44, 
72, 73, 104] the input has been completely decoupled from the output.
Further support for the model, and argument developed here is pursued in 
the next chapter, in the form of waveform distortion analysis.
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CHAPTER 6
WAVEFORM MEASUREMENTS AND DISTORTION ANALYSIS
6.1 INTRODUCTION
Departures from device (MESFETs) linearity results in distortions of the
terminal voltage and current waveforms, and affect the device
performance. The measurements of these waveforms, and the distortions
offer a good means of investigating the non-linearities in the devices,
and their (devices’) behaviour under large signal drive. Indeed, the
application of distortion analysis in investigating the non-linear
performance of transistors has been widely reported [72,73,96,103,104].
However, often, this has been in relation to intermodulation and/or
cross modulation, (IMD and/or CMD) analysis, [72, 73, 103, 104]. Not
much has been reported of the measurements of the waveforms at the
planes of the DUT, and the distortions therein, in particular, of the
measurement and analysis of the input waveforms when the DUT is
subjected to different, large levels of the incident signal. To the
best of the author's knowledge only the work of Sechi et al [96] has
addressed the problem of measuring these waveforms. Yet the importance
\
of such measurements and analysis can not be over emphasised, vis-a-vis 
the elucidation of the device non-linearities and the non-linear 
processes taking place in it, consequently the improvement in the 
design, for improved performance.
This chapter, in the main, discusses the measurement and analysis of the 
DUTs’ terminal signal waveforms due to a single tone incident signal. 
The investigations included: (i) determining the waveforms and the
harmonic distortions at different levels of the incident signal, at 2 
GHz. (ii) determining the frequency (of the incident signal) effect,
(iii) explaining the waveforms and their distortions in terms of the 
device non-linearities. The results are compared, where possible, with
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those derived theoretically - based on the large signal model- discussed 
in Chapter 5. Consequently,the results, will among other things, help to 
verify further the model, hence, help to elucidate the behaviour of the 
device under large signal drive.Also, the information gained,it is hoped 
would be valuable in the design and application of MESFETs for improved 
performance including output power performance,linearity and reliability
Broadly, the chapter format is as follows. The measurements are 
discussed in Section 6.2, the analysis in Section 6.3, the results in 
Section 6.4, and the conclusion in Section 6.5.
6.2 THE WAVEFORM MEASUREMENTS
6.2.1 Measurement Objective and Approach
The objective was to measure the DUT’s terminal waveforms and analyse 
them for, among other things, distortions. In practice, however, it is 
impossible to make the measurements directly at the terminals. The 
terminal waveforms were obtained as follows, (refer, Figs. 6.2a and b). 
(I) The voltages as function of time, Vj<|v1 (t) were measured at any
convenient point, where k = 1, and 2, for the input, and output 
ports respectively, and m stands for measured value.
(II) V ^ ( t )  was then transformed into the frequency domain, V^tw), 
using an appropriate transformation, DL: VKfwjt) M L ^ V ^ w ) .
(Ill) Then the V ^ w l s  were corrected for the effects of intervening 
network between the appropriate device port and the point of
measurement. This yielded, V„ (w) = V (w) + Cf(w)........6.1
" M e  /Gyi
where Cf(w) is a correction factor, which might well be 
a multiplying factor, determined earlier.
(IV) Then, from the knowledge of the corresponding impedances, Z„(w),r\
the corresponding currents I^Jw), were determined, where 
appropriate, from: <w) = V ^ ^ w l / Z ^ w )  ............. 6.2a
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consistent approach is adopted. I ^ ^ W )  is better evaluated from
■+■ —
the knowledge of V KfvvC(W) and V (W), using:
W H) = W (W> = - ' W K>)/Zo.............. 6 '2b
And, in case of shunt sampling the experimental situation, (see 
later),then:I, (W)=L(W)-Vgs(W)//Zp(W)+Zo =1-(W)-V, (W)/Zo.6.2c
f Kiv\ V tfctvj K^t
where Zp(W) is the impedance of the probing chip resistor. The 
appropriateness of this approach becomes apparent when the input 
signal is large. Then the gate capacitance, Cgs and the shunting 
resistance,Rsh, become terminal voltage dependent.The capacitive 
current in particular, hence the gate current, depends now, on 
both the capacitance and its rate of change with the (input) 
voltage. Thus it will be both wrong and inappropriate to assign 
to Cgs and Rsh their time average values, or their small signal 
values. In effect It is impossible to determine a meaningful 
corresponding Z(W), as equation 6.2a demands.
(V) Finally, the terminal waveforms were determined, using the 
inverse transformation, DL \ V^(t) = hL *(y,Jw)J,
and i(t) = DL'^I^w)^..................................   6.3
Results of steps (III) and (IV) yield the spectrum contents of the 
waveforms. The amplitudes (and phases) of the harmonics relative to the 
fundamental determine the harmonic distortions.
The above technique, which is similar in some respects*, to that
described by Sechi et al*, [96] has the following merits, (i) It enables
the measurement of the waveform and its spectrum without resorting to
the use of a spectrum analyser. (ii) It is the most realistic, if not
the only way of determining experimentally the waveforms, especially the
current waveforms, at the DUT terminals, which are inaccessible to the
* It is not clear, or rather, convincing to this author, how they 
obtained the correct gate input impedance for large input signals.
In the case of the gate current spectra a different, but
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probe. However, there is the problem of determining (t)
experimentally at the microwave frequencies, Cf(w) and Zp (w). Cf(w) and 
Zp (w) were determined by calibration, and VRin(t) by the use of a 
microwave sampling oscilloscope, and a microcomputer-controlled analogue 
to Digital Converter. These measurements are presently discussed.
6.2.2 The Waveform Measurement: Experimental Set-Up and Basic Operation
The schematic diagram of the measurement system is depicted in Fig. 6.1.
The subunits of the system set-up, from the Rf source to the DUT, have
already been discussed, in Chapter 4. The functions of the remaining
subunits become clear as the basic functions and operation of the whole 
unit is outlined.
The single tone incident signal at the gate gives rise to the input
signal waveform. This signal drives the (biased) DUT. Consequently an 
output waveform develops at the drain terminals. These voltage 
waveforms are routed appropriately by means of the analogue sampling,
(also called the probing) network - submit A -  into the Remote Sampler. 
This is the input to the Microwave Sampling Oscilloscope Unit (MSOU).
The other main components of the MSOU are the Sampling Vertical
Amplifier, SVA, the Time Base Generator, TBG, and the Cathode Ray Tube, 
CRT, of the Oscilloscope. By the action of the electronic circuitry of 
the entire MSOU the test signal is sampled in time by the remote
sampler, at a rate determined by the action of the TBG, processed and 
displayed on the CRT. The process is sequential, the samples are 
processed and displayed, as spots, in sequence. The vertical position 
of each spot on the CRT corresponded to the height of the test signal at 
the instant of sampling, and the horizontal position to the fraction of 
the signal period at the instant. Thus by the repeated process the test 
signal waveform is reconstructed point by point, from the sampled ver-
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Fig. 6.1 Schematic Diagram for the Measurement of the Waveforms
sion,but now at much lower frequency. The reconstruction process,it must 
be noted, preserves the phase relations between the spectrum contents. 
The MSOU has (a single-ended) Y-record output. From this output port 
the test signal, (now at a much lower frequency, but with the initial 
form essentially preserved), is routed via the low frequency broadband 
amplifiers, into the Digital Aquisition Unit (DAU), for digital sampling 
and storage. The DAU consisted mainly of an ADC, which did the actual 
digitization, and a microcomputer that controlled the ADC.
Finally the stored digital data was analysed for both harmonic 
components, and time domain reconstruction,as outlined in Section 6.2.1.
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6.2.3 The Realization and/or Calibration of the Subsystems
6.2.3.1 The Probing Networkj Topology, Realization and Calibration
Here the probing network is the network from the DUT terminals to the 
input of the remote sampler.The topology and realization depended on the 
type of the analogue voltage sampling” whether it is effectively a shunt 
or series sampling. The different arrangements with the corresponding 
equivalent circuits are depicted in Fig. 6.2. The probing network
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discussed here applied mainly to the shunt topology. Nevertheless the 
aspect about the calibration of the propagating medium from the 
terminals to the input of the remote sampler applies to both topologies.
The shunt sampling topology consisted mainly of the chip probing 
resistor, and the cascades of a length of microstrip line, SMA 
connectors, and coaxial cables, and an optional microwave broadband pad, 
necessary at times to keep the level of the test signal within the input 
specification to the remote sampler. This network is examplified by Fig. 
6.2b. The arrangement depicted in Fig. 6.2c is discussed.
Clearly from Fig. 6.2d, = Vsc (Zp + Z^)/ZL,..............  6.4
where: Vsc is in effect the voltage across the load impedance, I  , the
input impedance of the measurement scope, having taken into account all 
the losses in transit. is the voltage across terminal k of the DUT, 
Thus the calibration of the analogue sampling network entailed 
essentially calibrating the chip resistor and the intervening network.
The calibration of the intervening network has effectively been 
discussed in Chapter 2, as part of the General Introduction. The 
results show that the different propagating media encountered - 
microstrip and coaxial - were non-dispersive, at least up to 8 GHz, the 
fourth harmonic of the fundamental. This is a very important result 
for it implies that the phase velocities of the constituent harmonics of 
the test signal are equal. Therefore the (voltage) waveform at the point 
of measurement is same as that at the appropriate DUT terminal, but for 
a shift in time, having accounted for the power losses in transit and 
the effect of the chip probing resistor, (where applicable). Also it was 
found in Chapter 2 that in the band of frequencies of interest only the 
coaxial cable was found to be lossy. It is readily shown that if V^m(w) 
is the measured value of the voltage across the 50 ohm load, at the 
radian frequency w, and X(w), X(w) >>0 , the corresponding loss in dB
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per unit length of the line, of length L, then the corrected value, V(w)
/<c
of the voltage across the same load at that same frequency, is given by:
If the sampling was series sampling, then V ^ 0 (w) is the voltage, at w, 
across the DUT terminals at port k. However, for shunt voltage sampling 
the effect of the chip probing resistor needs be known.
The chip resistor used has a nominal resistance value of 100 ohms. The 
structure, dimensions and other relevant parameters are illustrated in 
Fig, 6.2d. The chip is modelled as a parallel RC network, as depicted in 
Fig. 6.2e. The resistance, Rp was determined experimentally by dc 
measurements as follows. The chip was mounted in series with microstrip 
line as shown in Fig. 6.2f. Then the resistance between points A and B 
were measured using a DVM operating as an ohmeter at DC bias. This is 
the resistance Rp. The average of 10 measurements gave a value of 
Rp = 99.5 ohms, with a standard deviation of 0.18. The capacitance was 
evaluated using the chip dimensions and the permittivity of the 
substrate from: C = ^o^rA/d.
A value of 44.25 fF was determined. As a cross check the transmission 
coefficient and the insertion loss were measured as functions of 
frequency. Then the capacitance was re-evaluated from such 
measurements. The capacitance was found to be,C = 55 fF ±  5 % >44.25 fF, 
the theoretical value. This discrepancy can be explained: The chip was 
mounted on the jig by means of a conducting epoxy. Though carefully 
done, some of the epoxy might have spread beneath the chip/microstrip- 
substrate contact, effectively decreasing the separation distance, d. 
In other words the permittivity of the chip material substrate has 
effectively increased due to fringing effect,if d were to be held 
constant. Increase in ^r or decrease in d results in increase of C. 
Nevertheless, the results - measured and calculated - are in reasonable 
agreement, considering the problem in measuring such a very small
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6.5a
quantity. It has to be noted that in evaluating the phase shift from 
the circuit analysis from which C was determined Rp was assumed lOO'ft. 
Since the measured value of R 99.5 ohm ±  1 %, the total error margin in 
the value of C is + 6 %. And C = 55 ^ F  + 6 %. However for practical 
purposes and subsequent calculations, if F is the frequency in GHz, 
then: Zp = (99.5/(j99.5*27|*55*l(T6))ohms..................   6.6
6.2.3.2 The Microwave Sampling Oscilloscope Unit
This unit consisted mainly of a remote sampler-the HP1431A, a horizontal 
plug-in sampling vertical amplifier, a Time Base as Delay Generator - 
HP1425A, and the HP141A Oscilloscope. The basic operation of the unit 
was discussed in Section 6.2.2. However the precautions taken, and the 
experience gained in employing the system are discussed presently.
The remote sampler, which did the actual sampling, was placed as close 
as possible to the test site - the position of the DUT, to minimise any 
cable losses. Sections of the cable lengths were ensured straight and 
rigid as much as possible. Sharp bends were avoided. In part this was to 
avoid creating any discontinuities, hence reflections. It was also en­
sured by use of a pad if necessary, that the input signal to the sampler 
was numerically less than 3.0V,the maximum safe input. It was also found 
that better triggering was achieved by external means, see Fig. 6.1.
The time base generator setting, which determined the frequency of the 
reconstructed waveform, was such that the now reduced frequency of the 
test signal was well within the bandwidth of the low frequency amplifier 
and also satisfied Nyquist sampling criterion. The determination of the 
maximum harmonic content of the test signal is dicussed later. As a 
consequence of the sampling and reconstruction method the reconstructed 
waveform appeared in 'trains* across the CRT. (See insert of Fig. 6.1.) 
This posed some problem, discussed in Section 6.2.3.4, in the low
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This consisted basically of an Analogue to Digital Converter, ADC, which 
performed the actual digitization, and a microprocessor that controlled the 
digitization process. In addition there was a (low frequency) broadband 
amplifer, LFA, necessary to boost up any low level test signal in order to 
enhance quantizattion accuracy. A quasi-schematic circuit diagram of the 
digital data acquisition unit is depicted in Fig. 6.3.
The LFA was designed for variable gain by using a step ladder resistor 
arrangement as the feedback element, but with the input resistor fixed. The 
variable gain design approach enabled the test signal to be sufficiently 
amplified before letting it into the ADC for digitization. The basic active 
device was the 741 operational amplifier.
The core component of the ADC network was a 12-bit, an RS574, integrated
circuit ADC. It has a conversion time of 25 uS, and conversion was by
successive approximation technique. It has, in particular, a circuitry which
enabled it to send its 12-bit pattern output to the (8-bit) microprocessor, in
two stages. The first 8-(least significant) bits were sent, then followed by
the last 4-(most significant) bits, which were multiplexed to the same ports
as the first 4-bits, in one to one correspondce. This toggling process, asA
this mode of communicating the output data to the data bus is called, was 
handled by the software programme* of the (380Z) microprocessor.
The digital sampling was controlled by the microprocessor, the sampling 
process being controlled by the software*. The programme was such that:(a) the 
microprocessor requested the ADC subunit to start sampling only when the 
signal reached a specified threshold value, for reasons given later, (b) the
frequency digitization.
6.2.3.3 The Digital Data Acquisition Unit (DDAU)
* The author would like to thank Dr. R. Bacon for his assistance in 
programming the 380Z, the microprocessor available for use.
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Fig 6.3 A Schematic Diagram of The Digital Data 
Acquisition Unit,(DDAU).
sampling frequency could be varied. It could be any specified value from 
1st to 20th submultiple of the possible maximum value. This maximum 
value was limited by the ADC’s conversion time and the frequency of the 
microcomputer clock, and was determined experimentally, as described 
later. (c) the total sampling time, a multiple of the test signal 
period, could be specified. (d) sampling could be interrupted 
externally, (e) the digital data could be processed by the microcomputer 
and the results - the spectrum distribution and the reconstructed 
waveform, displayed on the monitor.
The digital data was stored (in floppy disk), for later processing, 
using the main frame, as discussed later.
6.2.3.4 Waveform Measurement System Calibration: Other Aspects
The possible maximum sampling frequency was determined, as follows. A 
single tone signal, of known frequency, from a stable signal synthesizer 
was sampled, reconstructed and displayed. The sampling submultiple
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integer (see (b) above.) was 1, the value when sampling at the maximum 
sampling frequency^as was conditioned in the software. For convenience, 
the threshold signal level (see (a) above) was the amplitude of this 
signal. When the frequency of this control signal was half (or 
submultiple of half) of the maximum possible frequency, equally spaced 
lines, and of equal height, about the DC level were obtained. The 
control signal frequency was then doubled and the reconstruction process 
repeated. If the original frequency was half the possible maximum 
sampling frequency, in which case the new frequency was equal to this 
frequency, by Nyquist* rule, only one half would be reconstructed, and 
equally spaced lines, but only on one side of the DC level occured. 
Thus the frequency of the control signal was varied till the two 
phenomena just described were obtained, hence the possible maximum 
sampling frequency obtained. The value was 16.063 + 0,001 KHz. Thus, by 
(b)above the sampling frequency could be any value equal to 16.03/n KHz, 
where n = 20,19,18,..., 1. In practice, however, the value also depended 
on the frequency of the maximum harmonic content of the test signal.
The maximum harmonic content of the test signal was determined by the 
settings of the Time Base and Delay Generator of the Microwave Sampling 
Oscilloscope Unit. The settings themselves were influenced by the 
^frequency response of the LFA. They were such that the fundamental
frequency and the frequency of the highest harmonic were within the
constant gain bandwidth of the LFA. However the value so determined was 
cross-checked by means of another oscilloscope: The Y-record output of
the microwave sampling limit was applied to the Y-input,and the X-record 
output to the time base, of this other oscilloscope. The period of the 
displayed waveform, hence the frequency of the fundamental, of the test 
signal (at this IF) was determined.
Finally, recall that the signal being digitised is itself a
reconstructed version of the original microwave test signal. This
1 9 2
reconstructed IF version appeared in 'trains’. It was ensured that 
neither the beginning nor the end of a train was sampled, else the 
results obtained would be both misleading and erroneous. This was 
achieved by both observation, and the aid of the microprocessor 
software: Trial runs* were performed, using different threshold values
until the displayed signal waveform on the monitor was continuous, but 
for the finite number of periods. Then this threshold value was chosen 
for the data acquisition sampling, keeping all the parameters, and 
instrument setting unchanged from the trial run values.
6.2.4 The Measurements
In practice two categories of measurements were made: (I) Drain terminal 
waveform measurements only, without the input sampling network in 
circuit, and (II) Measurements of both gate and drain terminal 
waveforms, with the gate sampling network in circuit when the drain 
waveform was being measured. (See Figs. 6.2.)*For the measurement of the 
drain waveforms voltage series sampling was employed. Category I 
results enabled a meaningful comparison between the theoretical and 
experimental output behaviour of the DUT to be made. Category II 
results enabled, in particular, the elucidation of the dependence of the 
drain terminal waveforms on the input waveform, hence non-linearity. 
Because of practical convenience only the NEC devices were employed in 
case of II. However, both the GAT6 and the NEC devices were employed in 
Case I. The DUTs were biased as previously discussed.
The underlying principles of the measurements and the set-up have 
been discussed in Sections 6.2.1 and 6.2.2. Measurements were made at 
different signal levels at the fundamental frequency of interest, 2 GHz. 
Measurements were also made with the incident signal at 3, 4 and 1 GHz,
at some selected signal levels. The essential precautions taken during
* A run here is defined as one sequence of digital sampling, 
reconstruction In time, and display on the microprocessor monitor.
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the course of the measurements have been discussed in Sections 6.2.3.2 
through 6.2.3.4, In particular it was ensured, among others, that:
(i) the low frequency digital sampling was commenced only when a stable 
waveform has been established on the microwave sampling oscilloscope 
CRT. (ii) the minimum and maximum harmonic contents of the test signal 
were within the constant-gain bandwidth of the LFA, by employing the 
appropriate settings of the sampling oscilloscope time base generator. 
Also the settings were such that the maximum harmonic content was at 
least one-fifth of the possible maximum sampling frequency, (iii) the 
level of the signal at the ADC input was at least 1 V, peak-to-peak, (to 
minimise any quantization noise error), and at most 10 V peak-to-peak - 
the maximum range permissible, (iv) the sampling duration was an 
integral multiple of the period, To, of the fundamental; and the number 
of samples N, given by: N = TFs = nToFs, was a multiple of 2 in order to 
enhance processing efficiency. Fs is the sampling frequency, and n the 
number of periods of the fundamental, (v) any overlap discontinuity 
between two adjacent trains was not included in the sampled data.
In practice the sampling frequency, Fs > 5Mfo* = 5M/To, where M = 2, 3, 
depending on the degree of distortion envisaged, fo is the frequency of 
the fundamental. And the threshold signal level to commence digital 
sampling, was the positive amplitude of the signal. The measured 
sampled data, stored in floppy disks, was later transferred to the Main 
Frame, for processing and analysis.
6.3 DATA ANALYSIS
6.3.1 Experimental Data Analysis
The sampled data were analysed for spectrum contents, and time domain 
reconstruction, as outlined in Section 6.2.1. First the spectrum 
contents, the VKrA(w) , of the sampled voltage waveform were evaluated,
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employing DFT technique. Then the corrected amplitudes, V (w) were 
determined®, using equation 6.5.
In the case of the series voltage sampling these were the corresponding 
harmonic amplitudes at the appropriate DUT terminals. In the case of
amplitudes at the output terminals of the probing chip. Thus the nth
resistor, then, the corrresponding voltages across the DUT terminals, 
V^c (w) were determined, using equation 6.4:
Finally, the corresponding voltage waveforms were reconstructed by 
summation through the number of significant* harmonics, and over the 
appropriate number of periods. The phase velocities are assumed 
constant. Also the voltage harmonic distortions, HD(w) were determined, 
from the harmonic ratio, |V(W)/V(Wo){, using the definition:
HD(w)(in dB) = - 201og (harmonic ratio)  ................ ..6.8
Some of the waveforms, and the corresponding spectrum distribution, are 
depicted in Fig. 6.5**. The harmonic distortions are given in Table 6.1.
The analysis of the current waveforms refer to Fig. 6.4. From the Fig.,
it is evident that the terminal drain current is equal to IL <=I^). Hence
SI The number of harmonics corrected depended on the level of distortion 
envisaged. In practice, however . the highest frequency was
not more than 10 GHz, for beyond this frequency the attenuation of the 
coaxial cable employed was almost infinite, see Fig. 2.11.
* Only~ those harmonics for which ]VK 7w7]7 TWoTl > 0.003 were 
considered to have significant contribution to the waveform, in terms 
of amplitudes.
** In the case of spectrum diagrams, the frequency axis indicates the IF 
values of the original microwave frequencies of the test signal. 
Since the conversion is a linear process the microwave frequencies 
are easily determined, knowing the fundamental value. These are 
depicted in the Figs.
shunt voltage sampling, however, the j V ^ w )  s calculated above are the
component, of phase ^  , across these terminals is given by:
VKf?(nWo) = | VKc<oWo)} exp j(AWot + ^  ) ......................
where n = 1, 2, 3,   Thus, if Zp is the impedance.  of the chip
6.5b
6.7
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Fig. 6.4 Equivalent Circuit Diagram for the Analysis 
of the Drain and Gate Current Waveforms
Ido(W)=VUc(W)/ZL(W)=VKc(W)/R1=VKe(W)/50i~ i<e. 6.9
where Ido is the measurable load current. On the other hand, the total
where (W) = Z5 (W) + Zs(W) + l/y(W), is the drain output
impedance. Y(W) = 1 /Ro + JWCo. Also it can be shown that 1^, the
current derivable from the current source, at a given frequency is:
The corresponding waveforms were determined, employing an inverse
transformation technique. Both the calculated and measured current wave- 
formsare depicted in Fig. 6.6,and the harmonic distortions in Table 6.2.
It was observed that at large Rf level - driving the DUT into pinch-off
- the voltage waveform was not flat-bottomed, as a first order reasoning
would suggest.The reason for this apparent discrepancy was investigated.
The effects of both the output drain canductance, 1/Ro, and the drain to 
source capacitance, Co on the output distortion were investigated by 
varying their values and investigating any changes in the waveforms, and 
in the harmonic distortions. The waveform results are depicted in Fig. 
6.7, and the harmonic distortion in Table 6.3.
I^W) = - V^|(Zs + ^  + Rl )«(1/Ro + j’WCo) + lj/RL, 6.11
196
Similarly, for small signal operations Ig(W) = Vgs(W)/Lj-(W)...... .6.12
where 2j(W)is the corresponding input impedance at the radian frequency W 
However at large signal operations this approach is no longer 
appropriate, as was explained in Section 6.2.1, (IV). Rather Ig(W) was 
evaluated using equation 6,2b, or 6.2c, as was appropriate. Finally the 
current waveforms at the gate were evaluated as above, by 
reconstruction. The waveform results are depicted in Fig.6.8, while the 
harmonic distortion results are depicted in Table 6.1.
6.3.2 Theoretical Data Analysis
The determination of the corresponding waveforms, and harmonic 
distortions have been discussed in Chapter 5. In particular Vgs(t) is 
given by equation 5.5a and Ids(t) by equation 5.27. The results are 
depicted alongside the corresponding experimental ones, for comparison.
6.4 RESULTS AND DISCUSSION
Representative drain terminal voltage waveforms, with the fundmental 
superimposed, and their spectra distribution, where appropriate, are 
depicted in Figs. 6.5 and 6.6. Fig. 6.5 depicts the results of the GAT6 
device, and Fig. 6,6 those of the NEC72089 device. The corresponding 
harmonic distortions, HD are given in Table 6.1. The gate waveforms are 
depicted in Fig. 6.7, and the harmonic distortions in Table 6.2. The 
current waveforms are depicted in Fig. 6.7, and their harmonic 
distortion in Table 6.2, Section 1(C). The level of the incident 
signal, and the operating bias are indicated.
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6.4.1 The Gate Results
It is seen from the waveform results that: 1) The voltage and current
waveforms are almost in quadrature in the case of GAT6 device, with the 
current leading. This is due to the high input capacitance. In the case
of NEC device, however, the current waveform lags by about 135 deg. The 
plausible reason for this is the higher input inductance, as can be seen
from the variation of S with frequency, see Fig. 4.7b. 2) The gate
voltage waveform gets distorted (see Fig. 6.7b, incident voltage:0.54 V, 
bias: 1/2 IDSS bias) before any observable flow of forward conduction,
observed at an incident voltage of 0.623 V at this operating point. This
suggests that there is another gate mechanism that aids the distortion
of the voltage waveform other than the non-linearity of the gate 
conductance. Possibly this is due to the non-linearity in the gate 
capacitance. However, what ever it is, the implication is a finite 
Gm(nWo), n = 2, 3, ... accordingly. This is consistent with the results 
depicted in Fig. 5.19, and those illustrated in Table 5.2, Columns 8 and 
9. They show finite gm(2Wo) before Ij- started to flow. The fact that 
Gm(2Wo) > Gm(Ho) has been explained then. The result and explanation 
are consistent with the result here which show HD of VGs(nWo)<HD of 
Ids(nWo) at a given n. (See Table 6.2.) 3) At a given incident signal
and relative operating conditions the GAT6(gate) waveforms appear more 
distorted then those of the NEC device. Sechi [105] has attributed 
similar observations to the effect of high Gm, and low pinch-off 
voltage. And in the cases here the NEC device has a higher Gm, about 
twice that of the GAT6 at same relative bias points, and a lower (in 
terms of magnitude) pinch-off voltage. See Fig. 4.4. Nevertheless the 
reason is not clear to this author, and needs further investigation.
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Table 6.1 Harmonic Distortion of the Output Voltage as a Function of: 
I The Incident Signal, V at 2 GHz Operating Point: 1/2 IDSS Point
Device>: GAT6 (VG 
505 V;
S: 1/2 
1/4:
IDSS 
-.80 \r)
Device: NEC72089
-.35
(VGS: 
V? \/k
1/2 IDSS { 
: -.555 V) {
i  i
+
V /V VGSO
Harmc
2Wo
>nic Di 
3Wo
stort
4No
on/
5Wo
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V /V VGSO
Harmor 
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tic Dis 
3Wo
i
.tortifl 
4Wo {
n/ { 
5Wo {
______________i
.188 -.505 -29.2 -38.0 -59.5 - - - -- - -
i
.300 u -27.5 -36.5 -52.0 -57.0 .300 -.350 -24.0 -35.0 -48.2 -50.0!_i
.531 i i -20.2 -26.5 -47.0 -51.0 .581 -.350 -16.3 -21.5 -35.0 -38.0{____ i
.741 -.305 -17,6 -23.0 -41.5 -44.8 .635 -.250 -15.5 -20.7 -36.0 -39.0!__ _____ i
.785 -.205 -17.6 -21.3 -38.0 -42.5 .676 -.100 -15.0 -20.0 -35.8 -38.0!___ i
II(a) Of>eratirig VGS, VGSN, with Ini t i.al Bi£is - 1/'2 IDSSJ Value
i
i *j-
IV /V VGSN 2Wo 3Wo 4Wo 5Wo v r/v VGSN 2Wo 3Wo 4Wo * 5No {
} .945 -.840 -13.1 -22.0 -27.5 -41.8 .945 -.80 -10.5 -28.1 -20.0 -30.0}
11.19 -1.01 -10.8 -24.0 -23.0 -39.5 1.19 -1.19 -9.1 -23.0 -18.0 -20.0}
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j .300 -.800 -21.0 -32.4 -51.0 -44.0 .300 -.555 -16.3 -27.3 -39.0 -43.01
{.531 « -15.2 -29.0 -39.7 -42.5 .531 <> -12.8 -23.6 -37.6 -40.0J
{.945 -.944 -10.0 -20.5 -25.0 -38.0 .945 -.850 -10.3 -21.5 -23.0 -47.0{
{1.19 -1.29 -8.5 -19.2 -21.7 -36.1 1.19 -1.25 -9.0 -22.0 -20.0 -32.0!
III In<;ident Signa.I Freqijency, with [niti.il Bia:s at 1,(k IDSS3, V =<>.945 V
{ GHz VGSN 2Wo 3No 4Wo 5No GHz VGSN 2Wo 3Wo 4Wo 5Wo
{ 1 -.850 -9.5 -23.4 -24.0 -36.0 1 -1.10 -7.5 -26.4 -20.1 -38.0
} 2 -.800 -10.5 -20.0 -25.0 -38.0 2 -.850 -12.8 -23.6 -37.6 -40.0
! 3 -.800 -13.5 -26.2 -32.7 -49.9 3 -.560 -13.0 -19.5 -31.8 -43.0
{ 4 -.800 -15.8 -32.5 -45.0 -57.0 4 -.555 -16.1 -26.7 -39.5 -53.0
199
Table 6.2 Input Waveform, and Drain Current Harmonic Distortions
I GAT6:(a)Input Distortions, Bias 1/2 IDSS Point;Fo=2 GHz:(TYPE 1 EXPT) 
VOLTAGE (V) CURRENT (mA)
v r
(V)
VGSO
(V)
VGs Wo) Harmon:lc Dis1;ortion lg 1Wo) Harmon: c Dis1;otion
AmP /Wo 2Wo 3Wo 4Wo AmP /Wo 2Wo 3Wo 4Wo
.188 -.505 .345 250 -27.8 -49.0 -68.4 2.55 336 -19.2 -40.1 -59.6
.300 it .545 250 -23.7 -40.7 -56.4 4.11 336 -15.3 -32.3 -47.9
.531 t .962 249 -18.5 -30.7 -41.5 7.78 333 -10.6 -22.8 -33.6
1(b) Initial VGS = 1/2 IDSS Value; Operating VGS indicated in ( ).
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Table 6.3 GAT6 Drain Current HD as Function of ^  and Co, V = ,945 V
gd (mS) Co(PF) I (W<>)/mA Iiiitial VGS: ly<2 IDSS Value, Final = -.840 V
2.58* .152* 35.83 -12.80 -21.7 -26.14 Amp. of I (Wo) = 31.2 mA, and 
the values of the 2nd, 3rd and 
4th harmonic distortions are 
-13.1, -22.0 and -27.5 dB.
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6.4.2 The Drain Voltage Results
It is quite evident that at small signal levels, with respect to the
operating point, the output waveforms are sinusoidal as should be 
expected. It is also evident that as the driving signal became 
increasingly large the waveforms became correspondingly distorted, with 
more and more significant harmonics generated. However, as Figs. 6.5c
through 6.5e, and 6.6c through 6.6e show, the distorted output waveforms
are not perfectly flattened at the 'bottom1, even at very large drive. 
One would have expected well defined flattening at the bottom at large 
signal drive, due to pinch-off effect. It will be demonstrated below 
that this apparent discrepancy is caused by harmonic filtering effect, 
partly inherent in the device.
The results also show that at very large drive the waveforms ‘saturated’
THEORETICAL Iq WAVEFORM
.80 I .06 
X!0~9
TIME in Secs.
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at the top in addition. And at these levels, the amplitudes of the odd 
harmonic become relatively small, (see Table 6.1). In particular, the 
amplitude of the 3rd harmonic becomes smaller than that of the 4th. 
This phenomenon is more pronounced in the NEC device, which has a much 
bigger Gm, and a smaller pinch-off voltage - in terms of magnitude. The 
phenomenon is explained later, in terms of drain current saturation at 
relatively large positive input voltage, (see Section 6.4.4).
It is also seen (see Section I and II of Table 6.1.) that the degree of 
distortion, measured by the amount and level of harmonic generation 
increases the more one operates near the pinch-off, and also the smaller 
(magnitude) the pinch-off voltage, vis-a-vis the NEC and GAT6 devices. 
(See 11(b), rows 1 and 2, relative VGS and VDS are the same for both 
devices.) The first observation is due to the non-linearity in the Gm, 
and the second due, primarily, to current limiting hence pinch-off 
effect, which happens at pinch-off whether Gm is linear or not. These 
results emphasise the importance of a linear Gm, and large pinch-off 
voltage for power devices. However, on the other hand, the distortions 
at a given incident signal seem to decrease as the frequency of the 
incident signal increases. Also the peaking effect, manifested by the 
reduction in the relative amplitudes of the odd harmonics, decrease as 
the frequency of the fundamental increases.
This can be explained in two ways. Firstly, as the frequency increases 
the input reflected voltage decreases as a consequence of the fall in 
the input impedance due to the increased shunting effect of the 
relatively large input capacitance. This decrease in the reflected 
voltage results in a decrease in the input voltage. Thus, while the 
incident signal may be the same at the different frequencies, the net 
driving voltage hence the resultant distortion effect at the output 
falls with increasing fundamental frequency. The second reason is the
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filtering effect mentioned earlier, but yet to be explained.
In particular the input voltage to cause the earlier mentioned drain
current saturation increases with the incident signal frequency. This
explains why HD(3fl) ^ HD(3f2), where HD(3fl) is the 3 harmonic 
distortion when the fundamental is 1 GHz, etc.
6.4.3 The Drain Current Results
The waveforms of the terminal current that flows through, and determined 
by the load are essentially similar to the corresponding voltage 
waveforms discussed above. However the waveforms of the current
available from the current source, determined according to equation
6.11, and depicted in Fig. 6.8 is discussed. In this case an attempt 
has been made to offset the effect of the device harmonic filtering.
The theoretical waveform is clearly well flattened at the bottom at 
large signal drive. The corresponding experimental waveforms on the
other hand are not so well flattened. However they are more flattened
than the corresponding voltage waveforms, (notice the drive levels, and 
the operating points). These results are explained later, in terms of 
the harmonic filtering effect, but this time due mainly to the transit 
attenuation effect. The same cause is the reason why the theoretical 
harmonic distortions are apparently greater than the experimental
results, as can be seen from 1(c), of Table 6.2.
The current waveform like the voltage waveform, ‘saturates* at the top 
at large signal drive. In other words, the drain current saturates at 
very large positive gate voltages. This results is in agreement with the 
results depicted in Fig. 5.18, which depicts the variation of the drain 
current with the incident signal. The fundamental of this current was
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seen to saturate at large values of the incident signal. This 
saturation, explained later, when combined with the pinch-off effect has 
some implications on the device performance as an amplifier. When the 
waveform is both flattened at the bottom, and ‘saturated* at the top it 
approaches a square wave. This is the ideal condition for optimum 
effeciency in class B amplifier operation, as shown by Snider [106], and 
observed by Sechi, [105], And since the waveform does not exhibit 
halfway symmetry, the odd harmonics will be naturally suppressed, as the 
results show.
6.4.4 The ‘Saturation’ of the Output Waveform
The observed saturation at the top of the output waveforms is said to be 
due to the saturation* of the drain current when the gate voltage becomes 
positively very large.This phenomenon which has also been observed else­
where [98], is explained as follows,in terms of the input non-linearity.
Beyond the threshold Vgs for the SB diode to conduct, forward conduction 
current flows in the gate circuit, leading to a reduction in the input 
impedance. Consequently the ratio of the input shunting resistance Rsh, 
and the whole input intrinsic resistance, Rsh + R,', Rsh/(Rsh + R^ ), 
decreases as Vgs is increased. This decrease in the ratio of
Rsh/(Rsh + R*), in turn reduces the ratio of Vd(L )/Vgs. Vd(L ) is the
c & f
voltage across the SB diode, and is a function of the gate current, I,.
T
It decreases as Ij , in effect Vgs, increases. And in effect the rate of
change of GmVdd^ ) with respect to Vgs is reduced even if Gm is
constant, thus causing a saturation of the drain current (hence of the 
output power) at large positive values of Vgs.
It was observed that the peaking effect was more pronounced in the NEC 
device,with a larger Gm and smaller(absolute)pinch-off voltage. This can 
be explained. At a given relative operating point, relative to IDSS bias
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point, a given (large) signal is more likely to swing the device further 
into both forward conduction, (and pinch-off) in the case of the device 
with smaller pinch-off voltage. This causes a greater reduction in the 
Vd(I|J/Vgs ratio since more Inflows.And if in addition the Gm is large, 
then the resultant decrease in the growth of GmVd(I^)is more pronounced.
In the above situation one sees again how forward current conduction, 
hence the flow of I p  adversely affects the device output performance, 
besides the thermal consequences. In effect it shows that the device 
output saturation, and power performance are determined by the gate 
characteristics, as has been reported [96].
6.4.5 The Harmonic Filtering/Attenuation Effect, the Effect of the 
Drain Conductance, g^ and the drain to source output capacitance, Co
The lack of perfect flattening of the drain waveforms at conditions 
ideal for current pinch-off to occur has been attributed to some 
harmonic attenuation/filtering. This is now explained.
Let it be assumed that the drain current, generated by the current 
source, and given by Id = Gm(Vg)Vg, has been limited, due to pinch-off, 
thus producing a flattened waveform. Now, if this waveform were to be 
reconstructed from its harmonics the fidelity of the reconstructed 
waveform will depend on the number of harmonics, their amplitudes (and 
phases), used in the reconstruction. If the correct amplitudes (and 
phases) of the correct number of harmonics are not used the 
reconstructed waveform will differ from the original one. This is what 
actually happened here in practice.
The higher harmonics of the generated current hence of the output 
voltage have been completely or partially surpressed. First, some of 
the fundamental and harmonic currents, but more of the latter, are
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shunted by the drain to source capacitance, Co (= 0.152 pF), and by the 
output drain conductance,(the effect of which is frequency independent), 
gj ( % 2.58 in^ ), see Fig. 6.4. Then some of what remains (I in the 
Fig.), suffers further attenuation while in transit from the device 
terminals to the point of measurement. Clearly the higher harmonics 
suffer the greatest shunting, and also attenuation. Consequently the 
depavture from expectation is more pronounced at very large drive 
levels when more harmonics are generated, thus are needed for faithful 
reconstruction, but the higher ones have been drastically, filtered/ 
attenuated. It also explains why the agreement between the experimental 
and theoretical harmonic distortions, as examplified by the drain 
current results deteriorates at higher harmonics, (see table 6.2, 1(C)), 
The effect is also more serious the higher the fundamental frequency, 
explaining why harmonic distortion seemed to decrease with increasing 
fundamental frequency as observed. The harmonic filtering/attenuation 
argument is supported by the following.
First, the waveform of a theoretically calculated limited drain current 
was reconstructed using different number of harmonics, 3, 5, 7, ... .
The results are depicted in Fig. 6.8. Clearly, it is seen that the more 
the number of harmonics used the more the reconstructed waveform 
approaches the original waveform, Fig. 6.8a. In particular one notices 
the close resemblance between Fig. 6.8d, and 6.8e depicting the measured 
voltage waveform at the same drive level. This is the voltage developed 
across a 50 ohm load by the measured terminal current.
Secondly, the measurements were made at a fundamental frequency of 
1 GHz. The reconstructed waveform is depicted in Fig, 6.8f. It is 
evident that the waveform is essentially flattened at the bottom. The 
reasons for this are apparent. 1) Very little of the current at the 
significant harmonics is shunted, the 5th harmonic is only 5 GHz!
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2) Virtually all the significant harmonics are within the usable band of 
the cable used. Consequently the corresponding attenuations are 
adequately accounted for by the calibration carried out.
The effect of the transit attenuation was calibrated out as discussed 
earlier. But as discussed then, the calibration results were less 
realistic and meaningful beyond 8 GHz. This also plausibly explains why 
there was still some discrepancy between the experimental and 
theoretical (drain) current results, discussed in Section 6.4.3, even 
after accounting for the inherent device filtering effect. On the other 
hand, not much can be done to offset the effect associated with the 
device parasitics, once the device has been fabricated, though Co can be 
tuned out in a matched amplifier. Nevertheless this effect can be 
accounted for, as was done here, knowing the equivalent circuit model 
and the value of the parasitics.
The results shown in Table 6.3 illustrate the effect of changing the 
value of g^and Co. The results have been determined using Equation
6.11, which defines the total current obtainable from the current 
source, given the (measured) terminal/load voltage. In effect the 
harmonic filtering/shunting effect is accounted for. It is seen that:
1) The signal amplitude increased as g^ or/and Co Is increased, implying 
that the fraction of the available current shunted increases with g or 
Co. 2) The higher harmonics are shunted the more. 3) The harmonic 
distortion is practically independent of g at a given value of Co.
These results show/confirm that; 1) Large values of g > 0, and Co are
J
detrimental to the device output performance. In fact, besides the 
shunting effect high ga is bound to degrade the output efficiency.
2) While changes in g^ affect the output performance, they do not alter 
the relative harmonic distribution in the waveform. In effect g^ is 
independent of the Rf at a given operating point, as has been hitherto
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assumed. Co, itself,is equally and justifiably assumed linear. Since the 
drain contact is ohmic, Co is basically the capacitance of the buffer/ 
substrate layer, and is remotely affected, if at all, by any applied 
field. Earlier results in this work equally justify this assertion.
It is evident, in light of the above discussions, that low g^  and Co are 
desirable for improved output power performance. Low g^ > 0 will 
particularly improve the output efficiency, and reliability. 
Unfortunately, once the device has been fabricated,not much can be done.
6.4.6 The Device Non-Linear Performance and Choice of Semi-Conductor 
Material, etc.
Results herein, and in the previous chapter have revealed the main
elements that affect the non-linear behaviour, and the output
c
performance of GaAs MESFETs. These inlude the non-linear conductance and
A
capacitance of the SB diode at the gate, the non-linearity in the Gm, 
hence the pinch-off effect,and the drain conductance and capacitance.But 
effects of these elements can only be controlled at the device design 
and fabrication stages. One way of doing this is by proper choice of 
the semi-conductor materials, and doping profile, as briefly discussed.
The adverse effects of the forward conduction can be minimised by 
employing materials with large bandgap. This will among others, raise 
the threshold voltage at which 1^ flows, and will also reduce the value,
hence the thermal effects of the I, , at a give Vgs. And in this respect
■r
the so called heterostructure materials, with matching lattice structure 
become of great interest.
The non-linearity in the Gm, hence the non-linear dependence of the Ids 
on Vgs can be minimised if the Gm can be made to exhibit at most, a 
linear decrease with the VGS, the gate bias. If this can be done the
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Cgs Is automatically linearized too, since, as has been argued in 
Chapter 5, Cgs <*.Gm. In particular the gain-bandwidth product Gm/Cgs is 
unaffected as a result. Pu.cel [107] has shown that such a linerazation 
can be achieved if a doping 'step' can be achieved in the channel, at a 
position near the interface between the active layer and the substrate 
(or buffer layer). Such a doping profile can only be achieved by the 
Ion implantation technique. Such a device with Gm linear, would seen 
unsuitable for mixer application. But in fact the non-linearity in the 
SB conductance can be exploited and this has been done in practice [98].
The control of g^ somehow becomes tricky. It is a known fact that 
devices that exhibit current dropback effect have very small positive 
drain conductance (in the regions of their 1-V characteristics away from 
the negative resistance zone). This suggests then that the conditions 
which favour the formation of the negative resistance (NR) also favour 
low g^, that is desirable. This actually been shown to be the case
[75], Unfortunately the existence of NR results in high output 
reflections coefficient magnitude, (Sa3L(, at times greater than unity, 
as results have shown [35, 81, 90]. This renders the output port, hence 
the device potentially unstable. Consequently this makes such a device 
a bad candidate in amplifier application, except the bias is properly 
chosen. In effect an optimum gj > 0, becomes a necessary practical 
approach. However it has been shown that an unsubstrated device with an 
eplilayer thickness small enough that the electrons move in a combined 
longitudinal and transverse field have a fairly low gj > 0, [75, 108].
However an unsubstrated layer among others, lacks the mechanical support 
offered by the substrate and has low drain current. On the other hand, 
Al-Mudares [108] has shown, be it theoretically, that by using a high 
quality material, with a larger bandgap as the buffer layer a fairly low 
g^ > 0  can also be achieved with the formation of NR suppressed. This
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is explained as follows: 1) The case of a higher bandgap material as the 
buffer layer implied that under normal operations very few electrons in 
the active channel will acquire enough energy to cross the discontinuity 
at the active layer/buffer layer heterojunction. Hence less substrate 
current flows, improving the current saturation. 2) In effect there are 
now more electrons in the active layer than would have been in the case 
of a homostructure {GaAs active layer/GaAs buffer layer). Under this 
condition, however, a low transverse field will exist at the interface, 
making it possible for many electrons to experience longitudinal 
velocity component, Vx dropback. When the longitudinal component, Fx, 
of the electric field is greater than the threshold value E , necessary 
to cause Vx dropback is suppressed. The net effect is a net low g^ > 0 
throughout the 1-V characteristics.The growing importance and preference 
in the case of heterostructure,high bandgap materials speaks for itself.
The drain capacitance can be reduced structually, by use of a thick 
substrate/buffer layer, but not so thick as to invert the electron 
population with respect to the active layer.
6-5 Chap tier Conclusion
In this chapter it has been shown in particular that: 1) Distortion of
the input waveform is due mainly to the effect of the input SB non- 
linearities especially the non-linear conductance. 2) These distortions 
at the gate determine the output saturation, and power performance of 
the MESFETs, especially when operated outside the pinch-off region. 3) 
Near pinch-off, however, harmonic generation, hence the distortion of 
the output waveforms, is also caused by the pinch-off effect, the non- 
linearity in the Gm. If the drive level is large enough both the input
non-linear, and pinch-off effects prevail. 4) The drain conductance, 
like the SB input conductance, impair the output power performance. But 
this is through different mechanisms, the former by shunting some of the
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available drain current, and the latter by causing the saturation of the 
current when the drive level in so large that the SB diode conducts. 
The two conductances also impair the device efficiency and limit the 
life span of the device. 5) The drain conductance, however, is linear, 
like the capacitance, which also has adverse shunting effect, albeit 
harmonic dependent, on the available drain current.
These findings are in consistency with the LSM developed. And the 
experimental and theorectical results where compared, have been in 
agreement. Any discrepancies have been adequately explained. In effect 
these results further verify the large signal model developed earlier.
Finally, methods of improving the device performance by proper choice of 
material has been discussed. The next,the final chapter will discuss the 
accomplishments of the whole work, and the suggestions for future work.
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CHAPTEg_7
GENERAL_CONCLySIONSi_ANp_SUGGESTIQNS
The primary objective of this project is to investigate the large signal 
behaviour/performance of GaAs MESFETs,employing large signal S-parameter 
(LSSP), and waveform distortion analysis techniques. Consequently a 
Large Signal Model of the DUT, and a method of determining the LSSPs, 
without having to measure them, but based on easily measurable quasi­
static, linear parameters of the device, were to be developed.
It became essential, among other things, to develop a technique to 
measure: (i) the LSSPs, because the conventional S-parameter
measurement system cannot be employed, unmodified, to measure them,
(ii) the waveforms of the microwave signal at the device terminals. The 
techniques have to take into account complexity and cost.
The technique developed to measure the LSSPs and its validation have 
been described in Chapter 4. The technique employs a smaller number of 
components than any other technique so far reported [89, 92] in the
literature, and is also suitable to measure the SSPs. Furthermore an 
analytic expression defining the Rf-level at which the output 
S-parameters - S^/S^have to be measured, in terms of that at which /Sfj 
is measured, has been derived. This is very valuable especially when Six 
and/or S^ is Rf dependent. Also, an improved (compared to that due to 
Vendelin and Omori [80]), expression for the transconductance, the Gm, 
as a function of the device S-parameters, has been developed and 
verified, in Chapter 5. This is very useful in predicting the LSSPs 
from the small signal parameters.
The digital sampling technique developed to measure the waveforms of the 
microwave signals at the device terminals,has been detailed in Chapter 6 
The technique, allows easy computation of the waveforms at points
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inaccessible to conventional probes. Thus it offers an accurate method 
of determining the current waveforms. It also enables the determination 
of the spectrum contents without employing spectrum analyser.
The detailed investigations carried out to study the device behaviour/ 
performance under large signal drive have been described fully in 
Chapters 4 through 6. The LSSP measurements were discussed in Chapter 4. 
A Large Signal Model of the DUT fitting the experimental results and 
observations has been developed, in Chapter 5. The model was verified 
quantitatively by comparing the experimental and calculated values of 
two important device characteristics, the Gm, (hence S^), and the S/?. 
There was excellent agreement between corresponding parameters, better 
than 96% in the worst cases. Further verification of the model was given 
by the results of the waveform measurements, discussed in Chapter 6.
The results of the Investigations have shown, among others that:
(I) Of the 4 elements constituting a set of S-parameters, only the 
input parameters - S^and S^, especially S^j, are Rf-dependent. 
The magnitude of both decreased as the Rf increased. The result, 
and trend of variation agree with some of the results reported 
in literature, £88], but disagree with others, [44, 90]. A
plausible physical explanation has been given to reconcile the 
discrepancies. These, as demonstrated, are due to the effect of 
stable negative resistance, manifested in the DC I-V 
characteristics of a device by current dropback phenomenon.
(II) At very large incident Rf , thus GaAs MESFETs can be used
as a variable active attenuators.
(Ill) The main non-linear elements of the DUTs studied are: (a) the
transconductance, the Gm. (b) the input conductance, a 
consequence of the forward conduction current, Ip and (c) the 
depletion capacitance, Cgs.
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(IV) It is not possible to generalise the LSM with respect to all GaAs 
MESFETs,each family needs a different model. Nevertheless a syste­
matic approach of developing the LSM of any FET has been developed* 
(V) The main causes of the waveform distortions are the non- 
linearities in: (a) the Gm, the dominant non-linear element and 
mainly responsible for the output waveform distortion* especially 
when the DUT is operated in the lower half of the DC I-V charac­
teristics (and in the saturation, otherwise the pentode mode), (b) 
the Cgs, and the I^effect,which are responsible for the distortion 
in the input waveform, and the latter, the saturation of the drain 
current under very large signal drive. Thus they contribute to the 
distortion of the output waveform especially when 1^  flows.
(VI) Besides the distortion effect, the flow of I, causes: (a)** the
7
initial VGS to shift to more negative values when there is an 
external resistor included in the gate bias supply circuit. This 
is in an attempt to prevent a burn-out due to this current. The 
shift is due to the interaction of the Ip. with the external 
resistor. A very clear physical picture explaining this self- 
limiting action of the gate has been given, in Chapter 5 (b). (b)
impairment of the device output power capability, the power added 
efficiency,Pae,and the reliability,due mainly to the heating 
effect of this current, and the lowering of the input impedance.
(VII) The optimum incident Rf, at a given initial VGS and signal 
frequency, with respect to bias stability, gain linearity, output 
power and Pae performance is the threshold value beyond which L
7~
flows. Hence this is the recommended level at which the LSSPs
* Variations in the drain conductance only affect the amplitude, and 
not the shape of the output waveform output and it (the ) is 
effectively confirmed linear. Low g^ > 0 is desired, particularly 
for improved output efficiency.
** The threshold signal to induce onset of this event increases with 
the signal frequency, and the 'negativity’ of the initial VGS.
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should be determined for LSSP applications.
Finally, on the basis of the LSM and the help of the Gm model, a method 
was developed, (described in Chapter 5) which enables the device 
LSSPs to be determined, without having to measure them. The method is 
dependent only on easily measurable quasi-static, linear device para­
meters. This is very valuable in LSSPs based applications, especially 
where measurement equipment and/or time is a problem. The whole process 
of generating the mecessary S-parameters takes less than 8 seconds CPU 
time to implement on System H of the University Prime Machine.
In summary, the author has, in this thesis, among other things:
(A) DEVELOPED:
(i) A method of measuring LSSPs, employing the minimum number of 
components, and which is applicable to SSSPs measurements too.
(ii) An improved model of the Gm in terms of the device S-parameters.
(iii) A valuable method of determining the LSSPs of FETs without having 
to measure them,and a systematic method of obtaining the RF LSM of FETs. 
(vi) An Rf LSM of the GaAs MESFETs operating in the saturation region.
(v) A technique of determining experimentally, the current and voltage 
waveforms of the (microwave) signals, at the terminals of any 
(microwave) transistors, or indeed any (or potential) 2-port network.
(B) IDENTIFIED:
(i) The main causes of the waveform distortions in GaAs MESFETs, and 
their effects on the device performance and reallability. These are the
Gm, Cgs and l r effects in the DUTs studied.
T
(ii) The optimum Rf-level to measure/determine the LSSPs with respect
to bias stability, gain-1inearity, output power performance, and
•+
reliability. This is the threshold signal, afcr , beyond which lp flows.
(C) EXPLAINED: In physical terms, the processes taking place in the DUT 
under large signal drive, especially: (i) the trends of the variation of
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the S-parameters with the Rf, hence why it is impossible to have a gene­
ralised LSM for all FETs.(ii) the self-limiting action of the gate.(iii) 
the saturation mechanism of the drain current, as a consequence of 1^.
Clearly, in light of the forgoing discussions, the objective of the 
thesis has been achieved. The Large Signal Characterization of (the) 
GaAs MESFETs (employing LSSP and waveform distortion analysis 
techniques), has been successfully carried out. The thesis has given 
more insight into our understanding of the physical processes that take 
place in GaAs MESFETs, in particular their behaviour/performance, under 
large Rf signal drive. The information gathered from it will, among 
others: (i) enable a more efficient and reliable operation, and a more
optimum large signal application of GaAs MESFETs, especially when 
employing LSSP approach. (ii) help in the design of future devices for 
improved gain, power performance and reliability, knowing the 
parameters that affect these characteristics and how, as has been 
discussed in Section 6.4.6. (iii) generate questions that will lead to 
future related research.
On the author’s part immediate future work includes: (i) modelling a
unified expression for the Gm, the most non-linear element, in terms of 
the small signal value, the Rf level and frequency, and relating 
analytically, any other non-linear element to the Gm. If this could be 
done it will reduce further the complexity of large signal analysis and 
design, (ii) further verification of the optimum conditions, stated in 
B(ii) above. (iii) extending the studies carried out here, especially 
the waveform distortion analysis, to : (a) high power devices, with much 
larger pinch-off voltage, and IDSS, and similar device but exhibiting 
SNR. (b) 3-T heterojunction FETs. The aim is to see any differences
therein, and if such differences are consistent with the differences in 
the devices, and if not, why not?
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APPENDIX 1
(according to a radar band * letters' disignation)
Frequency 
Range, GHz
U.K. Band 
Designation
Frequency 
Range, GHz
American Band 
Designation
0.375 - 1.50 L 1 - 1.88 L
1.5 - 3.75 S 2.35 - 4.175 S
3.75 - 6.00 C 3.6 - 8.65 C
6 - 11.5 X 7.5 - 13.2 X
11.5 - 18 J 11 - 19.2 KU, P
18.30 K 16 - 28 K
30 - 42 Q 33 - 50 Q
* Ref.: J.A. Betts. Signal Processing, Modulation and Noise, p 23. 
EL Bs and Hodder and Stoughton 1975.
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The Microstrip circuit used in this work was realised by positive resist 
photolitographic technique. The design procedure of the circuit pattern 
has been discussed in Chapter 2. The photographic mask was produced by 
the AVA unit of the university. The remaining stages up to the circuit 
realization, of the technique is discussed below.
Cleaning_the_Substrate: The substrate used has been discussed in Chapter 
2, Section 2.2.5. For good adhesion of the photoresist it is essential 
that the substrate surface be free from dirt, grease, and scratch. 
Scratches might present breaks on the line, with the dire consequences. 
The cleaning procedure is as follows:
First, some important caution! Some of the chemicals used, most of 
which were organic, could be harmful, at least irritating to the skin 
and nostrils. Therefore it was a rule that (clean disposable) 
protective gloves were worn and that the cleaning processes involving 
any chemicals were carried out in the fume chamber.
The substrates were first washed over the tap, then with distilled 
water, scrubbing gently with cotton buds. Then they were cleansed more 
thoroughly using, in sequence, methanol, trichloroethylene, and IPA - a 
solution of 1 part actone + 1 part Isopropl alcohol + 1 part
trichloroethylene. (Better results were achieved by immersing the 
substrate in boiling solvents, for about 10 minutes at each stage.) 
They were left to dry, placed on very clean filter papers, in a safe 
corner in the fume chamber. Then they were examined for any cracks* 
under a high power resolution microscope. (Henceforth handling was by 
means of clean plastic tweezers, otherwise clean dry 
gloves were worn, in order to prevent oil or grease from the hand from 
* Any substrates with scratches/cracks/deep dents had to be replaced.
APPENDIX 2-1
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staining them). Having cleaned the substrate, the next step was the 
circuit pattern formation.
Realization of the Circuit, Use of the Photoresist; The circuit pattern 
is formed on the smoother* of the two surfaces. This stage was carried 
out in a clean air environment (of the processing - dark - room) devoid 
of white light, as follows**.
The substrate was supported, with the 'less1 smooth** of the surfaces 
up, at about an angle of 15 to the horizontal, placed on clean piece of 
filter papaer, by means of a string of white sewing thread tied firmly 
to two retort stands (or any suitable substitute). Then by means of a 
pipette this surface was thinly, but uniformly coated with the 
photoresist (also called the microposit, or simply the resist). It was 
then left to dry (about 60 minutes, the thinner the layer the shorter 
the time.) The elevation helped in shortening the time. (The resist was 
AZ-1350H, (the new brand name is S1400-31), obtained from Shipley Europe 
Ltd., Coventry.) Meanwhile (i) the oven (the Gallenkamp Hohox Model was 
employed) is switched on and set to the pre-exposure tempreture, 80 C, 
to attain uniform temperature. (ii) the developing solution Is 
prepared, in a very clean beaker. This was 1 % solution of sodium 
hydroxide (NaOH) made by disolving 10 dry NaOH pellets about 10 0?g 
weight, in 100 mis of distilled water, stirring gently with a very clean 
glass rod. The solution was covered, to avoid evaporation, till it was 
needed, (iii) if necessary, other substrate samples were cleaned (in the 
outer room) and left in a safe corner in the fume chamber till needed.
Then the substrate (with the 'smoother' surface on which the circuit
pattern is to be formed up) is balanced symmetrically on the spinner
* Recall,the class of microstrip employed here demands that the ietali- 
zation on the ground plane be intact after the etching process. 
Achieving this was a bit tricky as it is seen here.
** It is necessary to stop people coming and going from the room when in 
use.
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(PRECIMA model used) by means of a vacuum suction. However, from 
experience, it is necessary to reinforce the stability by means of 
sellotape. This prevented the substrate from falling off due to 
centrifugal force when the spinner is in full swing. Two pieces of 
sellotape, each about 2 - 3 mm wide (depending on the substrate area) 
were attached symmetrically on the sides or ends (which ever symmetry is 
more practically convenient) of the substrate. By cutting of sufficient 
lengths the other ends of the tape were then secured firmly to the side 
wall of the spinner. Nevertheless a guard ring is used to prevent the 
substrate from spreading the resist around and/or from damaging should 
it fall off from the spinner. The edges were then carefully cleansed of 
any resist that might have spread and stuck to them from the coated 
surface, using clean cotton bud dipped in acetone.
The spinning speed, 3000 revolutions per minute (rpm), was then set, and 
the suction pump switched on. Three drops of the photoresist were placed 
in the centre of the substrate by means of the pipette. The spinner was 
then switched on, and let to spin at this speed, for 60 seconds.
If the coating is uneven, drops of acetone are allowed to fall on the 
substrate, still sitting on the spinner, for washing, and then spinned 
to dry. The process is repeated until eveness is achieved. The 
sellotapes were removed, using tweezers. If any portion of the coating 
on the other side is off, that part is recoated as described earlier.
The dry substrate is then baked in the oven at the uniform temperature 
of 80° C for 20 minutes, placed on a clean piece of filter paper*.
It was then brought out to cool to room temperature. Meanwhile the oven
6
temperature is raised to 120 C, the post-esposure temperature.
The substrate, with the surface on which to define the circuit pattern
* When in doubt whether the two surfaces were equally dry,the'less’ dry 
surface is faced up to prevent the resist hardening onto the paper.
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facing up, was then held, by means of sellotape, onto a fitting area 
marked out on a clean sheet of graph paper, (to help ensure correct 
alignment). The surface was then covered with the mask, (which must be 
dry, and free from dirt and finger print), ensuring proper alignment. 
(The mask is pressed down on the substrate by means of sellotape. Better 
contact was ensured by placing a very clean dry piece of transparent 
glass of an area that at least covers the substrate on top of the mask.) 
The masked substrate is then exposed to ultraviolet (UV) light for 15 
minutes, using an UV lamp balanced at about 20 cm above the substrate. 
(The Radio Spares, UV Exposure Unit No. 555-279, 350 nM was used).
(Protective eye glasses are worn!)
The substrate is then developed (the solution has been prepared) for 
about 30 seconds with continous agitations. (The image should appear is 
about 3 seconds of development and the development was normally 
completed in 20 seconds.) The substrate is then washed thoroughly with 
distilled water (to avoid unwanted resist remaining on the surface), 
blown dry with clean air pump, and monitored under the microscope to 
ensure that no unwanted resist remains. It is also checked if a good 
image is formed. If not the appropriate steps are repeated.
If the image is satisfactory, the substrate is baked at a temperature of 
120° C for 30 minutes. It is now reading for etching.
CAUTION;
(i) Exposure to UV light soon after the pre-exposure baking is 
recommended.
(ii) The developer should be renewed after about 3 - 4  times of usage.
(iii) The baking temperatures, 80° C pre- and 120° C post-exposure 
temperatures are critical, and the duration uncertainty^ 1 minute. Over 
baking caused the substrate to curve!
(iv) Always cover the resist container, else the resist hardens. 
ETCHING; The etchant used was the CIRCUIT ETCHANT, made by Benbridge. 
It was bought from Basic Electronics, High Street, Guildford, UK.
Before etching started it was checked and ensured that the ground plane
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was completely coated with the resist, (and let to dry if applicable).
The etching solution was prepared by mixing with vigorous stirring, 
using a clean glass rod, one part of the etchant and one part of 
distilled water, 50 mis of each. (Remember:Acid into water ~ the 50 mis 
of the etchant is added into the 50 mis of water. Also protective 
gloves were worn.) The etching process took place in the fume chamber.
The substrate is lowered, into the solution, keeping it as upright as 
possible, employing plastic tweezers. (It is advised not to let the 
substrate lie flat in the solution). Best results were obtained by 
heating (to about 50 C, not critical) and continous agitation. Etching 
time depended on the strength of the solution, and level of agitation, 
on the average it was 20 - 25 minutes using fresh solution. To minimise 
etching undercut, the etching was regularly monitored, by bringing the 
substrate out of the solution and examining visually the extent of etch, 
and stopping the process as soon as the process was completed. If 
etching undercut is not prevented the effect is that the characteristic 
impedance of the line, a function of strip width and substrate hight, is 
no longer what it is designed to be.
Finally the substrate is washed with distilled water, then with acetone 
to remove the photoresist. It was then left in ultrasonic bath for 
about 1 minute, for finer cleansing.
An Important Caution?: The (used) etchant solution is an industrial
waste, and should be disposed of safely. It was poured into a big 
chemical jar for later disposal. Under no account should it be poured
down the (laboratory) sink.
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Susceptance, and the Open and Short Circuit Termination Input Admittance
It was stated in equation 2.15 of (Page 27) of the main text that:
Y X = Y + (JB)2* - j*b Vs .....................................A2.2i(2.15)
1 C p
where Yo is the characteristic admittance,
1 =  X c  ♦ Ysc; Ys = Yc ♦ Ysc, B is the susceptance of the connector.
Y c and Ysc are the open and short circuit termination input admittance
respectively. The derivation of this equation, A2.2i, (2.15) is 
presented.
APPENDIX 2 . 7
x
Fig. A2.2.H Connector-Microstrip Admittance Configuration 
In general X - X a ^ i  tanh/t^ !  ^/o + ^tanhfL) =f^tanh^» for
= K 1 + ) + tanhr9=j i ^ S L
^-termination
For lossless line, (as was used here), the equations reduces to:
X. = * and = -jcot/^A* for open and short circuit
terminations respectively. For the configuration aboVJgj, and using a 
lossless connector of susceptance B, then X,c (= /L ) = jB + j ^ t a n ^ X  and
7 s c (=/l )= jB - j/cotf^X
Thus yp= y , c 7 s c  = (jB + j /ftan^l) «(jB - j^cotJ^X)
= (JB)2* + y 1 + jB(j/tanf^X- j/cotf^i-)
= (jB)r + y /  + jB(jB + j/tanl j ^  + jB - j/0 cot/^X- 2jB) 
= (jB)^ + y Y  + jB(X>c + /sc - 2jB) 
x = Y0 + jB(X,c + /sc) - (jB)2"
Lo. ~X(JB)Z ~ iB^s
\
or
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•APPENDIX 3.1 
thi_Cofflion_iIictrQde_of_a_2»Port_Niti5oiFk
The characterization of FETs, (and other 3~terminal active networks) in 
terms of S-parameters is mainly carried out in the 2-port topology. As
stated in the text, this means that one of the electrodes becomes common
to the other two. This common electrode may not be adequately
connected to ground. In other words it may have a finite impedance, the
effect of which is likely to depend on the electrode. However, if this 
finite impedance is known, the desired 2-port S-parameter can be 
evaluated in terms of the measured value and the impedance. Wood [65 ] 
has stated the expressions for the transformations. The inverse
transformations are derived, here.
tv, "2 1 z '2 'r h ii
~Z 1 v ^
X
t V,
(a) The Topology (b) The Z-Parameter Representation
Fig. A3.1: A2-Port Network with a Feedback 
Element, "jy, in the Common Electrode
If the network is characterized by 
reference to Fig. A3.1, that:
_  / / — 
Z Z ,U 12-
z'„ 4
It is readily seen.
I. Z + I Z + (I + )ZC = V, = Z' I + V  I..I f  i- IX I tL F I M l  12- 1.
Similarly I Z-, + I Z + (I + I )Zr = V = Z’l + Z' I .
2-2 i A| I x F X. 2, I X-L x.
Consequently V  -
r 11 z ni j. *1 n K
4* V
-zi V2-J s + zc K +
. .A3.1(i) 
,A3.1(ii)
.A3.l(iii)
Using the relationship between S- and Z-parameters, given in Appendix
is the desired set of DUT S-parameters,3.2 below, then if S = 
it is easily shown that
S S
ii  r i
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Z* = Z. + zr = ((1 + S )(1 - S ) + S S + DsZ. )/Ds,
I/fJ 1 Ftj v H 2z 'x J-
zi!m = <2Sii+ DsZp )/Ds; Z ^ |  = (2S2( + DsZf >Ds and
Z* = f(i + SJ(1 - S ) + S S + DsZr)/Ds, where the subscript N de-tar/ \ n  it u  5a/ r/
notes normalised with respect to Zo,e.g.,Z^ = ^/Zo, Z’^ = Z(* /Zo,etc.
Ds = (1 - Sj( M l  - S jj - S^S^( . Then using those values of the new
Z-parameters, the Z’s, and the conversion from Z- to S-parameters it can
be shown, after some algebraic manipulations that the measured
S-parameters are:
s, + 2a13 -  (S., + s ) -Aj s., +|£ fi - <sa + &,,) -  Al
S ' = !1 g •=- ^ ^ . .A3, liv
11 l + ?£S|2 - g s ]  ~J DENOM
S t  [1 - (S + S ) + V Zb ,
S ’ = dL-    /*-....................   A3.lv
a  DENOM
s + [i - (s + s ) +
s.; = -ii   t r . .......... ................... .A3. ivi
1 DENOM
S7 + [1 - <S + s ) - V2r„
Sx’ =    Z ............................... A3. Ivii
A DENOM
where: DENOM = 1 + ^  [_2 “£[S]J , A  = S(< S^ - S /L S^, and
Its] = S (( + slv+ Sa|+ s12.
Clearly, it is seen that if Z , - 0 (which should be the goal in
r
practice, since it is rather difficult to know Z^ a priori) then the 
measured and desired device S-parameters for that particular topolofy 
are the same.
Tlie transformations apply to all the three possible (common- 
source, Drain and Gate) configurations, (ii) The above transformations 
are bilinear, thus the inverse transformations, which give the desired 
S-parameters S13 in terms of the measured S£j , are easily obtained, by 
interchanging Sf and and replacing by-Z^. The new resultant 
expressions areJ identical to those obtained by Wood C65J. (iii) By 
setting ZPh = i.e., 2^ = Zo, we obtain the appropriate 4, out of the
9 elements of the corresponding 3X3 matrix. And as demonstrated in the 
text the remaining 5 elements are readily obtained by employing the 
properties of 3X3 5-matrix: Sum of any row = Sum of any colum = Unity.
Consequently the other two 2X2 S-matrix can be calculated. (iv) If the 
S-parameters are known, then equations A3.liv and/or such that IS’ ! 
and/or (S^J >>1, a necessary condition for oscillation to occur. 1
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Tab 1 e^efDenvers i en-betweeB._S"_.and_B-, y-, h-parameters
( ” — — - - 
s-parameters in terms of ! h-, y-, and z-parameters 
h-, y-, and z-parameters ! in terms of s-parameters
<z„ - l)(z„+ 1) - z„z*,
CH — ---------------  . .
_ (1 + S||M 1  - + s,A i
" (*„+ 1 X 8 U +  o  - z^z^,
2Z|q_
s = —------ ---- ----
" <> - sn)(1 - V  - V x ,
2sii7. -
11 <■„ + l X z „ +  1) - W , |  
2zz,
* (1 - ■„>(! - s,J - s(S S| 
2s x,
U  -V * |
_ <Z „ + l) ~ V o ,
*  d  - V (1 - s j  -
(1 + SjlX l  - S n) * slxsa,
«  <z(| + l)(z^+ 1) - zBzx| j ^  (1 - sw )(l - s„) - ___
_ _ (l - y„xi ♦ yl%) * „ = (1 + v (1 - V  + SA
! 11 (1 + y. M l  + y ) - y y„i /f 7a. /I. 2/
-2yn
11 (1 + s )(1 + s ) - s sl( «. It *•/
-2s,
y - 1**-
! Iz ( l + y ) < l + y ) - y y ,
1 II 2l /L A/
\ -2y
. ~ - w
,7“ (1 + s )(1 + s ) - s s/| 2i_ /t_
! ^ (i + y ) ( l + y . ) - y y
! - .  _ (i * v u  - y2 + v * ,
Vs' <> + S„ I H  ♦ ^  - V h  
<1 ♦ 8 M l  - s j  ♦ V , ,
r ix « ♦  v (l * ^  (1 + sj(l + s ) - s s,>J 12- 2-.I
i _ _ (hH : i » v  i) h = (1 + slt X I  + V  - s(A|
* (1 - V (1 + « a >  + V z ,
2s,Xh
“a <h(( ♦ i»(hi 2 + 1) - hah a/
. . _ 2hx-
(h., + lXh, + 1) - h hM /j, <*l
-2h
s - '
, 11 (1 ■ V (1 + S2J> + V * ,
; h . '2s»i. .
*  <h|( + l X k tt* 1) - h,hJ( 
<1 + h H I  - h. ) + h h
c = « ^  4
i 2| (1 - s„)(l + s2l) + s(1sAj
! (1 - s.J(l - s„> - sasa 
! h =
! * <h„ + l K h ^ t  1) - h,vh 3| ! <! - V (1 + V  + s,^
NOTE; The z-, y-, and h-parameters used above are normalised to Zo, thus 
the actual value is the normalised value XZo.
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ln teris of the DUT Circult Elements
APPENDIX 4.1
The development of the equivalent circuit model has been discussed in 
the text. The derivation of the appropriate immittance parameters in 
terms of the circuit elements is presented below. The equivalent 
circuit model is repeated here, Fig. A4.1a, for convenience. From the 
circuit configuration, the circuit is better analysed in terms of 
Z-parameters. The corresponding S-parameters are derived from the 
Conversion Table, gives in Appendix 3.2.
A more usuful form of the circuit, at least for the purpose of the 
analysis here, is given in Fig. A4.1b. The correspondence is readily
seen, in particular Z^ = -j/WCgs, Z^ = 
depicts the 2-port Z-parameter network.
 j |.
f IcuT I 
AAAA1'— f'tTrx,----©
-j/WCo, etc., Fig. A4.2
“*!/»-A
(a) (b)
Fig. A4.1 Equivalent Circuit Model
Fig. A4.2 A Schematic 2-Port Z-Parameter Representation of the Model
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Adopting Z-parameter analysis technique, it is seen from Fig. A4.2 that:
vin = Z !,*!». + Z|iV and V° = ZS,V * V o  ..................................A4' 1S
and with reference to Fig. A4.1b, let I0 = 0, then:
V25= 0, hence = VD............................................ A4.1ii
and h  = h , = v  h  = V  GfflV^ + V .......................... M -niI
with respect to (WRT) A, it is seen that:
v„ =  w z, + + w  z3 ..................................... A4-liv
h  -- h * h r  v z*6m + ° + V or V = V 1 + zxGm) A4-Iv
I (Z^ + in ) = I Z + I Z which simplified to
h h *  \ l r  V V  zi + %■>.................................... A4-lvl
Solving equations A4.lv and A4.1vi for I and I , one obtains:
I ^ =  In(Z3+ l ^ )/ k { l ).............................................. A4. lvii
and 1^ = Iin[A(Z) - <Z3 + Z^Hl + Z^Gm)lA(Z)...................... A4.1viii
where A(Z) = Z ^ +  Z^ + Z ^ +  Z^Z^Gm + 2^ Substituting the value of L,
into A4.1iii, and simplifying one gets:
vAv= V z, + z  ^ + <z r + V (Zj + Z^)/A(Z)3 or:
z/; = V.a/I,h = Z , + ^  + (ZL + Z^ )(Z3 + Z^ / A <Z>.................... A4*lix
And WRT ffode B, (and recalling Ip = 0) Vo = I^Z^ + IjnZ^  , which, by using 
the value of 1^, derived bn equation A4.1viii, gives
Vo = I,V(Z^[A<Z) - (Z^+ Z )(1 + Z^Gm)]/A(Z) + Z^).................. A4.1x
or Z ^  = Vo/I,Jl0^o = Z^ + Z6 - Z^(l * ZAGm)(Z3 + Z^)/A(Z). A4.1xi
Similarly, by letting I =0, and following similar procedure as above 
it is easily shown that: Z ^ =  Z^ + l 4 + Z^(Z^+ + Z^  )/B(Z)... .A4.lxii
and Za = Z^ + Z Z  ^  + Z^)/B(Z)................................... A4.2xiii
where B(Z) = Z^ + Z^ + Z^ + Z^ + Z^Z^Gm = A(Z).
NOTE^ The Z-parameters derived above are not normalised. Thus they must 
be normalised, WRT Zo, the characteristic impedance, when converting 
them to the corresponding S-parameters.
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other words the consistent Rf levels to measure S/(/S^ and S ^ / S .
tiViilsaIaE»I8i»Miiiurii|ftLii_ihi.gu|gu|ll.g|rifflittEix-l-^i—
One of the problems in LSSP measurements is the question of the correct 
device Rf environment for the input and output port measurements, in
This
problem becomes more acute when there is a significant non-linear 
behaviour between the output (drain-source) and the input (gate-source) 
ports. However, if the Rf environment at the drain when the gate is 
excited can be simulated, then that Rf level is the correct level to 
drive the drain port for the measurements of S2xand Sf2. This Rf level, 
in terms of the gate port drive level, is derived below.
The DUT S-parameters are measured in a 50 ohm system. By definition, 
and reference to the figure above, we have:
The transducer power gain, GT“ = jS^T = |^|Z = I***......... A **
i.e., V-^ref = S^jVinc ...................... ............. .........A.2
Without loss of generality, when SJ(/S^ is being measured a^ = 0. 
Therefore, V* = V^ref under this condition. Hence the Rf environment in
which the DUT finds itself when S, /S, is being measured is:
If A l
= Vr^ref = S^-Vincj... .A.3
Therefore, for consistency, this is the Rf level at which the drain port 
has to be driven for the measurement of S^/S . The equivalent incident
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Rf at the drain port is: Vincz = V^/(l + S^)...................... A. 4
And using equation A.3, one obtains: Vincz = S^/(l + S2I) ^ VinCj ...A.5 
But if Pinc^in the incident power in Watts (at the gate) during the 
measurement of /S^, then from definition Vinc^ = / 2Pinc^* Zo. Thus 
Vinc^ = S^ j/(1 + Si2) *]2Pinc-Zo .....................................A.6
Similarly Pinc^, the required incident power at the (drain) port for the
2.
measurement of S^/S^is: Pincz = Vinc/2£o........................ A.7
Or, using A.6: Pincz = jS^-Pinc^/] (1 + S^)]^.................... A.8
There is a snag here: S^is one of the parameters being measured.
However, in practice the small signal value of S2Xis used in this
expression, thus Pinc^is uniquely determined, since %  has been measured
And Pinc^ and Pinc^ are respectively incident Rf 
power levels for the measurement of S^/S^ and S27/Sl l i f  the S]{, S/L , S^
and S^are to form a consistent set. The use of S ^  small in equation 
A.8 is justified by noting the small signal S does not very much with 
VGS at a given frequency, and VDS. And the experience here was that S ^  
was rf-independent. Nevertheless this expression for Pincz is very 
useful when S^/S^ are Rf dependent. In particular it avoids the use of 
two Rf sources which Mazumder and Puj'ie [923 method entailed.
at a chosen Pint^
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Derivatien..ef..fcfc§.1 Avtrspi.da|§ .GU£pB|.ifl.|tgis 
of~hfl'"Tnltlal""anjTTTna 1 VGS. VGSO and VGSN# 
and__the Gate Biai Liiiting Registorj. RGS
The self-limiting action of the circuit has been explained in the text. 
The derivation of the effective gate current, in terms of the shift in 
the operating VGS and the effective limiting resistor is presented here.
The gate bias network, and equivalent circuit at Rf frequencies are 
given in Fig. A5.1a and b. Fig. A5.1c depicts the effective limiting 
resistor network.
APPENDIX 5.1
o~
(Mfl-
Fig. A5.1 Gate Bias Network
It has been argued in the text that the only reason the voltage at A can 
become more negative is for dc current to flow from the gate bias 
supply, VGS.
This 'dcf current, clearly is given by:
lav = (.(VGG - VGSN) - (VGG - VGSO)) /RGGwhere RGG' = 1K»I \ ffifiL or 
I (VGSO 0 VGSN)/RGG’ = ((VGSN'j - !VGSO!)/RGG*
since VGSO, and VGSN < 0. . ._IQv .=, fAVGS]/RGG*.
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