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Aggarwal, Banks and McClrtrnroch [l] h ave defined and solved a general 
problem of invariance in linear systems. In this paper, an effort is made to 
define the concept of invariance in the case of optimum linear estimators and 
necessary and sufficient conditions are derived for the same. 
Consider the problem of obtaining the minimum variance estimate of x(t) 
from noisy observations. Let x(t) be described by 
k(t) =F(t) x(t) + G(t) W(t) (1) 
and the observations by 
Z(t) = H(t) x(t) + V(t). (4 
It is assumed that the input W(t) and the measurement noise V(t) are white, 
zero mean with covariances Q(t) and R(t), respectively, and that they are 
uncorrelated with each other and with the random variable x(t,,). The opti- 
mum linear estimator is given by [2], 
i(t) = [F(t) - K(t) fqt)] g(t) + K(t) -qt), 
44J = w-4~0)19 (3) 
and 
K(t) = P(t) W(t) R-l(t), (4) 
where P(t) is the error covariance matrix E{Ji;(t) Z’(t)} and 
P(t) = F(t) P(t) + P(t)F’(t) - P(t) W(t) R-l(t) H(t) P(t) 
(5) 
+ G(t) C?(t) Q-(t), 
with P(to) = PO as the initial condition. 
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Suppose the differential equation describing the signal process is changed 
to 
a,(t) = [F(f) + E(t)] xl(t) + G(t) a;(t) (6) 
and that the covariance of WI(l) is Q(t) + s(t). 
The observations are now given by 
q(t) = H(t) x1(t) + V(t). (7) 
For obtaining the optimum estimate, F(t) in (3) must be changed to 
F(t) + E(t) and the gain K(t) has to be recomputed. However, if K(t) is not 
changed, the estimator equations become 
&(t) = [F(t) + E(t) - K(t) WI 4(t) + fw -G(t). (8) 
Let PI(t) be the corresponding error covariance matrix. We now consider the 
problem of obtaining conditions on E(t) and q(t) under which the error 
covariances remain unchanged. 
PARAMETER INVARIANCE 
DEFINITION I. The estimator is parameter-invariant over the interval 
[to , T], with respect to the transformation of the matrix F(t) into F(t) + E(t) 
if, for each initial error covariance P(t”) = P,, and t E [to , T], 
with q(t) = 0. 
DEFINITION 2. The estimator is weakly parameter-invariant over the 
interval [t, , T], with respect to the transformation of the matrix F(t) into 
F(t) + E(t) if, for each initial error covariance P(tJ = PO , 
with q(t) = 0. 
I“ P(t) dt = f- PI(t) dt, 
to tcl 
SIGNAL INVARIANCE 
DEFINITION 3. The estimator is signal invariant over the time interval 
[to , T] with respect to change in Q(t) to Q(t) + q(t) if, for each initial 
P(t,,) = PO and t E [to, T], 
w> = PI@>, 
with E(t) = 0 in (6) and (8). 
Weak signal invariance may be defined similarly. 
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SIGNAL AND PARAMETER INVARIANCE 
DEFINITION 4. The estimator is simultaneously signal and parameter- 
invariant over the time interval [to , T] with respect to the transformation of 
F(t) into F(t) + E(t) and Q(t) into Q(t) + q(t) if for each initial I’(t,,) = I’,, 
and t E [0, T] 
P(t) = PI(t). 
Weak simultaneous signal and parameter invariance may be defined 
similarly. 
THEOREM. A necessary and su.cient condition for the estimator to be 
simultaneously parameter-invariant and signal invariant on [to , T] is that E(t) 
and q(t) must satisfy 
E(t) P(t) + P(t) E’(t) + G(t) q(t) G’(t) = 0 (9) 
on [to , T], where P(t) is a symmetric matrix which satisfies (5). 
Proof. Subtracting (8) from (7), the differential equation for the new 
error .Zl(t) becomes 
9, = [F(t) + E(t) - K(t) H(t)] Zl(t) - K(t) V(t) + G(t) WI(t). (10) 
The differential equation for the new error covariance matrix Pi(t) can be 
derived from (10) easily and is given by 
&(t> = P(t) + WI pdt) + pdt) VW + WI’ 
- P(t) H’(t) R-l(t) H(t) P1(t) - P1(t) H’(t) R-‘(t) H(t) P(t) (11) 
+ p(t) H’(t) R-l(t) H(t) f’(t) + G(t) Q(t) Q(t) + G(t) q(t) G’(t). 
Substituting Pi(t) = P(t) in (11) and subtracting the resulting equation 
from (5), we get 
E(t) p(t) + p(t) E’(t) + G(t) q(t) G=(t) = 0 (12) 
as the necessary and sufficient condition for simultaneous parameter and 
signal invariance. 
COROLLARY 1. A necessary and su..cient condition for parameter invariance 
is 
‘w) = w w, (13) 
where S(t) is any skew symmetric matrix on [to , T]. 
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Proof. Substituting q(t) = 0 in (9) an o d b serving that P(t), being covari- 
ante matrix, is positive definite and hence invertible, the result follows easily. 
COROLLARY 2. A necessary and sujicient condition for signal inaariance is 
G(t) g(t) GT(t) = 0. (14) 
In any of the above results, we may replace “necessary and sufficient” b!- 
“sufficient” if “invariance” is replaced by “weak invariance.” 
APPENDIX: A COMMENT ON “INVARIANCE IN LINEAR SYSTEMS" 
The results in Ref. [l] can be rederived using a straightforward procedure. 
For easy reference, the problem is restated below. 
The system is characterized by the equation 
d.(t) = A(t) x(t) + u(t), x(0) = x0 (Al) 
The perturbed system is described by 
4(t) = [A(t) + WI xl(t) + b(t) + W 642) 
The system performance for the systems (Al) and (A2) is defined to be 
simultaneously signal and parameter invariant over the time interval [0, T] 
with respect to the transformation A(t) to A(t) + E(t) and u(t) to u(t) + e(t) 
if, for each initial state x(t) = xl(t) = p E R* and t E [0, T], 
VT, P, t) = Y,(T, P, t), (A3) 
where 
and 
Y(T, P, t) = s; 47, P, t) Q(T) 47, P, t) dT (A4) 
YdT P, 4 = j: x~‘(T, P, t) P(T) 47, P, t) d, (A3 
where x(7, p, t) and x1(7, p, t) are solutions of (Al) and (A2), respectively, 
as functions of 7 such that 
x(6 P, t) = x,(t, P, t) = P. 646) 
It can be seen by substituting the solutions ~(7, p, t) and xr(~., p, t) of Eqs. 
(Al) and (A2) with initial conditions (A6), (A4), and (AS), respectively, that 
Y(T, p, t) and Y,(T, p, t) should be of the form 
w P, t) = P’WP + PW + s(t) (A7) 
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and 
Yl(T, P, t) = P’PIW P + P’U + m W) 
for some P(t), PI(t), r(t), rr(t), s(t) and s,(t). D ff i erentiating both sides of (A7) 
with respect to t, we see that P(t) is a symmetric matrix which satisfies 
W) + p(t) A(t) + A’(t) fv) + Q(t) = 0, P(T) = 0, WI 
r(t) and s(t) are n-vectors satisfying 
t(t) + A’(t) r(t) + 2P(t) u(t) = 0, Y(T) = 0, (A9) 
and 
i(t) + y’(t) u(t) = 0, s(T) = 0. (AlO) 
The above procedure can be repeated for (A8) also. Finally, in order that 
Y(T, P, f) = Y,(T P, 4 
for all p E Rn and t E [0, T], it is necessary and sufficient that 
PI@) = w, r(t) = r&>, s(t) = s&). 
Hence the result of Theorem 1 in Ref. [l]. 
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