ABSTRACT. We consider the stability of planar localized equilibrium solutions of a chemotaxis model equation with growth term, which describes aggregation of biological individuals. Assuming that the diffusion and chemotactic rates are both very small compared with the growth rate, we introduce a small parameter, say £, into the equation. The asymptotic form of the eigenvalues with respect to the parameter, which is essential to determine the stability for the linearized equation, can be obtained by using singular limit analysis as e ^ 0.
Introduction
It is known that the movement of some biological individuals is affected by an acute sense of smell which conveys information between individuals or groups. One typical example is chemotactic movement which is the process by which biological individuals aggregate by moving preferentially toward higher concentrations of chemotactic substances [1, 6] . Recently, Budrene and Berg [3] have shown experimentally that the bacterium E. coli exhibits complex two-dimensional spots or stripe patterns by the interplay of diffusion, growth, and aggregation in response to the gradients of attractant (aspartte) . To analyze the spatial pattern formation caused by the interdependence of these characteristics, we propose the following chemotaxis model equations with growth term: £-= d u Au -dV{u ■ Vx(t,)) + /(«), where w(r,x) and v(r,x) are, respectively, the population density and the concentration of chemotactic substance at time r and position x G 0 C R 2 . A and V are the Laplace and the gradient operators with respect to x. d u and d v are the diffusion rates of u and v, respectively, and /3 and 7 are the production and degradation rates. SVx(v) is the velocity of the direct movement of u due to chemotaxis, which generally satisfies x'(v) > 0 for v > 0. Ford and Lauffenburger [8] summarized some plausible functional forms of x(v). In the absence of the growth term f(u), (1.1) is called the Keller-Segel model [13] , which describes slime mold aggregation. As for the growth term /(u), several forms are proposed (see Murray [18] , for instance). Here we consider the case of the bistable type, /(0) = f(u) = f(u) = 0 for some 0 < u < % f(u) < 0 for 0 < u < u, f{u) > 0 for u < u < % and /'(0) < 0, f(u) < 0. This includes the effects of intraspecific competition and cooperation.
From the biological view point [2, 3] , we are concerned with (1.1) when (i) the migration of individuals by diffusion and chemotaxis is slow compared with the diffusivity of the chemotactic substance and (ii) the movement of individuals is mainly due to chemotaxis. We thus assume du 8
^u < -r < 1 d v and that there is a small parameter e such that where \im\ x \_> 00 (uo(x, y) , Vo(x, y)) = (0,0). Recently, Furuya and Yagi [25] have shown the existence of the global solutions of (1.2)-(1.5) when the space dimensions n = 1,2. When J 0 f(u)du > 0, by using an approximate equation of (1.2)-(1.5) as the limit e I 0, which we call a limiting system (see (2.5) ), it is shown in [15] that there is a 1-dimensional symmetric localized equilibrium solution to (1.2), (1.3), (1.5) , which means an aggregating pattern, due to the suitable balance among diffusion, chemotaxis, and growth. The 1-dimensional equilibrium solution can be extended uniformly in the y-direction in fi^, and it is obvious that this solution is also an equilibrium solution of (1.2)-(1.5) in O^, which we call a planar equilibrium solution in fit. We study the stability of the planar equilibrium solutions depending on the form of x( v ) as well as on £ > 0 and k > 0. It is numerically shown in [15] that, for x( v ) = v i the solution is always stable for any £ > 0, and for xiv) = sv 2 /(s + v 2 ), its stability changes depending on the values of £ > 0, k > 0, and s > 0.
Motivated by these numerical results, we study the stability of planar equilibrium solutions of (1.2)-(1.5) for sufficiently small e > 0.
Let us state the definition of the stability of the planar equilibrium solution of (1.2)-(1.5) in Qi.
Definition. The planar equilibrium solution of (1.2)-(1.5) is stable with shift if and only if the spectrum of the linearized operator around the solution contains a simple zero eigenvalue and the remaining spectrum is contained in a closed angle lying in the left half of the complex plane (see [9, 22] , for instance). Unless it has a nonzero spectrum point with nonnegative real part, the solution is unstable.
The aim of this paper is to determine the distribution of eigenvalues since they play an essential role for the stability of the equilibrium solution. We first show that eigenvalues which do not satisfy the condition (5.7) are all in the left half of the complex plane and away from the imaginary axis (Proposition 1). Therefore, it is important for stability to show the distribution of the other eigenvalues, which we call critical eigenvalues. To do that, we consider the limiting system of (1.2)-(1.5) as elO.
In Section 2, we introduce the limiting system which is derived from (1.2)-(1.5) as e i 0. In Section 3, the existence of 1-dimensional symmetric equilibrium solutions of (1.2)-(1.5) is proved for sufficiently small £ > 0 (Theorem 1) by using singular perturbation methods. From the limiting system (4.1) as e I 0, in Section 4, we obtain the ordinary differential equations (4.2) which the Fourier components of the disturbances for the planar equilibrium solution satisfy. In Section 5, by using the SLEP method [19, 24] , we show that the asymptotic form of critical eigenvalues of the linearized problem of (1.2)-(1.5) around the planar equilibrium solution equals the coefficients of the ordinary differential equations which are obtained in Section 4 (Theorem 2). Though we should say that the planar equilibrium solution of (1.2)-(1.5) is stable with respect to discrete spectrum if all eigenvalues of the linearized problem have negative real part except for a simple zero eigenvalue, we simply say that it is stable. It follows from Theorem 2 that when the width £ > 0 of the strip domain becomes 0(£2) for sufficiently small £ > 0, the stability is determined by that of the 1-dimensional equilibrium solutions for the limiting system in Section 6 (Corollary 2). On the other hand, if £ > 0 is suitably large, the stability of 1-dimensional solutions is not necessarily inherited by the planar solutions, which depend on the form of x(v) as well as the value of k > 0.
Some function spaces are needed in this paper:
iJ-^fi) EE the dual space of fl" 1^) ,
and Cc U (^)-sense means the uniform convergence on any compact subset of ft with respect to C n (n)-norm where R + = (0, oo), p is a positive number, n is a nonnegative integer, and i7 n (fi) is the usual Sobolev space on ft.
Limiting system as s j 0
In this section, following [15] , we formally introduce the limiting system as £ | 0 for (1.2)-(1.5) in fi^, which gives the essential information for the existence and stability of symmetric localized equilibrium solutions. To do that, we use the transformation t = £T for (1.2). Then (1.2) is rewritten as
at If initial data are smooth, both the diffusion and chemotaxis terms of the first equation in (2.1) are small in comparison with j/(u), that is, the two terms may be neglected for a short time so that the first equation of (2.1) can be approximated by the ordinary differential equation ut = ^/(^)-Therefore, u(t, x, y) tends quickly to either 0 or 1. It turns out that after a short time, the space is partitioned into three regions: a region QQ where u is almost equal to 0, a region fif where u is almost equal to 1, and a "thin" strip region R £ which links fl^ and Qf. As e tends to zero, flg an d Of become formally Qo and fii where the value of u is 0 in QQ and 1 in Cti and the region R £ becomes a 1-dimensional curve r(£), which we call the interface (see Chen [4] , for instance). Subsequently, the diffusion and chemotaxis terms of u in (2.1) still can be neglected, and therefore u(t, x, y) approximately equals 0 or 1 depending on the region away from the interface, whereas the dynamics of v is approximately obtained by solving
where go(v) = -71;, ^i^) = 1 -7V, and
On the other hand, near the interface, a layer develops, so that the diffusion and chemotaxis terms are no longer negligible. Then these two terms will become large enough to balance approximately the reaction term ^/(w), and the difference of the magnitudes of each term is a driving force which makes the interface move. The motion of the interface will be determined by the equation dv dN where N is the outward unit normal vector on T(t) and K is the mean curvature at the interface (for the formal derivation, see [15] ). Here, c is the velocity of the traveling front solution w(x -ct) of the system 4) for which the velocity c is uniquely determined where c > 0 (resp., < 0) if / 0 f{u)du > 0 (resp., < 0). Moreover, if the initial interface is orthogonal to the boundary, then the interface moves so as to intersect the boundary orthogonally (see [4] ), that is,
where NQ means the outward unit normal vector on dQe. Integrating (2.2) and (2.3), we have
3)
The smoothness of v on the interface T(t) should be C 1 , that is, We call (2.5) the limiting system or simply the interface equation of (2.1). By solving this limiting system, the approximate solutions corresponding to the planar symmetric equilibrium solution of (1.2)-(1.5) for sufficiently small e > 0 are constructed in the next section. Using this approximate solution, we have the planar equilibrium solution of (1.2)-(1.5) for sufficiently small e > 0.
Existence of the 1-dimensional symmetric equilibrium solutions
In order to obtain planar symmetric equilibrium solutions, we only show the existence of 1-dimensional localized equilibrium solutions of (1.2)-(1.5) which are symmetric at x -0. To do that, we first consider the 1-dimensional stationary problem corresponding to (2.5) in R+. Put OQ = {# € R + | x > rj) and fii = {x G R+ | x < 77} with an interface point 77 G (0,00). The resulting problem is to find (77,^(0:)) which satisfies O^c-h/cx'^K, a = 77, 
3)
If there is an 77* > 0 satisfying #(77*) = 0, a solution of (3.1) is represented as (77*,7;(x;77*)).
Under this assumption, it has been shown that if c < 0, then there is no solution of (3.3), and if c > 0, then there is a k* > 0 satisfying c -2777^'(l^) -0 SUC ' :1 t^at there is at least one solution (77*, v(x577*)) of (3.1) for any k > k*. In fact, there is a specific form x( v ) f or which many solutions of (3.1) coexist (see [15] which is called a 1-dimensional symmetric equilibrium solution (v?(x),v 0 {x)) of (3.1) in the limit e I 0.
By using (^0(^), ^0(^)), we construct the 1-dimensional localized symmetric equilibrium solution of the problem (1.2)-(1.5) for sufficiently small e > 0. The equilibrium solution (ii(a;),i;(a:)) which is symmetric at x = 0 satisfies Using the singular perturbation method [7, 14] , we obtain The proof is given in Section 7. This theorem shows that (u 0 (x), v 0 (x)) and (Wo(4), cr*) are good approximate solutions corresponding to the equilibrium ones of (3.6), (3.7). We thus can construct the
We define the planar equilibrium solutions (u
) uniformly in the y-direction in the strip domain Q^ = R x (0, £) and similarly the planar equilibrium solution (u 0 (x, y), v 0 (x, y)) of the limiting system by extending (ti 0 (x),^0(a:)). We note that the latter solution is characterized by the interface positions {(±7/*, y) \ y G (0,^)} and v 0 {x,y). We now consider the distribution of the eigenvalues of the linearized problem around (u £ (xiy),v £ {x,y)) for sufficiently small e > 0. Before doing that, we study the eigenvalue problem around (u 0 (x,y) i v 0 (x,y)) in the limiting system as e j 0.
Singular limit eigenvalue problem
In this section, we consider the linearized eigenvalue problem of the limiting system (2.5) according to the argument used in the previous paper [15] . Let us consider the situation when the interface position F^. = {(±77*, y) | y G (0,^)} is perturbed to become r±(0) = {( ± 77* + Co"(2/).2/) | V € (0,^)}. Prom (2.5), the time-evolution of the interface curves T±(t) = {(± 77* + C ± (t,y),y) \ y G (0,^)} is described by
z-FW)
, 
2^/7T^ (4.2)-
We note that disturbances are divided into two types, that is, varicose ones (Co(y) = ~Co(y)) and zig-zag ones (Co"(2/) = Co"(2/))-Since the corresponding solutions satisfy CW = -CW and #(*) = Q(*), we may set C^ = C = "C^ and C^ = C = C« • Then (4.2)± lead to the equations for Q(t) and CK(^) which are described, respectively, by
Thus, one finds that the stability of the stationary interfaces F^. is determined by the signs of A V (K) and A
Z (K).
In the next section, we show that critical eigenvalues for the linearized problem (1.2)-(1.5) are given by the forms of
for sufficiently small e > 0.
Stability of planar equilibrium solutions
For sufficiently small e > 0, we consider the distribution of eigenvalues of the linearized problem of (1.2)-(1.5) around the planar equilibrium solution (u e (x, y),v £ (x, y)) in $}g. The corresponding linearized eigenvalue problem is given by
with boundary conditions w(-oo, 2/) = 0 = ^(00, y),
z(-oo,y) = Q = z(oo,y).
To solve that, we use the complete orthonormal system {y m }^= :0 in L 2 (0,£) where .3) m into the first one, we rewrite (5.3) m as
where We note that to solve the eigenvalue problem (5. Here, the boundary conditions (5.6) JV and (6.6)1) correspond to those for the linearized eigenvalue problem with varicose and zig-zag disturbances, respectively. Remark 1. By differentiating (3.6) with respect to x and using (3.7), one finds that (u%(x) 1 v^(x)) is the eigenfunction corresponding to the zero eigenvalue of (5.4)o with (5.6) D .
For the distribution of non-zero eigenvalues, we first show for any 0 < e < So and K > 0.
The proof of this proposition is given in Section 7. This proposition indicates that any eigenvalues not satisfying (5.7) are uniformly away from the imaginary axis in the left-half plane. On the other hand, the distribution of eigenvalues satisfying (5.7) is given as follows. The proof is given in Section 7. This theorem implies that the stability of the equilibrium solution is determined by the eigenvalues of the limiting system.
In the next section, we apply Theorem 2 to consider the stability of the planar equilibrium solution of (1.2)-(1.4) for some specific forms of x( v )-
Applications
For the stability of the 1-dimensional equilibrium solution, we know 
-i
The case when the width £ is not so small is not simple. The stability depends on the form of x(v). Figure 2 (ii), the solution corresponding to the lower branch is stable for any k > k and £ > 0 for sufficiently small e > 0 where k is the turning point of the branch. But, for suitable large fixed 5 > 0 and £ > 0, that is, the case of Figure 2 (i), when k decreases, the instability primarily appears with respect to zig-zag disturbances and secondarily appears with respect to varicose ones as in Figure 3 . We note that a similar bifurcation structure is demonstrated for a class of reaction-diffusion systems with activator-inhibitor interaction (Ohta, Mimura, and Kobayashi [21] ). 
Proofs
Here we prove Theorem 1, Proposition 1, and Theorem 2.
Proof of Theorem 1. We first construct a solution of (3.6), (3.7) in two subintervals (0,77) and (ry, 00) with the following boundary condition at x = 77:
(u(f7),«(!,)) = (C, a) (7.1)
where C and a are arbitrary constants to be determined later. In order to do that, we construct an outer solution of (3.6), (3.7) in (0,77) and (77,00) and an inner solution in a neighborhood of x = rj (see [7, 14] , for instance). We look for an approximate solution of (7.2) in the form
Substituting (7.3) into (7.2), we have When e tends to zero in (7.4), the second equation implies Vb^ = 0 so that Vo(£) = 0 by (7.6), and then the first equation of (7.4) is
where A = -fcx'^ofa^Oxfa)-By putting it follows from (7.5), ( A proof is in Hosono and Mimura [11] . Thus, we have obtained (E/o(£), Vo(£))• We next consider V^), which satisfies
Obviously the solution of (7.9) except for the boundary condition at £ = 0 is given by V2 (£) = -/^ ^ / s ^ ?7o(^) dtds in Rj-. In order that V£(f) satisfy the boundary condition at ^ = 0, we let 3), which is called the inner solution of (3.6), (3.7), (7.1) with the stretched variable We now construct the classical solution on (0,77) by using the outer and inner solutions. By the new variable y = x/rj, (3.6) is rewritten as
= £ 2 Uyy -ekuyx'(v)vy -eku{x'(v)vy}y + T) 2 f (u),
0 = %2/ + 7 7 2 (^-7^) 5 2 ,
x ye (0,1). (7.10)
We look for a solution of (7.10) with (3.7), (7.1) in the form
ix(y; £, 77, a) = uo(w) + Uo(r)(y -l)/e)6(y) + p(y), v(y; e, rj, a) = voiw) + ^^(viv -l)le)0(y) + q(y)
where ( We prove that there exists a solution (p(2/), <z(y)) by applying the usual implicit function theorem to P(t\ e, 77, a) = 0 and Q(t; e, 77, cr) = 0. We first note that the following six properties hold for small e P(0; e, 77, a) = 2er)Uo (9 
p-too
We look for a solution of (7.12), (7.13) on R + in the form
u(p; e, 77, a) = uo(p + 'n)-\-Uo{r}/e) + pirj),
v(p; e, 77, cr) = vo(p + 77) + e*V2(p/e) + g(p) (7.14) where (p(p),q(p)) is a remainder term with respect to small e. Substituting (7.14) with < = (p,g) into (7.12), (7.13), we have The boundary conditions are given by
Therefore, we will prove that P(t;£, 17,(7) = 0 and Q{t\ e, 77, a) = 0 has a solution (p(p)i lip)) by using the implicit function theorem, as usual. To do that, we show the following six properties with respect to P and Q for small e: Qp(0;£, 77,(7) = 1, dp 2 We note that P g (0;£:,ry,cr) = 0(5:2) for small e with respect to the L 1 -norm, and <2 g (0;£:, 77, a) is invertible. In a way similar to the proof of Lemma 4 in Hosono and Mimura [11] , we can show that P p is invertible. Thus the linearized operator of (P, Q) a t {p, Q) = (0,0) is invertible, so that the implicit function theorem implies that there exists a solution (p(p; e, 7/, cr), g(p; e, 77, cr)) of P = Q = 0. Therefore, (7.12), (7.13) has a solution of the form (7.14) on the half line R+.
Note that the solutions of the forms (7.11) and (7.14) for (3.6), (3.7), and (7.1) are continuous but not continuously differentiable at x = 77. So, we show the existence of functions rj(e) and cr(£:) for small e such that each solution on (0,77) and (77,00) is continuously differentiable at x = 77. By the form of VQ(X) 1 (7.11), (7.14), (3.4) , and (ii) in Lemma 1, we find that at a = cr*, 77 = 77*, and A = c, ) of the forms (7.11), (7.14) constructed on each interval becomes a solution of (3.6), (3.7) on R+. Therefore, the proof of Theorem 1 is completed. □ Next, we prove Proposition 1 and Theorem 2. To do that, we first consider the following two eigenvalue problems: For each problem, the following lemma holds.
Lemma 2. Let (T e (T £ ) be the essential spectrum ofT £ . Then cr e (T £ ) C (-oo,/'(0)] holds, and all eigenvalues of T £ are real and simple.
The proof of this lemma is in Coddington and Levinson [5] and Henry [10] , for instance.
Let {Cn}n>o, {Cb,n}n>o be the eigenvalues of the problems (7.16);v, (7.16)^ and {^nln^o? {0D,n}n>o be the corresponding orthonormal eigenfunctions, respectively.
By using the stretched variable £ = (x -r)(e))/s, T £ is rewritten as This lemma will be proved at the end of this section. Let Ai = {A 6 C I Re A > -min{/x, 7, b}}. We note that the constant 6 > 0 in Proposition 1 is determined by 8 -min{/x,7,6}. For A G Ai, we decompose Wm into two parts as follows:
ii; m = (r e -e 2 / 6 2 -A)- 1 Here the first term in the right-hand side means the projection of the space spanned by the eigenfunction corresponding to the principal eigenvalue Co 0 f T £ . By using Lemma 6, it is easy to show that (T e -A)t is a uniformly L 2 -bounded family of operators for A G Ai; more precisely, we have for some p > 0. By the argument in the proof of Lemma 6, we have Co -e 2^2 -A ^ 0. Substituting (7.17) into the second equation of (5.4) m , we have
Proof of Proposition 1. We prove this proposition by using the proof of Nishiura and Fujii [19] . Since the proof of Proposition 1 for the Dirichlet boundary conditions (5.6)1) is the same as that for the Neumann boundary conditions (5.6)^, we only consider the problem (7.19) with (5.6)JV. In order to do that, we introduce the following bilinear form associated with (7.19): 0 = -<*rn*,^>R + + -ZT-2-2-y ± <<#)^>R + For the real part of (7.21), it follows from (7.18) that where C is a positive constant independent of 0 < e < 1 and « > 0. Since ll^mlU 2 = 1? the left-hand side of (7.22) is larger than the right side as \e 2 K 2 + Re A| -> oo. This is a contradiction and therefore \e 2 for small e > 0. By using Corollary 4 and Lemma 8, we see that the left side of (7.21) is larger than the right side for small e > 0, which is a contradiction. □
SO -t l\i -
We thus find that there is no eigenvalue of (5.4) By Corollary 3, we have a positive constant C such that for small e > 0 where C is a constant independent on K. We first assume that K, is large to be 0(e~i) for small e > 0. Then, the following equation is obtained by (7.27 ), (7. 
There exists a unique solution rj^ satisfying ^"(O,^,/^) = 0 and ^^"(O,^,^) = 1. Since F^^T,*) is a real operator, there exists a solution r = r(£:, K) € R such that lim e^o ^(e, /c) = rjy and ^"(e, T(£:, K), AC) =0 for small e > 0. The above argument also holds for the Dirichlet boundary conditions. On the other hand, in the case lim e> j,o^^2 = 00, it easily follows from the above argument that lim^o r = -oo.
By using the same argument as given in [19] , it is easy to show that these eigenvalues are simple. Therefore, the proof of Theorem 2 is completed. □ Finally, we prove Lemma 6, that is, the principal eigenvalue Co 0^ T £ is not an eigenvalue of (5.4)o, (5.6). Assume that there exists a sequence e n > 0 such that If k n = 0, then z n = K 0 '<o n (T e » -Co")^8-^")^, which implies that ^ € ^2(R.+).
Since ||.fir 0 '<o n (T e » -CB")^8*^")!!^^^ = 0(e) for small e > 0, z n = 0 and u; n = 0, which contradicts the assumption that (w n , z n ) is the eigenfunction. If k n ^ 0, we set By Lemma 4, we have a = 0, that is, z*(x) = 0. This contradicts (7.38), so that the lemma is proved for (5.4)o, (5.6)JV. By using the above argument, Lemma 11 also holds for (5.4)o, (S.e)^. Thus, Co n ' ls no t an eigenvalue of (5.4)o, (5.6), so Lemma 6 is proved.
Concluding remarks
We have shown that the location of critical eigenvalues of the linearized problem around the symmetric planar equilibrium solutions (u £ ,v £ ) for (1.2)-(1.5) in the strip domain is determined by the eigenvalues corresponding to the singular limit eigenvalue problem obtained as e I 0. Particularly in the 1-dimensional symmetric equilibrium solution, Corollary 1 implies that stability is determined by the sign of -£-H{r)*). We emphasize that there is a close relation between the stability condition in the 1-dimensional domain and the matching condition (7.15) of the singular perturbation method, which already was pointed out for reaction-diffusion systems [12, 20] . Theorem 2 says that the analysis of the interface equation, which is called the singular limit analysis, is essential to show the stability of the equilibrium solution of (1.2)-(1.5) with small e > 0.
In this paper, we have considered the equilibrium solutions of (1.2)-(1.5) in the strip domain. We also know that for any k > 0, there is a planar traveling front solution under the boundary condition where (1,1/7) and (0,0) are stable constant equilibrium solutions of (1.2). The existence and stability of planar traveling front solution will be shown in a forthcoming paper [17] . The existence and stability of radially symmetric localized equilibrium solutions in the whole domain R 2 with the boundary condition lim (u(r, x, y), V(T, X, y)) = (0,0)
|(a;,y)|->oo
are also interesting problems. It is shown in [15] , [16] that the stability is revealed by solving the linearized problem of the limiting system. Numerical simulation suggests that the theorem corresponding to Theorem 2 holds, but this remains unsolved.
