Abstract
Introduction
Brain-machine interface (BMI) provides an alternate communication channel linking directly the nervous system with man-made devices, which enables the development of direct brain-controlled prosthetic devices. These devices can help disabled people to regain motor function through the use of prosthetic limbs or computer cursors controlled by neural activity [1, 2] . A typical BMI consists of four components: recording neural activity from brains, predicting motor parameters from recorded neural activity, translating the motor parameters into control commands of prosthetic devices and sensory feedback. Among them, the second component is a vital component of BMI, which is called neural decoding.
To effectively control the prosthetic devices, the decoding method should build a mapping from neuronal firing patterns to animal behavior as accurate as possible. A number of decoding algorithms have been suggested, including population vector algorithm [3] [4] [5] [6] [7] [8] , Wiener filter (WF) [9] [10] [11] [12] [13] [14] [15] . The method of Wiener filter assumes a linear model between neural activity and pressure, which may be too simple to model a complex relationship between them.
General regression neural network (GRNN) is a memory-based network that provides estimates of continuous variables and converges to the underlying (linear or nonlinear) regression surface [16] . Comparing with the methods under the assumption that the forms of the underlying density functions were known, GRNN allows the appropriate regression form to be expressed as a probability density function (pdf) that is empirically determined from the observed data using nonparametric estimators with no underlying assumptions [16] .
In this paper, we introduce GRNN into neural decoding and constructed a novel continuous neural decoder. The experiments show that GRNN can yield better performance than some commonly-used methods, such as WF.
General Regression Neural Network
X is the pattern of neuronal firing, and Y is the corresponding pressure on the lever. Ordinarily, a decoding model is to assume some functional form with unknown parameters between X and Y and approximate these parameters with training samples. Wiener filter , for example, assumes Y is a linear function of X. Such an assumption on functional form may limit the accuracy of the decoding model. GRNN frees it from the necessity of assuming a specific functional form, instead, it expresses the form as a probability density function (pdf) that is empirically determined by the observed data using Parzen window estimation [17] . Thus, the approach needs no underlying assumptions. Using   , f X y representing the joint continuous pdf of a random vector X and a random variable y , the regression of y on X is given by
However, pdf is not known in most situations, it must be estimated from a set of training samples. For GRNN, the estimation of y with X known is as follows:
Where  is called "smoothing parameter", n is the number of training samples, and p is the dimension of the vector x. And i y denotes the target value of ith training sample.
2 i D indicates the distance between X and the ith training sample i X .
Where i X represents the pattern of the ith training sample.
f X y replacing ( , ) f X y in (1) we get a predicted value for y given an arbitrary input vector X :
The resulting regression equation can be implemented in a parallel, neural-network-like structure shown in figure 1 [16] . As depicted, GRNN has 4 layers. The input layer accepts the input vector X and transfers it to the pattern layer, which is fully connected to the input layer. Each unit of the pattern layer represents a training sample and outputs the distance between the input and its stored pattern. In fact, each pattern unit processes the calculation of formula (3) between the test sample ( X ) and a training sample ( i X ). The summation layer contains 2 units, one is called the S-summation neuron, which computes the sum of the weighted outputs of the pattern layer (numerator of formula (4)); the other is called the D-summation neuron, which computes the sum of un-weighted outputs of the pattern layer (denominator of formula (4)). The output layer just performs the division between the output of the S -summation neuron and the output of the D-summation neuron. When the smoothing parameter  is made large, the estimated density is forced to be smooth and in the limit becomes a multivariate Gaussian. On the other hand, a smaller value of  allows the estimated density to assume non-Gaussian shapes, but with the hazard that wild points may have too great an effect on the estimation. It is necessary to select the width of the estimating kernel. A useful method of selecting  is the k-fold cross-validation method. The training data is divided into k subsets of the same size. Each time one of the k subsets is used as the test set and the other k-1 subsets are put together to form a training set. The procedure is repeated for k times. The average correct ratio across all k trials is computed, which is called the cross-validation accuracy. Then a grid-search is processed on  and we pick the value with the highest cross-validation accuracy.
In this paper, the performance of the decoding models is evaluated by two measures : correlation coefficient (CC) and signal-to-error ratio (SER). CC quantifies the linear relationship between estimated and actual pressure value, which is formulated as following: 
Where the subscript k indicates the index of the evaluated samples.
Experiments

Decoding results by GRNN model
In the GRNN model, the inputs consist only of neuronal information of the current time bin. In this model, only one parameter needs to be determined, the smoothing parameter  . As shown in figure 3. (a) , when  changed from 1.0 to 6.1, CC and SER of the pressure estimation both first increased and then decreased. As is depicted, CC reached its peak value when 1.5   ; SER reached its peak at 1.2.
Generally, CC evaluates the coherence between the real and predicted pressure; and SER evaluates the similarity. When  gets large, the model loses its detail quickly, but retains its trends for a relatively large range. That"s why CC decreases slower than SER in figure 2. (a) .
The estimation of GRNN with 1.5   is depicted in figure 2. (b) , where the dashed line represents the actual pressure and the solid line denotes the estimation. The data were from dataset 3 in table 1. A bin size of 100 ms is used in our experiments unless otherwise specified. This estimation is not good, with CC of 0.615 and SER of 1.657. There are two potential reasons, information loss and noise disturbance. In the GRNN model, only neural information of the current bin is used, whereas neural information of the previous bins may contain useful information for decoding. And multiple bins can reduce the effect caused by noisy bins. Therefore, firing rates of multiple bins before the current bin were used for decoding motor parameters, which could potentially improve performance of the estimation. 
Comparison st
In this section, the performances of the Wiener filter and GRNN are compared on neural decoding. The method of Wiener filter assumes a linear model between neural activity and pressure, which may be too simple to model a complex relationship between them. As shown in figure 3. (a) , the Wiener filter predicts the general correctly, but loses most of the details. 
Conclusions and Future Work
In this study, generalized regression neural network was introduced into neural decoding. The decoding performances of several methods, including the Wiener filter (WF) decoder and the GRNN decoder, were investigated with experiments. It was seen that the performance of the GRNN decoder was quite satisfactory providing superior performance compared with WF.
Compared with WF, GRNN decoders are nonlinear methods with superior regression capacity. The methods of Wiener filter assume linear models between neural activity and pressure, which may be too simple to model a complex relationship between them. GRNN can converge to the underlying nonlinear regression surface.
It is necessary to select the width of the estimating kernel, i.e. the smoothing parameter  when using GRNN. When  is large, the estimated pressure is smooth but may suffer from low resolution. On the other hand, a too small value of  gives the estimation higher local resolution but may suffer from too much statistical variability caused by wild points. In neural decoding, the underlying distribution is unknown; it is hard to get an optimal solution of  for all possible models. It is therefore necessary to find the appropriate value of  through cross-validation on an empirical basis. Then a grid-search is processed on  and we pick the value with the highest cross-validation accuracy.
In summary, we expect that the proposed GRNN models introduced here could potentially be useful tools in decoding tasks of practical prosthetic devices. In the future we plan to cluster the original pattern units into several centers, and construct the new pattern layer with these cluster centers [16] .
In the future work, we will study the more effective method to improve the decoding results and modify the proposed GRNN decoder.
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