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Abstract
We recently introduced likelihood-based methods for ﬁtting stochastic integrate-and-
ﬁre models to spike train data. The key component of this method involves the likelihood
that the model will emit a spike at a given time t. Computing this likelihood is equivalent
to computing a Markov ﬁrst passage time density (the probability that the model voltage
crosses threshold for the ﬁrst time at time t). Here we detail an improved method for
computing this likelihood, based on solving a certain integral equation. This integral
equation method has several advantages over the techniques discussed in our previous
work: in particular, the new method has fewer free parameters and is easily diﬀerentiable
(for gradient computations). The new method is also easily adaptable for the case in
which the model conductance, not just the input current, is time-varying. Finally, we
describe how to incorporate large deviations approximation to very small likelihoods.
Keywords: Volterra integral equation, Markov process, large deviations approximation
1 Introduction
A classic and recurring problem in theoretical neuroscience is to estimate the probability that
a white noise-driven integrate-and-ﬁre-type neuronal model that has ﬁred at time t = 0 will
not ﬁre again until time t = T. This problem appears in a number of contexts, including ﬁring
rate computations (Plesser and Tanaka, 1997; Plesser and Gerstner, 2000), statistical model
ﬁtting (Iyengar and Liao, 1997; Paninski et al., 2004), and decoding (Pillow et al., 2005).
In particular, Paninski et al. (Paninski et al., 2004) recently introduced likelihood-based
methods for ﬁtting stochastic integrate-and-ﬁre models to spike train data; these techniques
rely on the numerical computation of these interspike interval (ISI) densities. Computing this
likelihood is equivalent to computing a Markov ﬁrst passage time density, the probability that
the model voltage (a Markov process) crosses threshold for the ﬁrst time at time t = T, given
that the voltage was reset to some ﬁxed subthreshold value at time t = 0.
Here we detail an improved numerical method for computing this likelihood, based on
techniques introduced by Plesser-Tanaka (Plesser and Tanaka, 1997) and DiNardo, Ricciardi,
and colleagues (DiNardo et al., 2001). We begin by noting that the ISI density uniquely
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solves a certain linear Volterra integral equation, then provide details on approximating this
integral equation by a lower-triangular matrix equation, which may be solved eﬃciently on
a computer. In addition, the gradient of this solution with respect to the model parameters
may be eﬃciently computed via straightforward matrix perturbation techniques. This semi-
analytic computation of the gradient speeds numerical optimization of the model parameters
in a maximum-likelihood setting and therefore enables consideration of models with many
more parameters than has previously been feasible.
This integral equation method has several advantages over the techniques discussed in
our previous work (Paninski et al., 2004) (where we discussed two methods: one based on
Gaussian integrals over “boxes” in a high-dimensional space, and the other on the numerical
solution to a Fokker-Planck partial diﬀerential equation): the new method has fewer free
parameters and (as mentioned above) is much more easily diﬀerentiable. The new method is
also easily adaptable for the case in which the model conductance, not just the input current,
is allowed to vary as a function of time.
Finally, since the likelihood of a given spike train may be decomposed into a product over
the likelihoods of each individual ISI, it is convenient to work with log-likelihoods. However,
numerical errors in computing these small likelihoods can have a large deleterious eﬀect on
the overall likelihood computation in the log domain. (For example, numerical instabilities
may occasionally convert very small probabilities into negative numbers, which is a disaster
when taking logartithms.) Thus the computation of these very low-probability events must be
handled carefully, both in the initialization stage of any maximization routine but also even
near convergence to the maximum likelihood solution (since real data inevitably contains some
outliers, when the neuron may have spiked at a highly unlikely time). In order to deal with this
issue, we introduce a technique, based on the probabilistic theory of large deviations, which
permits us to approximate these very small likelihoods on a logarithmic scale (Paninski, 2006).
Once again, this large deviation approximation (along with its gradient) may be computed
eﬃciently using simple linear-algebraic techniques.
2 Previous approaches
We begin by reviewing two very diﬀerent methods that have been proposed for the computa-
tion of the likelihood (Paninski et al., 2004).
Gaussian integral method
The ﬁrst method is based on a path-integral representation of the likelihood: the probability
that a noisy LIF neuron spikes at some time t but at not at any previous times 0 < s < t
may be computed formally as the fraction of all possible voltage paths V (t) which lie in some
constraint set C:
P(spike at time t) = P(V (s) < Vth, s < t; V (t) ≥ Vth)
=
 
{V (t)}∈C
dP({V (t)});
here the constraint set C is deﬁned as the set of all paths which cross the threshold for the
ﬁrst time at t
C = {V : V (s) < Vth, 0 < s < t; V (t) ≥ Vth},Paninski, August 9, 2006 3
and the probability measure dP({V (t)}) is the Gaussian measure induced by the linear
stochastic diﬀerential equation
dV (t) = (−gV (t) + I(t))dt + σdNt, (1)
where V (t) is driven by some time-varying input I(t) and standard Gaussian white noise dNt,
scaled by σ. Note that the “sides” of the box C are linear in {V (t)}, and that the mean and
covariance of the Gaussian are easily-computed functions of the parameters θ = {g,σ,I(t).
This representation suggests a simple direct approach to computing the likelihood: we
discretize the time interval [0,t] into d points (s1,s2,...sd−1,t) and compute the ﬁnite-
dimensional Gaussian integral
 
C
dP({V (s1),V (s2),...,V (t)}) =
  Vth
−∞
dV (s1)
  Vth
−∞
dV (s2)...
  ∞
Vth
dV (t)P({V (s1),V (s2),...,V (t)}).
Eﬃcient algorithms are available to compute integrals of this type (Genz, 1992), for dis-
cretization depths d up to about 10. However, ﬁner discretizations (d ≫ 10) rapidly become
numerically intractable; thus this direct approach can provide only a rough approximation
of the true likelihood (and unfortunately no estimates of the approximation error are easily
available).
The appendix of (Paninski et al., 2004) describes a method for computing the gradient of
this integral with respect to the parameters I(t) which requires the computation of d separate
(d−1)-dimensional Gaussian integrals (this is more eﬃcient than simple ﬁnite diﬀerences when
dim({I(t)}) > d); gradients with respect to σ and g must be computed by ﬁnite diﬀerences.
In summary, this direct Gaussian integral method provides a fairly crude approximation
to the true likelihood and requires signiﬁcant numerical eﬀort to compute gradients.
Forward equation (Fokker-Planck) method
A more accurate approach may be developed using Fokker-Planck techniques (Karlin and
Taylor, 1981; Knight et al., 2000; Haskell et al., 2001; Paninski et al., 2004). If we deﬁne
P(V,t) ≡ P(V (t) ∩ V (s) < Vth ∀ s < t)
then it is well-known that the ﬁrst-passage time density, the likelihood of observing the ﬁrst
spike at time t, is given by
p(t) = −
∂
∂t
 
P(V,t)dV,
and P(V,t) satisﬁes the partial diﬀerential (Fokker-Planck, or “forward”) equation
∂P(V,t)
∂t
=
σ2
2
∂2P(V,t)
∂V 2 +
∂[(g(t)V − I(t))P(V,t)]
∂V
,
under boundary conditions
P(Vth,t) = 0
and
P(V,0) = δ(V − Vreset),
where 0, without loss of generality, denotes the time of the last observed spike, where the
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This linear advection-diﬀusion PDE for P(V,t) may be solved eﬃciently, to any desired
level of precision, via the usual numerical methods (e.g. Crank-Nicholson) (Press et al., 1992):
P(V,t) is discretized in time and voltage (the time discretization is between 0 and t; the volt-
age discretization is between the upper bound Vth and some suﬃciently hyperpolarized lower
bound Vlb), and the discretized PDE is solved by iteratively solving the corresponding set
of tridiagonal linear equations. The likelihood − ∂
∂t
 
P(V,t)dV may then be computed via
standard methods (e.g. Euler or trapezoidal integration in V and ﬁnite diﬀerences in t).
Arbitrarily accurate solutions are obtained by letting the time and voltage discretizations be-
come arbitrarily ﬁne, and simultaneously letting Vlb → −∞. Computing the likelihood takes
O(dV dt) steps, where dV and dt are the number of bins in the voltage and time discretization
grids, respectively.
Methods for semi-analytically computing the gradient of the likelihood via this PDE
technique are somewhat more involved and will be described elsewhere.
3 Integral equation approach
Now we turn to the main topic of this paper. A third method for computing the ﬁrst-passage
time density p(t) may be derived by noting another well-known fact (Siegert, 1951; Ricciardi,
1977; Plesser and Tanaka, 1997; Burkitt and Clark, 1999): p(t) solves the Volterra integral
equation
Gθ(Vth,t|Vreset,0) =
  t
0
Gθ(Vth,t|Vth,s)p(s)ds,
under the obvious initial condition p(0) = 0. Here we have abbreivated
Gθ(y,t|x,s) ≡ P(V (t) = y|V (s) = x,θ),
the conditional probability that the voltage V , evolving under equation (1) given the model
parameters θ, will be at level y at time t given that V has been observed to be equal to x at
time s. As noted above, these conditional probability densities are Gaussian, and the relevant
means and variances may be computed easily:
σ2(t|s) ≡ Var(V (t)|V (s)) = σ2
  t
s
e−2
R t
u g(v)dvdu
 (t|x,s) ≡ E(V (t)|V (s) = x) = xe−
R t
s g(v)dv +
  t
s
I(u)e−
R t
u g(v)dvdu.
Here we are allowing g(t) to vary with time, for increased generality and biophysical accuracy
(Stevens and Zador, 1998; Jolivet et al., 2004).
It will be useful in the following to use the parameterization Vth = 1,Vreset = 0. Note that
this entails no loss of generality (since the voltage paths V (t) are unobserved and therefore
have a free oﬀset and scale term).
3.1 Second-kind Integral Equation
The Volterra integral equation given above is of the “ﬁrst kind.” A related integral equation
of the “second kind” is
p(t) = −2ϕ[Vth,t|Vreset,0] + 2
  t
0
ϕ[Vth,t|Vth,s]p(s)ds,Paninski, August 9, 2006 5
where ϕ is deﬁned by
ϕ[y,t|x,s] =
d
dt
  y
−∞
Gθ(y′,t|x,s)dy′.
Details of the derivation can be found in (Buoncore et al., 1987).
Using the time derivatives of the mean and variance:
∂
∂t (t|x,s) = −g(t) (t|x,s) + I(t)
∂
∂tσ2(t|s) = σ2 − 2g(t)σ2(t|s),
we may obtain that
ϕ(Vth,t|x,s) = Gθ(Vth,t|x,s)
 
g(t)Vth − I(t) −
σ2
2σ2(t|s)
(Vth −  (t|x,s))
 
.
Note that in both the ﬁrst and second kind integral equations, there is a singularity in
the kernel due to Gθ(Vth,t|Vth,s) diverging as s → t. Although not too drastic a problem,
this will cause diﬃculties when solving numerically (see numerical solution of the ﬁrst kind
equation; section 4). However, as described in (Buoncore et al., 1987), it is possible to
adjust ϕ(Vth,t|x,s) slightly to eliminate this singularity while still satisfying the same integral
equation (eﬀectively by ensuring that the bracketed term tends to zero as s → t when x = Vth).
In this case, subtracting 1
2 (g(t)x − I(t))Gθ(Vth,t|x,s) satisﬁes the requirements, giving
ϕ(Vth,t|x,s) =
1
2
 
g(t)Vth − I(t) −
σ2
σ2(t|s)
(Vth −  (t|x,s))
 
Gθ(Vth,t|Vth,s).
As a bonus, in the nonleaky, constant-current case (i.e., g(t) ≡ 0 and I(t) ≡ I for some
constant I), ϕ(Vth,t|Vth,s) is now equal to zero for all s and t, and solving the resulting
diagonal matrix equation we obtain the exact analytical solution for p(t):
p(t) =
Vth − Vr √
2πσ2t3e−((Vth−Vr)−It)2/2σ2t;
that is, the second-kind equation gives the exact density in this case, no matter what the
discretization level.
4 Numerical solution of the integral equation
Standard methods exist for numerically solving Volterra equations (Press et al., 1992); the
basic idea is to use the fact the integral on the right-hand-side of both the ﬁrst- and second-
kind equation only includes information about p(t) up to time t; thus, just as in the numerical
solution of an ordinary diﬀerential equation, we may begin with the initial condition p(0) = 0,
then recursively compute p(t + dt) given the value of p(s) for 0 ≤ s ≤ t, by computing the
integral on the right-hand-side.
We implement a simple trapezoidal rule for computing this integral here. A good summary
of one solution (for the ﬁrst-kind equation) is given in (Plesser and Tanaka, 1997), borrowing
a method from (Press et al., 1992); an alternate approach is given in (DiNardo et al., 2001;
Haith, 2004) (see also references therein). We begin by following (Plesser and Tanaka, 1997)
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slightly diﬀerent approach which will permit us to diﬀerentiate the solution much more easily
(section 6).
To compute the necessary functions Gθ(y,t|x,s), we represent I(t) and g(t) as piecewise
constant, with d − 1 equally-spaced discontinuities on [0,T]. Set the discretization width
∆ = T/d.
The means and variances of these Gaussian functions may be computed exactly and
recursively, allowing computation in O(d2) time (instead of the O(d3) which would be required
of a naive implementation). Computing the exponential function turns out to be the most
time-consuming step here; using the recursive approach, only d exponentials need be computed
to obtain the means  (t|x,s) and variances σ2(t|s). For example, to compute the ﬁrst term
in the expression for  (t|x,s) above,
xe−
R t
s g(v)dv = x
t/∆−1  
i=s/∆
e−g(i∆)∆
(remembering that g(t) is piecewise constant on intervals of size ∆), which may be computed
via an obvious backwards recursion. Similarly,
σ2
  t
s
e−2
R t
u g(v)dvdu = σ2
(t−s)/∆  
i=1
  s+i∆
s+(i−1)∆
e−2
R t
u g(v)dvdu
= σ2
(t−s)/∆  
i=1
e
−2
R t
s+i∆ g(v)dv
  s+i∆
s+(i−1)∆
e−2
R s+i∆
u g(v)dvdu,
so deﬁning the vectors
u2(i) = e−2g(i∆)∆
and
v2(i) =
 
1−u2(i)
2g(i∆) , g(i∆) > 0
∆, g(i∆) = 0
for i = 0,...,d − 1, we have
σ2
  t
s
e−2
R t
u g(v)dvdu = σ2
t/∆−1  
i=s/∆
v2(i)
t/∆−1  
j=i+1
u2(j),
and deﬁning
u1(i) = u2(i)1/2 = e−g(i∆)∆,
v1(i) =
 
1−u1(i)
g(i∆) , g(i∆) > 0
∆, g(i∆) = 0
,
we have
xe−
R t
s g(v)dv +
  t
s
I(u)e−
R t
u g(v)dvdu = x
t/∆−1  
i=s/∆
u1(i) +
t/∆−1  
i=s/∆
v1(i)I(i∆)
t/∆−1  
j=i+1
u1(j).
Once this matrix of means and variances has been obtained, we may compute the matrix
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evaluating O(d2) exponentials to compute the Gaussian matrix), and once this matrix of
Gaussians is in hand we are ready to compute the integrand on the right-hand-side.
Previous authors (Plesser and Tanaka, 1997; DiNardo et al., 2001; Haith, 2004) have
described the solution of the integral equation in terms of iterated trapezoidal integrals, as
indicated above. An alternative, slightly more symbolic viewpoint is to treat the integral
equation as a lower-triangular linear system Ap = b, for some lower-triangular matrix A.
In the case of the ﬁrst-kind equation, this is straightforward: A consists of the matrix of
G(Vth,t|Vth,s) values, while b is a vector constaining the discretized function G(Vth,t|Vreset,0).
The second-kind case is slightly more subtle, but it is not hard to see that here the vector b
corresponds to 2ϕ[Vth,t|Vreset,0], and A is given by 2ϕ[Vth,t|Vth,s] − δ(s − t).
Either approach to solving the integral approach — the iterated integration or the matrix
approach — clearly leads to an O(d2) solution. Convergence issues as ∆ → 0 may be addressed
with standard approaches (DiNardo et al., 2001). In Matlab, the resulting matrix equation
Ap = b is eﬃciently solved using the notation p = A\b, which takes advantage of the lower
triangular nature of the system (in contrast to p = inv(A) ∗ b, which is clearly computed in
O(d3) time). The one disadvantage of the matrix formulation versus the repeated-integral
formulation is that the former requires O(d2) memory space, while the latter requires O(d);
however, this diﬀerence in memory requirements only has an impact on the computation
speed for very large d (that is, very ﬁne discretizations of the time interval (0,T). Note that
d is the only free parameter here (c.f. the Fokker-Planck approach, which requires the user to
specify dt,dV , and Vlb).
Note that a direct approach to substituting the integrand into A does not quite work in the
ﬁrst-kind case, because G(x,t|x,s) diverges as s → t. To handle this square-root singularity,
we write
Gθ(Vth,t|Vth,s) = f1(s)(t − s)−1/2,
with
f1(s) =
(t − s)1/2
σ(t|s)
exp[(Vth −  (t|Vth,s))2/2σ2(t|s)]
a uniformly smoothly diﬀerentiable function, with f1(s) → 1,s → t1. Then f1(s) is expanded
to ﬁrst order around t:
  t
t−∆
Gθ(Vth,t|Vth,s)ds =
  t
t−∆
f1(s)(t − s)−1/2ds
≈
  t
t−∆
[f1(t) + f′
1(t)(s − t)](t − s)−1/2ds
= 2f1(t)∆1/2 −
2
3
f′
1(t)∆3/2
If we approximate
f′
1(t) ≈
f1(t) − f1(t − ∆)
∆
,
we are left with
  t
t−∆
Gθ(Vth,t|Vth,s)ds ≈ ∆1/2[
4
3
f1(t) +
2
3
f1(t − ∆)].
1Note that the term
1
σ
√
2π appears as a constant factor on both sides of the ﬁrst-kind integral equation,
and thus we have divided it out here to simplify the computation.Paninski, August 9, 2006 8
In this case, we can take f1(t) = 1, further simplifying the computation.
Finally, we incorporate the boundary condition p(0) = 0 to eliminate the ﬁrst column of A
and the ﬁrst element of b, and use the fact that we have assumed that Vth = 1 and Vreset = 0,
to obtain
A =


   

4
√
∆/3
7∆G(1,2∆|1,∆)/6 4
√
∆/3
∆G(1,3∆|1,∆) 7∆G(1,3∆|1,2∆)/6 4
√
∆/3
. . .
... ...
... ∆G(1,T|1,T − 2∆) 7∆G(1,T|1,T − ∆)/6 4
√
∆/3


   

and
b =
 
G(1,∆|0,0) G(1,2∆|0,0)     G(1,T|0,0)
 t .
The details of ﬁlling in A and b in the second-kind case follow similarly (although the
second-kind case is much more straightforward, since we were able to adjust ϕ(Vth,t|Vth,s)
to eliminate the singularity).
5 Large-deviations approximation of very small likelihoods
As discussed in (Haith, 2004), the issue of very low-probability events is a nuisance with
any of the three methods we have discussed so far. Small errors in the computation of
these very small likelihoods cause problems both in the initialization stage of the likelihood
optimization routine (where the initial parameters might match the true parameters poorly)
and also near convergence (since real data inevitably contains some outliers, which correspond
to low-likelihood events).
To handle these low-likelihood events, we make use of the well-known theory of large
deviations (Freidlin and Wentzell, 1984; Dembo and Zeitouni, 1993; Paninski, 2006), which
provides approximations to logp(t) that are asymptotically exact in the limit that D( ,C) →
∞, where D( ,C) denotes a kind of Mahalanobis distance between between the mean   of
the Gaussian measure on {V (t)} and the constraint set C of valid voltage paths2.
Speciﬁcally, the large-deviation approximation states that
logp(t) =
 
−
1
2
inf
V ∈C
D( ,V )
  
1 + o(1)
 
as infV ∈C D( ,V ) → ∞, with
D( ,V ) ≡
1
σ2
  t
0
 
˙ V (s) − (I(s) − g(s)V (s))
 2
ds.
Thus to compute the approximation we must solve the optimization problem infV ∈C D( ,V ).
As emphasized in (Paninski, 2006), this is a quadratic programming problem in the vector
{V (∆),V (2∆),...,V (T − ∆)}, with a unique global optimum which can be computed via
2A diﬀerent method, based on the theory of “small-ball” probabilities for Gaussian measures, exists to
handle the opposite extreme, when the probability of C becomes small not because the mean is distant from
C, but rather because σ is large compared to the scale of C. However, these large-σ asymptotics are less
relevant in the neural setting (Mainen and Sejnowski, 1995) and will not be discussed further here.Paninski, August 9, 2006 9
standard and eﬃcient ascent algorithms (Boyd and Vandenberghe, 2004) (the uniqueness of
the optimizer here is due to the strict convexity of D(.,.) and the convexity of C). In this
case we may start with the analytic guess
V 0
opt′(t) ≡  (t|Vreset,0) + e−
R T
t g(u)du σ2(t|0)
σ2(T|0)
 
Vth −  (T|Vreset,0)
 
;
this was derived in (Paninski, 2006) as the solution to the optimization problem infV ∈C′ D( ,V ),
where the set C′ is deﬁned as
C′ = {V : V (0) = Vreset,V (t) = Vth}
(note that C ⊂ C′). It turns out we have already computed all the pieces of the above formula
in the previous section, which makes Vopt′ a convenient initializer for the optimization.
Now if Vopt′(t) ≤ Vth for t < T (that is, if Vopt′ ∈ C), then the optimization problem
is complete; otherwise, we need to ascend (via quadratic programming, e.g., quadprog.m in
Matlab) into the feasible set C.
Once we have obtained the optimizer
Vopt = arg min
V ∈C
D( ,V ),
we compute the large-deviations approximation as
logp(T) ≈ −
1
2σ2
  T
0
 
˙ Vopt(t) + g(t)Vopt(t) − I(t)
 2
dt.
This integral may be computed by a straightforward Euler rule; note that here it is slightly
more convenient to use a rectangular than a trapezoidal integration rule, since ˙ Vopt,g, and I
are most conveniently deﬁned on the intervals between the points (0,∆,2∆,...,T).
6 Computing gradients
The key advantage of the matrix formulation of the integral equation described in section
4 is that the equation Aθpθ = bθ is easy to diﬀerentiate with respect to θ; that is, this
formulation permits the eﬃcient computation of likelihood gradients. In particular, we can
use the chain rule to compute the gradient of pθ(t) with respect to θ via simple matrix
perturbation techniques: we need only compute the derivative
∂
∂ǫ
[(A + ǫA′)−1(b + ǫb′)]ǫ=0,
where A′ and b′ are arbitrary perturbations of A and b, respectively. For this we have
(A + ǫA′)−1(b + ǫb′) = [A(I + ǫA−1A′)]−1(b + ǫb′)
= [I + ǫA−1A′]−1A−1(b + ǫb′)
= [I − ǫA−1A′ + o(ǫ)]A−1(b + ǫb′)
= A−1b + ǫ[A−1b′ − A−1A′A−1b] + o(ǫ).Paninski, August 9, 2006 10
Alternatively, we may simply deﬁne the implicit derivatives
Ap = b
∂A
∂θ
p + A
∂p
∂θ
=
∂b
∂θ
∂p
∂θ
= A−1
 
∂b
∂θ
−
∂A
∂θ
p
 
= A−1
 
∂b
∂θ
−
∂A
∂θ
A−1b
 
to obtain the same result in a more symbolic manner.
So given A−1, the directional derivatives with respect to A′ and b′ are cheap to compute,
and therefore the gradient with respect to the parameters may be obtained easily as well.
Again, the most eﬃcient notation for A−1 in Matlab is A\eye(size(A)), which exploits the
lower-triangular nature of A.
Note in particular that the likelihood is given by the last element of the vector p; thus,
we do not need to compute the derivative of the full vector p with respect to A′ and b′, but
rather only that of the last element. Thus, letting a0 denote the bottom row of A−1,
∇bp = at
0,
and
∇Ap = −(A−1b)a0.
No major conceptual diﬃculties arise in computing the gradients of A and b with re-
spect to I(s),g(s), and σ. As expected, everything can be computed in O(d3) time (al-
though since no additional exponentials need to be computed, it turns out that even for d
as large as 50, computing the gradient turns out to be only about as expensive as a single
additional likelihood computation); an implementation of the code will be placed online at
http://www.stat.columbia.edu/∼liam. We do need the gradients of the Gaussian function:
f(x,s,v) = v−1/2 exp[−s(a − x)2/2v];
∂f
∂x
= s
a − x
v
f
∂f
∂s
= −
(a − x)2
2v
f
∂f
∂v
=
 
−
1
2v
+ s
(a − x)2
2v2
 
f.
(Note that these gradients do not require any additional calls to the exponential function.)
We also need the derivatives of u1, etc., with respect to g:
∂u1
∂g
= −∆u1
∂u2
∂g
= −2∆u2
∂v1
∂g
=
 
g∆u1−1+u1
g2 , g(i∆) > 0
−∆2/2, g(i∆) = 0Paninski, August 9, 2006 11
∂v2
∂g
=
 
2g∆u2−1+u2
2g2 , g(i∆) > 0
−∆2, g(i∆) = 0
Again, note that we have avoided any further exponentiation. The gradients of ϕ with respect
to σ2,I(s), and g(s) follow similarly, albeit with a few more steps and applications of the chain
rule; we skip the (unenlightening) details.
The gradient of the large deviation approximation described in the last section is compar-
atively easy to compute. Deﬁning the function
Q(V,θ) = −
1
2σ2
  T
0
 
˙ V (t) + g(t)V (t) − I(t)
 2
dt,
we use the chain rule to write the gradient of the approximation as
∇θ logp(T) = ∇θQ(Vopt(θ),θ)
=
∂Vopt
∂θ
∇1Q(Vopt(θ),θ) + ∇2Q(Vopt(θ),θ)
= ∇2Q(Vopt(θ),θ),
where the last equality follows from the fact that Vopt optimizes D( ,V ), and therefore
∂Vopt
∂θ
is orthogonal to ∇1Q(Vopt(θ),θ), by the Karush-Kuhn-Tucker conditions. Computing
∇2Q(Vopt(θ),θ) = ∇θ
 
−
1
2σ2
  T
0
 
˙ Vopt(t) + g(t)Vopt(t) − I(t)
 2
dt
 
with Vopt held ﬁxed, is now straightforward; e.g., Q(Vopt(θ),θ) is simply quadratic in I(t) and
g(t).
7 Numerical results
We found that the second-kind integral equation method due to (DiNardo et al., 2001) is
more robust than the basic ﬁrst-kind equation (Fig. 1; c.f. (Plesser and Tanaka, 1997)); this
instability of the ﬁrst-kind equation is well-known (Lamm, 2000). Note that this behavior is
not universal; for some parameter settings, the ﬁrst-kind equation gives more accurate results.
However, on balance it appears that the second-kind equation has a more stable solution, as
predicted (Lamm, 2000). In particular, the matrix A in the second-kind equation consistently
has a smaller (more stable) condition number than does the ﬁrst-kind A; this gap becomes
particularly pronounced when σ is large, where f1(t − s) falls oﬀ slowly as |t − s| becomes
large. See Fig. 2 for a comparison of these two matrices; Fig. 3 shows estimates of p(t) in the
case of time-varying currents I(t).
Since the solution to the second-kind equation is generally more stable, and is guaranteed
to give the correct result in the special case of g = 0, we use the second-kind equation in our
demonstration of the performance of the MLE in simulated data (Fig. 4). We ﬁt the model
described in (Paninski et al., 2004; Pillow et al., 2005), with V (t) solving equation (1) (with
constant membrane conductance g) and the input current given by
I(t) = I0 +
  t
−∞
x(τ)k(t − τ)dτ +
 
j
h(t − tj),Paninski, August 9, 2006 12
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Figure 1: Stability comparisons between ﬁrst-kind and second-kind approaches. Top: ﬁrst-
passage time density p(t) computed using a discretization depth d = 10. I and g were each
constant here; left: I = g = 0 and σ = 10; right: I = g = 40, and σ = 1. The condition
number of the ﬁrst-kind matrix was > 20 times as large as was the condition number of the
second-kind matrix in the case on the right. Bottom: log-ratio of computed to true p(t);
note that the ﬁrst-kind method has larger errors than does the second-kind method.
where x(t) was a (fully-observed) white noise stimulus, the sum over h(.) is over all past
spike times tj, and the true values of the stimulus ﬁlter k(.) and spike-history ﬁlter h(.) are
shown in Fig. 4. We see that the integral equation method provides good estimates of the
true parameters, with the advantage of easily-computed gradients (note that the gradient of
the likelihood with respect to I(t) can easily be translated into gradients with respect to k(.),
I0, and h(.), since I(t) is a linear function of these parameters), which speeds optimization
and also the computation of the negative Hessian of the log-likelihood (the observed Fisher
information (Schervish, 1995)), for the purposes of computing conﬁdence intervals around the
MLE.
8 Conclusions
We have adapted exact integral equation methods (Plesser and Tanaka, 1997; DiNardo et al.,
2001) and approximate quadratic-programming methods (Freidlin and Wentzell, 1984; Panin-
ski, 2006) for computing spiking likelihoods in the stochastic integrate-and-ﬁre neuron in order
that the gradient of the likelihood may be eﬃciently computed, for optimization purposes.
We found that an integral equation of the second kind required the computation of a few
additional terms but provided solutions that were signiﬁcantly more stable than the ﬁrst-
kind method. In particular, the second-kind integral equation method is acceptably fast and
stable for slowly-changing I(t) and g(t), with speed O(( T
dt)2) (or O(( T
dt)3) if the gradient is
computed) and accuracy O( 1
dt) (and in fact perfect accuracy in the special case of constantPaninski, August 9, 2006 13
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Figure 2: Explanation of the stability diﬀerences between ﬁrst-kind and second-kind ap-
proaches. Top left: A matrix in ﬁrst-kind equation. Top right: A in second-kind equation.
Note that the second-kind A is close to diagonal, decaying much more quickly away from
the diagonal than does the ﬁrst-kind A, with a much smaller condition number and therefore
more stable estimates. Bottom: inverse matrices A−1; note the oscillations in the ﬁrst-kind
case. Parameters: I = 30, g = 40, σ = 5, and d = 40.
input current and zero leak). Finally, this second-kind method provided us with an accurate
and eﬃcient code for computing the ML estimator for the integrate-and-ﬁre model used in
(Paninski et al., 2004; Pillow et al., 2005).
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