Outpatient appointment scheduling for a clinic is a problem of assigning appointment times to patients that seek non-emergency medical attention. This paper employs genetic algorithms to find optimal or near optimal numbers of advanced appointment and walk-in patients to assign to each time block for a day. To this end, an outpatient appointment schedule is represented by a vector in which a component indicates the number of patients to be assigned to the corresponding time block. The goal is to maximize profit for the clinic subject to such factors as the number of time blocks for a day, no-show rates, mean service times, unit revenues, patient wait time unit cost, staff idle time unit costs, and staff overtime unit costs. Our results reveal that all factors are influential in maximizing the profit except the staff overtime unit costs.
Introduction
Healthcare currently consumes 17% of the U.S. Gross Domestic Product and is expected to reach 20% within the coming decade (National Health Care Expenditures Projections: 2009 -2019 . Thus, there is an urgent need to provide more efficient and effective patient care. The need to produce more of a higher quality product or service at a reduced cost can only be met through better utilization of resources (Hays and McLaughlin, 2008) .
One aspect of reducing cost and improving quality of service is through outpatient appointment scheduling. Clinical operations are driven by the patient schedule, which determines the arrival time of patients to the clinic. Patient scheduling affects all aspects of clinical operation and is of primary interest in any effort to improve clinic operations (Muthuraman and Lawley, 2008) .
This paper incorporates no-show and walk-in probabilities in the scheduling process. Specifically, we present genetic algorithm-based outpatient appointment scheduling systems that can be used to minimize patient waiting times, doctor and staff idle times, and doctor and staff overtime while maximizing profit.
Statement of Problem
Outpatient appointment scheduling for a clinic is a problem of assigning appointment times to patients that seek non-emergency medical attention (Chew, 2011) . The goal is to assign appointment times so that patient waiting times, doctor and staff idle time, and doctor and staff overtime are minimized while the quality of service and revenue for the clinic is maximized.
Generally, patients that seek non-emergency medical attention can be broken down into two categories: (1) Advanced appointment patients, and (2) walk-in patients. Advanced appointment patients are patients that have pre-scheduled appointments; walk-in patients are patients that do not have pre-scheduled appointments. We denote the numbers of allowed advanced appointment (AA) patients and of allowed walk-in (WI) patients in a given day, respectively, by M and N.
An outpatient clinic typically runs on a block schedule for each day (Chew, 2011) . A day of operations may last, say, 8 hours. . Patient waiting time occurs when the patient has to wait until the preceding patient finishes. Doctor and staff idle time, doctor and staff overtime, and patient waiting times are considered when creating an outpatient schedule. The best and most efficient way of dealing with these issues is to assign a unit cost to each of these factors, and then maximize the profit (Chew, 2011) . We will now refer to doctor and staff idle time, doctor and staff overtime, and patient waiting time as cost factors. The calculation for profit will be discussed in the next section.
In addition to considering cost factors, there are other factors that will need to be considered in order to analyze the profit. Amongst them are the following: Unit revenue (will be discussed in the next section), no-show rates, service times, and the number of blocks. These factors will be explored and analyzed in Sections 7 and 8. Our goal is to determine the optimal numbers of AA and of WI patients to assign to each block i B for a day so as to maximize the profit for the clinic. Furthermore, we want to determine which factors have the greatest effect on the profit.
The remainder of the paper is organized as follows. Section 3 discusses revenues, costs, and profits for the clinic. Section 4 talks briefly about genetic algorithms, while Section 5 expounds the way we leverage genetic algorithms to solve our problems. Section 6 deals with confidence intervals for profits. Section 7 presents numerical examples, and Section 8 examines the effects of factors influencing outpatient appointment scheduling. Finally, we offer some concluding remarks in Section 9.
Revenue, Expected Total Cost, and Profit
Since our main goal is to maximize the profit, we need to discuss how profit is calculated. The general formula for profit is Profit = Revenue -Cost. The total cost C is a random variable and is defined as follows:
where W, D, and V are random variables that represent total patient waiting time, total doctor and staff idle time and total doctor and staff overtime, respectively; and cw, cd and cv are the respective unit costs. The values for cw, cd and cv are predetermined and are set by the clinic. We will discuss how to calculate W, D, and V shortly.
By taking the expectation of total cost in Equation (1), we derive the expected total cost
where E(W), E(D) and E(V) are expected total patient waiting time, expected total doctor and staff idle time and expected total doctor and staff overtime, respectively.
Let us discuss a few important details that will help us calculate E(W), E(D) and E(V). Let j denote a patient and assume that each patient arrives promptly at their appointment time, tj. Now let bj, sj, and ej, respectively, be the time at which service starts, the length of service time, and the time at which service ends for patient j. Let us assume that the first patient's appointment time and service start time to be 0; that is, t1 = b1 = 0. Each patient j after the first (j > 1) will have a service start time that is the maximum of their appointment time and the service end time of the previous patient. Therefore, we have bj = max(tj, ej-1) and ej = bj + sj (Ho and Lau, 1992) .
We can find the waiting time of patient j, wj, by considering the patient's service start time bj minus the patient's appointment time tj; hence, wj = bj -tj, where w1 = 0 (Ho and Lau, 1992) .
The doctor and staff are considered idle while waiting for the next patient to arrive after servicing a patient. Thus, the doctor and staff idle time (denoted by dj) before servicing patient j is
where d1 = 0 (Ho and Lau, 1992) .
Let T be the total number of patients scheduled for a day. In our case, T = M + N (the total number of AA and WI patients). Further let TA = MA + NA be the total number of patients actually showing up at the clinic for the day, where MA and NA are the numbers of AA and of WI patients actually showing up respectively. Then the total patient waiting time and the total doctor and staff idle time are (Ho and Lau, 1992) . Note that T e is the end time of the last patient (patient T), and that
t is the end time of a day.
As mentioned earlier, service times are assumed to be random. So W, D, and V are also random. We use E(W), E(D) , and E(V) to denote the expectation of the total patient waiting time, the total doctor and staff idle time, and the total doctor and staff overtime, respectively. We will use the averages of h observations (or replications) of W, D, and V to approximate the respective expectations. Thus, the expected total cost of (2) is estimated by the following average total cost
where
, and
with Wk, Dk, and Vk being the kth observation of W, D, and V, respectively. This implies that
There will be unit revenue associated with the two types of patients, AA and WI. These associated amounts will be denoted by 1 r and 2 r for AA and WI, respectively. Thus, we have that the profit P is a random variable that can be defined as follows:
where r1MA + r2NA is the total revenue and C is the total cost as defined by Equation (1). By taking the expectation of the profit P, we obtain
We will estimate the expected profit by the sample mean profit, P , which will be discussed in Section 6.
Since our goal is to maximize profit, we need to determine the optimal numbers of AA and of WI patients scheduled for each block 
(6)
Genetic Algorithms
We employ genetic algorithms to find optimal or near optimal solutions. Genetic algorithms are a search heuristic that mimics the process of evolution; a detailed introduction may be found in the paper by Holland (1975) . Most briefly, the search begins with an initial population of parent chromosomes (often represented by vectors) randomly chosen or pre-determined. Then crossover and mutation occur to create offspring from the parent chromosomes. There are several ways to perform crossover. For example, during single-point crossover, one crossover point is randomly chosen so that offspring is formed by copying the first part of a parent up to the crossover point and last part of a second parent from the crossover point to the end. To illustrate, suppose that there are two sequences of numbers 1, 2, 3, 4 and 5, 6, 7, 8 that are the parent chromosomes and that point three (between the third and fourth components) is randomly chosen as the crossover point.
Then the two new offspring may be 1, 2, 3, 8 and 5, 6, 7, 4. Another way of carrying out crossover is what is called two-point crossover. During two-point crossover, two crossover points are randomly selected and offspring is formed from copying the first part to the first crossover point and from the second crossover point to the end of a parent and from the first crossover point to the second crossover point in a second parent. As an example, beginning with 1, 2, 3, 4 and 5, 6, 7, 8 as our parent chromosomes; suppose that points one and two were randomly chosen. Then two offspring may be 1, 6, 3, 4 and 5, 2, 7, 8. Yet another way is uniform crossover. During uniform crossover, components are randomly copied from a first parent chromosome or a second parent. For example, beginning with 1, 2, 3, 4 and 5, 6, 7, 8, two offspring may be 1, 6, 3, 8 and 5, 2, 7, 4 such that the random crossover components are the second and fourth.
On the other hand, mutation occurs when one part of an offspring chromosome is changed. Consider, for example, the two offspring derived in the discussion of two-point crossover, 1, 6, 3, 4 and 5, 2, 7, 8, one of them may mutate. Suppose that the third point of 1, 6, 3, 4 is mutated by adding 1 or subtracting 1, which is equally likely to occur. As a result, the mutated offspring may become 1, 6, 4, 4 if 1 is added, or 1, 6, 2, 4 if 1 is subtracted. After crossover and mutation, a new population of chromosomes may be selected from the original parent and new offspring chromosomes according to certain rules. Genetic algorithms will then repeat the above crossover and mutation operations with the new population of (parent) chromosomes until certain criteria are met. The stopping criterion for our genetic algorithms is that it ends when the specified number of generations has been reached.
Genetic algorithms as a methodology have been widely employed to find optimal solutions to optimization problem in many fields. For example, Werner (2013) provides a comprehensive survey of genetic algorithms used for job shop scheduling problems. Genetic algorithms are also commonly leveraged to solve production and transportation scheduling problems; for instance, see the work by Delavar et al. (2010) for details. In the meantime, computer sciences and engineering applications see a heavy use of genetic algorithms as well; Sharma et al. (2013) conduct a survey on computer software testing using genetic algorithms, while Akachukwu et al. (2014) 
Genetic Algorithm-Based Outpatient Appointment Scheduling
Genetic algorithms are used to find optimal or near optimal solutions to varied types of problems.
In our case, we want to find the optimal or near optimal numbers of AA and of WI patients to assign to each block in a day. Next, we explain the step-by-step procedure of the genetic algorithm used to solve our problems.
Step-by-Step procedure of the genetic algorithm
Step doctor and staff overtime unit cost for each type of patient j.
mutation rate (u %)
Step 2: An initial population of 10 (parent) schedules are randomly generated. For example, a schedule with 8 blocks and 2 types (AA and WI) of patients is generated as follows n1; m2, n2; m3, n3; m4, n4; m5, n5; m6, n6; m7, n7; m8, n8 
where mi and ni are uniform random integers from 0 to 20.
Step 3: 5 pairs of (parent) schedules are randomly chosen from the population. Then single-point crossover occurs so that 10 offspring schedules are generated. The crossover point is randomly chosen; so for the example in Step 2, the crossover point can be any point between any pair of consecutive components in (7).
Step 4: Of the 10 offspring schedules, u % (we choose 70%) will be randomly chosen to be mutated. The mutation will be performed on a randomly chosen component in each chosen schedule so that 1 will be added to or subtracted from that point, which is equally likely to occur. After the mutation takes place on the u % of the offspring, we will then have a total of 20 schedules (10 parents and 10 offspring).
Step 5: For each of the 20 schedules, an arrangement of AA patients followed by WI patients in each block is setup (the idea is that AA patients have higher priority over WI patients). Next, the respective no-show rate is used to determine whether each patient in each block shows up or not. If a patient does not show up, the patient will be removed from the schedule.
Step 6: For each of the 20 schedules, a random service time for each patient is generated and the profit is accordingly computed. This process is repeated multiple times; for example, we choose 3,000 times. Finally, the average of the multiple profits is computed and is designated as the average profit for that schedule. In addition, the half-width of the 95% confidence interval for the average profit is also computed for that schedule. This will help us determine the statistical significance of the differences between average profits.
Step 7: The 20 schedules are ranked from the highest average profit to lowest average profit.
Step 8: The best few schedules will be chosen out of the 20 schedules and other schedules will be randomly chosen from the remaining schedules to form a new population for the next generation.
As an example, the best schedule may be chosen and 9 others may be chosen randomly from the remaining 19 schedules to form a new population of 10 schedules.
Step 9: Repeat Steps 3 through 8 with the new population until a pre-specified number of generations (we choose 5,000) is reached.
Confidence Intervals for Profits
We discussed how profit is calculated for each schedule in Section 3. Now we discuss how confidence intervals for profits are calculated. Before we begin, let us state the following Central Limit Theorem:
Central Limit Theorem
If X1,…, Xn is a random sample from a distribution with mean  and variance
is the standard normal; that is,
Zn can also be written in relation to the sample mean as follows:
Assume that the profit of a schedule is distributed with a mean  and variance   2  . Then by the Central Limit Theorem, the 95% confidence interval (CI) from the mean profit is calculated as follows:
where P is the sample mean profit as described by Equation (12),  is the standard deviation of the profit P (Equation 4) and h (sample size) is a sufficiently large number of replications used to obtain the sample mean profit. Note that we approximate  using s, the sample standard deviation calculated by Equation (14). Therefore, Equation (8) 
A single observation of the profit of a schedule is as follows: r are as defined in Section 3; k C is a single observation of the total cost calculated below by Equation (11): 
The sample standard deviation, s, is calculated as follows:
so by taking the square root of both sides, we have that
We use the sample standard deviation s instead of the actual standard deviation  because we do not know the true standard deviation of the profits of a schedule. We use the sample variance s 2 to estimate the variance 2  and use the sample mean profit P to estimate the mean  .
Numerical Examples and Discussion
In this section, we discuss several examples that illustrate how the genetic algorithm can be used. We explore and analyze the effects of multiple factors on the profit. Particularly, we look at the effects of using various no-show rates, service times, and the numbers of blocks. For all of the examples shown in this section, a day is 240 minutes (or 4 hours) in length. Also, staff will be understood to include doctor(s) and the medical staff for the remainder of this paper. For each scenario, T1 = Patient Type 1 and T2 = Patient Type 2. In our case, T1 = AA patients and T2 = WI patients. All simulations are programmed using MATLAB.
Example 1: No-show Rates
Since research has shown that no-show rates are a major problem for outpatient appointment scheduling, one could analyze the impact that high no-show rates have on profit and how to schedule patients when certain types of patients have a high probability of not showing up.
As mentioned in Section 2, walk-in patients do not have a pre-scheduled appointment. So for WI patients, the no-show rate represents the probability of not having a patient walking in for service. It does not represent the probability of missing an appointment.
Description Low Medium High
Number Consider that no-show rates range from 0% to 100%. Let us divide these probabilities into 3 groups: Low (between 0% and 30%), Medium (between 30% and 60%), and High (between 60% and 100%). We will assign all patient types the same mean service time, unit revenue, and unit costs in order to analyze the single effect of no-show rates on the profit. Three scenarios with Low, Medium, and High no-show rates are as indicated in Figure 2 above.
Note that for each scenario, the half-width of the 95% confidence interval (CI) is calculated for the computed profit. The optimal schedule for each scenario is as follows in Figure 3 .
Scenario Optimal Schedule
Low 1, 2; 2, 0; 2, 0; 2, 0; 2, 0; 2, 0; 2, 0; 2, 1 Medium 3, 0; 1, 2; 1, 2; 2, 0; 2, 0; 2, 1; 3, 0; 2, 2 High 5, 3; 5, 0; 5, 0; 4, 3; 6, 0; 5, 1; 3, 3; 4, 8 A graph of the relationship between the profit (vertical axis) and the no-show rates (horizontal axis) is shown below in Figure 4 for the 3 scenarios: As can be seen in the graph in Figure 4 , it appears that the profit will be lower when patients have high no-show rates.
We note that our goal is to find the optimal total numbers of patients and the corresponding optimal distribution of these patients in each block so as to maximize the profit for the day. For example, to maximize the profit in the Low scenario, Figures 2, 3 , and 4 reveal that the optimal total number of patients should be scheduled is 18 (15 T1 patients and 3 T2 patients), that the corresponding optimal distribution of these patients is 1, 2; 2, 0; 2, 0; 2, 0; 2, 0; 2, 0; 2, 0; 2, 1, and that the optimal profit for the day is 2794. We would also like to note that if we schedule a total of 17 or 19 (simply a number other than 18 for that matter) patients, then it is possible to find the optimal distribution of the patients and the associated optimal profit for the pre-specified number. However, this associated profit would be less than 2794. Observe that the optimal total number of patients scheduled will be higher when no-show rates are high. To see this, in Figure 2 , notice that the optimal total number of patients scheduled increases across scenarios (from Low to High) as the no-show rates increase. This happens because more patients need to be scheduled in order to account for the patients that do not show up. Scheduling more patients (or overbooking) allows the clinic to earn a higher profit compared to not scheduling more patients when no-show rates are high. We would like to point out that scheduling more patients to account for the possible loss of profit does not necessarily make up the entire loss. We conjecture that high no-show rates decrease average profit because the probability of having an optimal schedule for a day will be smaller. Service times may have significant effects on scheduling and profit. We will illustrate through a few examples some of the possible effects of various mean service times. Consider that service times are exponentially distributed (chosen for convenience; any type of distribution may be used). Let us divide the range of all possible values of the mean service time into 3 groups: Low (between 0 and 30 minutes), Medium (between 30 and 60 minutes), and High (greater than 60 minutes). We will assign all patient types the same no-show rate, unit revenue, and unit costs in order to analyze the effect of service times on the profit. Three scenarios with Low, Medium, and High mean service times are as indicated in Figure 5 .
Observe that the optimal total number of patients scheduled will be smaller when the mean service times are high. For example, notice, in Figure 5 , that the optimal total number of patients scheduled decreases across scenarios (from Low to High) as the mean service times increase. This occurs because longer service times allow less time to service more patients. The optimal schedule for each scenario is provided in Figure 6 . A graph of the relationship between profit (vertical axis) and the mean service times (horizontal axis) is shown in Figure 7 for the 3 scenarios. Similar to the results in Figure 4 for various no-show rates, in Figure 7 , it appears that the profit will be lower when patients have longer service times.
Scenario

Example 3: Number of Blocks
If we want to determine the optimal number of blocks given a set of parameters (Step 1: b to j in Section 5), we may run our genetic algorithm using a different number of blocks for each run while keeping all the other parameters the same across each run. The optimal number of blocks would be the number of blocks associated with the highest profit.
We have found the optimal number of blocks for three scenarios. For each scenario, we run the algorithm for each of the following numbers of blocks: 4, 6, 8, 12, 16, and 24 . Assuming a 4-hour day, note that the corresponding interappointment times are 60, 40, 30, 20, 15 , and 10 minutes, respectively. Scenarios 1-3 are as indicated in Figure 8 where T1 may be AA patients and T2 may be WI patients. A graph of the relationship between profit (vertical axis) and the number of blocks (horizontal axis) is shown in Figures 9, 10 , and 11 below for the 3 scenarios. From the graph in Figure 9 , the optimal number of blocks appears to be 24 for Scenario 1. Figure 10 depicts that the optimal number of blocks seems to be 16 for Scenario 2, while Figure 11 reveals that the optimal number of blocks should be 16 for Scenario 3. Overall, the graph of the profit generated for 4, 6, 8, 12, 16 , and 24 blocks appears to be unimodal. Thus, we conjecture that the profit function is unimodal in the number of blocks. Having this unimodal shape is very helpful in determining the optimal number of blocks for a given set of parameters.
Description
Note that the total number of patients to schedule for a day changes over different numbers of blocks. For example, Scenario 1 has the following results, as shown in Figure 12 , for the total number of patients for 4, 6, 8, 12, 16 , and 24 blocks. Thus, for Scenario 1, a clinic would need to schedule 15 patients if they employ 24 blocks compared to 8 patients for 4 blocks in order to maximize their profit. Perhaps there are other factors that affect the profit. To this end, we will conduct regression analysis and use the results of model selection to analyze the effects of multiple factors (independent variables) on the profit (dependent variable).
Number of Blocks
Model Selection
Model selection, also known as subset selection or variables selection procedures, have been developed to identify a small group of regression models that are "good" according to a specified statistic. Thus, the procedure will not remove the variable that would increase the AICp statistic and the best model will be the resulting model after the procedure ends.
Here are the results of model selection. Using Adjusted R 2 , the best model included all factors except staff overtime unit cost. Since all procedures returned the same subset of independent variables, we conclude that the factors that have the greatest effect on the profit function are the following: number of blocks, noshow rate, mean service time, unit revenue, wait time unit cost, and staff idle time unit cost.
To further validate our conclusion, we should check for multicollinearity. Multicollinearity is a statistical phenomenon in which two or more independent variables in a multiple regression model are highly correlated. When this occurs, some of the independent variables may be redundant in the model because of their correlation with other variables. To check for multicollinearity, we computed the correlation between pairs of independent variables and found that there was no correlation between all pairs of independent variables. Thus, this provides strong evidence that there is no issue of multicollinearity and we may conclude that all factors except staff overtime unit cost can be used to analyze the profit function.
Conclusion
In this project, the objective was to find the optimal number of patients to schedule for each block and for each type of patient (typically advanced appointment and walk-in patients) along with the optimal profit given a set of parameters. We used genetic algorithms in order to find an optimal or near optimal solution to this scheduling problem. Through multiple experiments of running simulations along with using model selection, we were able to draw conclusions about the effects of number of blocks, no-show rates, mean service times, unit revenue, and unit costs on the profit. In addition, we were able to employ genetic algorithms to find the optimal or near optimal number of patients (of each patient type) to schedule for each block.
