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Abstract
The advances in digitalisation technology demand new techniques for the retrieval
of relevant images from large image databases, resulting in the foundation of a new
research area called Content-Based Image Retrieval (CBIR) in 1992. CBIR describes a set
of techniques to retrieve fast and reliably relevant images from large image repositories
on the basis of automatically derived image features. The research on CBIR focusses on
the investigation of new image features and distance functions suitable for the retrieval
task at hand, and on the optimal integration of the user into the retrieval process by
providing intelligent input options (user-relevance feedback). Recent scientific findings
came to the conclusion that a retrieval system, in order to be generally accepted by
the user and to be applicable to various image domains, requires not only features and
distance functions that are consistent with human perception of similarity, but also
sophisticated and natural human-machine interfaces that optimally integrate the user
into the retrieval process.
This PhD thesis documents a new approach to image retrieval, called Vision-Based
Image Retrieval (VBIR), by using an eye tracker as a natural and elegant method for
user-relevance feedback. Eye tracking denotes the process of monitoring and recording
participants’ gaze positions during the observation of stimuli presented on a computer
screen. When humans compare images, they focus on specific image regions and check
for similarities and differences. Thus, semantically important image regions receive much
attention, manifested by a higher number of fixations and increasing fixation durations.
The central hypothesis is that the retrieval process should be improved substantially
by increasing the weights for the features of semantically important image regions. This
hypothesis was investigated by comparing the performances of the new eye-tracking based
image-retrieval approach (VBIR) with a classic CBIR approach. The results revealed not
only higher retrieval performances for the VBIR system, but also a higher correlation of
the systems’ retrieval results with human measures of similarity.
Before the experiment could be performed, not only suitable colour, shape and texture
features had to be found, but also an optimal weighting scheme had to be determined.
The suitability of the chosen image features for the retrieval experiments in this work
were evaluated with the self-organizing map (SOM) and the result viewer. The outcome
shows that images with similar feature vectors are clustered together, whereby the number
of outliers for the shape and texture features were higher than for the colour feature.
To determine the optimal weighting scheme for the single image features, the Shannon
entropy was calculated from the feature distance histograms. The optimal feature weight
combination resulted from the highest Shannon entropy value. It was found to be 41%,
33% and 26% for colour, shape and texture, respectively. These findings are in accordance
with the overall impression that colour plays a dominant role for the discrimination of
flower images.
In order to test the CBIR and VBIR approaches in the experiment on a representative
set of queries, the maximum number of retrieval steps for each query image was limited.
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A second experiment was designed for the evaluation of the retrieval results of both
approaches, especially in cases where the corresponding query was not retrieved. In this
experiment, participants ranked the similarity of the retrieval results for both approaches
to the corresponding query images according to their overall subjective impression. The
empirical findings show significantly higher similarity values for the retrieval results of the
VBIR approach. Furthermore, participants’ subjective similarity estimations correspond
to objectively calculated feature distances, i.e., high similarity values correlate with small
feature distances.
The empirical findings then led to the development of computational models for image
retrieval. Altogether five models were implemented in this thesis: Two of these models,
CBIR and CBIR MLP, apply the pre-calculated global image features. The main purpose
behind the CBIR models is to simulate closely the human selection process of choosing
the most similar image from a set of six retrieved database images. In case of CBIR, the
selection of the most similar image to the query is based on the corresponding feature
distances, whereas in the CBIR MLP approach, this selection is modelled by a multi-
layer perceptron (MLP), trained on participants’ similarity estimations from the second
experiment. The three VBIR models are based on pre-calculated tile-based image features.
The models differ in regard to the weighting schemes for the single image tiles. The main
purpose behind the VBIR models is to simulate closely the retrieval of similar images from
the database. The results revealed the best overall performances for the VBIR models to
find the queries of all start configurations, which are in accordance to the results of the
empirical experiments. The CBIR and CBIR MLP models on the other hand provided
results which are not conform to the outcome of the retrieval experiment: Both CBIR
models do not adequately simulate humans’ similarity decisions.
In another model, three (bottom-up) saliency maps (i.e., colour, intensity and orien-
tation) were calculated from the flower images. The overall saliency map resulted as a
weighted combination of the different conspicuity maps. The model computes the cor-
relation between the overall saliency map and the human fixation map, calculated from
participants’ eye movements recorded in the retrieval experiment, for a set of different
weight combinations. The results revealed that weight combinations in the ranges of 70%-
100% for colour, 10%-30% for intensity and 0%-20% for orientation resembled most closely
human attention distribution.
All in all, the results of the models yield further support for the suitability of an
attention-based approach to image retrieval and the adequateness of an eye tracker as a
natural source for human relevance-feedback.
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Chapter 1
Introduction
1.1 The Need for New and Intuitive Image Retrieval
Techniques
With the spreading of fast computers and high speed network connections, the digital ac-
quisition of information has become more and more widespread in recent years. Supported
by the progress in digitalisation, the steady growth of computer power, declining costs
for storage capacities and easier access to the Internet, the amount of available images
increases every day. Compared to analog formats, digitalised information can be conve-
niently saved on portable storage devices or on server databases, where it can be easily
downloaded, shared and distributed. Whereas the indexing and retrieval of text documents
has been a research area for a long time and many sophisticated solutions have already
been proposed (Baeza-Yates & Ribeiro-Neto, 1999; Salton & McGill, 1988), the automatic
retrieval of images according to image content is still a challenge. The complexity of image
retrieval is based mainly on two reasons: I.) It is difficult to find features suitably describ-
ing image content, II.) the lack of techniques in Computer Vision to understand image
semantics. The application of text retrieval techniques for image retrieval is cumbersome,
because the manual annotation and indexing of images by humans is subjective and very
time consuming. Additionally, techniques successfully applied to text documents are not
suitable for image retrieval. Hence, automatic image retrieval requires the design of new
and more sophisticated techniques that differ from those applied to text retrieval. As a
consequence, so called Content-Based Image Retrieval (CBIR) systems were developed. In
CBIR systems, each image is represented as a vector in a high dimensional feature space.
The user mostly provides a query image and the system automatically returns those im-
ages from the database that are most similar to the query image in the feature space.
CBIR techniques are useful whenever information shall be automatically retrieved from
large image repositories, like medical image databases, news archives of news agencies or
broadcasting stations, or digital archives in museums or education.
Whereas CBIR systems use low level features (like colour, shape and texture) for
image retrieval, humans interpret image contents semantically (Rui, Huang, Mehrota &
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Ortega, 1999). Because image semantics cannot be suitably described by primitive image
features, modern CBIR systems generally integrate the user into the retrieval process to
provide so called user-relevance feedback (e.g., by ranking the retrieved images) in order to
improve the system’s performance and to overcome the semantic gap and the subjectivity
of human perception. The former term denotes the gap between the object in the world
and the information in a (computational) description derived from a recording of that
scene, whereas the latter is the lack of coincidence between the information that one can
extract from the visual data and the meaning that the same data have for a user in a
given situation (Smeulders et al., 2000). Through relevance feedback, the system tries to
narrow the search space and to retrieve images that are semantically better correlated
to the users’ retrieval needs. Unfortunately, the automatic mapping of those semantic
descriptions to low level features is very challenging, not to say impossible for complicated
images. Furthermore, different persons (or the same person under different circumstances)
may perceive the same visual content differently. And finally, providing relevance feedback
is quite tedious for the user, since he/she has to rate all the result images for each retrieval
step. Hence, after a while, user-relevance feedback is often only provided occasionally or
even not at all.
The approach to automatic retrieval systems, based on primitive image features and
user-relevance feedback through keyboard or mouse input, is not a promising approach
to overcome the limitations of CBIR systems described above. One reason is that there
are no suitable techniques to automatically relate the users’ similarity ratings to the
semantic content of the image. Furthermore, the feedback through mouse or keyboard
does not provide a natural and intuitively to use interface between the system and
the user. Thus, users are more discouraged than delighted to utilise CBIR software for
long retrieval sessions. In order to provide a convenient and easy to use interface for
relevance feedback, this thesis presents an alternative approach to image retrieval, called
Vision-Based Image Retrieval (VBIR). This approach uses an eye tracker as a novel
and natural source for user-relevance feedback. An eye tracker measures and records eye
movements of participants looking at images. By online analysis of eye movements during
image retrieval, the retrieval system can be guided to focus on important image areas
(i.e., regions with a high number of fixations) so that accuracy can be improved.
In order to provide a better understanding of the link between Content-Based Image
Retrieval (CBIR) and eye tracking, the two research areas are first described in more
detail in this work. We start by addressing Content-Based Image Retrieval in the next
section.
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1.2 Content-Based Image Retrieval (CBIR)
We all know the popular saying “A picture is worth a thousand words”. But in practice,
a picture is worth far less than a thousand words if it cannot be found. This is where
Content-Based Image Retrieval (CBIR) comes into play.
1.2.1 Motivation
There is a huge demand for sophisticated CBIR systems because more and more visual
data are digitalised as a result of the progress in digitalisation techniques. For example,
museum collections need reliable indexing and retrieval techniques, whereby the number
of users getting online to use those resources is steadily increasing. Broadcasting stations
receive a high number of new images every day. At the British Broadcasting Corporation,
for example, 750000 hours of news material still has to be archived. Thirty employees are
needed to catalogue new material so that the archive can answer the 2000 to 3000 requests
every week (Sietmann, 2003). The advantage of the digitalised form over the traditional
one is that the data cannot only be stored locally but also be conveniently distributed
(for example via the Internet or on CD or DVD).
CBIR was established as a research area in 1992 with the USNSF (US National Sci-
ence Foundation) workshop in Redwood, California. The aim of the workshop was to
identify “major research areas that should be addressed by researchers for visual informa-
tion management systems that would be useful in scientific, industrial, medical, environ-
mental, educational, entertainment, and other applications” (Smeulders et al., 2000, p.
1). Probably Kato, Kurita, Otsu and Hirata (1992) were the first ones to use the term
Content-Based Image Retrieval in order to describe their experiments on automatic re-
trieval of images from a database by colour and shape. From then on, the term CBIR
denotes the process of retrieving desired images from a large collection based on features
(mostly colour, shape and texture) that can be automatically extracted from the images.
These features can be primitive or semantic. Primitive features are low level features like
object perimeter, colour histogram and so on. Semantic features on the other hand refer
to semantically-meaningful information inside an image, for example to identify a person
in an image. Whereas there are already many suitable low level features, the derivation
of semantic meaning from an image is still a huge challenge for existing systems. Despite
all the progress made, those systems mostly lack feature extraction and retrieval tech-
niques that match human needs closely. Even though the first long term projects have
been started to analyse user behaviour for image retrieval, we still do not know enough to
develop sophisticated CBIR programs that are suited to human retrieval needs (Eakins &
Graham, 1999). There is also a lack of adequate visual query formulation and refinement
interfaces for CBIR systems (Venters, Eakins & Hartley, 1997), a barrier for effective
image retrieval.
A few commercial and some research prototype systems using different features and
retrieval techniques are already available, showing quite impressive retrieval results for
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limited application areas (Veltkamp & Tanase, 2000). Poor results of the same systems in
other domains may be caused by the fact that features can describe a particular object
type quite well, but show weaknesses when applied to other object classes or the same
objects photographed from a different perspective or under different illumination condi-
tions. Hence, despite all the effort, there is no general-purpose CBIR system available to
date.
Figure 1.1: Important research fields contributing to Content-Based Image Retrieval.
Different research fields, which have evolved separately, provide valuable contributions
to image retrieval. Information Retrieval, Visual Data Modelling and Representation, Im-
age/Video Analysis and Processing, Pattern Recognition and Computer Vision, Multi-
media Databases, Multidimensional Indexing, Psychological Modelling of user behaviour,
Man-Machine Interaction and Data Visualisation are the most important research fields
that contribute to visual information retrieval. The reason is that CBIR has to deal with a
lot of challenges of various kinds, such as large image databases, semantic interpretation of
image content, evaluation and presentation of retrieval results, including GUI (Graphical
User Interface) Design (see Figure 1.1).
Even though there are many different CBIR systems, they all show a common design
and perform nearly the same basic steps to find images in large databases. In general, the
user provides a query image and the system automatically retrieves those images from the
image database, being most similar to the query image according to the extracted image
features. This process is depicted in Figure 1.2.
The typical “components” (i.e., image database, image features, similarity measures
and retrieval result presentation) and processing steps of a retrieval system will be briefly
described in the following sections.
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Figure 1.2: General structure of a CBIR system: The user provides a query image, the computer searches
for similar images in the image repository and presents them to the user.
1.2.2 Image Database
The first step in designing a CBIR system is to build up a digital image database. The
database mostly consists of different types of images (e.g., colour or greyscale), with unique
or different size or resolution, selected from the same or different categories, recorded
from the same or different perspectives. Examples could be landscape photos, animals,
paintings or images showing parts of a scene in high resolution (for example medical
images). Obviously, the image repository may be very heterogeneous. The more diverse
the image database is, the more difficult it is to find features that suitably describe the
content of the images. In general, CBIR systems have to handle image databases usually
consisting of 1000 up to 100000 or more images.
1.2.3 Image Features and Distance Functions
The selection of suitable features describing the image content reliably is the most im-
portant and crucial step in designing a CBIR system. The systems’ retrieval performance
depends on the features’ robustness and their suitability to describe the content of the im-
ages from the database. During recent years many features have been suggested. A good
overview can be found in Rui, Huang and Chang (1999) and Smeulders et al. (2000).
Most CBIR systems use a combination of different image features (mostly colour, shape
and texture), because each type of feature only describes a certain aspect of the image.
For example, the colour feature is crucial if the user looks for images with a red blossom,
but the texture feature is more relevant if he/she is searching for leaves with a particular
structure. Usually, each feature has an associated relevance weight describing its impor-
tance for the retrieval process. The selected features must be calculated for each single
image of the database and additionally for the query image.
In general, features used for image retrieval are high dimensional. Hence, after feature
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Figure 1.3: Feature space and similarity assessment.
calculation, each image is represented as a point in a high dimensional feature space,
where images being located close together are assumed to be similar (see Figure 1.3).
The image features are usually calculated off-line, because this process requires a lot of
computational power. The resulting high dimensional feature vectors are generally stored
in a database. If the user selects or provides a query image, the same feature calculation
procedures are applied, so that the query image is also represented as a point in the high
dimensional feature space (in the centre of the red circle in Figure 1.3). Then, a distance
function is applied to find the images most similar to the query image in the feature space.
The images with the shortest distances to the query image are retrieved and presented to
the user in ascending order of distance values (see Figure 1.4).
Figure 1.4: Representation of the retrieval results in the SIMPLIcity system (from Wang, 2001).
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Colour Features
Colour is a visual feature that is widely used in image retrieval, because it is immediately
perceived when looking at images. It is relatively robust to background noise, image size
and orientation but can be altered by surface texture, lighting, shading effects and view-
ing conditions. These colour distortions are extremely difficult to handle for computers,
because they extract the colour information from an image without context information.
Additionally, in different contexts, people use various levels of colour specificity. For exam-
ple, an apple is generally described as being red (probably implying some type of reddish
hue), whereas for a car the specific colour shade maybe an important description (Smith &
Chang, 1996). Colours are usually represented as points in 3D spaces. There are different
colour models which can be classified as:
• Colourimetric models (like CIE) resulting from the physical measurement of spectral
reflectance using calorimeters.
• Physiologically inspired models from neurophysiology (for example XYZ).
• Psychological models (describing colours on how they appear to a human observer).
An example for a psychological model is HSB.
Another classification of colour models distinguish between:
• Hardware-oriented models: Define colours according to the properties of the optical
devices used to reproduce the colours, e.g., TV monitor, screen, or printer. Examples
for hardware-oriented models are: RGB, CMY and YIQ.
• User-oriented models: In contrast to hardware-oriented models, these models are
based on human perception of colours, i.e., hue, saturation and brightness percepts.
Examples for user-oriented models are: HLS, HSV, L*u*v* and L*a*b*.
Colour systems differ in their properties, such as perceptual uniformity, and their
invariance to changes in viewing direction, object geometry and intensity of illumination.
These differences make particular colour systems suitable for specific applications. For
image retrieval it is important that the distances between two colours in the chosen
colour model corresponds to human visual perception. A comprehensive discussion of
various colour models and their properties can be found in Gevers (2001).
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Colour Histograms
Colour histograms are commonly used to describe low-level colour properties of im-
ages. They are translation and rotation invariant and easy to calculate (Swain &
Ballard, 1991). Colour histograms are mostly represented as one distribution over three
primaries, obtained by discretised image colours and counting the pixels belonging to
each colour. Problems that come with this description are the high dimensionality and
the sensitivity to lighting changes and changes in large viewing angles. The cumulative
histogram (Stricker & Orengo, 1995) is preferred for high dimensional and sparsely
populated colour distributions. A more compact representation are the colour moments,
proposed by Stricker and Orengo (1995). The colour distribution of an image can be
interpreted as a probability distribution and can therefore be characterised by moments.
Because most of the colour information is concentrated on the low-order moments, the
calculation of the first three moments (mean, variance and skewness) are sufficient to
describe the colour distribution.
Colour Coherence Vectors
The disadvantage of the colour features introduced above is that they do not contain
spatial information, so that images with different layout can have similar histogram
representations. Colour coherence vectors (Pass, Zabih & Miller, 1996) are used to
improve histogram matching and to include spatial information. Colour coherence
means that neighbouring pixels belong to a large region of similar colour. The image is
discretised and for each colour the total number of coherent and incoherent pixels are
calculated. The distance between two images results from the total of the differences
between the number of coherent and incoherent pixels for each colour.
Colour Sets
Smith and Chang (1996) proposed colour sets, a compact alternative to colour histograms
by binary vectors, ignoring those colours whose values in the corresponding colour his-
togram are below a pre-specified threshold. The basic assumption of this approach is that
salient regions can be represented by a small set of colours. Images are transformed into
a quantised HSV space with 166 colour bins and subsampled to approximately 196× 196
pixels. Then a 5 × 5 median filter is applied to each HSV channel to blur the image in
order to reduce noise and small details. Finally, the colour image is converted back to
an indexed RGB image. Then, colour regions are extracted by systematically generating
a bi-level image for each colour present in the indexed RGB image at a time, and in
multiples (see Figure 1.5). Only regions with a size above 64 pixels are considered to be
significant. For each significant region a colour set is calculated. Each colour of the colour
set must contribute at least 20% of the region size, resulting in a maximum of five colours
per region. If a region does not pass the thresholds, it will not be indexed by that colour
set. If one of the colours of the colour set is not sufficiently represented, the region can
still be represented by a reduced colour set. Besides colour sets, region area and location
information are stored as region features. The overall distance between two images is
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computed as the weighted sum of distances between colour sets, spatial location, areas
and spatial extent of the image regions. Further colour features used for image retrieval
can be found in Del Bimbo (1999).
Figure 1.5: (a) Colour image of a butterfly, (b) processed colour image with 30 colours, (c) pixels from
image belonging to colour set Ci, (d) minimum bounding rectangles (MBRs) for extracted regions used
to index the image collection (taken from Smith & Chang, 1996).
Shape Features
Recent studies about cognition aspects of image retrieval have shown that users in most
cases are more interested in retrieval by shape than by colour or texture (Schomaker,
de Leau & Vuurpijl, 1999). For humans even partly occluded shapes are sufficient for
identification and for the impression of a complete and real representation of the object.
However, computerised retrieval by shape is still considered as one of the most difficult
aspects of content-based search (Lew, 2001). Generally, shape representations can be
classified into three categories: The shape through transformation approach, the relational
approach and the feature vector approach. The choice for a particular category depends on
application needs, like characteristics of objects in the utilised image domain, tolerance
to occlusions and deformations, robustness against noise and so on. In the following the
three categories are described in more detail and examples are given.
Shape through Transformation Approach
In the shape through transformation approach, the shape is regarded as a template, like
a snake or a sketch. Active contours (or snakes) are computer-generated curves that move
within images to find object boundaries. They are called snakes, because the deformable
contours resemble snakes as they move. Active contours are often used in Computer Vision
and Image Analysis to detect and locate objects, and to describe their shape.
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Figure 1.6: Elastic deformation of a horse-like template over an edge-image (from Del Bimbo &
Pala, 1997). (a) Original image, (b) different steps of the deformation process.
Del Bimbo and Pala (1997), for example, present a technique based on elastic matching
of sketched templates over the shapes in the images to evaluate similarity. The similarity
between the sketch and the images in the database is evaluated according to the elastic
deformation energy needed to deform the original sketch to find a reasonable fitting with
the target image (see Figure 1.6). The similarity is computed through a back-propagation
neural network with the following five input parameters:
(1) The degree of matching between deformed sketch and the shape in the database
image (M), where 1 means that the sketch lies entirely on image areas.
(2) The quantity S, as a rough measure of how the sketch has been stretched by the
deformation.
(3) The quantity B, as a approximate measure of the energy spent to bend the template.
(4) A qualitative measure of template deformation, measured as the correlation between
the curvature of the original template and that of the deformed one.
(5) A qualitative measure of the complexity of the template, measured through the
number of zeros of the shape curvature function.
Since elastic matching is computationally expensive, it can only be applied to small
databases or as a refinement tool. However, the similarity ranking provided by this
technique reflects very closely human perception of shape similarity.
Relational Approach
In the relational approach, mostly complex shapes are broken down into sets of salient
components. The shape representation consists of the shape features for each component
and the relations between them.
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Figure 1.7: (a) Hoffmann and Richards’ contour codons (a black box marks a curvature minimum, and
a grey disk marks a zero curvature point). (b) Representation of a curve as a string of codons (taken from
Tanase, 2005, p. 29).
An example for describing the shape of an object, using the relational approach, are
the boundary tokens. In this approach, the boundary is divided into a set of boundary
segments, called tokens. The decomposition simplifies the description process by reducing
the boundary’s complexity. The boundary tokens can be approximated by simpler
shapes, such as polygons with vertexes at the shape’s salient points (Davis, 1979).
A more sophisticated representation for tokens is the codon-based representation
(Richards & Hoffman, 1985). Codons are sets of primitive tokens, which are used
as basic descriptors of a generic curve. They are parts of a curve, located between
two consecutive minima of the curvature function. There are six different types of
codons, differing in the location of the maximum and the number of zeros of the cur-
vature (see Figure 1.7). The overall shape can then be described by a succession of codons.
Feature Vector Approach
Because the shape features used in the new eye-tracking based approach to image retrieval
(see Section 4.5.3) are represented as numerical vectors, the feature vector approach is
described more deeply in the following. This category subsumes all approaches that de-
termine a feature vector for a given shape. It requires a mapping of the shape in the
feature space and the evaluation of the difference between feature vectors using a suitable
distance function, mainly the Euclidean distance.
Before shape features can be calculated, the objects in the image have to be extracted.
This is mostly done by segmentation or edge detection. After region extraction, either the
external boundary (parametric external method) or a description of the region enclosed by
the boundary line (parametric internal method) can be used as a shape feature. Examples
for the later are simple geometric attributes like region area, minimum or maximum
rectangle, compactness or elongatedness (Del Bimbo, 1999). Furthermore, regions can be
described by a set of seven normalised moments, where six of them are rotation invariant
and one is skew and rotation invariant (Hu, 1962).
Prominent features to describe the external boundary of an object are the Fourier de-
scriptors (Peerson & Fu, 1977). In this approach, the boundary of an object is represented
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Figure 1.8: Representation of a digital boundary as a complex sequence. The first two points of the
sequence ((x0, y0) and (x1, y1)) are chosen arbitrarily (from Gonzalez & Woods, 2002, p. 499).
as a sequence of coordinates:
s(k) = [x(k), y(k)] , k = 0, 1, 2, ..., N − 1, (1.1)
i.e., starting with the point (x0, y0) and traversing the boundary counterclockwise (see
Figure 1.8). Moreover, the x- and y-axis can be treated as real and imaginary axes, so
that the sequence of boundary pixels can be expressed as:
s(k) = x(k) + jy(k) , k = 0, 1, 2, ..., N − 1 (1.2)
and therefore reducing the representation from 2D to 1D without changing the boundary
itself. The Fourier transform of s(k) is:
a(u) =
1
N
N−1∑
k=0
s(k)exp[−j2Πuk
N
], (1.3)
where a(u) are the Fourier descriptors of the boundary. The original values s(k) can be
restored by applying the inverse Fourier transform on the a(u)’s :
s(k) =
N−1∑
u=0
a(u)exp[
j2Πuk
N
] (1.4)
for k = 0, 1, ..., N − 1. Now the gross essence of the object boundary can be sufficiently
described by using only P << N Fourier coefficients, i.e., a(u) = 0 for u > P−1, resulting
in the following approximation to s(k):
s´(k) =
1
P
P−1∑
u=0
a(u)exp[
j2Πuk
N
] (1.5)
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By simple transformations, Fourier descriptors can be made rotation, scale and transla-
tion invariant (Gonzalez & Woods, 2002).
There exist many more approaches in Computer Vision for shape feature calculation,
such as tree pruning, generalised Hough transform or pose clustering, geometric hashing
and wavelet transform. A description of important shape features used for image retrieval
can be found in Mehtre, Kankanhalli and Lee (1997), Rui, Huang and Chang (1999) and
Veltkamp and Hagedoorn (2001).
Texture Features
Texture is an intuitive concept which allows us to distinguish regions of the same colour.
Together with colour, texture is a powerful discriminating feature, present nearly every-
where in nature. Textures can be described according to their spatial frequency or percep-
tual properties (e.g., periodicity, coarseness, preferred direction, or degree of complexity).
In particular, textures emphasise orientation and spatial depth between overlapping ob-
jects. In contrast to colour, textures describe repeating visual patterns in homogeneous
regions, i.e., texture is a region instead of a pixel property. Within a texture, there is
significant variation in intensity levels between nearby pixels. A scene can contain differ-
ent textures at varying scales. From a large scale, the dominant pattern in a floral cloth
is the flower against the background, whereas from a finer scale it may be the weave of
the cloth. In psychological experiments it was shown that different texture types can be
discriminated pre-attentively, allowing texture discrimination without focussing attention
(Julesz, 1981). Further research has revealed that local properties are involved in the
perception of texture differences. These basic elements in early (pre-attentive) visual per-
ception are called “textons” (Julesz, 1981). Pre-attentive texture discrimination results
from a difference in texton type or some other first-order statistics of textons (e.g., density
or standard deviation). Later psychophysical research did not confirm the role of textons
as a plausible textural discriminating factor. Beck, Sutter and Ivry (1987) argued that the
texture discrimination is primarily a function of spatial frequency analysis and not the
result of a higher level symbolic grouping process. Campbell and Robson (1968) assumed
that the visual system decomposes the image into filtered images of various frequencies
and orientations. The application of multi-channel filtering approaches to texture analysis
was motivated by the studies of De Valois, Albrecht and Thorell (1982): They found the
selective response of simple cells in the visual cortex of monkeys to various frequencies
and orientations.
The vague definition of the term texture leads to a variety of approaches for texture
representation. Textures can be described by statistical, structural, stochastic and spectral
approaches. Statistical approaches use a set of features to characterise textured images,
such as contrast, correlation and entropy. Structural techniques deal with the 2D arrange-
ment of image primitives or subpatterns, such as regular spaced parallel lines, circles,
hexagons or dot patterns. Stochastic approaches model textures by stochastic processes
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governed by some parameters which can serve as features for texture classification and
segmentation problems. Spectral techniques are based on the analysis of power spectral
density functions in the frequency domain. They are used primarily to detect global peri-
odicity in an image by identifying high-energy, narrow peaks in the spectrum. Extensive
descriptions of statistical and structural approaches can be found in Levine (1985) and
Haralick (1979), stochastic approaches are described in Haindl (1991), whereas spectral
techniques are depicted in Lew (2001). A collection of representative texture images can
be found in the classic Brodatz album (Brodatz, 1966).
Statistical Approaches
Prominent statistical approaches are the grey level co-occurrence matrix (GLCM) (Har-
alick, Shanmugam & Dinstein, 1973) and Tamura’s Texture Features (Tamura, Mori &
Yamawaki, 1978). They are both described in detail in Section 4.5.4. Examples for struc-
tural models, where features are extracted from non-contiguous blobs can be found in
Voorhees and Poggio (1988) and in Chen, Nixon and Thomas (1995). In Voorhees and
Poggio (1988) the texture is characterised by the contrast, orientation, width, length,
area and area density of blobs within the texture, which correspond to dark patches in
the original image. Chen, Nixon and Thomas (1995) use different intensity thresholds re-
sulting into several binary images. Contiguous pixels in these images above or below the
intensity level form bright or dark blobs, respectively. Based on the blob’s average area
and irregularity calculated for each intensity threshold, granularity and elongation of the
texture can be measured.
Stochastic Models
An example for stochastic models are the gauss-markov random field (GMRF) methods
(Manjunath, Simchony & Chellappa, 1990), which model the intensity of a pixel as a
stochastic function of its neighbouring pixels’ intensity. The pixels intensity in the GMRF
method is modelled by using a Gaussian probability density function. The mean of the
Gaussian distribution is a linear function of the neighbouring pixels’ intensity, whereas
its linear coefficients and variance are estimated by using a least square method.
Spectral Technics
Two popular approaches for spectral techniques are the Gabor filter and the wavelet filter
banks.
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Gabor Filter
Gabor filters have received considerable attention, because they have been found to be
a good model for the 2D receptive fields of simple cells in the visual cortex (Jones
1985). They are widely used in Image Processing, Computer Vision, Neuroscience and
Psychophysics. Gabor filters achieve optimal joint resolution in the 2D spatial- and 2D
frequency-domain. Each representation alone does not provide the information needed for
the rapid discrimination of differently textured regions. Image representation by impulses
or pixel values does not show periodicities in the distribution of image luminance in space,
whereas the analysis by global Fourier techniques alone does not reveal local distributions
or combinations of image luminance. Therefore, they are inappropriate for the analysis of
local features or textons (Turner, 1986). Consequently, an optimal solution is to analyse
the images simultaneously in both spatial and spectral domains. Gabor Filters achieve
the theoretical lower limit of joint uncertainty in time and frequency and thus are well
suited for texture segregation problems (Gabor, 1946):
g(t) = e−
(t− t0)2
α2
+ iωt (1.6)
Equation 1.6 describes the modulation product of a complex exponential wave with fre-
quency ω and a Gaussian envelope of duration α occurring at time t0.
Figure 1.9: Set of Gabor functions: On the left side the daisy-like pattern of the frequency domain is
seen. The corresponding receptive field of the circles in the spatial domain are depicted on the right (from
Ontrup & Ritter, 1998, p. 17).
Daugman extended Gabor’s work to two dimensional filters (Daugman, 1980). He
showed that an extension of the joint optimisation criterion to two dimensions was sat-
isfied by a family of functions, which can be realised as spatial filters consisting of si-
nusoidal plane waves within two dimensional elliptical Gaussian envelopes. The corre-
sponding Fourier transform contain elliptical Gaussians displaced from the origin in the
direction of orientation with major and minor axes inversely proportional to those of the
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spatial Gaussian envelopes (see Figure 1.9). This reflects the “uncertainty relation” and
shows that information content in spatial- and frequency-domain are inversely related:
Designing a filter for greater resolution in the spatial-domain (by decreasing the size of
the Gaussian envelop along both spatial dimensions) leads to an increase of the effective
area in the frequency domain, thereby decreasing its spatial frequency and orientation
selectivity. A 2D Gabor function g(x, y) and its Fourier transform G(u, v) can be written
as:
g(x, y) = e
−( (x−x0)2
σ2x
+
(y−y0)2
σ2y
)
e−2piiω(x−x0) (1.7)
G(u, v) = e
−( (u−ω)2
σ2u
+ v
2
σ2v
)
e−2pii(x0(u−ω)+y0v) (1.8)
where (x0, y0) is the centre of the receptive field in the spatial domain, σx and σy
are the widths of the Gaussian envelope along the x and y axes, respectively, ω is the
frequency of a complex wave along the x-axis, and σu =
1
2piσx
, σv =
1
2piσy
.
Filter with a low bandwidth in the frequency space allow a fine discrimination between
different textures. For the exact recognition of texture borders on the other hand, filters
with a low bandwidth in the spatial domain are suitable. Mostly 2D Gabor filters are
arranged in a daisy-like pattern in the frequency domain (see Figure 1.10). The ellipses
indicate the half-peak contours of the Gabor filters in the frequency domain. As can be
seen, there are six orientations at four different scales. The advantage of this construc-
tion scheme is that almost the whole frequency space is covered, whereas the individual
filters have as little overlap as possible. Note that the filters detect orientations which are
orthogonal to them.
Figure 1.10: Gabor filter arrangement in a daisy like pattern (taken from Manjunath & Ma, 1996)
Two images are considered similar if they share the same distribution of filter bank
results. Simple but efficient measures are the mean µmn and standard deviation σmn in
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each filter bank channel, resulting in a feature vector f = [µ00 σ00 µ01 σ01 ... µ53 σ53]
T for
six scales and four orientations. The distance between two images i and j, represented by
the texture features f i and f j is defined by:
Dtexij =
∑
m
∑
n
∣∣∣∣∣µ(i)mn − µ(j)mnσ(µmn)
∣∣∣∣∣+
∣∣∣∣∣σ(i)mn − σ(j)mnσ(σmn)
∣∣∣∣∣ (1.9)
where σ(µmn) and σ(σmn) denote the standard deviations of the respective features over
the entire database, used to normalise the individual feature components. This measure
has outperformed several other parametric models for measuring texture similarity
(Manjunath & Ma, 1996).
Wavelet Filter Banks
Another alternative of frequency-based models for textures are the wavelet filter banks.
The wavelet transform decomposes an image successively into scale and detail information
(see Figure 1.11). As can be seen from Figure 1.11, the wavelet transformation involves
filtering and subsampling. Kundu and Chen (1992) used orthogonal analysis filters of a
two-band quadrature mirror filter (QMF) to decompose data into low-pass and high-pass
frequency bands. Recursive application of the filter to the lower frequency bands produces
wavelet decomposition as illustrated in Figure 1.11. Similar to the Gabor filter, the feature
vectors are constructed from the mean and the variance of the energy distribution of the
transform coefficients for each subband at each decomposition level.
Figure 1.11: QMF-wavelet based features for texture classification (taken from Lew, 2001, p. 71). WT
is the abbreviation for wavelet transform.
Gabor filter and wavelet transformations analyse textures at different scale levels. This
multi-scale analysis has advantages, because the scale information of the textures in the
images are not known in advance (Ka¨ster, 2005).
MPEG-7
MPEG-7 is a forthcoming description standard for multimedia information and will there-
fore be important for future Content-Based Image Retrieval systems. MPEG-7 is a mul-
timedia content description standard developed by the Moving Pictures Expert Group.
It was released in 2002. MPEG-7 was developed, because the effective identification and
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managing of the sheer volume of multimedia data is becoming more and more difficult
with regard to storage, management and retrieval. It uses metadata, stored in a XML
description scheme, for describing media contents. Neither automatic nor semi-automatic
feature extraction algorithms are inside the scope of the standard. MPEG-7 just provides
the format which can be used by external programs to store the extracted features. No
specifications of the search engines, filter agents, or any other program that can make use
of the description are within the scope of MPEG-7; competition will produce the best
results. The main elements of the MPEG-7 standard are:
• Descriptors (D): Standardised labels or terms for multimedia features. These de-
scriptions are based on catalogue (e.g., creator, title), semantic (e.g., information
about objects or events) or structural features (e.g., colour, texture, form, move-
ments or noises).
• Description Schemes (DS): Specify the structure and semantics of the relationships
between their components that may be both Descriptors and Description Schemes.
• Description Definition Language (DDL): Defines the syntax of Descriptors and De-
scription Schemes. DDL uses the XML scheme language as the basis of its syntax.
Because the XML schema language has not been designed specifically for audio-
visual content description, there are certain MPEG-7 extensions which have been
added.
• System tools: To support the binary coded representation of the DDL specifica-
tions for efficient storage and transmission (both for textual and binary formats),
synchronisation of descriptions with content, and so on.
MPEG-7 is particularly useful for visual information retrieval, because Descriptors and
Description Schemes are associated with the content of multimedia material, which allows
fast and efficient searching. MPEG-7 allows different granularities in the descriptions for
different levels of abstractions. For visual material, the lowest level is a description of
features like colour, shape, texture, movements and position, whereas the highest level
covers semantic information. In between, several intermediate levels of extraction may
exist. Descriptions vary according to the types of data and the context of application. For
retrieval, the search engine matches the query data with the MPEG-7 description. MPEG-
7 addresses on- or off-line or streamed (e.g., broadcast, push models on the Internet)
applications and operates in both real-time and non real-time environments. A real-time
environment in this context means that the description is generated while the content is
being captured. More information can be found on the MPEG home page ([2]).
1.2.4 Similarity Measures
As already mentioned above, the retrieval of images from a database requires the specifi-
cation of a query, mostly by providing an example image being quite similar to the image
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the user is looking for. The classical approach is to extract features from the images in the
database and to summarise them in a multidimensional feature vector, i.e., each database
image is represented by a point in a multidimensional space. Now the query image is
processed in the same way as the images in the database, resulting in a feature vector of
identical dimensionality which is also projected onto the index space. To find the N most
similar images from the database, the global similarities between the features of the query
and each database image are calculated and those images with the highest similarity are
retrieved. By providing relevance feedback, the contribution of each individual feature to
the calculation of the global similarity can be optimised. The whole process is summarised
in Figure 1.12.
Figure 1.12: Similarity computation between the query image and the images in the database (adapted
from Lew, 2001, p. 123).
Given the features and their representation associated with each image, a distance
(d) is necessary to compare the features of the query image with those of each database
image. The more similar the features of two images, the smaller should be their distance.
A distance which satisfies the following three properties, is called a metric :
(1) Self-similarity: d(I, I) = d(J, J)
(2) Minimality: d(I, J) ≥ d(I, I)
(3) Triangle inequality: d(I,K) + d(K, J) ≥ d(I, J)
where I, J andK are images. Besides the features, the chosen metric is the most important
component of a Content-Based Image Retrieval system. In contrast to the mathematically
precisely defined metric distance measures used by the system, the similarity estimation
of humans depends heavily on the individual user and the users’ point-of-view (Tver-
sky, 1977). Similarity experiments show that some metric properties are not conform with
human perception of dissimilarity. In Figure (1.13) for example, the distance between the
left and the middle and the middle and the right figure are small. On the other hand,
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the distance, as humans perceive it, between the left and right figure is high. In this
example, the triangle inequality does not hold. Thus, instead of the three metric prop-
erties, Tversky and Gati (1982) proposed other properties, like dominance, consistency
and transitivity, which are more conform to human similarity perception. Tversky (1977)
also developed the feature contrast model, the most famous non-metric model, where the
image is represented as a set of binary features.
As illustrated above, a variety of similarity theories exist that differ regarding the
properties of d and the number and nature of the accepted or rejected distance axioms
(Santini & Jain, 1999). In the following, different approaches for d are described. Further
similarity measures can be found in Santini and Jain (1999), Rubner and Tomasi (2001)
and Lew (2001).
Figure 1.13: The triangular inequality does not hold under partial matching (adapted from Lew, 2001,
p. 124).
Most similarity measures in image retrieval are applied to histograms calculated for
the query and database image. Two kinds of distances exist to calculate the similarity of
histograms: Bin-to-bin and cross-bin similarity measures. The former can be calculated
quite fast, but has the disadvantage that it only compares bins with the same index,
and thus it is not illumination invariant. Furthermore, bin-to-bin similarity measures are
sensitive to bin size, i.e., a coarse binning may result in insufficient discriminative power,
whereas in fine binning, similar features may be placed in different bins and might not be
matched. Cross-bin histogram dissimilarity measures overcome these limitations. This, on
the other hand, makes them computationally more expensive. The two similarity measures
are illustrated in Figure 1.14.
Bin-to-bin Dissimilarity Measures
Popular bin-to-bin dissimilarity measures used in image retrieval are the Minkowski
distance, histogram intersection, Kullback-Leibler divergence and Jeffrey divergence (from
information theory) and χ2 (from statistics).
I.) Minkowski Distance
1.2 Content-Based Image Retrieval (CBIR) 21
Figure 1.14: Illustrative example, where a bin-to-bin similarity measure (here classical Minkowski Dis-
tance (L1)) is not conform with perceptual dissimilarity. (a) Assuming that histograms have unit mass,
then dL1(H1,K1) = 2 and dL1(H2,K2) = 1. (b) In contrast to the classical Minkowski form distances,
perceptual distances integrating cross-bin information consider the similarity of the different grey values,
leading to dperc(H1,K1) < dperc(H2,K2) (taken from Rubner & Tomasi, 2001, p. 7).
A general distance function is the Minkowski distance, defined as:
dM(HQ, HD) =
[∑
i
|HQ(i)−HD(i)|p
]1/p
(1.10)
where HQ and HD are histograms of the query and database image, respectively, and i is
the bin index. The L1-distance with p = 1 is called Manhattan (or city-block) distance.
The commonly used L2-distance, also referred to as Euclidean distance, results from
p = 2. The Chebyshev distance (L∞-distance) is a special case of the Minkowski distance
with p = ∞. Because the Minkowski metrics account only for the correspondences
between bins with the same index for the distance calculation, the L1-distance results in
many false positives for image retrieval (see Figure 1.14).
II.) Kullback-Leibler Divergence
dKL(HQ, HD) =
∑
i
HQ(i) log
HQ(i)
HD(i)
(1.11)
The Kullback-Leibler divergence originates from information theory and measures the
average inefficiency to code one histogram using the other as the code-book. Disadvan-
tages of the Kullback-Leibler distance are its sensitivity to histogram binning and its
non-symmetry.
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III.) Jeffrey Divergence
The Jeffrey divergence overcomes the shortcomings of the Kullback-Leibler divergence. It
is numerically stable, symmetric and robust with respect to noise and binning.
dJ(HQ, HD) =
∑
i
(HQ(i) log
HQ(i)
mi
+HD(i) log
HD(i)
mi
) (1.12)
with mi =
HQ(i)+HD(i)
2
.
IV.) χ2 Statistics
dχ2(HQ, HD) =
∑
i
(HQ(i)−mi)2
mi
(1.13)
with mi =
HQ(i)+HD(i)
2
. This quantity measures how unlikely it is that one distribution
was drawn from the other.
Cross-bin Dissimilarity Measures
A variety of cross-bin dissimilarity measures have been developed. The most popular ones
are the quadratic-form distance, one-dimensional match distance, Kolmogorov-Smirnov
statistics and the Earth Movers Distance, which will be discussed below:
I.) Quadratic-Form Distance
dA(HQ, HD) =
√
(hQ − hD)TA(hQ − hD) (1.14)
where hQ and hD are vectors that list all single entries in HQ and HD. The similarity
matrix A = [aij] represents cross-bin information, where aij denotes the similarity
between bin i in histogram HQ and bin j in histogram HD. The elements of A are
calculated according to: aij = 1 − dij/dmax where dij is the ground distance between
the feature descriptors of bins i and j in the feature space, and dmax = maxij dij. The
disadvantage is that the quadratic-form distance compares one bin of histogram HQ with
different bins in the other histogram HD. This is not in line with perceptual dissimilarity
and therefore usually results in many false positives for image retrieval.
II.) Kolmogorov-Smirnov Statistics
dKS(HQ, HD) = maxi(|hˆQ(i)− hˆD(i)|) (1.15)
where hˆQ(i) and hˆD(i) are cumulative histograms. The Kolmogorov-Smirnov statistics is
a common statistical measure for unbinned distributions. For consistency with the other
histogram based distance measures, it is here applied to cumulative histograms.
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III.) Earth Movers Distance
The Earth Movers Distance (EMD) computes the distance between two distributions,
which are represented as signatures (Rubner & Tomasi, 2001). A signature, mathemat-
ically defined as sj = (mj, wj), represents a set of feature clusters in the feature space,
where mj denotes the mean of the cluster and wj the fraction of pixels that belong to
cluster mj. The subscript j varies with the complexity of a particular image.
Figure 1.15: Allegory of the Earth Mover’s Distance (taken from Czepa, 2005, p. 5).
A colour histogram is a special case of a signature, where mj represents the RGB
values of a particular histogram bin and wj stands for the number of pixels belonging
to that bin. Imagine the colour histograms of two images described by signatures with
m clusters P=(p1, wp1), ..., (pm, wpm) and Q=(q1, wq1), ..., (qm, wqm), respectively. Also a
ground distance matrix D = [dij] is given, where dij is the ground distance between
clusters pi and qj. The ground distance can be the Euclidean, city block or any other
distance metric. P can be seen as a “mass of earth” properly spread in space and Q as a
collection of “holes” in the same space (see Figure 1.15).
Then the EMD measures the least amount of work needed to fill the “holes” with
“earth”, where a unit of work corresponds to transporting a unit of “earth” by a unit of
ground distance. Mathematically this can be expressed as follows: Find a flow F = [fij],
where fij describes the flow between pi and qj that minimises the overall cost
WORK(P,Q, F ) =
m∑
i=1
n∑
j=1
d(pi, qj)fij (1.16)
where d is the ground distance and P and Q are the signatures of the query and database
image, respectively. The calculation of Equation 1.16 is subject to the following con-
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straints:
fij ≥ 0, 1 ≤ i ≤ m, 1 ≤ j ≤ n, (1.17)
n∑
j=1
fij ≤ wpi, 1 ≤ i ≤ m, (1.18)
m∑
1=1
fij ≤ wqi, 1 ≤ j ≤ n, (1.19)
m∑
i=1
n∑
j=1
fij = min(
m∑
i=1
wpi,
n∑
j=1
wqj). (1.20)
Constraint 1.17 guarantees that the “earth” is only moved from P to Q and not vice
versa. Constraints 1.18 and 1.19 limit the amount of “earth” that can be sent by the
clusters in P or received by the clusters in Q by their weights, i.e., only as much
“earth” as possible is moved. Finally, constraint 1.20 forces that the maximum amount
of “earth” is moved. One advantage of the EMD is its general and flexible metric which
allows partial matching. Furthermore, it can be applied to variable-length representations
of distributions, it can be computed efficiently and lower bounds are readily available for it.
IV.) One-Dimensional Match Distance
dM(HQ, HD) =
∑
i
|hˆQ(i)− hˆD(i)| (1.21)
where hˆQ(i) and hˆD(i) are cumulative histograms. In case of two one-dimensional his-
tograms, the match distance can be seen as the L1 distance between cumulative his-
tograms. The one-dimensional match distance cannot be extended to higher dimensions,
since the relation j ≤ i is not a total ordering in more than one dimension. For 1D his-
tograms with equal areas, the one-dimensional match distance becomes a special case of
the Earth Movers Distance, but without being able to handle partial matches or other
ground distances.
1.2.5 Categories of User Aims
The use of a large image database requires that the user has a particular search intention
in mind. However, in image retrieval, users’ search intention can vary from only a vague
up to a quite detailed idea about the retrieval aim. In image retrieval, there are three
broad search categories of user aims when using the system (Smeulders et al., 2000):
• Search by association: The user starts the retrieval with only a vague idea what
he/she is looking for.
• Search for a specific image: The user is looking for a single specific image that
he/she has in mind or which is similar to a provided set of images (e.g., search in
catalogues).
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• Category search: The user is looking for one or more images from general categories
(e.g., trademarks).
The three categories make different demands on the particular design of CBIR systems
and their set of applied features. Hence, it is necessary to understand the various types of
queries that can be posed in order to determine the feature vector structure suitable for
queries supported by the CBIR system. In case of search by association, the system should
be highly interactive (user-relevance feedback), allowing the user to browse the whole
database. The search for a specific image requires a careful selection of appropriate low-
level features, describing reliably the image content. Category search on the other hand
requires the selection of high-level semantic features that can capture image categories,
like indoor versus outdoor (Szummer & Picard, 1998) or city versus landscape (Vailaya,
Jain & Zhang, 1998).
1.2.6 Query Image
The simplest way to describe the content of an image we are looking for is by using words.
Text annotation is used in popular image search engines like Google or Yahoo, and can be
directly used for keyboard-based searching, when it is available (Chang & Hsu, 1992). But
text annotation is tedious, subjective, unsystematic and it is not suitable for capturing
the perceptual saliency of some visual features, especially texture or the outline of a form.
If text annotation is unavailable or incomplete, three other forms of queries can be
used: Query by example image, by sketch or by iconic symbol (Lew, 2001) (see Figure
1.16).
Probably the most intuitive way we can think of, is to draw a sketch using a painting
device like a pencil or a brush. Therefore, a CBIR system can provide a drawing board and
some drawing functions. But this method also has some drawbacks: I.) It is not easy to
draw objects, especially with a computer mouse, II.) Different people have different draw-
ing skills, III.) The quality of the sketch also depends on the drawing facilities provided
by the system.
A variant of this technique that frees the user from drawing the image is to provide
icons which can be dragged and dropped by the user on a drawing board. But the re-
sult heavily depends on the icons provided by the system: If the system only provides
icons with simple objects, the result will be much poorer than for a system support-
ing icons depicting more complex objects. Furthermore, a system that can handle only
2D-relationships between icons is much more restricted than one being able to handle
3D-arrangements of icons.
Among the most commonly request paradigms used in CBIR systems is query by
example: The user provides a query image being quite similar to the image he/she is
looking for. This image can be provided in every kind of graphical format, on the local
machine or on a portable disk. This requires no drawing skills by the user. Common
problems are that the provided image can be different from the desired ones with regard
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Figure 1.16: Different kinds of queries: By text, sketch, icon and example image.
to recording angle, illumination, focus or other details. Another point is that the user
mostly has much more in mind about a scene than a “one frame shot” can provide.
Some systems provide a set of starting images or a random option (i.e., images
are retrieved randomly from the database) in order to offer the user a starting point
(Wang, 2001). This approach is required for the “search by association” (see Section
1.2.5), i.e., the user has only a vague idea of what he/she is looking for or if no query
image is available. Figure 1.16 illustrates the different query types for CBIR systems.
1.2.7 Results and User Feedback
The process of integrating the user in the retrieval process, by evaluating the retrieval
results, is called user-relevance feedback (see Figure 1.17). User-relevance feedback serves
two main purposes: I.) To improve the retrieval performance, II.) to overcome the semantic
gap and subjectivity of human perception (see Section 1.1). Because Computer Vision
techniques that automatically extract semantic information from an image are not reliable
enough, humans still play an indispensable part in the design of CBIR systems. With this
fact becomming more and more apparent, CBIR systems pay more and more attention
to user interaction and try to find the best images according to user input. Examples for
CBIR systems that integrate user-relevance feedback areMARS, FourEyes, PicHunter and
WEBSEEK (Rui, Huang & Chang, 1999). Many of the existing CBIR systems provide
a graphical user interface for user-relevance feedback. Sliders or radio buttons allow the
user to provide a graduated judgement of relevance for each single retrieved image, i.e.,
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from highly relevant to not relevant at all. Now the query can be refined by updating the
weights for different feature classes according to the user input (Rui, Huang, Mehrota &
Ortega, 1998). This process repeats until the system has adapted its retrieval behaviour
to user requirements and therefore retrieves the best results. The key issue here is how
to incorporate the positive and negative examples provided by the user in the query and
similarity refinement?
Figure 1.17: Image retrieval with user-relevance feedback.
Early techniques for relevance feedback have mainly been adopted from Text Retrieval
(Salton & McGill, 1988). They can be classified into two approaches: Query point move-
ment (query refinement) and re-weighting (similarity measure refinement). The former
method improves the estimate of the “ideal query point” by moving it towards good
and away from bad example points. A prominent technique for query point movement is
Rocchio’s formula:
Q
′
= αQ+ β(
1
NR′
∑
i∈D′R
Di)− γ( 1
NN ′
∑
i∈D′N
Di) (1.22)
where α, β and γ are parameters which have to be selectively adjusted for each application.
NR′ and NI′ are the number of documents in D
′
R (a set of relevant documents) and D
′
N
(a set of non-relevant documents). Q is the vector for the initial query.
For image retrieval usually high dimensional feature vectors are used. In the re-
weighting method, the weights for important or unimportant feature dimensions are in-
creased or decreased, respectively. If the variance of good examples is high along a principle
axis j, then the values on this axis are relatively irrelevant to the input query and there-
fore receive low weights wj. If the variance is low on the other hand, then this feature
dimension receives high weights. A prominent CBIR system that uses re-weighting tech-
niques is the MARS system (Rui, Huang, Mehrota & Ortega, 1998), which is described
in Section 1.2.9.
Another technique uses Bayesian learning to incorporate user’s feedback for updating
the probability distribution of all images in the database. This method was implemented
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in the PicHunter CBIR system (Cox, Miller, Omohundro & Yianilos, 2000), which is also
described in Section 1.2.9.
In Lee, Ma and Zhang (1998) user-relevance feedback is used to build up a semantic
correlation matrix for image clusters. It has been shown that this approach does not only
improve retrieval performance, but also reduces the number of iterations in the following
retrieval sessions, because the system is able to learn from previous relevance feedback.
User relevance and user log analysis is also used for iFind, a web-based image retrieval
system that uses a modified form of Rocchio’s formula to measure the relevance of each
database image considering both semantic and low-level feature content (Lu, Hu, Zhu,
Zhang & Yang, 2000). It applies a document space model that is built from the image
and text content of the web pages (where irrelevant text information is removed) and a user
space model, i.e., keyword vectors applied by the user to describe image content (extracted
from the log files and the user-relevance feedback). By combining the document space
model with the user space model, the retrieval performance can be significantly improved,
because mismatches between the page author’s expression and user’s understanding and
expectation are eliminated. Each image is linked to several keywords, whereby a weight
associated with each link represents the degree of the keywords’ relevance to the semantic
content of the image. By user relevance, these weights can be updated and additional
keywords can be learned.
Because the feedback process can be quite tedious for long retrieval sessions, users
quite often provide only superficial feedback or even skip it completely, leading to a poorer
performance of the system. Additionally, each type of image features only captures some
aspects of image similarity and it is difficult for the user to specify which aspects he/she
exactly wants or what combination of these aspects are important for defining a query.
Therefore, there is an urgent need for natural human-computer interfaces, allowing
the user to intuitively provide as much feedback as possible while keeping the burden for
him/her as low as possible. This is the reason why relevance feedback has become one of
the most challenging topics in CBIR research.
1.2.8 Performance Evaluation of CBIR Systems
The performance evaluation serves as a measure for comparing the efficiency of different
retrieval systems, provided with a similar set of query and database images. Performance
standards defined at the annual Text Retrieval Conference (TREC) are commonly used
in the field of Text Retrieval. It includes a standard text database of 2GB size that serves
as a test set for the evaluation of new text retrieval techniques. There are two methods
for defining the significance of the texts or images in the database for a particular query:
The manual labelling by humans and the pooling. The former is quite tedious and the
latter term denotes the process of presenting the query to all systems that should be
compared, taking their respective best answers (e.g., the first 100) and finally evaluating
them manually.
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After defining the relevant items, the performance of retrieval systems can be
evaluated as to precision and recall. These are defined as:
precision = retrieved relevant items
retrieved items
recall = retrieved relevant items
relevant items
Precision and recall are always used together and are plotted in a so called precision
versus recall graph (see Figure 1.19). The retrieval performance is high, when the curve
has a high precision with increasing recall, and plunges down at the end.
Figure 1.18: A query image and the
five best retrieval results.
Figure 1.19: The precision-recall
graph for the results of Figure 1.18.
Besides precision and recall, there exist also three practical methods to evaluate the
retrieval performance of CBIR systems:
• Providing a few examples of retrieval results and comparing them with the results
of previously developed systems or methods. This evaluation allows to test directly
if the new designed system performs better than existing ones. The problematic is
here to find a suitable selection of example images which covers all aspects of the
database.
• Systematic evaluation using a small database with only a few distinct categories
(e.g., sunset, oranges or tigers). This evaluation provides a basic set of images which
can be used to evaluate the performance of all retrieval systems. It can only be seen
as a basic test, since it does not give any hints how good the system performs on a
more complex data set.
• Systematic evaluation over several added distinct categories within a larger
database. This evaluation allows a more meaningful test of the systems’ perfor-
mance. But again, the performance of the evaluation depends on the categories
chosen for system evaluation.
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Even though these evaluation methods provide some meaningful insights about
whether one system is better than the other, they are not suitable to predict the sys-
tems’ performance on databases of a particular application field. Furthermore, the cate-
gorisation of images is sometimes ambiguous, e.g., would an image with Iceland ponies
be classified as Iceland or as horses? Smeulders et al. (2000) considered the creation of
a comprehensive and publicly available reference image database, sorted by class and re-
trieval purposes, together with a protocol for experiment design as a standard reference
against which new algorithms could be evaluated. This is in accordance to Text Retrieval
where such a reference already exists ([5]). First steps towards a unique image database
are proposed in a project by the University of Washington in Seattle, where a collection
of freely available, categorised and annotated sets of images is available ([3]). More infor-
mation regarding the performance evaluation of CBIR systems can be found in Mu¨ller,
Mu¨ller, Squire, Marchand-Maillet and Run (2001).
1.2.9 Examples of CBIR systems
As various as the features used for image retrieval, are the CBIR system approaches.
A recent survey lists 5 commercial and 29 prototype research systems (Ren, Eakins &
Briggs, 2000). In the following subsections innovative CBIR systems are described which
set new standards for image retrieval. Comprehensive lists of available CBIR systems can
be found in Eakins and Graham (1999) and in Veltkamp and Tanase (2000).
QBIC
The Query By Image Content (QBIC) was developed at the IBM Almadan Research
Center in San Jose, CA. It was the first commercially available CBIR system (Niblack et
al., 1993; Faloutsos et al., 1994; Niblack et al., 1998). QBIC had a strong influence on the
design of system architecture and introduced techniques taken up in later CBIR systems.
QBIC can be used for static images and also for videos. It supports query by example,
but also provides a sketch interface and the selection of colour and texture patterns.
For static images, the system allows query by semantic content, global colour similarity,
colour-region similarity, texture similarity and query by shape and spatial relationship
similarity. Colour features are histograms, calculated for the whole image or objects in
different colour spaces. A weighted Euclidean distance is used to calculate the similarity
between two histograms, including a weight matrix representing the extent of perceptual
similarity between two histogram bins. Texture features used in QBIC are modified ver-
sions of the coarseness, contrast and directionality features proposed by Tamura, Mori
and Yamawaki (1978). Shape features include shape area, circularity, eccentricity, major
axis orientation and a set of algebraic moment invariants. Correspondingly, the weighted
Euclidean distance is used as the distance measure for the texture and shape features.
QBIC was the first system to use multidimensional scaling techniques in order to enhance
retrieval performance. The 3D colour and texture features are directly used as indices in
an R∗-tree (Beckmann, Kriegel, Schneider & Seeger, 1990), whereas the high dimensional-
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ity of the shape features is first reduced by using a Karhunen-Loe´ve-transform (Gonzalez
& Woods, 2002).
The main disadvantage of QBIC is the lack of suitable relevance feedback. Only one
retrieved image can serve as a seed for the next retrieval step. Hence, QBIC cannot auto-
matically adapt its internal search parameters to user requirements.
MARS
Later systems focussed on the user-relevance feedback component. A system that set
standards for relevance feedback was MARS (Multimedia Analysis and Retrieval Sys-
tem), developed at the University of Illinois at Urbana-Champaign and the University of
California at Irvine (Ortega, Yong, Chakrabarti, Mehrotra & Huang, 1997; Rui, Huang,
Mehrota & Ortega, 1998). Queries can be formulated either by providing an example
image, on the basis of low level features (by choosing colour patterns or texture sets) or
text descriptions. To calculate the colour and texture features, the image is first divided
into 5 × 5 subimages. For each subimage a 2D colour histogram (H and S coordinates
of the HSV space) is calculated. Two texture histograms (representing coarseness and
directionality) and also a scalar defining contrast are additionally calculated from wavelet
coefficients. Object segmentation is performed in two phases: First, a k-means cluster-
ing algorithm is applied in the colour-texture space. The resulting clusters are grouped
by an attraction-based method, which is similar to the gravitation in physics, according
to: Fij = MiMj/d
2
ij, where Fij is the attraction between region i and j, Mi and Mj are
the sizes of regions i and j, respectively, and dij is the distance between region i and j
in the spatial-colour-texture space. Finally the boundaries of the extracted objects are
represented by the means of modified Fourier descriptors (Rui, She & Huang, 1998) (see
Section 1.2.3). The similarity of images according to colour and texture is calculated by
histogram intersection and additionally by the Euclidean distance between contrast values
in case of texture features.
MARS uses the object model proposed in the Information Retrieval literature (Salton
& McGill, 1988; Baeza-Yates & Ribeiro-Neto, 1999) and applies it to Content-Based
Image Retrieval. The object model serves as a representation for images. It is defined as:
O = O(D,F,R), where D is the raw image data (e.g., a JPEG image), F = fi is a set of
low level features associated with the image object (e.g., colour, texture, or shape) and
R = rij is a set of representations for a given feature fi (e.g., colour histograms or colour
moments are representations for colour features). Additionally, weights (Wi,Wij,Wijk)
are associated with features fi, representations rij and components rijk (see Figure 1.20).
Each feature representation is associated with some similarity measure (e.g., Euclidean
distance or histogram intersection). The user-relevance feedback is used to update the
weights accordingly, i.e., if a representation rij reflects the users’ information need, it
receives more emphasis by increasing its corresponding weight vector. Hence, the aim of
the relevance feedback is to adopt the weights for all applied image features and internal
system parameters (e.g., similarity function and search request) to adequately model user’s
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Figure 1.20: The CBIR model of MARS (taken from Ka¨mpfe, Ka¨ster, Pfeiffer, Ritter & Sagerer, 2002).
semantic concepts.
The disadvantage of MARS is that it does not allow relevance feedback for image
regions. Therefore, the user cannot indicate which image detail is particularly important
for his/her retrieval needs. Furthermore, the system resets the weights for each retrieval
session, so that each time the system has to relearn user’s preferences.
SIMPLIcity
SIMPLIcity (Semantics-sensitive Integrated Matching for Picture LIbraries) is an image
retrieval system which uses high level semantics classification and integrated region match-
ing based upon image segmentation (Wang, 2001). Images are represented by a set of
regions. Regions are described by colour, texture, shape and location features. The sys-
tem classifies images into high level categories (such as “textured” vs. “non-textured”,
“graph” vs. “photograph” and “objectionable” vs. “benign”) to restrict the search space
and to allow semantically-adaptive searching methods. This is done by dividing the image
in 4 × 4 blocks and calculating a feature vector for each block. The image is then quickly
segmented into regions by using a statistical cluster algorithm (Hartigan & Wong, 1979).
Finally, a classifier decides the semantic type of the image according to the segmentation
result. An important progress is the integrated region matching approach (IRM), where
each region of the query image is matched with each region in the database image, making
the algorithm insensitive to poor segmentation results (see Figures 1.21 and 1.22).
This approach works as follows: The region set of the query image is described as
R1 = {r1, r2, ..., rm} and the region set of the database image as R2 = {r′1, r′2, ..., r′n}, where
ri and r
′
j are the descriptors of region i in the query and region j in the database image,
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Figure 1.21: Traditional region-based
matching (taken from Wang, 2001, p.
94).
Figure 1.22: Integrated region match-
ing (IRM) (taken from Wang, 2001, p.
94).
respectively. The distance between region ri and r
′
j is defined as d(ri, r
′
j). When comparing
images, humans usually first match regions belonging to the foreground followed by those
belonging to the background. For example in animal images, they would first match
regions belonging to the animal and later regions belonging to background areas. It would
make no sense to compare a region belonging to the animal in the first image with a
background area in the second image. Furthermore, one or more regions in the query image
can be compared to one or more regions in the database image. The more consistent the
matching between two regions in the two images is according to human perception, the
more important it should be for estimating image similarity. Thus, a significance credit
(si,j ≥ 0) is assigned to each matching region pair in the IRM approach, indicating the
importance of the matching for determining the similarity between images. By calculating
the significance credit for each matching region pair, we get a significance matrix (S). A
set of constraints on the suitable selection of similarity measures can help in designing
suitable similarity measures. Intuitively the highest significance should be assigned to
the region pair with the minimum distance, which is called the most similar highest
priority (MSHP) principle. All regions should be considered for measuring the similarity
between two images. Furthermore, regions of greater size should be more important for
this calculation than smaller regions. The first aspect is considered by normalisation,
whereas the second aspect is taken into account by using the area percentage scheme: The
significance of a region is calculated by dividing the area of the region by the image size.
Therefore, larger regions receive higher significance values than smaller ones. Having an
admissible matching between two region sets, the distance can be calculated according to:
d(R1, R2) =
∑
i,j
si,jd(ri, r
′
j) (1.23)
where si,j is the corresponding entry in the significance matrix (S) and di,j is the distance
between two regions i and j, calculated by:
d(ri, r
′
j) =
n∑
i=1
wi(fri − fr′j)
2 (1.24)
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where fri and fr′j
are the corresponding image features of region ri and r
′
j and n is the
dimension of the feature vector. In SIMPLIcity, a nine dimensional feature vector is used
(i.e., average LUV components, square roots of second order moment of wavelet coefficients
in the HL, LH and HH band and the normalised inertia of order 1, 2 and 3).
PicSOM
PicSOM (Laaksonen, Koskela, Laakso & Oja, 2001), developed at the Helsinki Univer-
sity of Technology, uses a self-organizing map (SOM) (Kohonen, 1990; Ritter, 1993) to
organise the images according to their extracted features and for the integration of rele-
vance feedback. Each image is represented as a node on the SOM (see also Section 5.3.2),
whereby similar images are mapped to neighbouring locations. Colour, shape and texture
features are used, whereby for each different feature type a separate tree structured SOM
(TS-SOM) is generated. Images with positive feedback are considered as important and
images without any rating as unimportant ones. Hence, the relevance feedback leads to
positive or negative impulses for the neurons on the SOM. By low-pass filtering, the re-
gions containing many positive impulses are strengthened, whereas those with negative
impulses are weakened. Images from high weighted regions, which have not been presented
to the user, are relevant images. The retrieved image set results from a combination of
the relevant images from all TS-SOMs.
Other CBIR systems
The NeTra image retrieval system was developed at the Department of Electrical and
Computer Engineering, University of California, CA, Santa Barbara (Ma & Manju-
nath, 1999). A distinguishing aspect of NeTra is its edge flow model for image segmenta-
tion. For each image location the directions of change in colour and texture are identified
and an edge flow vector is constructed. By iteratively propagating the edge flow, an edge
is detected if two corresponding neighbouring pixels have an edge flow in opposite di-
rection. For the calculation of texture features, the system uses a set of Gabor filters at
different scales and orientations (see Section 1.2.3). Beside texture features, the current
implementation of NeTra utilises colour, shape and location information for region search
and retrieval. Based on NeTra’s feature representation, requests like “retrieve all images
that have the colour of object A, texture of object B, shape of object C, and lie in the
upper one-third of the image”, are possible.
Another system using image segmentation is Blobworld, developed at the Computer
Science Division, University of California, Berkeley (Carson, Thomas, Belongie, Heller-
stein & Malik, 1999). It segments the image into regions coherent in colour and texture.
This set of regions is called the “Blobworld” (see Figure 1.23). Image features are calcu-
lated for the single blobs and the background. During a retrieval session, the user selects
one or more blobs and indicates the importance of the blob’s features.
Photobook is a set of interactive tools for browsing and retrieval by image content. It
was developed by the Vision and Modelling Group, MIT Media Laboratory, Cambridge,
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Figure 1.23: A picture of a wolf and it’s Blobworld representation (adapted from [12]).
MA (Pentland, Picard & Sclaroff, 1996). It distinguishes between three specific types of
image content: Faces, shapes and textures, whereby each partition uses a category-specific
approach for object description and matching. Its successor FourEyes is an interactive
tool for segmenting and annotating images (Picard & Minka, 1997). FourEyes calculates
off-line several feature extraction models, called “society of models”, leading to different
segmentation results, depending on the set of feature models used. In case of texture,
the features include among others co-occurrence matrices (see Section 4.5.4), Gabor filter
and wavelets (see Section 1.2.3). The application of different feature sets is motivated
by the fact that a chosen single image feature is not suitable for all kinds of labels in
all kinds of imagery. Instead, FourEyes uses relevance feedback to combine those models
from the “society of models” to produce a labelling that most efficiently represent positive
examples provided by the user. Users select regions of interest by mouse-clicking on them
or by sweeping a path through the region. Negative examples can be generated in the same
way, but with another mouse button. The labels provided by the user are extrapolated
to other regions of the image or the database, according to the examples provided by the
user. The disadvantage of FourEyes is that all groupings have to be recalculated when a
new image is added to the database. Additionally, FourEyes does not provide assistance
in choosing the right set of models for the particular retrieval task at hand.
PicHunter, a system that focusses on target search, was developed at the NEC Re-
search Institute, Princeton, NY (Cox, Miller, Omohundro & Yianilos, 2000). Its perfor-
mance is measured by the average number of images viewed until the target image is
found. PicHunter uses a simple instance of a general Bayesian framework: By applying
Bayes’s rules, the system can predict the target images given users’ relevance feedback. In
contrast to other CBIR-systems, PicHunter refines its answers in reply to user feedback,
rather than refining any query.
Another commercial retrieval program is the VIR Image Engine, developed by the
Virage Incorporation (Bach et al., 1996). It is an extensible framework for building CBIR
systems. The basic concepts are primitives, including feature type, computation and
matching distance. The system already provides a set of general primitives, such as global
and local colour, texture and shape. When defining new domain specific primitives,
the user has to provide both, the algorithms for calculating the new features from the
raw image data, and the distance measure. The similarity between each image pair is
36 Introduction
calculated for each primitive. The individual scores are combined in an overall score,
using a set of weights, characteristic to the application. The VIR Image Engine also
provides a set of GUI-tools (such as query canvas, sketch interface or keyword field) for
constructing a user interface.
There are two variations of Content-Based Image Retrieval, called Region-Based Image
Retrieval (RBIR) and Content-Based Sub-Image Retrieval (CBsIR), which apply user-
relevance feedback to adjust the importance of image regions or image tiles. RBIR and
CBsIR show communalities with the retrieval approach developed in this thesis.
1.3 RBIR and CBsIR
Most Content-Based Image Retrieval systems find similar images based on global fea-
tures, i.e., overall image similarity. But often the user is interested in particular regions
(objects) or examples from the database that contain a subimage, without restrictions on
the subimage’s location within the original. This led to two different approaches for im-
age retrieval, called Region-Based Image Retrieval (RBIR) and Content-Based Sub-Image
Retrieval (CBsIR), which are the subject of the following sections.
Region-Based Image Retrieval (RBIR)
In the Region-Based Image Retrieval (RBIR) approach, images are retrieved from the
database according to region similarity. Thus, the performance of RBIR systems depends
strongly on the quality of the segmentation preprocessing. Popular examples are the Blob-
world project (Carson, Thomas, Belongie, Hellerstein & Malik, 1999) and the SIMPLIcity
system (Wang, 2001) (see Section 1.2.9). As stated above, generally higher weights are as-
signed to larger regions, although region size usually does not correlate with the semantic
importance.
For a better semantic region representation Jing, Zhang, Lin, Ma and Zhang (2001)
developed the Self-Learned Region Importance (SLRI) retrieval method. In SLRI, region
importance is learned via user-relevance feedback. The basic assumption is that important
regions occur more often in positive than in negative examples. For each region the first
three colour moments from each channel of the HSV colour space are calculated as region
features. Each region is assigned an importance value depending on its similarity to the
positive examples from the user-relevance feedback, i.e., the more similar the region is to a
region in the positive examples and the less similar it is to those of the negative examples,
the higher is its semantic importance. The similarity between two images Ia and Ib, with
regions {Ra,1, Ra,2, ..., Ra,n} and {Rb,1, Rb,2, ..., Rb,m}, is calculated according to:
s(Ia, Ib) =
∑
i,j
MIi,j sr(Ra,i, Rb,j) (1.25)
where MIi,j is the significance credit indicating the importance of the matching between
region Ra,i and Rb,j for the estimation of the overall similarity between images Ia and Ib.
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It is defined as the minimal importance of the two matched regions Ra,i and Rb,j, because
the matching of a significant with an insignificant region is meaningless. The similarity
between regions Ra,i and Rb,j (sr(Ra,i, Rb,j)) is denoted by:
sr(Ra,i, Rb,j) = exp(
−d(Ra,i, Rb,j)
σ
) (1.26)
where d(Ra,i, Rb,j) is the Euclidean distance between the colour feature vectors of region
Ra,i and Rb,j. σ is the standard deviation of the distances calculated over a sample of re-
gions pairs. Analogue to the most similar highest priority (MSHP) principle (see Chapter
1.2.9), the algorithm tries to assign as much significance as possible to a “valid matching”
with maximal similarity. For a “valid matching” of two regions Ra,i and Rb,j, the similarity
has to exceed a threshold .
During the retrieval procedure, the system adapts to the user’s intention by suc-
cessively adapting the importance of the regions in the query image and the positives
according to:
RIi(k) =
ωis(Ri, IS
+(k)Ri)∑n
j=1(ωjs(Rj, IS
+(k)Rj))
(1.27)
where RIi(k) is the importance of region Ri after k iterations and ωi = 1 −
s(Ri,IS
−(k)Ri )∑n
j=1 s(Rj ,IS
−(k)Rj )
. IS+(k) = {I+1 (k), ..., I+nk(k)} and IS−(k) = {I−1 (k), ..., I−m(k)} are the
positive and negative examples, respectively. Thus, if a region Ri appears several times in
the negative images (IS−Ri), than ωi is close to zero and RIi(k) becomes small. If, on the
other hand, region Ri appears several times in the positive images (IS
+
Ri
), than ωi is close
to one and RIi(k) increases. K is the number of relevance-feedback iterations. IS
+(k)Ri
is the similar region set of a region Ri defined on an image set IS = {I1, I2, ..., In}:
ISR = {Ii|Ii ∈ IS, s(R, Ii) > } (1.28)
where  is the similarity threshold set to 0.78. The similarity between a region R and an
image set IS consisting of images {I1, I2, ..., In} is defined as:
s(R, IS) =
n∑
k=1
s(R, Ik) (1.29)
Experiments have shown that this approach is robust against poor segmentation results
(because it matches all regions in the query image to all regions in the database images).
Furthermore, it outperformed the IRM approach in the SIMPLIcity system (see Chapter
1.2.9) that rates region importance according to region size.
Based on the observation that information from negative examples are irrelevant,
because negative images represent only a small part of all irrelevant images from the
database, Jing, Li, Zhang and Zhang (2002) modified the SLRI retrieval method. In the so
called Key-Region approach the basic assumption is that important regions should appear
more often in positive images and less times in the other images of the database. This
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approach followed the weighting scheme, based on term frequency and inverse document
frequency from Text Retrieval (Salton & McGill, 1998). Instead of the term frequency,
which signifies the frequency of the term k in all documents, a so called region frequency
(RFi) for each image region (Ri) is calculated, reflecting the extent to which a region is
similar to regions of positive examples:
RFi =
ni∑
j=1
s(Ri, I
+
j (k)) (1.30)
where I+1 (k), ..., I
+
nk
(k) denote the positive images available after k feedback iterations.
s(Ri, I
+
j (k)) is one, if the region Ri is a least similar to one region in image I
+
j (k), otherwise
s(Ri, I
+
j (k)) is zero. The larger RFi is, the more reflects region Ri user’s intention. The
inverse document frequency from Text Retrieval, which reflects the number of documents
in which term k occurs, is substituted by the inverse image frequency (IIF):
IIFi = log(
N∑N
j=1 s(Ri, Ij)
) (1.31)
Intuitively, a region becomes less important, if similar regions occur in many database
images. The overall region importance (RIi) for region i in image I can then be defined
as:
RIi(k) =
RFi(k)× IIFi∑n
j=1(RFj(k)× IIFj)
(1.32)
where k is the number of feedback iterations and n is the number of regions in image
I. The importance of a region increases the more it is consistent with other regions in
positive examples, but decreases if it occurs in many database images. The system learns
from user-relevance feedback by adapting the region importance (RIi) on the basis of
positive examples.
Content-Based Sub-Image Retrieval (CBsIR)
Content-Based Sub-Image Retrieval comes into play, when the user is looking for images
from the database that contain a query (sub)image without any restrictions on the location
of the subimage. CBsIR has been defined as follows: Given a query imageQ and a database
S, retrieve from S those images Q
′
which contain Q according to some notion of similarity
(Sebe, Lew & Huijsmans, 1999). The difference between CBsIR and RBIR is that in CBsIR
an image is searched, which is part of another image, whereas in RBIR the aim is to search
for similar regions, which result from automatic image segmentation. Hence, CBsIR does
not rely on segmentation preprocessing (unlike RBIR) and is more similar to traditional
CBIR, because the user has to provide a query by example.
Luo and Nascimento (2004) integrated relevance feedback in a CBsIR system by apply-
ing a tile re-weighting scheme. In this approach, each image is represented by a hierarchical
tree structure of three levels: The highest level is the image itself. In the second level, the
image is decomposed into 3 × 3 overlapping tiles, whereas on the lowest level each tile
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of the second level is equally divided into 4 non-overlapping sub-tiles. Two histograms of
64 quantised colours in the RGB colour space of each image tile are associated as colour
features with each node of the tree, where each colour occurs in both histograms: One
for the border and one for the interior pixels, allowing a more informed colour distribu-
tion abstraction that captures implicitly a notion of texture. The user submits a query
(sub)-image and the system retrieves the initial-set of results from the database. This set
is comprised of images containing similar tiles to the query (sub)-image. Now the user
identifies positive and negative examples from the presented retrieval results. Based on
this feedback, the penalty of each tile TPi(k), i = 0, ..., NT of all positive examples is
updated according to:
TPi(k) =
Wi ×DTS(Ti, IS+(k))∑NT
j=0(Wj ×DTS(Tj, IS+(k))
(1.33)
where Wi = 1 − DTS(Ti,IS−(k))∑NT
j=0(DTS(Tj ,IS
−(k))
. IS+(k) = {I+1 , ..., I+p } and IS−(k) = {I−1 , ..., I−q }
are the positive and negative examples, respectively. As can be seen, the influence of the
negative examples on the calculation of the penalty is reflected by Wi. NT is the number
of tiles per database image and k is the number of relevance iterations. DTS(T, IS) is a
measure of the distance between a tile T and an image set IS = {I1, I2, ..., In}, reflecting
the extent to which the tile is consistent with other positive examples in the feature space.
I.e., the smaller the value, the more important is the tile for the representation of user’s
intention. Then the features for each tile of the query image are recalculated according
to:
qnkl [j] =
∑p
i=1(1− TPminil(k))× Poskil [j]∑p
i=1(1− TPminil(k))
(1.34)
where qnkl [j] is the new feature for tile j at level l after k feedback iterations. TPminil(k)
is the minimum tile penalty for a tile at level l for the ith positive rated image after k
iterations. Poskil [j] is the feature for tile j with minimum tile penalty at level j for the
ith positive image after k iterations. P is the number of positively ranked retrieval results
at iteration k. Intuitively, the features of the tiles with the minimum tile penalties within
the set of positive images are used to iteratively optimise the query. Using the updated
features of the query, as well as the new tile penalties, the distances between the query
image and all databases images can then be recalculated according to:
DIk(I,Q) = mini=0,...,NTTPi(k − 1)×DT (Ii, Qj) (1.35)
where NT + 1 are the number of tiles in a database image. TPi(k − 1) is the tile penalty
for tile i of image I after k − 1 iterations. DT (Ii, Qj) is the feature distance between tile
i and j of database image I and query image Q. The results are presented to the user
for relevance feedback and the steps repeat, until the user is satisfied with the retrieval
results. The systems average recall rate is around 70% within the top 20 retrieved images
after only 5 iterations.
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1.4 Challenges for CBIR Systems
CBIR systems have to meet a number of challenges:
• Diversity: Image databases are mostly diverse, i.e., the images in the database are
collected from different categories, like landscapes, textures, biomedicine and so on
(see Section 1.2.2). Images from different categories require different feature sets
and retrieval strategies. For landscape images the overall impression is important,
whereas in medical images for example, the focus could be on tumor cells in partic-
ular image regions.
• Search Strategies: Users want to apply different search strategies depending on the
task at hand (see Section 1.2.5). For example, they would use low level features
for retrieving a simple picture of a sunrise and high level features for the retrieval
of complex ancient Chinese documents. Hence, before starting to think about the
implementation of applied features, the indexing strategies, the system design and
information about the user’s retrieval needs should be figured out. At the current
stage of development, computer-based image technology is not sophisticated enough
to handle the needs of people in a variety of fields (Wang, 2001).
• Maintenance: Image archives of news broadcasting stations or biomedical image
databases increase rapidly (see Section 1.2.1). Adding new images often requires
a recalculation of the distances between image pairs. This can be a quite time-
consuming process for large image databases.
• Speed: CBIR systems usually work on large image domains and on remote systems.
Assume that we have a database of one million images that occupies around 30 GB
of disk space. An online processing of such a huge amount of images is impossible,
stressing the need for off-line feature calculation or for a pre-clustering of the images.
For application areas using images of high resolutions, like medicine, the situation
gets even worse.
• Performance: Most CBIR systems are designed as online retrieval systems, so that
performance issues have to be taken into consideration. To use CBIR systems inter-
actively, users expect quick response times. In this context also transmission rates
must be considered, and the data transfer should be as small as possible.
• User Interface: Venters, Eakins and Hartley (1997) have shown that the design
of interfaces for query formulation and the display of results are fundamental for
effective image retrieval. Knowledge from different disciplines, like Psychology, Lin-
guistics and Computer Science can be very helpful to optimise the interface. These
issues have been addressed very little in the design of CBIR systems, resulting in a
lack of suitable high-quality query-formulation interfaces: A longstanding barrier to
effective image retrieval systems.
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As discussed above, a vast majority of current CBIR systems - in contrast to humans
- mostly support only simple queries for image retrieval, based on primitive features,
without considering the semantics of image content. The reason is that computer-based
image technology is still not sophisticated enough to handle semantic concepts. Figure 1.24
illustrates a typical problem: Semantically related images may appear quite differently in
visual features. The colour histogram for a white and red flower are reasonable different.
Sophisticated queries require the identification of semantics primitives, like:
• Objects or roles: For example, find an image of the Golden Gate Bridge.
• Relationships between objects: For instance, find an image of a horse standing beside
a barn.
• Sensations: Find colourful, bright art images.
• Images of a special style (e.g., epoch): Find artwork of the Impressionalism.
• Time, place, actions or events: Find images of a sunrise or of the Camp David
meeting.
Figure 1.24: Colour histograms of a white (a) and a red (b) flower.
Solutions for the identification of semantic primitives exist, but they are usually
domain-specific, e.g., for face databases (identification of eyes, nose, mouth and forehead)
(Navarrete & Ruiz-del-Solar, 2002), medical databases (identification of specific patholo-
gies), geographic information systems (Samet & Soffer, 1996) and outdoor-scene video
databases for scene understanding (Campbell, Mackeown, Thomas & Troscianko, 1997).
As described above, recent retrieval systems have incorporated user-relevance feedback
in order to generate perceptually and semantically more meaningful retrieval results. Most
systems provide user feedback through the combination of intricate keyboard and mouse
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input. More recent systems provide multimodal interfaces including touch screen and
natural language (Bauckhage, Ka¨ster, Pfeiffer & Sagerer, 2003). This thesis goes one step
further and investigates, how eye tracking as an intuitive and easy to learn method for
user input can improve Content-Based Image Retrieval.
1.5 A New Approach: Vision-Based Image Retrieval
(VBIR)
In their endeavour to understand the mechanisms that underlie cognitive functions,
researchers recently made considerable progress, in particular with regard to the human
visual system. A significant contribution to this success was made by the analysis of
human eye movements (for a review see Rayner, 1998). One of the most prominent
experimental paradigms to investigate biological vision is visual search. Recent studies
successfully employed eye-movement recording to gain a new level of insight into visual
processing with regard to visual attention, object recognition, text comprehension
and visual working memory (Pomplun, Sichelschmidt, Wagner, Clermont, Rickheit &
Ritter, 2001). Related to this research field is the comparative visual search that has
been deeply and successfully investigated using eye-tracking technology (Pomplun, 1998).
In comparative visual search, humans have to find a difference in otherwise identical
images. In order to solve the task, they focus on specific image regions and check for
similarities and differences. This corresponds to image retrieval, where users compare
important regions of the query and database images. Thus, it seems promising to
combine CBIR with eye tracking. By the combination of both techniques the users’ gaze
positions can be used as relevance feedback. The recording of eye movements during
image retrieval allows to focus the retrieval process on semantically important image
regions, i.e., those regions with a high number of fixations. The adjustment of the weights
for particular image regions or image tiles according to user-relevance feedback has been
proved as a promising approach in RBIR and CBsIR (see Section 1.3). This results
in a new approach to image retrieval, called Vision-Based Image Retrieval (VBIR),
which is the focus of this PhD thesis. By incorporating knowledge of human visual
attention in the VBIR system, the new approach is able to overcome some of the chal-
lenges faced by modern CBIRS, like continuous relevance feedback, interface design and
an intuitive and easy to learn handling. This brings image retrieval closer to human needs.
The next chapter discusses the processing of the visual information in the brain and
the perception of colour, shape, texture and object information, which is essential for the
new ideas developed in this thesis.
Chapter 2
Visual Information Processing
2.1 The Human Eye
The anatomy of the human eyeball is shown in Figure 2.1. When light enters the eye,
it is first refracted at the anterior surface of the cornea, passes through the pupil and is
refracted by the lens to project an inverted image on the retina, which is the rear part of
the eye. The thickness of the lens and therefore its refractive power can be changed by
contracting or relaxing the ciliary muscles. This process is called accommodation.
Figure 2.1: The human eye (adapted from [14]).
The human retina contains two types of photoreceptive cells, named rods and cones,
which transform the incoming light into electric impulses. The rods are sensitive to low
levels of illumination and give rise to scotopic (“dimlight”) vision. Rods (around 120
million) are distributed around the fovea, which is the area of highest visual resolution
in the retina (see Figure 2.1), whereas cones (around 6 million) are mostly located in
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the foveal and parafoveal regions. Cones, on the other side, require plenty of light to
operate and are responsible for photopic (“bright-light”) vision. They contain one of three
visual pigments with spectral sensitivity peaks at 450 (blue), 525 (green) and 555 (red)
nm, whereas rods are most sensitive to light at 500 nm. All other colours result from
a combination of the three basic colours. The addition of red, green and blue leads to
the perception of a bright or white colour. Before the electric impulses leave the retina
through the optic nerve, they are preprocessed by different types of translucent cells,
named ganglion, amacrine, bipolar and horizontal cells (see Figure 2.2). This preprocessing
results in a substantial data compression which is indispensable, because the capacity of
the human brain is limited and it would be extremely difficult to connect all receptors
directly to the relevant brain areas. From the eyes, the information is transmitted via the
optic nerv to the lateral geniculate nucleus (LGN).
Figure 2.2: The different cell types of the retina (from [4]).
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2.2 The Visual System
The visual system consists of several partly independent subsystems not only for visual
perception, but also for the coordination of movements and the circadian rhythm. The
emanating information from the eye in form of light impulses is not sufficient to determine
the meaning of objects. Hence, visual stimuli must be coded by the brain and be included
in the synchronous activity of different brain areas. Such a synchronised and spatially
distributed information processing is the prerequisite for perception. In the following
sections, these processes are described in more detail.
From the Eyes to the Lateral Geniculate Nucleus
The axons of the ganglion cells of each eye form the optical nerve, which represent the
whole visual field of each eye. In the optic chiasm, axons of the nasal retina cross to the
contralateral hemisphere (i.e., on the other side), whereas axons from the temporal retina
project to the ipsilateral hemisphere (i.e., on the same side) (see Figure 2.3). This crossing
is necessary for spatial vision because it allows the fusion of corresponding retina images
of the eyes.
Figure 2.3: Visual pathway (adapted from [10]).
Approximately 10% of the optic nerve fibres branch to the colliculus superior, whereas
90% reach the thalamus, mostly the lateral geniculate nucleus (LGN). The LGN is a
bean-shaped structure within the thalamus, divided into six layers. Each layer gets its
input from one eye, i.e., layers 2, 3 and 5 from the ipsilateral eye, and layers 1, 4 and
6 from the contralateral eye. The Palpha ganglion cells in the retina project to (large
46 Visual Information Processing
magnocellular or M) cells in layer 1 and 2, whereas the Pbeta ganglion cells project to small
(parvocellular or P) cells in layer 3, 4, 5 and 6 of the LGN. The interaction between the
different layers of the LGN is small. P cells have relatively small receptive fields, reacting
to light stimuli with long latencies (i.e., static stimuli, colour, shape, texture and depth),
whereas M cells consist of cells with relatively large receptive fields with short latencies
and therefore respond to rapidly alternating stimuli (i.e., movements and shape). The P
and M layers show functional distinctions, for example in the wavelength and contrast
sensitivity. Another cell type in the LGN is the coniocellular cell, which responds to
colour and to the direction and orientation of stimuli. Ganglion fibres entering the LGN
via the optic nerve represent only 10-20% of the incoming axons; the majority are back
projections from the visual field or afferent nerves from the brain stem, which influence
directly the incoming information from the retina. Synchronous stimulation of the LGN
and the visual cortex can lead to a preferred selective processing of image details in the
brain. Local contrast, signals from the other retina, stereopsis, eye movements and visual
attention can modulate the transmission of the signals from the retina to the LGN and
therefore influence cognition.
2.2.1 Visual Cortex
From the LGN the information is transmitted to the visual cortex, which is a part of the
cerebral cortex. The visual cortex is responsible for higher level visual processing. It is
probably divided into as many as thirty interconnected visual areas. The information from
the LGN enters the visual cortex in layer V1, also called striate cortex, primary visual
cortex or area 17, the largest and most important visual cortex area. Other areas of the
visual cortex are referred to as extrastriate visual cortex, including areas V2, V3, V4 and
MT (or V5). From V1 the information is transmitted via two primary pathways:
• Ventral stream (also called “What Pathway”): Begins with V1, goes through V2,
then through area V4 and to the inferior temporal lobe. It is associated with form
recognition, object representation and storage of long-term memory.
• Dorsal stream (also called “Where or How Pathway”): Starts at V1, goes through
V2, V3, MT and finally to the inferior parietal lobule. It is associated with motion,
representation of object locations, and control of eye and arm movements.
2.3 Selective Visual Attention
Although the human brain possesses a massively parallel architecture, the selection of
“interesting” objects by the sensory system for further processing (e.g., planning and
awareness) employs a serial computational strategy. Therefore, instead of processing the
whole sensory input in parallel, a serial strategy has evolved, that achieves near real-
time performance despite limited computational capacity. Attention has to be rapidly
directed towards relevant objects in the visual environment to understand the whole
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visual scene through a combination of computationally less demanding, localised visual
analysis problems. Participants selectively direct attention to relevant scene objects using
both bottom-up, image-based saliency cues and top-down, task-dependent cues (Itti &
Koch, 2001). Evidence for the former one results from the observation that attention
can be either automatically and involuntarily directed towards salient or intrinsically
conspicuous objects (e.g., flickering light). This suggests that saliency is computed in a
pre-attentive manner across the entire visual field. Top-down, task-dependent processes
are controlled by a selection criterion, depending on the particular task at hand (e.g.,
“look for a red sweatshirt”). They are controlled from higher brain areas, including the
frontal lobes, connecting back into visual cortex and early visual areas.
2.4 The Indispensability of Eye Movements
As stated above, the rods and cones are not evenly distributed over the retina. The cones
are most densely packed in the fovea which has a radius of approximately 1.5 degrees of
visual angle (see Figure 2.1). Outside the fovea, the density of cones decrease exponentially
with growing eccentricity, leading to coarse vision in the peripheral field. Because of the
limited size of the fovea, only a small area of an image can be sharply analysed during
each fixation. In order to explore the whole scene, the eyes have to move so that different
regions fall into the foveal field. Through eye movements, humans can control the duration
and the temporal and spatial order of fixations and thus, which image regions falls into
the foveal field. When perceiving static objects, horizontal and vertical eye movements
are smaller than one minutes of arc.
2.4.1 Neural Control Mechanisms for Eye Movements
The eyes are controlled by six extraocular muscles, which act as three agonist/antagonist
pairs. Each pair rotates the eye in different directions: Horizontal, vertical and torsional
(i.e., around the line of sight) (see Figure 2.4).
The eye muscles are controlled by three cranial nerves. In human anatomy there are 12
pairs of cranial nerves, abbreviated by Roman numerals according to where their nuclei lie
in the brain stem (see Figure 2.5). The motor (cranial) nerves controlling the eye muscles
are:
(1) Oculomotor nerve (III): It innervates the superior and inferior recti, the medial rec-
tus and the inferior oblique. It also controls the pupil. Therefore, its major functions
are eyelid and eyeball movements.
(2) Trochlear nerve (IV): It only controls the superior oblique muscle, which rotates the
eye away from the nose and also moves the eye downward.
(3) Abducens nerve (VI): It is a motor nerve that innervates the lateral rectus and
therefore controls each eye’s ability to abduct (i.e., move away from the nose).
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Figure 2.4: The six muscles that control eye movements (adopted from Faller, 1995).
The oculomotor and trochlear nerves originate from the midbrain, the abducens from
the pons (a band of nerve fibers on the ventral surface of the brain stem).
Figure 2.5: The cranial nerves (adopted from [15]).
Saccadic eye movements require to control the direction (which way to go) and the
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amplitude (how far to go). The amplitude is controlled by the activity of lower motor
neurons within the three oculomotor nuclei. The direction of a saccade (depending on
which eye muscles are activated) is controlled by the activity of premotor neurons within
two separate gaze centres in the brain stem, the paramedian pontine reticular formation
(PPRF) (horizontal gaze centre) and the medial longitudinal fasciculus (MLF) (vertical
gaze centre) (see Figure 2.6).
Figure 2.6: Pathways for pursuit and saccadic eye movements. FEF = frontal eye field, SC = superior
colliculus, PMN = brain stem premotor nuclei (including PPRF and MLF), SNr = substantia nigra pars
reticulate (from [16]).
For example, to execute a saccade to the right, the premotor neurons in the
right PPRF increase the activity of the lower motor neurons in the right abducens
nucleus (to turn the right eye outward), whereas the lower motor neurons in the
oculomotor nucleus are innervated (to innervate the medial rectus of the left eye to
move it inward). The superior colliculus, located on the roof of the midbrain, provides
the motor commands to the PPRF and MLF, to move the eyes to an intended new
position for the foveation of a visual stimulus. The activity of the superior colliculus
on the other hand is shaped by inputs from higher saccadic centres, i.e., the frontal
eye fields, the posterior parietal cortex, and the substantia nigra pars reticulate (see
Figure 2.6). Recent research shows that other eye movements like smooth pursuit
or vestibulo-ocular reflex eye movements (see Section 3.1), have similar functional
architecture and involve many of the same brain regions (Krauzlis, 2005). Attention,
fatigue, interest, or anxiety have an influence on the accuracy of the eye movements.
More detailed information on the oculomotor system can be found in Purves et al. (2004).
Before describing in Chapter 3 how the eye movements can be measured, the subject of
the following section are the higher visual processes for colour, shape, texture and object
perception.
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2.5 Colour Perception
Colour is an outstanding visual feature of objects. It is immediately perceived when look-
ing at an image. We can distinguish about 2000000 different colours, i.e., 200 hues with
500 brightness and 20 saturation values each (Gouras, 1991). Humans are able to per-
ceive the same colour even under changing illumination conditions (colour constancy).
Even though a black and white image, for example of a flower, contains all fine structures
and object boundaries, it is still very difficult to distinguish the petals from the leaves.
When colour information is added, petals and leaves can immediately be distinguished
(Gegenfurtner & Kiper, 2003). Recent psychophysical experiments have shown that colour
information helps to recognise objects faster and to remember them better (Gegenfurtner
& Rieger, 2000, Wichmann, Sharpe & Gegenfurtner, 2002). Newton discovered in 1704
that white light is split up in its spectral colours when passing a prism, showing that
single spectrum colours have different wave lengths. There are three types of cones in the
human retina: One pigment that is primarily sensitive to short wavelengths (blue). An-
other one that is selective to middle wavelength (green) and a third one that is primarily
sensitive to long wavelengths (red). According to the trichromatic theory of colour vision,
light of different wave length leads to different activation patterns of the three cone types,
i.e., each wave length is encoded by a particular activation state of the three receptors
(Helmholtz, 1852). If light falls on an object, parts of the light are absorbed, whereas the
rest is reflected. The wave lengths of the reflected light determines the perceived colour,
e.g., yellow objects reflect light of long and medium wave lengths. Some phenomena how-
ever, cannot be explained by the trichromatic colour theory. For example that particular
colours cannot be perceived in combination, e.g., greenish-red (colour opponency), or that
a grey area appears yellow when it is surrounded by a blue area (simultaneous colour
contrast). Hering (1878) explained these phenomena with his colour opponency theory,
postulating three antagonistic colour pairs (black - white, red - green and blue - yellow).
This coincides with electrophysiological (Lee, Martin & Valberg, 1988) and psychophysical
(Krauskopf, Williams & Heely, 1982) experiments, showing that from the retina on, in-
formation about colour and light intensity is sorted into three “channels”. These channels
consist of axon pathways from retinal ganglion cells to the brain. Two of these channels
carry colour or wavelength information, and one carries intensity information, i.e., the
degree of blackness or whiteness. Further support for the colour opponency theory results
from the detection of concentric broadband and colour-opponent cells in the retina and
the LGN. Concentric broadband cells have a concentric centre-surround receptive field
organisation (see Figure 2.7). Those cells respond to a contrast in brightness within their
receptive field but they are not involved in the perception of colour. Colour information
is transmitted by colour-opponent cells.
Concentric single-opponent cells (see Figure 2.10) have an antagonistic centre-surround
receptive field, where the antagonism in most cases is between the red and green cones.
The centre receives either input from the red or from the green cones, whereas the (antag-
onistic) surround receives input from the other cones. They transmit information about
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Figure 2.7: Concentric broadband cells (achromatic) (adapted from [6]).
both colour and brightness contrast, because the centre and surround are activated by dif-
ferent cone mechanisms. The signals from the blue cones are transferred to the co-extensive
single-opponent cells, a distinct class of simple-opponent cells that have an undifferenti-
ated receptive field (no centre-surround receptive field organisation) in which the action
of blue cones is opposed to the combined action of green and red cones (see Figure 2.8).
The retinal ganglion cells involved in colour perception can either be classified as
magnocellular or parvocellular, depending on which layer they project in the LGN (see
Section 2.2). The concentric broad-band cells can either be of M or P type, whereas single-
opponent cells are exclusively P type. Therefore, the parvocellular layers of the LGN relay
colour and additionally some achromatic contrast information to the cortex, whereas the
magnocellular layers transmit achromatic information.
Figure 2.8: Co-extensive single-opponent cells (from Kandel, Schwartz & Jessell, 1995, p. 467).
The signals from the single-opponent cells in the LGN accumulate on concentric
double-opponent cells in the cortex, which also have an antagonistic centre-surround re-
ceptive field (see Figure 2.9). In contrast to the single-opponent cells in the retina and the
LGN, each cone type operates in all parts of the receptive field but has different actions
in either the centre or the surround. There are four classes of concentric double-opponent
cells: Those that respond best to a red spot in a green background and vice versa, and
those that respond to a blue spot in a yellow background and vice versa. The concentric
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double-opponent cells are mainly located in blobs of area V1 of the visual cortex (see
Figure 2.12). The cells in each blob have round receptive fields (see Figure 2.9), so that
they react only to colour but not to orientation, movement and shape, whereas cells in the
large interblob areas (see Figure 2.12) are selective for orientation (which is in line with
the parallel processing of colour and orientation). The opponent cells in the blobs are also
organised in columns, i.e., in a particular column there are only blue-yellow or red-green
neurons. The behaviour of the concentric double-opponent cells could be the neural basis
for the psychological phenomenon of colour opponency and simultaneous colour contrast.
From V1 the colour information is projected to thin stripes in the higher areas V2 and
then to V4, an area with colour-selective cells.
Figure 2.9: Concentric double-
opponent cells (cortex) (from Kandel,
Schwartz & Jessell, 1995, p. 460-461).
Figure 2.10: Concentric single-
opponent cells (retina and LGN)
(adapted from [6]).
Zeki (1993) discovered a neural substrate for the colour constancy in V4. This area
contains many neurons responding to a particular colour of the object that is being viewed,
but not to changes in the wave length composition of the illuminating light. The output of
these cells is probably used by higher centres of the brain to form the colour perception of
objects. A qualitative method to predict the perceived colour of objects from the receptor
answers of the red, green and blue cones, is the retinex-method by Land (1977). The
algorithm works as follows: The brightness of each object in the scene is measured for
each cone. Then, for each cone type, the brightness values for each object are normalised
by the brightest object in the scene. From these numbers, the colours of all objects can
then be estimated. The predicted colour impressions of the retinex-method are consistent
with the human colour perception. Additionally, the retinex-method correctly predicts
that the perceived colour remains roughly constant as lighting conditions change, whereas
the perceived colour of an object can change with appropriate changes in its background.
Colour perception is probably more complicated than illustrated by the retinex-
method. Inputs from different cone types already converge at a very early stage of process-
ing in the retina. Hence, the individual information of single cone types is not available
in the cortex. Land (1977) showed that the retinex-method also works if the reactions of
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the three classes of opponent cells are used as a measure for the red-green, blue-yellow
and black-white brightness of objects. From these values, the perceived colour of the ob-
ject can be predicted. This could be an explanation of how the output signals of the
different classes of double-opponent cells are processed in the cortex to determine colour
information.
2.6 Shape Perception
The primary visual cortex consists of different layers (see Figure 2.12). Most M cells from
the LGN, concerned with the detection of movements, project to the sublayer IV Cα. The
axons of most P cells form two groups: One group terminates in layer 2 and 3, where
they innervate cells of the so called blobs (see Figure 2.12). These cells are concerned
with colour perception. The other group of P cells from the LGN accumulate on spiny
stellate cells in sublayer IV Cβ of the primary visual cortex, which have circular receptive
fields (see Figure 2.11). These cells react on simple stimuli (e.g., small spots of light),
whereas the other cells above and below area IV C response to more complex stimuli, like
corners and bars. Those cells are classified as simple or complex, based on their response
to linear stimuli. Simple cells, which are pyramidal cells located close to input layer IV Cβ,
are bigger than spiny stellate cells, and have an elongated and rectilinear shape. Their
receptive fields are split up into excitatory and inhibitory parts (see Figure 2.11). Simple
cells react most strongly on stripes of light of a particular orientation that falls only on
the excitatory region and do not extend into the inhibitory region. Therefore, each simple
cell reacts on stimuli in an orientation range of approximately 10o. Stepwise rotation of a
stimuli up to 180o activates sequentially cells having receptive fields of slightly different
orientation: Vertical, diagonal, or horizontal. Simple cells receive their input from the
spiny stellate cells and converge on complex cells.
Figure 2.11: Receptive fields (x, excitatory; 4, inhibitory) of concentric cells (in the retina and LGN)
and stellate cells in the central cortex (A). Receptive fields of simple cells in the cortex (B) (Kandel,
Schwartz & Jessell, 1995, p. 441).
Complex cells are also pyramid cells, but they are mainly located in layer II, III, V and
VI (see Figure 2.12). They also have linear receptive fields of a particular orientation, but
compared to the simple cells, their receptive fields are larger and they do not have clearly
defined on and off zones. The exact location of the stimuli within their receptive field is
not of that high importance. Complex cells react to movements in a particular direction
54 Visual Information Processing
across the receptive field. The large receptive field of complex cells and therefore their
response to orientation over a range of retinal positions, may be the neural mechanism
for positional invariance, i.e., the ability to recognise the same features within the whole
visual field.
All in all, simple and complex cells do not respond to small spots, but best to linear
stimuli with particular orientations. They may be important for the perception of object
contours, contrast and borders, but not to the interior or background of objects.
The response of simple and complex cells are positively correlated with the length of
a bar of light falling on the excitatory zone of the receptive field, until the excitatory zone
is fully covered. Some simple and complex cells are end-stopped, i.e., their firing frequency
increases only up to a certain stimulus length. From there it decreases until there is no
response at all. The inhibitory regions are either at one (single end-stopped cells) or at
both sides (double end-stopped cells) of the central activating region. The former ones react
optimally on abruptly ending lines, extending along the orientation axis of the receptive
field, whereas the later react most strongly on short lines or gradually curved borders.
End-stopped cells measure the length of a line and can therefore signal corners, curvatures
or sudden breaks in a line. For these cells, not only the orientation but also the length of
a line are important.
The longer the distance to the retina, the more specific impulses are necessary to
activate the neurons: In the retina and the LGN, only the position of the stimulus in the
receptive field is important, whereas for the simple cells in the visual cortex the stimulus
must have a precise position and orientation. For complex cells in the visual cortex, the
orientation but not the exact position of the stimulus is important, because their receptive
fields are larger. Different populations of simple and complex cells in the visual cortex also
receive input from the magnocellular and parvocellular pathway, probably contributing
to a first 2D estimation of the stimulus shape (primal sketch, see Section 2.8.5).
The visual cortex is modular organised into hypercolumns or arrays that represent the
entire visual field (see Figure 2.12). Each array, which represents one point on the retina,
consists of a right and left ocular dominance column, a complete set of orientation columns
(representing 360o) and several blobs for colour information processing. Corresponding
to the layered organisation of the visual cortex, the hypercolumn consists of six layers.
The single arrays communicate with each other via horizontal connections between cells
within a single layer, so that information over a cortex area of several milimeters can be
integrated.
But how can complex shapes be identified? There are at least 32 other representations
of the retina in the extrastriate regions outside of the primary visual cortex. The informa-
tion processing for the shape perception takes place in the parvocellular-interblob system,
extending from the parvocellular layers of the LGN, via V1 and V2 to V4. From area V4,
which includes neurons that are sensitive to form and colour, the parvocellular-interblob
system projects to the inferior temporal cortex, which is most concerned with the ”what”
of a visual scene. The receptive field of the cells in the inferior temporal cortex are large
(25o × 25o). They are not retinotopically organised and cover both visual hemifields.
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Figure 2.12: Hypercolumns of the visual cortex. Layers V and VI are not depicted (adapted from [17]).
Around 10% of these cells respond selectively on particular images, like hands or faces.
Some face sensitive cells react on frontal views of faces, others more on side views, whereas
still others react selectively on facial expressions. The temporal lobe also stores prototypes
of different objects in order to recognise them independently from illumination, orientation
and size.
2.7 Texture Perception
In natural scenes there are boundaries between different regions (e.g., sky and trees or
grass). The regions differ clearly in luminance which can be detected by simple cells in
the visual cortex (see Section 2.5). A change in chromaticity occurs between zebras and
background (although not visible in the black and white image (see Figure 2.13)) which
might be signaled by colour-opponent mechanisms. On the other hand, there is no such
difference in colour or luminance between different texture regions (e.g., a pair of zebras).
Humans can easily identify the borders of different texture regions. Apparently, regions
are separated on the basis of local texture properties like “vertical-” and “horizontal”-
ness (see Figure 2.13). Texture information can be used by the visual system during
early processing stages to segment the image into separate regions for better processing
in subsequent stages, and for labelling, e.g., as “looks like wood” or as “looks slippery”.
Hence, texture is a property of “stuff” in the images in contrast to visual features (like
lines and edges), the “things” in the image (Adelson & Bergen, 1991). With the help of
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the region boundaries, a scene can be segmented into different 2D objects or, in case of
continuous changes in texture properties, into 3D objects (Gibson, 1950).
The neurons in the cortical area V1 are selective with respect to spatial frequency and
orientation and therefore serve as the first-level linear filters in texture segregation. There
are also excitatory and inhibitory lateral interactions between cells in V1, which enhance
responses to popout stimuli (Kastner, Nothdurft & Pigarev, 1999; Nothdurft, Gallant &
Van Essen, 1999), to texture elements near texture borders (Nothdurft, Gallant & Van
Essen, 2000), to orientation contrast (Sillito, Grieve, Jones, Cudeiro & Davis, 1995) and
to figures (but not to ground) (Lamme, 1995). Recent research (Lennie, 1998) shows that
higher areas like V2 through V4 are involved in popout and figure ground segregation,
and hence, the responses in V1 are only the initial level of texture segregation. There-
fore, probably not before V4, similar structures are grouped to find contours, regions and
surfaces, whereas the conscious perception of texture properties are predominantly deter-
mined in even higher cortical regions. These presumptions were recently substantiated by
an fMRI (functional magnetic resonance imaging) study by Kastner, deWeerd and Unger-
leider (2000), who detected only low responses to texture borders in V1 or V2, but higher
responses in V3 and V4. Altogether, higher level computations that involve texture, such
as figure-ground calculations, coding of texture appearance or determination of depth and
3D shape from texture cues require more thorough analysis.
Figure 2.13: Group of zebras (adapted
from [17]).
Figure 2.14: Texture segrega-
tion (adapted from Landy & Gra-
ham, 2004).
A typical image used to study texture perception is shown in Figure 2.14. While the
X’s can be easily detected as a rectangular region, standing out against the background,
the T’s must be checked individually. Pre-attentive segregation means segmentation of the
image based on the distribution of simple properties of “texture elements” like brightness,
colour, size, slope of contours or other elemental descriptors of a texture (Beck, 1972; 1973;
Olson & Attneave, 1970), as well as contour terminations (Marr, 1976). Jules (1981) identi-
fied some image features to explain segregation performance. These features, named “tex-
tons”, include size, orientation, line terminations and line crossings. Beck (1982) found
that texture segregation does not only depend on the texture elements used, but also
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on their arrangement. Joseph, Chun and Nakayama (1997) found that effortless texture
segregation requires selective visual attention. Alternatively, attention may only alter vi-
sual mechanisms responsible for texture segregation. Thus, texture segregation would not
require selective visual attention (Yeshurun & Carrasco, 2000). However, the processing
of some textures takes substantial time, showing that pre-attentive texture segregation is
not always immediate and effortless (Sutter & Graham, 1995).
2.8 Object Perception
Humans can reliably classify a large number of objects just by looking at them. This
classification performance is remarkable, since object representations differ with respect
to perspectives, lighting conditions, distance and angle. Even though recognition may be
innate to some extent (e.g., Goren, Sarty and Wu (1975) showed that human neonates’
gaze follows face-like patterns), the correct classification of objects is achieved by a learn-
ing process. Although object recognition seems to be easy for humans, it is an intricate
process which comprises diverse subprocesses. This becomes clear when we try to teach
computers to recognise objects. Even after many years of research, computers can only
recognise objects with simple contours. Object recognition is difficult because lines in-
tersecting in a point can belong to different objects and objects can be partly occluded.
A comparison between human and computer perception of objects shows that humans
clearly outperform computers, even though both use the same amount of information (a
2D depiction of a scene in memory or on the retina, respectively) (Goldstein, 1996).
In the following, some models for human object recognition are shortly described.
More information can be found in Barrow and Tannenbaum (1986).
2.8.1 Template Matching
Early models of object recognition focused on alphanumeric patterns. The simplest model
is template matching: Each known numeral or letter is represented in long-term memory
by a template. The perceived pattern is compared with each template and classified as
the numeral or letter with the highest overlap. Slight changes in pattern size or angle can
be compensated by initial standardisation and normalisation. One of the preliminaries of
template matching is that single patterns are unambiguous. This makes template matching
inapplicable to natural object recognition, where objects are more complicated and more
variable. The comparison between the letters “O” and “Q” show that there are some
critical features which can be used to distinguish both letters, e.g., the position and
orientation of the bar, whereas others, like the precise form of the circle, are less crucial.
A classical model using critical features for letter classification is the Pandemonium
system (Lindsay & Norman, 1972). It consists of two classes of demons: Feature demons
respond selectively to particular local configurations (e.g., vertical lines, right angles, etc.),
while cognitive demons represent particular letters. The cognitive demon for the letter
“H”, for example, reacts when the feature demons for vertical (twice) and horizontal lines
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(once) and right angles (four times) are activated. The Pandemonium system can learn by
increasing the weight for highly discriminating features. Even though the Pandemonium
system seems at first glance to be consistent with the neuropsychological processes in the
visual cortex, it is not consistent with human perception, since it fails to capture overall
structural relationships (e.g., mirrored letters) and cannot distinguish different instances
of the same object.
2.8.2 Gestalt Laws
In the late 20’s of the 20th century Gestalt psychologists around Wertheimer, Koffka and
Ko¨hler proposed a general framework for object perception. The so called Gestalt laws
are a set of rules which describe how we perceive objects as well-organised patterns rather
than as separate component parts. The most important Gestalt laws proposed are (see
Figure 2.15):
• Law of Simplicity: Items will be organised into simple figures according to sym-
metry, regularity and smoothness.
• Law of Similarity: Items similar in some respect tend to be grouped.
• Law of Proximity: Elements tend to be grouped according to their spatial con-
tinguity.
• Law of Closure: Items are grouped together if they tend to complete some entity.
Figure 2.15: Classical illustrations for the Gestalt laws: (a) Simplicity, (b) similarity, (c) proximity, (d)
closure.
Other Gestalt laws are: Law of good continuation, common fade and meaningfulness
of the forms. See Boring (1942) for a list of further Gestalt laws.
Perception does not only involve organisation and grouping, but also the distinction of
an object from its surrounding. Once an object is perceived, the area around that object
becomes the background. Gestaltists found that symmetrical and convex areas, vertical
and horizontal orientations and significant objects are more likely perceived as figures.
Even though the Gestalt laws still play a significant role for sensation and perception,
they are more descriptive than predictive. They seem to work only on simple examples,
and they are vaguely formulated. Hence, more recent accounts conceive of perception as
a sequence of cognitive operations.
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2.8.3 Object Perception as a Construction Process
Object perception as a construction process describes object perception as a multi-level
process, performed by the cognitive system. The feature integration theory of attention,
one of the most influential psychological models of human visual attention, was developed
by Treisman and Gelade since the early 1980s (Treisman & Gelade, 1980). This model
provides a schematic description of the different phases and steps of visual processing. In
the first step of visual processing, the “pre-attentive level”, several primary visual features
are automatically processed in parallel and represented with separate feature maps. Prim-
itive features include colour, orientation, intensity, size and distance. The single feature
maps can be integrated in a saliency map in the second step, which can be used to direct
attention to the most conspicuous areas. A 3D object is perceived in the third level. In the
fourth level, the perceived object is compared with a representation stored in the mem-
ory. In case of a match, the object is identified in level 5. The independent existence of
primitives in the first level is consistent with the separate channels for colour, shape and
movement processing and the arrangement of the hypercolumns in the visual cortex (see
Section 2.6). The combination of the primitives in the second phase is in accordance with
the temporal and parietal path for information processing (see also Section 2.2.1). Ac-
cording to Treisman (1993), attention is the “glue” which links the “where” (James, 1981)
and “what” (von Helmholtz, 1925) information of both pathways. Treisman distinguished
between feature and conjunction search. The former enables us to detect fast and pre-
attentively target objects defined by primitive features, resulting in parallel search (see
Figure 2.16). The latter on the other side requires attention to detect target objects,
defined by a conjunction of primitive features, resulting in a slow sequential search (see
Figure 2.17). In conjunctive search, the reaction time increases linearly with the number
of elements in the image. Several years later the assumption of autonomous serial and par-
allel search processes, as stated by the feature integration theory, was questioned (Wolfe,
Cave & Franzel, 1989). This led to the development of the guided search model. According
to this model, image areas that are likely to contain the target object are determined by
an initial parallel process. The information from the parallel process is then accessible for
the following subsequent serial search process.
2.8.4 Spatial Frequency Theory
Another possible account of object perception is based on the analysis of spatial frequency
in the visual system. According to this theory, the visual system divides a scene into spatial
frequency constituents and reassembles them for perception. Simple cells in the cortex
are sensitive to particular spatial frequencies (Maffei & Fiorentini, 1973). In a process,
similar to Fourier synthesis, the different spatial frequencies are combined, resulting in
a perception of the scene (Campbell & Robson, 1968). To date, it is neither clear if the
spatial frequency analysis is essential for object perception, nor how information about
spatial frequency is actually utilised by the visual system. Yet, the spatial frequency theory
is important, because it suggests that the visual system’s response to any pattern can be
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Figure 2.16: Feature search allows
parallel processing (Pop-out effect”)
(adapted from [19]).
Figure 2.17: Conjunctive search re-
quires serial processing (to find the hor-
izontal black bar)(adapted from [19]).
predicted from its response to more basic components and that the simple cells of the
visual cortex perform a linear spatial integration within their receptive fields.
2.8.5 Marr’s Algorithmic Approach to Object Perception
Interest in spatial frequency was further stimulated by Marr’s algorithmic approach to ob-
ject perception (Marr, 1982). Marr described vision as proceeding from a two-dimensional
visual array (on the retina) to a three-dimensional description of the world. In the first
phase, the visual system identifies the edges and corners of the objects by taking into
account the intensity changes that occur in the real world (e.g., intensity changes that
gradually or abruptly occur at the boundaries between light and shadow). It also identi-
fies a number of primitives like blobs, contour- and edge-elements and stripes. A primal
sketch is formed from the primitives and objects corners. From the primal sketch a 2
1/2D sketch results by grouping the primitives according to Gestalt laws (see Section
2.8.2), thus representing the object areas and their arrangement. The 2 1/2D sketch is
finally transformed into a 3D representation. Marr’s system can be viewed as a computer
program, which includes physical attributes in its calculation. The input are the features
of the retinal images, especially the patterns of bright and dark image areas.
Marr’s account is analogue to the feature integration theory (see Section 2.8.3) as
far as it explains object perception as a cascaded process. The difference is that in
Marr’s account the resulting representation on each level is mathematically processed.
Additionally, Marr’s algorithmic approach deals more with naturalistic scenes, including
shades and other peculiarities, making the object identification more complicated.
After describing the higher visual processes of feature and object perception, the next
chapter explains how eye movements can be recorded and the eye movements occurring
during scene perception.
Chapter 3
Eye Movements, Eye Tracking and
Applied Software
3.1 Eye Movements
As mentioned in Section 2.4.1, the eyes can be moved in different directions (horizontal,
vertical and torsional) by six extraocular muscles. These movements can reach velocities
up to 600o per second (Hallett, 1986) allowing to direct the eyes precisely and system-
atically in a quick succession to the regions that contain objects demanding the most
consideration at that point in time. These regions are important for image retrieval, be-
cause participants subsequently focus them in order to estimate the similarity between
image pairs. Before it is explained in Chapter 4 how eye movements can be used to im-
prove image retrieval, this chapter introduces the most important types of eye movements
and how they can be measured and recorded.
3.1.1 Conjunctive Movements
During conjunctive movements, both eyes move in parallel and hence the angle between
them remains relatively constant. They occur during the inspection of static images or
when following moving objects. Let us consider the most important types of conjunctive
movements in the following.
Fixations
During a fixation the eye remains directed at the same spot for a longer period (around
150-600 ms), enabling the processing of the information from the fixated region. Approx-
imately 90% of the viewing time is spent on fixations (Irwin, 1992). Visual information
can be processed only during fixations. For a clear composite view of a larger portion of
the visual field, the brain combines the information from several fixations. A fixation can
be disrupted at all times by the visual system.
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Saccades
Because only the fovea allows clear vision, the eye has to be moved so that different
parts of the scene can be processed in sequence (see Section 2.4). These movements are
called saccades. Saccades are jerky eye movements from one fixation to another. During
saccades the pupil is accelerated up to 6000o/s2, and an angle velocity of more than 300o
per second is reached. Once set off (motor programming latencies up to 200 ms have been
reported), saccades cannot be altered by the visual system. During a saccade no visual
information is processed. A normal sighted person executes 2-3 saccades per second. The
velocity and the duration (range from 10-100 ms) of saccades depends on its amplitude
(Ro¨tting, 2001). There are small and large saccades. Small saccades control the position
of the eye within the central area of the retina having the highest distinction. The larger
saccades show higher inaccuracies.
Smooth Pursuit Movements
Smooth pursuit eye movements occur with dynamic scenes only, when an object, moving
over a static or moving background, is followed with the eyes. Their purpose is to sta-
bilise the objects’ image on the fovea, for example a tennis ball during a tennis match.
The velocity of smooth pursuit movements is between 25− 40o/s (Boff & Lincoln, 1988;
Young, 1971). In case of fast moving objects, often additional saccadic movements are ex-
ecuted, because smooth pursuit movements are not sufficient to keep the object in focus
(Yamada & Fukuda, 1986).
Micro Movements of the Eyes
The photoreceptive cells of the eyes react primary to light changes. If the eyes are not
moved, the activation of the photoreceptive cells decrease slowly. Drift and tremor move
the image on the retina by several receptors, so that the photoreceptive cells are provided
with new stimulation. Microsaccades compensate the displacements caused by drift and
tremor, leading to a re-fixation of the focussed object (Ro¨tting, 2001), but they can also
occur at random (Thoden, 1978).
3.1.2 Disjunctive Movements
Disjunctive movements describe eye movements, where both eyes move in different direc-
tions and hence the angle between the two eyes changes. They occur during the perception
of 3D-scenes and are called vergence movements.
Vergence Movements
When the gaze point is moved from a distant to a close object, the eyes move inward
(convergence), whereas the eyes move outward (divergence), when the fixation point is
shifted from a close to a distant location. It was shown in Essig, Ritter and Pomplun (2004)
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that convergent movements are faster than divergent movements. Vergence movements
are slow (4 − 20o/s) and can be altered by the visual system during execution (Schor &
Ciuffreda, 1983).
3.1.3 The Eye-Mind Hypothesis
Being familiar with the basic eye movements, a central question arises: How can our eyes
serve as indicators for mental processes during scene perception? As stated above, fixations
and saccades are applied to explore the content of visual scenes. If the eyes can be seen as
an indicator for the brain’s performance (“eyes are a window to the mind”), the fixation
duration can be considered as a measure of the effort of information processing. The
longer the visual attention is directed toward an object location, the longer it presumably
takes us to deal with the information presented at that particular area of the scene. This
relationship, coined the “eye-mind” hypothesis, has been strongly supported by results
from reading experiments (Just & Carpenter, 1987). In these experiments, participants’
fixation duration during text reading correlates with the length of the currently fixated
word and it’s occurrence frequency in the relevant language. The semantic and syntactic
analysis of a word is performed during the fixation, because the fixation duration is not
influenced by the previously read word. It is plausible to assume that the “eye-mind”
hypothesis is valid for other stimuli as well, e.g., scenes.
Furthermore the number of fixations and the distribution of fixations reflect the degree
of cognitive processing, required for the understanding of particular scene regions. Long
fixation durations and short saccade lengths signify a fine and deep processing of a par-
ticular image region, indicating that the understanding of its visual information is quite
difficult. In contrast, long saccade lengths and short fixation durations indicate a fast and
coarse scanning of a particular image region, signalling that the information content of
that particular image region is easy to process or less important for the current task.
In summary, eye movements yield insight into the locations and temporal order
of visual information processing, allowing conclusions about the underlying mental
processing. A classical problem in eye tracking studies concerns the relationship between
visual attention and eye movements. Humans are able to dissociate their attention from
the foveal direction of gaze (Duchowski, 2003). Astronomers, for example, use parafoveal
vision to detect faint stars, because that area of the retina is much more sensitive to
dim stimuli. By observing the “overt” eye movements, those “covert” shifts of visual
attention cannot be monitored. By a careful experimental design, the experimenter has
to make sure that participants’ gaze position and attention are correlated.
After discussing the different types of eye movements and the motivation and valida-
tion of their role as indicators for mental processes, the following section describes the eye
movements occurring during the perception of natural scenes.
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3.2 Eye Movements During the Perception of Natu-
ral Scenes
Real-world or natural scenes are different from the stimulus images that are normally used
for experiments in visual perception. This does not only concern physical aspects, like
different wavelengths, intensities and spatial frequency regularities, but also semantic and
syntactic constraints resulting from objects and surfaces inherent in real-world scenes. The
complexity of such materials makes the analysis of eye movements during scene perception
much more complicated than studies with artificial images. In order to reduce the amount
of information generally available to the visual system, scene perception studies use scene
depictions (like line drawings, computer rendered images and photographs) as substitutes
for real-world scenes. They allow simultaneously to capture the most important properties
of real-world objects and to control factors that would be impossible to hold constant in
real-world scenarios. Since scene depictions are a simplification of real-world scenes, eye
movements might be different from those occurring in everyday life. The following sections
will provide more insights into the main questions with regard to scene viewing: To which
extend in the periphery can objects be identified (functional field of view)? Which factors
control the location of the next fixation? At first, however, the term “scene” has to be
defined.
3.2.1 Definition and Perception of a Scene
A scene is defined as a semantically coherent (and often nameable) human-scaled view
of a real-world environment, comprising background elements and multiple discrete ob-
jects that are spatially organised in a meaningful way relative to each other and relative
to the background elements (Henderson & Hollingworth, 1999a). Background elements
are large-scale, immovable surfaces and structures, such as walls and mountains, whereas
objects are smaller-scaled discrete entities which usually can move within the scene (like
animals and furniture). The classification as either background or object depends on the
spatial scale, which in turn depends on the actual vantage point. Humans are embedded
in their environments with scenes that are specific views of this environment. The objects
in a scene have to obey physical constraints, e.g., houses cannot fly (at that, sometimes
a broader knowledge about objects is necessary to judge if constraints are violated or
not, e.g., for transparent objects). Because of the retina’s structure (see Section 2.1),
single objects that need detailed analysis are focussed foveally, whereas scenes, requiring
information integration over a larger spatial scale, are analysed peripherally. Therefore,
different cortical recognition areas are responsible for the analysis of objects and scenes,
presumably resulting in different processing systems (Levy, Hasson, Avidan, Hendler &
Malach, 2001; Malach, Levy & Hasson, 2002). These considerations are supported by
fMRI (functional magnetic resonance imaging) studies by Epstein and Kanwisher (1998),
showing activation for a distinct area of the inferior temporal cortex, called parahippocam-
pal place area (PPA), when viewing natural scenes including rooms, landscapes and city
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streets, but not when viewing objects, faces, houses or other visual patterns not requiring
information integration over a larger spatial scale. Activations do not depend on famil-
iarity with the perceived scene, motion, or changes to constituent objects in a scene, but
on changes in scene viewpoint (Epstein, Graham & Downing, 2003). Taken together, the
PPA is necessary for the perception of scenes, but it is not involved in the perception of
objects.
Even though the content of a scene may be quite complex, the visual system can recog-
nise the so called gist quite fast. Gist is a term in visual cognition literature which stands
for general semantic interpretation, including the identity of the scene, semantic features
and some basic information about the global spatial layout. There are four empirical cues
that make is plausible to assume that the scene gist can be apprehended within a single
fixation:
(1) Experiments by Biederman, Mezzanotte and Rabinowitz (1982) revealed that suffi-
cient information could be perceived from brief views to decide about the presence
and consistency of a target object that has been labeled before screen onset, at a
position marker that appeared at screen offset. Later experiments revealed that gist
is already available within 30-50 ms of scene onset.
(2) Further evidence comes from the rapid serial presentation technique (RSVP), where
a sequence of photographs was presented to the participants who had either to detect
a pre-identified target scene (detection condition) or to decide if a given scene was
present in the stream (memory condition). Scenes could be detected even at the
fastest presentation rates (Potter, 1976).
(3) Eye fixations are often directed towards informative scene regions after only a single
initial fixation (Loftus & Mackworth, 1978). The first saccade during a visual task
is directed to a particular target. This means that enough information has been
detected with the first fixation to direct further eye movements appropriately. These
initial eye movements are mainly guided by the visual saliency of local scene regions
rather than by global scene interpretation.
(4) Photographs can be very accurately categorised after a brief presentation time of
only 20 ms (Thorpe, Fize & Marlot, 1996). The fast response times suggest that
categorisation performance is not based on simple colour cues (Delorme, Richard &
Fabre-Thorpe, 2000), and it is not influenced by familiarity with the images. When
combining the categorisation task with a simultaneous attention-demanding task,
it was found that unlike other forms of visual analysis, categorisation of natural
images does not require much attention (Li, VanRullen, Koch & Perona, 2002).
It is not clear if these results generalise to complex scenes, because the stimuli, pre-
sented in the experiments described above, showed objects against a relatively uniform
background and therefore, the classification were likely based on object rather than on
scene features. There are several possible explanations why scene recognition is so fast:
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(1) The main (diagnostic) object is rapidly identified (or several objects are identified in
parallel). Then the scene gist can either be inferred from this object (Friedman, 1979)
or a few objects and their relationships (De Graef, Christiaens & d’Ydewalle, 1990).
For example, the presence of a washing machine and a basin strongly suggests a
washing room.
(2) Each object consists of a set of elementary components, e.g., geons. The scene gist
can be identified from these elementary components without extensive processing
(Biederman, 1995).
(3) Humans can use low- and high-frequency spatial information which is available in
the visual periphery (Oliva & Schyns, 1997).
(4) If colour is an important feature for the classification of the scene category, a coarse
distribution of colour blobs would be sufficient (Oliva & Schyns, 2000).
(5) A holistic low-dimensional scene representation (spatial envelope), consisting of fea-
tures like naturalness, openness, roughness, ruggedness and expansion, is calculated
and can be used for scene categorisation. This information can be derived from
coarsely coded spectral information in a scene image, without the need for a deep
analysis of scene objects (Oliva & Torralba, 2001, 2003).
All these information can be processed quite fast, during 30-50 ms after scene onset.
The analysis of extrafoveal objects and of the relationships between objects in a scene re-
quires focussed attention. During scene viewing, the eyes move on average three times per
second to a new fixation position, with fixation duration varying individually or across
individuals and between depicted scenes and real world images (Henderson & Holling-
worth, 1998; Rayner, 1998; Land & Hayhoe, 2002). The main questions regarding eye
movements during scene viewing are: Where are the fixations directed to, and how long
do they typically remain there?
3.2.2 Eye Movements During Scene Viewing
The first investigation of eye movements during scene perception was conducted by
Buswell (1935). Viewers’ gaze and fixation directions during the observation of 55 pic-
tures of different types of art work were recorded. Buswell found that fixations are rather
clustered on informative image regions, instead of being randomly distributed over a scene.
The analysis of mean fixation durations and saccade amplitudes hinted at an important
relationship between eye movements and attention: “Eye movements are unconscious ad-
justments to the demands of attention during a visual experience” (Buswell, 1935, p.
9).
Evidence for an early analysis of visual information in the periphery is provided by
Mackworth and Morandi (1967). They subdivided two colour photographs into 64 square
blocks. The “informativeness” of each square block was rated by a group of participants
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according to how easy that portion would be to recognise on its own. The eye movements
of another group of users were recorded while examining the complete pictures and judg-
ing which of the two pictures they preferred. Square blocks rated as more informative got
a higher number of fixations depending on the grade of informativeness, whereas uninfor-
mative square blocks were not fixated at all (because they were rated as uninformative by
participants based on the analysis of visual periphery). In the experiment, visually simple
images were used, so that participants could easily find uninformative image regions in
the periphery. Antes (1974) replicated the results with a set of more complicated images.
A control group rated the informativeness of image regions for comprehension in relation
to the whole image content. Again, the participants of a second group fixated high rated
regions more frequently than low rated ones. In addition, the first saccade away from
the initial fixation position was more likely directed to informative than to uninformative
regions, showing that even the placement of the first fixation is controlled by the infor-
mation content of local regions. In contrast to informative regions, uniformative or empty
regions of a picture are typically not fixated (see Figure 3.1), except for those regions,
that had previously contained interesting objects (Altmann & Kamide, 2004).
There are four different knowledge sources that influence eye movements in scenes
(Henderson & Ferreira, 2004):
(1) Short-term episodic scene knowledge: Specific scene knowledge at a particular time
(e.g., the book was recently placed on the right of the desk). It allows the refixation
of previously observed, semantically interesting or informative scene areas. It can
be learned over a short time in the current perceptual encounter.
(2) Long-term episodic scene knowledge: Specific scene knowledge stable over time (e.g.,
the coffee machine is beside the sink). It is learned over a long term in multiple
encounters.
(3) Scene schema knowledge: Generic knowledge about a particular scene category (e.g.,
the washing machine is in the washing room) that can be used to direct attention
without the viewers’ awareness (Chun, 2000). It arises across multiple episodes from
semantic-semantic knowledge (e.g., mailboxes are found on sidewalks) and semantic-
visual knowledge (e.g., mailboxes are found on flat surfaces), as well as knowledge
about relationships within (e.g., the coexistence of a fork and a knife on a dinner
table) and across spatial scale (e.g., a toaster is mostly located on a counter of
a kitchen). (Henderson, McClure, Pierce & Schrock, 1997; Henderson, Weeks &
Hollingworth, 1999). Furthermore, it contains also information about specific image
regularities and of spatial information, such as positions of particular objects (Oliva
& Torralba, 2003; Oliva, Torralba, Castelhano & Henderson, 2003).
(4) Task knowledge: Generic knowledge about a particular task category (e.g., we know
how to move our eyes during action sequences in a driving scenario, like using mirrors
when crossing lanes). Gaze control varies with complex and well-learned activities,
e.g., reading or driving (Henderson, 2003).
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According to the scan-path theory (Norton & Stark, 1971), a picture is encoded both
by the visual features as well as the eye-movement motor sequence used to encode them.
When looking at the picture at a later stage, virtually the same scan path is used by
the examinees. Criticism of this theory is mainly concerned with the capacity of work-
ing memory (the recording of all scan paths would require considerable storage space),
the perception of the scene gist with a single fixation (see Section 3.2.1), the variation
in fixation sequences over salient regions for different participants, and the little consis-
tency in scan patterns when subjects repeatedly view the same scene (Groner, Walder
& Groner, 1984; Mannan, Ruddock & Wooding, 1997). Today, the belief is widely held
that long-term storage of pictorial elements occurs independently of eye-movement motor
sequences, hence meaning that only fixations provide relevant information on the process-
ing of pictures.
Even though the scan-path theory was shown to be incorrect, there may be typical
sequences in which specific salient regions in a scene are fixated, resulting from the object
properties or task at hand. Because objects in real world scenes normally overlap, it is
quite difficult to assign fixations to the correct object regions. Another problem is the
spatial resolution for the fixation location analysis: Has a cup, plate or table been fixated
by the participant when viewing a typical breakfast scenario? A possible solution could
be, to use the fixation information for region clustering (statistical cluster analysis) or
arbitrary predefinition of regions (Groner, Walder & Groner, 1984), but none is optimal.
After pointing out that fixations are clustered on scene objects, it is interesting to
know which image properties influence gaze location.
Figure 3.1: Fixations (depicted by white dots) from six participants trying to commit a natural scene
to memory. Fixations are located on objects or clusters of objects (e.g., the boat and the statue) but not
on empty scene regions (e.g., the water) (from Henderson & Ferreira, 2004, p. 23).
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3.2.3 The Influence of Image Properties on Participants’ Gaze
Location
The influence of specific image properties on the gaze location can be investigated by
removing specific information from an image and comparing the eye movement patterns
for the manipulated image with those from the original image. Mannan, Ruddock and
Wooding (1995, 1996) filtered images, so that all mid- and high spatial frequency infor-
mation was removed. They observed no differences in participants’ eye movement patterns
during the first 1.5 sec of viewing for the filtered and original images. Since low-pass filter-
ing blurs the image, i.e., scene objects cannot be identified clearly, the result shows that
eye movement control does not rely on object identification. This finding is consistent
with the view put forward in Henderson, Weeks and Hollingworth (1999) and Henderson
and Hollingworth (1998): There is no influence of the meaning of peripherally perceived
objects on fixation positions unless an object has already been fixated.
A comparison between fixated and randomly chosen image regions under free viewing
conditions reveals that local contrast (i.e., standard deviation of intensity in an image
region) and two point correlation (i.e., the difference in the intensity between fixated and
nearby points) are highly related, whereas high spatial frequency content and edge den-
sity are weakly related to fixation sites (Mannan, Ruddock & Wooding, 1997; Reinagel &
Zador, 1999).
Eye movements are different during memorisation and searching tasks (Henderson,
Weeks & Hollingworth, 1999); they are generally influenced by the actual task, e.g.,
searching for people or task-relevant information (see Figure 3.2). In experiments on
natural tasks, Pelz and Canoza (2001) also reported that fixations are more related to
future actions to fulfill the high-level goals of the task rather than to salient visual features
of the immediate environment (look-ahead fixations). Furthermore, people tend to fixate
an empty region if they remember that there has been an object of some sort previously
(Altmann & Kamide, 2004).
To summarise, fixations are not randomly distributed during scene perception. For
memorisation tasks, visual characteristics initially play a role for the selection of fixation
positions. Later, the semantics of that particular region is more important. In scenar-
ios which require a goal directed approach, like visual search, other types of contextual
influences are more important, like global interpretation of a scene (Henderson, Weeks
& Hollingworth, 1999; Oliva, Torralba, Castelhano & Henderson, 2003). Episodic, scene-
schema and task-related knowledge act together with different cognitive processes and
visual features of the scene to determine fixation locations and durations when viewing
natural scenes. Inhibition of return (IOR) plays a central role during scene viewing. IOR
is a cognitive mechanism which inhibits the return of attention to previously examined
stimuli (Leek, Reppa & Tipper, 2003). It prevents the visual system from oscillating be-
tween regions of interest. IOR can be associated with the object or the location that the
object occupies, or both (Christ, McCrae & Abrams, 2002).
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Figure 3.2: Eye movements during perception of the same scene depending on different tasks: (1) Free
viewing, (2) estimate material circumstances of family, (3) ages of people (4) what has the family done
before the arrival of the “unexpected visitor”, (5) remember the peoples’ clothes, (6) remember positions
of people and objects in the scene, (7) estimate how long the “unexpected visitor” has been away from
the family (from Yarbus, 1967).
3.2.4 The Influence of Object Meaning on Participants’ Gaze
Locations
Are the identities and meanings of objects in the periphery typically processed to the
level that they can affect fixation placement? If this is true: Why have these objects
to be fixated when their meaning could already be determined before fixation? Experi-
ments with target objects being semantically consistent or inconsistent with the overall
scene (e.g., a tractor in a underwater scene) showed that inconsistent target objects are
fixated earlier than consistent ones: Semantically informative scene regions attract atten-
tion. Additionally, the probability of fixating inconsistent objects immediately after the
first saccade within the scene was higher. Furthermore, Loftus and Mackworth (1978)
showed that participants could not only determine from peripheral information whether
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or not an object is semantically consistent with the scene, but also that this information
has an immediate influence on gaze control. These results confirm that the gist and the
relationship between the scene and specific objects in the periphery could be understood
with a single fixation and this information can be used to move the gaze quickly to se-
mantically important scene regions. But the idea of parallel processing of objects in the
periphery (without an eye fixation) is inconsistent with other findings on scene perception.
For example, Henderson, Weeks and Hollingworth (1999) failed to show that objects in
the periphery can be processed in parallel: Performance for object identification is poor
when scenes are presented in rapid succession; fixations close to an object are necessary to
extract its visual properties and identities. In contrast to Loftus and Mackworth (1978),
De Graf, Troy and d’Ydewalle (1990) could not confirm that inconsistent objects were
fixated earlier. Furthermore, later fixations tend to be more located on consistent objects.
Other anomalies like spatial inconsistencies did not influence early fixation location. In
an experiment by Henderson, Weeks and Hollingworth (1999) that closely resembled that
of Loftus and Mackworth (1978), target objects in a scene were fixated by viewers for
the first time after an average of about 11 fixations in a scene, regardless of their con-
sistency or inconsistency with the scene. These findings show that participants cannot
recognise peripheral objects during the initial central fixation. Also, the probability of
fixating consistent target objects after the first saccade in the scene was not higher than
for inconsistent targets (Henderson, Weeks & Hollingworth, 1999). Furthermore, consis-
tent targets were fixated earlier than inconsistent ones, conceivably because for consistent
targets, the search could be constrained to a particular region (e.g., in a kitchen scene a
blender is usually located on the countertop, whereas there is no standard location for
a blender in a farmyard scene). The difference between the results of Loftus and Mack-
worth (1978) on the one side, and De Graf, Troy and d’Ydewalle (1990) and Henderson,
Weeks and Hollingworth (1999) on the other side, can be attributed to the scenes being
more complex (photographs of natural scenes) and the interpretation of peripheral objects
being more difficult in the latter experiments. Obviously, in complex scenes with many
objects, it is relatively difficult to acquire the information necessary to direct the gaze
efficiently. At that, it shall be emphasised that the conditions in the latter experiments
seem to resemble the situation in natural visual environments more closely.
The total fixation time, i.e., the sum of the durations of all fixations of a particu-
lar region, is longer for visually and semantically important regions. There are, however,
more fine-grained measures to analyse the influence of region properties on fixations or
fixation clusters: First fixation duration (the duration of the initial fixation in a region),
first-pass gaze duration (the sum of all fixations from first entry to first exit in a region),
second-pass gaze duration (the sum of all fixations from second entry to second exit in a
region) and total fixation duration (the sum of all fixations from all entries in the region).
Individual fixation durations are influenced by luminance and contrast, contour density
and colour (Loftus, 1985; Loftus, Kaufman, Nishimoto & Ruthruff, 1992). Distributions
of fixation durations are very similar for full-colour photographs, full-colour rendering
of scenes and black-and white drawings, as well as for greyscale scenes (Henderson &
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Hollingworth, 1998). The influence of visual scene properties on fixation duration can also
be studied by means of moving-window and change-detection experiments. In the former,
where the influence of parafoveal and peripheral information on fixation duration is elim-
inated, van Diepen, De Graef and d’Ydewalle (1995) found an increase in first-fixation
durations in a search task for non-objects in line-drawings of real-world scenes, when the
visible image area was degraded: An indication that the duration of the initial fixation is
influenced by the acquisition of visual information from the fixated region. Recently this
finding was supported by experiments on natural scenes (Henderson & Ferreira, 2004).
All in all, fixation density is influenced by the amount of semantic information in a
region, an effect which cannot be accounted for by approaches based on salience. Although
visual information might be more important for fixation placement in the early course of
scene viewing, when the viewer tries to identify objects and their relationships, fixation
locations also depend on scene information perceived during the first fixation, on memory
and on the task itself.
3.2.5 The Functional Field of View in Scene Perception
The functional field of view describes the specific size and nature of the region from
which useful information can be acquired during a given eye fixation (Henderson & Fer-
reira, 2004). It is not easy to estimate the functional field of view in natural scenes, because
the stimuli utilised in the experiments are normally not natural scenes.
Among the approaches for measuring the nature of the functional field of view in scene
perception is the moving-window technique (van Diepen, Wampers & d’Ydewalle, 1998).
The size of the functional field of view is the smallest window size, where the performance
in experiments using the moving-window technique or not is equal. Results show that in
scene viewing the size encompasses about half of the total scene, for scene depictions up
to 14.4o × 18.8o, independent from the absolute size of the scene (Saida & Ikeda, 1979).
Whereas early studies (Loftus & Markworth, 1978) have shown that semantic object
anomalies can be perceived to a large extend in the periphery (up to an eccentricity of 8o on
average), newer results with more complex visual scenes found eccentricity values of 3−4o
(De Graef, Christiaens & d’Ydewalle, 1990; Henderson, Weeks & Hollingworth, 1999).
In an experiment by Parker (1978) with scene-like line drawings of six objects, where
participants had to find differences in the actual presented scene to a previously learned
one, viewers could detect changes quite fast up to 10o from the fixation point. ”The results
indicate that during recognition, information is encoded from a wide area and utilized
both to direct additional eye fixations and to reach response decisions” (Parker, 1978, p.
284). Parker’s findings of a quite large functional field of view are in contrast to other
experiments where a relatively small field of view was found. Nelson and Loftus (1980),
for example, recorded participants’ eye movements while examining a set of line drawings
of scenes in preparation for a difficult memory test. They found best performance, when
the objects, which where tested, had been directly fixated, while performance decreased
along with an increase of eccentricity (> 2.6o from the fixation). Nelson and Loftus showed
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that at least for memory tasks, the functional field of view is much smaller than stated by
Parker (1978). Also, the results of Henderson and Hollingworth’s (1999b) online change-
detection tasks contradict those of Parker (1978). In these experiments, a critical object
was changed online during a saccade directed toward the object, during an outgoing
saccade after the object had been fixated, or during a saccade directed toward another
control region. In most cases, participants’ performance dropped when the before- or after-
change fixation was more than 4o away from the changing object. The size of 4o for the
functional field of view is also supported by experiments on the estimation of the functional
field of view for object processing (Henderson, Weeks & Hollingworth, 1999). In the “flicker
paradigm”, participants are instructed to report scene changes across brief blank periods
that alternate with two versions of the scene (Rensink, O’Regan & Clark, 1997). The
results revealed that participants need some time to detect the changes, showing that only
a limited amount of information can be acquired during a fixation, so that participants
have to fixate the changing objects either directly or within a distance of 2o (Hollingworth,
Schrock & Henderson, 2001).
The contradiction between the results by Parker (1978) and those of other studies
could originate from design aspects. Parker used large objects with relatively large dis-
tances from each other. This scenario leads to inflated saccade lengths (compared to those
in natural scenes) (Henderson & Hollingworth, 1999a), and the scenario allows the identi-
fication of objects quite far from the current fixation (Pollatsek, Rayner & Collins, 1984).
Furthermore, the stimulus set was quite restricted and there were many repetitions in
the experiments, allowing the participants to learn visual cues and therefore to detect
the object differences in the periphery. Recent experiments with more complex scenes
(Henderson, Williams, Castelhano & Falk, 2003) show that deletion of objects is quite
difficult to notice and that the time for the correct detection of deletion was longer than
for recognising object substitutions. Also, the average distance of a saccade to a changed
object was 4o smaller than in Parker (1978), which is consistent with other experiments
(Henderson, Weeks & Hollingworth, 1999).
Thorpe, Gegenfurtner, Fabre-Thorpe and Bu¨lthoff (2001) demonstrated that relatively
coarse information provided by the peripheral retina is sufficient for high-level visual
tasks involving object vision. In the experiments, participants were shown 1400 briefly
flashed (28 ms) unmasked photographs (39o high, and 26o across), located randomly
at nine locations across virtually the entire extent of the horizontal visual field. Their
task was to indicate by releasing a mouse if the actually presented image contains an
animal. Half of the images contained animals, where the other half were distractors of
different categories like landscapes, flowers and so on. During the experiments, participants
were requested to fixate their eyes on a central cross of size 0.5o × 0.5o. The results
revealed that the performance dropped linearly with increasing eccentricity. But even for
high eccentricities the results were well above chance. The reaction time increased with
increasing eccentricity. Probably there were no adjustments on image sizes for stimuli
presented at higher eccentricities compensating for changes in cortical magnification. The
reason for relatively good results even at high eccentricities compared to the other studies
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mentioned above, may be due to several reasons: a.) The choice of stimuli and task; b.)
the task required only superordinate categorisation (i.e., animal or not) and no concrete
classification. Even though the results show that high-level descriptions of images can be
obtained without directing attention to the location of the stimulus, the finding is not
in contradiction to other reports stating that direct attention is required to consciously
register the information. I.e., the fast and relatively coarse processing of information in
the eccentricity could be used to orientate attention for further processing of image details
necessary for precise identification.
The fast comprehension of the gist of a scene shows that the functional field of view
for global scene properties is relatively large. But for the perception of object details it
is much smaller and depends on the complexity of the observed scene. These results are
consistent with results from reading research, where the total functional field of view is
much larger than that for word identities (word span) (Rayner, 1998). Hence the presence
of an object can be checked in the far periphery, but the identification of object details
require a fixation in the near neighbourhood of the particular object.
3.2.6 Eye Movements during Image Retrieval
As stated above, human gaze is attracted to regions of a scene conveying the most im-
portant information for scene interpretation. Whereas at the beginning these regions are
perceived pre-attentively, later the placement of fixations depend on participants’ point
of interest or experience. Furthermore, fixation density is related to the informativeness
of an image region, where only few fixations are made to regions rated as uninformative
(Mackworth & Morandi, 1967). For more complicated images, the participants fixated
high rated regions more often than low rated ones (Antes, 1974). Uniform or empty re-
gions are typically not fixated (Altmann & Kamide, 2004). Furthermore, fixation positions
are strongly influenced by semantic informativeness, i.e., the meaning of image regions
(Henderson & Hollingworth, 1999a).
In image retrieval, the user mostly starts with a vague idea about his/her retrieval aim,
where the retrieval strategy can be influenced by external factors or even changed during
the retrieval session. Comparing similar images requires the analysis of image details. As
stated above, the functional field of view in scene perception is around 4o. This means
that the user has to fixate the near neighbourhood of particular objects being important
for the estimation of image similarity. If there are several regions the user has to check for
image similarity, the gaze will be subsequently directed to those regions. If the differences
between two images are quite small, his/her attention will be directed to regions of interest
for a relatively long period of time, because it takes the user quite a long time to find
the subtle differences. In the case of more dissimilar images, the attention will only be
directed to those regions for a small period of time.
Since eye movements reflect attention patterns (Saloja¨rvi, Kojo, Simola &
Kaski, 2003), those image regions with the highest amount of fixations and long fixa-
tion durations are supposed to be important for estimating the similarity between an
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image pair. Eye movements as an indicator for cognitive processes have been deeply in-
vestigated for decades (Rayner, 1998). Saloja¨rvi, Kojo, Simola and Kaski (2003) showed
that at least to a certain degree, relevance can be deduced from eye movements.
All in all, the measuring of eye movements during image retrieval seems to be a quite
promising approach to identify those image regions being important for the user for a
particular retrieval task and to guide the systems’ image search and retrieval strategy.
These insights lead to the development of a new approach to image retrieval, called Vision-
Based Image Retrieval (VBIR) which is described in detail in Chapter 4. After discussing
the eye movements occurring during the perception of visual scenes and the implications
for image retrieval in this section, the following section addresses the methodological
aspects of eye-tracking research, i.e., how eye movements can be measured.
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3.3 Eye Tracking
The term eye tracking denotes the process of monitoring and recording the participants’
gaze positions when they look at 2D or 3D stimuli, mostly presented on a computer mon-
itor. Researchers are interested in exact gaze positions measured in 2D or 3D coordinates,
depending on the dimension of the stimuli and their temporal course, i.e., spatial-temporal
scan paths.
Many researchers from different disciplines are interested in studying eye movements,
because they give hints on the cognitive processes underlying information processing (see
Section 3.1.3): Biologists try to find more information about the organisation and function-
ality of the visual system. Linguists are interested in the relations between the perception
of spoken or written text and visual attention. Psychologists analyse the behaviour of
participants who are looking at particular scenes in order to solve problems or to accom-
plish search tasks. Consumer researchers try to find out where to place the product in an
advertisement so that it attracts attention from potential customers. Computer scientists
are interested in the development of suitable human-computer interfaces, e.g., for artifi-
cial systems. Cultural scientists and journalists are interested in eye-tracking systems for
presenting a virtual tour through a museum, or for attention tracking when reading print
media or looking at images or paintings.
Recently, more and more researchers apply eye tracking techniques, as becomes evident
from the increasing number of articles published. Most of them address reading, scene
perception and the analysis of human-machine interaction and cognitive processing during
problem solving. The following sections describe the different eye-tracking techniques and
the eye tracker used to carry out the experiments in this thesis.
3.3.1 Tracking of Eye Movements
The first eye-tracking experiments started already in the nineteenth century. During the
experiments the experimenter stood behind the subjects and observed their eye move-
ments in a mirror (Javal, 1879). This method allowed only an observation of coarse eye
movements. Later, optical methods were designed which allowed larger magnifications
of the eye area or parts of the eyes. Lenses could be used for the analysis of coarser
(Newhall, 1928) and microscopes for finer eye movements and fixations (Gassovskii &
Nikol’skaya, 1941). Another possible method for recording eye movements was by estab-
lishing a mechanical link between the eye and a recording instrument (e.g., via an arm
or a small tube). A more detailed description can be found in Ohm (1928) and Cords
(1927). For highest possible precision of eye movement observation, the conditions were
quite unnatural: The participants’ head had to be fixed, usually by using a head-rest and
a bite bar. The eyelids were fixed with adhesive tape. Surprisingly, the visualisation of
the data acquired by those experiments show astonishing accordance with data recorded
by modern eye trackers. Figure 3.3 shows the results of a study done by Yarbus in 1967.
The fixations and the saccades of a participant during the observation of a woman’s face
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were recorded. Yarbus fastened a tiny mirror attached to a suction-cup to the participants
eyeball. The eyelids were fixed by adhesive tape stripes or held tight by the experimenter.
A light source, with a slight gap, projected a light beam on the mirror. The position of the
reflected light stream correlating with the perspective of the participant, could be visu-
alised on a screen or with light sensitive material. Although this was the first time human
eye movements were visualised, there was no information about their temporal course and
still, the participants’ head had to be fixed. Further main eye-tracking technologies are
described below.
Figure 3.3: Original image of the womans’ face (left) and the corresponding gaze trajectory (right)
(taken from Yarbus, 1967).
Electrooculogram (EOG)
Eye movements can be measured electrically, because a potential difference exists between
the cornea and the retina (corneo-retinal potential), which can be measured by electrodes
attached to the facial skin around the eye. This potential difference varies with eye move-
ments, independent of head movements, allowing to measure eye movements up to ±80o
(approximately 80% of the visual field in binocular vision) and to a high degree of spatial
accuracy (±1.5o to 2.0o of visual angle). Disadvantages are the decrease of the measure-
ment accuracy in peripheral regions. Furthermore, artifacts by muscle activity around the
eyes, blinks and changing light conditions can have an influence on the measurements.
Contact Lenses
The contact lens method is the most exact, but also most time-consuming method, because
individually suited contact lenses have to be attached to the eyes. There are two variants
of the contact lens method: (a) A mirror is attached to the contact lenses, which reflects
incident light recorded by a camera or on photosensitive material; (b) minute induction
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coils (“search coil”) are attached to the contact lenses. In the latter case, the participants’
head is surrounded by an electric field which induces a low current in the coils. This
induced current varies proportional with the position of the coils in the electric field,
leading to a highly accurate measurement of eye positions (5 to 10 seconds of arc), but in
a quite narrow field of view of only 5o. Disadvantages of both methods are the unpleasant
fixation of the head, either by a bite-bar or in a electromagnetic tube, and the attachment
of an artificial object to the eye.
Corneal Reflection
If a single eye is directed to fixate a small point of light, then this incident light is mirrored
in a punctual spot. This cornea reflex is the first Purkinje image (see Figure 3.4), located
around 3.5 mm behind the surface of the eye. For a camera located just behind the light
source and directed at the eyeball of the participant, the corneal reflection will appear
to be located in the centre of the pupil. As the participant moves fixation to the right,
left, up or down, with respect to the light, the corneal reflect will be displaced relative to
the centre of the pupil. Thus, there is a lawful (monotonic) relation between the relative
position of the corneal reflection with respect to the centre of the pupil and the direction
of gaze, and this relation holds for both horizontal and vertical shifts of gaze. Modern
corneal reflection systems have a small error on gaze positions measurements (less than
< 0.5o on average) within an eye tracking range of ±30o horizontal and 20o vertical.
Figure 3.4: The four corneal reflections know as Purkinje images: Front and rear surface of cornea (1st
and 2nd), front and rear surface of lens (3rd and 4th) (taken from [24]).
Purkinje Refraction Technique
Not only the outside surface of the cornea reflects incident light, but also the internal
surface of the cornea, and the external and internal surface of the lens. These four reflec-
tions are known as Purkinje images (see Figure 3.4). These images can be used to track
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eye position with greater accuracy than eye trackers using the corneal-reflection method.
The eye tracker model developed by Cornsweet and Crane (1973) uses the relative motion
of the first (external cornea surface) and fourth (lens internal surface) Purkinje images.
These movements occur only with rotational but not with translative eye movements. The
Purkinje refraction technique requires a more controlled lighting environment to be able
to detect the rear surface reflections of the cornea and lens.
Advances in Eye Tracking Technologies
The progress in eye-tracking technology came along with the development of increasing
computational power and peripheral hardware. The pupils could now be continuously
monitored by a camera, which sends digital images to a computer. By the use of im-
age processing routines, the pupil position in the image could be calculated. Because
mirrors were now superfluous, eye movements could be measured over a wider field of
view. Furthermore, eye-movement data could now be acquired and saved digitally, al-
lowing post-processing and visualisation of the recorded data. Moreover, the problem of
imprecise data as a result of head movements could be reduced. Participants could wear
a headset with head-mounted infra-red cameras to measure the movements of the pupils.
The pupil is the darkest point in the infra-red image of the eye camera, so that it can be
detected reliably. Another camera is placed at the front of the headset, the so called head
camera. With the help of four light emitting diodes (LEDs), located near the corners of the
monitor, on which the stimulus is presented, the system can determine the actual head
position, which allows the compensation of slight head movements during the experiment.
The head camera yields an infra-red image of the participants’ field of view, where the
four LEDs cause the only four light spots in an otherwise black image. The locations of
these spots, and thus the relative position of the participants’ head with respect to the
screen are computed. The actual gaze-position on the screen can be calculated from the
head and pupil positions by a non-linear projection, which even can be feed back into
the system in case of gaze-contingent experiments. The parameter for this projection are
gained from a calibration procedure which has to precede every experiment. During the
calibration, the participant successively fixates nine fixation dots presented at nine differ-
ent positions on the screen. For these points the measured eye-tracker data is correlated
with the corresponding screen coordinates. The data for the other positions can then be
interpolated.
The Future: Portable Eye Tracking Techniques
Recent progress in eye-tracking technology has lead to portable devices that can be used
under much less restricted conditions than the models described above (Land, Mennie &
Rusted, 1999; Canosa, Pelz, Mennie & Peak, 2003). Some models use a head mounted
camera to record the scene and the eye ball simultaneously on video. The portable eye
trackers allow much higher freedom of head and body movements compared to the systems
described above. This allows a much more natural experiment design and tracking of
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Figure 3.5: SMI-EyeLink I binocular eye tracker.
eye movements even in outdoor situations (real world activities), leading to a better
understanding of vision in everyday life.
3.3.2 The SMI EyeLink I Eye-Tracking System
The equipment used for the experiments in this thesis is a modern video based EyeLink I
system developed by SensoMotoric Instruments (SMI), which allows binocular eye track-
ing due to the introduction of a second eye camera (see Figure 3.5). Furthermore, the
system compensates small head movements without the need to re-adjust the eye tracker,
allowing eye tracking under normal viewing conditions without the need to fix the head
of the participant.
The SMI EyeLink I system has a high temporal resolution (it records both eye coor-
dinates and the pupil size every 4ms) and high spatial accuracy of measurement (< 1o of
visual angle). The system provides online data analysis of gaze position, saccades, fixa-
tions and blinks and allows the experimenter to set and change recording parameters, like
thresholds for the recognition of fixations. The SMI EyeLink I system consists of a light
weight headset (see Figure 3.5) and two PCs, the so called Subject- and Operator-PC,
depicted on the left and right hand of Figure 3.6. The Operator-PC is a Pentium 133
with a 17” ViewSonic 7 monitor running MS DOS 6.2, and the Subject-PC consists of a
Pentium 4, 2.0 GHz, used to display stimuli on a 20” Trinitron monitor. Via the Operator-
PC the experimenter can supervise the experiment. During eye-movement recording, the
experimenter monitors participants’ eye movements indicated by two moving circles. This
enables the experimenter to get a first impression of the recorded eye movements and al-
lows him to control the calibration and drift-correction procedures during the experiment.
The image processing in real time is done on the Operator-PC. The eye-tracker data is
analysed for saccades, blinks and fixations. All information is stored in a binary file, which
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Figure 3.6: The eye-tracking laboratory of the Neuroinformatics Group.
is transmitted to the Subject-PC via an Ethernet link. With the help of the DOS-Program
EDF2ASC the binary file can be transformed into an ASCII-file for further analysis.
The stimuli and the calibration procedure are presented on the subject monitor. The
Subject-PC runs the VDesigner, a experiment control software (see Section 3.5). Partici-
pants are seated approximately 60 cm away from the subject monitor.
Two infra-red cameras that can be adjusted to the participants’ eyes, are attached
to the headset. Each camera records independently the movements of the corresponding
eye. At both sides of the camera lenses, two infra-red LEDs are attached to uniformly
illuminate the cameras recording field. A head camera is attached in the middle of the
headset. When participants wear the eye tracker, the camera is directed towards the screen
of the Subject-PC that holds four IR-LEDs for the compensation of head rotations (in a
range between ±15o to ±30o). Figure 3.7 shows a scheme of the whole EyeLink I system.
After introducing the hardware for recording eye movements, the next section describes
the software used for the image retrieval experiments developed in this thesis.
3.4 Software Development in the Eye-tracking
Group
The image retrieval experiments described in this thesis were designed with the VDe-
signer, a visual programming environment for eye-tracking experiments and analysed
with the EyeDataAnalyser (EDA), a visualisation and analysation tool for the recorded
eye movements. Both tools were enhanced in order to carry out the studies of this thesis.
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Figure 3.7: Scheme of the SMI EyeLink I system.
3.5 VDesigner
The design and development of eye-tracking experiments requires an in-depth knowledge
of the hard- and software provided by the eye-tracker vendors. For example, the calibra-
tion and drift correction methods must be called properly, requiring extensive knowledge
about the proper usage of the eye-tracker libraries and programming languages. Each
experiment has a different design and therefore requires a specific order of system calls.
Often experiment programmers need to start from scratch for each experiment, because
programs written in control languages expose restrictions concerning usability and ver-
satility. To free users from implementation details and draw their focus to experiment
design, the visual programming language “V” and the visual programming environment
“VDesigner” were developed (Clermont, 2001).
Programming languages that allow the user to specify a program with visual expres-
sions - spatial arrangements of textual and graphical symbols - are called visual program-
ming languages (VPL). Usually, the number of textual or graphical symbols provided
by a VPL is small, compared to the large number of programming commands in itera-
tive programming languages. Visual programming languages enable even unexperienced
programmers to generate computer programs after a short period of practice.
The VDesigner provides objects representing certain functionalities, like “Eye-Tracker
Calibration” or “Mouse-Button Press”. These objects are provided on tabbed panes in
the object pool (see Figure 3.8). The central area is the workspace (project view), which is
used to design programs. The programming is performed by dragging and dropping the
required objects from the object pool to the workspace. The objects in the workspace
can be linked by using “Connect”-objects. The link structure corresponds to the program
flow. Separated subroutines can be grouped into macros. Each macro provides a new
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Figure 3.8: VDesigner IDE.
workplace with an input and output object. This helps the programmer to prevent placing
too many objects into a single workspace. The Object Inspector allows the setting of object
parameters, like the font and size for the “TextOut”-Object. Furthermore, the VDesigner
provides multimedia support, such as video and sound, that are often used in eye-tracking
experiments.
Since Windows is not a real time operating system, its time behaviour is critical.
Through the use of a PC-internal timer, an independent timing function is available which
gives a highly accurate account of run-time behaviour. Extensive research and testing has
proved the program’s temporal behaviour to be uncritical (on average one execution cycle
for one object requires 16.8µs, tested under Windows’95 on a AMD Athlon Processor
with 700MHz).
The object-oriented philosophy of the visual programming language V allows an easy
integration of newly designed objects. Hence, the VDesigner can easily be extended with
the functionality required for a particular experiment or program design. The “Objec-
tHelpWorkshop” assists the programmers with the documentation of any new objects.
Altogether, the VDesigner is an extremely versatile visual programming environment,
implemented in C++, which supplies unexperienced programmers with a user-friendly
graphical interface for rapid program development. The VDesigner cannot only be used
for the design of eye-tracking experiments, even though its “eye-tracking” class provides
much functionality; it can also be used as a visual programming environment to easily
develop programs for various purposes.
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3.5.1 VDesigner Extensions for Vision-Based Image Retrieval
Even though the VDesigner is already a powerful tool for designing eye-tracking experi-
ments, new objects had to be implemented in order to provide the functionalities required
for the image retrieval experiments. First of all, the VDesigner had to be extended with
functionality to access MySQL databases (see [20]), because the feature distances between
all image pairs are stored in database tables (see Chapter 4). Therefore, VDesigner ob-
jects were implemented, which use the MySQL-C-API (see [20]) to communicate with the
MySQL database. The communication between the VDesigner and the MySQL database
is realised by SQL-commands embedded in C++-code. The MySQL-C-API allows fast
access to the database, which is important for the retrieval sessions of the image retrieval
experiments that require many database accesses.
Also new user interaction features were added. As described in detail in Chapter 6,
in the retrieval experiments the participant has to choose the most similar image to the
query image from a set of six database images (see Figure 6.1), by clicking with the mouse
on it. Hence, the VDesigner was extended by an object which checks if mouse clicks occur
in a particular rectangular area (here, the upper left and lower right coordinates of a
database image).
The retrieval approach developed in this thesis require the on-line access of the exact
fixation coordinates and fixation durations to calculate the fixation maps, which in turn
are necessary to adjust the feature weights for the next retrieval step (see below). This was
realised by extending the “EyeTrack”-Object of the VDesigner with “Eyelink”-routines
providing the online access of recorded fixation data.
Fixation Maps
For the retrieval experiments, the VDesigner had to be extended with a module for
the online calculation of fixation maps. Fixation maps are used to highlight image ar-
eas receiving high attention, whereas sparsely fixated areas are blurred (Pomplun, 1994;
Wooding, 2002). Figure 3.9 shows a fixation map for the image retrieval experiment.
Mathematically, fixation maps can be described by a two dimensional, continuous func-
tion a : IR x IR → [0, 1], defined over the whole image, providing a normalised attention
value for each image pixel. This function leads to attentional plateaus instead of atten-
tion peaks. The input for the calculation of the fixation map is provided by N fixations
as recorded by the eye tracker. For each fixation point (xn, yn)
T , n = 1, ..., N , a radial,
non-standardised Gaussian function is calculated for all image pixels (x, y) according to:
gn(x, y) = e
− (x−xn)2+(y−yn)2
2σ2 (3.1)
leading to “hills” having the highest value at the coordinates of the corresponding fixation
points and values degrading to zero with increasing distance from that point (see Figure
3.10).
The requested function, which describes the attention assigned to each image pixel,
can now be obtained by summation of equation 3.1 for each fixation point n (i.e., the
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Figure 3.9: Fixation map of the experiment scenario described in Chapter 6. Extensively fixated areas
are highlighted.
Figure 3.10: “Hills” and “plateaus” of a fixation map for a museum information system.
summation of all “hill” functions) and subsequent normalisation:
a(x, y) =
gges(x, y)−minx′ ,y′ gges(x′ , y′)
maxx′′ ,y′′ gges(x
′′ , y′′)−minx′ ,y′ gges(x′ , y′)
with gges(x, y) =
N∑
n=1
gn(x, y)
(3.2)
where (x
′
, y
′
) and (x
′′
, y
′′
) are the image coordinates where gges(x, y) has its minimum
or maximum value, respectively. The height of the Gaussian is adjusted in proportion
to the fixation duration. The shape of the requested function depends heavily on the
selection of the standard deviation σ in Equation 3.1: A high value leads to a blurring
of the attentional areas and therefore to an inexact representation, whereas a small value
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leads to many small bell-shaped curves, instead of the desired attentional plateaus. A
psychological effect helps to find a suitable value for σ: If a human fixates a certain
point, he cannot recognise in detail objects exceeding 1o of visual angle (Joos, Ro¨tting
& Velichkovsky, 2003). In the experiment, participants are seated in a distance of 60 cm
to the screen. Therefore, the diameter of the circle of attention is set to roughly 1 cm or
28 pixels (the monitor has a resolution of 1024× 768 pixels and a horizontal and vertical
screen size of 36.5 and 28.0 cm, respectively). This value is used for σ in Equation 3.1.
The computing time for the fixation map in the image retrieval experiments is reduced by
using Equation 3.1 only for a square of size 2 ∗ σ around the fixation points, representing
95% of the values.
3.6 EyeDataAnalyser (EDA)
The adequate visualisation and analysis of the recorded data, obtained from eye-tracking
experiments, demand an in-depth knowledge of programming techniques and experiences
in the analysis of experimental data. Eye-tracker vendors provide professional software for
the analysis and visualisation of eye-tracking data. Those programs are specifically fitted
to the specifications of the particular eye-tracker vendor and mostly do not provide the
special functionality needed by researchers for their day-by-day work.
The EyeDataAnalyser (EDA) is a new tool to visualise and analyse eye-tracking data.
It provides essentially the same functionality as professional programs, and also over-
comes their above mentioned limitations (Essig, Pohl & Ritter, 2005). It is designed as
an intuitive tool that is tailored to the requirements of eye-data analysis for research pur-
poses. A distinguishing feature of the EyeDataAnalyser is its flexibility, i.e., it can not
only handle data files recorded by eye trackers of different vendors, but it can also be
configured to handle different user-defined messages. A message is most often text which
is time stamped and written to the eye-data file during experiment recording. Message
events are used for two main purposes: a.) They precisely record the time of important
events (such as display changes, participant responses, and so on), b.) to record experi-
ment specific data, such as trial conditions. Furthermore, the EDA is not only designed
for professional data exploration, but also as a tool that can be used by novices having
only little experience in eye-data analysis and computer programming.
The EyeDataAnalyser is programmed in Java. It is platform-independent so that it can
be used under a Windows, Linux/Unix, MACOS-X or Solaris system. It also makes use of
powerful Java Packages, like Java Advanced Imaging (JAI) and Java Media Framework
(JMF) (see [21]).
The EyeDataAnalyser (see Figure 3.11) automatically saves the stimulus images over-
layed with the corresponding fixations (depicted by circles) and saccades (depicted by
lines) as JPEG images in a user specified directory. Trial related data such as the number
of fixations, the average fixation duration and so on, are stored as text files which can be
easily imported into statistics software for further analysis.
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The EDA allows to open the data from multiple trials or multiple participants. A com-
parison function allows the simultaneous display of trial data from up to four participants.
The eye movements for the right, left or both eyes can be saved as a real-time or
slow motion video that can be integrated into presentation tools, such as PowerPoint.
Furthermore, the recorded eye movements can be overlayed to a video recording of the
experiment. Additionally, audio data can be added to the video. The video files can be
played by means of the Java Media Player (see [21]), which is integrated in the EDA.
Figure 3.11: EyeDataAnalyser (Main Window).
The program uses the algorithm described above to calculate fixation maps. An exam-
ple from a museum information system is depicted in Figure 3.10. The EDA also allows
the selection of Regions of Interest (ROI) for further statistical analysis. The ROI can
be marked by moving the mouse. In addition, the program allows the specification of a
fixation threshold in order to eliminate extremely short fixations and the specification
and analysis of partial trajectories. EDA’s functionality is documented in an integrated
online-help system. In the future, a XML-Interface is planned that stores data in a more
convenient form (e.g., to export it into a text file, which can be imported into statistical
software like SPSS) and to provide a communication platform with the VDesigner (see
Section 3.5).
The visualisations of the scan paths in the following chapters are all created with the
EyeDataAnalyser.
All in all, the VDesigner and the EyeDataAnalyser are powerful programs that can
be easily extended, making them quite suitable for further research assignments.
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The next chapter explains how both, the basic concepts behind Content-Based Image
Retrieval and the measurement of eye movements can be combined to create a new type
of image retrieval system that shows better retrieval performances and provides a more
intuitive and natural human-computer interface.
Chapter 4
Vision-Based Image Retrieval
(VBIR)
4.1 Motivation
The estimation of image similarity is very subjective and depends on the intention of the
user: It may be defined by objects, configuration, illumination, camera position or zoom,
by semantic aspects, or any combinations of them (Neumann & Gegenfurtner, 2006).
The consideration of all these aspects would require a computer system which is able
to use representations similar to the ones implemented in the primary visual cortex.
Even though there has been a tremendous progress in image feature extraction in recent
years (Rui, Huang & Chang, 1999), common CBIR systems usually operate on (globally
calculated) low-level features and their performance is rated by the experimenters or
designers of the feature extraction algorithms (Neumann & Gegenfurtner, 2006). These
judgements are highly dependent on the strictness of the similarity criteria used by the
observers, the homogeneity of the image database and the number of displayed images
(Cox, Miller, Omohundro & Yianilos, 2000). Furthermore, low level features are often
similar for images from different categories (Oliva & Torralba, 2001) (see also Figure
1.24) and cannot capture human vision, cognition, emotions or subjective views.
As stated in Section 3.5.1, the fovea, the region of highest acuity in the retina comprises
around 2o of the visual field. Visual resolution decreases towards the periphery of the
retina. Therefore, to explore a scene, eye movements (called saccades) (see Section 3.1.1)
have to be executed to orientate the fovea towards different parts of the image (see Figure
4.1). During saccades the perception of the environment is suppressed. The visual system
compensates these effects so that we neither perceive a temporal gap in the perception of
visual space. When observing the environment, human gaze is successively attracted to
regions of a scene conveying the most important information for scene interpretation. Only
few fixations are made to regions rated as uninformative (Mackworth & Morandi, 1967).
The functional field of view in scene perception is around 4o (see Section 3.2.5). Thus,
fixations in the near neighbourhood of particular objects are necessary to perceive their
details. When comparing quite similar images, the user has to focus on image details,
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i.e., the user has to check several regions for image similarity. The user’s gaze will be
subsequently directed to those regions for a longer period of time. On the other hand,
in case of more dissimilar images, attention will only be directed shortly to regions of
interest, because the differences can be perceived quickly.
Figure 4.1: Exploration of the visual environment. Only a small area of the scene that falls on the
fovea can be perceived sharply, whereas the rest is blurred. Eye movements are applied to bring the focus
on different parts of the image. In the example, two saccades (indicated by the arrows) are successively
executed to bring the focus on the mouth, eyes and ear of the gorilla. Humans always perceive a sharp
environment, even though most of the visual field is blurred (from Awater, 2002, p. 2).
The experiments of Jaimes, Pelz, Grabowski, Babcock and Chang (2001) on peoples’
gaze pattern when viewing images from different semantic categories, revealed similar
viewing patterns for different users on various images from the same semantic category.
This suggests that different participants should execute similar eye movements when
searching for images from the same category presented on a computer screen. Thus, eye
gaze pattern should be suitable for determining important regions for image retrieval.
These findings about eye movements occurring during scene perception predestines an
eye tracker as an input media for image retrieval. Relevant parts or similar regions are
supposed to receive the highest amount of attention when participants compare the query
image with the database images. Since eye movements reflect attention patterns (Saloja¨rvi,
Kojo, Simola & Kaski, 2003), those image regions with the highest amount of fixations
and long fixation durations are supposed to be important for estimating the similarity
between an image pair. By focussing on these important image regions, the system’s
retrieval strategy can be guided to improve its accuracy. Here, the eye tracker serves as a
natural and intuitive source for relevance feedback. These techniques are the basis of the
new attention-based image retrieval system, called Vision-Based Image Retrieval (VBIR)
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system. The implementation of the VBIR system as well as its’ evaluation are the central
aspects of this thesis.
Before describing in detail how these techniques can be implemented adequately, first
the reasons for the utilisation of an eye tracker as a suitable input medium for user
relevance are explained.
4.2 Eye Tracker as an Input Medium
The technical progress over the recent years led to the development of modern eye-
tracking systems which are completely non-intrusive and almost transparent to the user
in terms of operation, while assuring precise gaze position measurement even at high tem-
poral resolutions (see Section 3.3.1). Motivated by the relationship between attention and
eye-movement patterns, research on the application of eye-tracking techniques in gaze-
controlled interfaces is recently increasing (Duchowski, 2002). Eye-tracking techniques
rather replace or extend existing interface mechanisms instead of creating new forms of
interaction. In studies regarding the evaluation of different input media for retrieval tasks,
Oyekoya and Stentiford (2005) compared participants’ response times when searching for
a target image in a series of displays under varying conditions using either the computer
mouse or the eye. Participants had to locate a target image from a series of 50 grid dis-
plays of 25 stimuli (one target image and 24 distractors) either by a mouse click or by
fixating on it for longer than 40 ms. Four different sequences (alternating between mouse
and eye interface) of the 50 grid displays were presented to each participant, where half of
them started with the mouse and the other half with the eye interface. The time needed to
find the target image was recorded. The results showed significantly faster mean response
times for the eye interface (2.08 sec) compared to the mouse input (2.43 sec). Additionally,
the response time was faster with the eye interface than with the mouse, when the mouse
was first used but not vice versa. Thus, users benefit in visual tasks from the experiences
they gained from the mouse interface if they subsequently used the eye interface.
The results of Oyekoya and Stentiford (2005) are in accordance with Ohno (1998), who
found that eye gaze is faster than a mouse for the operation of menu based interfaces.
Furthermore, Ware and Mikaelian (1987) have shown the suitability of an eye tracker as
an input device for different selection methods (like button press, fixation dwell time and
screen select button), providing the target size is not too small. An evaluation of adjust-
ment techniques by eye and mouse during operations in GUI environments was conducted
by Yamato, Monden, Matsumoto, Inoue and Torii (2000). They observed that gross ad-
justment movements for the cursor by eye, followed by final fine adjustments with the
mouse on the desired GUI button, performed best. Sibert and Jacob (2000) demonstrated
the feasibility of natural eye gaze as a source of computer input. They performed two ex-
periments to compare their self-developed interaction technique for object selection based
on where a person is looking, with the common selection method using the mouse. In the
first and second experiment the participants had to select a highlighted circle in a set of
circles, or a letter vocalised over an audio speaker from a grid of letters, respectively. It
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was found that the eye gaze interaction technique performed faster than the selection by
mouse (338 ms in case of letters, 428 ms in case of circles).
4.3 Feedback through Eye Movements
As discussed in Section 1.2.7, the performance of retrieval systems has been signifi-
cantly improved through relevance feedback. As stated in Section 3.2.2, fixations are
clustered on informative image regions, instead of being randomly distributed over the
scene (Buswell 1935), i.e., the eye is attracted to the regions that convey the most impor-
tant information for scene interpretation. This motivates the application of eye-tracking
techniques as a natural source of relevance feedback. Modern eye trackers record the posi-
tion of both eyes every 4 ms (or even more frequently), so that they provide a huge amount
of data on participants’ eye movements during scene perception (see Section 3.2.2). There
are documented cases, where eye movements have been used as a source of relevance feed-
back for text and image retrieval. These approaches are described in more detail in the
following.
Feedback through Eye Movements in Text Retrieval
The use of eye-tracking information as a source of relevance feedback in text retrieval is
a relatively new concept. Saloja¨rvi, Puolama¨ki and Kaski (2003) were the first, who used
eye movements in text retrieval tasks. In an experiment, participants’ eye movements
were recorded while they had to choose the correct answer to a question from a list of 10
pre-classified sentences. Based on the eye-tracking data, a subset of 22 commonly used
features from psychological literature were calculated for each word. After a training with
the calculated eye-tracking features, different Hidden Markov Models (HMM) that take
the sequential nature of eye movements into account, were able to predict the relevance of
a sentence by analysing the recorded eye movements. The authors used cross-validation to
compare the performance of the different HMMs among each other and additionally to a
dump method and a linear discriminant analysis method that did not consider the sequen-
tial nature of eye-tracking data. The results revealed that the HMM clearly outperformed
the other two models. The discriminate HMM showed the best performance.
In a more recent work on proactive information retrieval, eye tracking data had been
used to refine the accuracy of relevance predictions (Puolama¨ki, Saloja¨rvi, Savia, Simola
& Kaski, 2005). Proactive image retrieval means that the system tries to anticipate users’
preferences from implicit feedback (i.e., users’ eye movements). In these experiments, the
task was to find interesting scientific articles by browsing. Participants were instructed
to successively choose the two most interesting titles of scientific articles from 80 lists,
each consisting of six article titles. Again, Hidden Markov Models were used to predict
the articles’ relevance from the eye-movement data. Additionally, collaborative filtering, a
technique for predicting the relevance of a document to a given user, based on a database
of explicit or implicit relevance ratings from a large population of users, was used as
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a complementary source of relevance feedback. Proactive information retrieval and the
combination of many sources of relevance feedback turned out to be feasible for document
retrieval and improved the system’s retrieval performance.
Some recent approaches used eye-tracking data for image retrieval. These approaches
were developed for different purposes. They will be described in more detail in the follow-
ing.
Feedback through Eye Movements in Image Retrieval
Grecu, Cudalbu and Buzuloiu (2005) propose a retrieval approach that learns online
from eye-movement data. The system starts by using a saliency measure to automatically
detect important image locations. Each salient image location is associated with a so called
“virtual fixation”, which in turn is associated with a set of virtual content descriptors,
stored in a database. For each retrieved image, eye movements are concomitantly gathered
during a normal user-relevance feedback process, consisting of assigning an acceptance or
rejection tag. From the relevance feedback, the system learns to differentiate between
relevant and irrelevant fixations for the current retrieval task. The actual fixations are
determined from the recorded eye movements and their corresponding visual descriptors
are calculated applying exactly the same techniques as for the visual features. A supervised
classifier is trained with the actual fixation pattern to learn the relevance of the actual
and virtual fixations. Based on these relevance scores an overall feature distance between
the images can be calculated. The top ranked images are then presented to the user for
further retrieval loops. This approach is not available as fully integrated system. However,
in an offline simulation the standard relevance feedback process was compared with the
eye-gaze enhanced approach (both using the same learning algorithm on a simplified
colour orientation image representation) and provided better results by exploiting the
user’s attention.
The overall goal of EyeVisionBot (Scherffig & Diebner, 2005) is to optimise image
retrieval from databases and the Internet by using eye tracking and adaptive algorithms. A
prototype is installed at the Center for Art and Media in Karlsruhe (Germany). Depending
on the monitor size, the system presents the user 9 to 25 images, randomly chosen from the
work of art database (see Figure 4.2). The time, participants’ gaze dwells on the individual
images, is measured by an eye tracker. Based on the analysis of the image features as well
as on metadata generated from the previous search behaviour for the images with the
highest viewing times, an intelligent algorithm estimates the desired image category and
retrieves new images. The metadata used by the system is taken from the MediaArtNet
database (“MedienKunstNetz-Datenbank”), created by artists. The relationship between
the images and the experts’ classification is hidden from the participants, because the
metadata is not shown. Additionally, structural comparisons of the retrieved images with
the so far longest viewed images are performed. The retrieval steps repeat until the user
is satisfied with the retrieval results. Displaying randomly retrieved images prevents the
system from narrowing the search space. The multi-threaded architecture of EyeVisionBot
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allows to start a new retrieval process while images are still shown and zoomed. The
viewing times for all images as well as the retrieval results are stored in a database.
Figure 4.2: The EyeVisionBot retrieval system (from [13]). The system presents the user 9 to 25 images
randomly chosen from the art database.
Oyekoya and Stentiford (2004a) investigated the correspondence between fixation lo-
cations and regions of high visual attention values, as predicted by their visual attention
(VA) model (Bamidele, Stentiford & Morphett, 2004). The model is based on the theory
of surround suppression in primate V1 (Nothdurft, Gallant & Van Essen, 1999): High
values of visual attention are assigned to pixels when randomly selected neighbouring
pixel configurations do not match identical positional configurations at other randomly
selected neighbourhoods in the image (see Section 7.2.3). Thus, regions with common or
salient features receive low or high visual attention values, respectively.
Eye movements of four participants viewing a series of six images for five seconds
were recorded, each separated by a blank screen followed by a central black dot on a
white background. Participants were not given specific tasks when viewing the images.
The analysis of the eye-tracking data revealed the correspondence of regions with high
visual attention in the VA-model with eye gaze patterns. There was also a considerable
variation in the gaze patterns of the four participants, but all looked at regions of high
visual importance during the first two seconds of exposure. For images with a clear region
of interest, there were more continuous gaze shifts from important regions to background
areas than for the images with no clear regions of interest. These observations are consis-
tent with findings of rapid visual comparisons between anomalous material and material
with a relatively predictable background. For a more reliable statistical analysis of the
results, more participants need to take part in the experiment and they should be given
a specific task when viewing the images.
Oyekoya (2007) used an eye-tracking interface for the retrieval of eight query images
(four easy-to-find and four hard-to-find ones) in a database of 1000 images from different
domains. The query and 19 database images were shown on the screen and participants’
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eye movements were recorded during the retrieval session. If the cumulative fixation dura-
tion on one image was above 400 ms, its 19 neighbours from the database were retrieved
according to the pre-computed similarity measures based on the visual attention values
(see above). These images were then shown on the screen and the process started anew.
The results revealed a significantly better retrieval performance for the eye-tracking inter-
face than for a random selection strategy using the same similarity information. There was
no effect on gaze performance of including one randomly-retrieved image in the retrieved
set. Further experiments revealed that rapid pre-attentive vision plays a significant part
in visual search, because participants were also able to find target images with a 200ms
cumulative fixation threshold.
Jaimes, Pelz, Grabowski, Babcock and Chang (2001) investigated how people gaze
at images from different semantic categories and how this information could be applied
to improve automatic image classifiers. Participants’ eye movements were recorded while
observing 50 colour images from each of five different semantic categories: Handshake
(two people shaking hands), crowd (e.g., many people), landscape (no people), main ob-
jects in uncluttered background (e.g., an airplane flying) and miscellaneous (people and
still lifes). Participants were instructed to observe the images, without being aware of
the number of the different categories and the goal of the experiment. The 250 images
were shown in random order with each image presented for four seconds. The recorded
eye movement data were analysed according to: (1.) Within image variations (similar or
dissimilar viewing patterns for an image across several participants); (2.) across image
variations (participants’ viewing patterns depend strongly on the image); (3.) within or
across image category variations (similar or dissimilar patterns for images in the same
category, across several participants). Regarding (1.), the recorded eye-tracking data re-
vealed similar viewing patterns for different participants on the same image (see Figure
4.3), with some idiosyncratic behaviour. However, there was also a wide variation between
the eye movements for different participants on the same image. This was true for images
of the categories landscape, crowd and miscellaneous. The results for (2.) showed a strong
image-dependency of viewing patterns. Regarding (3), the recorded eye movements of the
participants were different for images across different categories.
All in all, the eye tracker as an input medium for image retrieval is a promising
approach to identify those image regions being important for the user in a particular
retrieval task and to guide the system’s image search and retrieval strategy. This led to a
new approach to image retrieval that learns online from eye-tracking data. This approach
is described in detail in the following sections.
4.4 The Vision-Based Image Retrieval (VBIR) Ap-
proach
So far we discussed the main aspects of image retrieval: In Content-Based Image Retrieval
(CBIR) global features are calculated from the whole image information. During image
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Figure 4.3: Fixation mask overlay for four different participants (from Jaimes, Pelz, Grabowski, Babcock
& Chang, 2001).
retrieval a distance metric is used to calculate the distances between the global features
of each image pair. Those images having the smallest distance to the query image are
supposed to be the most similar ones. Some systems allow the user to comment the
retrieval results (user-relevance feedback) in order to direct the retrieval process in the
desired direction, by providing rather simple user interfaces like a slider or by clicking on
the result images which are most similar to the query. Ideally, CBIR systems should be
modelled with respect to the user and retrieve images in accordance to human similarity
perception. However, CBIR systems mostly rely on global features which fail to capture
sufficiently the properties of individual objects the user is looking for. The user usually
cannot mark specific image regions as relevant and the relevance input via sliders and
mouse clicking is neither elegant nor natural and tires the user. Thus, during long lasting
retrieval sessions, user-relevance feedback is seldom provided or even completely ignored.
Approaches to overcome these limitations are Region-Based Image Retrieval (RBIR) and
Content-Based Sub-Image Retrieval (CBsIR), using user-relevance feedback to adjust the
importance of single image regions or image tiles (see Section 1.3). Venters, Eakins and
Hartley (1997) have shown that the design of high-quality interfaces for query formulation
and display of results are fundamental for effective image retrieval. These issues have been
addressed very little in the design of CBIR systems, resulting in a lack of suitable high-
quality query formulation interfaces: A longstanding barrier to effective image retrieval
systems.
In order to overcome the limitations of CBIR systems, a new approach to image
retrieval was developed in this thesis. This new, intuitive and more natural approach to
image retrieval based on eye-tracking techniques is called Vision-Based Image Retrieval
(VBIR) (Essig & Ritter, 2005). The aims of VBIR can be summarised as follows:
• To provide a natural and easy to use interface for user-relevance feedback.
• Making the retrieval faster and more robust by using the information provided by
eye tracking.
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• To analyse online the importance of image regions or features for a particular search
task.
• Providing a natural and elegant navigation method for huge image databases.
4.4.1 Principles behind VBIR
In the VBIR approach, the image is divided into 16 non-overlapping, equally sized tiles
(see Figure 4.5). Thus, each tile has a size of 72 × 50 pixels. Colour, shape and texture
features (see Section 4.5) are successively calculated for each tile and separately stored
in a database. Afterwards, the distances for each image feature are separately calculated
between the corresponding tiles of each image pair. For each image in the database, a
table is created that stores all the feature distances (for each tile) between this image and
all the other images from the database. Because of the high computational complexity,
all feature and distance calculations are performed off-line.
In the VBIR approach, an eye tracker is used to record user’s eye movements during
a retrieval session. A typical eye-gaze pattern for a retrieval task is shown in Figure 4.4.
The user provided relevance feedback by selecting the most similar image to the query
(depicted on top of Figure 4.4) with a mouse click and by his eye movements. For the
selected image, the gaze pattern is analysed (see Figure 4.6). On the basis of the fixation
distribution, a fixation map (see Section 3.5) is calculated. The result of this calculation
is a value for each image pixel between zero and one, representing the assigned attention.
A value of one means that this pixel is assigned high attention, whereas a value of zero
means that the pixel is assigned no attention at all. Then, the average attention values
for each tile are calculated by a summation of the single attention values for each pixel
belonging to that tile, divided by the number of pixels in the tile. Image tiles receiving
a high number of fixations are supposed to be important for the actual retrieval task
(see Figures 4.6 and 4.7). Their average attention values are significantly higher than
those of tiles receiving only a low number of fixations. In this way, the weights of the
feature values for the highly fixated image tiles are increased. This means that in the next
retrieval step, those images are retrieved preferably that have similar features in those
tiles with a high amount of attention. These regions are either very important for the
retrieval task at hand or included features that are quite similar to the features in the
corresponding tiles of the query. This approach is similar to the techniques described in
Luo and Nascimento (2004), where traditional user-relevance techniques, instead of eye
movements, were used to adopt the importance of tiles (tile penalty) for image retrieval
(see also Section 1.3). By increasing the weights of the features for image tiles receiving
the highest number of fixations (i.e., for important subareas), the retrieval process should
be improved substantially.
The subdivision of an image and the extraction of the image features for each tile
make the calculated features rotation and translation variant. Since all images in the
VBIR approach were equally subdivided into 16 non-overlapping tiles, i.e., all tiles have
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Figure 4.4: Visualisation of fixations and saccades during the retrieval task. For a given query image
(top) the user selects the most similar image by mouse click.
the same positions, and the task was to retrieve the identical image from the database,
this drawback was not relevant for the experiments in this thesis.
Figure 4.5: Image divided into 16 non-overlapping, equally sized tiles.
4.4.2 Evaluation of the New Approach to Image Retrieval
In order to test the suitability of the new eye tracking based approach to image retrieval
(VBIR), it was compared with a system based on the traditional relevance feedback by
mouse clicks, herein after referred to as CBIR. For a reliable comparison, two retrieval
systems had to be implemented where both approaches operated on the same database,
used the same colour, shape and texture features as well as the corresponding distance
functions. The only difference between the two systems was that in the CBIR approach
similar images were retrieved based on the image selected by the user with a mouse click,
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Figure 4.6: Fixation distribution de-
picted for all 16 tiles.
Figure 4.7: The five tiles with the
highest number of fixations are selected
(marked by red rectangles).
whereas in the VBIR approach not only the mouse click but also the users’ eye movements
on the clicked image were considered. In the CBIR approach the feature calculation was
performed on the whole image (global features), because the mouse click did not provide
any functionality to emphasise the importance of particular image regions. In the VBIR
approach on the other hand, the image features were successively calculated for each
out of 16 non-overlapping image tiles. The VBIR approach allowed the user to focus
on particular image regions that were relevant for the actual retrieval process at hand.
Based on the user’s fixation distributions on the selected image the tile re-weighting was
computed.
The technical implementation of both retrieval approaches are described in the following.
4.5 Implementation of the Retrieval Systems (CBIR
and VBIR)
As stated in Section 1.2, retrieval systems consist of typical “components” (i.e., image
database, image features, similarity measures and retrieval result presentation). The fol-
lowing sections describe the components of the CBIR and VBIR retrieval approaches
applied in this thesis. Additionally, the slight differences in the feature and distance cal-
culations between both retrieval approaches are illustrated. The description of the typical
“components” starts with an outline of the image database.
4.5.1 Image Database: Flower Images
The database consisted of 2000 flower images from the Art Explosion ([7]) and the
“Schmeil-Fitschen” ([8]) image collection. All images had a size of 288 × 200 pixels, so
that they could be divided into 16 non-overlapping, equally sized tiles (see Figure 4.5).
Each tile had a size of 72× 50 pixels. The image format was JPEG. The image database
consisted of a collection of various sized flowers with differently shaped blossoms, petals
and leaves. Examples consisted of roses, water lilies, tulips, cactuses and so on. The flowers
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were photographed in front of different backgrounds, like sky, leaves, grass, water, cars,
etc. Some flowers were also depicted against a monochrome background, mostly black or
blue. Furthermore, the background structure was of high variance: Large-area monochro-
matic colours, fine structured ground or walls, big or small sized petals and trees with
different textures and different colour shades. The flowers were mainly photographed in
the image centre and the images had landscape format. However, there were also a lot
of images, where the flowers were not centered. The majority of the images contained
one blossom. All in all, the flower database was quite heterogeneous and representative.
Because of its high variety, the chosen image set demanded high quality feature vectors
that reflect reliably the properties of the flower images.
4.5.2 Colour Feature: Colour Histogram
Prior to any histogram calculation being performed on the colour images, a uniform colour
quantisation was used to reduce the number of colours in the image. A full-colour image
in the RGB model may have a gamut of 16,777,216 (256× 256× 256) colours. Both, the
processing and storing of such a large colour set is non-trivial. For humans, differences
between two adjacent colours in such large colour sets become negligible. Furthermore,
histograms calculated from the total set of colours are sparsely populated and therefore
they are inappropriate as colour features. Thus, a colour quantisation was applied first to
reduce the colour set to a small representative number of 216 colours. For image compari-
son and retrieval, it was important to use the same standard colour palette for all images
in the database.
Colour Quantisation
The colour quantisation started with the design of a 216 colour palette. From the whole
RGB colour space, 216 colours were selected forming a 6× 6× 6 homogeneous grid. This
palette was used to quantise the original, fully-coloured flower images: Each of the original
colours was mapped to the colour in the palette with the smallest Euclidean distance to
the original RGB values. An example of an image before and after the quantisation can
be seen in Figures 4.8 and 4.9, respectively.
Figure 4.8: Original image. Figure 4.9: Quantised image.
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Histogram Calculation
After the image had been quantised to 216 colours, the colour histogram was calculated.
Since two different retrieval approaches were evaluated in this thesis, the histograms were
calculated in two different ways: Either for the whole image (CBIR) or for each of the 16
image tiles (VBIR). Since a 216 colour standard palette was used for image quantisation,
the resulting histograms consisted of 216 bins. The histograms were created by sequen-
tially extracting the pixels’ RGB values from the quantised images and incrementing the
corresponding bins of the colour histogram. All histograms were stored in the database.
Each histogram was represented as a feature vector of the form (Pix1, P ix2, ..., P ix216),
where Pixn is the number of pixels with RGB values (rn, gn, bn) in either the whole image
or the image tile (n = 1, .., 216). It was not necessary to store the corresponding red,
green and blue values ((rn, gn, bn)), because they were the same for each histogram. For
the calculation of the distances between colour histograms, the histogram intersection was
used.
Colour Histogram Distance: Histogram Intersection
Histogram intersection was introduced by Swain and Ballard (1991) for colour matching
and indexing in large image databases. It is defined as:
DH(IQ, ID) =
∑n
j=1min(H(IQ, j), H(ID, j))∑n
j=1H(ID, j)
(4.1)
where H(IQ, j) and H(ID, j) are the j-th histogram bins of the query and database image,
respectively. Colours not present in the query image do not contribute to the intersection
distance.
Figure 4.10: Histogram Intersection between two histograms (labelled A and B) (from Del Bimbo, 1999,
p. 101). If two images are a perfect match (i.e., matching with itself), the histogram intersection returns
a value of one (DH = 1). The more different the histograms, the closer is DH to zero.
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The histogram intersection measures the similarity of two histograms, i.e., the higher
the value, the more similar are the histograms (see Figure 4.10). For image retrieval the
dissimilarity (1.0−DH(IQ, ID)) between two histograms is more important.
For very large databases and high dimensional histograms, Swain and Ballard (1991)
proposed a faster variant of the histogram intersection, called incremental intersection. In
contrast to histogram intersection, a partial histogram intersection is calculated by using
only the largest bins of the histograms. Bins are sorted by size. With at least 10 bins,
incremental intersection achieves good results (Del Bimbo, 1999).
4.5.3 Shape Features: Eccentricity, Solidity, Compactness and
Bounding Box
Before the shape features could be calculated, the images had to be segmented into fore-
ground (e.g., blossoms and petals) and background (e.g., ground, walls and sky).
Segmentation
The automatic segmentation of natural images is still an unsolved problem in Computer
Vision. Currently there is no non-stereo image segmentation algorithm that can perform
at the level of the human visual system (HVS) (Wang, 2001). Most of the flower images
were photographed in a portrait or landscape formatted shot with the object in the image
centre. Thus, for the majority of the flower images, the blossom was located in the image
centre.
A simple solution for the segmentation problem was to take the average colour value
of a rectangular region in the image centre as a reference colour vector for the blossom.
The rectangular region was selected by “roping a lasso” with the mouse (see Figure 4.14).
A reference vector for the background colour could be calculated by taking the colour
values of all pixels in a five pixel wide outer frame. Each image pixel was assigned as
fore- or background depending on its colour distance to the respective reference vectors.
Even though this procedure is extremely simple, the segmentation results for many flower
images were quite appealing (see Figure 4.11). Particularly for large-sized blossoms in
the image centre, the reference colour vector calculated from the selected rectangular
regions was quite representative, because of the blossoms’ homogeneous colour gradient.
The background of those images consisted mostly of dark colours (e.g., ground, leaves
or branches) with RGB values being quite different from those pixels belonging to the
blossom. These differences in the RGB values between the foreground and background
pixels facilitated the segmentation.
Better Segmentation Results through Vector Quantisation
Although the results of the simple segmentation procedure were promising, the shape
features chosen for the retrieval approaches in this thesis were quite sensitive to inexact
segmentation results, because the shape feature calculation depended on the region area
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Figure 4.11: Selected results of the simple segmentation process for three flower images.
and perimeter. Additionally, there were also many flower images in the database with
small blossoms, which were not located in central parts of the image. Hence, the simple
segmentation procedure described above was not sufficient in all cases. Taking the average
colour of all the pixels of a rectangular central image area and refer to it as the reference
colour for the blossom was a quite coarse approach. The rectangular area might contain
pixels belonging to the background, which had a strong influence on the computation
of the reference colour vector. Furthermore, colour shades in the blossom could not be
represented by a single average colour vector.
Thus, a better approach was to apply vector quantisation to map the pixels of the
rectangularly marked areas to a finite set of reference vectors R = ri : i = 1, ..., N in the
3D RGB colour space. Each vector ri is called a code vector. The set of all code vectors is
denoted as codebook. With each code vector, a nearest neighbour region, called Voronoi
cell, is associated which is defined by:
Vi = {x ∈ [0, 255]3 : ‖x− ri‖ ≤ ‖x− rj‖, ∀j 6= i} (4.2)
Thus, the entire RGB colour space was divided into a set of Voronoi cells, such that:
N⋃
i=1
Vi = [0, 255]
3 (4.3)
N⋂
i=1
Vi = φ ∀j 6= i (4.4)
Figure 4.12 shows a tessalation of a 2D space into different Voronoi cells. In this
thesis, the vector quantisation was realised by applying the lazy-pairwise nearest neighbour
algorithm (Lazy-PNN).
Lazy-Pairwise Nearest Neighbour Algorithm
A well-known method for data clustering and codebook construction is the pairwise near-
est neighbour algorithm (PNN), described by Equitz (1989). A drawback of the PNN is
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Figure 4.12: Voronoi tessalation of a 2D space. Input vectors (Ti) are denoted by x. Codebook vectors
(Ci) are marked by red dots (from [11]).
its computational complexity for large data sets, because each time a pair of vectors is
merged, all pairwise distances between all input vectors have to be recalculated. Hence,
in this thesis, the Lazy-PNN, a variant of the pairwise nearest neighbour algorithm (PNN)
was used (Kaukoranta, Fra¨nti & Nevalainen, 1999), which preserves the exactness of the
PNN, but speeds it up by postponing a number of distance calculations.
Figure 4.13: Clustering in a 2D space. Ca and Cb are the centroids of the two clusters to be merged. Cc
is the centroid of a third cluster. Ca+b is the centroid of the merged cluster (from Kaukoranta, Fra¨nti &
Nevalainen, 1999).
The Lazy-PNN algorithm starts by creating an initial codebook where each training
vector (T ) (i.e., every pixel), with T = {T1, T2, ..., TN}, is considered as a code vector (or
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cluster). The algorithm starts by initialising each training vector Ti as its own cluster Si.
For each cluster Si, the distances to all the other clusters Sj (i 6= j) are calculated as the
squared Euclidean distance between the code vectors, weighted by the number of vectors
in the two clusters:
d(Si, Sj) =
ninj
ni + nj
‖Ci − Cj‖2 , for i, j = 1, ..., N (4.5)
where Si and Sj are clusters of the input vector set T and Ci and Cj are the corresponding
code vectors. The size of cluster Si is denoted by ni. The nearest neighbour to cluster
Si, called NNi, is the cluster, for which Equation 4.5 is minimal. The nearest neighbour
distances di for all clusters, together with the corresponding nearest neighbour pointers
(NNi) and an additional flag (Ri), which indicates whether the distance value is up-
to-date, are inserted on a minimum heap, with the smallest distance value at the top
and the largest one at the bottom. Now, the cluster Sa with the smallest distance value
(see Equation 4.5) is deleted from the heap and merged with its nearest neighbour Sb
(b = NNa). After merging, the size of the combined cluster Sa+b is na+b = na + nb, and
the new code vector Ca+b for cluster Sa+b is calculated as the weighted average of the code
vector Ca for cluster Sa and Cb for cluster Sb (see Figure 4.13):
Ca+b =
naCa + nbCb
na + nb
(4.6)
The nearest neighbour of Sa+b is now determined and inserted into the heap according
to its distance value. The cluster information for Sa+b is stored in the place of Sa on the
heap, and cluster Sb is removed. In successive steps, the two clusters with the smallest
distance are merged until the final codebook size is reached.
Whereas in the original PNN algorithm the distances between all cluster pairs are
recalculated after each merging step, a recalculation of the distance between a cluster
pair in the Lazy-PNN algorithm is only performed if an out-dated pair is on top of the
heap. The distance calculations can be delayed until an old cost function value becomes
a candidate for being the smallest distance. The delay is justified by the monotony prop-
erty of the nearest neighbour distances: The merge cost between a merged cluster and
a third cluster d(Sa+b, Sc) is never smaller than the merge cost between the single clus-
ters (min{d(Sa, Sb), d(Sb, Sc)}), since the potential decrease of the Euclidean distance is
compensated by the large size of the merged cluster (see Figure 4.13). The cost function
is therefore monotonically increasing with time. For more details see Kaukoranta, Fra¨nti
and Nevalainen (1999).
The Lazy-PNN algorithm is on average about 35% faster than the original PNN,
because it remarkably reduces the number of expensive distance calculations.
For the segmentation of the flower images in this thesis, a semiautomatic procedure
was used. The user “roped” the blossom in the image with the mouse (see Figure 4.14)
to ensure that the correct image areas were used to extract the code vectors for the
foreground object. Furthermore, the pixels belonging to the outer frame of the image,
with a width of five pixels, were used for vector quantisation of the background pixels.
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Figure 4.14: Semiautomatic segmentation: The user selects a typical blossom area by “roping a lasso”
with the mouse.
The Lazy-PNN algorithm was applied to the pixels of the selected foreground and the
outer frame area (background). The final number of code vectors could be specified in the
Lazy-PNN algorithm and was set to 10. A further improvement of the algorithm was to
skip the reference vectors of the clusters, representing less than 10% of the selected image
area, because they were assumed to be outliers. Furthermore, some flower images had
blossoms touching the edges of the images. With the above mentioned approach, their
values would have been assigned to the background codebook, although they belonged to
the foreground. Hence, after the vector quantisation was performed for the foreground-
and background areas and the outliers were skipped, the Euclidean distances between the
codebook vectors for the fore- and background were calculated in a further step. Reference
vectors for background colours were skipped, if their Euclidean distance to a code vector
of the foreground was below a pre-specified threshold. Thus, colour vectors of blossoms
touching the image edges were not regarded as background pixels.
Thus, the application of the Lazy-PNN algorithm on a flower image resulted in two
codebooks: One for the foreground and the other for the background. Each codebook
consisted of code vectors, represented as RGB-tripel.
The image segmentation could now be calculated on the basis of the codebooks. For
each RGB value of the original flower image, the Euclidean distance to each of the 20 code
vectors from both codebooks was calculated. The pixel was assigned as a foreground pixel,
if it had a minimum colour distance to one of the code vectors from the codebook for the
foreground pixels. Otherwise, it was classified as a background pixel. Foreground pixels
were set to black, whereas those belonging to the background were set to white. Hence,
the result of the vector quantisation was a bilevel image, where blossoms were depicted
as black objects in front of a white background. An example of an original flower image
and its segmentation result is depicted in Figure 4.15 and 4.16, respectively. Before the
shape features could be calculated from the bilevel images, some postprocessing of the
segmented images was necessary in order to overcome the limitations of the segmentation
algorithm.
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Figure 4.15: Original image. Figure 4.16: Segmentation result for
the flower depicted in Figure 4.15.
Postprocessing of the Segmented Images
The segmentation algorithm described above had limitations if the flower centre contained
colours that also occured in the background. For example, the petals of the flower in Figure
4.15 are blue and the flower centre is yellow. During the segmentation procedure, a section
of the petals was selected as foreground (see Figure 4.14). In the segmented image, the
flower centre was classified as background and appeared as a white hole in the flower
centre (see Figure 4.16).
The segmented images were post-processed to eliminate those segmentation artefacts.
Image processing routines fromMATLAB c© were used for the post-processing. The binary
image was first inverted, i.e., the flower became white, whereas the background changed
to black (see Figure 4.17 (a)). Then, the outside frame (5 pixels wide) was filled with
black colour (see Figure 4.17 (b)).MATLAB c©’s flood-fill operation on background pixels
was used to fill the holes of the binary input image with the foreground colour (white).
A hole is defined by MATLAB c© as a set of background pixels that cannot be reached
by filling in the background from the edge of the image. The result of the flood-filling
algorithm on the example image can be seen in Figure 4.17 (c). The hole in the centre
of the blossom is eliminated. Then the image was inverted again so that foreground and
background pixels became black and white, respectively. Now, all segmentation artefacts
were eliminated and the shape features could be calculated from the segmented regions.
Shape Features Calculated from the Segmented Images
For the calculation of the shape features, the post-processed binary image was first in-
verted. Then a 3 × 3 median filter (Gonzalez & Woods, 2002) was applied to the image
to reduce noise. Figure 4.18 (a) and 4.18 (b) show the original and segmented image,
respectively. The inverted image is depicted in Figure 4.18 (c). The result of the median
filter applied to the inverted image is shown in Figure 4.18 (d).
Then morphological operations (precisely an erosion followed by a dilation) were ap-
plied to the inverted image (see Figure 4.18(e)). In general, dilation expands a region,
whereas erosion shrinks it (Gonzalez & Woods, 2002). The structuring element was a
5 × 5 array of ones. It controls how many pixels were removed (in case of erosion) or
added (in case of dilation). An erosion followed by a dilation is called opening. This
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Figure 4.17: (a) Segmented image (inverted) (see Figure 4.16), (b) filling the outer frame of the inverted
image, (c) the segmented image after filling the holes, (d) reinverted image.
morphological operation generally smoothes the contour of a region, breaks narrow isth-
muses, and eliminates thin protrusions and small areas. A dilation followed by an erosion
is called closing. Closing also smoothes regions, but, as opposed to opening, it generally
fuses narrow breaks and long thin gulfs, eliminates small holes and fills gaps.
After the region contours had been smoothed by the morphological operators, the
image was labelled and the region properties were calculated by using MATLAB c©’s
regionprops function. These properties include regional descriptors for each image region,
like area, bounding box, axes length and so on. Regions with a size smaller than 0.75
% of the original image size were eliminated (see Figure 4.18 (e)) and the image was
labelled again. Then, the region properties were recalculated for the remaining regions.
From the region properties, the following shape features were calculated for each region
of the segmented image:
• Eccentricity, defined as:
E =
Imin
Imax
=
u20 + u02 −
√
(u20 − u02)2 + 4u211
u20 + u02 +
√
(u20 − u02)2 + 4u211
(4.7)
where up,q =
∑
x
∑
y (x− x)p(y − y)q is the (p, q) order central moment of the shape
and (x, y) is the centre of the shape. Hence, eccentricity is the ratio of the short
axis length (Imin) to the long axis length (Imax) of the best fitting ellipse. An ellipse
with an eccentricity value of 0 is a circle, while an ellipse with an eccentricity value
of 1 is a line segment.
• Solidity is defined as:
S =
A
H
(4.8)
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Figure 4.18: (a) Original image, (b) segmented image, (c) inverted segmented image, (d) median filter
applied to the inverted image, (e) image after erosion and dilation, (f) “regionproped” image.
where A is the area of the region and H is the convex hull area of the polygon. The
polygon is a closed chain of points obtained by tracing along the region’s border.
Solidity describes the extent to which the shape is convex or concave, where the
solidity of a convex contour is 1.
• Compactness is defined as:
C =
4piA
P 2
(4.9)
where P is the perimeter and A is the area of the region. Compactness expresses
the extent to which a shape is a circle, where the compactness for a circle is 1 and
for a long bar close to 0.
• Proportion is defined as the ratio between the short and long side of the bounding
box.
In case of the CBIR scenario, for each flower image the shape features for all segmented
regions were calculated and stored in the corresponding table in the database.
The calculation of the shape features in the VBIR scenario was realised in the same
way as in the CBIR scenario. However, the tiling of the flower images had to be considered:
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For each tile, the shape features of each region (i.e., each blossom), which completely or
partly overlaps the tile, and the corresponding percentage of pixels that fall within the
coordinates of the tile were stored in the database (see Figure 4.19). These percentages
were considered as tile-specific weights for the corresponding shape features. They are
used for the calculation of the shape distances between the single image tiles in the VBIR
approach (see below).
Figure 4.19: The shape feature calculation in the VBIR approach. The blossom (indicated by the ellipse)
covers tileX and tileY . The blossom covers 20 pixels in tileX and 80 pixels in tileY , respectively. Thus,
the calculated eccentricity, solidity, compactness and proportion features of the blossom were stored as
shape features of tileX and also of tileY . Additionally, the percentage of pixels belonging to the blossom
that were located within tileX is wtileX = 203600 and wtileY =
80
3600 in case of tileY . The size of the tiles
was 72× 50 pixels (see Section 4.5.1).
Shape Feature Distance
For the overall shape distance, the Euclidean distances between the four single shape
features were calculated and added up:
DShape =
1
4
dE +
1
4
dS +
1
4
dC +
1
4
dP (4.10)
where dE, dS, dC and dP are the Euclidean distances between the eccentricity, solidity,
compactness and proportion features of the query and database image, respectively. For
the calculation of the shape feature distances, three different cases were distinguished,
depending on the number of regions in each image or tile:
(1) Both images contained no regions: The shape distance was set to the maximum
value, which was one. In that case, both images did not contain any blossoms and
therefore they were not important for the retrieval task.
4.5 Implementation of the Retrieval Systems (CBIR and VBIR) 111
(2) One image had one or more than one region whereas the other image had no regions:
The distance was set to the maximum value, because there was no reason to compare
an image with no blossoms to one with one or more segmented regions.
(3) Both images or tiles contained at least one or more regions: Two lists were created,
each containing the regions for one image. The distances between the shape features
of all region pairs were calculated and the pair with the smallest distance was chosen.
The distance between this region pair was additionally weighted by the difference
between the number of pixels belonging to the selected regions. The region pair was
deleted from the lists and the matching procedure was repeated for the remaining
regions, until all regions in one image were matched with the regions in the other
image. Finally, the resulting distance was divided by the number of matches to
determine the average distance value. This distance value was stored in the database.
This procedure allowed the matching of blossom subsets. For example, assume one image
with two and another one with four blossoms, where two of them had nearly the same
shape. The algorithm stopped, when the two regions of the first image were matched with
the two most similar regions of the second image. The distance between these two images
was small, even though one image had two additional blossoms with a shape completely
different to the regions in the first image.
In case of the VBIR scenario, the distance calculation was implemented in the same
way, except that it was done separately for each image tile.
DV BIRShape = cDiff + (
1
4
dE +
1
4
dS +
1
4
dC +
1
4
dP ) (4.11)
where dE, dS, dC and dP were the Euclidean distances between the eccentricity, solidity,
compactness and proportion, respectively. CDiff was defined as the absolute difference
between the percentages of pixels belonging to the blossoms in the corresponding image
tiles of the query and database image, for which the distance was calculated.
4.5.4 Texture Feature: Grey Level Co-Occurrence Matrix
(GLCM)
A prominent statistical texture measure is the grey level co-occurrence matrix (GLCM)
(Haralick, Shanmugam & Dinstein, 1973). This texture feature provides information about
the repetitive nature of the texture. For fine or coarse textures, grey level values change
rapidly or slowly with distance, respectively. The grey level co-occurrence matrix (P [i, j])
is a tabulation of how often pixels, separated by distance d, occur in the image, where one
has grey level i and the other j. These matrices are symmetric. Normally, also the orien-
tation (horizontal, vertical and the two diagonals) is of concern, resulting in four separate
GLCMs for each direction of interest. Figure 4.20 shows an example of a GLCM for d = 1
in horizontal direction. Instead of using the whole information of the (or even several)
co-occurrence matrices directly as texture features, a set of numerical (low dimensional)
112 Vision-Based Image Retrieval (VBIR)
descriptors are calculated from them. For the image retrieval approaches in this thesis,
a set of 4 texture descriptors, i.e., entropy, contrast, correlation and homogeneity, were
used:
• Entropy:
E = −
∑
i
∑
j
P [i, j]logP [i, j] (4.12)
measures the information content of a co-occurrence matrix P . Large empty (fea-
tureless) spaces have little information content, whereas cluttered areas have a large
information content.
• Contrast:
C(k, n) =
∑
i
∑
j
|i− j|kP [i, j]n (4.13)
amounts to the expected value of the difference between two pixels.
• Correlation:
Cor =
∑
i,j
(i− µ)(j − µ)Pij
σ2
(4.14)
where µ =
∑
i,j iPij. It measures the linear dependency of grey levels on those of
neighbouring pixels.
• Homogeneity, calculated by
H =
∑
i
∑
j
P [i, j]
1 + |i− j| (4.15)
where a small value of H indicate that the large values of P are located close to the
principle diagonal.
GLCMs are easy to compute. They provided a correct classification rate around 82%
(Haralick & Bosley, 1973) on a set of aerial imagery and terrain classes (i.e., old and
new residential, lake, swamp, marsh, urban, railroad yard, scrub or wooded). Gotlieb
and Kreyszig (1990) found that contrast, inverse difference moment and entropy had the
highest discriminatory power. The spatial interrelationships of the grey levels in a textural
pattern, characterised by the grey level co-occurrence approach, is invariant to monotonic
grey level transformations. GLCM do not capture the shape aspects of the grey level
primitives, so that they are not suited to work on textures composed of large patches
(Haralick & Shapiro, 1992).
Texture Feature Distance
For the distance calculation the texture features were first normalised. Then, the distances
for energy, contrast, correlation and homogeneity were separately calculated, using the
Euclidean distance:
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Figure 4.20: Computation of a grey level co-occurrence matrix (GLCM): Image quantised to four in-
tensity levels (left). Corresponding GLCM matrix computed with the offset (dx, dy) = (1, 0) (from Sebe
& Lew, 2001, p. 63). The framed cells in the right figure means that the combination of the grey values
1 and 2, with an horizontal offset of one, occurs two times in the left figure.
dE =
√
(Eqi − Edb)2 (4.16)
dC =
√
(Cqi − Cdb)2 (4.17)
dH =
√
(Hqi −Hdb)2 (4.18)
dCor =
√
(Corqi − Cordb)2 (4.19)
where Eqi, Cqi, Hqi and Corqi and Edb, Cdb, Hdb and Cordb are the entropy, contrast,
homogeneity and correlation descriptors for the query and database image, respectively.
The total distance between the texture features of an image pair resulted from:
dtotal =
1
4
dE +
1
4
dC +
1
4
dH +
1
4
dCor (4.20)
The total distance was stored in the database. In case of VBIR, the total distances between
the GLMC features for all corresponding tiles of all image pairs were calculated and stored
in the database.
After describing the applied colour, shape and texture features as well as their distance
functions, the optimal feature weights have to be determined. The technique for the
estimation of the optimal feature weights is described in the next section. The weighting
is a central aspect in this work: The optimal weights are not only used for the experiments
(see Chapter 6), but also for the different image retrieval models (see Chapter 7).
4.6 Optimal Feature Weight Estimation
The performance of CBIR systems usually depends on the quality of the selected image
features (i.e., how reliable they describe the image content) as well as on the optimal
feature weights. The correspondence of the colour, shape and texture features and their
114 Vision-Based Image Retrieval (VBIR)
distances, used for the retrieval approaches in this thesis, with human measures of sim-
ilarity is subject of Chapter 5. This chapter discusses the determination of the optimal
weights for each image feature. The adequate adjustment of the single feature weights
significantly improves the retrieval performance of CBIR systems. Usually, there are two
widespread methods: The single weights for the colour, shape and texture features are
either set by the system designers or they are adjusted according to positive and negative
examples from user-relevance feedback. In Mu¨ller, Mu¨ller, Squire, Marchand-Maillet and
Pun (2000), for example, information from user log files is applied to adjust the feature
weights. Features occurring in positively ranked images received higher weights than fea-
tures present mainly in negative examples. The subjective estimation of feature weights
by system designers leads to weightings that do not necessarily reflect the importance of
each single feature. In case of user-relevance feedback, the single feature weights usually
have to be re-calculated for each retrieval session, and various input data from different
users must be considered.
In order to develop a method, which renders user input and re-calculation unnecessary,
the optimal weight combination for the chosen colour, shape and texture features in this
thesis is calculated from distance histograms by using the Shannon entropy.
4.6.1 Optimal Feature Weight Estimation through Shannon En-
tropy
The term entropy originates from thermodynamics where it has two meanings: For one,
the amount of energy in a physical system that cannot be used for work. For another,
a measure for the disorder present in a system. Shannon (1948) introduced the term
into information theory as a measure of the average number of binary symbols needed
to encode a string of symbols (Sayood, 2000). Additionally, the Shannon entropy can be
used to describe the distribution of histograms.
Consider a probability density function p(i) for a single random variable i. The density
function is conveniently depicted by a histogram with n bins plotted on the x-axis (see
Figure 4.21). Then the Shannon entropy for the histogram is defined as:
S = −
n∑
i=1
pi ln pi (4.21)
Obviously, sharply “peaked” distributions have low entropy values (see Figure 4.21
(b)), whereas spreaded distributions have high ones (see Figure 4.21 (a)). The lowest
value for the entropy (S=0) results, when all values are located in one bin, i.e., one of the
pi is one and all the others are zero. The highest value for the entropy on the other hand
results if the values are evenly distributed over all bins (Bishop, 1995, p. 241).
The Shannon entropy can be used to evaluate the variability and with it the suitability
of the image features for image retrieval. This is the reason, why the Shannon entropy plays
such a central role for the adjustment of the optimal feature weights. Features with a small
variation are not suitable for image retrieval. In that case, all feature distances are located
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Figure 4.21: Examples of two histograms together with their Shannon entropy values (after Bishop, 1995,
p. 241). The more “peaked” the histogram distribution, the lower is the entropy value. The interval
between zero and one is equally divided into 20 intervals.
in a few bins and the variation in the distances between all image pairs is quite small.
Thus, distances between similar flowers are not much different from those for dissimilar
ones. Obviously, this is not conform with human measures of similarity. Additionally,
the performance of a retrieval system based on features with “peaked” distributions is
quite error-prone: The difference in the feature distances between all image pairs is quite
small, so that minimal changes in the system’s parameters, e.g., the weighting scheme,
can distort its retrieval performance significantly.
Image features with spreaded distance histograms on the other hand are much more
suitable for image retrieval. Distances between similar flowers are significantly smaller than
those for dissimilar ones. This clearly reflects human measures of similarity. Because of
the high variation in the feature distances between all image pairs, the system is much less
error-prone. Suboptimal settings in the system’s parameters, e.g., the weighting scheme,
can be compensated by the large differences in the feature distances, without a significant
distortion of the system’s retrieval performance.
Hence, image features with a high Shannon entropy value have a high variability and
are therefore suitable for image retrieval. Image features with a low entropy value on the
other side, have a low variability and should therefore not be used for image retrieval.
But how exactly can the optimal weights for the colour, shape and texture features
be determined by the Shannon entropy? Consider a database containing pre-calculated
normalised colour, shape and texture distances for all image pairs. From these values,
a distance histogram can be calculated by dividing the x-axis into equally sized bins
and counting the number of image pairs with distances within the corresponding inter-
val. The distance range (from 0 to 1) is divided into 20 equal distance intervals, i.e.,
[[0.0,0.05[,[0.05,0.1[,...,[0.95,1.0]]. Now, the pre-calculated feature distances for all image
pairs are retrieved from the database and the corresponding bins are incremented. This
is separately done for the colour, shape and texture distances, resulting in three different
distance histograms (see Figures 4.22- 4.24). For the calculation of the optimal weighting
116 Vision-Based Image Retrieval (VBIR)
scheme in this thesis, the distances between the global features are used (see Section 4.5).
For each feature distance histogram, the Shannon entropy is calculated according to
the following steps: First, the number of histogram entries is determined according to:
N =
n∑
i=1
Bi (4.22)
where n is the number of bins (here 20), and Bi is the number of image pairs with feature
distances within the i-th bin of the corresponding distance histogram. The probability
corresponding to the i-th bin is defined as: pi =
Bi
N
. Then, the entropy results from:
Efeature = −
n∑
i=1
pi ln pi (4.23)
where Efeature is the resulting entropy value for the features’ distance histogram. The
entropy values calculated from the colour, shape and texture distance histograms of the
chosen image features in this thesis (see Chapter 4.5) are Ecolour = 2.4028, Eshape = 1.9315
and Etexture = 1.5437, respectively. The total entropy (Etotal) results as the sum of the
single entropy values for colour, shape and texture:
Etotal = Ecolour + Eshape + Etexture = 5.878 (4.24)
Finally, the optimal weight for each single image feature is determined according to its
contribution to the total entropy. The higher the entropy value of its distance histogram,
the more suitable is the feature for the image retrieval task, and therefore the higher its
importance should be for the image retrieval task. Thus, the optimal weight for the colour
feature is calculated according to:
Wcolour =
Ecolour
Etotal
= 40.88% (4.25)
where Wcolour is the optimal weight for the colour feature.
The optimal weights for the shape and texture features are calculated in the same
way, resulting in Wshape = 32.86% and Wtexture = 26.26%, respectively. Rounding leads to
Wcolour = 41%, Wshape = 33%, and Wtexture = 26%. This result substantiates the promi-
nent role of the colour feature for the retrieval of flower images, which is in accordance
with the findings of Gegenfurtner and Rieger (2000). They investigated the dominant role
of the colour feature for the early stages of visual information processing and found that
colour improves the recognition and commemoration of objects and therefore improves
image retrieval.
All in all, a feature and its corresponding distance function, leading to a widely dis-
tributed distance histogram, is quite suitable for an image retrieval task. The distance
distribution of an image feature can be reliably described by the Shannon entropy. The en-
tropy values for features with widely distributed distance values are higher than for those
with a “peaked” distribution. Therefore, those features should receive higher weights to
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Figure 4.22: Distance histogram for the colour feature (S = 2.4028).
increase their contribution for the total distance calculation between image pairs. On the
other hand, features with a “peaked” distance distribution do not reliably reflect image
similarity and therefore should receive only small weights.
This chapter explained the Vision-Based Image Retrieval (VBIR) approach and de-
scribed in detail the applied colour, shape and texture features and their associated dis-
tance functions for both retrieval approaches (CBIR and VBIR) as well as their compu-
tation. Additionally, it was shown, how the optimal features weights can be calculated by
using the Shannon entropy. In the next chapter, the quality of the chosen features and
applied distance functions are evaluated in order to determine if they are conform with
human measures of similarity.
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Figure 4.23: Distance histogram for the shape feature (S = 1.9315).
Figure 4.24: Distance histogram for the texture feature (S = 1.5437).
Chapter 5
Feature Evaluation
5.1 Motivation
The previous chapter described the underlying concepts of the Vision-Based Image Re-
trieval (VBIR) approach as well as the image features and distance functions used for
the retrieval experiments in this thesis (see Chapter 6). The image features are repre-
sented as vectors in a high dimensional space. This high dimensionality makes it quite
difficult for humans to evaluate how reliably the chosen image features represent image
content, because the environment and the objects we perceive and manipulate are rather
three-dimensional. Higher dimensions cannot be perceived by humans. Hence, before visu-
alisation, the dimensionality of the presented data should be reduced. Furthermore, there
should be sufficient agreement between the calculated feature representations and their
distances with human measures of similarity. In case of representative image features, the
feature vectors for similar images should be clustered, whereas those for dissimilar images
should be scattered throughout the feature space.
This chapter presents two techniques developed in this thesis for the visualisation
of the shape and the evaluation of the colour and texture features calculated for both
retrieval approaches: The result viewer and the self-organizing map (SOM). Before these
two techniques are described in more detail, the next section outlines two proven methods
for the analysis of high-dimensional data.
5.2 Methods for the Analysis of High-Dimensional
Feature Vectors
In order to estimate the similarity between the high-dimensional feature vectors, they
first have to be transformed into lower dimensional representations that can be ade-
quately visualised. This section focusses on the principal components analysis (PCA) and
multidimensional scaling (MDS).
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5.2.1 Principal Components Analysis (PCA)
One of the oldest and most widely used multivariate technique is the principal components
analysis (PCA), also known as the Eigen-XY analysis or Karhunen-Loe`ve expansion. The
basic idea behind PCA is to describe the variation of a set of multivariate data in terms
of a (small) set of uncorrelated variables, called principal components, each of which is a
particular linear combination of the original variables. The first variable (first principal
component) accounts for as much as possible of the variation of the original data, and each
succeeding component accounts for as much as possible of the remaining variability. The
principal components are orientated orthogonal to each other. For many purposes, the
first few components are sufficient to describe the original data: The others are discarded.
This reduction in the dimensionality of the original data simplifies later visualisation and
analysis.
Squire and Pun (1997) found that the partition of a set of 100 colour images into
eight subsets using the normalised principal components analysis (NPCA) showed the
highest agreement with human measures of image similarity. In the study, NPCA was
compared with a variety of machine clustering techniques, such as ascendent hierarchical
classification (ACH), correspondence analysis (CA) and principal components analysis
(PCA).
5.2.2 Multidimensional Scaling (MDS)
Multidimensional scaling (MDS) provides a visual representation of the pattern of com-
monalities (i.e., similarities or distances) among a set of objects. The goal of MDS is to find
a suitable representation of proximity relations of N objects in a low dimensional space L
(usually Euclidean), where the pairwise distances dij = d(xi, xj) between two objects xi
and xj match the given dissimilarity δij ∈ IR+0 as closely as possible ∀i6=j δij ≈ dij. Kruskal’s
formulation of this problem requires minimising the following quantity (Kruskal, 1964):
STRESS(x1, ..., xN) =
√∑N
i=1
∑
j>i(dij − δij)2√∑N
i=1
∑
j>i δ
2
ij
(5.1)
where x1, ..., xN are the desired coordinates in the low-dimensional target space L (with
L = 2 or 3). Equation 5.1 is primarily the sum over all pairwise distance distortions with
a normalisation constant in the denominator. STRESS is a non-negative number that
reflects how well the given dissimilarities (δij) are preserved in the low dimensional space.
A successful embedding has a STRESS value below 0.2 (Rubner & Tomasi, 2001).
A MDS display of the 20 best matches when the user was looking for flowers in a
dataset of 20000 images is depicted in Figure 5.1. The red and violet flowers are clus-
tered together, respectively. Thus, the user can see immediately the commonalities of the
retrieved images and what cluster is most relevant for his retrieval needs. Methods for
browsing and navigation in a two- or three-dimensional MDS space containing thumbnails
of retrieved images are described in Rubner and Tomasi (2001).
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Figure 5.1: MDS display of a query result where the user was looking for flower images from an image
set of 20000 images (from Rubner & Tomasi, 2001, p. 83). The images are arranged from pink to red
flowers on one axis and according to the shades of green on the other axis.
5.3 Evaluation of the Global and Tile-Based Image
Features
Although PCA and MDS are two proven methods for reducing multidimensional datasets
to lower dimensions for visualisation and analysis, they are not suitable for the evaluation
of the chosen image features for the retrieval approaches developed in this thesis. As
stated above, the PCA concentrates on the components with the “greatest variance” in
the original data, whereas those with “less variance” are discarded. Depending on the
application, these remaining dimensions are not necessarily the most important ones.
Some dimensions of the feature vectors are discarded anyway. Furthermore, the results
of the PCA have to be adequately visualised in a separate step. Whereas PCA uses
data points, MDS starts from a distance matrix (see Section 5.2.2). The data points are
arranged in a low-dimensional space such that the Euclidean distances between the data
points are as close as possible to the elements of the given distance matrix.
For the visualisation and evaluation of the chosen features for the CBIR and VBIR
retrieval approaches, I have used two other techniques that consider all feature dimensions
and do not rely on pre-calculated distances: For one, the self-organizing map (SOM),
where images with similar feature vectors are mapped to neighbouring locations on a 2D
grid. The SOM is used for the evaluation of the global and tile-based colour and texture
features (see Section 4.5). For another, the result viewer, a Java program which displays
images from the flower database according to increasing distance to the query image. The
result viewer serves for the visualisation of the global shape feature distances (see Section
4.5.3). The shape features cannot be used as input vectors for the SOM, because they
have various dimensions for the different images. Both techniques are described in more
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detail in the following sections, starting with the result viewer.
5.3.1 The Result Viewer
The purpose of the result viewer (see Figure 5.2) is to provide a simple visualisation of
the retrieval results in order to evaluate the quality of the applied global image features
and their distance functions. If many similar images to the query appear within the best
matches, then the corresponding features and their distance functions are suitable for
the retrieval of flower images, because they describe reliably the image content and the
similarity between image pairs. Additionally, the result viewer allows to validate whether
the image features reflect human measures of similarity. In this thesis the result viewer is
used for the visualisation of the global shape feature distances (see Section 4.5.3).
The program displays flower images ordered by increasing feature distances (i.e.,
colour, shape or texture) to the query image (located at the top) in a rectangular ma-
trix. This form of the presentation of retrieved images follows the usual way in common
Content-Based Image Retrieval systems (see Figure 1.4). The result viewer depicts the
best 24 matches from the database (see Section 4.5.1) according to the selected image
feature. The number inside the brackets below each thumbnail shows the image number
(in the range from 1 to 2000) and the corresponding feature distance to the query image,
respectively. As described in Chapter 4, the single feature distances were pre-calculated
and stored in the database. Figure 5.2 shows the retrieval results for an orange flower
according to the shape distances. All four similar images from the database appear on
the first row. Additionally, yellow, violet and bright orange flowers with similarly shaped
blossoms are within the best 24 matches. Some outliers in the list, for example image 683
(position 7 in Figure 5.2), are due to poor segmentation results (see Section 4.5.3).
The first step to use the program is to select the feature that should be evaluated,
i.e., colour, shape or texture. By clicking the “LoadImage”-button, a “FileOpen”-dialog
appears through which one image from the database of 2000 flower images can be selected
as a query. By pressing the “Retrieve”-button, the best 24 nearest neighbours are shown
- those that have the smallest distances to the query image in terms of the selected image
feature. These steps can be repeated for as many images as desired.
The result viewer presents the 24 best retrieval results as a rectangular matrix of
thumbnails, ordered by their ranks in the search result. Although this arrangement is
straightforward and allows a quick estimation of the features’ suitability for image re-
trieval, it does not convey information about the similarities between the retrieval results,
for example which images are clustered together. As stated above, multidimensional scal-
ing (MDS) provides a visual representation of the commonalities among a set of images.
Unfortunately, in the 2D MDS-display the space for the presentation of information is
restricted. Furthermore, the display lacks an natural way of zooming and focussing. The
hyperbolic multidimensional scaling (HMDS) method overcomes these limitations. Addi-
tionally, HMDS provides an effective human-computer interaction, where the user can
navigate in the images by moving his “focus” via the mouse. The HMDS technique is
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Figure 5.2: Result Viewer: Visualisation of retrieval results with the smallest distance from the query
(depicted at the top) according to the selected feature (in this case, shape). The entries below each image
are the image number and the corresponding feature distance to the query image.
described in more detail in the following.
Hyperbolic Multidimensional Scaling (HMDS)
In the hyperbolic multidimensional scaling (HMDS) method (Walter & Ritter, 2002), the
concept of MDS (see Section 5.2.2) is transferred to the hyperbolic geometry. The hyper-
bolic space (IH2) is a non-Euclidean space with negative curvature (see Figure 5.3). On
most available 2D display devices - like screens or paper- the neighbourhood around a
point is restricted and therefore only a limited number of information can be depicted. In
the hyperbolic space on the other hand, the neighbourhood around a point increases ex-
ponentially with increasing radius and provides more options to layout objects compared
to the Euclidean space. A further advantage is the availability for a suitable mapping of
the objects on the hyperbolic space allowing interactive browsing and navigation.
Because of the curvature mismatch, the hyperbolic space cannot be perfectly projected
into a 2D space (Walter, 2004). Among the possible compromise solutions, the Poincare´
Disk model (see Figure 5.4) is one of the most prominent, because:
• The infinitely large area of the hyperbolic space can be mapped entirely into a fixed
circle area (called Poincare´ Disk, PD).
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Figure 5.3: Projection of a small patch
of the hyperbolic space embedded in
IR3. With increasing radius R of the cir-
cle, more and more wrinkling structures
of the hyperbolic space are included,
leading to an exponential growth of its
area and outline (from Walter, 2004, p.
164).
Figure 5.4: Tessalation grid on a
Poincare´ disk model, where eight trian-
gles meet at each vertex. Lines appear
as circle segments. Although the trian-
gles in the centre appear bigger than
those near the rim, they are all of equal
size, because the magnification shrinks
with increasing distance from the centre
(from Walter, 2004, p. 183).
• Remote points are close to the rim, without touching it.
• The focus can be moved to each location on the Poincare´ Disk.
• Fovea-like focus and context: Just as in the human retina, less spatial representation
in the current display is assigned to areas with increasing distance from the focus
centre (see Figure 5.4).
The concepts of MDS can be transferred to the hyperbolic geometry by replacing the
usual Euclidean metric dij = ||xi − xj|| with xi ∈ IRL, i, j ∈ {1, 2, ..., N} in the target
space by an appropriate distance metric for the Poincare´ model:
dij = 2 arctanh(
|xi − xj|
|1− xix¯j|), xi, xj ∈ PD (5.2)
where x¯j is the mean of the objects xj. The spatial representation xi of each object i on
the Poincare´ Disk model can be found iteratively by minimizing Sammon’s cost function:
E({xi}) = 4
N(N − 1)
N∑
i=1
∑
j>i
(
dij − δij
δij
)2 (5.3)
where N is the number of objects and δij ∈ IR+0 is the given dissimilarity between objects
i and j. The gradients ∂dij,q/∂xi,q, with q ∈ 1, .., L, where L is the dimension of the target
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space, required for the gradient descent, become complex for Equation 5.2. More details
can be found in Walter (2004).
In the hyperbolic image viewer prototype (Walter, 2004; Walter, Weßling, Essig &
Ritter, 2006), the colour distances, calculated for an image database (consisting of 100
colour images) by means of the Earth-Movers Distance metric (see Section 1.2.4), are
projected on the IH2 (see Figure 5.5). The clustering of the images with similar colours
and content is clearly visible: Images with similar colour features are projected onto
neighbouring positions on the Poincare´ Disk. Users can interact with the hyperbolic image
viewer. For example, they can navigate in the images by moving the “focus” via the mouse
to each desired location on the IH2.
Figure 5.5: Images on the Hyperbolic Image Viewer Prototype arranged by colour distances calculated
with the Earth Movers Distance (EMD) (from Walter, 2004, p. 215).
All in all, the result viewer allows a fast visualisation of the retrieval results and a
coarse estimation of the suitability of the chosen colour, shape and texture features for
image retrieval. However, only one query image can be evaluated at a time and only its
best 24 matches are shown. While the presentation of the images in the result viewer is
straightforward, no information on the structure of the image subset can be deduced (for
example, about the clustering of the retrieved images and their distances to the other im-
ages in the database). Furthermore, it is not possible to deduce general statements about
the whole database from the image subset. Here, MDS is a better technique to visualise
the communalities in the calculated features between the images of the database. How-
ever, the limited 2D space in a MDS display does not supply enough space for pictorial
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representations. Furthermore, the MDS display lacks of suitable browsing and navigation
facilities. For a better visualisation and navigation in the data set, the HMDS can be used.
The exponential growth of the neighbourhood in the IH2 facilitates a suitable representa-
tion of thumbnail images. The fovea-like focus and context enables a natural navigation
in the images via the mouse. Furthermore, the HMDS allows the interactive modulation
of the distance metric while observing the resulting rearrangement of the images in the
IH2.
However, the described techniques are not suitable for a convincing evaluation of the
feature distances between all image pairs of the flower database. For these purposes, a 2D
representation of the similarities between the feature vectors for the single images of the
whole database, is helpful. Such a representation is provided by the self-organizing map
(SOM).
5.3.2 Self-Organizing Map (SOM)
The self-organizing map (SOM) (Kohonen, 1990; Ritter, Martinetz & Schulten, 1991) is
used as a more sophisticated technique for feature evaluation in this thesis. The biological
motivation behind SOMs is the organisation of the human brain in a topologically ordered
manner: For example, signals from neighbouring skin regions are mapped on neighbouring
neurons of the cerebral cortex. Figure 5.6 shows the organisation of the self-organizing
map as a lattice A of neurons. Each neuron a in the lattice A is linked to a reference
vector wa, which projects on the input space X (see Figure 5.6). All neurons on the
lattice are fully connected to all source nodes in the input layer. The principle goal of the
SOM is to transform input vectors of arbitrary dimensionality into a usually one or two
dimensional discrete lattice, where adjacent neurons are specialised on similar statistical
features contained in the input patterns, for example RGB coordinates.
The SOM-algorithm starts by initialising the synaptic weights in the network. For
each input vector ~x, the neurons of the network compete among each other (competitive
learning), with the result, that only one neuron (winner-takes-all neuron) is activated at
any one time. By the learning rule, the reference vector of the winning neuron (including
its neighbours) is moved toward the input vector. In course of the learning process with
the training data and synaptic weight adaptation, a topographic map of the input pat-
terns is created over the lattice (Kohonen, 1990). Thus, input samples with identical or
nearly identical features are assigned to the same winner neuron or to neurons in its near
neighbourhood. Input samples with different features are assigned to neurons that are
far away from each other (principle of topographic map formation). In the self-organizing
map, used to evaluate the image features in this thesis, the neurons were placed on nodes
of a 2D lattice.
An m-dimensional input vector for the SOM is denoted by ~x = [~x1, ~x2, ..., ~xm]
T . The
reference vector for each neuron a in the lattice is denoted by ~wa = [~wa1, ~wa2, ..., ~wam]
T
for a = 1, ..., k, where k is the total number of neurons in the lattice. The neuron that
best matches the input vector ~x, is determined according to:
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Figure 5.6: The SOM consists of processing neurons placed on a lattice A. Each neuron a of lattice
A has a dedicated reference vector ~wa, embedded in the continuous input space X. A new input vector
~x ∈ X is mapped to the neuron with the closest reference vector ~wa. This competitive mechanism divides
the input space into discrete sections, called Voronoi cells (from Walter, 2004, p. 137).
a∗ = argmin
∀a′∈A
‖~wa′ − ~x‖ (5.4)
i.e., the neuron a∗ for which the Euclidean distance between its reference vector ~wa and
the input vector ~x is the minimum. Thus, Equation 5.4 expresses the competition process
between the neurons of the SOM.
The adaptive process of the SOM uses a short-range excitatory mechanism as well as a
long-range inhibitory mechanism. This is in accordance with neurobiological evidence for
lateral interaction, i.e., the winner neuron excites the neurons in its neighbourhood more
than neurons farther away from it. The uniform decrease of excitation in the topological
neighbourhood of the winner neuron is modelled by the following Gaussian function:
h~a,~a∗ = exp− ‖~a− ~a
∗‖2
σ2
(5.5)
where σ is the “effective width” of the topological neighbourhood. The exponential func-
tion decays rapidly with distance from the winner neuron (expressed by |~a−~a∗|) , so that
only neurons in its close neighbourhood are excited.
The learning rule for the adjustment of the reference vector of the winning neuron
(including its excited neighbours) in relation to the input data is expressed by:
∆ ~wa =  h~a, ~a∗ (~x− ~wa) (5.6)
where  is the learning-rate parameter of the algorithm. By adjustment of the reference
vectors according to Equation 5.6, the response of the winning neuron to recurrent pat-
terns is increased. The neighbourhood function (h~a,~a∗) in Equation 5.6 ensures that the
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neural net only changes in the close vicinity of the winner neuron. The algorithm is recur-
sively applied to the input vectors until no noticeable changes in the adjustment of the
reference vectors are observed.
For the implementation of the SOM in this thesis, the learning rate  was set to 0.1
and one was chosen as the “effective width” (σ) of the Gaussian function in Equation 5.5.
Evaluation of the Global Colour Feature (CBIR)
The database used in this thesis consisted of 2000 flower images (see Section 4.5.1).
Each topological ordering process for the feature vectors required many iterations of the
SOM-algorithm. Because these processes were quite time consuming when applied to
the whole database, a sample set of 220 flower images was chosen from the database to
evaluate the quality of the calculated image features. This set of images consisted of several
representative images for each flower species. For visualisation purposes, the images were
resized to thumbnails with a resolution of 40× 30 pixels.
Figure 5.7 shows the results of the SOM for the sample images after 250 learning
steps applied to the global colour feature. The learning process was already terminated
after 250 steps, because there were no notable changes in the arrangement of the images.
The aim behind the SOM application was to get a general idea about the quality of
the chosen image features, not a detailed analysis. Furthermore, the chosen learning rate
() was quite high. As stated in Section 4.5.2, the flower images were quantised to 216
colours prior to histogram calculation. Hence, each input vector for the SOM consisted
of 216 dimensions representing the colour histogram of a particular flower image. As can
be seen, all images with a dominant dark background are clustered at the upper left part
of the SOM. For a better illustration, the images belonging to the feature vectors related
to a particular neuron on the lattice are depicted by stacks. Moving to the right, the
background of the flower images become more greenish. Images with a dominant green
background are clustered at the upper right corner. Images with a large red or orange
blossom against a dark or green background are located in the upper area. The yellow
flowers are clustered at the lattice centre. In general, images with a dark background are
located on the left, whereas those with a background consisting of leaves are located at
the right side of the lattice. There are two clusters of violet flowers located at the lattice
centre: To the right are those with a greenish background, whereas to the left are those
with a darker background. Flowers, photographed in front of the sky, are clustered in the
lower right area of the SOM. Water lilies and other flowers depicted against a greenish-
greyish background are mainly located at the lower left side, whereas those with a bright
blue background are located in the lower right area of the SOM. There are some flowers
that do not fit well within the ordering on the lattice. For example, the violet flower on
the black background depicted in the lower left corner or the red flower in the lower right
corner. After more learning steps the outliers might move to more adequate regions of the
lattice.
All in all, the results revealed that images with similar global colour histograms are
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located at topological neighbourhoods, whereas those with different colour features are
distributed throughout the lattice. These results support the suitability of the chosen
global colour feature for image retrieval in the CBIR approach.
Figure 5.7: SOM visualisation for the global colour feature after 250 learning steps.
Evaluation of the Global Shape Feature (CBIR)
Input vectors for the SOM are required to have the same dimensionality. This prerequi-
site was not fulfilled for the global shape features. As stated in Section 4.5.3, the shape
features consisted of the eccentricity, the solidity, the compactness and the bounding box
calculated for each segmented blossom. Since the flower images contained different num-
bers of blossoms, the feature vectors for the single images have different dimensions. Thus,
the shape distances of a sample set of images were visualised with the result viewer (see
Figure 5.2). The results revealed that for each query, the most similar images were within
the best 24 matches. However, there were also some outliers within the 24 nearest neigh-
bours which are due to poor segmentation results (see Section 4.5.3). Compared to the
global colour features, the results of the visualisations of the global shape features with
the result viewer show more outliers. This emphasises the higher discrimination power of
the global colour features, which is in line with the outcome of the Shannon entropy (see
Chapter 4.6).
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Evaluation of the Global Texture Feature (CBIR)
For the evaluation of the global texture features, calculated from the grey level co-
occurrence matrix (GLCM) (described in Section 4.5.4), additionally a second sample
set consisting of 170 greyscale images was created. Those images showed dominant tex-
ture features like coarseness, contrast and directionality. The images were taken from the
categories cages, fences, ladders, radiator grills, granular structures and flowers. The sec-
ond sample set was created, because in contrast to colour and shape, texture is not as
dominant a feature of the flowers in the database. This makes the evaluation of the global
texture features more difficult, because it can hardly be seen if images with similar texture
features are clustered together. If, on the other hand, an image set has dominant texture
features it is easier to evaluate the similarities and dissimilarities between the images. For
comparison, also the global texture features of the 220 representative flower images were
evaluated with the SOM.
Figure 5.8 shows the result of the SOM for the 170 sample images after 250 learning
steps applied to the global texture features. The input vectors for the SOM were four-
dimensional, consisting of the four texture features calculated from the co-occurrence
probabilities (entropy, contrast, correlation and homogeneity) (see Section 4.5.4).
Figure 5.8: SOM visualisation of an example texture database (170 samples) after 250 learning steps.
The results revealed that the granular structures are clustered in the upper left half of
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the SOM. The coarser structures are arranged around the finer ones. From top to bottom,
image content becomes more detailed. The flower images can be found in the middle left
and the upper right area of the SOM. Whereas flower images with dominant blossoms
are primarily arranged at the left part, posies, with more than one blossom, are located
mainly in the upper right part of the lattice. Flower hedges photographed against a wall
or those that completely fill out the images, are grouped on the right side of the lattice
centre or at the outer right part, respectively. Images with more directional structures,
are mainly located at the lower area of the lattice. More coarse structures, like ladders
and bricks are clustered at the central lower part of the lattice. Finer structures, like cages
and radiator grills, are located at the lower right part.
Figure 5.9: SOM visualisation of the global texture feature for the representative flower set after ap-
proximately 7000 learning steps.
Figure 5.9 shows the results of the SOM for the 220 sample flowers after 7000 learning
steps applied to the global texture features. Again, the input vectors for the SOM were
four-dimensional, consisting of the four texture features calculated from the co-occurrence
probabilities (i.e., entropy, contrast, correlation and homogeneity) (see Section 4.5.4). It
can be seen that the images with a heterogeneous background (consisting of leaves and
branches) are mainly located at the right (especially in the lower right area), whereas
those with a more homogeneous background are preferably located at the left side of
the lattice. Jagged flowers can mainly be found in the centre. Again, flower hedges are
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mainly located at the lower right part of the lattice. Flowers photographed against a black
background are distributed throughout the lattice, depending on the shape and nature
of the blossom. As stated above, the evaluation of the texture features for the flower
images is quite difficult, because the flowers do not show obvious texture features, like
directionality, entropy, inertia, coarseness and so on.
The results support the suitability of the global texture features for image retrieval.
However, the discrimination power of the texture feature is weaker compared to the colour
features: The clustering of texture images on the SOM lattice revealed more outliers,
e.g., the image of a fence in the upper right area (see Figure 5.8). These results are
conform to the outcome of the Shannon entropy, where the colour feature revealed a
higher discrimination power than the texture feature (see Section 4.6).
Evaluation of the Tile-Based Colour Feature (VBIR)
The evaluation of the tile-based colour feature with the SOM requires input vectors with
a dimension of 3456, because the images are divided into 16 tiles, represented by a 216 bin
colour histogram (see Section 4.5.2). Thus, the evaluation of the tile-based colour features
with the SOM is a complex task and requires extensive computing time. Figure 5.10 shows
the results for the evaluation of the tile-based colour feature after 20000 learning steps. The
result reveals a clear structuring of the different flower images. Images with a dominant
dark background are arranged in the lower left part of the lattice. Large-sized yellow
flowers photographed against a background consisting of dark green leaves are grouped
on the right, small-sized ones in the centre and large-sized flowers with a brighter green
background on the left part of the lattice. The orange flowers are all clustered at the
centre. Images, photographed against the sky are all located at the upper right corner.
Below, a cluster of flowers against a greyish background can be found. Flowers with a
background of dominant light green leaves are mainly located in the upper left corner
of the lattice. They compose different sub-clusters, depending on the size and colour of
the blossom: For example, all red flowers are grouped together. Violet flowers against a
dominant dark background compose a cluster on the central left position of the lattice.
Those photographed against a wall are located closer to the lattice center.
A comparison of the SOM visualisations for the global (see Figure 5.7) with the tile-
based colour features (see Figure 5.10) shows several differences. The images with a black
background are more distributed for the tile-based features. In case of global features all
images with a dominant black background are clustered together, because black dominates
the other colours. Large-sized flowers are clustered together for both features, because the
influence of the background colours in the histogram is small. The yellow flowers compose
one central cluster in case of global features, but two cluster for the tile-based features (for
small and large-sized blossoms). Additionally, the large-sized violet flowers are clustered
for the global colour features, but they are distributed throughout the lattice (depending
on the background) for the tile-based colour features. The flowers photographed against
the sky are clustered together for both types of features, emphasising the dominant role of
5.3 Evaluation of the Global and Tile-Based Image Features 133
Figure 5.10: SOM visualisation of the tile-based colour feature after 20000 iterations.
the blue colour. In case of the tile-based features the images are more distributed, because
some images contain large-sized flowers (for example, the sunflower), which covers multiple
image tiles. For the global colour features on the other hand, the images containing the
sky are staggered at one neuron in the lattice, because blue is the dominant colour.
All in all, the results support the suitability of the tile-based colour histograms for
image retrieval, which has already been demonstrated by other researchers. For example,
the adequacy of quantised colour histograms, calculated for 16 non-overlapping image
tiles, was demonstrated by Luo and Nascimento (2004).
Evaluation of the Tile-Based Shape Feature (VBIR)
The evaluation of the tile-based shape features with the SOM was not feasible, because
the feature vectors for each tile may have different dimensions. Here, the same reasons as
for the global shape feature apply. The tile-based shape feature distances were also not
visualised with the result viewer (see Section 5.3.1). The reason is that the result viewer
was implemented as a quite simple visualisation tool for the feature distances stored in
the database. Since the shape features were not separately calculated for each image tile
(see Section 4.5.3), the visualisation according to tile-based shape features does not make
sense without any post-processing of the data. This is the only feature which was neither
evaluated nor visualised.
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Evaluation of the Tile-Based Texture Feature (VBIR)
Because the suitability of the global texture features had already been proved by using
a separate test database of 170 images, the evaluation of the tile-based texture features
was performed on the sample database of 220 flower images. This allowed to evaluate
whether the tile-based texture features reliably represent the similarity between flower
images. Each greyscale image was represented by a 64-dimensional feature vector, i.e.,
the textures features for 16 tiles, each one consisting of the four features calculated from
the local co-occurrence probabilities (i.e., entropy, contrast, correlation and homogeneity)
(see Section 4.5.4).
Figure 5.11: SOM visualisation of the tile-based texture features (after 250 learning steps).
Figure 5.11 shows the result of the SOM for the sample image set after 250 learning
steps applied to the tile-based texture features. The result reveals an adequate clustering of
the flowers according to blossom and background. The flowers with a relatively consistent
background are located at the upper half of the lattice, whereas those with an inconsistent
background are distributed throughout the lower part of the lattice. The yellow water
lilies are all clustered at the top of the SOM, the roses with dark green leaves in the
background can all be found in the lattice centre, whereas jagged flowers are located at
the right side. Small blossoms with a relatively dominant dark background are arranged
at the upper central and right part, whereas large-sized star-shaped flowers are located
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at the central and lower left parts of the lattice. The lower right part of the SOM is
mainly populated by flowers photographed against a relative bright, mainly inconsistent
background. Among these images, those photographed against the earth or against a wall,
are clustered, respectively. Posies and hedges against an irregular background (e.g., earth,
leaves or branches) are clustered in the right area of the lattice.
A comparison of the global texture features (see Figure 5.9) with the tile-based features
(see Figure 5.11) shows some differences: The small-sized flowers depicted on a black
background are mainly distributed on the top of the lattice for the tile-based features,
whereas they are more clustered for the global texture features. For the tile-based texture
features, the small flowers are more located at the upper half, the larger-sized flowers
in the central, and the posies and hedges are mainly at the lower part of the lattice.
For the global texture features the small flowers are more distributed throughout the
lattice (depending on the background). The same is true for the large-sized flowers. The
posies and hedges are also located at the upper right and centre right areas of the lattice.
Additionally, the flowers with heterogeneous background are more distributed, forming
two clusters in the case of the tile-based features compared to the global features. Also,
the jagged flowers are clustered in the lattice centre for the tile-based features, but they
are more distributed throughout the lattice for the global features.
The distribution of flowers of the same species against various backgrounds over the
whole lattice, and the clustering of similar flowers photographed against similar back-
grounds on the lattice, supports that the tile-based texture features, independently calcu-
lated from the local co-occurrence probabilities of each tile, are suitable for image retrieval.
5.4 Conclusions
The results of the feature evaluations of the applied global and tile-based features for
colour and texture with the SOM confirmed the suitability of both feature types for the
retrieval of flower images. Images with similar colour and texture features are clustered
in neighbouring areas of the SOM. Both features are evaluated on a representative image
set from the flower database (see Section 4.5.1). For the global texture features, a second
database of 170 greyscale images with dominant texture features was created, which
alleviates the feature evaluation in regard to the flower images. The clustering of the
colour features revealed less outliers than for the texture features, which confirmed the
dominant discriminative power of the colour feature for the retrieval of flower images (see
Section 4.6). Because of the different number of blossoms in the single flower images, the
shape features have high variances in their feature vector dimensions and can therefore
not serve as an input for the SOM. Thus, the result viewer, a visualisation tool for feature
distances was implemented. It depicts the 24 most similar images to a given query on the
basis of the pre-calculated shape distances. The visualisations corroborate the suitability
of the global shape features for image retrieval: The most similar images to a given query
were within the best 24 matches. Although, there were some outliers among the best
matches due to poor segmentation results (see Section 4.5.3). These results support the
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better discrimination power of the colour feature revealed by the Shannon entropy (see
Section 4.6). The result viewer reveals no information on the structure of the image subset,
e.g., which images are clustered together and how their distances are related to the query
and the other images of the database. Furthermore, it is not possible to deduce general
statements about the whole database from the image subset. For these purposes the
hyperbolic multidimensional scaling method (HMDS) can be applied. It presents the data
images arranged in a hyperbolic space and allows a comfortable navigation in the data set.
Let us now - at least partly - consider again the main aspects of the previous chapters:
A database of 2000 flower images was created. Suitable colour, shape and texture features
for image retrieval were chosen. These features were calculated for each database image,
once as global features (i.e., on the data of the whole image) and once as tile-based
features (i.e., for each of 16 non-overlapping image tiles). The global features are used for
Content-Based Image Retrieval (CBIR), where the user-relevance feedback is provided
by mouse clicks. The tile-based features, on the other side, are required for the new
Vision-Based Image Retrieval (VBIR) approach. In VBIR, the user-relevance feedback is
provided by the mouse and additionally by eye movements. The optimal weighting for
the single features were determined by using the Shannon entropy. The appropriateness
and suitability of the global and tile-based colour and texture features were evaluated
with the self-organizing map (SOM). The global shape distances were visualised with
the result viewer. For each feature, another distance metric was applied to calculate the
pairwise distances between images or between all corresponding tiles of an image pair.
These pre-calculated distances were stored in a database.
This chapter concludes the description of the preliminary work. The chosen global and
tile-based image features and their corresponding distance functions were the subject of
Chapter 4. After evaluating the quality of the selected image features and their distances
in this and the determination of the optimal feature weights through the Shannon en-
tropy in Section 4.6, all fundamentals for the following steps are provided: The empirical
experiments and the implementation of the models for the different retrieval approaches
are described in Chapter 6 and 7. The discussion of the results and perspectives for future
work is subject of Chapter 8.
Chapter 6
Image Retrieval Experiments
After establishing the preliminaries for the present research and explaining the design
and the differences between the new VBIR and the general CBIR approach to image
retrieval in the previous chapters, both approaches are put into practice, i.e., experiments
are conducted so that the approaches can be compared and evaluated as to performance.
In order to provide a valid basis for the comparison of the new vision-based approach
with a general content-based approach, two experiments were designed. In experiment I
the retrieval performances of the new VBIR and a general CBIR approach were directly
compared. In order to exclude the influences of other factors on retrieval performance, the
experimental setup for both approaches was designed as similar as possible: The images
were presented using the same retrieval scenario and the participants had to accomplish
identical tasks. The differences concerned the additional on-line processing of eye move-
ments in the VBIR system, as well as the way features were calculated, i.e., globally versus
tile-based (see Section 4.5). These differences relate to the technical implementations and
were hidden from the participants in the experiment.
Because of the high computational time for the single retrieval processes, the number
of retrieval steps for each query image in the CBIR and VBIR conditions were limited in
order to test both approaches on a set of eight representative query images from the flower
database. Thus, an additional experiment was designed, where participants ranked the
retrieval results of both approaches according to their overall impression of similarity to
the corresponding query images. This experiment had two purposes: For one, it provided
subjective estimations of the quality of the retrieval results. For another, it allowed to
evaluate the degree of similarity between the retrieval results and the query images for
each approach, in cases where the query image was not found within the limited number
of retrieval steps.
6.1 Experiment I: CBIR versus VBIR
In order to evaluate the suitability of the new eye-tracking based approach to image re-
trieval (VBIR), its performance was compared with a system using the established tech-
niques of Content-Based Image Retrieval (CBIR). For a reliable comparison, both systems
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operated on the same database, used the same colour, shape and texture features as well
as the corresponding distance functions, and the participants were given identical instruc-
tions. The only differences were that in the VBIR condition, a fixation map (see Section
3.5.1) was calculated online from participants’ eye movements in order to weight the dif-
ferent image tiles for image retrieval (see Section 4.4.1), and that tile-based calculated
image features were used instead of global ones (see Section 4.5). Through the additional
recording of eye movements in the VBIR condition, relevant parts of the image can be
automatically identified by the system. My hypotheses are: By increasing the weights for
the image features calculated from the relevant image areas, the retrieval process should
be significantly improved, leading to a higher retrieval rate and lower retrieval times.
6.1.1 Method
Participants
Altogether 30 students of Bielefeld University participated in experiment I (14 females,
16 males). Their age was between 25 and 35 years. The majority of the participants had
no prior experiences with eye-tracking experiments. They had normal or corrected visual
acuity. No pupil anomalies or colour blindness were found. Each participant received an
honorarium of 6e for his or her participation in the experiment.
Materials
The image database used for the retrieval experiment consisted of 2000 flower images (see
Section 4.5.1 for more details). From the database, eight start configurations were selected
randomly, each consisting of a query and six flower images (see Appendix). All images
of the different start configurations are depicted in higher resolution in the Appendix.
The images were presented on a computer screen with a resolution of 1024×768 pixels
(31.3o×25.0o of visual angle) and a refresh rate of 80 Hz (see Figure 6.1). The experimental
layout was identical for both approaches: The query image was presented in the centre at
the top of the screen (from position (364,50) upper left corner to position (652,250) lower
right corner). Below the query image, six database images were depicted, arranged in a
grid of two rows and three columns. The horizontal space between two database images
and the vertical space between two rows was 40 pixels (1.37o and 1.39o of visual angle,
respectively). The vertical distance between the first row and the query image was 50
pixels (1.74o of visual angle). Between the left edge of the screen and the first database
image of each row was a space of 40 pixels (1.37o of visual angle). All images were 288×200
(9.7o×6.9o of visual angle) pixels in size. The experiment was designed with the VDesigner
(see Chapter 3.5).
Apparatus
For the experiment, the SMI Eyelink I eye tracker (see Section 3.3.2) was used to record
participants’ eye movements. Participants were seated about 60 cm from a 20” colour
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Figure 6.1: Screenshot of the retrieval scenario. The query image is depicted at the top. The database
images are arranged in a grid of two rows and three columns. The image chosen by the participant is
surrounded by a red frame.
monitor. The VBIR approach required an exact recording of gaze positions. Hence, the
participants’ head was stabilised by using a chin rest (see Figure 6.2). In order to guarantee
a constant viewing position and distance for all participants, the chin rest was also used
in the CBIR approach, even though eye movements were not recorded.
Procedure
The participants were tested individually. Prior to the start of the experiment, they were
provided with written instructions, explaining the task they had to complete. After reading
the instructions, participants adjusted the chin rest so that the screen center was at
eye level. Randomly, half of the participants were assigned to the CBIR and the other
half to the VBIR condition. Participants were instructed to find the query image in the
database by successively clicking on that image out of the six displayed database images
that they assumed to be most similar to the query image (see Figure 6.1). Participants
had to choose the images according to their overall impression of similarity. After the
participants had chosen an image by clicking on it (it was marked with a red frame to
signal that the computer has registered the mouse click (see Figure 6.1)), the program
calculated the distances of the selected image to all other images in the database. In case
of the CBIR condition, the distance between an image pair was calculated as the sum
of the distances for the global colour, shape and texture features. In case of the VBIR
condition, first a fixation map (see Section 3.5.1) for the selected image was calculated
online from the recorded eye movements, leading to an importance value for each image
tile (see Section 4.4.1). The overall distances were then calculated as the average of the
colour, shape and texture distances between all 16 corresponding tiles, where the 16 feature
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distances were weighted by the corresponding importance value from the fixation map. The
global (CBIR), as well as the tile-based (VBIR) colour, shape and texture distances were
weighted by the optimal feature weights calculated from the distance histograms using
the Shannon entropy (see Section 4.6). The six images from the database most similar
to the clicked image were then presented on the screen. They were ordered according
to increasing distance from top to bottom and left to right. Each image was presented
only once, i.e., if the top six images included an image that had already been displayed,
the next undisplayed image from the retrieval list was shown. The computational time
for finding the six most similar images from the database to the clicked one was around
22 seconds in the VBIR approach. The time was so long, because in the VBIR system
more calculations had to be performed for each image pair since the distances between all
sixteen tiles had to be considered. A delay loop was added to the CBIR scenario to ensure
that the computational time for one retrieval step was identical for both approaches. The
retrieval loop ended, when the query image was found or when the maximum number of
retrieval steps was reached.
Figure 6.2: Participant using the VBIR system in experiment I.
Altogether, the experiment consisted of eight start configurations. For each query im-
age, there was a maximum of 10 retrieval steps allowed to find it. The number of steps
to find a query image was limited in order to test both approaches on a representative
selection of query images. The start configurations were presented to the participants in
a random order. This order was identical in the CBIR and VBIR condition, respectively.
Additionally, for each retrieval process, the positions of the six images in the start con-
figuration varied. Whenever a query image had been found or the maximum number of
steps had been reached without finding the query image, the next start configuration was
presented to the participant and the retrieval process started anew.
In case of CBIR, the experiment started right away. In case of the VBIR scenario, first
the eye tracker was set up and calibrated for each participant. During the calibration, par-
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Figure 6.3: Screenshot of the VBIR test image. The purpose of the test image is to validate the quality
of the calibration. The actual gaze position is marked by a white square on the screen. Previous positions
of the white rectangle are depicted by black circles.
ticipants had to fixate successively nine calibration markers at different screen positions.
After the calibration, a test image was centered on a white background (see Figure 6.3).
The actual gaze position was depicted on the screen by a small white rectangle. When
the participant moved the eyes, the new gaze position was marked by the rectangle and a
black circle was drawn on the previous position. Through this online presentation of gaze
positions, the quality of the eye tracker calibration could be validated. There were also
two black boxes at the upper left side of the test screen. By gazing at the top one and
pressing the left mouse button, the VBIR system was started. A fixation on the bottom
box and a simultaneous mouse click started a drift correction for the re-calibration of the
eye tracker.
Participants of experiment I were not informed about how the program calculates the
image distances, nor about the image features that were used for the distance calculation.
Participants in the VBIR approach were also not informed about the fixation map that
was calculated from their eye movements to adjust the weights for the tile-based feature
distances. After every second retrieval process, a re-calibration of the eye tracker in form
of a drift correction was performed in the VBIR condition, in order to compensate for
possible displacements of the headset due to slight head movements. For both retrieval
approaches, the number of the query images and the depicted database images, as well
as the positions of the selected images and the reaction times were recorded during the
experiment. In the VBIR system additionally the fixation information was stored. The
differences between the two retrieval approaches are summarised in Table 6.1.
6.1.2 Results and Discussion
After the experiment the participants were asked about their preferred retrieval strate-
gies. Most of them had focussed on the colour information. According to their intuition,
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CBIR VBIR
Feature Calculation Global Tile-Based
Relevance Feedback Mouse Click Eye Movements and Mouse Click
Recorded Data Query - and Database Images, Query- and Database Images,
Positions of Selected Images, Positions of Selected Images,
Reaction Time Reaction Time
Table 6.1: The differences between the CBIR and VBIR retrieval conditions.
participants first tried to match colour and shape information. Only in cases where this
information was not sufficient for the similarity estimation, they also considered other fea-
tures like background information, overall impression and contrast. Participants usually
changed their retrieval strategies during the experiment. A few also counted the number
of blossoms at the beginning of the experiment.
In order to draw further conclusions from the experiment, the recorded data was
subjected to a deeper analysis with regard to the number of retrieved images and reaction
time. For all subsequent statistical analysis, the α-level for the significance of effects is set
to p = 0.05.
Number of Retrieved Images
As can be seen from Table 6.2, the number of retrieved images in the VBIR is higher than
in the CBIR approach, i.e., 31 to 14 images, respectively. The highest number of retrieved
images in the VBIR approach is four and the lowest is one. On average, each participant
found 2.07 of eight query images. In the CBIR approach on the other hand, the highest
number of retrieved images is two, whereas the lowest is zero. On average, 0.93 query
images were found (see Figure 6.4).
A statistical analysis of the number of retrieved images for the two different retrieval
approaches reveals that the participants found significantly more images in the VBIR
than in the CBIR approach (t(29) = 3.885; p=0.001). Most participants using the CBIR
system (11 out of 15) found query image 342, two participants retrieved image number
1431, whereas only one succeeded for image 380 (see Table 6.3). The reason for the high
probability of retrieval for image 342 is due to the similar image 162 (a white blossom
on a black background) in the corresponding start configuration (see Appendix). When
participants choose image 162 from the start configuration, query image 342 is retrieved
in the following step, because the database does not contain many images with a white
blossom against a black background.
Image 1431 has a large-sized, dominant red blossom and a background with many
leaves and part of the ground. There is also a flower (image 1463) with a dominant
red blossom and a colour distribution similar to the query in the corresponding start
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Participant (CBIR) Images Found Participant (VBIR) Images Found
1 1 16 3
2 2 17 1
3 1 18 1
4 1 19 1
5 1 20 3
6 0 21 2
7 1 22 3
8 1 23 4
9 0 24 3
10 0 25 1
11 1 26 2
12 2 27 2
13 1 28 2
14 1 29 2
15 1 30 1∑
14
∑
31
Table 6.2: Number of images found listed separately for the participants using the CBIR (1-15) and
VBIR (16-30) system.
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Figure 6.4: Average reaction time (in seconds) and number of images found for the CBIR and VBIR
approach.
configuration (see Appendix). By choosing this image in the first step and successive
selection of images with dominant red blossoms, query image 1431 can be found within
10 retrieval steps. In image 380, the blossom is much smaller and the background is
more heterogeneous. The colour histogram is much more distributed and the flower has
a common shape. This makes it more difficult to retrieve the image within 10 retrieval
steps. Table 6.3 shows for each retrieved image in the CBIR approach the probability of
retrieval (PR) and the average number of retrieval steps the participants needed to find
it (AvgNS).
Query Image PR (CBIR) AvgNS (CBIR) PR (VBIR) AvgNS (VBIR)
63 0
15
- 0
15
-
342 11
15
2 13
15
4.31
380 1
15
8 2
15
7
626 0
15
- 5
15
5.6
715 0
15
- 4
15
4.75
1431 2
15
4.5 6
15
4.83
1569 0
15
- 0
15
-
1600 0
15
- 1
15
7
Table 6.3: All query images, their image number as well as their probability of retrieval (PR) and the
average number of required retrieval steps (AvgNS) in the CBIR and VBIR approach. The query images
are depicted in the Appendix.
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In the following, some scan paths from the VBIR approach for various query images
are depicted and analysed. In the visualisations, fixations are depicted by circles whereas
saccades are illustrated by lines. The diameter of the circle is proportional to the fixation
duration.
Almost all the VBIR participants found image 342 (i.e., 13 out of 15), but they required
more retrieval steps than the participants in the CBIR approach. Typical scan paths for
this image are shown in Figures 6.5 - 6.8. In the following, Q denotes the query and
the letters from A to F the database images from left to right and top to bottom (see
Figure 6.5). Figure 6.5 shows the scan path of participant 26 during the first retrieval
step for query image 342. The scan path starts with a central fixation (marked by a red
circle). This is due to a preceding drift correction with a central marker position. The
participant shortly fixated the query and immediately directed the gaze to the database
images at the centre, before he focussed on image D (the white blossom on the black
background). Then the participant directed the gaze to the query for a longer period of
time, to check details of the flower image. The cumulative fixations on the query and on
image D of this participant are conform to the findings that humans have to fixate regions
of particular objects being important for the estimation of image similarity (see Section
3.2.4). Before the gaze was directed back to image D, the participant shortly checked the
other database images. Thus, his attention was directed only for a small period of time to
regions of dissimilar images (see Section 3.2.6). The last fixation, marked by a violet circle,
was again on image D. The orange flower (image F) was not fixated at all. Conceivably,
this participant recognised through peripheral vision that this flower was not important
(see Section 3.2.2). As can be seen from Figure 6.5, his focus was on the yellow-white
coloured flower in image D and not on the dark background. Because more images in the
database consisted of flowers with a dominant white colour mixed with other colours, the
number of possible candidates is higher than in the CBIR approach.
In the second step (see Figure 6.6) the retrieved images are all flowers depicted against
of a dark background. The focus was first on the query, then on image B. Conceivably
this participant checked in his peripheral vision the importance of the four images. After
shortly jumping back to the query for two fixations, the participants’ gaze was directed
successively to image E and D, then to A and finally, back to B. Then the participant
repeated this fixation pattern, conceivably to compare the flowers again after receiving
more information about the single database images. There were several regions in the
different images the participant had to check for similarity. Thus, the participants’ gaze
was subsequently directed to these regions. This might be necessary because it was not
clear in advance, which database image was most similar to the query. In the second
“loop” the gaze was first directed from the query to image E, from there to image B,
followed by fixation on image D and A and finally back to the selected image. The last
fixation was on the orange flower in the first row (image C).
In the third step (see Figure 6.7), there were many more fixations than in the steps
before. Additionally, the participant focussed on the four database images that depict a
white flower on a dark background. In general, fixation density is influenced by the amount
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Figure 6.5: Eye Movements of participant 26 for the retrieval of the query image 342 (step 1).
Figure 6.6: Eye Movements of participant 26 for the retrieval of the query image 342 (step 2).
of semantic information in a region and the total fixation time is longer for visually and
semantically important regions (see Section 3.2.4). Conceivably, the participant had to
check several regions for image similarity, so that he directed his gaze subsequently to the
different regions for a relatively long period of time (see Section 3.2.6). Obviously, the
participant had difficulties in selecting the most similar image, because these four images
were all quite similar to the query, so that he had to check image details. Furthermore,
there were saccades between all 4 database images and the query. This shows that the
participant “jumped” between all five images to compare feature details. The final fixation
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was on image C, which was finally chosen.
Figure 6.7: Eye Movements of participant 26 for the retrieval of the query image 342 (step 3).
In the last step (see Figure 6.8), the participant focussed on the images in the first row
from right to left. Images B and C were focussed once. Conceivably the participant could
realise quite fast that the images are not similar to the query. There was no focus on the
query at the beginning. Probably, the participant had already an exact impression of the
query in mind. Interestingly, the participant directed his gaze shortly back to the query,
when he has gazed at the first image (which is the correct one). After that, the focus was
again on image A and then on image D, before returning to the correct one. The short
fixation on the image D served to check the similarity between the shape features of the
flowers in the query and in image D.
More participants retrieved image 1431 in the VBIR than in the CBIR approach (see
Table 6.3). The reason is that participants primarily focussed on the central tiles. These
tiles fully cover the blossom. There is no background information covered by the central
tiles that deteriorated image retrieval. Thus, images with large-sized red blossoms in the
centre are preferably retrieved from the database, which restricted the search space and
led to improved retrieval performance.
Image 715 was found four times in the VBIR approach, while it could not be retrieved
at all in the CBIR approach. One reason could be that the database contained many
images of red blossoms with green leaves in the background. As can be seen from Figure
6.9, the participants’ focus was on the blossom as it is the most important part of a
flower. In general, task-related knowledge determines fixation location and durations when
viewing natural scenes (see Section 3.2.3). The focus on the blossom narrowed the search
space, because now the VBIR system retrieved images with a large-sized red flower in
the image centre, whereas the background information was ignored. This means that the
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Figure 6.8: Eye Movements of participant 26 for the retrieval of the query image 342 (step 4).
additional eye movements significantly improved the retrieval performance. Even though
the images of the start configuration are quite dissimilar to the query, the participant
managed to find the query. Figure 6.9 shows the scan path for participant 23 during the
first step for the retrieval of image 715. As can be seen, the fixations were mostly focussed
on image A and F. There were mainly “jumps” from the selected image to the query image
and between the selected image and image A. The background of both images was not
considered. Only in case of the yellow flowers (image B and D), the participant also gazed
on the background. There were also “jumps” between both images. Again, all images were
fixated several times, conceivably to compare image details.
In the second retrieval step (Figure 6.10), the query image and image B and E were
intensively fixated. The fixation pattern reveals that the participant judged image simi-
larity by comparing fine image details (see Section 3.2.6). Again, also the more dissimilar
images were focussed several times, probably to make sure that all image details were
considered. There were many “jumps” between image A, B and the query, because these
images were quite similar to the one chosen in step 1 (see Figure 6.9). Later, the focus
was directed towards image B, E and the query. Conceivably, at that time, the participant
had already decided to select one of those images.
In the final retrieval step (see Figure 6.11), the participant changed the focus between
the query and the correct image. Image B, located between the query and the correct
database image, was only shortly fixated.
Both, the sunflower image (image 63) as well as image 1559, the small white flowers on
the ground, was neither found in the CBIR nor in the VBIR approach (see Table 6.3). The
sunflower image was photographed in front of a blue sky. No image of the corresponding
start configuration has a blue background. Because participants usually preferred colour
and shape features, the focus was clearly on the blossom and not on the sky (see Figure
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Figure 6.9: Eye Movements of participant 23 for the retrieval of the query image 715 (step 1).
Figure 6.10: Eye Movements of participant 23 for the retrieval of the query image 715 (step 2).
6.12). Image C was selected as the most similar image. Conceivably, for participant 17,
colour played the dominant role for the selection of the most similar image from the
start configuration. As a consequence, the system preferably retrieved large-sized yellow
flowers on a green background. Thus, the retrieval of the sunflower image within ten steps
was impossible, even though in the VBIR approach participants managed to navigate to
flowers with large-sized yellow blossoms.
Image 1559 is quite inhomogeneous. The small white blossoms are photographed
against a mainly brown, but quite unstructured background. Participants usually focussed
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Figure 6.11: Eye Movements of participant 23 for the retrieval of the query image 715 (step 3).
Figure 6.12: Eye Movements of participant 17 for the retrieval of the query image 63 (step 1).
on the big blossom and its surrounding in the query image (see Figure 6.13). Because of
the small size of the white flowers, fixated tiles of the blossom also contained a lot of
background, even though participants tried to focus on the petals and to ignore the back-
ground. Hence, for the similarity calculations, also much noise was considered, resulting
in poor retrieval results, which prevented the user from a target-oriented navigation in the
database. The main focus was on image F, which depicts a white flower with a similar size
and number of petals. Consequently, small white blossoms were retrieved in the following
steps.
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Figure 6.13: Eye Movements of participant 28 for the retrieval of the query image 1569 (step 5).
Figure 6.14: Original image 1569. Figure 6.15: Segmentation result for
image 1569 (see Figure 6.14).
In the CBIR approach, the inhomogeneous background of image 1569 (see Figure 6.14)
resulted in a widely distributed colour histogram leading to many false positives in the
retrieval process. Furthermore, the segmentation result was a small star-shaped flower
(see Figure 6.15). This shape of the blossom occurred frequently in the images of the
database. As a consequence, the shape features matched those of many other database
images: Probably another reason for the poor retrieval performance in the VBIR approach,
since the colour and shape features were the predominant features, because they received
higher feature weights (see Section 4.6).
Average Reaction Time
As a second variable, the average reaction time has been analysed (see Figure 6.4). The
statistical analysis reveals that the average reaction time of the participants in the CBIR
is significantly higher than in the VBIR approach (t(29) = 3.82; p=0.001). The mean
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of the average reaction times for CBIR is 16.96s and 10.66s for VBIR (see Figure 6.4).
The standard deviation is 5.58 and 3.09s in case of CBIR and VBIR, respectively. One
reason for the higher average reaction times in the CBIR approach could be that it is
more difficult to control the retrieval system, because only a coarse relevance feedback
by mouse click is considered. In cases where no image out of the six actually presented
ones strikes as more similar to the query than the others, it became more difficult for the
participants to select the most similar one. Thus, once the retrieval resulted in a set of
irrelevant images, it became more difficult for the participant to redirect the system to
more relevant results.
In the VBIR scenario, on the other hand, even if the retrieved images were very
dissimilar to the query image, it was possible to use the eye movements, focussed on
important image regions, to navigate to a more similar set of images. Then, also the
reaction time decreased because in the course of the retrieval process the presented images
became more similar to the query. Conceivably, in general, at least one of the flowers in
the VBIR approach seemed to be obviously more similar to the query than the others.
This may have prevented the participants from time-consuming comparisons of similar
image pairs. In the CBIR approach on the other hand, all database images were dissimilar
to the query, resulting in a long-standing selection process. This process seems to be more
time consuming than the selection of a candidate from a set of similar images.
6.2 Experiment II: Evaluation of the Retrieval Re-
sults
As described above, the maximum number of retrieval steps to find a query image in
experiment I was limited to a maximum of 10 retrieval steps in order to test both re-
trieval approaches on a set of eight query images. The results were evaluated according
to the number of retrieved images and the average reaction time. For the evaluation of
the retrieval success, those trials were not considered, where the participants did not suc-
cessfully retrieve the query image within the maximum of 10 steps. In order to evaluate
the similarity of the retrieval results of both approaches to the corresponding query in
cases, where the query was not retrieved, a second experiment was designed. In this ex-
periment participants had to rate the retrieval results of both approaches according to
their overall impression of similarity to the corresponding query images. The approach
with the highest number of retrieved images, rated as more similar to the query images
is taken to be the better one. This experiment has two further advantages: For one, the
retrieval results were evaluated by using a similarity criterion that was not applied in
experiment I . For another, the retrieval results were evaluated in a cognitively adequate
way that is, according to human measures of similarity. Thus, the aim of experiment II
was to evaluate the retrieval performances of both approaches by ranking the retrieval
results of both approaches according to the participants’ overall impression of similarity
to the corresponding query images.
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6.2.1 Method
Participants
A group of fifteen students from different departments at Bielefeld University was recruited
for this experiment (7 females, 8 males). None of these students took part in the retrieval
experiments I (see Section 6.1). They received an honorarium of 4e for their participation.
Materials
The participants were presented the retrieval results and the corresponding query images
from experiment I, each with a resolution of 288 × 200 pixels (9.7o × 6.9o) on a 20-in
screen with a resolution of 1024 by 768 pixels (31.3o × 25.0o) and a refresh rate of 80
Hz (see Figure 6.16). The query image was shown in the centre of the upper half of the
screen. Below the query image, two images were depicted side-by-side, the corresponding
retrieval results of experiment I. In cases the query was not found within the limit of 10
retrieval steps, the retrieval result was the image that was chosen by the participant in
the last retrieval step. In case of retrieval success, it was the query image.
There was a slider below each retrieved image with a scale ranging from 0 to 100.
The value represented the subjective degree of similarity between the retrieved image
and the query image. Zero meant “not similar” at all, whereas 100 represented identity.
Additionally, there was a white box below each slider. The selected similarity value was
additionally displayed in the box and changed dynamically with slider movements. The
computer for experiment II was the same one used for experiment I in order to hold
constant the appearance of the images. The overall size of the frame (see Figure 6.16) was
800× 700 pixels (24.5o × 22.8o).
Altogether 120 retrieval pairs from experiment I had to be evaluated: All in all, 15
participants took part in the VBIR and CBIR experiment, where each participant had to
retrieve eight query images.
Procedure
All participants were tested individually. Prior to the experiment, the participants were
provided with written instructions explaining the tasks they had to complete.
Each participant had to evaluate 120 image pairs (see above), presented in blocks of
eight retrieval pairs from the participants of the CBIR and VBIR approach having the
same order of start configurations. The order of the eight retrieval pairs as well as the
order of the participants from experiment I was chosen randomly. It was only guaranteed
that the same query image did not appear in two successive steps. For each cycle, the
position of the retrieval results from both approaches were chosen randomly.
The participants’ task was to evaluate the similarity of the two retrieved images (de-
picted in the lower half of Figure 6.16) to the query image (upper half) by moving the
slider with the mouse until the value appeared in the white box, represented the partici-
pants’ overall impression of similarity. The entry in the box was automatically updated,
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Figure 6.16: Screenshot of experiment II. The query image is depicted in the centre on the top of the
screen. Below are the corresponding result images from the CBIR and VBIR experiment.
when the slider was moved, which made it easier for the participants to adjust the slider
value exactly. When both retrieved images had been rated, participants had to click on
the “Next”-button at the bottom of the page (see Figure 6.16) and another query image
as well as the corresponding pair of retrieval results were shown. This procedure was re-
peated until all 120 pairs of retrieval results had been evaluated. A counter in the upper
right corner showed the number of trials (out of 120) that had already been accomplished
(see Figure 6.16).
The names of the query, CBIR, and VBIR result images as well as the corresponding
slider values for the retrieval results, were recorded in a log file. The number of retrieved
images from the VBIR and CBIR approach which received higher similarity values, was
counted. Additionally, the overall sum and the average slider ratings, separated by retrieval
approach, were stored in a second log file.
In interviews after the experiment, the participants stated that they mostly relied on
colour and shape (mainly the petals) information when they judged image similarity. Some
of them emphasised colour, others shape information. The participants, who focussed more
on shape information gave higher ratings if the flowers had similar shape, but different
colours. Participants also considered background information or the overall impressions
only, if they could not match the colour or shape information. One participant additionally
considered the bright-dark contrast of the images. Another one considered the number
of flowers for the first passes, but changed his strategy later and focussed more on the
overall impression. One participant also paid attention to the orientation of the petals.
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6.2.2 Results and Discussion
The results of experiment II are summarised in Table 6.4. The second and the third
column of Table 6.4 shows, for each participant, the number of times the retrieval results
of the CBIR or VBIR approach received the highest slider values in the 120 pairwise
comparisons, respectively. In case of equal ratings, neither the VBIR nor the CBIR value
were incremented. As can be seen from Table 6.4, all participants rated the retrieval
results of the VBIR approach as more similar to the query images than those of the
CBIR approach. The highest difference between the two values shows participant 15,
who preferred the retrieval results of the VBIR approach more than twice as often. The
smallest difference between the two approaches is six for participant 8.
In order to evaluate if there are significant differences between the slider ratings of
the VBIR and CBIR approach a χ2 test had to be calculated. The result showed a highly
significant difference between the slider ratings of the CBIR and VBIR retrieval results,
i.e., significantly more result images from the VBIR approach received higher slider values
than from the CBIR approach (χ2(1) = 113.0; p < 0.01).
The third and the fourth column of Table 6.4 contain the average slider values cal-
culated over all ratings for the CBIR and VBIR approach, respectively. The comparison
of means using the t-test revealed that the average slider values significantly differed be-
tween the CBIR and VBIR approach (t(14) = 26.399; p < 0.01). The sample means are
34.51 and 49.6, and the standard deviations are 9.57 and 10.46 for the CBIR and VBIR
approach, respectively.
Additionally, the distances between the retrieval results and the corresponding queries
are computed from the feature values stored in the database. This allows the comparison
of the subjective similarity estimations (provided by participants’ slider settings) with the
objectively calculated feature distances. The correlation between the slider ratings for the
CBIR results and the CBIR distances from the database is significant (r=-0.571 ; p <
0.01). Also the correlation between the slider ratings for the VBIR results and the calcu-
lated VBIR distances is significant (r=-0.767; p< 0.01). Both results revealed that there is
a negative correlation between the slider ratings and the calculated features distances, i.e.,
high slider values correlate with small feature distances. This demonstrates that the sub-
jective slider ratings correspond to the objective feature distances. The results emphasised
the importance of carefully selected image features for the quality of the system’s retrieval
performance. When designing retrieval systems, image features should be preferred that
correlate highly with human judgement of similarity (Neumann & Gegenfurtner, 2006).
The results also support the participants’ statements in the interviews after the experi-
ments that they usually focussed on the colour and shape features of the flowers, whereas
the background was less important for the evaluation of image similarity. Focussing on
the tiles containing important features and simultaneous masking of non-relevant regions
by the assignment of small weights, makes the VBIR approach superior to the CBIR
approach. Thus, tile-based features in combination with a fixation map from eye move-
ments seem to catch human judgement of similarity better than the global features. But
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Participant CBIR VBIR Equal Ratings CBIR Avg VBIR Avg
1 39 67 14 34.68 46.56
2 38 70 12 37.36 55.06
3 36 72 12 23.58 37.75
4 32 74 14 50.06 65.11
5 28 42 50 19.85 31.34
6 33 70 17 21.38 36.61
7 34 62 24 28.63 42.86
8 48 54 18 29.65 42.91
9 37 72 11 40.46 54.5
10 43 66 11 40.17 55.89
11 38 71 11 37.24 55.64
12 40 66 14 24.56 40.22
13 36 70 14 40.35 58.38
14 37 69 14 49.61 63.03
15 32 77 11 40.0 58.16
φ 36.73 66.8 16.47 34.51 49.59
Table 6.4: Number of retrieval results rated higher for the CBIR and VBIR approach, specified for each
participant. The fourth column indicates how often the retrieval results received equal slider values. Avg
signifies the average slider values calculated over all ratings.
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this holds only when attention is concentrated on several tiles and not spread over the
whole image: The advantage of the tile-based features disappears, when all image tiles are
considered.
All in all, the results of the slider experiment support the benefit of considering user
relevance, especially the attention patterns, for image retrieval: The retrieval results
of the VBIR approach received significantly higher similarity values than those of the
CBIR approach. This is also the case, when the query could not be found within the
limited number of retrieval steps. Additionally, the outcome of the experiment provides
evidence for the correspondence of the numerically calculated feature distances with
the subjectively provided similarity ratings. This shows clearly that the chosen image
features (see Section 4.5) and optimal feature weights (see Section 4.6) are suitable for
the retrieval of flower images and reflect reliably users’ similarity estimations. Thus,
the focus of the distance calculation on important image regions by analysis of the
eye-movement patterns significantly improves the retrieval performance and meets more
closely the demands of humans, even though, viewed objectively, the approach for locally
calculated image features seems to be less promising.
The final part of this thesis is concerned with the implementation and verification
of computer models for image retrieval. These models try to reproduce participants’ be-
haviour for image retrieval on the basis of the empirical results presented in this chapter.
The combination of empirical experiments and computational simulations of the observed
effects help to understand the processes underlying image retrieval.
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Chapter 7
Computer Models of Image Retrieval
7.1 The Motivation of Computer Simulations
Generally, computer simulations are applied in many research fields to complement empir-
ical studies. In empirical studies, the collected data is subjected to qualitative and quanti-
tative, mainly statistical analysis, to relate the experimental observations (dependent vari-
ables) to the systematically varied parameters (independent variables) (e.g., Sichelschmidt
& Carbone, 2003). Based on the analytical results, the experimental observations can be
interpreted and conclusions can be derived. However, it is not clear whether the conclu-
sions drawn from a particular experiment are also valid in a more general context.
In order to enhance our understanding of complex processes, a more or less formal
model (i.e., algorithmic descriptions of the suggested interpretations of the experimental
data) can be implemented that attempts to simulate the empirical observations. The
comparison of the results between the empirical data and the model reveals information
about the adequacy of the computational simulation. If there are discrepancies, then the
model is incomplete or partially incorrect (i.e., one or more essential aspects had not
been taken into consideration). Through additional experiments and measurements an
optimised model can be developed, which again would have to be tested. These steps can
be repeated until a satisfactory model has been found. In return, also the initial premises
and the suggested interpretations of the empirical data that led to the generation of the
model, can be verified.
Usually, computer simulations can also be parameterised in order to test the influence
and the interactions of the different parameters on the model output and to fine tune
the model to optimal results. The high performance of modern computers allows the
implementation of sophisticated models that can perform even complex mathematical
calculations in an appropriate period of time.
The repeating loop of experimental data acquisition, interpretation and its successive
validation through modelling, is a promissing strategy leading to a better understanding
of the complex processes underlying human behaviour. Exactly these are the premises
and motivations for the implementation of the models developed in this thesis.
The computer simulations in this chapter address two main questions: For one, how
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can the image retrieval experiments (see Chapter 6) be adequately modelled? For another,
what is the optimal linear combination weight for different feature maps resulting in the
highest correlation with participants’ attention distributions calculated from the recorded
eye movements during the retrieval experiments?
In the following, the different image retrieval models are described first. After that,
the saliency map based model is explained in more detail.
7.2 Computer Simulation I: The Image Retrieval
Models
In this thesis, we deal with two different retrieval approaches: First, the new attention-
based approach using locally calculated image features (for each image tile) and user-
relevance feedback by eye movements and mouse clicks (VBIR) (see Section 4.5). Second,
an approach based on globally calculated image features and relevance feedback by mouse
clicks (CBIR) (see Section 6.1). These differences must also be considered for the imple-
mentation of the corresponding retrieval models.
Another difference is in the intention of the two models. The two CBIR models apply
different distance functions to select the most similar image, called reference image, from
the set of the six actually retrieved images (see Figure 6.1). For the retrieval of the most
similar images from the database the same distance function is used for both approaches
(see Table 7.5). Though, the question is which of the two models reflects more closely the
human selection process of the reference images. For the three VBIR approaches on the
other hand, a particular distance function is used to select the most similar image from
the actual retrieved images (see Table 7.5). Here, a constant selection criterion for the
reference image is assumed over all models. In contrast, the distance functions applied for
the retrieval of the six similar images from the database are different for the three models
(see Table 7.5). Thus, the main question behind the VBIR models is, which techniques
do most closely reflect the retrieval of similar images from the database. The different
retrieval functions of the VBIR models could not be tested in the eye-tracking experiment
(see Section 6.1), because each approach would have required a separate experiment. In
the model, the importance of each image tile is calculated using the colour information of
the image (see Section 7.2.3) instead of the participant’s gaze patterns. This algorithmic
approach allows variations in the tile weighting scheme. Furthermore, the insights from
the eye-tracking experiment were integrated into the model design. For example, the lower
bounds for weight vectors in the AVBIR model (see Section 7.2.6). Since the gaze patterns
as well as the tile weightings are the central concepts behind the VBIR system, which
directly influences the retrieval of the most similar images from the database (not the
selection of the reference image), the focus of the modelling approaches to VBIR are on
different distance functions for the retrieval process.
Beside these differences, the two retrieval approaches share the same design and follow
the same common retrieval steps: The user selects successively the most similar image from
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a set of six database images (see Figure 6.1), until the query is found or the maximum
number of retrieval steps is reached (see Section 6.1). Found means in this context that
once the query was among the six retrieved database images, all models terminated the
current retrieval process and continued with the next start configuration. When all eight
queries had been found, the models stopped and the total and average number of retrieval
steps were displayed. Thus, the design and the workflow for the models are identical. The
differences are in regard to the applied distance functions and the integration of user-
relevance feedback in the retrieval process. The design and the common steps of the
image retrieval models are the subject of the next section. The differences are the topic
of the following sections.
7.2.1 Common Steps in the Modelling Approaches to Image Re-
trieval
All models start by reading the first start configuration (i.e., the query image and the
six randomly selected database images). The database images are displayed as a matrix
of 2 rows and 3 columns on the screen (see Figure 6.1). The query is located at the top.
The arrangement of the images in all models and in the experiments (see Section 6.1) is
identical. Then, the image out of the six start images is selected, which has the smallest
distance to the query image. The distances between the images of the start configuration
and the query image are calculated using the different distance functions of the various
retrieval models. The image with the smallest distance to the query serves as a new
reference image. It is marked with a white rectangle in the upper left corner. Now, six
database images with the smallest distances to the reference image are retrieved from the
database and displayed on the screen. Again, the different retrieval models use different
weighting schemes to calculate the feature distances between the query and the database
images, which are the subject of the following sections. These two steps repeat, until the
query image is found.
As in the experiment, each image is presented only once: If the top six images include
an already displayed one, the next undisplayed image from the retrieval list is selected.
The whole process repeats for all eight start configurations. The number of retrieval steps
required to find the query images is stored in a log file. Figure 7.1 shows the program flow
chart of the common steps of the different computational modelling approaches to image
retrieval.
The detailed descriptions of the different computational models are subject of the
following sections, starting with the models for Content-Based Image Retrieval (CBIR).
7.2.2 Computational Modelling Approach to CBIR
Two models for Content-Based Image Retrieval are implemented in this thesis: For one
the CBIR and for another, the CBIR MLP model which are described in detail in this
section.
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Figure 7.1: Program flow chart of the common steps of the different computational modelling approaches
to image retrieval. The differences between the models regard the determination of the reference image
and the distance functions applied to retrieve similar images from the database.
The CBIR Model
The CBIR experiment (see Section 6.1) is based on the pre-calculated global feature
distances (see Section 4.5). In order to be as close as possible to the experiment, the
CBIR model also operates on the global feature distances. The reference image in the
CBIR model is selected from the actual set of the six retrieved database images (see
Figure 6.1) according to:
D(qi, db) = wc ∗Dc(qi, db) + ws ∗Ds(qi, db) + wt ∗Dt(qi, db) (7.1)
where Dc(qi, db), Ds(qi, db) and Dt(qi, db) are the pre-calculated global colour, shape and
texture distances, respectively, between the query (qi) and database (db) image (see Sec-
tion 4.5). Wc, ws and wt are the optimal weights for the colour, shape and texture fea-
tures, calculated from the distance histograms using the Shannon entropy (see Section
4.6). Equation 7.1 is also used to compute the six images from the database that are most
similar to the reference image. These images are shown and the process repeats until the
query is found.
The CBIR model was evaluated by running the model with the eight start configu-
rations from the experiments (see Appendix) and counting the number of retrieval steps
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needed to find all query images. The retrieval results of the CBIR model (see Table 7.6)
show that five out of eight queries are found within the maximum of 10 retrieval steps.
The outcome does not correspond to the results of the empirical experiments, where the
participants found on average 0.93 query images in the CBIR experiment (see Section
6.1.2). In contrast to general CBIR systems, where the aim is to retrieve similar images to
a provided query (see Section 1.2.6), the task in this thesis is to find the identical image
from a set of 2000 flower images (see Section 4.5.1). For the retrieval of identical images,
the information of the whole image is important. This could be the reason for the high
performance of the CBIR model, because it is the only computational model that is based
on global image features. Furthermore, the results show that the chosen features describe
reliably the image content.
The discrepancies between the results of the CBIR model and experiment show that
the model does not reflect adequately the retrieval processes applied by humans. Thus,
it should be further optimised to reflect human measures of similarity for the retrieval of
flower images more closely and therefore to produce results that are more conform to the
outcome of the empirical CBIR experiment. These considerations led to the implementa-
tion of a modified CBIR model, called CBIR MLP.
The CBIR MLP Model
The CBIR MLP model applies a multi-layer perceptron (MLP) to select the reference
image from the set of retrieved database images. Before the model is described in more
detail, we first introduce the MLP.
Multi-Layer Perceptron (MLP)
A perceptron (j) is a model of an artificial neuron. It sums up several input values
(x1, x2, ..., xn) and offsets the result against some activation function (f(netj)), finally
producing a single output value (y) (see Figure 7.2). The summation of the weighted
input is decribed by:
netj =
n∑
i=1
xiwi (7.2)
where wi are the corresponding weights and i = 1, ..., n are the number of inputs. An
activation function (f(netj)), in general a fermi or hyperbolic tangent function, is applied
to the sum to produce the output (y): y = f(netj). The activation function is defined as:
f(netj) =
{
1, if
∑n
i=1 xiwi ≥ tj
0 , otherwise
(7.3)
A single perceptron can only calculate linearly separable binary functions. A universal
function approximator can be realised by the grouping of several perceptrons. Instead
of speaking about a group, one could refer to a single layer. Several of those layers can
form a so-called multi-layer perceptron (MLP), which is a more powerful classificator (see
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Figure 7.3). The first and last layer of an MLP are called input layer and output layer,
respectively. Any others - as encapsulated by those mentioned - are referred to as inner
or hidden layers. Each neuron of one layer is directly connected to each neuron of the
subsequent layer. The multiple layers are usually interconnected in a feed-forward way.
Figure 7.2: Scheme of a perceptron: The concept of perceptron depicts systems that map a number of
inputs (~x) to an output value (y) (from [23]).
One of the main problems in designing a MLP is to choose the correct numbers of
perceptrons for the single layers. If the number of perceptrons is too small, the output
may be imprecise. On the other hand, if the number is too high, a high amount of training
may be required.
The MLP learns the correct weights through a training process. The training data
is split into training- and validation data. The MLP learns only from the training data.
There are two training processes: Supervised and unsupervised learning. In case of super-
vised learning, the correct output value for each training sample is known in advance.
In case of unsupervised learning, this information is missing and the learning is realised
via clustering. For the MLP in this thesis, supervised learning is used. Hence, for each
input sample, the output of the net is compared with the desired output value from the
training set. The difference is back-propagated through the single layers. According to the
difference, the weights are adjusted a little each time, in order to reduce the error between
the net’s output and the correct values of the training set. The training set is repetitively
presented to the net, until the error for all input vectors falls below a pre-specified thresh-
old. Then the correctness of the adapted weights can be tested by running the net with
the validation data and measuring the error.
Applying the MLP in the CBIR MLP Model
The MLP, implemented in this thesis, consists of four layers: 48 neurons in the input
layer, two hidden layers with 12 and six neurons, and one output neuron (see Figure
7.4). The input vectors consist of the normalised global colour (16 dimensional), shape
(4 dimensional) and texture (4 dimensional) features of the query and database image,
respectively (see Section 4.5). The output is a value between zero and one, reflecting the
similarity between the actual query and database image. Different net architectures were
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Figure 7.3: Scheme of a multi-layer perceptron (MLP).
tested, where the chosen one revealed the best compromise between the amount of training
time and optimisation of the generalisation performance. The training set for the MLP
are the similarity estimations between flower pairs provided by the participants in the
slider experiment (see Section 6.2). There, participants had to evaluate the similarity of
the corresponding retrieval results of the CBIR and VBIR experiment to their respective
query by moving a slider in the range from zero to 100. Zero meant not similar at all,
whereas 100 stood for identity. All participants had to evaluate the same 120 retrieval
pairs. From these data, 189 training sets for the MLP were generated by taking the
average slider ratings for each image pair. Additionally, a second evaluation experiment
was performed, where ten participants had to rate the similarities between the database
images and the corresponding queries for the eight start configurations, resulting in a
set of 48 additional training examples. The people participating in the second evaluation
experiment were not identical to those of experiment II (see Section 6.2). Here again, the
average ratings were chosen as similarity values for each image pair. Altogether, there
were 237 similarity estimations, where 200 were used as training examples and 37 as a
test set to evaluate the MLP. The training of the MLP comprised 300000 steps until the
average error for the training set was below 0.28.
In order to evaluate how closely the MLP approaches human similarity estimations,
the selection probability for the single database images of the eight start configurations
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Figure 7.4: Multi-layer perceptron with 48 input neurons, two hidden layers and one output neuron.
The inputs are the global colour, shape and texture features (normalised between 0 and 1) of the query
and database image, respectively.
was calculated from the decisions made by the participants in the retrieval experiments
I (see Table 7.1). In the majority of the cases, the users prefer one database image over
the others. In case of query image 63, 626 and 715, two database images receive identical
values of 43% and 33%, respectively.
For comparison, Table 7.2 shows the similarity results of the MLP computed for all
image combinations from the eight start configurations. The outcome of the MLP corre-
sponds in three out of eight queries to the selections of the participants in the retrieval
experiments (i.e., for query 626, 380 and 1431). For these queries, the MLP assigns the
highest similarity values to the database images with the highest selection probability in
experiment I. Note that the training data for the start configurations are from participants
who are not identical to those of the retrieval experiments (see Section 6.1). For image
342, the MLP prefers image 290 and 162 over the other images, which also corresponds to
the participants’ preferences (see Table 7.1). For the other queries, the database images
preferably selected by the participants are within the top three results of the MLP. As
can be seen from Table 7.1 and Table 7.2: In cases where the MLP does not prefer the
user selected database image, it assigns higher similarity values to those images, having a
higher probability of being chosen by the users, whereas those with low percentage values
also receive low similarity values. For the sunflower (image 63), no similar images are
in the training set. Thus, the slider ratings of the participants show high variations (see
Table 7.3). Hence, the MLP cannot learn the correct similarity value for this image and
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QI DB1 DB2 DB3 DB4 DB5 DB6
63 43 (54) 3 (610) 7 (540) 0 (1918) 43 (1018) 3 (1221)
626 33 (1891) 13 (909) 10 (24) 3 (427) 7 (161) 33 (338)
342 0 (1052) 10 (290) 7 (1738) 0 (1971) 83 (162) 0 (1107)
715 33 (778) 17 (1317) 3 (75) 7 (1962) 7 (211) 33 (1471)
380 3 (429) 97 (353) 0 (1457) 0 (650) 0 (69) 0 (1133)
1431 0 (879) 57 (1463) 37 (1225) 3 (356) 3 (243) 0 (1965)
1569 13 (1352) 10 (1930) 13 (1764) 10 (1582) 0 (18) 53 (759)
1600 3 (1660) 3 (917) 0 (772) 57 (518) 7 (1672) 30 (31)
Table 7.1: The selection probabilities (in %) for each database image from the eight start configurations,
calculated from the decision made by the participants in the retrieval experiments. The number in the
brackets are the image numbers (from 1 to 2000). The first number in each table field shows the percentage
of participants who chose the corresponding database image as most similar to the query image in the
same row.
QI DB1 DB2 DB3 DB4 DB5 DB6
63 0.52 (54) 0.02 (610) 0.69 (540) 0.63 (1918) 0.25 (1018) 0.58 (1221)
626 0.58 (1891) 0.21 (909) 0.31 (24) 0.09 (427) 0.19 (161) 0.16 (338)
342 0.13 (1052) 0.71 (290) 0.21 (1738) 0.03 (1971) 0.59 (162) 0.32 (1107)
715 0.26 (778) 0.85 (1317) 0.72 (75) 0.25 (1962) 0.13 (211) 0.09 (1471)
380 0.09 (429) 0.72 (353) 0.41 (1457) 0.45 (650) 0.02 (69) 0.48 (1133)
1431 0.1 (879) 0.46 (1463) 0.27 (1225) 0.01 (356) 0.01 (243) 0.25 (1965)
1569 0.05 (1352) 0.52 (1930) 0.74 (1764) 0.4 (1582) 0.01 (18) 0.48 (759)
1600 0.63 (1660) 0.62 (917) 0.07 (772) 0.49 (518) 0.59 (1672) 0.03 (31)
Table 7.2: Similarity estimations between the query and database images of the eight start configurations
calculated by the MLP. The number in the brackets are the image numbers (from 1 to 2000). The first
number in each table field shows the percentage of similarity between the query and database image
calculated by the MLP. A value of 1 corresponds to 100% and a value of 0 to 0% similarity.
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Query Database Image P1 P2 P3 P4 P5 P6 P7 P8 P9 P10
63 54 19 71 5 30 67 11 46 16 59 16
63 610 0 12 24 0 20 60 0 38 13 6
63 540 6 28 0 20 39 0 42 14 9 8
63 1918 9 16 0 0 31 0 39 15 12 9
63 1018 7 14 16 20 51 0 42 18 6 12
63 1221 0 27 0 0 35 11 15 4 0 9
Table 7.3: The user selected similarity values for the sunflower image (image 63). P1 to P10 are the
abbreviations for participant one to ten.
assigns the user preferred image (image 54) only the fourth highest similarity value (see
Table 7.2). However, the similarity value of 0.52 is quite high.
All in all, the results show that the MLP cannot exactly replicate users’ similarity
estimations from the retrieval experiments, because of the high variations in the users’
similarity rankings. The ranking of the similarities between flower pairs is very subjective:
Some users evaluate the similarity according to colour, others according to shape or by
a combination of different features. Participants reported that the majority of flower
pairs were quite different. Furthermore, they had difficulties to find suitable indications
for similarity ratings. Consequently, they often did not know how to position the sliders
correctly and mostly assigned only low similarity values.
Nevertheless, the comparison of the results in Table 7.1 and Table 7.2 shows that
the MLP can at least approximate the user decisions from the training examples. This
motivates the application of the MLP in the CBIR MLP model to simulate humans’
similarity estimation during image retrieval. In the CBIR MLP model, the reference image
is selected by the MLP from the actual set of six database images. The six most similar
images to the reference image are calculated as described in the CBIR model (see Equation
7.1).
Table 7.6 shows the results of the CBIR MLP model for the eight start configurations.
Altogether, 761 retrieval steps are necessary to retrieve the eight query images. On average,
95.12 steps are needed. No query is retrieved within ten retrieval steps. Here, the outcome
of the model is inconsistent with the results from experiment I (see Section 6.1), where
most participants found query 3 (image 342) within the limit of ten retrieval steps (see
Figure 6.3). In the CBIR MLP model 108 retrieval steps are necessary to retrieve query
image 342. The reason is that the MLP selects image 290 instead of image 162 from the
start configuration (see Appendix). The database contains many large-sized red blossoms
depicted on different backgrounds. Thus, the model puts more emphasis on the blossom
than on the background (because red is a dominant global colour feature): The model’s
retrieval performance degrades. In contrast, for query 2 (image 626) and 4 (image 715),
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the CBIR MLP model needs 14 and 15 retrieval steps, respectively. This is quite close to
the maximum number of ten retrieval steps. For these images, more similar images may
have been in the training set, so that the MLP selects more similar images. Again, the
sunflower required the highest number of retrieval steps. Here, the MLP clearly selects
the rather dissimilar reference images because of missing training samples.
This conlcudes the description of the CBIR models. In experiment I, also the new
attention-based approach to image retrieval (VBIR) was investigated. The modelling of
this approach need other techniques which are the subject of the following sections.
7.2.3 Object-Oriented Cognitive Visual Attention Approach
(OOCVA)
In experiment I, the importance of each image tile in the VBIR approach for the actual
retrieval process was calculated online from participants’ eye movements (see Section
6.1). For the VBIR models we need an alternative way to calculate the average attention
values for each image tile, because the online fixation patterns of the participants are
not available. A solution for this problem is the object-oriented cognitive visual attention
approach (OOCVA) to image retrieval.
OOCVA is a modified implementation of the cognitive visual attention (CVA) ap-
proach (Bamidele, Stentiford & Morphett, 2004). CVA is based on the theory of surround
suppression in primate V1, an area of the visual cortex (Nothdurft, Gallant & Van Es-
sen, 1999). The core idea is that high values of visual attention are assigned to pixels
when randomly selected neighbouring pixel configurations do not match identical posi-
tional configurations at other randomly selected pixels in the image (see Figure 7.5). Thus,
image regions without predominant features, like anomalous objects, edges, or boundaries,
receive high attention values.
The correspondence between image regions with high attention values predicted by the
original CVA model (Barmidele, Stentiford & Morphett, 2004) and regions of visual inter-
est was investigated by recording participants’ eye movements when looking at the images
(Oyekoya & Stentiford, 2004a). Even though the results varied considerably between the
participants, it was shown that participants’ gaze within the first two seconds of image
presentation was directed towards regions with high visual attention values. Additionally,
frequent saccades occurred between highlighted areas.
In order to adapt the CVA to flower images, the attentional values in the OOCVA
approach (in contrast to the CVA approach) are only calculated for those image pixels,
which have been assigned as foreground (i.e., blossoms) by the Lazy-PNN segmentation
algorithm described in Section 4.5.3. The algorithm terminates when the visual attention
values for all foreground pixels have been calculated.
The implementation of the OOCVA approach to image retrieval is described as follows.
Given two preliminaries:
(a) For each image pixel x = (x1, x2) a corresponding p-dimensional feature vector
a = (a1, a2, .., ap) is given. For example: a = (r, g, b) in case of RGB colour values.
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(b) Define a function F such that a = F (x) for each image pixel x and corresponding
feature vector a.
Then, the OOCVA approach works as follows:
(1) Select image pixel P = (x, y) ∈ IN2 starting from upper left to lower right.
(2) Continue, if P (x, y) is a foreground pixel. Otherwise goto (1).
(3) Initialise the loop variable (loop = 0) and the visual attention score V A(P ) = 0.
(4) Select the neighbourhood NP within distance  to pixel P : (x
′
, y
′
) ∈ NP , if |x−
x
′| <  and |y− y′| <  (see Figure 7.5). Select randomly a set of m points from NP ,
denoted as SP = {P ′1, P ′2, P ′3, ..., P ′m}.
(5) Select randomly a second pixel Q in the image.
(6) Create the same neighbourhood configuration around pixel Q, i.e., P −P ′i = Q−Q′i
for i = 1, ...,m (see Figure 7.5). This neighbourhood configuration is denoted by
SQ = {Q′1, Q′2, Q′3, ..., Q′m}.
(7) loop→ loop+ 1. If loop > t then goto (1).
(8) Compare the colour configuration around P with the same pixel configuration
around Q and test for a mismatch, i.e., |F (P )− F (Q)| > δ and |F (P ′k)− F (Q′l)| >
δ, ∀k, l = 1, ...,m.
(9) If there is a mismatch, increment the visual attention score V A(P ) for image pixel
P and goto (5). Otherwise goto (4).
The motivation behind keeping the mismatching neighbourhood is that once such a
configuration is generated, it is likely that it also mismatches identical neighbourhoods
in other areas of the image. Thus, the rise of the visual attention scores is accelerated
if the process is not interrupted by a subsequent match. The value for the threshold δ
depends on the chosen image features. For the OOCVA implementation in this thesis, only
the RGB colour information is used. The threshold (δ) is set to 80 in order to find high
differences in RGB colour values. It means that if the sum of the differences in the red,
green and blue component between a pixel pair is above 80, then a mismatch is detected.
Typical parameters for the algorithm are:  = 3,m = 3 and t = 100. These values provide
good results for the flower images. For objects with other scales, probably other values
have to be selected. Higher values for t improves the level of confidence in the details of
the visual attention map.
The OOCVA approach uses knowledge about scene objects, because it focusses on the
pixels of the segmented areas. As stated in Section 3.2.2 this knowledge influences fixation
placement.
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Figure 7.5: Neighbourhood configuration for pixel P and pixel Q. The parameters for the OOCVA
approach are m = 3, t = 100 and  = 3. The neighbourhood (NP ) of pixel P is marked by the red
square. The neighbourhood configuration SP of pixel P and SQ of pixel Q are indicated by black and
grey squares, respectively.
Figure 7.6: Original flower image. Figure 7.7: Calculated visual atten-
tion map (the brighter the pixel, the
higher is the attention score). As can
be seen, pixels on the boundary and in
the flower centre receive higher values.
The OOCVA approach assigns high values of visual attention to image pixels P that
archive high mismatching scores over a range of t neighbouring pixel sets SP . This means,
pixels with features rarely present elsewhere in the image (e.g., anomalous objects, edges or
boundaries), receive high attention scores, whereas those with common features get small
values. Exemplarily, an original flower image and its visual attention map are shown in
Figures 7.6 and 7.7. As can be seen, pixels on the boundary and in the flower centre receive
higher values. The attention scores are finally normalised to values between zero and one.
This is analoguous to the fixation maps (see Section 3.5.1) in the VBIR experiment (see
Section 6.1), where an attention value in the range between 0 and 1, calculated from the
recorded fixation data, is assigned to each pixel. Hence, the average attention values (Φi)
for each image tile i in the VBIR models can be calculated analogously, using the data
from the OOCVA approach:
Φi =
1
M
∑
(x,y)∈tilei
V A(x, y), i = 1, ..., 16 (7.4)
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where M is the number of pixels in tile i (in the VBIR approach of this thesis, each tile
has a dimension of 72× 50 pixels) and V A(x, y) is the normalised visual attention score
for pixel (x, y) belonging to tile i. The average attention values can then serve as the
corresponding weights for the colour, shape and texture features of each tile i. Thus, the
difference between the tile weighting scheme for the VBIR experiment and the two VBIR
models is that in case of the experiment, the weights are calculated from the fixation data,
whereas in the models, the visual attention scores are determined from the results of the
OOCVA approach.
In the following, the differences in the weighting schemes for the retrieval of the most
similar images from the database between all three VBIR models are explained in more
detail.
7.2.4 Computational Modelling Approaches to VBIR
In the VBIR experiment, the image features were calculated locally, i.e. seperately for
each image tile (see Section 4.4). Additionally, fixation maps (see Section 3.5.1) were
calculated online from participants’ eye movements during image retrieval, which were
used to adjust the importance of the different image tiles for the actual retrieval task at
hand. For the model, the online fixation patterns of the participants are not available.
Instead, the attention values for each image tile are calculated by using the OOCVA
approach (see Section 7.2.3).
For the computational modelling approach to VBIR, the distances between all corre-
sponding tiles of the query and database images are considered. This approach suggests
three different weighting schemes for the single image tiles, resulting in three distinct
modelling approaches to VBIR:
(1) SVBIR (Simple VBIR model): All feature distances between corresponding tiles
of the query and database image are equally weighted by a constant C.
(2) AVBIR (Attention Based VBIR model): The feature distances between corre-
sponding tiles of the query and database image are weighted by the average attention
value, derived from the OOCVA approach (see Section 7.2.3).
(3) ATVBIR (Thresholded version of the AVBIR model): Only those image tiles are
considered for the distance calculation that received the highest average attention
values in the OOCVA approach (see Section 7.2.3).
The approach behind the ATVBIR model is quite different from those of the other
two VBIR models. Whereas for the SVBIR and AVBIR models the focus is on the over-
all impression of the images (all image tiles are considered for the distance calculation),
the ATVBIR model uses only the most important tiles (i.e., those that received much
attention) for the distance calculation and discards the less important ones. The moti-
vation behind the implementation of the ATVBIR model was to investigate, if the focus
on important image tiles while concurrently discarding tiles receiving a small amount of
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attention, leads to a better retrieval performance than the consideration of the overall
image information.
All three models have the same design and rely on the pre-calculated tile-based colour,
shape and texture features (see Section 4.5). The only differences are the variable weight-
ing schemes between corresponding tiles of the query and the database image. The per-
formance of the different models can then be compared among each other with regard to
the required retrieval steps to find a query image and the number of times, the query has
been found within ten retrieval steps.
The expectations are that the AVBIR performs better than the SVBIR model, be-
cause in the AVBIR model the image areas are weighted by the corresponding average
attention values (Φi), i.e., more important regions receive higher weights than unimpor-
tant ones. In the ATVBIR approach only the most important areas are considered for the
distance calculation, whereas tiles receiving a small amount of attention are discarded.
Thus, the ATVBIR model is expected to provide the best results when the discarded
tiles contain unimportant information. Otherwise, the AVBIR approach should lead to a
better retrieval performance.
The next section explains the simplest model (SVBIR) in more detail.
7.2.5 The Simple VBIR Model (SVBIR)
The SVBIR model is the simplest computational model for Vision-Based Image Retrieval
(VBIR). In the SVBIR model, the distance between an image pair is calculated as the sum
of the tile-based feature distances equally weighted by a constant C. Thus, the distance
between an image pair results in:
DSV BIR(qi, db) =
1
16
16∑
i=1
D(qii, dbi)C (7.5)
where i represents the number of the image tile, and qi and db are the query and database
image, respectively. D(qii, dbi) is the image feature distance between corresponding image
tiles i in the query and database image:
D(qin, dbn) = wc ∗Dc(qin, dbn) + ws ∗Ds(qin, dbn) + wt ∗Dt(qin, dbn) (7.6)
where n = 1, ..., 16 are the image tiles and Dc(qin, dbn), Ds(qin, dbn) and Dt(qin, dbn) are
the pre-calculated colour, shape and texture distances between the corresponding tiles n
of the query (qi) and database (db) image, respectively (see Section 4.5). wc, ws and wt
are the optimal weights for the colour, shape and texture features, calculated from the
distance histograms using the Shannon entropy (see Section 4.6). In the SVBIR model
developed in this thesis, the constant C in Equation 7.5 is set to 1.0.
7.2.6 The Attention Based VBIR Model (AVBIR)
In contrast to the SVBIR model, where all image tiles are equally weighted, the distances
between corresponding tiles of the query and database image in the AVBIR model are
174 Computer Models of Image Retrieval
multiplied with weights depending on the results of the OOCVA approach (see Section
7.2.3). The weighting scheme in the AVBIR model is most similar to the one in the VBIR
experiment (see Section 6.1). The only difference between the model and the experiment
(see Section 6.1) is that the weights in the experiment resulted from the average fixation
map values for each image tile, calculated from the recorded fixation data (see Section 4.4).
Because participants’ fixation patterns changed with each retrieval step, the weighting
scheme in the empirical experiment varied dynamically. In the AVBIR model on the other
hand, the tile weights depend on the results of the OOCVA approach (see Section 7.2.3).
The OOCVA approach uses the RGB colour informationen of the foreground pixels. Since
the colour values of the database images do not change, the attention values from the
OOCVA approach can be pre-calculated and thus they are constant for each database
image.
How can the tile-based weights in the AVBIR model be determined from the average
attention values Φ(i) (see Equation 7.4) of the OOCVA approach? The average attention
values resulting from the OOCVA approach and the fixation map values are within the
interval from zero to one (see Section 7.2.3). This means that image tiles receiving high
values of attention are weighted by one, whereas those receiving no attention at all, get a
weight of zero. For an even partition of the feature weight range over the 16 image tiles,
the interval between zero and one is evenly divided into 16 parts, resulting in intervals of
1.0
16
= 0.06. This value determines the nuances in the tile-based feature weights: The feature
distances of the tile with the highest average visual attention value Φ(i) is multiplied with
a weight of 1.0, the tile with the second highest value with 0.94, the third one with 0.88
and so on. This continues until the value of 0.34 is reached for the tile with the 12th highest
average attention value. To reduce the influence of image tiles with a small average value
of visual attention, the weight vector for the features cannot be smaller than 0.34, i.e.,
the feature distances for the five tiles with the lowest average attentional values are all
multiplied by a weight vector of 0.34. Smaller values would result in false positives, because
the multiplication of high distances with small weight vectors results in small distance
values. The minimum value of 0.34 was determined experimentally by running the model
with different tile weights and counting the number of retrieval steps needed to find all
eight query images. Thus, the list of bounding weight vectors results into:
θ = [1.0, 0.94, 0.88, 0.82, 0.76, 0.7, 0.64, 0.58, 0.52, 0.86, 0.04, 0.34, 0.34, 0.34, 0.34, 0.34]
(7.7)
The experimental determination of a smallest lower bound for weight vectors to control the
influence of factors for the overall distance calculation is a common practice in Computer
Science (Lowe, 2004; Shi & Malik, 2000).
The bounding weight vectors guaranteed that the pre-calculated tile-based distances
were not distorted by a multiplication with an improper weight value. Although, in cases,
where the average attention value Φ(i) of an image tile i, calculated by the OOCVA
approach, is higher than the corresponding lower bound value θ(i), the features of tile i
would receive feature weights that are lower than the attention values. In order to provide
a weighting scheme that is as close as possible to the average attention values calculated
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from the OOCVA approach (see Section 7.2.3), the corresponding values for Φ(i) and θ(i)
are compared and the maximum is chosen. This guaranteed that image tiles with high
attention values still receive the appropriate feature weights.
Thus, the distance between an image pair in the AVBIR model is determined according
to:
DAV BIR(qi, db) =
1
16
16∑
i=1
(1−D(qii, dbi)) max(Φ(i), θ(i)) (7.8)
where D(qin, dbn) is calculated according to Equation 7.6. Φ(i) is calculated according to
Equation 7.4: For all image tiles the average attention values (Φ(i)) and the corresponding
entries from the bounding weight vectors list θ are compared and the highest value is
chosen as the final weight.
7.2.7 The Thresholded Based VBIR Model (ATVBIR)
The ATVBIR model is quite similar to the AVBIR model. The only difference between the
two models is that the similarity is not calculated for all 16 tiles, but only for the κ < 16
tiles with the highest average attention value (Φ(i)). This means that only important
tiles (which receive high average visual attention values in the OOCVA approach) are
considered, whereas unimportant ones are weighted by zero. As stated in Section 7.2.4,
the motivation behind this model was to investigate, if the focus on important tiles, while
concurrently discarding those receiving only a small amount of attention, leads to a better
performance than the retrieval of images according to the overall image information. In
the ATVBIR model developed in this thesis, κ is set to seven. This value was determined
experimentally by running the model with different values for κ and counting the number
of retrieval steps needed to find all eight query images (see Table 7.4). The value of κ with
the lowest number of retrieval steps needed to find all eight query images, is chosen as the
optimal value. Thus, the overall similarity between the query image (qi) and a database
image (db) in the ATVBIR model is calculated according to:
DATV BIR(qi, db) =
1
κ
∑
i∈I(κ)
(1−D(qii, dbi)) max(Φ(i), θ(i)) (7.9)
where I(κ) is the set of κ tiles having the highest average attention values (Φ(i)) calculated
according to Equation 7.4.
7.2.8 Random Modelling Approach to Image Retrieval
For a comparison of the performances of the CBIR and VBIR models described above,
with a retrieval process based on a random selection of database images, a fifth model
was implemented: The random modelling approach to image retrieval.
Like the computational modelling approaches to CBIR and VBIR, this model starts by
reading the first start configuration, i.e., the query image and the six database images, and
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κ 1 2 3 4 5 6 7 8 sum average
4 33 5 24 22 54 10 72 14 234 29.25
5 20 6 5 6 41 4 6 33 121 15.12
6 12 4 5 6 46 4 18 7 102 12.75
7 21 5 5 5 12 5 12 17 82 10.25
8 20 5 3 4 10 5 120 25 192 24.00
9 29 5 3 4 11 5 115 6 178 22.25
10 9 5 2 5 8 5 66 26 126 15.75
11 10 4 4 5 9 5 134 25 196 24.50
12 7 4 2 5 25 27 22 28 120 15.00
13 8 4 4 5 10 45 31 17 124 15.50
14 74 4 4 5 12 45 94 19 257 32.12
15 19 4 2 4 14 29 87 17 176 22.0
16 (AVBIR) 54 5 4 5 7 20 20 8 123 15.38
Table 7.4: Number of retrieval steps required to find the queries of the different start configurations (1 to
8) in the ATVBIR model, depending on the number of image tiles (κ) considered for distance calculation.
For κ = 7 the sum and the average number of retrieval steps reached a minimum. For κ = 16, all image
tiles are considered for the distance calculation. This corresponds to the distance calculation applied for
the AVBIR model (see Equation 7.8).
displays them on the screen (see Figure 6.1). Then, iteratively six images are randomly
selected from the database. No feature distances are considered for image retrieval. Each
image is presented only once, i.e., if the actually retrieved images included an already
displayed one, another image was randomly selected from the database. The retrieval
terminates, when the actual set of retrieved images contains the query image. The whole
process repeats for all start configurations. The model counts the number of retrieval steps
required to find the query images in a log file.
The six different modelling approaches to image retrieval are summarised in Table 7.5.
7.2.9 Modelling Results
The results of the six different computational modelling approaches to image retrieval are
summarised in Table 7.6. Each row lists the results for a particular retrieval approach.
The columns labelled with numbers from one to eight, contain the number of retrieval
steps needed to find each of the eight query images. The query images are depicted
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Model Equation for the calculation of
the reference image (RI)
Equation for the calculation of the
similar images from the database
CBIR mink=1,..,6(wc ∗Dc(qi, dbk) + ws ∗
Ds(qi, db
k) + wt ∗Dt(qi, dbk))
D(qi, db) = wc ∗Dc(qi, db) + ws ∗
Ds(qi, db) + wt ∗Dt(qi, db)
CBIR MLP MLP Results D(qi, db) = wc ∗Dc(qi, db) + ws ∗
Ds(qi, db) + wt ∗Dt(qi, db)
SVBIR mink=1,..,6(
1
16
∑16
n=1D(qin, db
k
n)) D
SV BIR(qi, db) =
1
16
∑16
n=1D(qin, dbn)C
AVBIR mink=1,..,6(
1
16
∑16
n=1D(qin, db
k
n)) D
AV BIR(qi, db) =
1
16
∑16
n=1 sim(qin, dbn)Ψ(Φ(i), θ(i))
ATVBIR mink=1,..,6(
1
16
∑16
n=1D(qin, db
k
n)) D
ATV BIR(qi, db) =
1
κ
∑
n∈I(κ) sim(qin, dbn)Ψ(Φ(n), θ(n))
Random Random Random
Table 7.5: Overview of the distance functions for the retrieval of the reference image and the six database
images for the different computational models. Qi is the actual query image and dbk is image k from the
actual set of database images, with k = 1, ..., 6. The tile number is denoted by n.
in the Appendix. Furthermore, each row contains the sum and the average number of
retrieval steps over all start configurations separated for each model. The random model
was executed 20 times to get representative data. The average values for the random
model can be found in row six. Because the retrieval steps for the CBIR, CBIR MLP,
SVBIR, AVBIR and ATVBIR are deterministic, each execution of these models provide
the same results.
At first glance, when focussing on the sum and average column of Table 7.6, the
numerical results are as expected: The random approach required the highest number of
steps to find the query images. The total sum of retrieval steps needed is 1382, the average
is 172.75. The CBIR model shows much better results, with a total sum of 262 retrieval
steps and 32.75 on average. The CBIR MLP approach required more steps than the CBIR
approach (761 in total and 95.12 on average). The number of retrieval steps needed for each
query is higher for the CBIR MLP model. The overall retrieval steps for the CBIR MLP
models are between those of the CBIR and Random model. Nevertheless, the results are
closer to the CBIR than to the Random model. All VBIR models outperformed the two
CBIR approaches. The SVBIR approach has a total sum of 145 and an average of 18.13
steps. The AVBIR approach performed considerably better with a total sum of 123 steps,
and 10.25 steps on average. As expected, the smallest number of overall retrieval steps
were required in the ATVBIR approach: 82 steps in total and 10.25 on average.
A deeper analysis of the results shows that there are major differences between the
retrieval behaviour of the six computational models with regard to the single query images.
It can be seen that the ATVBIR model does not perform optimally on each query image.
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Model 1 2 3 4 5 6 7 8 Sum Average
CBIR 200 12 3 9 15 5 10 8 262 32.75
CBIR MLP 320 14 108 15 162 62 40 40 761 95.12
SVBIR 84 4 2 10 5 5 25 10 145 18.13
AVBIR 54 5 4 5 7 20 20 8 123 15.38
ATVBIR 21 5 5 5 12 5 12 17 82 10.25
Random φ 175 157 191 160 150 163 219 167 1382 172.75
Table 7.6: Number of retrieval steps needed to retrieve the query images for all eight start configu-
rations, listed for the different modelling approaches. The random model was executed 20 times to get
representative results. The images of the start configurations (1-8) are depicted in the Appendix. In the
experiments (see Chapter 6) the maximum number of retrieval steps to find the query images was limited
to 10. The probability of retrieval for the eight query images in experiment I (see Section 6.1) can be
found in Table 6.3.
Only for three (query 1, 4 and 6) out of eights queries, this model required the minimal
number of retrieval steps compared with the other models. In the SVBIR approach, most
of the query images (i.e., six out of eight) are found within the limit of ten retrieval
steps. Followed by the CBIR and AVBIR approach with retrieval success in five out of
eight queries. In the CBIR model, queries 3, 4, 6, 7 and 8 are retrieved in less than ten
steps. The AVBIR approach succeeded for queries 2, 3, 4, 5 and 8. In the ATVBIR model
four images were found within ten retrieval steps. In the CBIR MLP approach no query
was retrieved within the maximum number of 10 retrieval steps. However, the number of
retrieval steps for query 2 and 4 are close to 10. The Random approach trails far behind
the rest of the models.
Only for the first query image, the sunflower, the number of retrieval steps needed
drops sharply from the Random to the ATVBIR model. There is no similar image in the
corresponding start configuration. Thus, the first reference image is quite dissimilar to
the query. By using the global features, it is difficult to navigate to other images with
different colour distributions. In the AVBIR approaches on the other hand, the focus is
on large-sized yellow flower images, which restricts significantly the search space. With
regard to query image three, the corresponding start configuration includes a similar
image. Furthermore, only a few images in the database depict large-sized white flowers
against a dominant black background: A reason for the good retrieval performance in
all models (except for CBIR MLP). The result is also consistent with the outcome of
the experiments (see Section 6.1), where the majority of participants in both approaches
retrieved this image within the limit of ten retrieval steps. In case of query image two, the
flower is quite small and it is depicted on a relatively inconsistent background. Thus, a lot
of background information is considered for the calculation of the global image features,
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resulting in a poor retrieval performance for the second query image in the CBIR model.
In the other models, the focus is mainly on the flower, and the unimportant background
information is nearly ignored through the tile-based approach. Because all VBIR models
put the highest emphasis on the four central tiles, they all perform nearly equal. For
query image 3 and 5, the CBIR MLP model results in a high number of retrieval steps.
The reason is that for query image 3, the net selects image 290 instead of image 162 (see
Appendix) in the first step. This points the system into a detrimental direction resulting
in the high number of retrieval steps. If the MLP had chosen image 162, the query would
appear in the next set of retrieved database images. Similar reasons hold for query 5.
Here, the detrimental decision occurs later in the retrieval process. Once the detrimental
decision was made, it is relatively difficult in the CBIR approach to direct the system
to another set of retrieval results. The performance of the VBIR models improve from
SVBIR to ATVBIR, because of the decreasing number of image tiles considered for the
distance calculation. Since the flowers are only distributed over roughly five tiles, the
ATVBIR approach performs better than the other VBIR approaches.
All in all, the CBIR models show advantages when the flower consists of a domi-
nant large-sized blossom depicted on a relatively homogeneous background. Then the
information of the flower is sufficiently represented in the global image features and the
retrieval is successful. If the flowers are small-sized and depicted on an inhomogeneous
background, the VBIR models clearly outperform the CBIR approach: The focus lies on
the image tiles containing important flower information, whereas the background is only
partially considered. These findings are in particular illustrated by the retrieval results
for query eight. Because of the high variance in the participants’ similarity ratings, the
MLP can only approximate the humans’ decision process for similarity estimation. This
is the reason, why it performs much worse than the CBIR approach.
For further statistical analysis, the Wilcoxon signed-ranks test, a nonparametric
method for paired samples, is applied to the results, because of the small sample size
of only eight query images. Parametric methods, like t-tests, normally require sample
sizes of 15 or more samples. Even though the MLP cannot handle the high variances
in users’ similarity estimations, the outcomes of the CBIR MLP model are closer to the
results of the participants in the experiments than those of the CBIR model. This regards
not only the number of images retrieved, but also the number of images found within the
limit of ten retrieval steps. In the experiment (see Chapter 6.1), the participants of the
CBIR approach retrieved on average around one image, the maximum was two images.
The CBIR MLP model did not retrieve any images within ten retrieval steps, but came
very close to the limit for two images (see Table 7.6). The CBIR model on the other hand
retrieved five out of eight queries (see Table 7.6) and performed better than the partici-
pants in the VBIR approach (see Section 6.1). Thus, the CBIR model is not an adequate
simulation for the human retrieval performances and is therefore not considered for the
further statistical analysis.
The results show that there are significant differences in the retrieval performances be-
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Model Z Asymptotic Significance
CBIR MLP-Random -1.472 0.141
SVBIR-Random -2.521 0.012
AVBIR-Random -2.524 0.012
ATVBIR-Random -2.521 0.012
SVBIR-CBIR MLP -2.521 0.012
AVBIR-CBIR MLP -2.521 0.012
AVBIR-SVBIR -0.564 0.573
ATVBIR-CBIR MLP -2.524 0.012
ATVBIR-SVBIR -0.339 0.735
ATVBIR-AVBIR -0.734 0.863
Table 7.7: The results of the Wilcoxon signed-ranks test for the different modelling approaches.
tween the random and the other retrieval models: The Random model is significantly infe-
rior to the other models (Wilcoxon Z = -2.521; p = 0.012). Only for the CBIR MLP model,
there are no highly significant differences to the results of the Random model (Wilcoxon
Z = -1.472; p = 0.141). There are also significant differences between the CBIR MLP and
all VBIR models (Wilcoxon Z = -2.521; p = 0.012). This result is consistent with the
outcomes of the empirical experiments (see Chapter 6.1), where the participants in the
VBIR experiment clearly outperformed those of the CBIR system. As stated above, the
VBIR experiment is most closely approximated by the AVBIR model. The results of the
Wilcoxon signed-ranks test show also that there are no significant differences between the
retrieval performances of the three VBIR models.
The reason for the non-significant results could be caused by the heterogeneity of
the flower database. The sample set of eight queries is quite small. Thus, the retrieval
result for each query has a strong influence on the results of the Wilcoxon signed-ranks
test. It would be interesting to investigate if the focus on the most important image tiles
shows no significant effect, because the database consists only of images from one domain.
The application of the models on a more diverse image database would probably lead to
different results.
The results of the CBIR MLP model show that it approximates the retrieval strate-
gies applied by humans. The CBIR model based on the global features shows retrieval
results that do not reflect participants’ results in the experiment, because it retrieves more
images than the participants in the experiment (0.93 on average). Here, the CBIR MLP
model reflects closer the experimental results. For two images, the CBIR MLP approach
needs just a litle more than 10 retrieval steps. The MLP cannot totally approximate hu-
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mans’ similarity estimations. As stated above: Participants provided similarity ratings of
a high variance. Most of them stated that the flowers they had to evaluate were quite
dissimilar. Also, some participants use only a small scale between the interval from 0 to
100, wheras others make use of the whole interval. As stated above, participants apply
strategies for image retrieval that are not approximated by the algorithmic implementa-
tion of the models. They seem to use, among others, subjective decisions, experiences or
cultural knowledge to evaluate the similarity of flowers. An in-depth analysis of all these
aspects and their implementation into algorithmic descriptions would go beyond the scope
of this thesis. Thus, for the retrieval models implemented in this thesis, the problem of
image retrieval is reduced to a plausible mapping of similar database images to a query
based on information about the distribution of visual attention on flower images. The sug-
gested approaches can only be accounted as a first step towards the realisation of retrieval
models that closely reflect human behaviour during image retrieval. More sophisticated
simulations require a deeper investigation of the underlying processes and an extensive
re-engineering of the model concepts.
7.3 Computer Simulations II: Saliency Map Model
The second type of computer simulations applied in this thesis make use of the eye move-
ments recorded in experiment I (see Section 6.1). For several images from the flower
database (see Section 4.5.1), human fixation maps, computed from participants’ eye
movements, are compared with the corresponding overall saliency maps (Itti, Koch &
Niebur, 1998), which code topographically salient image regions over the entire visual
scene. The following sections describe in detail how overall saliency maps are calculated.
7.3.1 The Saliency-Based Model of Visual Attention
The saliency-based model of visual attention is widely used to detect the most salient, and
thus, unique features of the environment, by simulating the ability of the visual system
to detect salient regions of a scene at the expense of other regions. There exist real time
implementations of the model (Ouerhani, Hu¨gli, Burgi & Ru¨di, 2002), which, because of
the model’s universality, are applied to many research fields, like Computer Vision and
Robotics.
The basic idea behind the saliency-based model of visual attention by Itti and Koch
(2001) is that uniform regions along some image dimensions are uninformative, whereas
distinct ones are informative. The implementation of the saliency-based model of visual at-
tention consists of three main steps (see Figure 7.8): The calculation of the single (bottom-
up) feature maps and their transformation into the corresponding conspicuity maps, which
highlight areas of the images that strongly differ from their surrounding according to the
applied image features. Finally, the single conspicuity maps are linearily combined into
the overall saliency map. Regions with high saliency values attract attention.
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Even though a weighted linear combination of three important features (i.e., spatial
orientation, intensity and colour) seems to be sufficient to predict salient regions that
correlate with human perception, complicated scenes or complete simulation of gaze pat-
terns require more image features (Parkhurst et al., 2002). Furthermore, the quality of the
saliency map can be improved by considering knowledge-based information, for example,
visual properties of the objects in a scene (Rao et al., 2002). Even though the saliency
maps are a promissing model for visual attention, there are some drawbacks:
(1) Saliency maps are calculated on orientation, intensity and colour features, but it
is still unclear whether those features play a central role in the determination of
fixation locations. Recently, the saliency-based approach to visual attention has
received some empirical support: An eye movement study revealed a correlation
between the saliency map and a human fixation map, derived from participants’
eye movements when viewing natural and synthetic colour images (Ouerhani, von
Wartburg, Hu¨gli & Mu¨ri, 2003).
(2) Not only the stimulus (bottom-up information) but also the knowledge about scene
objects and meaning (top-down information) influences fixation positions. The top-
down factors for fixation location are insufficiently incorporated in the saliency-based
model of visual attention. Additionally, the direction of the initial saccade is influ-
enced by scene information perceived during the first fixation (Henderson, Weeks &
Hollingworth, 1999). Recent work applies accumulated statistical knowledge of the
visual features (Navalpakkam & Itti, 2006b) to tune bottom-up maps for optimal
target detection. In another work, the influence of bottom-up cues, task knowledge
and target influence on the guidance of attention are modelled in a biologically
plausible manner (Navalpakkam & Itti, 2005).
The single steps in the implementation of saliency maps are the topic of the following
sections, starting with the feature maps.
Feature Maps
As described above, the first step is the pre-attentive calculation of primitive image fea-
tures in a parallel manner over the entire visual field. In general, n = 3 primitive features,
i.e., intensity, colour and orientation are computed from the images resulting in 42 feature
maps. Similar to the feature integration theory (see Section 2.8.3), the single feature maps
represent different elementary features of a visual scene. The difference between the two
approaches is that the feature maps do not code the characteristics of a feature at the
corresponding image position, but rather the local conspicuity of the feature compared to
the sorrounding image regions.
As already mentioned in Section 2.5, the cells in the laterale geniculate nucleus (LGN)
and the primary visual cortex have an antagonistic receptive field. These cells detect
locations that stand out from their surround. In the saliency-based model, the center-
surround is implemented as the difference between fine and coarse scales. Computing the
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Figure 7.8: General architecture of the saliency-based model of visual attention (from Itti, Koch &
Niebur, 1998).
differences between several scales yields to a multiscale feature extraction. In the model,
eight spatial scales of the image are created using Gaussian pyramids, which progressively
low-pass filter and subsample the image. Thus, the following subsamples of the original
image are created: 288×200, 144×100, 72×50, 36×25, 18×13, 9×7, 5×4 and 3×2. Through
interpolation, a scaled image can be tranformed back into the original size. Interpolation
means in this context the enlargement of an image, in which missing image pixels are
calculated from the average of the surrounding image points. In the resized images, the
lack of information becomes apparent as blurring. At the same time, information about
the surrounding image region is coded at every image position. The size of this region
depends on the scaling factor: Higher scaling factors result in larger image regions.
By using intensity, colour, and orientation, altogether seven center-surround differ-
ences can be calculated: Contrast for bright-dark, red-green, blue-yellow, as well as edge
orientations of 0o, 45o, 900 and 135o. Each contrast calculation is performed for six different
scales: The pixel values of a center scale c ∈ {2, 3, 4} are compared to the corresponding
pixel in the surround at scale s = c + δ, with δ ∈ {3, 4}. A centre-surround calculation
between a centre of scale 3 and a surrounding of scale 7, for example, calculates the
contrast between a 3×2 centre and a 36×25 surrounding. The across scale difference, de-
noted by 	 in the following, consists of an interpolation to the final scale and subsequent
point-by-point substraction.
The calculation of the feature maps for intensity, colour and orientation are the subject
of the following sections.
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Intensity
First, an intensity image (I) is calculated from the red (R), green (G) and blue (B)
channels of the input image:
I = (R +G+B)/3.0 (7.10)
The intensity contrast models the neurons sensitive to either dark centers to bright sur-
rounds or bright centers to dark surrounds (see Section 2.5). It is computed as a set of
six maps I(c, s) with c ∈ {2, 3, 4} and s = c+ δ, δ ∈ {3, 4}:
I(c, s) = |I(c)	 I(s)| (7.11)
where 	 are the center-surround differences between a center (with a fine scale c) and a
surrounding with a coarse scale s.
Colour
The calculation of the colour saliency models the colour-opponent cells in the visual cortex
(see Section 2.5). Colour-opponent cells have an antagonistic centre-surround receptive
field (see Figure 2.10): Their centre is excited by one colour and inhibited by another and
an opposite reaction in the surround. Such opponencies exist for the red/green, green/red,
blue/yellow and yellow/blue colour pairs in the primary visual cortex. Thus, first four
broadly-tuned colour channels are created:
• Red: R = r − (g + b)/2
• Green: G = g − (r + b)/2
• Blue: B = b− (r + g)/2
• Yellow: Y = (r + g)/2− |r − g|/2− b
To account for the four colour-opponency pairs (see above), maps RG(c, s) and BY (c, s)
are created from the different scales of the red, green, blue and yellow colour channels:
RG(c, s) = |(R(c)−G(c))⊕ (G(s)−R(s))| (7.12)
BY (c, s) = |(B(c)− Y (c))⊕ (Y (s)−B(s))| (7.13)
where c ∈ {2, 3, 4} and s = c + δ, δ ∈ {3, 4}. The overall colour conspicuity map results
from a linear combination of the two colour-opponency maps.
Orientation
The orientation saliencies are calculated from the intensity image (I) by applying Gabor
Pyramids (O(σ, θ), where (σ ∈ [0..8]) is the scale and (θ ∈ 0o, 45o, 90o, 135o) are the
orientations. Gabor Filters are described in detail in Section 1.2.3. Thus, the different
orientation feature maps are calculated according to:
O(c, s, θ) = |O(c, θ)⊕O(s, θ)| (7.14)
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Integration of Different Feature Maps
In total, 42 feature maps are calculated: Six for intensity, 12 for colour and 24 for orienta-
tion. The integration of the different feature maps is carried out in three steps: The single
feature maps are first normalised. Then they are combined into three conspicuity maps
for intensity, colour and orientation. The three conspicuity maps are finally combined into
the overall saliency map (see Figure 7.8).
The values of the single feature maps are first normalised to the interval between 0 and
1, to adjust scale differences between the single features. Then, a second normalisation
(N) is applied to each feature map. The result of N is that feature maps with a small
number of peaks are promoted, whereas maps with a high number of comparable peaks are
suppressed (see Figure 7.9). This guarantees that high conspicuities in a few feature maps
are not overlapped by noise or low conspicuities in other maps (Itti, Koch & Niebur, 1998).
The normalisation N can be realised by applying a 2D Difference-of Gaussian kernel
(DoG) on the feature maps (Itti & Koch, 2001b). This filter intensifies local conspicuities
that differ clearly from their surroundings:
N2(K) = |K +DoG(K)− Cinh|≥0 (7.15)
where K is the feature map. Uniform local minima are inhibited by subtraction of the
constant Cinh. For maps scaled between 0 and 1, Cinh is set to 0.02 (Itti & Koch, 2001b).
The substraction can lead to negative values in the feature maps. By taking the absolute
value (|...|≥0), all negative values are set to zero. Reapplications of Equation 7.15 and
normalisation lead to a clear segregation of strong saliences in the feature maps. According
to Itti and Koch (2000), the convolution with the DoG is a coarse model for the activation
and inhibition processes in the cortex.
Figure 7.9: Normalisation of the feature maps (from Itti, Koch & Niebur, 1998). Feature maps with
a small number of peaks are promoted, whereas maps with a high number of comparable peaks are
suppressed.
Then, the single feature maps are combined into three conspicuity maps for intensity
(I¯), colour (C¯) and orientation (O¯) (see Figure 7.8). The combination of the single feature
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maps is implemented by across-scale addition (⊕) (by reducing each feature map to scale
four followed by a point-by-point addition). Similar features compete for saliency, whereas
different ones contribute independently to the overall saliency (Itti, Koch & Niebur, 1998).
This motivates the calculation of three single conspicuity maps and their individual nor-
malisation.
In the final step, the three conspicuity maps are normalised and linearily combined
into the overall saliency map S (see Figure 7.11):
S = wiN(I¯) + wcN(C¯) + woN(O¯) (7.16)
where wi, wc and wo are the corresponding weights for the single features, i.e., intensity,
colour and orientation. An increased saliency in a single feature map leads automatically
to an increase of the saliency in the overall map. The maximum in S defines the most
salient image region, to which the focus of attention should be directed. The most salient
regions are successively selected by a winner-take-all network (Itti, Koch & Niebur, 1998).
Figure 7.10: The first row shows the original image and its computed overall saliency map. The lower
row depicts the fixation map and the comparison map.
Human Fixation Map and Overall Saliency Map
The human fixation map is derived from the human eye movements recorded in the VBIR
experiment (see Section 6.1). It is calculated as described in Section 3.5.1.
The idea behind the saliency map model is, to compare the human fixation map,
based on the fixation information, with the saliency map computed by the visual attention
model. As described above, the three different conspicuity maps are linearily combined
into an overall saliency map (see Equation 7.16). Thereby, each (bottom-up) conspicuity
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map is associated with a set of (top-down) weights (wi, wc and wo). The top-down compo-
nent used derives knowledge from the human gaze patterns by iteratively determing the
feature weights for the single bottom-up maps (see Figure 7.12) that maximise the cor-
relation between the human fixation and the overall saliency map. Why is this top-down
component necessary? Pomplun (2006) investigated participants’ eye movements when
they had to find a previously shown small search target somewhere in a large display. He
demonstrated that in natural and complex displays, visual search is guided by top-down
control based on low-level search features. The low-level features considered were intensity,
contrast and predominant spatial frequency and orientation. This is also true for image
retrieval: Top-down factors influenced participants’ gaze patterns in the retrieval experi-
ment (see Section 6.1). For example, when participants gazed at the database images (see
Figure 6.7), they did not only look for striking regions but also tried to match them with
the information gathered from the query. Through the comparison of the overall saliency
map with the human fixation map, the model “integrates” the top-down information from
participants’ gaze patterns into the corresponding feature weights (wi, wc and wo).
Such an optimisation of the correletion between the human fixation and overall saliency
map by top-down information emphasises the attended regions more than the unattended
ones. Thus, important regions, i.e. those, who attract users’ attention, are faster detected.
Figure 7.11: General architecture of the saliency-based model of visual attention (from Navalpakkam
& Itti, 2006).
Analoguous to the Shannon entropy (see Section 4.6), the optimal weight combination
reflects the importance of each feature (i.e., intensity, colour and orientation) for the
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computation of the overall human attention distribution.
Figure 7.12: The triangle for choosing the different weights for the single conspicuity maps. The red dot
marks the weight combination wi = 50, wc = 50 and wo = 50.
Subjective Comparison
In order to evaluate subjectively the correlation between the human fixation map and the
overall saliency map, a comparision map is calculated (Ouerhani, von Wartburg, Hu¨gli &
Mu¨ri, 2004) (see Figure 7.10 and 7.13). This map uses the RGB colour triplet, where:
R = value of the human attentionmap
G = 0
B = value of the saliency map
Red regions indicate high human attention but low values in the saliency map. Blue
regions represent pixels with high values in the human fixation map, but low saliency
values. Magenta regions indicate correlated values in the human and saliency map.
Objective Comparisons
For an objective comparison of the human and saliency map, the correlation coefficient is
calculated according to:
ρ =
∑
(x,y)(Mh(x, y)− µh)(Ms(x, y)− µs)√
(
∑
(x,y)(Mh(x, y)− µh)2)(
∑
(x,y)(Ms(x, y)− µs)2)
(7.17)
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where µh and µs are the mean values of the human map (Mh) and saliency map (Ms),
respectively. The correlation is calculated for different saliency maps (Ms), resulting from
different weight combinations wi, wc and wo (see Equation 7.16).
Figure 7.13: The original image, its computed overall saliency map, the human and the comparison
map (from Ouerhani, von Wartburg, Hu¨gli & Mu¨ri, 2004).
7.3.2 Results of the Saliency Model
The results for the two example images (see Table 7.8 and 7.9) reveal that there are high
variations in the correlation values and slight differences in the optimal weighting scheme
between the single flower images. Nevertheless, the results demonstrate clearly the domi-
nance of the colour channel over intensity and orientation. In order to get high correlation
values between the human attention map and the corresponding overall saliency map, the
contrast should receive a weight above 70%. The optimal weight for intensity is between
10-30%, whereas the orientation should be associated with weights between 0-20%. Table
7.8 shows the correlation between the human fixation map and the overall saliency map
for different weight combinations in case of image 1225. The correlation values are quite
high, showing that there are strong similarities between the image regions receiving high
attention in the human fixation and overall saliency map. As can be seen from Figure
7.14 (b), participants preferably fixate the blossom (particularly the centre). Only little
attention is directed toward the background in the lower right area. The optimal weight
combination for image 1225, which shows the highest correlation to the human fixation
map, is (wi = 13, wc=85, wo=2) for intensity, colour and orientation. In the following, the
weight combinations are presented as a triple consisting of the weights for intensity, colour
and orientation. Also the combination (10,80,10) shows a quite high correlation. When the
weight for colour gets below 70%, the correlation drops significantly, for example in case
of (60,40,0). Figures 7.15 and 7.16 illustrate the differences in the overall saliency maps
when colour receives lower or higher weights, respectively. The single bottom-up con-
spicuity maps can be found in Figure 7.14. The colour map (see Figure 7.14 (d)) shows
high attention values for the whole blossom area, which reflect already the flowers’ shape.
Only a few attention blobs are located on the background. The results of the intensity and
orientation map on the other hand, show attention dots or edges as parts of the flower
borders. Here the intensity and orientation differences are most prevalent. A comparison
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Image Intensity (wi) Colour (wc) Orientation (wo) Correlation (ρ)
1225 13 85 2 0.611636700068136
1225 10 80 10 0.610202835010455
1225 0.33 0.33 0.33 0.52306031910075
1225 60 40 0 0.51497990818908
1225 5 20 75 0.319464429430311
Table 7.8: Correlation values between the human fixation map and the overall saliency map for different
weight combinations for image 1225.
of the single conspicuity maps with the human fixation map explains the dominance of
the colour feature: The overlap between areas of high attention in the human fixation and
the colour conspicuity map receives a maximum, leading to a high value for wc. Figure
7.14 shows also that the highligted areas in the conspicuity maps and the human fixation
map are restricted to the blossom. Thus, the correlation value is quite high.
Figure 7.14: The results of the saliency model for image 1225: (a) Original image, (b) average human
fixation map, (c) overall saliency map (10,90,0), (d) colour conspicuity, (e) intensity conspicuity and (f)
orientation conspicuity.
Table 7.9 shows the correlation values for different weight combinations for image
778. Compared to image 1225, the correlation values between the overall saliency map
and the human fixation map are smaller. The optimal weight combination is (0,95,5).
Other combinations with high correlation values are (0,100,0) and (0,90,10). Figure 7.17
depicts the human fixation map, as well as the different conspicuity maps for image 778.
Figure 7.17 (b) shows that humans fixate preferably the flower, especially the centre. In
the conspicuity maps on the other hand, the flower centre receives low attention values,
because it consists of a relatively homogeneous black area. The petals get high attention
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Figure 7.15: Saliency map of image
1225 (33,33,33).
Figure 7.16: Saliency map of image
1225 (30,65,5).
Image Intensity (wi) Colour (wc) Orientation (wo) Correlation (ρ)
778 0 95 5 0.318381874800017
778 0 80 20 0.316252777104215
778 5 75 20 0.314625101931079
778 33 33 33 0.267709029129873
778 5 20 75 0.187096944772978
Table 7.9: Correlation values between the human fixation map and the overall saliency map for different
weight combinations for image 778.
values for the colour feature. As can be seen from Figure 7.17, there are also blobs of high
attention in the background, especially for intensity and orientation. This is the reason
for the relatively low correlation value between the human fixation map and the overall
saliency map. Again, colour is the domimant feature. If the weight for colour gets below
70%, the correlation drops significantly, for example in case of (33,33,33).
Table 7.10 shows the optimal weight combinations and the corresponding correlation
values between the human fixation map and the overall saliency map for 20 images from
the start configurations (see Appendix A). The results confirm the results described above:
Colour is the most important feature. It should receive a weight of at least around 70%.
Intensity is the second important feature with weights between 10% to 30%. The least
important one for flower images is orientation with weights in the interval between 0%
to 20%. Table 7.11 show the mean and standard deviation for the single features (i.e.,
intensity, colour and orientation). The mean values reflect the importance of each feature.
As can be seen, the standard deviation for colour is quite high.
In Itti and Koch (2001b) different combination strategies for the single conspicuity
maps were evaluated using three databases of natural images. The result revealed the
poorest performance for the simple normalised summation of the single maps. In a second
approach, supervised learning was applied to determine an optimal weight combination
for the single conspicuity maps for a given class of images. This may model the biological
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Image Intensity (wi) Colour (wc) Orientation (wo) Correlation (ρ)
24 30 65 5 0.632158417917597
31 0 100 0 0.491966460761374
54 4 84 12 0.545164255921715
69 10 70 20 0.23002524418382
162 10 80 10 0.716476300530291
290 10 90 0 0.431393965465445
353 2 98 0 0.501885824190969
518 30 70 0 0.315872238099545
540 15 70 15 0.326719482928673
650 10 90 0 0.546680166589919
759 13 86 1 0.474625748653614
778 0 95 5 0.318381874800017
909 20 80 0 0.309693298472969
1221 15 70 15 0.288933133132566
1225 13 85 2 0.611636700068136
1463 4 82 14 0.311604358754086
1471 20 70 10 0.315201270810674
1582 5 90 5 0.335530208397559
1738 10 70 20 0.475792990358998
1891 2 98 0 0.282658332280641
Table 7.10: Correlation values between the human fixation map and the overall saliency map for the
optimal weight combinations for 20 images from the start configuration. The images are depicted in the
Appendix.
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Figure 7.17: The results of the saliency model for image 778: (a) Original image, (b) average human
fixation map, (c) overall saliency map (0,100,0), (d) colour conspicuity, (e) intensity conspicuity and (f)
orientation conspicuity.
Feature M SD
Intensity 11.15 8.7856
Colour 82.15 11.2075
Orientation 6.7 7.1532
Table 7.11: Mean (M) and standard deviation (SD) for the intensity, colour and orientation values
depicted in Table 7.10.
processes in animals when they are trained to detect a particular target. The application
of the supervised learning on a set of images depicting a red can photographed from
different viewpoints, revealed the dominance of the colour channel and a suppression of
the intensity and horizontal orientation channels. These findings correspond to the results
mentioned above. The disadvantage of supervised learning is that it leads to specialised
systems with poor generalisation abilities.
The results for the correlation, depicted in Table 7.8 and 7.9, are in correspondence to
those reported in Ouerhani, Wartburg, Hu¨gli and Mu¨ri (2004), who found high correlation
values around 0.6 for the best matches, whereas low matches between the human fixation
maps and the saliency maps result in correlation values around 0.1.
The comparison of the human fixation and the single conspicuity maps shows that the
attention distribution in the colour map reflects most closely that of the human fixation
maps. Intensity and orientation are less important. The framework implemented for this
model allows to investigate other features, which may be more relevant to model human
attention on natural flower images than intensity and orientation.
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Chapter 8
Conclusions and Outlook
In the preceding chapters, we have demonstrated how the consideration of users’ gaze
behaviour, obtained from eye tracking data, can significantly improve the retrieval perfor-
mance when searching for images in a flower database. By using an eye tracker as a rapid
and natural interface for relevance feedback, the search can be directed towards informa-
tion of increasing relevance and therefore leading to results that reflect closer participants’
interest.
In the Vision-Based Image Retrieval (VBIR) system developed in this thesis, the
user provides feedback through eye movements and mouse clicks. Semantically important
image regions receive much attention, manifested by a higher number of fixations and
increasing fixation durations. By increasing the weights for the locally calculated image
features of semantically important regions, more relevant images are retrieved in the next
retrieval step. The adequateness of the attention-based retrieval technique was evaluated
by comparing the VBIR with a standard Content-Based Image Retrieval (CBIR) system,
where the user provides feedback by clicking on the most similar images. In the CBIR
system, similar images are retrieved according to the distances in the globally calculated
features. In order to test the retrieval approaches on a set of eight queries, the number of
retrieval steps was limited to a maximum of 10 in the experiment.
Compared to the standard CBIR approach, participants retrieved more images using
the VBIR system. Additionally, the time to select the most similar image from the actual
set of retrieved images was shorter in the VBIR approach. The correspondence of the
retrieval results of both approaches to the users’ estimation of similarity, especially in
those cases, where the queries were not found, was evaluated with a second experiment.
In this experiment participants ranked the similarity between the retrieval results of both
approaches to the corresponding queries according to their subjective impression of simi-
larity. The empirical findings revealed significantly higher similarity values for the retrieval
results of the VBIR approach. This may be one reason for the longer reaction times in the
CBIR approach: When none of the retrieved images is similar to the query, participants
needed more time to come to a decision, because they had difficulties to find adequate
indications for their similarity ratings. Furthermore, participants’ subjective similarity es-
timations comply with objectively calculated feature distances, i.e., high similarity values
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correlate with small feature distances. Furthermore, once the participants navigated to a
set of dissimilar images, it was much more difficult in CBIR than in VBIR to return to
more similar images. The outcomes of the experiment also revealed major differences in
the results for the single query images of the eight start configurations: In general, the
CBIR approach shows good results, when the blossom is quite large and the background
is homogeneous. Here, the object features “dominate” the global feature vectors. In case
of small-sized blossoms and inhomogeneous backgrounds on the other hand, the VBIR
approach performs much better. With targeted gaze patterns, the important (local) fea-
tures can be “emphasised”, whereas unimportant ones can be “suppressed”. This leads
to better performances of the VBIR system compared to the CBIR approach, where the
unimportant information (noise) is part of the globally calculated image features.
This study confirmed that visual perception is a complex process below conscious
awareness (Pelz et al., 2000). Participants had difficulties to specify exactly their evalu-
ation criteria for image similarity. The majority evaluated image similarity according to
colour or shape information. Only when images were quite similar in regard to colour
and shape, they also considered background information or the overall image impression.
Therefore, introspective reports alone are of limited use to understand human similarity
decisions. In day-to-day tasks, such as estimating the similarity between image pairs, par-
ticipants tend to describe only large-scaled goals (for example, “search for a flower of the
same colour”). Details about the strategies applied to accomplish the day-to-day tasks
do not reach consciousness (Pelz et al., 2000). Thus, the monitoring of eye movements
during image retrieval allows to investigate the underlying processes of human similarity
evaluation.
Besides the implementation of a new approach to image retrieval, this thesis proposed
methods to calculate the optimal feature weights as well as to evaluate the quality of
the extracted image features. The Shannon entropy, calculated from the feature distance
histograms, revealed the dominance of colour for the retrieval of flower images. The self-
organizing map (SOM) arranges the images on a 2D grid according to their feature values:
Images with similar features are clustered, whereas those with dissimilar features are
scattered throughout the grid. Thus, two automatic techniques are available that allow
to compute the optimal weighting and to evaluate the features before system application.
In case of inconsistencies, optimisations can be developed, which again would have to be
tested. This repeating optimisation process is also one of the main ideas behind computer
simulations (see Section 7.1).
The knowledge from the experiments has been used to implement several image re-
trieval models. In the simplest CBIR model, the images are retrieved according to dis-
tances in the global image features. This model outperformed the participants’ retrieval
success in the experiment. This result clearly shows that humans apply, besides image
features, other similarity measures for the evaluation of flower images which are not suf-
ficiently reflected by the model’s parameters. An evaluation of the selection probabilities
for the single database images of the eight start configurations revealed that there are
commonalities among the different participants: In the majority of cases, the participants
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prefer one database image over the others. These findings led to the idea, to extend the
original CBIR model by a multi-layer perceptron (MLP) that approximates the preferences
in human similarity decision processes. Thus, the MLP was trained with similarity estima-
tions between flower pairs provided by several participants. These estimations were very
subjective: Some users evaluated the similarity according to features (especially colour or
shape), other considered also background information or a combination of different mea-
surements. Participants reported that the majority of flower pairs were quite different.
Furthermore, they had difficulties to find suitable indications for similarity ratings. Thus,
they often did not know how to position the sliders correctly and mostly assigned only
low similarity values. Because of these high variations, it is not possible to predict the
similarity estimations from one participant from the ratings of another. The MLP was
evaluated by comparing its similarity estimations for all image combinations of the start
configurations with the selection probabilities of the participants from the retrieval ex-
periment. The outcome revealed that the MLP cannot exactly replicate users’ similarity
estimations from the retrieval experiments, because of the high variations in participants’
similarity rankings.
Because of the partial correspondence of participants’ selection probabilities with the
MLP similarity estimations, the neural net was integrated in the original CBIR model to
choose the reference images from the actual retrieved set of database images. No query
from the start configuration could be found by the modified CBIR model within the
maximum of ten retrieval steps. The outcome of the model reflects closer the retrieval
performances of the participants in the experiment than does the original CBIR model.
But again, although the results are much better than those of the random model, the
modified model did also not simulate human retrieval performances satisfactorily. This
shows that the MLP did not correctly approximate users’ similarity estimations. The
reason is in the unsteadiness and variability of participants’ similarity estimations, which
cannot be handled by the classical MLP approach. A solution for these problems could be
accomplished through two improvements: For one, the classical MLP algorithm could be
optimised to better handle high variations in the input data. For another, the participants
should given better indications for providing similarity estimations, either by using more
heterogenous images or by introducing a reference value to which the similarity estimations
should be directed. This should lead to lower variances in humans’ similarity estimations,
which could be easier handled by an automatic learning algorithm.
The three VBIR models differ in regard to the weighting scheme for the single image
tiles. In the simplest model (SVBIR), the single tiles are weighted by a constant. In
the two other VBIR models, all tiles are either weighted by an attention value resulting
from the OOCVA approach (AVBIR) or by just considering the tiles with the highest
attention values (ATVBIR). The results are as expected: ATVBIR performed best with
regard to the average number of image steps required to find the query. The simplest
model found the highest number of images (six out of eight) but required nearly twice as
much retrieval steps to find all eight query images. AVBIR, which most closely reflects
the VBIR approach, retrieved five out of eight images.
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All in all, the results of the different retrieval models revealed that they can only
approximate the processes underlying image retrieval. These processes are so diverse and
subjective that they can hardly be expressed in an algorithmic form. Much more research
is necessary to better understand the processes underlying image retrieval and similarity
estimation so that (more adequate) models can be implemented that closer reflect human
behaviour. Here, the recording and analysis of human gaze patterns can provide helpful
insights into visual retrieval and comparison processes (“eyes are a window to the mind”).
A second model made use of the recorded eye movements in the retrieval experi-
ments. From the eye-movement data, human fixation maps were calculated. Furthermore,
three bottom-up (i.e., intensity, colour and orientation) maps were computed from the
images and linearly combined into a single overall saliency map. The model integrates
top-down information by iteratively determining the feature weights that maximise the
correlation between the human fixation and the overall saliency map (see Section 7.3.1).
The corresponding weights reflect the importance of the intensity, colour and orientation
features for the computation of the overall human attention distribution. The outcome
of the model revealed that there are high variations in the correlation values and small
differences in the weight combinations between the single flower images. Nevertheless, the
model demonstrates the dominance of the colour feature. In order to get a high corre-
lation between the human fixation map and the overall saliency map, it should at least
receive a weight of 70%. The optimal weight for intensity is between 10-30%, whereas the
orientation should be associated with weights in the interval from 0% to 20%.
This result substantiates the prominent role of the colour feature for the retrieval
of flower images, which is in accordance with the findings of Gegenfurtner and Rieger
(2000). A model that optimally describes human attention distribution when looking at
flower images should emphasise the colour features. Thus, not only salient points in the
flower images that preferable attract attention can be more easily detected, but also more
biologically motivated attention patterns could be investigated in more detail. A retrieval
system or model focussing on the colour component should therefore lead to a better
performance. These outcomes are conform with the results of the Shannon entropy, where
colour also received the highest emphasis (see Section 4.6).
The results of the saliency map model are also important for many industrial applica-
tions. For example, in Robotics and Computer Vision, saliency maps are used to detect
scene objects or to control stereo cameras. By using weight combinations for the single con-
spicuity maps that are derived from human attention patterns, more human-like machines
can be developed. These machines can then more closely imitate the effective human clas-
sification between foreground and background objects, maximising target detection speed.
Furthermore, under certain circumstances a complete generation of a world-model of the
environment can be avoided, in that only interesting parts of the image are analysed. This
results in a reduction of information enabling real-time image analysis even with photos
from complex environments.
Based on these promising results of the basic image retrieval scenario, which starting
points for further research on this paradigm seem to be most interesting and important?
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• Image database and image domains: The VBIR approach is tested on a homo-
geneous database of 2000 flower images. The focus on one image domain complicates
the retrieval process since the images are quite similar according to particular image
features. Even though there are many application areas with images from limited
domains (e.g., medical images), image collections are usually heterogenous (e.g.,
photographs from the last vacation). Thus, the techniques developed in this thesis
should be tested on a larger, more heterogeneous image database.
• Analysis of other gaze parameters: The eye tracker provides a lot of data that
enables predictions about refixations (as a measure of interest in the image), saccade
speed (decreases prior to image selection), pupil diameters (increases for hard-to find
images) and unconscious pre-attentive vision (Oyekoya, 2007). The consideration of
further parameters may lead to better and more reliable retrieval performances.
• Region-based subdivision of images: The task in this experiment was to find
the identical image in a set of 2000 flower images. In classical CBIR systems, the
user provides a query and the system retrieves all similar images from the database.
Here, a fixed subdivision of the image into 16 tiles is not adequate. A better and
more flexible approach would be to first extract the important regions and then to
weight the single regions according to their received attention.
• Variations in the display size: The retrieval scenario was designed to fit within a
screen resolution of 1024×768 pixel (31.3o×25.0o of visual angle). Thus, participants
could to some extent see image details in the visual periphery without the need to
focus on image regions that are of particular relevance. Various display sizes may also
yield different results. The images could be presented on a bigger computer screen or
a projection field, or fewer images could be displayed simultaneously. Then images
are of bigger size so that participants have to gaze at important image regions. This
would probably lead to even better retrieval results in the VBIR approach.
• Storage of relevance feedback: The eye movements and mouse clicks are not
stored in the VBIR system to continuously improve the retrieval performance. There-
fore, the system has to relearn the weighting for the different tiles for each retrieval
session. From the collected data a retrieval profile could be generated for each user
or image category. Since images from the same category show similar eye move-
ment patterns (Jaimes, Pelz, Grabowski, Babcock & Chang, 2001), the system can
learn from previous recorded data to improve its retrieval performance and to apply
retrieval techniques that are closer to human similarity requirements. There exist
already retrieval systems that remember relevant results of each query, for example
the iFind system (Lu, Hu, Zhu, Zhang & Yang, 2000).
• Flexible extensions: Ideal would be a system, where new images can be provided
by the user and easily be integrated into the database. This process usually re-
quires a recalculation of image features as well as the distances between all new
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images combinations in the database. This feature is not provided by traditional
systems. Furthermore, sometimes a randomly retrieved image should be added to
the actual set of retrieval results allowing the user to navigate out of a retrieval
loop. This technique is for example applied in the EyeVisionBot system (Scherffig
& Diebner, 2005).
Before the techniques described in this thesis can be applied in day-by-day applica-
tions, the eye-tracking technology has to be improved substantially. Although eye-tracking
techniques have made a significant progress over the last years, much smaller, cheaper and
more accurate devices are necessary in the near future. These smaller eye-tracking sys-
tems or small cameras embedded in screens or laptop lids record users’ eye movements
and enable a more natural human-machine interface. The application ranges for theses
systems will be manifold: Input assistance systems for handicapped people, natural op-
eration environment of computer systems, cataloguing applications and mobile phones.
The deeper study of eye movements and the possible application fields, as well as the
acceptance by users, will be of paramount importance for the development of future eye-
tracking systems. The tracking of the eyes in more natural environments establish better
insights in visual perception processes. This very promising research direction will attract
many activities over the next years.
Up-to-date, nobody uses CBIR systems for his or her private image collections, because
of their high expenses, non-intuitive handling and cumbersome installation. Hence, private
users apply image annotations or simple programs without retrieval facilities to manage
their image collections. A system which is widely applicable, extensible, easy to install
and provides an intuitive operation will attract users’ interest. Additionally, the subjective
differences in the perception of image content have to be considered: Simple statistical
analysis of eye movements, like clustering, summation and differentiation as user-relevance
feedback are insufficient for identifying interests and more robust methods are needed, i.e.,
machine learning techniques. Hereby, the spreading of more powerful computer hardware
allows to implement more complex and storage intensive applications.
Today we live in a cross-medial world. It is not sufficient for entrepreneurs to manage
images, audio, video or other media alone. Rather, the capturing, managing, storing,
preserving, conversion and delivering of different data is of higher concern. This led
to Enterprise-Content-Management Systems (ECMS), which provide these features as
all-in-one solutions or as single, stand alone packages. Thus, the future of CBIR systems
will not be as a stand-alone application, but rather as method combined with other
techniques like EMCS systems or Virtual Reality (VR).
This work has established many new insights in a wide and only recently established
research field of combining CBIR and eye-tracking techniques as relevance feedback for
image retrieval. The experimental results, as well as the different models for image re-
trieval can serve as a motivation for further research to investigate the cognitive processes
underlying image retrieval and similarity estimations. The first results are very promiss-
ing, but a lot of interesting research and hardware development is still waiting to be done.
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The outcome will be a better understanding of human behaviour and the development of
natural and intuitive human-machine interfaces.
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A.1 Query Images
(a) image0063 (b) image0626
(c) image0342 (d) image0715
(e) image0380 (f) image1431
(g) image1569 (h) image1600
Figure A.1: The eight query images which were randomly selected from the flower database.
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A.2 Attention Values for Query Images
(a) image0063 (b) image0626
(c) image0342 (d) image0715
(e) image0380 (f) image1431
(g) image1569 (h) image1600
Figure A.2: Attention images of the eight query images.
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A.3 Set 1
(a) image0063
(b) image0054 (c) image0610 (d) image0540
(e) image1918 (f) image1018 (g) image1221
Figure A.3: Start Configuration 1.
A.4 Set 2 225
A.4 Set 2
(a) image0626
(b) image1891 (c) image0909 (d) image0024
(e) image0427 (f) image0161 (g) image0338
Figure A.4: Start Configuration 2.
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A.5 Set 3
(a) image0342
(b) image1052 (c) image0290 (d) image1738
(e) image1971 (f) image0162 (g) image1107
Figure A.5: Start Configuration 3.
A.6 Set 4 227
A.6 Set 4
(a) image0715
(b) image0778 (c) image1317 (d) image0075
(e) image1962 (f) image0211 (g) image1471
Figure A.6: Start Configuration 4.
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A.7 Set 5
(a) image0380
(b) image0429 (c) image0353 (d) image1457
(e) image0650 (f) image0069 (g) image1133
Figure A.7: Start Configuration 5.
A.8 Set 6 229
A.8 Set 6
(a) image1431
(b) image0879 (c) image1463 (d) image1225
(e) image0356 (f) image0243 (g) image1965
Figure A.8: Start Configuration 6.
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A.9 Set 7
(a) image1569
(b) image1352 (c) image1930 (d) image1764
(e) image1582 (f) image0018 (g) image0759
Figure A.9: Start Configuration 7.
A.10 Set 8 231
A.10 Set 8
(a) image1600
(b) image1660 (c) image0917 (d) image0772
(e) image0518 (f) image1672 (g) image0031
Figure A.10: Start Configuration 8.
