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El diseño «cross-over» o alternativo,
también conocido como diseño conmutativo
o diseño cruzado, es un plan de investiga-
ción experimental en el que cada sujeto re-
cibe una secuencia de tratamientos en un or-
den determinado por la estructura del propio
diseño, con el objetivo de estudiar diferen-
cias entre los tratamientos individuales (Ar-
nau y Viader, 1991; Bishop y Jones, 1984;
Jones y Kenward, 1989; Senn, 1993). Así,
por ejemplo, en su expresión más simple,
que es el caso de dos tratamientos (A y B) y
dos períodos de respuesta (diseño 2x2), im-
plica asignar al azar a la mitad de la mues-
tra a la secuencia de aplicación de los trata-
mientos AB y a la otra mitad a la secuencia
BA, con el objetivo de comparar la respues-
ta bajo el tratamiento A con la respuesta ba-
jo el tratamiento B. La comparación se rea-
liza utilizando una estrategia intrasujeto, de
forma que cada participante actúa como su
propio control. Esto supone considerables
ventajas en relación con los diseños que uti-
lizan una estrategia de comparación intersu-
jeto, pero también comporta importantes in-
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convenientes (Greenwald, 1976; Jones y
Kenward, 1989; Jones y Lewis, 1995; Senn,
1993).  
Desde un punto de vista estadístico, la
principal ventaja de la estrategia intrasujeto
es que sustrae de la comparación cualquier
componente que se refiera a las diferencias
individuales, reduciendo la variancia de
error. Esto hace que precise de una muestra
mucho menor que un diseño intersujeto pa-
ra alcanzar la misma potencia en la detec-
ción de diferencias entre tratamientos. En
este sentido, puede decirse que los diseños
que utilizan la estrategia intrasujeto son más
económicos tanto desde el punto de vista de
las unidades experimentales, como de la
propia situación experimental. 
Los principales inconvenientes asociados
al diseño «cross-over», que se derivan del
hecho de que el mismo sujeto reciba más de
un tratamiento, se pueden agrupar en efec-
tos de período y «carry-over». El efecto de
período se refiere al cambio en la respuesta
atribuible meramente al hecho de que se
produzca en un momento determinado de la
secuencia experimental. Si el momento en
que se aplica el tratamiento produce dife-
rencias en las respuestas, la estimación del
efecto de los tratamientos estará confundida
con el efecto del período. A nivel metodoló-
gico el diseño «cross-over» controla esta
fuente de confusión incorporando la técnica
del contrabalanceo, y desde un punto de vis-
ta estadístico la considera en el momento de
estimar el efecto del tratamiento.
El «carry-over», también conocido como
efecto residual, se refiere a la prolongación
del efecto de un tratamiento más allá del pe-
ríodo de presentación. El objetivo del dise-
ño «cross-over» es medir el efecto del trata-
miento en el momento en que se administra,
de manera que se debe controlar la posibili-
dad de que la respuesta en un período esté
influida por el tratamiento administrado en
períodos precedentes. El principal procedi-
miento para eliminar este efecto pasa por in-
troducir períodos de reposo entre la aplica-
ción de los tratamientos. Además, el mode-
lo propuesto para el diseño «cross-over» in-
cluye el efecto de «carry-over», a diferencia
de los propuestos para otras concreciones
del diseño intrasujeto, como por ejemplo el
cuadrado latino (Arnau y Viader, 1991). En
realidad, cabe considerar el efecto de
«carry-over» como una de las explicaciones
posibles de una problemática más general
que es la interacción entre tratamientos y
períodos de presentación. Como señalan Jo-
nes y Kenward (1989, p. 5) «si bien en un
ensayo bien planteado la posibilidad de que
los tratamientos interactúen con los perío-
dos será pequeña, es claramente preferible
utilizar un diseño que permita detectar la in-
teracción y si es posible identificar si es el
resultado o no de un efecto de carry-over».
Cabe tener en cuenta que esta alternativa es
imposible en diseños «cross-over» 2x2, por-
que están confundidos los efectos de grupo,
los efectos de «carry-over» y la interacción
tratamientoxperíodo, de manera que sólo se
pueden estimar de manera imprecisa algu-
nos de estos efectos (véase Jones y Ken-
ward, 1989, cap. 2).
En general, cuando la variable depen-
diente del diseño se mide con una escala
métrica, el análisis se puede llevar a cabo
utilizando técnicas convencionales de Aná-
lisis de la Variancia (véase p.e. Arnau,
1995). Sin embargo, cuando las respuestas
que se analizan son binarias, a los inconve-
nientes estructurales citados en los párrafos
anteriores se les suma la carencia de una
propuesta de análisis consensuada debido,
en gran parte, a la falta de un marco distri-
bucional flexible, análogo a la distribución
normal multivariante para datos continuos.
Esta situación se pone de manifiesto en un
interesante trabajo de Kenward y Jones
(1992) en el que contrastan diferentes pro-
puestas para analizar respuestas binarias ob-
tenidas a partir de diseños intrasujeto. Una
de las conclusiones de este trabajo es que
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ninguna de las alternativas produce simultá-
neamente expresiones simples, en términos
de parámetros del modelo, para las distribu-
ciones conjunta, marginal y condicional de
las observaciones. Por otra parte, también se
pone de manifiesto que los diferentes proce-
dimientos de análisis son objeto de una ac-
tiva área de investigación a la que continua-
mente se incorporan nuevas propuestas.
Una de las líneas de investigación más pro-
metedoras es la relacionada con los métodos
de inferencia exacta, y entre sus desarrollos
más interesantes desde un punto de vista
aplicado se halla el programa LogXact
(Mehta y Patel, 1993).
El objetivo de este artículo es presentar
una propuesta para el análisis de diseños
«cross-over» con variables dependientes bi-
narias mediante el programa LogXact. En
primer lugar sintetizaremos las ventajas que
se derivan del análisis basado en modelos de
regresión logística condicional exacta, para
pasar posteriormente a ilustrar el uso de
LogXact a través de los datos de un estudio.
Enfoque condicional e inferencia exacta
Es frecuente que los diseños «cross-
over» se apliquen en muestras de reducido
tamaño y que existan combinaciones de res-
puesta con 0 efectivos (Jones y Kenward,
1989; Kenward y Jones, 1991). Ambos as-
pectos desaconsejan la utilización de algu-
nas propuestas de análisis de medidas repe-
tidas binarias como los modelos marginales
que utilizan métodos de estimación míni-
mo-cuadrática (Kenward y Jones, 1992).
Entre las alternativas basadas en métodos de
verosimilitud destacan los modelos de efec-
tos de sujeto que utilizan análisis condicio-
nal (Conaway, 1989). Uno de los aspectos
distintivos de estos modelos es el tratamien-
to que realizan de la estructura de depen-
dencia intrasujeto. En efecto, desde esta
perspectiva el grupo de totales de sujeto for-
man un estadístico suficiente para el grupo
de efectos de sujeto y son tratados como un
parámetro de perturbación, que se elimina
del análisis al condicionarlo sobre este esta-
dístico suficiente. Esta estrategia es apro-
piada para modelizar el cambio a nivel in-
trasujeto y evita el tener que realizar su-
puestos sobre la distribución aleatoria del
efecto de sujeto.
En la exposición que realizan Kenward y
Jones (1992) de este análisis condicional se
elimina el parámetro de sujeto, pero la vero-
similitud condicional restante puede conte-
ner otros parámetros de perturbación, como
por ejemplo efectos de período, y el análisis
se lleva a cabo con técnicas convencionales
de verosimilitud asintótica. En unos traba-
jos posteriores de Mehta y Patel (1993,
1995) centrados en la regresión logística,
proponen un paso adicional según el cual
todos los parámetros de perturbación son
condicionados y el análisis se realiza con
métodos exactos. 
LogXact es un programa diseñado espe-
cíficamente para realizar inferencia exacta
de los parámetros del modelo de regresión
logística. A continuación, ilustraremos el
proceso de ajuste del modelo condicional
mediante LogXact, pero antes haremos al-
gunas precisiones terminológicas relativas
al significado que se otorga al término «con-
dicional» en este contexto.
Es habitual denominar «regresión logísti-
ca condicional» a aquellos modelos en los
que las constantes específicas de estrato se
eliminan condicionándolas a su estadístico
suficiente. Sin embargo, en el contexto de
LogXact el uso del término condicional sin
mayor concreción es ambiguo dado que los
métodos exactos también son condiciona-
les. Para evitar confusiones, Mehta y Patel
(1993) proponen una doble distinción en
función del tipo de datos y del método de in-
ferencia. En función del tipo de datos dis-
tinguen el caso no estratificado del estratifi-
cado, englobando bajo este último término
aquellos datos que muestran algún tipo de
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apareamiento (artificial, natural o autoapa-
reamiento). Respecto al método de inferen-
cia distinguen entre inferencia máximo-ve-
rosímil incondicional, inferencia máximo-
verosímil condicional e inferencia condicio-
nal exacta. La aplicación LogXact tiene im-
plementados estos tres métodos de inferen-
cia y puede analizar datos estratificados y
no estratificados; utiliza máxima verosimili-
tud incondicional para analizar datos no es-
traficados, máxima verosimilitud condicio-
nal para analizar datos estratificados y mé-
todos condicionales exactos para analizar
ambos tipos de datos.
Análisis de un diseño «cross-over» con
LogXact
Ilustraremos el uso de LogXact para ana-
lizar diseños «cross-over» a partir de una in-
vestigación sobre los factores que modulan
la decisión de usar precauciones en situa-
ciones reales de riesgo (Portell, 1995). El
estudio se efectuó con profesionales de en-
fermería expuestos al riesgo de infección
por VIH, y la decisión objeto de estudio era
la de seguir las precauciones universales al
atender a pacientes cuyo estado en relación
con el VIH les era desconocido.
Uno de los objetivos era evaluar el efec-
to de las expectativas del profesional relati-
vas al estado del paciente, sobre la decisión
de adoptar precauciones. La hipótesis de
partida es que los profesionales sanitarios
modifican su preferencia por la protección
según las expectativas de que el paciente
sea de mínimo o de máximo riesgo. Para es-
tudiar experimentalmente esta hipótesis, la
variable expectativa (variable independien-
te) se operativizó mediante estímulos gráfi-
cos representativos de los niveles que se
pretendían estudiar. Cabe destacar que la in-
vestigación incorporaba un procedimiento
encaminado a garantizar que, para cada par-
ticipante, los estímulos utilizados fueran re-
presentativos del nivel nominal de interés
(véase Portell, 1995). En función del objeti-
vo y de la hipótesis planteados se consideró
que la estrategia de comparación intrasujeto
era más adecuada que la intersujeto y se op-
tó por un diseño «cross-over», realizando un
contrabalanceo completo intersujeto, que
permitiera sistematizar el estudio del efecto
de período y evaluar la hipótesis de igual-
dad de los efectos de «carry-over».
La Tabla 1 contiene los datos que se ana-
lizarán con el modelo de regresión logística
condicional exacta. La variable indepen-
diente es la expectativa con tres categorías:
mínima (A), máxima (B) y no precisada
(C). La variable dependiente se ha definido
con dos categorías: usar precauciones (1) y
no usar precauciones (0). Así pues, existen
6 secuencias de tratamiento y 8 patrones de
respuesta posibles. La muestra inicial estaba
formada por 24 sujetos, que se asignaron al
azar a las seis secuencias de tratamiento re-
alizando una división equilibrada cada 6 in-
dividuos.
Los datos de la Tabla 1 presentan dos
problemas que son habituales en los diseños
«cross-over» y limitan las posibilidades en
el momento de escoger una estrategia de
análisis. Por una parte, el ligero desequili-
brio que se observa en el número de sujetos
por secuencia de tratamiento, como conse-
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Tabla 1
Número de sujetos por grupo y patrón
de respuesta
Grupo Patrones de respuesta
(secuencia
tratamiento) 000 001 010 011 100 101 110 111 Total
1 (A-B-C) 1 1 0 1 0 0 1 0 04
2 (A-C-B) 0 3 0 1 0 0 0 0 04
3 (B-A-C) 2 0 0 0 1 0 1 0 04
4 (C-A-B) 0 2 0 0 1 0 0 0 04
5 (C-A-B) 0 3 0 1 0 0 0 0 03
6 (C-B-A) 2 0 1 1 0 0 0 0 04
Total 5 9 1 4 2 0 2 0 23
cuencia de la pérdida de uno de los partici-
pantes asignados al grupo 5. Por otra parte,
el gran número de secuencias de respuesta
con 0 efectivos, y la ausencia total de efec-
tivos en dos de las ocho secuencias (101 y
111). 
Para evaluar si la decisión varía en fun-
ción del nivel de expectativa, se incluye la
expectativa, medida con una escala nomi-
nal, como la principal variable en un mode-
lo de regresión logística condicional. Ade-
más de esta variable con tres categorías, se
incluye un factor período y un factor «carry-
over» con dos grados de libertad cada uno.
De acuerdo con la lógica del análisis condi-
cional, en este modelo cada sujeto se consi-
dera como un estrato que contiene su se-
cuencia de respuestas, una para cada perío-
do de observación. En este sentido se asume
que las observaciones del mismo sujeto son
condicionalmente independientes dado el
efecto de estrato. De esta forma el modelo
de partida que se estimará con LogXact es:
siendo γi el efecto de estrato para el sujeto i;
x1ij es una variable ficticia que toma valor 1
si el estímulo de mínimo riesgo se presenta
al sujeto i en el período j y valor 0 en cual-
quier otro caso; x2ij es una variable ficticia
que toma valor 1 si el estímulo de máximo
riesgo se presenta al sujeto i en el período j
y valor 0 en cualquier otro caso; x3ij es una
variable ficticia que toma valor 1 si el perí-
odo j es el primero y 0 en cualquier otro ca-
so; x4ij es una variable ficticia que toma va-
lor 1 si el período j es el segundo y 0 en
cualquier otro caso; x5ij es una variable fic-
ticia que toma valor 1 si la expectativa pre-
sentada en el período j-1 es la mínima; x6ij
es una variable ficticia que toma valor 1 si
la expectativa presentada en el período j-1
es la máxima. Técnicamente es posible am-
pliar este modelo incluyendo la interacción
períodoxtratamiento o el «carry-over» de
segundo orden (para profundizar en la defi-
nición de estos factores adicionales se pue-
den consultar los textos de Jones y Ken-
ward, 1987, 1989). En este ejemplo nos cen-
traremos únicamente en los seis parámetros
incluidos en el modelo (1).
La parte izquierda de la Figura 1 ilustra
la estructura que debe tener la matriz de da-
tos para ajustar este modelo con LogXact.
Como se puede observar las tres respuestas
emitidas por cada sujeto se introducen como
una única variable (RES), incluyendo ade-
más el identificador de caso (CASO) que se
utilizará para realizar la estratificación. Asi-
mismo, dentro de cada estrato se debe espe-
cificar el valor que toman los factores ex-
pectativa (EXP), período (PER) y «carry-
over» (CO). Los tres niveles de expectativa
(A, B y C) y los tres períodos se han codifi-
cado con 1, 2 y 3. El «carry-over» se ha co-
dificado con 0 si la observación ocurre en el
primer período, 1 si ha estado precedida por
la expectativa A, 2 si ha estado precedida
por la expectativa B y 3 si ha estado prece-
dida por la expectativa C. A partir de esta
información se puede interpretar fácilmente
el contenido de la primera tabla de la Figu-
ra 1: los tres primeros registros correspon-
den al sujeto 1 que se ha asignado a la se-
cuencia BAC y ha respondido con el patrón
100, mientras que los tres últimos registros
corresponden al sujeto 23 que se ha asigna-
do a la secuencia ABC y ha respondido con
el patrón 110.
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log
π ij
l − π ij



 = γ i + βl xlij + β2 x2ij + β3x3ij + β4 x4ij + β5x5ij + β6x6ij           (1)
Figura 1. Matriz de datos estratificados y codificados
respecto a una categoría de referencia.
En la segunda tabla de la Figura 1 se de-
talla la descomposición de los factores ex-
pectativa, período y «carry-over» en varia-
bles ficticias codificadas respecto a la últi-
ma categoría (categoría de referencia). Así,
la expectativa y el período con tres catego-
rías se descomponen en las variables ficti-
cias EXP1, EXP2 y PER1, PER2, respectiva-
mente. Por su parte, el «carry-over», defini-
do como un factor con cuatro niveles, se
descompone en las variables ficticias CO0,
CO1 y CO2. Obsérvese que CO0 coincide con
PER1; es decir, el primer nivel del factor
«carry-over» que representa la ausencia de
tratamiento precedente coincide con el pri-
mer nivel del factor período. Por este moti-
vo, cuando se incluye el factor período y el
factor «carry-over» en el modelo, se obtiene
la matriz de rango máximo excluyendo la
variable ficticia CO0 del análisis.
No es preciso que la matriz de datos que
se introduce en LogXact contenga las va-
riables ficticias EXP1, EXP2, PER1 y PER2,
puesto que el programa las puede crear au-
tomáticamente con el mandato «factor».
Sin embargo, en el caso del «carry-over»
no se puede utilizar este mandato porque lo
descompondría en tres variables ficticias,
sin la posibilidad de excluir la CO0. Así
pues, en este caso particular la matriz de
datos debe contener las variables CO1 y
CO2, correspondientes a los dos grados de
libertad del factor «carry-over» que intere-
sa analizar. La Figura 2 contiene la estruc-
tura de la matriz de datos a introducir jun-
to con los mandatos LogXact para definir-
la. Los dos primeros (st y re) definen la va-
riable de estratificación y la repuesta. El
mandato fa indica que las variables expec-
tativa y período son categóricas. Finalmen-
te, el mandato mo expresa el modelo a es-
timar. Después de estas especificaciones la
significación de los diferentes factores del
modelo se obtiene con el mandato te ex y la
estimación de los parámetros con el man-
dato es ex.
La Figura 3 presenta la significación de
la hipótesis nula de ausencia de efecto de
expectativa (H0: β1 = β2 = 0),  de período
(H0: β3 = β4 = 0) y de carry-over (H0: β5 =β6 = 0). La parte superior del listado inclu-
ye la especificación del modelo ajustado, el
número de estratos informativos (Informtve
Strata), el número de observaciones que en-
tran en el análisis (Obs), el número de com-
binaciones distintas de covariables en el
grupo de datos (Groups) y el estadístico de
razón de verosimilitud correspondiente al
modelo completo (Liklihd Ratio Stat). Para
comprender los tres primeros valores que
aparecen en el listado, es preciso señalar
que el tratamiento de la estructura de de-
pendencia intrasujeto que realiza el análisis
condicional comporta excluir las secuencias
de respuesta que no reflejan preferencia por
alguno de los tratamientos (secuencias 000
y 111). Así, en los datos de nuestro ejemplo
existen 5 casos cuya secuencia de respues-
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Figura 2. Estructura de la matriz de datos y mandatos
LogXact.
Figura 3. Modelo de regresión logística 1.
tas es 000, de manera que el número de es-
tratos informativos es 23-5=18 y el número
de observaciones y de grupos es 18x3=54.
LogXact presenta el valor de los estadís-
ticos de las pruebas de razón de verosimili-
tud, de Wald y de tasa de discriminación pa-
ra cada uno de los factores, pero a diferen-
cia de los que se utilizan en análisis no es-
tratificados, en este caso se derivan de una
función de verosimilitud condicional de for-
ma que no se pierden grados de libertad pa-
ra estimar el efecto específico de estrato.
Junto a cada uno de ellos se indica el co-
rrespondiente grado de significación asintó-
tico derivado de una distribución de χ2 con
dos grados de libertad.
LogXact ofrece dos posibilidades para
realizar la prueba exacta: la tasa de discri-
minación condicional exacta (Qsc) y la pro-
babilidad condicional exacta; siguiendo las
recomendación de los autores del programa
hemos seleccionado la primera (Mehta y
Patel, 1993, p. A-15). Los grados de signifi-
cación exactos que aparecen en el listado se
basan en la suma de las probabilidades de
todos los valores de la distribución de per-
mutaciones del estadístico suficiente cuya
tasa de discriminación condicional iguala o
supera el valor del estadístico qsc observado.
Examinando los resultados aportados por
las pruebas exactas de la Figura 3 podemos
concluir que el efecto de la expectativa
(P=0.004) y del período (P=0.026) son sig-
nificativos, mientras que el efecto del
«carry-over» (P=0.89) es no significativo. 
Los resultados anteriores nos inducen a
ajustar un nuevo modelo excluyendo los tér-
minos β5 y β6 correspondientes al «carry-
over». Los resultados obtenidos indican que
en este caso tanto el efecto de la expectativa
(P=0.001) como el del período (P=0.027)
siguen siendo significativos  (ver Figura 4). 
La parte inferior de la Figura 4 contiene
la estimación de los parámetros del modelo
reducido. LogXact proporciona dos tipos de
estimación para cada uno de los parámetros.
En primer lugar presenta el resultado del
método asintótico, que es la estimación má-
ximo-verosímil derivada de una función de
verosimilitud condicional, acompañada del
error estándar, el intervalo de confianza y el
grado de significación. En segundo lugar el
programa proporciona la estimación basada
en métodos de inferencia exactos. La esti-
mación puntual del parámetro que se inclu-
ye dentro de este bloque se puede obtener
por dos vías. La primera se basa en la maxi-
mización de la función de verosimilitud
condicional, pero a diferencia de la estima-
ción que se incluye dentro de la aproxima-
ción asintótica, en este caso el condiciona-
miento se realiza sobre los estadísticos sufi-
cientes de todos los parámetros, y no única-
mente sobre los estadísticos suficientes de
las constantes específicas de estrato. La se-
gunda vía consiste en la estimación puntual
de la mediana insesgada (MUE) y se presen-
ta cuando no es posible maximizar la fun-
ción debido a que el estadístico suficiente
de la β que se pretende estimar está situado
en uno de los extremos de su rango. Mehta
y Patel (1993, p. A-17) advierten que esta
última estimación se debe interpretar con
cautela, y que en el caso de que no se pueda
obtener una estimación máximo-verosímil
el peso de la interpretación recaiga sobre la
estimación por intervalo. Junto al valor de la
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Figura 4. Modelo de regresión logística 2.
estimación puntual se presenta el intervalo
de confianza exacto y el grado de significa-
ción asociado a la hipótesis nula ßk=0.
Para poder interpretar los resultados de la
estimación es conveniente transformar los
valores  β y los límites de sus correspon-
dientes intervalos de confianza (IC95%) en
términos de razones de odds (esta operación
la puede realizar automáticamente Log-
Xact). A continuación se indican los resul-
tados de esta transformación para los valo-
res de la estimación exacta: 
β1 ➔ O^ R = e1.1 = 3.01  (IC95%: 1/2 a 32.8)
β2 ➔ O^ R = e2.97 = 19.4  (IC95%: 2.2 a 961)
Globalmente estos resultados no contra-
dicen la hipótesis planteada sobre el efecto
de la expectativa, después de ajustar por el
efecto de período. Así, β indica que en la si-
tuación de expectativa máxima la decisión
de adoptar precauciones es 19.4 veces ma-
yor que en la situación en la que la que el
profesional no tiene indicios para formarse
expectativas sobre la posibilidad de que el
paciente sea VIH+ (IC95% de OR: 2.2 a
961). Sin embargo, a partir de los valores
asociados a β1 no se observa una reducción
significativa de la decisión de adoptar pre-
cauciones cuando el sujeto se enfrenta a una
situación en que la expectativa de riesgo es
mínima, respecto a cuando se enfrenta a una
situación en la que no puede precisar el es-
tado del paciente (IC95% de OR: 1/2 a
32.8).
Conclusión
El análisis de variables dependientes ca-
tegóricas en diseños intrasujeto constituye
una activa área de investigación, que en los
últimos años ha generado numerosas pro-
puestas (cfr. Kenward y Jones, 1992). Los
diseños «cross-over» con variables depen-
dientes binarias constituyen un caso particu-
lar de esta problemática, y en este artículo
hemos abordado su análisis desde una pers-
pectiva eminentemente aplicada, presentado
un procedimiento accesible mediante un
«software» comercial.
La estrategia de análisis implementada
en LogXact permite superar algunas de las
limitaciones asociadas a otras estrategias
para analizar diseños «cross-over» con va-
riables binarias (Jones y Kenward, 1989 y
Kenward y Jones, 1992). Así, por ejemplo,
algunas alternativas de uso común como los
modelos marginales son poco aconsejables
cuando el tamaño de la muestra no es muy
grande y existen múltiples casillas con 0
efectivos. Estos problemas se pueden supe-
rar con el modelo condicional exacto imple-
mentado en la aplicación LogXact. Tal co-
mo muestran Mehta y Patel (1993, 1995) a
través de diferentes ejemplos, el método de
inferencia exacto utilizado por LogXact
ofrece estimaciones estadísticamente váli-
das en situaciones en las que los métodos
asintóticos de máxima verosimilitud se
muestran deficientes.
Hasta ahora sólo hemos destacado las
ventajas asociadas al modelo de regresión
logística condicional exacta, pero también
presenta algunas limitaciones. En este sen-
tido cabe mencionar la pérdida de informa-
ción intersujeto como resultado del proceso
de condicionamiento. El hecho de que el
modelo considere únicamente la informa-
ción intrasujeto implica que las inferencias
que se obtienen son específicas de sujeto.
Si bien esto no impide realizar investiga-
ciones válidas sobre el efecto de un trata-
miento, Kenward y Jones (1991, p.1617)
señalan que «para poder explorar las impli-
caciones completas de estas inferencias en
un sentido de promedio poblacional es ne-
cesario hacer uso de la información intersu-
jeto». Esto implica introducir alguna distri-
bución para los parámetros de sujeto o mo-
delizar directamente los efectos marginales,
y ambas alternativas presentan problemas
cuando las muestras son de tamaño peque-
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ño o moderado y se utilizan diseños con
más de dos grupos de secuencias y/o más
de dos períodos de tratamiento (diseños de
alto orden).
Como ya hemos repetido en diversos
puntos de la exposición, el problema que se
ha planteado en este artículo entronca con
un área de investigación que se halla en
permanente desarrollo. Hasta hace pocos
años los métodos de inferencia exacta no se
consideraban una opción práctica por las
enormes dificultades de orden computacio-
nal que comportaban. Los avances en la al-
gorítmica estadística combinados con la fa-
cilidad para disponer de ordenadores po-
tentes ha cambiado totalmente el panorama
y todos los indicios sugieren que esta ten-
dencia irá en aumento. Esperemos que por
esta vía se vayan aportando soluciones
prácticas a los múltiples problemas de aná-
lisis estadístico que se presentan en Cien-
cias de la Salud. 
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