The document proposes a new entropy-based approach for estimating the parameters of nonlinear and complex models, i.e. those whose no transformation renders linear in parameters. Presently, for estimating such class of functions, various iterative technics like the GaussNewton algorithm are applied and completed by the least square methods approaches. Due to conceptual nature of such methods, denitely estimated functions are dierent from the original nonlinear one and the estimated values of parameters are in most of cases far from the true values. The proposed approach, being related to the statistical theory of information, is very dierent from those so far applied for that class of functions. To apply the approach, we select a stochastic non-homogeneous constant elasticity of substitution aggregated production function of the 27 EU countries which we estimate maximizing a non-extensive entropy model under consistency restrictions related to the constant elasticity of substitution model plus regular normality conditions. The procedure might be seen as an attempt to generalize the recent works (e.g. Golan et al. 1996) on entropy econometrics in the case of ergodic systems, related to the GibbsShannon maximum entropy principle. Since this nonlinear constant elasticity of substitution estimated model contains four parameters in one equation and statistical observations are limited to twelve years, we have to deal with an inverse problem and the statistical distribution law of the data generating system is unknown. Because of the above reasons, our approach moves away from the normal Gaussian hypothesis to the more general Levy instable time (or space) processes characterized by long memory, complex correlation and by a convergence, in relative long range, to the attraction basin of the central theorem limit. In such a case, fractal properties may eventually exist and the q non extensive parameter could give us useful information. Thus, as already suggested, we will propose to solve for a stochastic inverse problem through the generalized minimum entropy divergence under the constant elasticity of substitution model and other normalization factor restrictions. At the end, an inferential condence interval for parameters is proposed. The output parameters from entropy formalism represent the long-run state of the system in equilibrium, and so, their interpretation is slightly dierent from the ceteris paribus interpretation related to the classical econometrical modeling. The approach seems to produce very ecient parameters in comparison to those obtained from the classical iterative nonlinear method which will be presented, too. 
Tsallis entropy and low frequency series econometric model
This document considers that the Tsallis entropy should remain, even in the case of low frequency series, a precious device for econometrical modeling since outputs provided by the GibbsShannon entropy approach correspond to the Tsallis entropy limiting case of the Tsallis q-parameter equal to unity. Another maybe more pertinent argument in favor of applying the Tsallis non--extensive entropy approach could result from the fact that a number of complex phenomena involves the long range correlations which, in particular, can be seen when data are timely scaled-aggregated [1, 2] . This could probably be owing to interaction nature between the functional relationships describing the involved phenomena and the inheritance properties of a power law (PL), or can be depending on their non-linearity. Delimiting the * e-mail: sbwanakare@wsiz.rzeszow.pl threshold values for a PL transition towards the Gaussian structure (or to the exponential family law) as a function of data frequency level, is dicult since each phenomenon may display its own rate of convergence if any, towards the central theorem limit attractor.
The next source of statistical concern may come from the systematic errors owing to the statistical data collecting and processing. Such a situation eventually could lead to tail queues distribution, too. Thus, a systematic applying of the ShannonGibbs entropy approach in the above cases even on a basis of annual data could be misleading and lead to instable solutions, in the above yet bad known situations. In reverse, since the non-extensive
Tsallis entropy generalizes the exponential family law [3] , the q-Tsallis entropy methodology ts well to the high or low frequency series. Furthermore, among the class of a few types of higher-order entropy estimators able to generalize the Gaussian law, the Tsallis non-extensive entropy presents the additional valuable quality of concavity then stability, along the existence interval characterizing most of the real world phenomena. As far as the q-generalization of the KullbackLeibler (KL) rela-
503 tive entropy index is concerned, the latter conserves the same basic properties as the standard KL entropy and can be used for the same purpose [4] .
Finally, as a consequence of the above reasoning, the 
or one of its generalized forms as
where 3. q-Generalization of the KL relative entropy and constraining problems
The KullbackLeibler index of information divergence † [7] can be straightforwardly q-generalized as follows [4, 8] :
in discrete case.
I q (p, p 
A generalized non-extensive entropy econometric model
This paragraph applies the results of Golan et al. [12] and some other authors, e.g. [6] , who have proposed to reparameterize the moment constraints of the model, while argument in criterion function is already explained in probability form. We need to transform variables of constraining the generalized linear model into weight--probabilities over a support point space dening each of the original random parameter. For the clarity of notations, let us present details of the below reparameterized † See for e.g. Kullback (1968) for rich denition of this index and its connection with Bayesian formalism. ‡ However, for computational reasons, we have denitely opted in this document for applying the CuradoTsallis (CT) constraints [11] 
where β values are not necessarily constrained between 0 and 1. The variable ε is an unobservable disturbance term with a nite variance. As in classical econometrics, variable Y represents the system whose image must be recovered, and X stands for a vector of covariates related to the system by unknown parameters β with unobservable disturbance ε to be estimated through observable error components e. If we treat each β k (k = 1 . . . K)
as a discrete random variable with compact support [2] and 2 < M < ∞ possible outcomes, then we can express β k as
where p km is the probability of outcome v km and the probabilities must be non-negative and sum up to one.
Similarly, by treating each element e i of e as a nite and discrete random variable with compact support and 2 < M < ∞ possible outcomes centred around zero, we can express e i as
where r n is the probability of outcome z n on the support space j. We will use the commonly adopted index n, 
subject to improve the quality estimated parameter, the additional a priori information can be added to (8) (12) . In the case of a CES model, economic theory exists to helping to predict the sign value variation domain for each parameter. Then we get 0 ≤ α = Ga < ∞, (13) −1 ≤ ρ = Zp ≤ ∞, (14) 0 ≤ δ = T b ≤ 1, 
Parameter condence area
In this paragraph we will propose an inference information index s(a j ) as an equivalent to a standard parameter error measure in the case of classical econo-metrics.
Equivalent of determination coecient R 2 will be proposed too under the entropy symbol S(Pr).
The departure point is that the maximum level of entropy-uncertainty is reached when the non-relevant information-moment constraints are enforced. This leads to a uniform distribution of probabilities over the k states of the system. As we add each piece of informative data in the form of a constraint, a departure from the uniform distribution will result, which means an uncertainty shrinkage.
Thus, the value of below proposed S(Pr) should reect, for the whole model, a global departure from the maximum uncertainty.
Let us follow formulations in [12] and propose a normalized non-extensive entropy measure of s(a j ) and S(Pr). In such an instance we have for two both systems the maximum entropy equal to
and
In Eq. (17) n varies with the number of the support space data points and the number of observations of the model.
We propose below a normalized entropy index in which the numerator stands for the calculated entropy of the system and the denominator displays the highest maximum entropy as shown above (Eqs. (16) and (17)):
with j varying from 1 to J (the number of parameters of the system) and i belonging to M (the number of support space points), with M > 2. The total number micro-states is obtained by multiplying the number of model parameters J by the number of support space points M with M > 2. Then s(a j ) reports precision on the estimated parameters. Equation (19) reects the non-additivity Tsallis entropy property for two independent systems. The rst term S(p) is related to the parameter probability distribution and the second S(r) to the error disturbance probability
where
S(Pr)
is then the sum of the normalized entropies related to the parameters of the model S(p), and to the disturbance term S(r). Likewise, the latter value S(r) is derived for all observations n, with 
Model outputs and discussion
This paragraph presents the model outputs in the case of the EU (27 countries) aggregated value added (VA t ) by the labour (L t ) and capital (K t ) components. The observed data cover twelve years period and are presented in Table I . We use a code General algebraic modelling system (GAMS) and the solver Minos5 to compute the model. . This higher bound is proposed because in this problem when q converges to 7/3 (see Fig. 3 , point 25 on x-axis), CV reaches the global minimum over a convex space minimizing the considered criterion function.
This corresponds to the best estimates of the model. We −5.5 and +5.5. The same prior space has been retained for the error disturbance but vary between −3 and +3, so as to conform it to the three sigma rule related to the Chebyshev inequality [14] . Both spaces are symmetric around zero, which prevents from bias of the estimated parameters. In the two component criterion function (Eq. (8)), we have retained a weight of 5% for the random disturbance. However, we have noticed the minimum error point of 7/3 to be less sensitive to weights.
Parameter outputs of the Tsallis relative entropy model
The parameters output of the Tsallis relative entropy model are given in Table II. 
Nonlinear LS estimation outputs
In the case of the traditional nonlinear least square methods, Eq. (1) has rst to be linearized using the Mac Lauren development, and next we apply the LS approaches [15] (Table III) . 
