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We introduce one scalar function f of a complex variable and
ﬁnitely many parameters, which allows to represent all solutions
of the so-called hypergeometric system of Okubo type under the
assumption that one of the two coeﬃcient matrices has all distinct
eigenvalues. In the simplest non-trivial situation, f is equal to the
hypergeometric function, while in other more complicated cases
it is related, but not equal, to the generalized hypergeometric
functions. In general, however, this function appears to be a new
higher transcendental one. The coeﬃcients of the power series of
f about the origin can be explicitly given in terms of a generalized
version of the classical Pochhammer symbol, involving two square
matrices that in general do not commute. The function can also
be characterized by a Volterra integral equation, whose kernel is
expressed in terms of the solutions of another hypergeometric
system of lower dimension.
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0. Introduction
Following K. Okubo [12] et al., the linear system of ordinary differential equations of the form
(A0 − t)y′ = A1 y, A0, A1 ∈ Cn×n, (0.1)
is usually referred to as the hypergeometric system of Okubo type. The reason for this name is that in
the smallest non-trivial situation of n = 2, and assuming that A0 is diagonalizable, one can compute
a fundamental solution for this system in terms of hypergeometric functions; for this, one may re-
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matrices A0, A1, one may compute n−1 linearly independent solutions in terms of generalized hyper-
geometric functions [1]. More work in this direction has been done in papers by T. Yokoyama [19–21],
Y. Haraoka [5], Haraoka and Yokoyama [6]. Even earlier, T. Sasai [15] showed in dimension n = 4 that
certain cases occur which have solutions related to Appel’s function F3. In general, however, the solu-
tions of this system are believed to be “new” higher transcendental functions. Their global behaviour
as well as their relation via Laplace transform to the conﬂuent hypergeometric system (see below) have
also been investigated by other authors, among them Balser, Jurkat, and Lutz [3,4], M. Kohno [7–10],
Kohno and Yokoyama [11], Okubo and Takano [13], Okubo, Takano, and Yoshida [14], and R. Schäfke
[16–18].
While a system of the form (0.1) certainly is interesting enough in its own right, it also is impor-
tant because of its intimate relation, via Laplace transform, with the system
zx′ = (zA0 + A1)x. (0.2)
It has been shown by R. Schäfke [18] that the two systems also are related by means of a conﬂuence
process, and therefore we refer to (0.2) as the conﬂuent hypergeometric system. This system has a
singular point of Poincaré rank r = 1 at inﬁnity, and thus formal solutions will, in general, diverge,
but are multisummable in the sense of J. Ecalle.
In this article we investigate the systems (0.1) resp. (0.2) under the sole assumption that the matrix
A0 has an eigenvalue λ whose algebraic multiplicity equals 1. For simplicity of notation we shall in
fact assume that λ = 0 (if not, use a transformation x = eλz x˜ to make this hold) and
A0 =
[
0 0
0 Λ
]
,
with an invertible matrix Λ of dimension m := n − 1 (for this to hold, we may use another transfor-
mation of the form x = T x˜, with a constant invertible matrix T , which may even put Λ into Jordan
canonical form, but the latter shall not be used here). A third type of transformation x = zα x˜, with
α ∈ C, can be used to arrange that the element of A1 in the upper left corner vanishes. So without
loss of generality we may restrict ourselves to systems (0.1) resp. (0.2) with A0 as above, and
A1 =
[
0 aτ
b A
]
,
with vectors a,b ∈ Cm and a square matrix A ∈ Cm×m (and aτ denoting the transpose of a). Under
these normalizing assumptions, the system (0.2) has a unique formal vector solution xˆ(z) consisting of
formal power series in z−1, with xˆ(∞) = e1, the ﬁrst unit vector of the canonical basis in Cn . The
series in xˆ(z) are of Gevrey order (at most) 1, hence the formal Borel transform of xˆ(z), obtained by
division of the k-th coeﬃcient of these series by k! and replacing the variable z−1 by t , then leads to
a solution y(t) of (0.1) which is holomorphic at the origin, although t = 0 is a (regular) singularity
of the system. It is this vector solution – or in fact, its ﬁrst component – with which this paper is
concerned.
In detail, this article is organized as follows: In the ﬁrst section we deﬁne a function of two
variables, which later on serves as the kernel in a Volterra integral equation and therefore shall be
called the kernel function. Next, we introduce one (scalar) function f , deﬁned by its power series
representation about the origin, or alternatively, as the unique solution of this integral equation. In
case that n = 2, i.e., m = 1, this f is nothing but the classical hypergeometric function, and for lack
of a better word, we name f a certain generalized hypergeometric function, being fully aware that
this term is used for other functions as well. In the ﬁnal section we shall employ f to construct
a solution vector of (0.1), which will turn out to be the formal Borel transform of the vector xˆ(z)
mentioned above. If the matrix A0 happens to be diagonalizable, then there even is a fundamental
solution of (0.1), whose columns, aside from the normalizing transformations described above, all
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considered as an important one and deserves to be investigated further in order to understand more
of its properties!
1. Deﬁnition of the kernel function
Given A,Λ ∈ Cm×m , with detΛ = 0, and writing s + A instead of sI + A for a scalar s ∈ C, we
deﬁne
(A,Λ)k = Λ−1(k − 1+ A) · . . . · Λ−1A, k ∈ N. (1.1)
In addition we set (A,Λ)0 = I , and then we have
Λ(A,Λ)k+1 = (k + A)(A,Λ)k ∀k 0.
This is nothing but a simple system of ﬁrst order difference equations, and if det(k + A) = 0 for all
k ∈ N0, then (A,Λ)k is a fundamental solution. In case that Λ and A commute (which is certainly the
case when m = 1), then
(A,Λ)k = Λ−k(A)k, k ∈ N0,
where (A)k = (k− 1+ A) · . . . · A is the matrix version of the classical Pochhammer symbol. Hence even
in general one may regard (A,Λ)k as a Pochhammer symbol for two non-commuting matrices.
Lemma 1. The power series
Y (t) =
∞∑
k=0
tk
k! (A,Λ)k
converges for |t| < rλ := min{|λ j|: 1 j m}, with λ1, . . . , λm denoting the not necessarily distinct eigen-
values of the matrix Λ. For these t we have
(Λ − t)Y ′(t) = AY (t). (1.2)
The matrix Y (t) can be continued into the largest region G which is starshaped with respect to the origin and
does not contain the values λ1, . . . , λm. Moreover, its determinant does not vanish for t ∈ G.
Proof. Using the submultiplicative matrix norm ‖A‖ = max j∑k |a jk|, we can estimate
∥∥(A,Λ)k∥∥ ∥∥Λ−1∥∥k · ‖k − 1+ A‖ · . . . · ‖A‖ ∥∥Λ−1∥∥k · (‖A‖)k.
Owing to the quotient criterion, convergence of the power series follows for |t|‖Λ−1‖ < 1. Further-
more, the validity of the differential equation can be checked directly. Since Y (0) = I , we see that
Y (t) is a fundamental solution of the differential equation, which has no other singularities aside
from λ1, . . . , λm and inﬁnity. Accordingly, Y (t) can be continued into the region G described above,
and its determinant does not vanish there. Moreover, the power series expansion for Y (t) converges
up to the nearest singularity of (1.2), which completes the proof. 
Note that (1.2) is nothing but the hypergeometric system for the smaller dimension of m = n − 1,
and Y (t) is a fundamental solution. In case of m = 1, the power series expansion for Y (t) is the
binomial series, and
Y (t) = (I − tΛ−1)−A = e−A log(I−tΛ−1).
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While one may be satisﬁed with computing any fundamental solution of the hypergeometric sys-
tem, we want to have one, whenever possible, which is expressed in terms of one scalar function whose
power series expansion can be explicitly given, and/or which can be characterized by a differential, or
integral equation. To do so, we consider two vectors a,b ∈ Cm and deﬁne
k(t,u) = aτ
t∫
u
Y (v)
dv
v
Y−1(u)(u − Λ)−1b, (1.3)
for values t,u ∈ G \ {0}, and integration so that the origin is avoided. This kernel function is, in general,
a multi-valued function, and singular when either one of the variables tends to the origin, as one can
see from the identities derived in the next lemma:
Lemma 2. For 0< |t|, |u| < rλ and |arg(t/u)| < π we have
t∫
u
Y (v)
dv
v
= log(t/u)(A,Λ)0 +
∞∑
k=1
tk − uk
k!k (A,Λ)k,
when integration is performed along a straight line segment, and the branch of the logarithm is taken accord-
ingly. Moreover, for |u| < rλ
Y−1(u)(u − Λ)−1 = −Λ−1
∞∑
k=0
uk
k! (A,Λ)
(k),
with (A,Λ)(0) = −I and
(A,Λ)(k) = (−1)k−1(A − 1)Λ−1 · . . . · (A − k)Λ−1
= −(1− A)Λ−1 · . . . · (k − A)Λ−1 (k 1).
Proof. The ﬁrst identity follows by termwise integration, which is allowed, since Y (v) is analytic on
the path of integration (see Lemma 1). For the second one, use that Y (u) is a solution of (1.2) to show
that B(u) := Y−1(u)(u − Λ)−1 satisﬁes
B ′(u)(u − Λ) = B(u)(A − I), u ∈ G.
Using the power series ansatz B(u) =∑∞k=0(uk/k!)Bk and comparing coeﬃcients leads to
Bk+1 = −Bk(−k − 1+ A)Λ−1 (k 0).
From Y (0) = I we conclude that B0 = −Λ−1. So by induction we get Bk = Λ−1(A,Λ)(k) for all
k 0. 
Remark 3. Note that the two Pochhammer-like symbols (A,Λ)k and (A,Λ)(k) differ by A being re-
placed by 1− A and interchanging the ordering of the terms in the matrix product! Moreover, observe
that a multiplication of the power series for Y (t) and Y−1(t)(u − Λ)−1 implies
k!Λ−k−1 =
k∑
j=0
(
k
j
)
(A,Λ)k− jΛ−1(A,Λ)( j) ∀k 0.
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For our main result, we deﬁne a third kind of matrix products by (A,Λ,a,b)0 = I and for k 1
(A,Λ,a,b)k =
k−1∏
j=0
[
Λ−1
(
j( j + A) − baτ )], (2.1)
where the, generally non-commuting, matrices in the product are ordered with respect to decreasing
index j. In particular, we have that
(A,Λ,a,b)1 = −Λ−1baτ , (A,Λ,a,b)2 = −Λ−1
(
1+ A − baτ )Λ−1baτ ,
and so forth. Note that unlike (A,Λ)k and (A,Λ)(k) , the term in the product here is a quadratic
function of j, and the matrices involved, in general, do not commute. If they do, however, then one
can express (A,Λ,a,b)k in terms of the Pochhammer-like products. For this, compare the discussion
of the case m = 1 presented below.
Taking γ ∈ C\ {0,−1,−2, . . .}, assuming for the moment that a = 0, and writing a for the complex
conjugate vector, we deﬁne
f (γ ; t) =
∞∑
k=0
fktk
k!(γ )k , fk = ‖a‖
−2aτ (A,Λ,a,b)ka, (2.2)
leaving convergence of this series to be shown in our main theorem. Observe that f0 = 1, while all
remaining coeﬃcients tend to zero as a → 0; hence we interpret f (γ ; t) ≡ 1 for a = 0.
Aside from the scalar parameter γ , the function f also depends upon the matrices Λ and A and
the two vectors a and b, and therefore we shall occasionally also write f (Λ, A,aτ ,b;γ ; t) to display
this dependence. Note, however, that differentiation of f is always meant to be with respect to the
variable t .
In the special case of m = 1, the parameters Λ, A, a, and b are complex numbers, and with
α = (A + √A2 + 4ba)/2 and β = (A − √A2 + 4ba)/2, for any determination of the square root, one
can check that
f
(
Λ, A,aτ ,b;γ ; t)= F (α,β;γ ; t/Λ),
with F denoting the classical hypergeometric function. More generally, if one can show existence of
two matrices A1, A2 which both commute with Λ and satisfy
A1 + A2 = A, A1A2 = A2A1 = −baτ ,
then j( j + A) − baτ = ( j + A1)( j + A2), which implies that
f
(
Λ, A,aτ ,b;γ ; t)= ‖a‖−2aτ F (A1, A2;γ ; tΛ−1)a,
with a matrix version of the hypergeometric function on the right-hand side, deﬁned by its power series
expansion
F
(
A1, A2;γ ; tΛ−1
)=
∞∑ tk
k!(γ )k Λ
−k(A1)k(A2)k.k=0
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can show by termwise integration of the power series that
f (γ ; t) = t1−γ (γ − 1)
t∫
0
(t − u)γ−2 f (1;u)du (Reγ > 1) (2.3)
while for every γ as above one sees by means of termwise differentiation
γ tγ−1 f (γ ; t) = d
dt
tγ f (γ + 1; t). (2.4)
According to these two formulas it is suﬃcient to analyze both convergence of the power series (2.2)
as well as analytic properties of f (γ ; t) for the special case of γ = 1, in which case we are going to
simply write f (t).
Theorem 4. There exists a unique function f which is holomorphic in the region G and satisﬁes the integral
equation
f (t) = 1+
t∫
0
k(t,u) f (u)du. (2.5)
The power series expansion about the origin of this function f is given by (2.2) for γ = 1. Moreover, for arbi-
trary γ as above, the series in (2.2) converges for |t| < rλ , and the function f (γ ; t) is holomorphic for t ∈ G.
Proof. The proof of existence and analyticity of f is the standard one for Volterra integral equations,
although in our case the kernel has a weak singularity at the origin. We include the arguments here
for the sake of completeness: Inserting (1.3) into (2.5) and interchanging the order of integration,
which is justiﬁed for every function f that is holomorphic in G , we observe that Eq. (2.5) can be
rewritten in the form
f (t) = 1+ aτ
t∫
0
Y (v)
v∫
0
Y−1(u)(u − Λ)−1bf (u)du dv
v
.
To show the existence of a solution, we deﬁne a sequence of functions by f0(t) ≡ 1 and
fk(t) = 1+ aτ
t∫
0
Y (v)
v∫
0
Y−1(u)(u − Λ)−1bfk−1(u)du dvv (2.6)
for every k  1. All fk are holomorphic in G , and the sequence is compactly convergent, as we shall
show now: For ε, R > 0, let G(ε, R) ⊂ G be the largest closed subset of |t|  R which is starshaped
with respect to the origin and does not contain the ε-neighbourhoods of the values λ1, . . . , λm . For
C = Cε,R := ‖a‖‖b‖ max
v∈G(ε,R)
∥∥Y (v)∥∥ max
u∈G(ε,R)
∥∥Y−1(u)(u − Λ)−1∥∥,
one shows by induction that
∣∣ fk(t) − fk−1(t)∣∣ Ck |t|
k
∀k 1, t ∈ G(ε, R).
k!
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its limit f (t) is a holomorphic function on the region G . Furthermore, in (2.6) limit and integral can
be interchanged to obtain (2.5). To show uniqueness and ﬁnd the power series expansion of f , we
differentiate the integral equation to see that
t f ′(t) = aτ Y (t)
t∫
0
Y−1(u)(u − Λ)−1bf (u)du, t ∈ G. (2.7)
Abbreviating
g(t) = Y (t)
t∫
0
Y−1(u)(Λ − u)−1bf (u)du, (2.8)
we see that g also is holomorphic in G , and g(0) = 0. Moreover, t f ′(t) = −aτ g(t), whereas differenti-
ation of g implies (Λ − t)g′(t) = Ag(t) + bf (t). Expanding
f (t) =
∞∑
k=0
tk
(k!)2 fk, g(t) =
∞∑
k=1
tk
k!(k − 1)! gk, |t| < rλ,
with fk, gk to be determined, we can insert into these identities and compare coeﬃcients to ﬁnd that
g1 = Λ−1b, while for k 1 we have
fk = −aτ gk, Λgk+1 = fkb + k(k + A)gk =
(
k(k + A) − baτ )gk.
This implies by induction
gk = −(A,Λ,a,b)ka‖a‖−2 ∀k 1,
which shows that the fk are as in (2.2). To complete the proof, note that holomorphy of f (γ ; t)
in G follows from (2.3) for all γ with Reγ > 1, and then (2.4) shows that the same holds for all
γ ∈ C \ {0,−1,−2, . . .}. 
Remark 5. Since the coeﬃcients fk and gk (in the proof above) are uniquely determined by Λgk+1 =
fkb + k(k + A)gk , fk+1 = −aτ gk+1, k  0 and f0 = 1, it can be checked directly that the following
formulas are true for k 1:
gk =
k−1∑
j=0
(k − 1)!
j! Λ
−1(k − 1+ A) · . . . · Λ−1( j + 1+ A)Λ−1bf j,
fk = −aτ
k−1∑
j=0
(k − 1)!
j! Λ
−1(k − 1+ A) · . . . · Λ−1( j + 1+ A)Λ−1bf j.
In particular, one can recursively compute the coeﬃcients fk from the second identity.
It follows from either (2.5) or (2.2) that f does not change if we replace the parameters Λ, A, aτ ,
and b by T−1ΛT , T−1AT , aτ T , and T−1b, with an arbitrary invertible matrix T . Formally, this can be
expressed as the transformation law
f
(
T−1ΛT , T−1AT ,aτ T , T−1b;γ ; t)= f (Λ, A,aτ ,b;γ ; t). (2.9)
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f
(
Λ, A,aτ ,b;γ ;λt)= f (λ−1Λ, A,aτ ,b;γ ; t), λ ∈ C \ {0}. (2.10)
The dependence of f upon the scalar parameter γ has been analyzed in (2.3) and (2.4), and while
on one hand it suﬃces to know f for the case of γ = 1, these formulas involve integration resp.
differentiation with respect to the variable t , so that we observe that the (in-)dependence of f upon
γ is of a different nature than that on some of the remaining parameters. Altogether, these identities
show that the number of parameters upon which the function f depends is, in fact, smaller than
one would expect at ﬁrst glance: one may without loss of generality restrict to a data set with Λ
being in Jordan canonical form, and with one eigenvalue of Λ being equal to 1. In addition, any
invertible matrix T that commutes with the Jordan form of Λ can be used to normalize the vector a.
When restricting to a generic situation of Λ being diagonal and all entries of a being different from
zero, then every diagonal matrix commutes with Λ and hence one can arrange that all entries of
a are equal to 1. So in this case, the number of independent parameters, aside from γ , is equal to
m − 1+m2 +m =m(m + 2) − 1.
3. A solution vector of the n-dimensional hypergeometric system
In addition to the function f , we also deﬁne a vector of functions by means of its power series
expansion, again restricting to the case of a = 0 at this time:
g(γ ; t) = g(Λ, A,aτ ,b;γ ; t)=
∞∑
k=1
tk
(k − 1)!(γ )k gk,
gk = −‖a‖−2(A,Λ,a,b)ka. (3.1)
In case of a = 0, the coeﬃcients gk are again deﬁned as the limit for a → 0, and it follows that in this
case
gk = (k − 1)!(A + 1,Λ)k−1Λ−1b ∀k 1.
Regarding the dependence upon γ , the identities (2.3) and (2.4) hold for g as well, and we also shall
write g(t) instead of g(1; t). By termwise differentiation one can show that (formally)
−t f ′(γ ; t) = aτ g(γ ; t),
(Λ − t)g′(γ ; t) = (A + t−1(1− γ )Λ)g(γ ; t) + f (γ ; t)b. (3.2)
From these identities we conclude convergence of the power series (3.1) for |t| < rλ , as well as ana-
lyticity of g(γ ; t) in the region G . The function g also satisﬁes transformation laws, for an arbitrary
invertible matrix T , which now read as follows:
T g
(
T−1ΛT , T−1AT ,aτ T , T−1b;γ ; t)= g(Λ, A,aτ ,b;γ ; t),
g
(
Λ, A,aτ ,b;γ ;λt)= g(λ−1Λ, A,aτ ,b;γ ; t), λ ∈ C \ {0}. (3.3)
The second identity in (3.2) simpliﬁes for γ = 1, and it is obvious that the vector y(t) =
( f (t), g(t))τ is a solution of the hypergeometric system (0.1). Since it is the only solution that is holo-
morphic at the origin with y(0) = 1, we conclude that it is the one that was mentioned in the
introduction!
In view of (3.2), the function g may be expressed in terms of f , using the technique of variation of
constants; in the particular case of γ = 1, this formula coincides with (2.8). We interpret this formula
as saying that g can be expressed in terms of f , making use of solutions of the hypergeometric system
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n = m + 1, it is fair to say that (2.8) expresses g in terms of f and some more elementary functions.
More can be said, however: For m = 1, using the notation introduced above, one may verify that
g(γ ; t) = btΛ−1γ −1F (1 + α,1 + β;1 + γ ; tΛ−1). Hence in this case g(t), aside from an elementary
factor, also is a hypergeometric function like f (t), but for different parameters. For larger m, with
a0(t) ≡ a, r00(t) ≡ 0, r01(t) = t , we deﬁne recursively for k 0:
aτk+1(t) = aτk (t)(Λ − t)−1A +
(
aτk (t)
)′
,
rk+1,0(t) = r′k0(t) + aτk (t)(Λ − t)−1b,
rk+1, j(t) = r′kj(t) + rk, j−1(t), 1 j  k + 1,
rk+1,k+2(t) = rk,k+1(t) (= t). (3.4)
Clearly, these are sequences of rational functions in t with poles at the points λ1, . . . , λm , and polyno-
mials in the parameters a, b, and A. Differentiating aτk (t)g(t) and using (3.2), for γ = 1, to eliminate
g′(t), one can show inductively that
aτk (t)g(t) = −
k+1∑
j=0
rkj(t) f
( j)(t) ∀k 0. (3.5)
The ﬁrst m such identities can be combined into a matrix equation: If C(t) denotes the matrix with
rows aτ0 (t), . . . ,a
τ
m−1(t), while R(t) is the m × (m + 1)-matrix deﬁned by
R(t) =
⎡
⎢⎢⎣
0 t 0 0 . . . 0
r10(t) r11(t) r12(t) . . . 0
...
...
rm−1,0(t) rm−1,1(t) rm−1,2(t) . . . rm−1,m(t)
⎤
⎥⎥⎦ ,
then C(t)g(t) = R(t)F (t), with F (t) = ( f (t), f ′(t), . . . , f (m)(t))τ . So we conclude that whenever C(t) is
invertible, we can express a solution vector of (0.1) as a linear combination, over the ﬁeld of rational functions,
of one new higher transcendental function f and its ﬁrst m derivatives!
To see that the determinant of C(t), regarded as a function of t and all the entries of A,Λ,a,b,
does not vanish identically, observe that in the special case of Λ = I one has ak(t) = (1− t)−kak , with
constant vectors ak satisfying a0 = a, aτk+1 = aτk (k + A), for k 0. Hence in this case, the determinant
of C(t) is a negative power of 1 − t times the determinant of the matrix whose rows are equal to
aτ ,aτ A, . . . ,aτ Am−1, which is non-zero if a is equal to the ﬁrst unit vector, while A is a permutation
matrix.
On one hand, the representation g(t) = C(t)−1R(t)F (t) is meaningful only when detC(t) = 0,
which does not hold for some constellation of a, b, and A. On the other hand, g(t), F (t), and R(t)
are entire functions of these parameters, and so the formula necessarily carries over to such cases by
taking appropriate limits. We shall illustrate this for the case of m = 2, assuming for simplicity that
Λ is diagonal, and putting aτ = (a1,a2), bτ = (b1,b2), A = [a jk]. Then
C(t) =
[
a1 a2
a1a11
λ1−t +
a2a21
λ2−t
a1a12
λ1−t +
a2a22
λ2−t
]
, R(t) =
[
0 t 0
a1b1
λ1−t +
a2b2
λ2−t 1 t
]
.
Hence we obtain for the two components g j(t) of the vector g(t)
g1(t) =
−a2( a1b1λ1−t +
a2b2
λ2−t ) f (t) + (t(
a1a12
λ1−t +
a2a22
λ2−t ) − a2) f ′(t) − a2t f ′′(t)
a1
a1a12−a2a11 + a2 a1a22−a2a21
,λ1−t λ2−t
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a1(
a1b1
λ1−t +
a2b2
λ2−t ) f (t) − (t(
a1a11
λ1−t +
a2a21
λ2−t ) − a1) f ′(t) + a1t f ′′(t)
a1
a1a12−a2a11
λ1−t + a2
a1a22−a2a21
λ2−t
.
It is worthwhile to mention that, for general m  1, the identity g(t) = C(t)−1R(t)F (t) may be in-
serted into (3.5), for k =m, to obtain a differential equation for f , which is of order m + 1. It is quite
possible, however, that f may satisfy a much simpler differential equation which is meaningful even
when C(t) fails to be invertible, but we have not been able to obtain one!
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