Water Distribution Systems (WDSs) design and operation are usually done on a case-by-case basis. Numerous models have been proposed in the literature to solve specific problems in this field. The implementation of these models to any real-world WDS optimization problem is left to the discretion of designers who lack the necessary tools that will guide them in the decision-making process for a given WDS design project. Practitioners are not always very familiar with optimization applied to water network design. This results in a quasi-exclusive use of engineering judgment when dealing with this issue. In order to support a decision process in this field, the present article suggests a step-by-step approach to solve the multi-objective design problem by using both engineering and optimization. A genetic algorithm is proposed as the optimization tool and the targeted objectives are: 1) to minimize the total cost (capital and operation), 2) to minimize the residence time of the water within the system and 3) to maximize a network reliability metric. The results of the case study show that preliminary analysis can significantly reduce decision variables and computational burden. Therefore, the approach will help network design practitioners to reduce optimization problems to a more manageable size.
Introduction
Water Supply involves intricate systems and components such as treatment plants, distribution systems, pumps and tanks. Water Distribution Systems (WDSs) are designed to meet actual and future water demand under a set problem nature (new design, rehabilitation or network expansion). These options include: 1) cleaning, 2) lining, 3) duplicating, 4) replacing, or 5) doing nothing. The "option" variable can be modeled as an integer, ranging from 1 to the number of available options. For a new design problem, this variable can be ignored.
The second variable for each pipe is the diameter size to be used. This diameter has to be chosen in a list of discrete commercial diameters. Although this list may be extensive, it is important to reduce the variable range in order to guide the optimization process toward a reasonable solution space. In this approach, a diameter is computed to be the upper limit for the diameter size. This diameter (D sup ) is based on a maximum velocity V max imposed by the designer. The maximum water demand Q max for a single time step ∆t has to be computed based on the loading scenarios data (see Section 2.2.1). The upper limit diameter (D sup ) is then given in Equation (1) where Q max and V max are expressed in SI. D sup can be interpreted as the minimum diameter of a pipe that would carry Q max at a maximum velocity of V max . D com is the nearest upper commercial diameter. 
The commercial diameters have to be sorted in ascending order with a rank assigned to each size. If RD sup denotes the rank assigned to D sup , the "diameter size" variable can be modeled as an integer, ranging from 1 to RD sup . For a network rehabilitation problem where the pipe sizes cannot be modified, this variable can be ignored.
Tanks
There are several variables which could be theoretically associated with tanks in WDS design optimization [33] . In practice, these variables are highly case specific. With this approach, some parameters are computed in order to guide a decision regarding the usage of tanks.
If the number of tanks is unknown, the approach suggests computing the number (N zones ) of pressure zones. According to Reference [34] , pressure zone hydraulic grade lines should differ by roughly 30.48 m from one pressure zone to the next. Based on this assumption, N zones is given by Equation (2) where E min and E max are respectively the minimum and maximum node elevations of the network. The suggestion made is to provide one
Tank volume is relegated by the capacity of components such as reserves for production, emergency, fire or balancing depending on the use of the storage. A tank should basically supply the balancing reserve for useful storage. Emergency, production and fire reserves can be estimated based on local guidelines. This article offers an approach to estimate the balancing storage B s (m 3 ) before moving forward to the optimization step. The estimation for this reserve is based on a full time pumping during the entire extended-period simulation time. The approach has to be applied on the whole network and on the independent pressure zones in other to evaluate the balancing reserve for different tanks. Three steps are involved in the balancing storage estimation: 1) calculate the average water demand Q moy (m 3 /period) which represents the uniform pumping rate along the extended period simulation; 2) compute the tank storage volume for each time period i, S i (m 3 /period) by utilizing the continuity principle as in Equation (5) with an initial storage S 0 of zero; 3) the balancing storage is then given by Equation (6) . Q i in Equation (5) denotes the total water demand (m 3 /period) in the period i for the considered pressure zone. 
Evaluating the balancing reserve coupled with the uniform pumping rate is useful especially for defining if the existing pumps and tanks are sufficient or in need of upgrading. It is also important for the optimization process to reduce the number and the range of decision variables. With the estimated needed volume known, an assumption has to be made on the shape (diameter-height ratio) to set the tank diameter.
The choice in determining tank location in real-world problems can be constrained by the availability of land already owned by the water utility or by the urban texture. In order to define this potential variable, specific information is required. If several nodes are regarded potential points for a tank location in a given pressure zone, this variable for the corresponding tank can be set as an integer starting from 1 up to the set number of candidates.
Pumps
There are two types of variables for pumps: pump design variables and pump operation variables. For pump design, the two parameters involved are the flow and the head. The minimum required flow is Q moy (in Equation (5) ) and the minimum required head H p.min (if head losses are not assumed) is given in Equation (7) where E source signifies the elevation of the pumping source. The couple (Q moy , H p.min ) has to be regarded in selecting pump curves for each pressure zone.
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For the available pump curves, it is important to compute the maximum power with the corresponding flow and head to ascertain if these curves meet the network needs or if it is necessary to combine them for this purpose. For a rehabilitation problem, these calculations help to figure out if actual pumps need to be upgraded or not. Pump operation can be either time-based or based on threshold tank levels or both. If only time-based controls are chosen, the pump operation variables can be formulated as binary numbers corresponding to pump status (ON/OFF) in each time step. For the threshold tank levels based operation, the variables are the tank levels leading to pump switching (ON/OFF).
Valves
Different types of valves can be used to limit the pressure or flow at a specific point in the network. These types include pressure reducing, pressure sustaining, pressure breaker, flow control or general control valves. If valves are to be included, the decision variables could be the location and the setting. Typically, the location is imposed by the configuration of the network, leaving the setting as the only adjustable variable. For a rehabilitation problem, the existing setting may still be effective and no change would then be required.
Define and Formulate the Design Performance Evaluation Criteria
In order to evaluate the design solutions characterized by assigning values to the variables discussed in the previous section, the performance assessment metrics have to be defined. Only feasible solutions are normally desirable and among these solutions, the best ones are found in the optimization process. This section begins with discussing the design constraints to define feasible solutions before dealing with design objectives which guide the optimization process.
Loading Scenarios and Design Constraints
Loading scenarios with the corresponding design constraints, set by the designer, may include normal and abnormal operation conditions. For these scenarios to run effectively, the simulation must be balanced by a specified period that can be timed in an hourly, daily, weekly or any other balancing period. The hydraulic and water quality time-steps have to be selected based on the desired level of precision and the resulting computation burden. The design constraints can be measured in terms of minimum and maximum pressures provisioned at demand nodes for each time step within the design balancing period. Depending on the designer requirements, it is possible for many other constraints to develop. Handling constraints compels that a penalty function is used, so that infeasible solutions are penalized depending on their level of infeasibility, while feasible solutions come up with a penalty score of zero. Each constraint violation that appears is reported in this penalty function.
Design Objectives
Design objectives are the functions that can be maximized or minimized in the optimization process. WDSs are normally built and operated so as to: minimize capital and operation cost, maximize water quality (by optimizing (maximize or minimize) the water quality indicator), and maximize various system reliability metrics that include environmental considerations. Based on the designer's criteria, only one objective or a combination of several objectives may be at play. Some potential common objectives are discussed in the next subsections.
Costs: the total cost includes capital costs and operational costs. Capital costs consist of component costs of pipes, tanks, pumps, valves and other possible problem specific components. The operational costs, on the other hand, are basically associated with the system power usage during the design horizon; however, other problem specific operation costs can be present. The costs must take into account the lifetime of each component and the discount rate. The pipe costs are function to the pipe diameter and length while tank costs basically subject to the tank volume. The pump investment costs are representative to pump power and the valve costs are inherent on their diameters. These costs are problem specific and part of input data.
Water Quality: several parameters can be used to characterize the water quality: microbial growth, residual chlorine decay or hydraulic residence time. In numerical modeling, most of water quality models use the hydraulic residence time to compute different substance concentrations. This residence time which is expressed in the form of water age is used as water quality metric in the optimization process that can be defined in several ways. To account for water age impact on consumers, water age would be measured at non-zero demand nodes only while giving more weight to nodes with larger demands. The water age measure in Equation (8) includes these computations and can then be adopted in the optimization process. 
In Equation (8) , WA net refers to the network water age, WA ij tells the water age at junction i at simulation time t j , k ij is a binary variable defined as 1 if WA ij is greater than a threshold WA th and zero otherwise, Q dem,ij points to the demand at junction i at time t j , N junc is the number of system junctions and N time counts the number of simulation time steps.
Reliability: various metrics can be used to describe the network reliability. It is up to the designer to choose the most appropriate reliability metric for his specific problem. Three reliability measures are presented in this article: the network resilience, the greenhouse gas emissions (environmental reliability) and the leakage.
The Network Resilience I n was introduced by Reference [35] to improve the earlier resilience index I r introduced by Reference [36] as a way of measuring WDS reliability to account for means taken to mitigate the risk of failures. The Network Resilience incorporates the effects of both surplus power and reliable loops thus demonstrating the effect of redundancy. This index is computed for each time step i as in Equation (9) where np numbers the amount of pipes connected to a node, D shows the pipe diameter, h reveals the node pressure, N r totals the number of tanks, Q r presents the tank outflow, H r concerns the total head of the tank, N b sums up the number of reservoirs, Q b expresses the reservoir outflow, H b speaks to the total head of the reservoir, N p displays the number of pumps Q p and H p are respectively the rated discharge and the head of the pump.
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The Greenhouse gas emissions are basically the result of the emissions associated with the energy required for manufacturing, transportation and installation of WDS components and the power usage from the operation of pumps. The designer may want to minimize these emissions for the sake of a sustainable development. The emission rates are part of the input data. A monetary value can be assigned to GHG emissions, enabling their inclusion in the total cost. However, Reference [37] recommended from the results of their study to separate these objectives in the optimization of WDS. A GHG objective has already been considered in some previous studies for the optimization of WDS [37] - [39] .
Leakage in a WDS can be the result of mechanical failure from pipes or other components and from pipe junctions or pipe walls in aging networks. According to Reference [40] , the background leakage in half-pipes linked to node i is calculated using Equation (10) where λ is a loss exponent, L the pipe length, θ the leak per unit surface of the pipe linking nodes i and j.
Solve the Multi-Objective Optimization Problem
The objective of this section is to offer the method proposed in this article to solve the multi-objective optimization problem formulated in the previous sections. The optimization and simulation tools are introduced and then the optimization process is presented. Finally, the optimization results are to be analyzed so as to select a proper design.
Genetic Algorithm
Although many advanced Genetic Algorithms (GA) do exist in the literature and problem specific genetic operators could be developed, a steady state GA is used in this article and adapted for multi-objective optimization. For this purpose, a GA library called GALib [41] is employed which provides necessary tools for GA and its customization, along with its built-in operators. Since the genetic operators directly affect the performance of GAs, they must be carefully designed. A common problem that arises with GAs is to properly estimate the values of parameters. The following paragraphs discuss the selection of some GA parameters to effectively perform the optimization process. However, it is only indicative and other values can be assigned to these parameters depending on the computation time required to evaluate a single solution.
The population size has typical values between 50 and 1000 depending on the size of the solution space and the complexity of the adaptation evaluation [42] [43] . It is a critical parameter for the proper functioning of evolutionary algorithms. The population should be large enough to provide sufficient representative solution building blocks, allowing a multi-modal search to cover the search space adequately. If the population size is too small, then the algorithm is trapped in local areas of the search space (local optimum). However, if the population size is too large, then the algorithm will unnecessarily waste computing resources. Given these constraints, the population size is suggested to be set as follows: 1) if the total number of variables N var is less than 50, the population size can be 50; 2) if N var is between 50 and 1000, the population size can be N var ; 3) if N var is greater than 1000, the population size can be 1000. This approach of assigning values can be realized as a working hypothesis taking into account the number of variables and fitting typical values. A sensitivity analysis can also be performed with respect to the static population size in order to choose the optimal value for this parameter.
There are different forms of stopping criteria such as the number of generations, the scoring of the best solution or the convergence of the population which could be used in a GA process. In the coded program, the number of generations is considered as the stopping criterion. The value to be assigned to this parameter depends on the problem size and the time budget for the whole optimization process. The analysis of some optimization problems reveals that the number of generations until convergence grows linearly with the problem size [44] [45] . Since the population is designed to reflect the optimization problem size, the number of generations can be taken proportionally to the population size with a factor of 10. With this approach the number of generations falls in a range between 500 and 10,000 that seem logical as a good exploration setting of the solution space. Although these values are not universal and may be subjected to sensitivity analysis, they represent a good compromise between the time budget and the convergence requirement.
In general, the mutation probability is taken to be low [42] . If the probability of mutation p m is too high, the algorithm degenerates into a random search, which is undesirable since the algorithm must evolve towards the optimal solution. Typical values of the probability of mutation are between 0.001 and 0.01 depending on the problem nature. One method is to adopt a probability of mutation inversely proportional to the population size like in the Non-dominated Sorting Genetic Algorithm II [46] . In the proposed methodology, this probability is designed not only to be within the typical range but also to be inversely proportional to the problem size. It is set as follows: 1) if the population size is less than 100, p m can be 0.01, 2) if the population size is greater than 100, p m can be the inverse of the population size. This event of assigning values can be seen as a working hypothesis taking note the population size and fitting typical values. Although the parameter setting may not be the best, it guarantees low values to achieve better overall performance.
Crossover is the primary operator that increases the exploratory power of GAs. Naturally, the crossover probability must be relatively high [42] . It is recommended that GA uses a moderate population size, a high probability of crossover and a low probability of mutation, even as the algorithm can be relatively insensitive to applied probability values. Typical values of the probability of crossover are rated between 0.5 and 1 depending on the case, although the probability of 0.9 is much used in the implementation of genetic algorithms as in the Non-dominated Sorting Genetic Algorithm II [46] . In this article, this common value of 0.9 is proposed for the probability of crossover since it has been used in previous studies to achieve better overall performance. This suggestion doesn't prevent the user from choosing another value for this parameter or performing a sensitivity analysis but it can represent the starting point for the analysis process.
The issue of genome representation is primarily related to the encoding scheme. In general, it is hard to find an encoding method that transforms a problem so as to reduce or preserve the difficulty of the problem [42] . Although some representation may be preferred for some particular optimization problems, this parameter is not a critical factor for a proper functioning of GAs. For the genome representation, the program uses a binary-to-decimal genome to handle the optimization variables. This genome is an implementation of the traditional method for converting binary strings to decimal values. To use this genome, what is required is the ability to create a mapping of bits to decimal values by specifying how many bits will be used to represent what bounded numbers.
Epanet Solver
Epanet is executed in command mode. A series of DOS commands are introduced in the code to run the simula-tion and save results into a text file. The saved report is a comprehensive report and the results recorded at each time step for the different variables are: 1) demand nodes: actual demand, total head, pressure, quality; 2) reservoirs: net inflow, total head, pressure, quality; 3) tanks: net inflow, total head, pressure, quality; 4) pipes: flow, velocity, unit headloss, status; 5) pumps: flow, quality, head, status; 6) valves: flow, velocity, headloss, status. Epanet will also record the energy consumption for the simulation period.
Pareto Ranking
For a population (P) of solutions provided by the GA, a score has to be assigned to each single solution corresponding to its rank in (P). This rank reflects the degree of dominance of the solution in this population. The constrained optimization problem is reduced to an unconstrained optimization problem reported in Equation (11) . Note the equivalence between maximizing reliability and minimizing −reliability. The sign "−" is used in the case the reliability metric chosen is to be maximized. If the designer elects a metric which is to minimize, this sign is removed. The penalty value is added to each term of Equation (11).
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A solution x 0 is said to be Pareto optimal or efficient with regard to a set of solutions if and only if there does not exist any solution in this set dominating x 0 . The set of non-dominated solutions forms the Pareto front. The latter is the one analyzed by the decision-maker to choose the solution it deems appropriate.
There are various Pareto ranking methods in a given population [47] - [49] . A comparative study by reference [50] showed that reference [48] 's method is stable and produces small errors in classification. This classification is the one used in this case to assign a rank to a solution x in P as shown in Equation (13) . In this classification, the rank n of a solution x is the number of solutions that dominate x in P. The non-dominated solutions, therefore, all have the same rank of zero, while those seen as dominated solutions have ranks between 1 and k − 1, where k is the size of P.
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For this purpose, a basic dominance function was created in the program. This function takes as arguments two vectors of three-dimensional real x 1 and x 2 . It returns a Boolean variable that is true when x 1 dominates x 2 according to Equation (12) . Initializing the rank of x to 0, for each solution x i in P, i = 1 to k, if the function dominance (x i , x) returns true, the rank of x is incremented by one unit. The score of each solution is set equal to its rank in the population. Also this score is to be minimized by GA. In this manner, the GA will favor non-dominated solutions in each generation, allowing for fast convergence towards the optimal solutions. A population evaluator is then created in the program for this purpose. This function evaluates and sets the score of each genome in the current population during the GA evolving process.
Optimization Process
The proposed program runs as follows (Figure 2): a) The program reads the input file: this allows recording relevant information on the network such as the number of pipes, pumps, tanks or demand nodes. b) From a), the program computes indicative parameters: upper limit diameter, pressure zones, minimum and maximum tank bottom elevations which are later called if needed.
c) The program provides the GA the form of a genome (solution) using the information recorded in a) and b) on the network configuration.
d) The GA generates a set of random genomes in the same format that has been provided in c). The number of genomes equals to the size of the population as computed earlier.
e) The program retrieves each genome, converts its contents and writes the Epanet's input file for simulation by the Epanet solver. f) The program uses the simulation results from e) to calculate the values of the objective functions and the penalty associated with respect to constraints.
g) The program computes the Pareto rank of each genome from f). These ranks are retrieved by GA and measure the quality of each genome.
h) The GA uses genome scores from g) to generate a new improved population by selection, crossover and mutation.
Steps e) to h) are repeated until the stopping criterion is satisfied. The program saves the non-dominated genomes into a text file. Values of objective functions and penalty are recorded as well in the same file. These results are then analyzed by the decision-maker.
Results Analysis
The adoption of one solution among the candidates from Pareto front is not universal and obvious. It hinges on the decision priorities since gaining on a goal deteriorates at least one other goal and vice versa which leads to compromise from the designer.
The decision-maker (DM) may set a maximum residence time and then would reject solutions with a residence time that exceed the set time. If DM is less concerned about water quality and more demanding on reliability or total cost, his options becomes more and more limited.
Pareto front is usually composed of a small number of solutions and the choice is relatively less polemical. If the difficult choice comes with a great number of non-dominated solutions, one of multiple decision methods such as AHP (Analytic hierarchy process) can be engaged. The Pareto approach for multi-objective optimization allows for making a reasonable choice in a small space of solutions even if it may not necessarily be the best one.
Case Study
Network Description
A large and complex network environment was addressed in the recent Battle of the Water Networks [51] which was held at the Water Distribution System Analysis (WDSA) conference in Adelaide, South Australia.
The proposed approach this article brings is to apply the reduction of decision variables in this particular network environment as a means to increase decision effectiveness in solving network design issues. The full problem description pdf document and the associated Epanet input file can be obtained from the University of Exeter web page (http://emps.exeter.ac.uk/engineering/research/cws/resources/benchmarks/expansion/d-town.php).
A summary description of the problem is outlined in the next paragraphs. The municipality of D-Town is in need of a design project to cope with the increased water demand of the population and a general increase in the population size that has led to a new residential district in the Eastern part of the city. The calibration and simulation of the actual network model shows that the existing infrastructure is not able to meet the forecasted demand, and therefore an upgrade of the network is warranted. Figure 3 reports the layout of the D-Town network which consists of five existing district metered areas (DMAs) requiring upgrades and the additional new zone to be designed. In total, The D-Town network consists of 399 junctions, 7 storage tanks, 443 pipes, 11 pumps and 5 valves, and a single reservoir. The optimization objectives contemplated by the water utility are to minimize capital and operational costs while minimizing greenhouse gas (GHG) emissions and improving water age.
The total cost requiring minimization is the sum of the annual capital costs and of the annual cost of pumping operations. The capital costs consist of component costs of pipes, pumps, valves, tanks and generators. The operational costs are calculated from the total system power usage under normal operating conditions based on a single design week. The electricity costs within the design week are specified according to normal peak and offpeak tariffs. The total GHG emissions include the emissions associated with the energy required for manufacturing, transportation and installation of the new pipes and the power usage from the operation of pumps. The water age metric specified is WA net as defined in Equation (8) with a water age threshold WA th set to 48h.
Two operational scenario types for D-Town are specified, a normal operation scenario, for which the network was subject to normal demand loadings, and an emergency scenario, representing the event of a power failure. The design constraints for the normal operating scenario are distinguished as nodal constraints for the balancing period of a single design week. At each time point within this design week, the demand nodes are required to satisfy minimum head constraints, and the tanks are required to not empty. A hydraulic time-step of 15 minutes and a water quality time-step of 5 minutes are specified for the Epanet extended period simulations. The emergency scenarios are characterized by a power outage that can begin at any hour within the design week, and last for a duration of two hours. Within the emergency scenario, all pumps not powered by diesel generators are required to be shut down. Also constraints of minimum head for demand nodes, and non-emptying of tanks need to be met.
For the new zone, pipes are required to be sized from one of 12 diameter options (varying from 102 mm to 762 mm) for each link. The new zone is able to be connected via pipelines to either, or both, DMA2 and DMA3. For the pipe connection to DMA3, the design of a pressure-reducing valve (PRV) is permitted. The improvement options available to adapt the existing DMAs involved: addition of parallel pipes for all existing pipes (12 diameter options); increasing of storage volumes by one of six tank sizes (500 to 10,000 m 3 ); addition of new pumps at the existing pumping stations (10 pump options are provided with varying head-discharge relationships); and sizing of backup power diesel generators for the pump stations (8 diesel generator options are available). For the existing DMAs, the valve settings for the existing valves are also allowed to be modified. In addition to the design options, operational pump scheduling decisions are also required to be made. As the network is specified to have a single week balancing period, the pump schedule for a single week needs to be determined. Operational controls are allowed to be either time-based, or based on threshold tank elevations.
Application Results and Discussions
Decision Variables and Bounds
Note that the order of the variables identified in this case study has no influence in solving the problem.
The first variable identified is the option of connection of the new zone to the existing network. This variable is modeled as an integer ranging from 1 to 5 for the five possible options which are: 1) DMA2; 2) DMA3; 3) DMA3 + PRV; 4) DMA2 + DMA3; 5) DMA2 + DMA3 + PRV.
The application of Equation (1) to the new zone gives a diameter of 102 mm for a V max of 3 m/s and a Q max of 0.011 m 3 /s. According to the supplemental Material of reference [51] , 102 mm is the minimum allowed diameter option by the water utility. Therefore, all the diameters are set equal to 102 mm in the new zone. Consequently, there is no variable associated with the pipe design in the new zone. This reduces the problem complexity by reducing the number of decision variables.
For the existing districts, the second set of variables identified is the pipe design option for each of the 429 pipes. Since cleaning and lining are not considered as options by the water utility, these variables are modeled as integers ranging from 1 to 3 for the three possible options which are: 1) do nothing; 2) duplicate; 3) replace. The third set of variables is the diameter for each pipe in the existing districts. From the application of Equation (1) to the whole network, D sup = 406 mm for a V max of 3 m/s and a Q max of 0.379 m 3 /s. These variables are modeled as integers ranging from 1 to RD sup = 7 for the seven reduced possible diameter options which are (in mm): 1) 102; 2) 152; 3) 203; 4) 254; 5) 305; 6) 356; 7) 406. Reducing the range of possible values for pipe diameter limits the search space and allows for a relatively rapid convergence. Note that if the chosen pipe design option is 1 ("do nothing") in the optimization process, this variable is ignored in the decoding process.
The application of Equations (2) to (4) gives three pressure zones for the D-Town network. Table 1 reports the computed characteristics for each pressure zone with E min = 3.48 m, E max = 105.63 m, h min = 25 m and h max = 60 m. However, in the D-Town network problem, the number of tanks, the tank bottom elevation and tank location are all fixed and the water utility does not allow for changing these properties. The only change which can be applied to existing tanks is increasing their volumes (by adopting a bigger tank diameter) if needed. In order to evaluate the need for increasing tank volumes, Equation (5) and Equation (6) are engaged in different combination of districts. The results are reported in Figure 4 and Table 2 where NZ stands for new zone.
DMA4 and DMA5 have been assessed separately because they were found to be independent from the rest of the network. Given different connection options of the new zone to the network, the DMA2 and DMA3 can be linked in some way. Note that the new zone has the same demand pattern as DMA3. So in Figure 4 and Table 2 , the DMA3 includes the new zone. and Table 2 shows that the pumping station S1 is not able to provide the required flow and therefore one more pump is needed in parallel to the existing pumps in S1. All other pumping stations have a capacity greater than the required flow and don't need upgrading. The capacity of the tank T4 is not sufficient compared to the balancing reserve which leads to the decision of adding 1000 m 3 to this tank. All other tanks have a capacity greater than the required volume and don't need upgrading. Therefore there is no variable associated with the tank design. This reduces the problem complexity by reducing the number of decision variables.
The application results of Equation (7) to existing pumping stations are reported in Table 3 . From these results, the pumping station S3 seems unable to provide the expected amount of pressure to the whole demanding nodes of DMA2. But it should be noted, however, that the elevation of the tank T4 is sufficient to cover the required pressure. In light of these findings, all the existing pumping stations and tanks are found to be adequate enough in terms of producing required pressure. For pumping operation, a decision was made to use both time based and threshold tank levels based operation. The actual operation is exclusively based on threshold tank levels but it does not guarantee the constraint of the tank being at least half full at the end of the simulation week. This would lead in this instance to favoring a manual operation policy before the optimization process. The opera- tion takes into account a proper filling and emptying for tanks and the constraint of tank's final level. The overall operation scheme is as follows: in each pumping station, each pump is switched on/off according to the connected tank threshold water levels. One pump in the pumping station S5 is switched on at the beginning of the time periods 29 and 166 regardless of the connected tank water level. The valve near the tank T2 controls the water level in this tank. Therefore there is no variable associated with pumps. This reduces the problem complexity by reducing the number of decision variables. The locations for valves are fixed in the network and only their setting can be modified. The actual settings of PRVs are 40m for each one and from the problem description the maximum setting should be 60 m. The fourth set of variables is then the valve setting which is modeled as a real ranging from 40 to 60 for each of the 4 PRVs. Depending on the connection option of the new zone chosen in the optimization process, the decoding of the variable associated with the PRV on the pipe 2 may be ignored.
From the analysis of Table 2 , the pumping stations S2 and S4 can work very well with only one pump active. So diesel generators are provided for only one pump in each of the two pumping stations. In the remaining stations, diesel generators are installed for all the pumps. In this way, the computation burden associated with power outage is reduced. Therefore there is no variable associated with diesel generators. This is another means which reduces the problem complexity by reducing the number of decision variables.
Finally, the number of decision variables identified for the D-Town network optimization problem is 863: 1 for the new zone connection, 858 for existing pipes and 4 for pressure reducing valves.
The optimization objectives are clearly defined by the water utility for D-Town network: minimize total cost, minimize greenhouse gas emissions and minimize water age. Although three objectives are defined, the problem can be tackled as a single-objective optimization problem by combining all the objectives in one. However, this approach doesn't provide alternatives to enable compromise between different objectives. Therefore the multi-objective approach adopted in this article is meant to solve this problem. Given the decisions made in formulating variables, the total cost is the sum of two portions: a variable portion (pipe investment cost and pump operation cost) and a constant portion (valves, diesel generator, pumps and tanks investment cost). The constant portion is $85,636. A penalty was added for (1) a negative pressure at non demanding nodes, (2) a pressure lower than 25 m at demanding nodes and (3) a tank final level lower than the initial level. Solutions with a zero penalty are awarded to those who fully respect the design constraints.
Optimization and Results Analysis
In order to determine the pay-off characteristic between the total greenhouse gas emissions and water age, the genetic algorithm was run with a population size of 30 sample solutions and was allowed to run for 500 generations. Approximately 9 seconds were spent to evaluate a single solution for the formulated D-Town network problem and therefore the whole optimization process expended approximately 37 computation hours. The determination to elect a relatively low value for the population size is due to the complexity of the D-Town network and the small time steps specified for hydraulic and water quality simulations. Note that the term "-Reliability" in Equation (11) is replaced by "greenhouse gas emissions" for this problem. The power outage scenarios are only assessed at the end of the optimization process. The Pareto front identified by the GA at the end of iterations contained 11 solutions. The design values for seven of these solutions are summarized in Table  4 where V1, V45 and V47 are the three existing valves in DMA2 and N15 is the new valve on pipe 2. The seven (4) is recommended for the benefits of attaining the lowest cost, greenhouse gas emissions and number of parallel pipes. The only concern ensued by this solution is amassing the highest water age metric.
It is important to note, however, that all the water age values are closely ranked with each other. The reduction of the number of decision variables and their variation range was a helpful factor in tackling this complex problem. From the competition results obtained at the conference in Adelaide, the D-Town network design if formulated purely as an optimization problem, the span of the search space could easily reach over 7500 decision variables depending on the options considered which implies that a large amount of time would be needed to solve the problem in such a situation. Through extensive preliminary analysis which resulted in uncovering four sets of decision variable groups, this greatly narrows the field to only 863 decision variables which highlights the potential of approaching complicated design issues by reducing the degree of complexity to solve the problem. It is obvious that this approach does not guarantee the global optimum as is the case for any approach intended to solve these kinds of problems. However, it does provide reasonable solutions in reasonable times to help in meeting this prominent challenge decision-makers face with real-world design problems. Table 5 reports the objective function values found in the Battle compared to the solution (4). As can be seen, the seven authors above the solution (4) in the mentioned table found more performing solutions than the one found in this paper. The rest of the authors found a less performing solution regarding the water age objective (the five authors below the solution (4)) or the total cost objective (the last two authors). However, the optimization problem was not tackled in this paper as in the context of the Battle. The aim was to test the applicability of an overall formulation approach on a specific design problem as complex as the one addressed in the conference.
The aim of the conference, as reported in the Battle paper [51] , was not to identify the best approach to solve WDS problems. Indeed, a comparison would not be possible given the diversification of resources used by the participants [52] - [65] . Moreover, the run time was not a criterion pointed out in the competition. The aim of the conference was to identify approaches, challenges and results in solving the design problem in order to draw conclusions. A major conclusion from the conference was: there is benefit in using a combination of engineering experience and optimization methods when tackling complex real-world WDS design problem. However, the conference does not provide guiding on the aspects of approaches that can be generalized to other networks. The formulation approach proposed in this paper has the advantage of being applicable to multiple networks and it provides a competitive solution regarding the results of the conference.
Conclusion
A step-by-step approach for WDS design and operation has been presented, emphasizing on the need for a pre- liminary analysis before the optimization step, the reduction of the number and the range of decision variables, and the generalization of the design approach. In order to enlarge the scope of application of the proposed approach, some parametric equations were provided. The approach was applied to a large and complex network presented for a competition in the recent Water Distribution System Analysis (WDSA) conference in Adelaide, South Australia. The approach was able to formulate the problem with only 863 decision variables compared to the search space which could easily reach over 7500 decision variables depending on the options considered. Therefore, the proposed approach has a potential in solving WDS design problems. It can be a great guide for practitioners who are not very familiar with optimization applied to water network design and help them reduce optimization problems to a more manageable size. However, given the diversity of constraints that can be required for each network, further applications on various networks may provide insights regarding ways to improve the proposed approach. The process could very well be applicable in future especially on WDSs with more flexible terms of design constraints. It can be made to test the other aspects of the proposed approach such as tank location or tank elevation design.
