also summarize current findings of human-robot interaction (HRI) research in the field of transparency to show how transparency works in practice. Finally, we conclude by proposing a checklist for designers outlining a step-by-step guide that may help robot developers implement the GDPR's transparency requirement. Future work will address the application to individual use cases.
Different Expectations of Transparency
Transparency usually refers to things and concepts that are easy to perceive or detect. In the context of computing, however, it counterintuitively refers to processes or interfaces that function without a user being aware of them [21] . This latter understanding of transparency contrasts with the GDPR, which demands transparency for information technologies in the sense of making data processing explicit to the user. Such standards could entail a barrier to the deployment of robotic systems that process personal data in Europe or of European citizens.
The GDPR is intended to be a technology-neutral piece of legislation, meaning that no specific technology should be the target of the law. Instead, it should apply to all possible technologies at large. The GDPR's strength lies in providing general legal requirements across technologies. However, its lack of recognition for specific technologies and context factors risks neglecting crucial elements in protecting users' data-related rights. This challenge also arises in the determination of the requirements of transparency, which will need to be molded according to the characteristics of the technology-in this case, a robot. Moreover, complex technologies, such as artificial intelligence (AI) and robotic systems, raise particular challenges not only because of their information processing nature and contexts of use but also because of the multitude of stakeholders potentially affected by the transparency requirements.
Distinct from many other information technologies, the end user in an HRI context is not the only user who is engaging with the system. The broader context of robot deployment, involving different roles and responsibilities among various stakeholders, demands a comprehensive understanding of transparency (see https://standards.ieee.org/ project/7001.html). A typical robot ecosystem, in the healthcare sector for instance, would involve the health-care management team in the organization who initially decided to deploy the robot, the health-care staff who implement the robot in therapies or daily care, the family members who make decisions about their relative's engagement with the robot, the end user, the robot's developer, and the infrastructure providers [8] , [16] .
The investigation by Weller [23] into the roles and types of transparency in the context of human intelligibility of robotic systems explores this issue (Table 1) . However, further differentiation among the various stakeholders in the field of assistive robots awaits development.
Different stakeholders have different roles, information needs, background knowledge, and abilities. Accordingly, the transparency requirement needs to be tailored to the types of users (in light of their roles, responsibilities, and interests) and their level of capacity and vulnerability. Assistive robotics, as a field, frequently targets vulnerable users, such as elderly individuals with dementia or children with autism. Even for nonvulnerable users, understanding the information provided about a specific robot is a nontrivial task. The inclusion of vulnerable users creates particular challenges for transparency because strategies regarding transparency that work for nonvulnerable users may not work for vulnerable populations. Evidence about effective strategies that do justice to the specific needs of vulnerable populations still needs to be gathered. Overcome a reasonable fear of the unknown Experts/Regulators Provide the ability to audit a prediction or decision trail in detail, particularly (un)intended harmful actions, e.g., a crash by an autonomous car Deployers Make users feel comfortable with a prediction or decision, so that they keep using the system Lead a user into some action or behavior, e.g., Amazon might recommend a product while providing an explanation that the user then clicks through to make a purchase
One particular challenge is that, as HRI research has shown, users intuitively relate to robots as if they were living beings [12] . The information-processing capacities of such robots may not be apparent to users. In particular, it may not be evident to users that their data may be collected and analyzed. Accordingly, without prompting, users may not expect that such information processing can raise concerns and require explanation.
Ethics of Transparency
The ethical need for transparency can be understood as closely linked to the value of human autonomy. Autonomy requires that users have the opportunity to interact with their environment on their own terms. Transparency gives users of technologies an understanding of what will be happening with their data; having such information facilitates an informed-consent process that allows them to make meaningful choices about their use of these technologies. According to Beauchamp and Childress [3] , several elements of consent need to be realized for an autonomy-respecting informed-consent process. 1) Users must not be coerced into consenting; 2) they must have the capacity to consent; 3) information that is relevant to understanding the nature and potential impact of the technology, including practical implications, risks, costs, and benefits, needs to be disclosed understandably to the user; 4) users must be given opportunities to achieve understanding; and 5) users have to authorize interventions actively.
Given the complexity and opacity of information processing in information technologies, achieving meaningful informed consent to information technologies is challenging. Achieving consent merely through notice and consent, via the simple acceptance of terms and conditions for general processing purposes that are designed to meet the legal minimum of disclosure, is ethically insufficient according to these criteria. Not only is there often little choice available to users; frequently, such terms and conditions remain vague and unclear on those aspects that users would consider essential to know while providing lengthy and detailed information that is not designed to enable users' engagement. In short, consent procedures often do not give users understandable information on what the system is doing and how it may potentially affect them that is at an appropriate level of specificity to be informative without being overly demanding.
Demands for transparency need to take into account what information would be of value and interest to potential users to underpin meaningful decision-making and help them engage with that information. Importantly, a lack of transparency may affect the perceived trustworthiness of those responsible for the provision of such information. While the ethical literature on transparency emphasizes the complexity of potential positive and negative effects of transparency [10] , [18] , it is generally acknowledged that transparency conveys at least the willingness to be open to scrutiny and to be held accountable. It indicates trustworthiness to potential users, even if, in practice, transparency may not always result in increased accountability or more significant experience of trust among recipients of transparency information [18] .
Transparency and the Law
Although transparency can be conceived from an ethical point of view as a way to achieve autonomy via informed consent and to convey trustworthiness, the legal field has specified the conditions for how to obtain consent. It has defined how data controllers have to inform data subjects about the processing of personal data in a transparent manner. Today, transparency is a core principle enshrined in Article 5 (1)(a) of the GDPR, which states that personal data must be "processed lawfully, fairly and in a transparent manner in relation to the data subject. "
Not only has transparency become a principle of data protection, but the term has also been specified within the GDPR. One aspect of transparency is the broadened information duties of data controllers (defined in Articles 13 and 14 of the GDPR). Data controllers must, at the least, inform data subjects who they are; what quantity and quality of personal data they process; and when, for how long, why, and for what purposes they handle the data. Recitals 39 and 58 of the GDPR provide some guidance on how to implement transparency in different systems. In particular, data controllers must inform their customers about their data processing practices through concise, easily accessible, easy to understand, clear, and plain language (and, where appropriate, with visualization). The information must be provided in writing or, where necessary, by electronic means, and the information must come in an intelligible and easily accessible form (in particular, when data controllers target children; see Article 12 of the GDPR).
Apart from prospective transparency, where a data subject is informed about the data processing beforehand, transparency requires retrospective transparency, meaning the ability to follow the data processing step-by-step, for audit purposes, for example [19] . Article 22 of the GDPR gives data subjects the right not to be subject to a decision that significantly affects them based solely on automated processing. Moreover, Recital 71 of the GDPR gives the subject the right to obtain human intervention, express his or her point of view, and obtain an explanation of the decision.
Although the GDPR contains specific passages that explain how complex data collection and transformation processes should be made accessible to data subjects (Articles 12-22, 34 GDPR), these descriptions are still subject to interpretation. Additional specification and evidence on effective strategies are required to support engineers and HRI experts in realizing transparency requirements from both the legal and ethical point of view. In particular, improvements are necessary to the current practice of reducing consent to the presentation of complex information to users followed by a simple tick box. New strategies are needed concerning adaptation to users' information needs and differentiated preferences, to allow the transparency requirement to contribute to facilitating meaningful choice. Next, we discuss the empirical evidence on transparency and transparency effects found in HRI research.
HRI Transparency Realization
Sociological and psychological studies have explored transparency effects [13] and expectations in the context of robotics [4] . This research investigates the user effects of information provision, in the sense of explanations of how and why the robot does what it does. It shows that user perceptions of and attitudes toward transparency differ substantially depending on the technologies and services investigated, the tasks given, and other contextual factors. In some cases, robot transparency has limited impact, for example, on attributions of credit and blame [13] or on assessments of competence [15] . In other cases, robot transparency leads to poorer perceptions of the robot [20] .
How transparency is enacted can lead to different outcomes [22] . The situational importance of transparency has also been pointed out, suggesting that technology should be transparent and able to explain itself in critical states. However, this may not be as advantageous when everything is running as usual [11] .
General research on transparency in intelligent systems shows similarly mixed results. It does not permit drawing generalized design recommendations for transparency and explainability [7] . While the requirement for transparency has strong ethical and rightsbased support and is now a legal requirement in the GDPR, these mixed results indicate that, from a purely pragmatic and user-centered perspective, an increase in transparency is not always clearly desirable. Accordingly, from an industry point-of-view, investment in transparency by developers could be costly, with unclear effects and benefits, and there may even be a risk that, at times, transparency could backfire by decreasing user trust [6] .
Fischer [9] , for example, points to the detrimental effects transparency might have in the context of assistive robots. If such robots are too transparent about their information processing capacities, that transparency might impede natural and seamless HRI. The desirability of transparency might depend heavily on the application domain and particular type of HRI. Accordingly, when engaging with the demand for transparency, any transparency measures need to be designed with due regard for the specific characteristics of HRI in that use context.
What transparency means for the field of robotics is still underexplored. This is despite recently intensifying research efforts in the form of a dedicated IEEE group on the transparency of autonomous systems (IEEE-P7001; see http://sites.ieee .org/sagroups-7001/) or a recent workshop on explainable robotic systems, whose contributions are summarized in Table 2 (see https://explainableroboticsystems.wordpress.com/).
From this table, we can see that HRI research on transparency has focused primarily on the explainability of the systems, either from the robot (intelligibility) or user perspective (understandability). Their conclusions vary, with some studies showing no relevant findings and some identifying the downsides of transparency. Such disadvantages include the inhibition of seamless HRI and the creation of misunderstandings and unwanted inferences about a robot's capabilities [9] . These findings are in line with other results highlighting the technical limitations of transparency [14] , that it can create false binaries and be harmful, and that it could be used to prioritize seeing over understanding [1] .
Checklist for Implementing Transparency in Robot Development
The following checklist translates the general considerations outlined previously into a step-by-step guide for robot developers (Table 3 ). Its goal is to provide user-centered guidance on how to design for transparency.
To implement transparency in a given AI environment, we suggest the following: 1) identify general transparency obligations 2) identify the different transparency needs and expectations of the involved stakeholders 3) translate the transparency requirements to the level of understanding of a target group 4) conduct user testing concerning some transparency-related parameters 5) guide users concerning available transparency functions.
Conclusions
This article offered an overview of the transparency requirement and explained the main dimensions of the transparency principle in the context of robotics. The implementation of legal transparency requirements requires interdisciplinary collaboration among legal, social science, and technology experts to avoid overlooking ethical and societal aspects and create an evidence base that will be essential for engineers and industry in designing transparency measures that are effective and meet legal requirements [2] , [17] .
Future HRI research on transparency should investigate the situational and contextual value of transparency, user awareness and needs, and design-related questions, such as how transparency can best be implemented in assistive robots. In addition to experiments, HRI research could use ethnographic and observational approaches, interface studies, and reverse engineering. Doing so will require applying the findings of this article to concrete use cases, thereby providing more practical guidance on how to implement transparency in a given context. The checklist in the previous section could offer direction in developing such use cases in practice.
There are multiple takeaways from this subject.
• Transparency is an ethical requirement based on the value of autonomy and is essential for meaningful informed consent. Data subjects must be informed about how controllers process their data in a concise, easily accessible, and understandable manner.
• It is also a legal requirement that is binding in the European
Union and for the processing of personal data of European technical measures for transparency could be implemented to achieve compliance with the law.
• A procedural checklist for designers might be a suitable instrument to guide the design process concerning meeting transparency requirements.
