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In this paper, using the theory of matching polynomial of hypertrees and ordering of hy-
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1 Introduction
Hypergraphs are systems of sets which are conceived as natural extension of graphs. A hypergraph
H = (V (H), E(H)) is a finite set V (H) of elements, called vertices, together with a finite multiset
E(H) of subsets of V (H), called hyperedges or simply edges. For a vertex v in H, let Ev(H) (or
simply Ev) represent the set of edges containing v, i.e., Ev(H) = {e ∈ E | v ∈ e}, and the degree
of vertex v is the cardinality |Ev|. A hypergraph H is r-uniform if every edge e ∈ E(H) contains
precisely r vertices. A vertex with degree one is a core vertex, and a vertex with degree larger than
one is an intersection vertex. If any two edges in H share at most one vertex, then H is said to be
a linear hypergraph. In this paper we assume that hypergraphs are linear and r-uniform.
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In a hypergraph H, two vertices u and v are adjacent if there is an edge e of H such that
{u, v} ⊆ e. A vertex v is said to be incident to an edge e if v ∈ e. A walk of hypergraph H is defined
to be an alternating sequence of vertices and edges v1e1v2e2 · · · v`e`v`+1 satisfying that both vi and
vi+1 are incident to ei for 1 6 i 6 `. A walk is called a path if all vertices and edges in the walk are
distinct. The walk is closed if vl+1 = v1. A closed walk is called a cycle if all vertices and edges in
the walk are distinct. A hypergraph H is called connected if for any vertices u, v, there is a path
connecting u and v. A hypergraph H is called acyclic or a hyperforest if it contains no cycle. A
connected hyperforest is called a hypertree.
Let H = (V,E) be an r-uniform hypergraph of order n and size m. A matching of H is a set
of pairwise nonadjacent edges in E. A k-matching is a matching consisting of k edges. We denote
by m(H, k) the number of k-matchings of H. The matching number ν(H) of H is the maximum
cardinality of a matching.
Recently, Zhang et. al [16] obtained the following result.
Theorem 1.1 ([16]). λ is a nonzero eigenvalue of a hypertree H with the corresponding eigenvector
x having all elements nonzero if and only if it is a root of the polynomial
ϕ(H, x) =
ν(H)∑
k=0
(−1)km(H, k)x(ν(H)−k)r.
We define the matching polynomial of H in [10] as
ϕ(H, x) =
∑
k≥0
(−1)km(H, k)xn−kr.
This definition seems more appropriate as it guarantees that matching polynomials of hypergraphs
of the same order have the same degree and the result in Theorem 1.1 is still valid.
In [5], some transformations on hypergraphs such as moving edges and edge-releasing were
introduced and the first two spectral radii of hypertrees on n vertices were characterized. Yuan et.
al [15] further determined the first eight uniform hypertrees on n vertices with the largest spectral
radii. Xiao et. al [11] characterized the unique uniform hypertree with the maximum spectral radius
among all uniform hypertrees with a given degree sequence. The first two largest spectral radii of
uniform hypertrees with given diameter were characterized in [12]. Recently Su et. al [10] determine
the first bd2c+ 1 largest spectral radii of r-uniform hypertrees with size m and diameter d
In this paper, using the theory of matching polynomial of hypertrees introduced in [10], we
determine the largest spectral radius of hypertrees with m edges and given size of matching. The
structure of the remaining part of the paper is as follows: In Section 2, we give some basic definitions
and results for tensor and spectra of hypergraphs. Section 3 is devoted to investigating various
transformations on hypertrees with given size of matching. In last section, the largest spectral
radius of hypertrees with m edges and given size of matching is determined.
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2 Preliminaries
Let H = (V,E) be an r-uniform hypergraph on n vertices. A partial hypergraph H′ = (V ′, E′)
of H is a hypergraph with V ′ ⊆ V and E′ ⊆ E. A proper partial hypergraph H′ of H is partial
hypergraph of H with H′ 6= H. For a vertex subset S ⊂ V , let H − S = (V ′′, E′′) be the partial
hypergraph of H satisfying that V ′′ = V \ S, and for any e ∈ E, if e ⊆ V ′′, then e ∈ E′′. When
S = {v}, H − S is simply written as H − v. For an edge e = {v1, . . . , vt} ∈ E(H), let H \ e stand
for the partial hypergraph of H obtained by deletion of the edge e from H, i.e. H\ e = (V,E \ {e}),
and H − V (e) stand for the partial hypergraph of H − {v1, . . . , vt}. A partial hypergraph induced
by an edge subset F ⊆ E of H is a hypergraph H′ = (V ′, F ), where V ′ = ∪e∈F e. For two r-uniform
hypergraphs G and H with V (G) ∩ V (H) = ∅, we use G∪˙H to denote the disjoint union of G and
H. Let a be a positive integer, aG stand for the disjoint union of a copies of G.
An edge e of H is called a pendent edge if e contains exactly r − 1 core vertices. If e is not a
pendent edge, it is called a non-pendent edge. An r-uniform hypergraph H is called a hyperstar,
denoted by Srm, if there is a disjoint partition of the vertex set V as V = {v} ∪ V1 ∪ · · · ∪ Vm such
that |V1| = · · · = |Vm| = r − 1, and E = {{v} ∪ Vi |i = 1, . . . ,m}, and v is the center of Srm.
For positive integers r and n, a real tensor A = (ai1i2···ir) of order r and dimension n refers to a
multidimensional array (also called hypermatrix) with entries ai1i2···ir such that ai1i2···ir ∈ R for all
i1, i2, . . ., ir ∈ [n], where [n] = {1, 2, . . . , n}.
The following product of tensors, defined by Shao [9], is a generalization of the matrix product.
Let A and B be dimension n, order r > 2 and order k > 1 tensors, respectively. Define the product
AB to be the tensor C of dimension n and order (r − 1)(k − 1) + 1 with entries as
ciα1···αr−1 =
n∑
i2,...,ir=1
aii2···irbi2α1 · · · birαr−1 , (1)
where i ∈ [n], α1, . . . , αr−1 ∈ [n]k−1.
From the above definition, if x = (x1, x2, . . . , xn)
T ∈ Cn is a complex column vector of dimension
n, then by (1) Ax is a vector in Cn whose ith component is given by
(Ax)i =
n∑
i2,...,ir=1
aii2···irxi2 · · ·xir , for each i ∈ [n].
In 2005, Qi [7] and Lim [6] independently introduced the concepts of tensor eigenvalues and the
spectra of tensors.
Let A be an order r dimension n tensor, x = (x1, x2, . . . , xn)T ∈ Cn a column vector of dimension
n. If there exists a number λ ∈ C and a nonzero vector x ∈ Cn such that
Ax = λx[r−1],
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where x[r−1] is a vector with i-th entry xr−1i , then λ is called an eigenvalue of A, x is called an
eigenvector of A corresponding to the eigenvalue λ. The spectral radius of A is the maximum
modulus of the eigenvalues of A.
In 2012, Cooper and Dutle [2] defined the adjacency tensors for r-uniform hypergraphs.
Definition 2.1 ([2]). Let H = (V,E) be an r-uniform hypergraph on n vertices. The adjacency
tensor of H is defined as the order r and dimension n tensor A(H) = (ai1i2···ir), whose (i1i2 · · · ir)-
entry is
ai1i2···ir =
 1(r−1)! , if {i1, i2, . . . , ir} ∈ E,0, otherwise.
The spectral radius of hypergraph H is defined as spectral radius of its adjacency tensor, denoted
by ρ(H). In [3] the weak irreducibility of nonnegative tensors was defined. It was proved that an
r-uniform hypergraph H is connected if and only if its adjacency tensor A(H) is weakly irreducible
(see [3] and [14]). Part of the Perron-Frobenius theorem for nonnegative tensors is stated in the
following for reference.
Theorem 2.2 ([8]). Let A be a nonnegative tensor of order r and dimension n, where r, n ≥ 2.
Then ρ(A) is an eigenvalue of A with a nonnegative eigenvector corresponding to it. If A is weakly
irreducible, then ρ(A) is a positive eigenvalue of A with a positve eigenvector x. Furthermore, ρ(A)
is the unique eigenvalue of A with a positive eigenvector, and x is the unique positive eigenvector
associated with ρ(A), up to a multiplicative constant.
The unique positive eigenvector x with
∑n
i=1 x
r
i = 1 corresponding to ρ(H) is called the principal
eigenvector of H.
Theorem 2.3 ([13]). Let A,B be order r and dimension n nonnegative tensors, and A 6= B. If
B ≤ A and A is weakly irreducible, then ρ(A) > ρ(B).
The following result can be obtained directly from Theorem 2.3 and will be often used in the
sequel.
Theorem 2.4. Suppose that G is a uniform hypergraph, and G′ is a partial hypergraph of G. Then
ρ(G′) ≤ ρ(G). Furthermore, if in addition G is connected and G′ is a proper partial hypergraph, we
have ρ(G′) < ρ(G).
An operation of moving edges on hypergraphs was introduced by Li et. al in [5]. Let H = (V,E)
be a hypergraph with u ∈ V and e1, · · · , ek ∈ E, such that u /∈ ei for i = 1, · · · , k. Suppose that
vi ∈ ei and write e′i = (ei \ {vi}) ∪ {u} (i = 1, · · · , k). Let H′ = (V,E′) be the hypergraph with
E′ = (E \ {e1, · · · , ek}) ∪ {e′1, · · · , e′k}. Then we say that H′ is obtained from H by moving edges
(e1, · · · , ek) from (v1, · · · , vk) to u.
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Theorem 2.5 ([5]). Let H be a connected hypergraph, H′ be the hypergraph obtained from H by
moving edges (e1, · · · , ek) from (v1, · · · , vk) to u. If x is the principal eigenvector of H corresponding
to ρ(H), and suppose that xu ≥ max1≤i≤k{xvi}, then ρ(H′) > ρ(H).
The following edge-releasing operation on linear hypergraphs was given in [5].
Let H be an r-uniform linear hypergraph, e be a non-pendent edge of H and u ∈ e. Let
e1, e2, . . . , ek be all edges of G adjacent to e but not containing u, and suppose that ei ∩ e = {vi}
for i = 1, . . . , k. Let H′ be the hypergraph obtained from H by moving edges (e1, · · · , ek) from
(v1, · · · , vk) to u. Then H′ is said to be obtained by an edge-releasing operation on e at u.
From the above definition we can see that if H′ and H′′ are the hypergraphs obtained from an
r-uniform linear hypergraph H by an edge-releasing operation on some e at u and at v, respectively.
Then H′ and H′′ are isomorphic. So we simply say H′ is obtained from H by an edge-releasing
operation on e.
Recall the ordering on hyperforests introduced in [10]. Let T and T ′ be hyperforests of n
vertices. We call T ′  T if ϕ(T ′, x) ≥ ϕ(T , x) for every x ≥ ρ(T ′); call T ′ ≺ T if T ′  T and the
polynomial ϕ(T ′, x)− ϕ(T , x) does not vanish at the point x = ρ(T ′). Note that T ′ ≺ T (T ′  T ,
resp.) implies ρ(T ′) < ρ(T ) (ρ(T ′) ≤ ρ(T ), resp.).
We first give some useful results which were proposed in [10].
Lemma 2.6 ([10]). If T is an uniform hypertree, and T ′ is a proper partial hypergraph of T with
V (T ′) = V (T ), then T ′ ≺ T .
Lemma 2.7 ([10]). Let T ′ be an r-uniform hypertree obtained by edge-releasing a non-pendent edge
of T . Then T ′ is a uniform hypertree and T ≺ T ′.
Theorem 2.8 ([10]). Let G and H be two r-uniform hypergraphs. Then the following statements
hold.
(a) ϕ(G∪˙H, x) = ϕ(G, x)ϕ(H, x).
(b) ϕ(G, x) = ϕ(G \ e, x)− ϕ(G − V (e), x) if e is an edge of G.
(c) If u ∈ V (G) and I = {i|ei ∈ Eu}, for any J ⊆ I, we have
ϕ(G, x) = ϕ(G \ {ei|i ∈ J}, x)−
∑
i∈J
ϕ(G − V (ei), x)
and
ϕ(G, x) = xϕ(G − u, x)−
∑
e∈Eu
ϕ(G − V (e), x).
A hypergraph H = (V,E) is called a subtree hypergraph if there is a tree T with vertex set V
such that vertices in e ∈ E induces a subtree in T . It is not hard to see that hypertrees are subtree
hypergraphs.
5
Let H = (V,E) be a hypergraph. A subfamily of edges F ⊆ E is an intersecting family if
every pair of edges in F has a non-empty intersection. A hypergraph has the Helly property if each
intersecting family has a non-empty intersection.
Lemma 2.9 ([1]). Any subtree hypergraph has the Helly property.
An n-dimensional vector (a1, . . . , an) is said to be non-increasing if a1 ≥ a2 ≥ . . . ≥ an. Let
pi = (a1, . . . , an) and pi
′ = (a′1, . . . , a′n) be two non-increasing real vectors. pi is said to be majorized
by pi′, which is denoted by pi C pi′ (or pi′ . pi), if
k∑
i=1
ai ≤
k∑
i=1
a′i, for k = 1, 2, . . . , n− 1;
n∑
i=1
ai =
n∑
i=1
a′i.
Lemma 2.10. Let pi and pi′ be two different non-increasing integral nonnegative vectors. If piC pi′,
then there exists a sequence of non-increasing integral nonnegative vectors pi1, pi2, . . . , pik such that
(pi =)pik+1CpikC· · ·Cpi1Cpi0(= pi′), where pii and pii+1 differ only in two positions and the differences
are 1 for 0 ≤ i ≤ k.
Proof. Assume pi = (a1, a2, . . . , an) and pi
′ = (b1, b2, . . . , bn) are two different non-increasing integral
nonnegative vectors with pi C pi′. Let p be the smallest index such that ap > bp. We claim such
p does exist. Otherwise, ai ≤ bi for all 1 ≤ i ≤ n. Combining this with the assumption that∑n
i=1 ai =
∑n
i=1 bi, we obtain that ai = bi for i = 1, . . . , n, a contradiction to pi 6= pi′. Furthermore,
there is an integer i (1 ≤ i < p) such that ai < bi, and let q be the largest such index. Otherwise,
ai ≥ bi for all 1 ≤ i < p, then
∑p−1
i=1 ai ≥
∑p−1
i=1 bi and
∑p
i=1 ai >
∑p
i=1 bi, a contradiction. Then we
have,
aq < bq, ap > bp, ai = bi, for q < i < p. (2)
Now let pi1 = (b
′
1, b
′
2, . . . , b
′
n) be a non-increasing integral nonnegative vector given by
b′i =

bq − 1, if i = q;
bp + 1, if i = p;
bi, otherwise.
It is easy to verify that b′1 ≥ b′2 ≥ · · · ≥ b′n, and pi1 C pi′. Now we shall show that pi C pi1. First note
that
k∑
i=1
ai ≤
k∑
i=1
bi =
k∑
i=1
b′i, for 1 ≤ k ≤ q − 1 and p ≤ k ≤ n.
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For q ≤ k ≤ p− 1, since aq ≤ bq − 1, we have
k∑
i=1
ai =
q−1∑
i=1
ai + aq +
k∑
i=q+1
ai
≤
q−1∑
i=1
bi + aq +
k∑
i=q+1
ai
≤
q−1∑
i=1
bi + bq − 1 +
k∑
i=q+1
ai
=
k∑
i=1
b′i.
So pi C pi1. Furthermore, we have
‖pi′ − pi‖1 − ‖pi1 − pi‖1 =
n∑
i=1
|bi − ai| −
n∑
i=1
|b′i − ai|
= |bq − aq|+ |bp − ap| − |bq − 1− aq| − |bp + 1− ap|
= 2.
That is, ‖pi1 − pi‖1 = ‖pi′ − pi‖1 − 2.
Since piCpi1, if pi 6= pi1, in a similar way we can determine a non-increasing integral nonnegative
vector pi2 such that
pi C pi2 C pi1,
and ‖pi2 − pi‖1 = ‖pi1 − pi‖1 − 2. Since ‖pi′ − pi‖ is finite, repeating the above process in a finite
number of steps, we can obtain a sequence of vectors pi1, pi2, . . . , pik, pik+1 = pi such that
pi = pik+1 C pik C · · ·C pi1 C pi0 = pi′,
and pii and pii+1 differ only in two positions, and the differences are 1 for 0 ≤ i ≤ k.
For positive integers a, b and c, let Aca,b be the set of all non-increasing integral nonnegative
vectors of dimension b as follows:
Aca,b = {(x1, . . . , xb) ∈ Zb : c ≥ x1 ≥ x2 ≥ · · · ≥ xb ≥ 0, x1 + x2 + · · ·+ xb = a}.
3 Some transformations on hypertrees with a given size of match-
ing
Let a ≤ r be a positive integer, and Ra (see Fig. 1 (a)) be an r-uniform hypertree with vertex set
V (Ra) = {v(i)j : i = 1, . . . , a; j = 1, . . . , r} ∪ {u1, . . . , ur−a} and edge set E(T ) = {e, e1, . . . , ea},
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where e = {v(1)1 , . . . , v(a)1 , u1, . . . , ur−a} and ei = {v(i)1 , . . . , v(i)r }, i = 1, . . . , a. Let T be an r-uniform
hypertree with v ∈ V (T ). Let a ≤ r− 1 be an integer, and T (v; a) (see Fig. 1 (b)) be the r-uniform
hypertree obtained from Ra and T by identifying a core vertex of e in Ra and v of T . Let a, b be
two integers with a, b ≤ r − 1, and T (v; a, b) (see Fig. 1 (c)) be the r-uniform hypertree obtained
from Ra and T (v; b) by identifying a core vertex of e in Ra and v of T (v; b). We have the following
results which will be used in our proof.
v
· · ·
a︷ ︸︸ ︷
· · ·
b︷ ︸︸ ︷
T
· · · · · · · · ·· · ·
v
· · ·
a︷ ︸︸ ︷
T · · ·· · ·
· · ·
a︷ ︸︸ ︷
· · ·· · ·
(a) (b)
(c)
Figure 1: Hypertrees (a) Ra, (b) T (v; a), (c) T (v; a, b)
.
Lemma 3.1. Let T be an r-uniform hypertree, and Ra and T (v; a) be defined as above. Then
(a). ϕ(Ra, x) = x
r−a(xr − 1)a − xa(r−1)
(b). ϕ(T (v; a), x) = xr−a−1(xr − 1)aϕ(T , x)− xa(r−1)ϕ(T − v, x). (3)
Proof. (a). Applying (b) of Lemma 2.8 to Ra and the edge e with a intersection vertices, we have
ϕ(Ra, x) = ϕ(Ra \ e, x)− ϕ(Ra − V (e), x) = xr−a(xr − 1)a − xa(r−1).
(b). Applying (b) of Lemma 2.8 to T (v; a) and the edge e with a + 1 intersection vertices, we
have
ϕ(T (v; a), x) = ϕ(T (v; a) \ e, x)− ϕ(T (v; a)− V (e), x) = xr−a−1(xr − 1)aϕ(T , x)− xa(r−1)ϕ(T − v, x).
Lemma 3.2. Let T be an r-uniform hypertree with v ∈ V (T ), and T (v; a, b) be defined as above.
If r − 2 ≥ a ≥ b ≥ 1, then T (v; a, b) ≺ T (v; a+ 1, b− 1).
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Proof. Applying (b) of Lemma 2.8 to T (v; a, b) and one edge of b pendent edges, we have
ϕ(T (v; a, b), x) = xr−1ϕ(T (v; a, b− 1), x)− xr−1−b(xr − 1)b−1ϕ(T (v; a), x). (4)
Applying (b) of Lemma 2.8 to T (v; a+ 1, b− 1) and one edge of a+ 1 pendent edges, we have
ϕ(T (v; a+ 1, b− 1), x) = xr−1ϕ(T (v; a, b− 1), x)− xr−2−a(xr − 1)aϕ(T (v; b− 1), x). (5)
By (3), (4) and (5), we have
ϕ(T (v; a, b), x)− ϕ(T (v; a+ 1, b− 1), x)
= xr−2−a(xr − 1)aϕ(T (v; b− 1), x)− xr−1−b(xr − 1)b−1ϕ(T (v; a), x)
= x2r−a−b−2(xr − 1)a+b−1ϕ(T , x)− xb(r−1)−a−1(xr − 1)aϕ(T − v, x)
− x2r−a−b−2(xr − 1)a+b−1ϕ(T , x) + x(a+1)(r−1)−b(xr − 1)b−1ϕ(T − v, x)
= xb(r−1)−a−1(xr − 1)b−1ϕ(T − v, x)(x(a+1−b)r − (xr − 1)a+1−b).
Since T − v is a proper partial hypergraph of T (v; a, b), we have ρ(T − v) < ρ(T (v; a, b)) by
Theorem 2.4. Thus if x ≥ ρ(T (v; a, b)), we have ϕ(T −v, x) > 0 and then ϕ(T (v; a, b)) > ϕ(T (v; a+
1, b− 1)) considering a ≥ b, namely T (v; a, b) ≺ T (v; a+ 1, b− 1) when a ≥ b.
· · ·
··
·
···
Figure 2: Hypertrees S(3(2), 2, 0(2))
4 The first hypertree with a given size of matching
Let Srt be a hyperstar with edges e1, . . . , et and center v. Denote by S(a1, a2, . . . , at) (see Fig. 2 )
the r-uniform hypertree obtained from Srt by attaching ai disjoint pendent edges at distinct core
vertices of ei for i = 1, . . . , t, and v is called the center of S(a1, a2, . . . , at). If a1 = · · · = as for some
s ≤ t, S(a1, a2, . . . , at) is simply written as S(a(s)1 , as+1, . . . , at), see Fig. 2. Denote by Tm,k,r the
set of all r-uniform hypertrees with m edges and a k-matching. Let q, s, l be integers determined
by m, k, r as follows: {
k − 1 = (r − 1)q + s, where 0 ≤ s < r − 1;
m = qr + s+ 1 + l.
(6)
Let A(m, k, r) be the hypertree S((r − 1)(q), s, 0(l)).
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Theorem 4.1. For any T ∈ Tm,k,r, we have
ρ(T ) ≤
(
1
1− α0
)1/r
, (7)
where α0 is the maximum root of
xr−1
(
1
1− x −
1
xs
− l
)
= q, (8)
and q, s, l are defined as in (6). Further, equality holds in (7) if and only if T = A(m, k, r).
Proof. Suppose that T0 ∈ Tm,k,r has the largest spectral radius. We shall show that T0 = A(m, k, r).
We proceed the proof with the following claims.
Claim 1. Every edge in a k-matching of T0 is a pendent edge.
Proof. Let M = {e1 . . . , ek} be a k-matching of T0. If there exists an edge ei ∈ M (1 ≤ i ≤ k)
which is a non-pendent edge, then applying edge-releasing operation on ei we get a hypertree T ′
with ρ(T0) < ρ(T ′) by Lemma 2.7. It is easy to see that {e1 . . . , ek} is still a k-matching of T ′. So
T ′ ∈ Tm,k,r and ρ(T0) < ρ(T ′), contradicting with the maximality of T0.
Claim 2. T0 = S(a1, a2, . . . , am−k, 0), where a1, a2, . . . , am−k are nonnegative integers with
k =
∑m−k
i=1 ai + 1.
Proof. By Claim 1, we assume M = {e1 . . . , ek} is a k-matching of T0 consisting of pendent edges.
First we show that E \M is an intersecting family in T0. Suppose to the contrary that there exist
two disjoint edges e, f in E\M . Since T0 is a hypertree, there is a unique path P connecting e and f
in T0, say P = v1e1v2e2 · · · , vaeava+1, where e1 = e and ea = f . Let T1 and T2 denote the hypertrees
obtained from T0 by moving edge e1 from v2 to va and moving edge ea from va to v2, respectively.
It is easy to see that both T1 and T2 are hypertrees. Since e, f /∈ M , M is still a k-matching of
T1 and T2. However, by Theorem 2.5, we have ρ(T0) < max{ρ(T1), ρ(T2)}, contradicting to the
maximality of T0. Thus E \M is an intersecting family in T0, and further by Lemma 2.9, we know
that E \M has a common vertex, say v, and this is the only common vertex since T0 is linear.
Therefore the hypergraph induced by E \M is a hyperstar, so T0 can be regarded as a hypertree
obtained by attaching k mutually disjoint pendent edges at hyperstar Srm−k. By the maximality of
T0 and edge-moving operation in Theorem 2.5, it is not hard to see that there is exactly one edge
in M attached at v. Thus there exist nonnegative integers a1, a2, . . . , am−k with k =
∑m−k
i=1 ai + 1
such that T0 = S(a1, a2, . . . , am−k, 0).
Claim 3. T0 = A(m, k, r).
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Proof. Note that S(a1, a2, . . . , am−k, 0) = Srm = A(m, 1, r) when k = 1, and is S(1, 0(m−2)) =
A(m, 2, r) when k = 2. So we assume k ≥ 3 in the following discussion. By Claim 2, we as-
sume that T0 = S(a1, a2, . . . , am−k, 0), where a1, a2, . . . , am−k are nonnegative integers with k =∑m−k
i=1 ai + 1. Note that pi0 = (a1, a2, . . . , am−k) ∈ Ar−1k−1,m−k and pi0 C (r − 1, . . . , r − 1︸ ︷︷ ︸
q
, s, 0, . . . , 0︸ ︷︷ ︸
l−1
).
By Lemma 2.10, there exist a sequence of vectors pi1, pi2, . . . , pip such that pi0C pi1C · · ·C pipC pip+1,
where pip+1 = (r − 1, . . . , r − 1︸ ︷︷ ︸
q
, s, 0, . . . , 0︸ ︷︷ ︸
l−1
), pii and pii+1 differ only in two positions and differ by one
for 0 ≤ i ≤ p. It is easy to verify that pii ∈ Ar−1k−1,m−k for i = 0, . . . , p+1. Let pi1 = (b1, b2, . . . , bm−k).
We assume that pi1 and pi0 differ by one in ith and jth components, with bi = ai+1 and bj = aj−1,
1 ≤ i < j ≤ m − k. Let H = S(a1, . . . , ai−1, ai+1, . . . , aj−1, aj+1, . . . , am−k, 0) with v as its cen-
ter. Then S(a1, a2, . . . , am−k, 0) ∼= H(v; ai, aj) and S(b1, b2, . . . , bm−k, 0) ∼= H(v; ai + 1, aj − 1). By
Lemma 3.2, we have H(v; ai, aj) ≺ H(v; ai + 1, aj − 1), i.e.
S(a1, a2, . . . , am−k, 0) ≺ S(b1, b2, . . . , bm−k, 0).
Repeatedly using the above process, we get S(a1, a2, . . . , am−k, 0) ≺ S(r − 1, . . . , r − 1︸ ︷︷ ︸
q
, s, 0, . . . , 0︸ ︷︷ ︸
l−1
) =
A(m, k, r). By the maximality of T0, we have T0 = A(m, k, r).
Applying (c) of Lemma 2.8 to T0 = A(m, k, r) on the center v, we obtain
ϕ(T0, x)
= xϕ(T0 − v, x)−
∑
e∈Ev
ϕ(T0 − V (e), x)
= x(l+1)(r−1)−s+1(xr − 1)q(r−1)+s − qx(l+r)(r−1)−s(xr − 1)(q−1)(r−1)+s
− x(l+s)(r−1)(xr − 1)q(r−1) − lxl(r−1)−s(xr − 1)q(r−1)+s
= x(l+r)(r−1)−s(xr − 1)(q−1)(r−1)+s
[
xr
(
xr − 1
xr
)r−1
−
(
xr − 1
xr
)r−1−s
− l
(
xr − 1
xr
)r−1
− q
]
Since the maximum root of ϕ(T0, x) is ρ(T0) and ρ(T0) > 1, ρ(T0) is the maximum root of the
following equation
xr
(
xr − 1
xr
)r−1
−
(
xr − 1
xr
)r−1−s
− l
(
xr − 1
xr
)r−1
− q = 0.
This equation can be simplified to (8) by variable replacement x := x
r−1
xr . The proof is completed.
Theorem 4.1 in this paper generalizes Theorem 3.3 in [4] from trees to hypertrees.
When hypertree T has a perfect matching, we have the following result.
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Corollary 4.2. Let T be an r-uniform hypertree with m edges and a perfect matching. Then
ρ(T ) ≤
(
1
1− α0
)1/r
, (9)
where α0 is the maximum root of
rxr = (m− 1)(1− x).
Further, equality holds in (9) if and only if T = A( rk−1r−1 , k, r).
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