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High-Speed Highway Scene Prediction Based on Driver Models
Learned From Demonstrations
David Sierra González, Jilles Steeve Dibangoye, Christian Laugier
Abstract— One of the key factors to ensure the safe opera-
tion of autonomous and semi-autonomous vehicles in dynamic
environments is the ability to accurately predict the motion of
the dynamic obstacles in the scene. In this work, we show how
to use a realistic driver model learned from demonstrations
via Inverse Reinforcement Learning to predict the long-term
evolution of highway traffic scenes. We model each traffic
participant as a Markov Decision Process in which the cost
function is a linear combination of static and dynamic features.
In particular, the static features capture the preferences of the
driver while the dynamic features, which change over time
depending on the actions of the other traffic participants,
capture the driver’s risk-aversive behavior. Using such a model
for prediction enables us to explicitly consider the interactions
between traffic participants while keeping the computational
complexity quadratic in the number of vehicles in the scene.
Preliminary experiments in simulated and real scenarios show
the capability of our approach to produce reliable, human-like
scene predictions.
I. INTRODUCTION
Recent years have seen a significant increase in research
on Advanced Driver Assistance Systems (ADAS). Especially,
autonomous driving has become a critical concern around
the world. Whether it is to increase safety and security
of drivers, passengers or pedestrians; enhance mobility for
people and freights; or protect the environment. However,
techniques to predict accurately the trajectories and intents
of the involved traffic participants are time and memory
demanding, preventing us from safe and secure autonomous
driving systems [1].
Instead of exhaustively estimating the intent of all road
users [2], one can rely on planning based prediction ap-
proaches to overcome the computational complexity [3], [4],
[5]. Planning-based approaches assume that people, when
they move, they do so by minimizing a cost function which
depends on their preferences and the context. Thus, given
the cost function and the context, their future actions can
be predicted. Unfortunately, most of the work in this area
is limited to motion prediction for pedestrians in which the
cost function is time-invariant and models the behavior of an
agent in a static environment (i.e. an environment in which
the obstacles do not move).
In contrast, the highway is a dynamic environment in
which the actions of a driver are strongly conditioned by
the states of the surrounding vehicles. Predicting the future
becomes then a difficult task, as it involves predicting the
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Fig. 1: Two traffic situations commonly found in highway
driving.
actions of all agents in the scene while taking into account
the interactions between them.
Despite the complexity of the task, humans are extremely
good at predicting the future intents of other traffic partic-
ipants. Moreover, we do this instinctively, without thinking
too much about it. We know that their actions are constrained
by the road network, by the traffic rules, and by a risk-
aversive common sense. As an example of this, we can
consider the situations shown in Fig. 1. When a driver
approaches the vehicle in front at a high relative speed, and
there is no obstacle preventing him from switching lanes,
we can predict with high probability that he will be indeed
switching lanes (Fig. 1a). However, if this maneuver carries
a high risk of collision due to the presence of an obstacle
(Fig. 1b), the most likely response of the driver will be
a braking maneuver. In this work, we model this “not so
complex” behavior of drivers with a cost function that is a
linear combination of (a) static features, which model the
preferences of the driver (e.g. how fast to drive); and (b)
dynamic features, which model the risk-aversive behavior of
the driver and take into account the dynamic environment
(e.g. the time to reach the closest vehicle in front at the
current speed).
The problem of learning a cost function that encodes the
behavior of an agent is not new in robotics. Often, this
cost shaping is done manually, balancing the multiple trade-
offs by trial and error. However, such a technique gets in
trouble as the complexity of the model increases. Inverse
Reinforcement Learning (IRL) algorithms enable us to obtain
the cost function that encodes the behavior of an agent from
a set of demonstrations in a systematic and mathematically
consistent way [6].
In this paper, we use IRL to learn the cost function of a
regular highway driver from a set of demonstrated highway
driving scenes. We use such cost function to predict the
behavior of each traffic participant and thus, the long-term
evolution of highway traffic scenes. The main contributions
of the paper are: (1) A novel highway scene prediction
framework that takes into account the interactions between
traffic participants through the use of a cost function with
static and dynamic features; (2) A procedure that exploits
the constraints of the highway environment to sequentially
predict the cost induced by the dynamic features for each
traffic participant in future timesteps; and (3) Preliminary
results in simulated and real-world scenarios that validate
our approach and show the potential of driver models learned
from demonstrated driving tasks to capture and predict the
interactions between traffic participants.
The rest of the document is organized as follows: Section
II presents the current state of research in the fields of
motion and scene prediction for intelligent vehicles; Section
III explains the theoretical background of the work; Section
IV describes the proposed approach; Section V presents the
different test scenarios and shows the experimental results.
Lastly, Section VI concludes.
II. RELATED WORK
In this work, we focus on long-term highway scene
prediction. Such a task requires necessarily to take into con-
sideration the interactions between vehicles. An interaction-
aware approach to predict the development of traffic scenes
is presented by Lawitzky et al. [2]. They assume a set of
discrete maneuvers for each vehicle and calculate the colli-
sion probabilities associated to each maneuver by explicitly
considering all possible interactions between vehicles. This
leads to exponential complexity in the number of vehicles in
the scene.
A more refined approach is presented by Schwarting and
Pascheka [7]; they assume that not all dependencies between
the vehicles in the scene are equally strong, and consider
that a vehicle’s decision is dominated by its predecessors’.
Initially, egoistic decisions are predicted for all vehicles in
the scene. If this results in a conflict, they examine all
possible maneuver combinations for each pair of vehicles
involved in order to find the best cooperative behavior
according to a hand-tuned cost function. In contrast to this
work, we do not assume any cooperative behavior but rather
a risk-averse behavior for all traffic participants.
Dynamic Bayesian Networks (DBNs) have also been used
to address the problem of prediction in traffic situations.
They are a convenient approach to avoid the exhaustive
enumeration of other approaches by exploiting dependencies
among vehicles. In the work of Gindele et al. [8], each
vehicle is represented within a DBN by a set of nodes
representing its internal states and the relationships with
the other vehicles and the infrastructure. The policies are
learned from data using random forests. It is not obvious
how the policy model can guarantee reasonable predictions
when presented with new traffic scenes not included in the
training set.
Planning-based motion prediction is an intuitive, sound
framework that predicts human behavior by incorporating all
the different variables relevant to a task. It is based on two
assumptions: (1) The relationships between human agents
performing a task and the environment can be modeled
in a cost function; and (2) When people perform the task
(e.g. walking in the city, driving) they minimize such cost
function. Regarding the first assumption, IRL has already
been shown as a viable approach to learn the cost function
that describes the highway driving task [9], [10]. Regarding
the second assumption, planning-based approaches have been
successfully applied to pedestrian motion prediction [3], [4],
[5]. However, these approaches assume that the pedestrians
move in static environments and that the cost function is
time-invariant. Recently, Lee and Kitani applied a planning-
based approach to predict the trajectories of an attacking
player in American football [11]. They used a dynamic
feature dependent on the motion of the defenders, which was
predicted using supervised learning.
In this work, we bring the planning-based motion pre-
diction framework to the intelligent vehicles domain. We
propose a planning-based approach to predict the future
actions of every traffic participant in high-speed highway
traffic scenes. The interactions between drivers are explicitly
considered through the dynamic features of a driver model
learned using IRL. Such a model captures the common-sense
risk-aversive behavior of a driver and it can thus induce
reliable predictions even when presented with situations
never seen before. The predictive potential of the approach
is demonstrated on simulated and real-world scenarios.
III. BACKGROUND
This section presents the theoretical foundations upon
which our approach is built. We use the Markov Decision
Process framework to model the dynamics of each traffic
participant in the scene. With IRL, we can obtain a model
that captures the behavior of a driver from driving demon-
strations.
A. Markov Decision Processes
Markov Decision Processes (MDPs) provide a framework
for modeling sequential decision making problems. A finite
MDP (S,A, {Psa}, C, γ) is defined by:
• A finite set S of n states
• A finite set A of k actions
• A state transition probability Psa(·) upon taking action
a in state s.
• A cost function C : S 7→ R
• A discount factor γ ∈ [0, 1)
A policy is defined as any map π : S → A. The value
function for a policy π, can be evaluated at any arbitrary
state s ∈ S as follows:
V π(s) = E[
∞∑
t=0
γtC(St) | π, S0 = s]
Solving an MDP implies finding the policy π that minimizes
V π , that is, for any arbitrary state s ∈ S we have that:
V ∗(s) = min
π
V π(s)




where notation s′ ∼ Psa(·) means the expectation is with
respect to s′ distributed according to Psa(·).
B. Inverse Reinforcement Learning
Inverse reinforcement learning algorithms [6] aim to find
the cost function C : S 7→ R that can explain observed
behavior. In this work, the observed behavior will be a
set of M demonstrated, possibly suboptimal, trajectories
{ξ1, ξ2, . . . , ξM}. A trajectory is defined as a sequence of
states of a vehicle ξ = {s1, . . . , sT }. The majority of
IRL algorithms assume that the cost function can be fully
specified as a linear combination of features:
C(s) = θ · f(s) (1)
where θ = (θ1, . . . , θK) is the unknown weight vector
and f(s) = (f1(s), . . . , fK(s)) is the feature vector that
parameterizes state s, both of dimension K. The goal is
to find the weight parameters for which, if we found the
optimal policy by solving the underlying planning problem,
we would obtain similar trajectories to those demonstrated
according to a given statistic. Unfortunately, this is an ill-
posed problem, as there are many different weights that make
the demonstrated behavior optimal.
C. Maximum Entropy Inverse Reinforcement Learning
In this work, we use the Maximum Entropy IRL variant
presented by Ziebart [12]. The similarity statistic of this
approach is the sum of features. It resolves the ambiguity
described above by applying the principle of maximum en-
tropy by which the distribution over trajectories P (ξ|θ) that
does not exhibit any additional preferences beyond matching
the empirical sum of features is chosen. The solution has the
form:




The probability of a certain trajectory ξi is defined to be
proportional to the exponentiated weighted sum of features
encountered over the trajectory. It can be shown that the
gradient of the constrained optimization problem with respect
to θ is the difference between the empirical and expected sum
of features. The cost weights can thus be calculated using
gradient-based optimization methods. Further details can be
found in [12].
D. IRL in dynamic environments
Classic IRL was not originally designed to work on
dynamic environments, where the features can change over
time. In order to adapt the IRL framework to our problem,
we follow the procedure previously presented in [13]. In a
nutshell, the solution involves training on a small window of
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(b) Occupancy distribution for vehicle i = 1 at timestep t+1
Fig. 2: Evolution of the occupancy distribution of a vehicle
over the cells of grid G in one timestep. The occupancy
probabilities at timestep t + 1 will depend on the available
actions in the previous timestep.
re-training steps are performed by updating the state of the
environment and shifting the window t ≤ H timesteps into
the future. The solution is no longer guaranteed to be optimal
but it is accepted as a good approximation [14].
IV. APPROACH
We address the problem of predicting the development
of highway traffic scenes. The proposed approach uses a
driver model learned offline from demonstrations to predict
the actions of all the vehicles in a highway traffic scene.
The model is shaped as a linear feature-based cost function,
which takes explicitly into account the interactions between
vehicles. In this section, we formalize the problem and show
how such a driver model can be used to determine a human-
like policy model.
A. Discretization and notation
Our framework for motion prediction in high-speed high-
way scenes (V,G, {Si}, {Ai}, {T i}, {Si0}) is given by:
• V a finite set of m vehicles involved in the traffic scene.
• A grid G centered in the position of the ego-vehicle.
• Si a finite set of states for vehicle i ∈ {1, 2, . . . ,m}.
Each vehicle i’s state si is a tuple ((xi, yi), zi, zi•),
where (xi, yi) denotes the position of the vehicle i in
grid G; zi is its absolute speed, and zi• is the driver’s
desired speed.
• Ai a finite set of actions (or maneuvers) available to
vehicle i ∈ {1, 2, . . . ,m}.
• T i : Si × Ai 7→ Si denotes the transition rule, which
describes the next-state s′i = T i(si, ai) of vehicle i
after taking action ai in state si.
• Si0 the initial state for vehicle i ∈ {1, 2, . . . ,m}.
The cell (xi, yi) occupied by vehicle i in grid G can be
uniquely identified given: a) the lane occupied by vehicle i;
and b) the relative distance between the center of mass of
vehicle i and that of the ego-vehicle (Fig. 2). In the tuple
(xi, yi), xi indicates the cell index along the longitudinal
dimension of the road, and yi indicates the lane index. We
denote by rx the longitudinal resolution of the grid.
B. Feature-based cost function in dynamic environments
For any state si ∈ Si, we can calculate a feature vector
f(si) that describes the vehicle’s state and its context. The
highway is a dynamic environment and therefore we need
to consider static and dynamic features. Static features are
time-invariant and can be directly calculated given a state.
Dynamic features are those that change over time in response
to the actions of the dynamic agents in the environment.
Consequently, the cost associated to a given state, which is a
weighted linear combination of the features, will also change
over time. We can rewrite equation 1 to explicitly reflect this:
Cit(si) = θ
i
s · fs(si)︸ ︷︷ ︸
Cis(si)
+θid · fd,t(si)︸ ︷︷ ︸
Cid,t(si)
(3)
where θis and θ
i
d are the components of the weight vector
associated to the static and dynamic features respectively, fs :
Si 7→ RKs is the time-invariant vector of static features, and
fd,t : Si × T 7→ {0, 1}Kd is the vector of dynamic features
at the different timesteps t ∈ {0, 1, . . . , T − 1}.
C. Feature selection
In order for the model to capture the preferences of a
highway driver we have selected the following static features:
• Lane: These features aim to capture the preference of
an agent to drive on a particular lane. For a highway
with nl lanes, the vector of lane features consists of nl
mutually-exclusive binary features: fs1 : Si 7→ {0, 1}nl
for any vehicle i ∈ {1, . . . ,m}
• Speed deviation: This feature encodes the penalty of
deviating from the agent’s desired speed: fs2 : Si 7→ R
for any vehicle i ∈ {1, . . . ,m}, where
fs2(s
i) = zi − zi•
for each state si ∈ Si. The preferred speed of a driver
zi• is estimated as the maximum speed observed since
the last change in the speed limit.
The dynamic features capture the risk-aversive behavior of
drivers. We propose the following features:
• Time-headway: We define the time-headway as the time
elapsed between the back of the lead vehicle passing a
point and the front of the following vehicle passing the
same point. It indicates potentially dangerous situations
[15]. To calculate the time-headway we define function
φ : Si×Si 7→ R that calculates the time-headway value





i − xj ≥ 0
(xj−xi) rx
zi otherwise
We consider two separate dynamic features: the time-
headway to the closest car in front in the cur-
rent lane fd1,t : Si × T 7→ {0, 1}nth , and the time-
headway to the closest trailing car in the current lane
fd2,t : Si × T 7→ {0, 1}nth . They are defined as:
fd1,t(s
i




















where sit and s
j
t are the states of vehicles i and
j at timestep t, and d is a discretization operator
d : R 7→ {0, 1}nth that returns mutually exclusive bi-
nary vectors of dimension nth. If there is no other
vehicle at the front or at the back the time-headway
is set to infinity.
D. Occupancy distribution
The generic driver model obtained via IRL enables us to
predict what action is a driver likely to perform given his
preferences and the current state of the environment. In order
to keep track of the state of the environment in the current
and future timesteps, we maintain a distribution over the cells
of grid G for each vehicle. We shall call such distribution an
















t) is the probability distribution over the








P (s′i|si, ai)πit(ai|si) bit(si) (7)
We assume deterministic transitions and thus the transition
probability term P (s′i|si, ai) = 1{s′i = T i(si, ai)} only
takes values 0 or 1, where 1{·} is an indicator function. The
term πit(a
i|si) is the policy model.
E. Policy model
Using IRL, we have obtained a generic driver model that
encodes the behavior of highway drivers. This model tells us
how comfortable a driver feels in a given state. For example,
if the learned model associates high costs to states in which
the distance to the car in front is too small, which is usually
an indicator of dangerous situations, the driver will tend to
avoid taking actions that would lead him to such states. Thus,
we propose the following heuristic as a policy model that
captures the risk-aversive behavior of drivers:
πit(a






The probability of taking one action will be low if it
transitions the agent to a state s′i in which the cost Cit(s′i)
is high and there are other actions available that would lead
to states with a lower cost. In this work, we consider only a
one timestep look-ahead.
F. Dynamic cost estimation
In order to forecast the development of a traffic scene, we
need to predict the state transitions of each agent following
(8). This implies calculating the cost associated to each
state and by extension, the value of the dynamic features





t) for the deterministic
case in which each vehicle occupies a single state. The
calculation of the cost associated to the dynamic features
(hereafter, dynamic cost) is then trivial:
Cid,t(si) = θ
i














However, the concept of time-headway to the closest car
is no longer defined in future timesteps where we have a
state distribution for each vehicle in the scene. Instead, we
traverse the occupancy distributions of all opposite vehicles
calculating the dynamic costs associated to each possible













∀ŝjt = ((xj , yj), z
′j













∀ŝjt = ((xj , yj), z
′j
t ,−) : j 6= i, yj = yi, xj − xi ≤ 0
where in the state ŝjt induced by cell (x
j , yj) we calculate
the speed z′jt as the weighted average of the states that
contributed to the occupancy probability ojt (x
j , yj). The
dynamic costs Cid1,t(s
i) and Cid2,t(s
i) are then set to be the





Note that this is a maximum both across vehicles and across
possible locations in grid G.
This approach mimics the way human drivers deal with
risk: for a given vehicle i, if the probability of another driver
cutting in front (and causing thus a low front time-headway
feature value) is high, a risk-aversive preemptive maneuver
(e.g. braking, changing lane) is expected. Equivalently, if a
cell close in front of the vehicle has a high probability of
being occupied, the policy model should encourage actions
that transition the vehicle to low risk states (either by
reducing the speed or changing lanes). In contrast, if a
vehicle can cut in front but this is not likely to happen (i.e.
there is no reason or evidence that this will happen), vehicle
i will not alter its trajectory. In other words, cells with very
low occupancy probability should generate a low dynamic
cost. The occupancy probability acts here as a gate, letting
through the cost associated to dangerous situations when they
are likely to occur.
G. Highway scene prediction algorithm
Algorithm 1 sums up the proposed approach. For each
prediction timestep within the desired time horizon, and for
each vehicle i ∈ V from the front to the back of the scene
we calculate the cost function Cit(si) using (3) for all states
si ∈ Si. To calculate the dynamic component of the cost,
we use (11) and (12). Once the costs are computed, we
can calculate each vehicle’s risk-aversive policy using (8).
Finally, we update the probability distribution over the state





Algorithm 1 Highway scene prediction with feature-based
driver models
Require: T
1: for t = 0 . . . T − 1 do
2: for all i ∈ V from front to back do
3: Update cost function Cit using (3,11,12)
4: Compute vehicle i’s policy πit using (8)
5: Maintain belief and occupancy dist. using (7,6)
6: end for
7: end for
The algorithm outputs at each timestep the expected
occupancy of the road. This can be used by a planner to
estimate the risk of different candidate trajectories.
H. Complexity of algorithm 1
Algorithm 1 consists of three main operations (3), (8) and
(6). Let |A∗| and |S∗| be the maximum number of actions
and states for all vehicles; and Gx and Gy the transversal
and longitudinal sizes of grid G, respectively.
a) Complexity of cost-function updates: The first op-
eration (3) is the update of the cost function for all states.
This involves the update of the static and dynamic parts of
the cost function for all states. However, the static part can
be computed offline so it is not considered. The complexity
of computing the dynamic part of the cost function is linear
in the number of states for each vehicle i ∈ V and each
timestep t ∈ {0, 1, . . . , T−1}. As seen in subsection IV-F, to
calculate these costs it is necessary to traverse longitudinally
the occupancy grids of all opponent vehicles. Hence, it
results in complexity O(T · |V||S∗||V − 1|Gy).
b) Complexity of decision-rule updates: The second
operation is the computation of the decision rule for all
state and action of a vehicle i ∈ V and each timestep
t ∈ {0, 1, . . . , T − 1}. That is about time complexity
O(|S∗||A∗|). Notice that the denominator of (8) is computed
only once for each state and vehicle, i.e., O(|S∗||A∗|).
Overall the complexity of maintaining the decision rules for
all vehicles and all timesteps is about O(T · |V||S∗||A∗|)
c) Complexity of information-measure updates: The
belief- and occupancy-update rules require time complexities
O(|A∗||S∗|2) and O(|S∗|), respectively for each vehicle at
every timestep. That results in an overall complexity of about
O(T · |V||A∗||S∗|2).
(a) Simulation of the traffic scene presented in figure 1a. The
model predicts an overtaking maneuver from the trailing vehicle.
(b) Simulation of the traffic scene presented in figure 1b. The
model predicts that the trailing vehicle on lane 1 will slow down
(notice the low occupancy probabilities on lane 1 at t = 1.7s that
correspond to states in which the vehicle would maintain/increase
its speed).
Fig. 3: Prediction of the traffic scenes from figures 1a and 1b using the driver model learned with the simulator. We show
the result of summing up the occupancy probabilities across the occupancy distributions of all vehicles in the scene. One
timestep corresponds to 0.1s. Each action (lane change, speed change) takes one timestep to be completed.
By aggregating together each operation, we end up with a
complexity for Algorithm 1 that is linear with respect to the
planning horizon T and the number of actions per vehicle
|A∗|, and quadratic in the number of vehicles |V|, and the
number of states |S∗| — i.e., O(T · |A∗||S∗|2|V|2Gy).
V. EVALUATION
To evaluate the presented approach we developed a 3-
lane highway simulator inspired by the one presented in [9].
We used this simulator to generate demonstrated trajectories
from which a driver model was learned. Using this model, we
tested our scene prediction algorithm on simulated highway
traffic scenarios and on real-world traffic scenes from data
gathered on a French highway.
A. Settings
In the simulator, the discrete set of possible actions Ai
for each vehicle i includes lane and speed changes, and any
combination of the two. The vehicle speeds are discretized
into a set Z of 11 evenly spaced bins between 0 m/s and 40
m/s (144 km/h). We assume that a vehicle can switch to an
adjacent lane or speed per timestep.
The simulator was used to generate training data by
driving a vehicle through different highway traffic scenes.
A total of 2 minutes of demonstrations were recorded and
sampled at 10Hz. Using this dataset, we trained a driver
model following the procedure described in subsection IV-B.
B. Simulation Results
The driver model learned was used to predict the evolution
of different simulated highway traffic scenes. The length of
the grid was set to twice the range of a Velodyne LiDAR,
i.e. 240m., with a resolution in the longitudinal dimension of
0.5m. Fig. 3 shows the results obtained for the two highway
traffic situations presented in the introduction in figures 1a
and 1b. The figure shows the result of summing up across
the occupancy distributions of all the vehicles in the scene
(note that the result is no longer a probability distribution,
but it is convenient to visualize the results). We assume that
a vehicle changes lanes each time a new lane contains the
majority of occupancy probability mass for that vehicle. The
model captured correctly the demonstrated behavior. In Fig.
3a, the system predicted that the trailing car would switch
lanes in order to overtake the slower vehicle and maintain
its speed. In Fig. 3b, the system anticipated that the trailing
vehicle on lane 1, would not switch lanes to overtake the
slower vehicle in front, but instead slow down to maintain
a security distance while waiting for lane 2 to be free of
obstacles.
C. Real-World Highway Traffic Scenario
In order to verify if the intuitive results obtained in
simulation apply as well to real-world situations, we used
an instrumented vehicle to gather data on a French 3-lane
highway. Fig. 4 shows a given traffic scene encountered
TABLE I: Data from the traffic scene in Fig. 4
i zi[km/h] rel. dist. [m] lane
1 86 24.2 1
2 101 2.1 2
3 86 0 1
4 84 -26.6 1
5 107 -36.7 2
(a) Front view (b) Back view
(c) Sum of the initial probability occupancy distributions
(d) Front view (e) Back view
(f) Sum of the probability occupancy distributions at t = 2.8s
Fig. 4: Typical 3-lane highway scene (t = 2.8s). Our
approach predicted a lane change for vehicle i = 4, that
was advancing fast in the middle lane
during our data gathering. Aside from the ego-vehicle (i =
3), 4 other vehicles are in the scene. Their velocities and
positions were tracked using the Conditional Monte Carlo
Dense Occupancy Tracker [16] and are shown in table I (the
vehicles are indexed from front to back). Vehicle i = 5
was approaching fast in the middle lane. Our approach
successfully predicted the evolution of this traffic scene. In
particular, it was predicted that vehicle i = 5 would change
lanes to the left around t = 2.8s in order to keep its high
speed and overtake the vehicle in front (Fig. 4f).
VI. CONCLUSIONS
This paper proposes a novel highway scene prediction
framework that takes into account the interactions between
traffic participants through the use of a driver model learned
from demonstrated driving tasks. The model is composed of
static and dynamic features that capture the preferences and
the risk-aversive behavior of drivers. The potential of this
framework to predict the long-term development of highway
traffic scenes has been demonstrated in simulated and real-
world scenarios
In contrast with other approaches that take into account
the mutual influence between drivers, the complexity of our
approach does not grow exponentially in the number of
vehicles in the scene. Instead, we showed that the complexity
scales quadratically in the number of vehicles. As a direct
application of the framework presented here, we can think
of an advanced collision avoidance system that automatically
learns the preferences of the driver and uses such knowledge
to predict the driver’s future maneuvers and to monitor the
collision risk.
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