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S dynamicky´m rozvojem s´ıt´ı docha´z´ı take´ k bourˇlive´mu rozvoji s´ıt’ovy´ch aplikac´ı a sluzˇeb.
Pro zajiˇsteˇn´ı jejich kvality je nutne´ v s´ıt’ovy´ch toc´ıch identifikovat aplikacˇn´ı protokoly a
podle jejich typu jednotlive´ toky omezovat nebo blokovat. Tato pra´ce popisuje metody
identifikace s´ıt’ovy´ch protokol˚u, diskutuje jejich prˇesnost a analyzuje mozˇnosti pouzˇit´ı teˇchto
metod na vysokorychlostn´ıch s´ıt´ıch. Na za´kladeˇ provedene´ studie byl vytvorˇen a analyzova´n
model identifikace aplikacˇn´ıch protokol˚u. Vy´sledky analy´zy byly pouzˇity k na´vrhu hardwa-
rove´ architektury akceleruj´ıc´ı vy´pocˇetneˇ na´rocˇne´ cˇa´sti algoritmu identifikace aplikacˇn´ıch
protokol˚u. Navrzˇene´ rˇesˇen´ı je schopno pracovat na 10 Gb/s s´ıt´ıch a exportovat informace
o aplikacˇn´ıch protokolech ve formeˇ NetFlow protokolu.
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Abstract
Dynamic growth of computer networks encourages rapid development of network applicati-
ons and services. To provide sufficient network service quality, it is important to limit some
network flows based on their application protocol type. This thesis deals with the methods
of network protocol identification and discusses their accuracy and suitability for multi-
gigabit networks. Based on the analysis, a protocol identification model was created and
evaluated. The model was used for the design of hardware architecture accelerating com-
putationally intensive operations of protocol identification. The proposed solution is able
to work on 10 Gb/s networks and export protocol information using NetFlow protocol.
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Internet se od sve´ho zrodu v roce 1987 rozsˇ´ıˇril z p˚uvodn´ıch neˇkolika des´ıtek tis´ıc uzˇivatel˚u
na aktua´ln´ı v´ıce nezˇ jednu miliardu uzˇivatel˚u. Z p˚uvodn´ı s´ıteˇ pro akademicke´ u´cˇely se tak
Internet stal jedn´ım z nejvyuzˇ´ıvaneˇjˇs´ıch komunikacˇn´ıch a informacˇn´ıch me´di´ı. Toto ob-
rovske´ rozsˇ´ıˇren´ı s sebou prˇineslo ohromny´ rozvoj v oblasti s´ıt’ovy´ch technologi´ı. Sta´le veˇtsˇ´ı
pozˇadavky na rychlost a n´ızkou latenci prˇenosu vedly k vyvinut´ı kvalitn´ıch multigigabi-
tovy´ch s´ıt’ovy´ch technologi´ı, ktere´ umozˇnˇuj´ı prˇena´sˇet obraz a zvuk ve vysoke´m rozliˇsen´ı
mezi r˚uzny´mi mı´sty nasˇ´ı planety.
Internet je v soucˇasne´ dobeˇ pouzˇ´ıva´n velky´m mnozˇstv´ım sluzˇeb jako je email, webove´
stra´nky, distribuovane´ databa´ze, VoIP, internetove´ bankovnictv´ı atd. Kazˇda´ z teˇchto sluzˇeb
klade na s´ıt’ jine´ pozˇadavky a s´ıt’ je mus´ı by´t schopna zajistit. S rozsˇ´ıˇren´ım Internetu se
bohuzˇel objevily take´ proble´my s bezpecˇnost´ı. Po Internetu se sˇ´ıˇr´ı obrovske´ mnozˇstv´ı vir˚u,
syste´my jsou napada´ny hackery a napadene´ stanice u´tocˇn´ıci vyuzˇ´ıvaj´ı k DDOS u´tok˚um
nebo rozes´ıla´n´ı spamu˚.
Se spoustou teˇchto bezpecˇnostn´ıch proble´mu˚ se lze pomoc´ı specializovany´ch zarˇ´ızen´ı
jako jsou IDS/IPS syste´my vyporˇa´dat. Proble´m zajiˇsteˇn´ı kvality sluzˇeb lze s u´speˇchem
rˇesˇit pomoc´ı veˇtsˇiny dnesˇn´ıch router˚u. Vsˇechny tyto syste´my vsˇak pro svou spra´vnou cˇinnost
potrˇebuj´ı identifikovat konkre´tn´ı typ provozu, aby v neˇm mohli vyhleda´vat urcˇitou mnozˇinu
nebezpecˇny´ch vzor˚u nebo mohli nezˇa´douc´ı aplikace omezit cˇi blokovat.
Klasicke´ metody identifikace provozu zalozˇene´ na cˇ´ıslech port˚u se v posledn´ı dobeˇ uka-
zuj´ı jako nedostatecˇne´ [35, 43]. Je to hlavneˇ z d˚uvodu zveˇtsˇuj´ıc´ıho se mnozˇstv´ı aplikac´ı
(s´ıt’ove´ hry, multime´dia streaming, P2P s´ıteˇ pro sd´ılen´ı obsahu), ktere´ pro svou komunikaci
vyuzˇ´ıvaj´ı dynamicky zvoleny´ch port˚u. Neˇktere´ P2P aplikace dokonce pouzˇ´ıvaj´ı k zamas-
kova´n´ı sve´ cˇinnosti porty, ktere´ jsou beˇzˇneˇ vyuzˇ´ıva´ny sluzˇbami jako HTTP a FTP. Z teˇchto
d˚uvod˚u je nutne´ hledat nove´ prˇ´ıstupy pro zajiˇsteˇn´ı kvalitn´ıho rozpozna´va´n´ı aplikacˇn´ıch
protokol˚u.
Jedn´ım z prˇ´ıstup˚u jak tento proble´m rˇesˇit, je parsova´n´ı prˇena´sˇeny´ch dat na aplikacˇn´ı
vrstveˇ. Tato mozˇnost ovsˇem vyzˇaduje prˇ´ıstup k cely´m prˇena´sˇeny´m dat˚um (proble´m frag-
mentace na L3 a L4 vrstveˇ) a take´ prˇ´ıstup k specifikaci komunikacˇn´ıho protokolu, ktery´
v prˇ´ıpadeˇ nestandardn´ıch protokol˚u nemus´ı by´t k dispozici. Proto se veˇtsˇina detekcˇn´ıch me-
chanizmu˚ spole´ha´ na vyhleda´va´n´ı opakuj´ıc´ıch se vzor˚u v komunikaci, ktere´ mohou danou
aplikaci identifikovat. V posledn´ı dobeˇ se bohuzˇel ukazuje, zˇe i tento prˇ´ıstup jizˇ v mnohy´ch
prˇ´ıpadech nedostacˇuje z d˚uvodu sta´le cˇasteˇjˇs´ıho sˇifrova´n´ı provozu na aplikacˇn´ı vrstveˇ.
Jednou z mozˇnost´ı jak klasifikovat sˇifrovany´ provoz je zkoumat jeho statisticke´ vlast-
nosti na L2-L4 vrstveˇ [36, 15, 39]. Tyto vlastnosti nejsou za´visle´ na prˇena´sˇene´m obsahu
a doka´zˇ´ı velmi prˇesneˇ identifikovat charakter provozu (interaktivn´ı, stahova´n´ı velke´ho ob-
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jemu dat, streaming, VoIP). Tento prˇ´ıstup lze rovneˇzˇ pouzˇ´ıt k identifikaci jednotlivy´ch typ˚u
komunikuj´ıc´ıch aplikac´ı s prˇesnost´ı mezi 70-90 % dle pouzˇity´ch statisticky´ch vlastnost´ı a
klasifikacˇn´ıch metod.
Klasifikace aplikacˇn´ıch protokol˚u je rˇesˇena v rˇadeˇ volneˇ dostupny´ch aplikac´ı [49, 56, 51]
k omezen´ı sˇ´ıˇrky prˇenosove´ kapacity nezˇa´douc´ıch aplikac´ı. Identifikace aplikacˇn´ıho proto-
kolu je ve vsˇech teˇchto syste´mech rˇesˇena pomoc´ı vyhleda´va´n´ı vzor˚u v prˇena´sˇeny´ch datech.
Tato cˇinnost je bohuzˇel vy´pocˇetneˇ na´rocˇna´ a omezuje pouzˇit´ı softwarovy´ch rˇesˇen´ı na 100-
300 Mb/s s´ıteˇ. Propustnost klasifikacˇn´ıch metod zalozˇeny´ch na statisticky´ch vlastnostech je
omezena zejme´na rychlost´ı sbeˇru statisticky´ch u´daj˚u o toc´ıch. Standardem v oblasti sbeˇru
statisticky´ch dat je technologie NetFlow, ktera´ je implementova´na i v neˇkolika volneˇ do-
stupny´ch na´stroj´ıch [1, 10]. Tato rˇesˇen´ı jsou schopna´ pracovat na rychlostech bl´ızˇ´ıc´ıch se
1 Gb/s [65].
Existuj´ı s´ıt’ove´ aplikace, ktere´ mus´ı cˇinnost identifikace aplikacˇn´ıch protokol˚u rˇesˇit na vy-
soky´ch rychlostech. Pro tyto u´cˇely vznikla cela´ rˇada hardwaroveˇ akcelerovany´ch rˇesˇen´ı [23,
38, 5, 7], ktere´ lze pouzˇ´ıt na gigabitovy´ch s´ıt´ıch. Bohuzˇel zˇa´dne´ z teˇchto zarˇ´ızen´ı nedo-
sahuje dostatecˇne´ propustnosti pro 10 Gb/s s´ıteˇ. Proto je nutne´ hledat nove´ hardwarove´
architektury pro identifikaci aplikacˇn´ıch protokol˚u.
Pro akceleraci kriticky´ch operac´ı identifikace aplikacˇn´ıch protokol˚u lze s vy´hodou pouzˇ´ıt
technologii FPGA (Field-programmable gate array). Vznikla rˇada prac´ı, ktere´ s jej´ı pomoc´ı
akceleruj´ı rˇadu s´ıt’ovy´ch aplikac´ı. Dı´ky pouzˇit´ı te´to technologie je mozˇne´ pro tyto apli-
kace dosa´hnout propustnosti 10 Gb/s a v´ıce. Cena vy´voje nad touto platformou je vsˇak
ve srovna´n´ı s klasicky´mi ASIC technologiemi mnohona´sobneˇ nizˇsˇ´ı.
Tato pra´ce se zaby´va´ mozˇnostmi hardwarove´ akcelerace identifikace protokol˚u s pouzˇit´ım
technologie FPGA, univerza´ln´ı akceleracˇn´ı karty COMBO6x a platformy pro rychly´ vy´voj
s´ıt’ovy´ch aplikac´ı NetCope. V prvn´ı kapitole jsou shrnuty prˇ´ıstupy pro detekci protokol˚u
na za´kladeˇ obsahu a jsou zde popsa´ny metody pro rychle´ vyhleda´va´n´ı vzor˚u pomoc´ı FPGA.
Druha´ kapitola pojedna´va´ o problematice detekce protokol˚u pomoc´ı statisticky´ch vlastnost´ı
s´ıt’ovy´ch tok˚u. Ve trˇet´ı kapitole je shrnut aktua´ln´ı stav v oblasti detekce aplikacˇn´ıch proto-
kol˚u vcˇetneˇ nyneˇjˇs´ıch proble´mu˚. Ve cˇtvrte´ kapitole je popsa´n model identifikace aplikacˇn´ıch
protokol˚u a vy´sledky analy´zy vy´pocˇetn´ı na´rocˇnosti jednotlivy´ch operac´ı na obecny´ch pro-
cesorech. V kapitole 5 je prezentova´na architektura sondy FlowMon, ktera´ byla rozsˇ´ıˇrena




protokol˚u na za´kladeˇ obsahu
2.1 L7-filter
L7-filter [49] je jedn´ım z nejzna´meˇjˇs´ıch volneˇ dostupny´ch programu˚, ktery´ rˇesˇ´ı klasifikaci
provozu. Aplikace je prima´rneˇ urcˇena pro pouzˇit´ı s QoS syste´my naprˇ. tc [53]. Pro blo-
kova´n´ı nechteˇny´ch protokol˚u (NetFilter [54]) ji autorˇi sp´ıˇse nedoporucˇuj´ı z d˚uvodu sta´le
relativneˇ velke´ho mnozˇstv´ı false positives, jezˇ by mohly prˇine´st pro s´ıt’ vy´razne´ proble´my.
K te´to aplikaci existuje take´ cela´ rˇada webovy´ch konfiguracˇn´ıch rozhran´ı, ktera´ usnadnˇuj´ı
jej´ı nasazen´ı.
Aplikacˇn´ı protokoly jsou detekova´ny na za´kladeˇ vyhleda´va´n´ı regula´rn´ıch vy´raz˚u v datech
aplikacˇn´ı vrstvy. K aplikaci je poskytova´na otevrˇena´ databa´ze regula´rn´ıch vy´raz˚u identifi-
kuj´ıc´ı jednotlive´ protokoly. V soucˇasne´ dobeˇ databa´ze obsahuje okolo 100 r˚uzny´ch protokol˚u
zahrnuj´ıc´ı jak standardizovane´ protokoly (http, ftp, ssl, sip, rdp...), tak rˇadu P2P aplikac´ı
(Ares, eDonkey, Kazaa, Gnutella...). K neˇktery´m aplikacˇn´ım protokol˚um existuje i v´ıce re-
gula´rn´ıch vy´raz˚u, z ktery´ch mu˚zˇe uzˇivatel vyb´ırat. Vy´razy se liˇs´ı prˇedevsˇ´ım v prˇesnosti
a take´ ve vy´pocˇetn´ı na´rocˇnosti, ktera´ ovlivnˇuje uzˇ tak malou propustnost tohoto rˇesˇen´ı.
V na´sleduj´ıc´ı tabulce 2.1 jsou zobrazeny regula´rn´ı vy´razy pro neˇktere´ aplikacˇn´ı protokoly.
Aplikacˇn´ı protokol Regula´rn´ı vy´raz
ssh ˆssh-[12]\[˙0-9]
ftp ˆ220[\x09-\x0d - ]*ftp
pop3 ˆ( \+ok |-err )
sip ˆ(invite|register|cancel) sip[\x09-\x0d -∼]*sip/[0-2]\.[0-9]
Tabulka 2.1: Vybrane´ regula´rn´ı vy´razy z databa´ze L7 filtru
L7 filter je implementova´n bud’ jako soucˇa´st ja´dra operacˇn´ıho syste´mu nebo ve formeˇ
uzˇivatelske´ aplikace. Verze se liˇs´ı zejme´na v pouzˇite´ knihovneˇ pro vyhleda´va´n´ı regula´rn´ıch
vy´raz˚u. Kernel-Space varianta pouzˇ´ıva´ starsˇ´ı knihovnu (V8 regexp), ktera´ nepodporuje
neˇktere´ beˇzˇne´ syntakticke´ konstrukce (naprˇ. znakove´ trˇ´ıdy [[:PUNCT:]]) a nen´ı citliva´ na ve-
likost p´ısmen. Userspace varianta nab´ız´ı veˇtsˇ´ı volnost ve psan´ı regula´rn´ıch vy´raz˚u, jelikozˇ
podporuje standardizovanou knihovnu regex.
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Program za sve´ho beˇhu vid´ı komunikaci v obou smeˇrech a snazˇ´ı se pomoc´ı nadefi-
novany´ch regula´rn´ıch vy´raz˚u naj´ıt tzv. Hello zpra´vy (naprˇ. 220 FTP SERVER READY,
HTTP/1.1 200 OK). Tyto zpra´vy nen´ı nutne´ hledat po celou dobu komunikace, ale jen
v pr˚ubeˇhu neˇkolika prvn´ıch odeslany´ch paket˚u. Pokud se nepodarˇ´ı do dane´ho limitu nale´zt
neˇktery´ z regula´rn´ıch vy´raz˚u, tak se da´le v dane´m spojen´ı nic nevyhleda´va´. Po u´speˇsˇne´
identifikaci provozu jsou dalˇs´ı pakety spojen´ı oznacˇova´ny uzˇivatelem definovanou znacˇkou,
jezˇ lze vyuzˇ´ıt prˇi psan´ı pravidel pro netfilter a tc.
Jednou z velky´ch nevy´hod tohoto programu je nedostatecˇna´ propustnost, ktera´ nestacˇ´ı
ani pro 100Mb/s s´ıteˇ. Samotn´ı autorˇi programu uva´deˇj´ı, zˇe dosa´hli propustnosti jen okolo
20 Mb/s, cozˇ je pro dnesˇn´ı multigigabitove´ s´ıteˇ nedostatecˇne´. Dalˇs´ım proble´mem tohoto
rˇesˇen´ı je paketova´ analy´za, prˇi ktere´ se nerˇesˇ´ı proble´m fragmentace na L3 a L4 vrstveˇ.
Vzory, ktere´ jsou rozdeˇleny mezi v´ıce paket˚u tak nebudou detekova´ny. Velky´m proble´mem
pro neˇktere´ aplikace je take´ nenulova´ mı´ra false-positives.
2.1.1 IPP2P
Podobna´ volneˇ dostupna´ aplikace jezˇ lze pouzˇ´ıt stejny´m zp˚usobem jako L7 filter se nazy´va´
IPP2P [56]. Tento program se vsˇak soustrˇed´ı pouze na detekci P2P aplikac´ı. Bohuzˇel sig-
natury P2P aplikac´ı jsou pevneˇ zako´dovane´ do zdrojovy´ch soubor˚u. To sice umozˇnˇuje veˇtsˇ´ı
volnost ve psan´ı signatur, ale prˇida´va´n´ı signatur trˇet´ıch stran jizˇ tak snadne´ nen´ı. Program
totizˇ nenab´ız´ı standardizovane´ softwarove´ rozhran´ı pro nove´ signatury.
2.1.2 HiPPIE - Hi-Performance Protocol Identification Engine
Tato pokrocˇilejˇs´ı volneˇ dostupna´ aplikace [51] detekuje na 29 protokol˚u zahrnuj´ıc´ı standar-
dizovane´ a P2P aplikace. U te´to aplikace nen´ı pouzˇit princip detekce na za´kladeˇ regula´rn´ıch
vy´raz˚u, ale jsou zde implementova´ny pokrocˇile´ signatury umozˇnˇuj´ıc´ı detailneˇ analyzovat
protokol. Signatury maj´ı tvar programu, ktery´ ma´ na rozd´ıl od IPP2P standardizovane´
rozhran´ı. Jelikozˇ se prova´d´ı analy´za protokol˚u, lze naprˇ´ıklad odhalit, na jake´m portu bude
prob´ıhat datova´ komunikace u FTP protokolu, cozˇ v prˇ´ıpadeˇ pouzˇit´ı regula´rn´ıch vy´raz˚u
nelze prove´st.
2.2 Detekce protokol˚u v IDS syste´mech
Syste´my pro detekci narusˇen´ı (IDS) potrˇebuj´ı pro spra´vnou detekci neˇktery´ch u´tok˚u de-
tailneˇ analyzovat aplikacˇn´ı vrstvu. Veˇtsˇina IDS syste´mu˚ vcˇetneˇ nejobl´ıbeneˇjˇs´ıho syste´mu
Snort [57] vsˇak sta´le k identifikaci aplikacˇn´ıho protokolu a na´sledny´ vy´beˇr jednotky pro ana-
ly´zu aplikacˇn´ıch dat vyuzˇ´ıva´ port˚u. IDS syste´m Bro [13, 50] je jako prvn´ı rozsˇ´ıˇren o detekci
aplikacˇn´ıch protokol˚u s pouzˇit´ım signatur. Podle detekovane´ho protokolu se dynamicky
urcˇuje, ktera´ z jednotek pro analy´zu aplikacˇn´ıch dat bude pouzˇita. Aplikacˇn´ı data tak
nemus´ı by´t analyzova´na vsˇemi jednotkami, ale stacˇ´ı pouze jedina´. T´ım lze znacˇneˇ zvy´sˇit
propustnost IDS syste´mu.
V syste´mu Bro byly vyuzˇity signatury z projektu L7-filter, ktere´ byly prˇepsa´ny do formy,
kterou akceptuje vy´konna´ vyhleda´vac´ı jednotka Bro. Syste´m Bro zava´d´ı tzv. obousmeˇrne´
signatury, ktere´ jsou velmi vy´hodne´ pro prˇesneˇjˇs´ı detekci klient-server komunikace. S vy´-
hodou je lze pouzˇ´ıt naprˇ´ıklad pro identifikaci http odpoveˇdi na http pozˇadavek. Signaturu
reprezentuj´ıc´ı odpoveˇd’ serveru lze totizˇ podmı´nit vy´skytem signatury http pozˇadavku viz
obra´zek 2.1.
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signature http_server { # Server-side signature
ip-proto == tcp # Examine TCP packets
payload /^HTTP\/[0-9]/ # Look for server response
tcp-state responder # Match responder-side of connection
requires-reverse-signature http_client # require client-side signature as well
enable "http" # Enable analyzer upon match
}
signature http_server { # Client-side signature
ip-proto == tcp # Examine TCP packets
payload /^[[:space:]]*GET[[:space:]]*/ # Look for requests [simplified]
tcp-state originator # Match originator-side of connection
}
Obra´zek 2.1: Obousmeˇrna´ signatura pro identifikaci http provozu
Protokol aplikacˇn´ı vrstvy zpravidla nelze identifikovat na za´kladeˇ prvn´ıho paketu. Po-
kud je potrˇeba aplikacˇn´ı data da´le analyzovat, je nutne´ prˇijata´ data uchova´vat alesponˇ
do te´ doby, nezˇ bude identifikova´n protokol nebo bude dosazˇeno limitu vyrovna´vac´ı pameˇti.
Vyrovna´vac´ı pameˇt’ pro kazˇdy´ s´ıt’ovy´ tok je v Bro nastavena na 4 Kb.
2.3 Prˇesnost metod
Prˇesnost detekce aplikacˇn´ıch protokol˚u za´vis´ı na hloubce prova´deˇne´ analy´zy. Existuj´ıc´ı
rˇesˇen´ı se liˇs´ı v tom, zda prova´deˇj´ı analy´zu nad toky nebo nad pakety, zda jen vyhleda´vaj´ı
signatury v podobeˇ regula´rn´ı vy´raz˚u nebo analyzuj´ı aplikacˇn´ı protokol, zda zpracova´vaj´ı
cely´ tok nebo jen neˇkolik u´vodn´ıch paket˚u. Moore [35] ve sve´m cˇla´nku analyzoval, jaky´ vliv
ma´ hloubka analy´zy aplikacˇn´ıch dat na prˇesnost identifikace aplikacˇn´ıch protokol˚u. Pro svou
studii pouzˇil rucˇneˇ klasifikovany´ vzorek dat reprezentuj´ıc´ı ty´denn´ı provoz na velmi vyt´ızˇene´
s´ıti. Vy´sledky studie jsou shrnuty v na´sleduj´ıc´ı tabulce 2.2.
Metoda identifikace aplikacˇn´ıho protokolu Prˇ´ıklad aplikace % U´speˇsˇnost identifikace
Identifikace na za´kladeˇ port˚u - 69.27 %
Jediny´ paket (signatura) Cˇervi/Viry 69.39 %
Jediny´ paket (analy´za protokol˚u) IDENT 69.62 %
Prvn´ı KByte (signatura) P2P 71.48 %
Prvn´ı KByte (analy´za protokol˚u) SMTP 78.84 %
Cely´ tok (analy´za vybrany´ch protokol˚u) FTP 98.78 %
Cely´ tok (analy´za vsˇech protokol˚u) VNC, CVS >99.99 %
Tabulka 2.2: U´speˇsˇnost identifikace protokol˚u pro r˚uznou hloubku analy´zy komunikace
Z tabulky vyply´va´, zˇe v prˇ´ıpadeˇ pouzˇit´ı identifikace na za´kladeˇ port˚u, existuje velke´
mnozˇstv´ı provozu, jezˇ nelze t´ımto zp˚usobem identifikovat. Postupny´m prˇida´va´n´ım dalˇs´ıch
stupnˇ˚u analy´zy se lze dostat na 78 % spra´vneˇ identifikovane´ho provozu (analy´za proto-
kolu v prvn´ım 1Kb dat). Dalˇs´ıho vy´razne´ho zlepsˇen´ı lze dosa´hnout analy´zou vybrany´ch
aplikacˇn´ıch protokol˚u v cele´m toku. Pouhou analy´zou FTP provozu s extrakc´ı port˚u, na kte-
ry´ch prob´ıha´ ftp datova´ komunikace, lze prˇesnost zvy´sˇit te´meˇrˇ na 100 procent. Samozrˇejmeˇ
100 % prˇesnosti lze dosa´hnout jen v idea´ln´ıch podmı´nka´ch naprˇ. je-li k dispozici specifikace
aplikacˇn´ıho protokolu a je-li prˇ´ıstup ke vsˇem prˇena´sˇeny´m dat˚um. Toho lze vsˇak v rea´lne´
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s´ıti doc´ılit steˇzˇ´ı. K neˇktery´m protokol˚um totizˇ neexistuje specifikace a je potrˇeba ji odvodit
reverzn´ım inzˇeny´rstv´ım. Zachytit vsˇechna data komunikace mu˚zˇe by´t z d˚uvodu smeˇrova´n´ı
na Internetu nebo sˇifrova´n´ı take´ problematicke´.
Jedn´ım z proble´mu˚, ktere´ v soucˇasne´ dobeˇ t´ızˇ´ı veˇtsˇinu ISP jsou P2P s´ıteˇ. Prˇesnost jejich
detekce byla zkouma´na v cˇla´nku [43]. P2P s´ıteˇ byly identifikova´ny na za´kladeˇ vyhleda´va´n´ı
regula´rn´ıch vy´raz˚u v prvn´ıch 10 paketech provozu. Pro rˇadu nejbeˇzˇneˇjˇs´ıch P2P aplikac´ı
bylo dosazˇeno velmi dobre´ prˇesnosti. Mı´ra false negatives (provoz, ktery´ nebyl spra´vneˇ








Tabulka 2.3: Mı´ra false negatives u vybrany´ch P2P aplikac´ı
Hloubka potrˇebne´ u´rovneˇ analy´zy se protokol od protokolu liˇs´ı. S rostouc´ı hloubkou
analy´zy roste prˇesnost, ale take´ rostou na´roky na vy´slednou aplikaci a klesa´ propustnost.
V praxi se proto cˇasto saha´ ke kompromisu mezi prˇesnost´ı a na´roky na aplikaci. U L7 filtru
a IPP2P lze videˇt, zˇe byla pouzˇita jen paketova´ analy´za s vyhleda´va´n´ım vzor˚u, kdezˇto IDS
syste´m Bro prova´deˇl vyhleda´va´n´ı vzor˚u v toc´ıch. Jako vhodny´ prˇ´ıstup, ktery´ nab´ız´ı velkou
prˇesnost se jev´ı vyhleda´va´n´ı regula´rn´ıch vy´raz˚u v toc´ıch se zapojen´ım neˇkolika jednotek
pro analy´zu neˇktery´ch vybrany´ch protokol˚u (naprˇ. FTP).
2.4 Statisticka´ klasifikace na za´kladeˇ aplikacˇn´ıch dat
Prˇ´ıstup ke klasifikaci s´ıt’ove´ho provozu popsany´ v pra´ci pana Haffnera [19] prˇedstavuje
mezistupenˇ mezi metodami zalozˇeny´mi na vyhleda´va´n´ı vzor˚u v aplikacˇn´ıch datech a statis-
ticky´mi metodami pracuj´ıc´ımi s informacemi o s´ıt’ovy´ch toc´ıch. Metoda pracuje nad apli-
kacˇn´ımi daty, ale mı´sto vyhleda´va´n´ı vzor˚u zkouma´ statisticke´ vlastnosti dat pro jednotlive´
aplikace. K dosazˇen´ı vysoke´ prˇesnosti u te´to metody je potrˇeba mı´t k dispozici kvalitn´ı
tre´novac´ı mnozˇinu.
Z prˇeusporˇa´dane´ho s´ıt’ove´ho toku je vybra´no prvn´ıch n = 256 bajt˚u aplikacˇn´ıch dat,
ktere´ jsou prˇevedeny na bitove´ vektory v o de´lce n ∗ 256. V podstateˇ se jedna´ o one-hot
zako´dova´n´ı. Tyto vektory jsou spolu s rucˇneˇ provedenou klasifikac´ı pouzˇity jako tre´novac´ı
mnozˇina pro klasifika´tor. V pra´ci byly pouzˇity trˇi linea´rn´ı klasifika´tory Naive Bayes, AdaBo-
ost a Maximum Entropy z nichzˇ nejlepsˇ´ıch vy´sledk˚u dosa´hl algoritmus AdaBoost. Prˇesnost
klasifikace u te´to metody je pro rˇadu protokol˚u uvedena v na´sleduj´ıc´ı tabulce 2.4. Z tabulky
lze videˇt, zˇe tato metoda dosahuje 99 % pro vsˇechny zkoumane´ protokoly.
Prezentovana´ metoda je velmi vy´hodna´ v prˇ´ıpadech, kdy jesˇteˇ nen´ı zna´ma signatura
s´ıt’ove´ho provozu, protozˇe mu˚zˇe by´t bez jake´koliv analy´zy odvozena z tre´novac´ı mnozˇiny.
U sˇifrovane´ho provozu je schopna se prˇizp˚usobit na data reprezentuj´ıc´ı vy´meˇnu kl´ıcˇ˚u.
Nevy´hodou te´to metody je nutnost mı´t k dispozici kvalitn´ı tre´novac´ı mnozˇinu, kterou je
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Tabulka 2.4: Prˇesnost statisticke´ klasifikace na za´kladeˇ aplikacˇn´ıch dat
potrˇeba pravidelneˇ aktualizovat s prˇ´ıchodem novy´ch verz´ı protokol˚u, klientsky´ch a serve-
rovy´ch software.
2.5 Vyhleda´va´n´ı vzor˚u v FPGA
Vsˇechny dosud prˇedstavene´ prˇ´ıstupy k identifikaci protokol˚u pouzˇ´ıvaly k detekci aplikacˇn´ıch
protokol˚u vyhleda´va´n´ı rˇeteˇzc˚u nebo regula´rn´ıch vy´raz˚u. Tato cˇinnost je take´ potrˇebna´
ve vsˇech IDS syste´mech, kde take´ byla zkouma´na jej´ı vy´pocˇetn´ı na´rocˇnost. Dle Markatos [32]
tvorˇ´ı vyhleda´va´n´ı rˇeteˇzc˚u a regula´rn´ıch vy´raz˚u azˇ 80 procent vynalozˇene´ho cˇasu procesoru.
Tato skutecˇnost limituje propustnost softwarovy´ch IDS syste´mu˚ na stovky Mb/s [42].
Z vy´sˇe uvedeny´ch u´daj˚u vyply´va´, zˇe efektivneˇjˇs´ım rˇesˇen´ım u´lohy vyhleda´va´n´ı vzor˚u lze
dosa´hnout vysˇsˇ´ı propustnosti a vy´konu cele´ho syste´mu. V oblasti vyhleda´va´n´ı vzor˚u byla
provedena cela´ rˇada vy´zkumu˚ a dnes je jizˇ zna´mo neˇkolik des´ıtek softwarovy´ch algoritmu˚
zaby´vaj´ıc´ıch se touto problematikou. I ty nejefektivneˇjˇs´ı algoritmy pro vyhleda´va´n´ı vzor˚u
vsˇak neposkytuj´ı dostatecˇny´ vy´kon. Hlavn´ım d˚uvodem je, zˇe vsˇechny tyto algoritmy jsou
realizova´ny na obecne´m procesoru, ktery´ neposkytuje te´meˇrˇ zˇa´dne´ mozˇnosti paraleln´ıho
zpracova´n´ı.
Dalˇs´ı vy´zkum se tud´ızˇ soustrˇedil na realizaci vyhleda´va´n´ı vzor˚u v hardware, ktery´
umozˇnˇuje sˇiroke´ mozˇnosti paraleln´ıho zpracova´n´ı. Pro tyto u´cˇely je mozˇne´ pouzˇ´ıt specia´ln´ı
zarˇ´ızen´ı, jako je asociativn´ı pameˇt’ nebo aplikacˇneˇ specificky´ integrovany´ obvod (ASIC).
Tyto technologie sice poskytuj´ı vysoky´ vy´kon, ale za relativneˇ vysokou cenu. Proto se
veˇtsˇina vy´zkumu˚ v posledn´ıch letech sp´ıˇse zameˇrˇila na technologii FPGA. V na´sleduj´ıc´ı
cˇa´sti te´to pra´ce jsou shrnuty dosavadn´ı prˇ´ıstupy pro rychle´ vyhleda´va´n´ı vzor˚u v FPGA.
2.5.1 KMP algoritmus
Mezi velmi zaj´ımave´ prˇ´ıstupy pro vyhleda´van´ı rˇeteˇzc˚u patrˇ´ı architektura [4] zalozˇena´ na ba´zi
algoritmu KMP [27]. Tento algoritmus sice nepatrˇ´ı mezi nejrychlejˇs´ı, ale jeho maxima´ln´ı
slozˇitost vyhleda´n´ı je konstantn´ı. Architektura vyuzˇ´ıva´ linea´rn´ı pole vyhleda´vac´ıch jednotek
zachycene´ na obra´zku 2.2. Kazˇda´ vyhleda´vac´ı jednotka se skla´da´ ze 3 cˇa´st´ı. Obsahuje pameˇt’,
do ktere´ je nahra´n hledany´ vzor ve formeˇ prˇedpocˇ´ıtane´ pi tabulky. Da´le obsahuje jednotku
pro realizaci KMP algoritmu a vyrovna´vac´ı pameˇt’, do ktere´ jsou postupneˇ ukla´da´na data
prˇ´ıchoz´ıch paket˚u.
Nevy´hodou KMP algoritmu je nutnost v neˇktery´ch prˇ´ıpadech prova´deˇt v´ıce porovna´n´ı
pro jeden vstupn´ı znak. Tento proble´m vyrˇesˇili tv˚urci te´to architektury pouzˇit´ım dvou kom-



















Obra´zek 2.2: Architektura zalozˇena´ na KMP algoritmu
prodlevy, ktere´ vniknou prˇi nutnosti prove´st v´ıce porovna´n´ı pro jeden vstupn´ı znak. T´ımto
zp˚usobem lze zajistit pr˚umeˇrne´ zpracova´n´ı jednoho znaku v jednom taktu hodin.
Vy´hodou tohoto rˇesˇen´ı je mozˇnost aktualizace vyhleda´vany´ch vzor˚u bez nutnosti re-
konfigurace FPGA. Prˇ´ıstup se vyznacˇuje take´ relativneˇ n´ızky´m vyuzˇit´ım hardwarovy´ch
zdroj˚u, protozˇe rˇeteˇzce jsou ulozˇeny v pameˇti. Nevy´hodou te´to architektury je podpora
vyhleda´va´n´ı jen pro rˇeteˇzce a n´ızka´ propustnost zp˚usobena´ neschopnost´ı zpracova´vat v´ıce
znak˚u v jednom taktu hodin.
Zrˇeteˇzene´ kompara´tory
Pro dosazˇen´ı vysˇsˇ´ıch propustnost´ı prˇi hleda´n´ı rˇeteˇzc˚u byla navrzˇena architektura zalozˇena´
na zrˇeteˇzeny´ch kompara´torech [46]. Za´kladem tohoto prˇ´ıstupu jsou 4 bitove´ kompara´tory,
hradla AND a registry. Vstupn´ı znak je vzˇdy porovna´va´n pomoc´ı dvou kompara´tor˚u. Hledany´
rˇeteˇzec je pak slozˇen z vy´stup˚u odpov´ıdaj´ıc´ıch kompara´tor˚u pomoc´ı operace AND. Za kom-
para´tory a cˇleny AND jsou umı´steˇny registry, ktere´ vytva´rˇej´ı zrˇeteˇzenou strukturu, d´ıky








































































Obra´zek 2.3: Architektura zalozˇena´ na zrˇeteˇzeny´ch kompara´torech
Aby architektura dosa´hla vysˇsˇ´ı propustnosti, je nutne´ zpracova´vat v´ıce znak˚u v jednom
hodinove´m cyklu, jak je naznacˇeno na obra´zku 2.3b. Za´rovenˇ je nutne´ zajistit, aby byl
rˇeteˇzec nalezen prˇi libovolne´m posunut´ı, cˇehozˇ lze dosa´hnout pouzˇit´ım duplicitn´ıch kom-
para´tor˚u. Rˇeteˇzec je nalezen, pokud je vy´stup alesponˇ jednoho kompara´toru na vysoke´
logicke´ u´rovni.
Uvedena´ architektura je silneˇ zrˇeteˇzena´ a optimalizovana´ pro pouzˇit´ı s technologi´ı FPGA,
ktera´ v logicke´ CLB bunˇce obsahuje 4-vstupe´ genera´tory logicky´ch funkc´ı (LUT) a registry.
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Dı´ky tomu lze s architekturou dosa´hnout velmi vysoky´ch frekvenc´ı (azˇ 287 MHz) a tedy
i vysoke´ propustnosti. Bohuzˇel d´ıky sve´ strukturˇe architektura spotrˇebuje velke´ mnozˇstv´ı
zdroj˚u na cˇipu, nelze ji tedy pouzˇ´ıt pro vyhleda´va´n´ı velke´ mnozˇiny rˇeteˇzc˚u.
2.5.2 Architektura na ba´zi asociativn´ı pameˇti
Dalˇs´ı architektura je zalozˇena na vyuzˇit´ı FPGA jako optimalizovane´ asociativn´ı pameˇti pro








Obra´zek 2.4: Architektura zalozˇena´ na ba´zi asociativn´ı pameˇti
Do zrˇeteˇzene´ struktury registr˚u, ktere´ zpozˇd’uj´ı signa´ly o jeden takt hodin, jsou prˇiva´-
deˇny vstupn´ı znaky prˇevedene´ na ko´d 1 z 256. Z jednotlivy´ch stupnˇ˚u zrˇeteˇzene´ struktury
jsou prˇivedeny signa´ly reprezentuj´ıc´ı jednotlive´ znaky na vstup hradla AND. Hradlo spojuje
jednotlive´ znaky do podrˇeteˇzc˚u nebo cely´ch rˇeteˇzc˚u. Dı´ky prˇeko´dova´n´ı znak˚u jsou usˇetrˇeny
hardwarove´ zdroje, ktere´ by jinak byly pouzˇity pro realizaci kompara´tor˚u. Tento prˇ´ıstup
vyuzˇ´ıva´ dalˇs´ı optimalizace, z nichzˇ nejd˚ulezˇiteˇjˇs´ı je mozˇnost sd´ılet prefixy hledany´ch rˇeteˇzc˚u.
Hledana´ mnozˇina rˇeteˇzc˚u je rozdeˇlena do skupin nebo do stromove´ struktury podle mı´ry
sd´ılen´ı prefix˚u. Dı´ky tomuto rozdeˇlen´ı je mozˇne´ prˇi sestavova´n´ı rˇeteˇzc˚u pomoc´ı logicky´ch
AND cˇlen˚u maxima´lneˇ sd´ılet hardwarove´ zdroje.
S vy´sˇe popsanou architekturou lze d´ıky mozˇnosti zpracova´vat v´ıce znak˚u najednou
dosa´hnout propustnosti azˇ 10 Gb/s. Dı´ky pouzˇity´m optimalizac´ım umozˇnˇuje architektura
vyhleda´vat tis´ıce vzor˚u. Nevy´hodou te´to architektury je, zˇe neumozˇnˇuje vyhleda´vat re-
gula´rn´ı vy´razy.
2.5.3 Vyhleda´va´n´ı s pouzˇit´ım TCAM pameˇti
Pro projekt Scampi [41], ktery´ se zaby´va´ monitorova´n´ım s´ıt´ı na 1 Gb/s a 10 Gb/s, byla
vyvinuta jednotka pro rychle´ vyhleda´va´n´ı rˇeteˇzc˚u [60]. Tato architektura vyuzˇ´ıva´ rychlou
asociativn´ı pameˇt’ a FPGA. Samotne´ vyhleda´va´n´ı vzor˚u je realizova´no prˇ´ımo v asociativn´ı
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pameˇti. Rekonfigurovatelne´ pole je zde vyuzˇito jen pro rˇ´ızen´ı TCAM pameˇti. Pro dosazˇen´ı
maxima´ln´ı propustnosti bylo navrzˇeno usporˇa´da´n´ı zna´zorneˇne´ na obra´zku 2.5. U´cˇelem to-
hoto usporˇa´da´n´ı je mozˇnost zpracova´vat v´ıce znak˚u v jednom hodinove´m taktu, cˇehozˇ je
dosazˇeno paraleln´ım porovna´n´ım rˇeteˇzc˚u pro vsˇechny mozˇne´ posunut´ı v˚ucˇi zpracova´vane´mu
bloku dat.
Data are shifted after each search
16 rows has to be used
















































Obra´zek 2.5: Vyuzˇit´ı asociativn´ı pameˇti pro vyhleda´va´n´ı vzor˚u
S takto navrzˇenou architekturou bylo dosazˇeno propustnosti 3.2 Gb/s pro mnozˇinu 512
rˇeteˇzc˚u s maxima´ln´ı podporovanou de´lkou 15 znak˚u. Prˇi pouzˇit´ı moderneˇjˇs´ıch pameˇt´ı s veˇtsˇ´ı
kapacitou a sˇ´ıˇrkou slova je s t´ımto prˇ´ıstupem mozˇne´ dosa´hnout propustnosti azˇ 19,2 Gb/s
s mnozˇinou 1024 rˇeteˇzc˚u.
Tato architektura nab´ız´ı vynikaj´ıc´ı pomeˇr mezi propustnost´ı a velikost´ı podporovane´
mnozˇiny vzor˚u. Mezi dalˇs´ı vy´hody patrˇ´ı prakticky okamzˇita´ zmeˇna mnozˇiny vyhleda´vany´ch
vzor˚u bez nutnosti opakovat synte´zu a prova´deˇt rekonfiguraci. Tato architektura rovneˇzˇ ne-
umozˇnˇuje vyhleda´vat regula´rn´ı vy´razy. Mezi jej´ı dalˇs´ı nevy´hody patrˇ´ı schopnost vyhleda´vat
rˇeteˇzce jen do urcˇite´ de´lky, ktera´ je da´na sˇ´ıˇrkou TCAM pameˇti.
2.5.4 Nedeterministicke´ konecˇne´ automaty
Velmi zaj´ımave´ rˇesˇen´ı pro vyhleda´va´n´ı vzor˚u v FPGA prˇedstavuj´ı nedeterministicke´ konecˇne´
automaty (NDKA). Architektury zalozˇene´ na tomto principu dosahuj´ı velmi dobry´ch vy´sled-
k˚u s mozˇnost´ı vyhleda´vat nejen rˇeteˇzce, ale take´ regula´rn´ı vy´razy. Za´kladn´ı mysˇlenkou
tohoto prˇ´ıstupu je transformace rˇeteˇzce nebo regula´rn´ıho vy´razu na nedeterministicky´
konecˇny´ automat, ktery´ je syntetizova´n do FPGA. Prˇed podrobneˇjˇs´ım popisem je vhodne´
forma´lneˇ nadefinovat pojem regula´rn´ı vy´raz a konecˇny´ automat:
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Definice: Regula´rn´ı vy´raz nad abecedou Σ je definova´n:
• e a φ jsou regula´rn´ı vy´razy,
• kazˇdy´ symbol a, kde a ∈ Σ je regula´rn´ı vy´raz,
• jsou-li A1, A2 regula´rn´ı vy´razy na abecedou Σ, pak i A1+A2, A1 ·A2 a A∗1
jsou regula´rn´ı vy´razy.
Definice:Nedeterministicky´m konecˇny´m automatem nad abecedou Σ rozumı´me
usporˇa´danou peˇtici A = (Q,Σ, δ, q0, F ), kde
• Q je konecˇna´ nepra´zdna´ mnozˇina stav˚u,
• Σ je nepra´zdna´ konecˇna´ mnozˇina vstupn´ıch symbol˚u,
• δ je zobrazen´ı δ : Q× (Σ ∪ )→ 2Q, ktere´ se nazy´va´ prˇechodova´ funkce,
• q0 ∈ Q je pocˇa´tecˇn´ı stav,
• F mnozˇina koncovy´ch stav˚u F ⊆ Q.
Prvn´ı pra´ce [44] v te´to oblasti byla motivova´na rychlou konstrukc´ı NDKA a snadnou
implementac´ı v hradlove´m poli. Tento prˇ´ıstup vycha´z´ı z architektury DKA [18], kde je stav
ulozˇen v registru a prˇidruzˇena´ kombinacˇn´ı logika vyb´ıra´ na´sleduj´ıc´ı stav. Prˇ´ıstup NDKA
je jesˇteˇ rozsˇ´ıˇren o mozˇnost realizovat e–prˇechody. Toto rozsˇ´ıˇren´ı je mozˇne´ d´ıky pouzˇit´ı tzv.
One-Hot ko´dovan´ı. To je realizova´no tak, zˇe kazˇde´mu stavu odpov´ıda´ jeden bit stavove´ho
registru. T´ım je mozˇne´ realizovat e–prˇechody pouhy´m propojen´ım stavovy´ch registr˚u, jak















Obra´zek 2.6: Implementace NDKA v FPGA
Uvedeny´ prˇ´ıstup nelze pouzˇ´ıt pro vyhleda´va´n´ı velke´ mnozˇiny vzor˚u, protozˇe je zde
pro kazˇdy´ znak pouzˇit jeden kompara´tor. Bohuzˇel d´ıky tomu mnozˇstv´ı hardwarovy´ch zdroj˚u
s kazˇdy´m dalˇs´ım rˇeteˇzcem nar˚usta´. Z tohoto d˚uvodu vylepsˇil Clark [8, 9] architekturu
NDKA o neˇkolik optimalizac´ı, z nichzˇ nejvy´znamneˇjˇs´ı je pouzˇit´ı sd´ılene´ho dekode´ru. Ten
prˇeko´duje vstupn´ı 8 bitove´ znaky na ko´d 1 z 256. Tento ko´d umozˇnˇuje sn´ızˇit celkovy´ pocˇet
kompara´tor˚u a t´ım i hardwarovy´ch zdroj˚u pro realizaci NDKA. Rozd´ıl mezi obeˇma prˇ´ıstupy
je zachycen na obra´zku 2.7.
Architektura vyuzˇ´ıvaj´ıc´ı sd´ıleny´ dekode´r dosa´hla s pouzˇit´ım nejnoveˇjˇs´ıch FPGA Virtex
II a Virtex II Pro, v za´vislosti na pocˇtu paralelneˇ zpracova´vany´ch znak˚u a velikosti mnozˇiny
rˇeteˇzc˚u, propustnosti azˇ 7 Gb/s. S redukovanou mnozˇinou vzor˚u (250 znak˚u) je mozˇno


















Obra´zek 2.7: Porovna´n´ı architektur s a bez pouzˇit´ı sd´ılene´ho dekode´ru
2.5.5 Deterministicke´ konecˇne´ automaty - Bit-Split
Jedn´ım z velmi zaj´ımavy´ch prˇ´ıstup˚u vyuzˇ´ıvaj´ıc´ıch deterministicky´ch konecˇny´ch automat˚u
(DKA) je algoritmus Bit-Split [59]. Tento prˇ´ıstup se snazˇ´ı efektivneˇ mapovat DKA do spe-
cializovane´ho hardware s c´ılem maxima´lneˇ usˇetrˇit pameˇt’ove´ prostrˇedky. Prˇi transformaci
vyhleda´vany´ch vzor˚u na DKA se totizˇ cˇasto vyuzˇ´ıva´ Aho-Corrasick˚uv algoritmus, ktery´
prˇida´va´ velke´ mnozˇstv´ı tzv. Fail prˇechod˚u. Pro realizaci takove´ho automatu v pameˇti je
nutne´ si uchova´vat ke kazˇde´mu stavu 256 ukazatel˚u na na´sleduj´ıc´ı stav.
Technika Bit-Split doka´zˇe pocˇet teˇchto ukazatel˚u sn´ızˇit minima´lneˇ na dva, a to t´ım
zp˚usobem, zˇe pro kazˇdy´ bit vstupu konstruuje zvla´sˇtn´ı automat. T´ımto zp˚usobem lze vy-
tvorˇit 8 automat˚u, u ktery´ch je potrˇeba ke kazˇde´mu stavu uchova´vat pouze dva ukazatele,
cozˇ znacˇneˇ sˇetrˇ´ı pameˇt’ove´ zdroje. K rozhodnut´ı zda byl konkre´tn´ı rˇeteˇzec nalezen je potrˇeba,
aby vsˇechny automaty byly ve stavu, jezˇ reprezentuj´ı prˇijet´ı rˇeteˇzce.
Pro optima´ln´ı vyuzˇit´ı hardwarovy´ch zdroj˚u se uka´zalo efektivneˇjˇs´ı vytvorˇit cˇtyrˇi auto-
maty zpracova´vaj´ıc´ı 2 bity vstupu. Vy´sledna´ architektura vyhleda´vac´ı jednotky je zna´zor-
neˇna na na´sleduj´ıc´ım obra´zku 2.8. Vyhleda´vac´ı jednotka se skla´da´ z rˇady modul˚u. Kazˇdy´
modul obsahuje cˇtyrˇi automaty prˇij´ımaj´ıc´ı dvou bitovy´ vstup. Jeden modul mu˚zˇe obsahovat
automat o 256 stavech, ktery´ mu˚zˇe vyhleda´vat azˇ 16 rˇeteˇzc˚u najednou.
Technika Bit-Split doka´zˇe azˇ deveˇt kra´t sn´ızˇit celkove´ na´roky na pameˇt’ove´ zdroje. Mezi
vy´hody patrˇ´ı mozˇnost modifikace vyhleda´vane´ mnozˇiny bez nutnosti rekonfigurace. Pro-
pustnost uvedene´ho rˇesˇen´ı je omezena jen propustnost´ı pameˇti. Naprˇ´ıklad pro technologii
FPGA Virtex5 lze s integrovany´mi BlockRam pameˇt’mi dosa´hnout propustnosti okolo 4
Gb/s. Propustnost lze da´le zvysˇovat distribuova´n´ım za´teˇzˇe mezi v´ıce paralelneˇ umı´steˇny´ch
vyhleda´vac´ıch jednotek. Nevy´hodou tohoto prˇ´ıstupu je omezene´ pouzˇit´ı s technologi´ı FPGA.
FPGA cˇipy totizˇ obsahuj´ı omezene´ mnozˇstv´ı pameˇti, proto lze t´ımto prˇ´ıstupem vyhleda´vat
jen omezene´ mnozˇstv´ı vzor˚u. Na FPGA cˇip Virtex4 FX100 lze do 376 BlockRam pameˇt´ı
umı´stit azˇ 1316 vzor˚u [25].
2.5.6 Specia´ln´ı architektury
Mezi dalˇs´ı architektury pro vyhleda´va´n´ı vzor˚u patrˇ´ı na´vrh vyuzˇ´ıvaj´ıc´ı porovna´n´ı prefix˚u a
na´sledne´ho dohleda´n´ı zbytku rˇeteˇzce v ROM pameˇti [6]. Tento prˇ´ıstup vyuzˇ´ıva´ rozdeˇlen´ı
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Fig. 1. The string-matching engine of the high-throughput architecture. The left side is a full
device, comprised of a set of rule modules. Each rule module acts as a large state machine and is
responsible for a group of rules, g rules. Each rule module is composed of a set of tiles (four tiles are
shown in this figure). The right side shows the structure of a tile. Each tile is essentially a table
with some number of entries (256 entries are shown in this figure) and each row in the table is a
state. Each state has some number of next state pointers (four possible next states are shown) and
a partial match vector of length g . A rule module takes one character (8 bits) as input at each cycle
and output the logical AND operation result of the partial match vectors of each tile.
in a naive manner, each state may transition to one of potentially 256 possible
next states at any time. If we were to actually keep a pointer for each of these
256 possibilities, each node would be on the order of 1 Kb. A string of length
l requires l states,2 and then if we multiply that by the total number of rules,
we quickly find ourselves with far more data than is feasible to store on-chip.
Thus, the trade-off is either to store the state off-chip and lose the bounds on
worst-case performance, or to find a way to compress the data in some way.
Past techniques have relied on run length encoding and/or bit-mapping, which
have been adapted from similar techniques used to speed IP-lookup [Tuck et al.
2004]. Our approach is different in that we split the state machines apart into
a set of new state machines each of which matches only some of the bits of the
input stream. In essence, each new state machine acts as a filter, which is only
passed when a given input stream could be a match. Only when all of the filters
agree is a match declared. While we briefly describe the way the algorithm runs
for the purpose of describing our architecture here, a full description can be
found in Section 3.
2Some states can be shared by different strings. The total number of states is, however, on the same
order of magnitude.
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Obra´zek 2.8: Architektura Bit-Split
rˇeteˇzc˚u do neˇkolik jedn tek, a to tak, aby nem hl nastat prˇ´ıp d, zˇe vyhleda´vany´ prefix
je soucˇa´st´ı jine´ho hledane´ho prefixu. Pro prefixy je vygenerova´n vyhleda´vac´ı modul na po-
dobne´m principu jako u zrˇeteˇzeny´ch kompara´tor˚u. Pokud je v rˇeteˇzci nalezen odpov´ıdaj´ıc´ı
prefix, vyhleda´vac´ı modul vygeneruje adresu do ROM pameˇti. Vzor je nalezen, pokud se
z pameˇti vycˇteny´ rˇeteˇzec hoduje se zbytkem vstupn´ıch dat. Architektura do ahuje velmi
dobre´ho pomeˇru LUT/znak, a to zejme´na d´ıky pouzˇit´ı pameˇt´ı. Bohuzˇel tento prˇ´ıstup nelze
vyuzˇ´ıt pro vyhleda´va´n´ı regula´rn´ıch vy´raz˚u.












Obra´zek 2.9: Architektura na ba´zi ROM pameˇti
Mezi velmi zaj´ımave´ prˇ´ıstupy patrˇ´ı vyuzˇit´ı Bloomovy´ch filtr˚u [11]. Tato architektura
vyuzˇ´ıva´ rozptylovac´ı funkci a je vhodna´ pro vyhleda´va´n´ı rozsa´hle´ mnozˇiny rˇeteˇzc˚u. Jej´ı
nevy´hodou je vsˇak mozˇnost nespra´vne´ho oznacˇen´ı rˇeteˇzce, cozˇ mu˚zˇe vyvolat falesˇny´ po-
plach. Tento prˇ´ıstup se vsˇak uka´zal jako velmi vhodny´ pro implementaci prˇedfiltrace pro-
vozu. Architektura [45] zalozˇena´ na tomto principu umozˇnila zredukovat tok 10 Gb/s na tok
1 Gb/s, ktery´ byl pote´ analyzova´n standardn´ımi metodami.
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2.5.7 Srovna´n´ı jednotlivy´ch prˇ´ıstup˚u
Vy´sledky prezentovany´ch architektur jsou shrnuty v na´sleduj´ıc´ı tabulce 2.5. V prvn´ım
sloupci jsou uvedeni autorˇi se strucˇny´m na´zvem architektury. Dalˇs´ı sloupce postupneˇ zna-
menaj´ı pouzˇite´ hradlove´ pole, sˇ´ıˇrku vstupn´ıch dat v bitech, dosazˇenou frekvenci (f) a pro-
pustnost (P), velikost hledane´ mnozˇiny ve znac´ıch, pocˇet vyuzˇity´ch genera´tor˚u logicky´ch
funkc´ı (LUT) a pr˚umeˇrny´ pocˇet genera´tor˚u logicky´ch funkc´ı na znak (LUT/znak).
Architektura Pouzˇite´ Data f P Pocˇet LUT LUT/
FPGA bit MHz Gb/s znak˚u znak
Baker et all. [4] Virtex2Pro-4 8 221 1,800 32 102 3,19
KMP
Sourdis et all. [46] Virtex2-1000 32 344 11,008 489 8 132 16,6
kompara´tory Virtex2-6000 32 252 8,064 2 457 47 686 19,4
Baker et all. [3] Virtex2P-100 8 193 1,547 19 584 9 386 0,48
optimalizovana´ asoc. Virtex2P-100 32 141 4,507 19 584 30 020 1,53
pameˇt’ Virtex2P-100 64 138 8,840 8 263 15 474 1,87
Clark et all. [9] Virtex-1000 8 100 0,800 17 537 19 698 1,1
NDKA Virtex2-8000 8 253 2,024 17 537 29 281 1,7
Virtex2-8000 32 219 7,004 17 537 93 180 5,3
Virtex2P-125 128 129 16,516 7 996 93 180 9,7
Virtex2P-125 512 195 99,891 250 47 748 191
Tan et all. [9] Virtex 4 FX 100 8 200 1,6 16 715 4 513 0,27
Bit-Split
Cho et all. [6] Spartan3-2000 32 100 3,200 6 805 6 136 0,9
ROM
Lockwood et. all. VirtexE-2000 8 63 0,502 420 000 32 640 0,08
Bloom filtr [11]
Tabulka 2.5: Porovna´n´ı vy´kon˚u soucˇasny´ch architektur
Z tabulky je patrne´, zˇe se soucˇasny´mi architekturami lze dosa´hnout propustnosti azˇ
10 Gb/s, ale za cenu velmi redukovane´ mnozˇiny vzor˚u. Pro rozumneˇ velkou mnozˇinu
vzor˚u se vsˇak propustnosti pohybuj´ı mezi 4 Gb/s azˇ 6 Gb/s. Nejlepsˇ´ıch vy´sledk˚u dosahuje
prˇ´ıstup na ba´zi optimalizovane´ asociativn´ı pameˇti. Tento prˇ´ıstup vsˇak nelze vyuzˇ´ıt pro vy-
hleda´va´n´ı regula´rn´ıch vy´raz˚u. Pro identifikaci aplikacˇn´ıch protokol˚u nen´ı tento prˇ´ıstup
vhodny´, protozˇe veˇtsˇina pravidel pro identifikaci obsahuje velke´ mnozˇstv´ı regula´rn´ıch vy´raz˚u.
Asi nejlepsˇ´ı architektura, ktera´ umozˇnˇuje vyhleda´vat rˇeteˇzce i regula´rn´ı vy´razy je zalozˇena






Proble´m rozpozna´va´n´ı s´ıt’ovy´ch aplikac´ı podle chova´n´ı lze zobecnit na proble´m rozpozna´va´n´ı
vzor˚u. K te´to problematice existuje veliky´ teoreticky´ apara´t a rˇada algoritmu˚. Popsat celou
problematiku rozpozna´va´n´ı vzor˚u je nad ra´mec te´to pra´ce, proto zde bude uveden jen u´vod
do problematiky a budou popsa´ny neˇktere´ prˇ´ıstupy a algoritmy, ktere´ byly vyuzˇity v oblasti
identifikova´n´ı s´ıt’ovy´ch aplikacˇn´ıch protokol˚u. Detailn´ı prˇehled problematiky rozpozna´va´n´ı
vzor˚u lze naj´ıt naprˇ. v knize Pattern classification [14].
Neforma´lneˇ lze rˇ´ıci, zˇe rozpozna´va´n´ı vzor˚u je cˇinnost, prˇi ktere´ se ze surovy´ch dat
(obra´zek, zvuk) extrahuj´ı urcˇite´ rysy, ktere´ pomohou urcˇit do ktere´ kategorie (co je na obra´-
zku) data spadaj´ı. Forma´lneˇ lze cˇinnosti rozpozna´va´n´ı vzor˚u definovat na´sleduj´ıc´ım zp˚u-
sobem: Meˇjme mnozˇinu vstupn´ıch dat X = (x1, x2, x3, ..., xi). Kazˇdy´ prvek z mnozˇiny X
lze charakterizovat pomoc´ı n atribut˚u (ai1, ai2, ai3, ..., ain). Necht’ C = (C1, C2, C3, ..., Cm)
je mnozˇina trˇ´ıd. C´ılem rozpozna´va´n´ı vzor˚u je nalezen´ı funkce f : X → C, ktera´ mapuje
vstupn´ı data do jedne´ z prˇeddefinovany´ch trˇ´ıd.
Tuto definici mu˚zˇeme analogicky pouzˇ´ıt k forma´ln´ı definici proble´mu identifikace s´ıt’o-
vy´ch aplikacˇn´ıch protokol˚u. Meˇjme mnozˇinu s´ıt’ovy´ch tok˚u X = (f1, f2, f3, ..., fN ), kde je
kazˇdy´ ze s´ıt’ovy´ch tok˚u charakterizova´n n atributy (ai1, ai2, ai3, ..., ain). Rovneˇzˇ meˇjme nade-
finovanou mnozˇinu rozpozna´vany´ch s´ıt’ovy´ch aplikacˇn´ıch protokol˚u C = (C1, C2, C3, ..., Cm).
C´ılem identifikace je naj´ıt funkc´ı f : X → C, ktera´ k jednotlivy´m tok˚um prˇiˇrad´ı pra´veˇ jednu
aplikaci.
Typicke´ atributy s´ıt’ove´ho toku jsou naprˇ. pr˚umeˇrna´ de´lka paketu, pr˚umeˇrna´ de´lka spo-
jen´ı, velikost prˇena´sˇeny´ch dat atp. Typicke´ trˇ´ıdy s´ıt’ovy´ch aplikac´ı mohou zahrnovat jak
konkre´tn´ı aplikacˇn´ı protokoly (http, ftp, SMTP, Kazza, Gnutella), tak trˇ´ıdy aplikac´ı. Ty-
picke´ trˇ´ıdy jsou WWW, P2P, VoIP, Hry, Instant Messaging atp.
3.1 Z´ıska´va´n´ı statisticky´ch dat o s´ıt’ovy´ch toc´ıch
Prˇed zacˇa´tkem samotne´ho procesu klasifikace s´ıt’ovy´ch aplikacˇn´ıch protokol˚u je trˇeba z´ıskat
potrˇebne´ atributy s´ıt’ovy´ch tok˚u. To je mozˇne´ prove´st pomoc´ı na mı´ru napsane´ aplikace nebo
pouzˇit´ım existuj´ıc´ıch standardn´ıch rˇesˇen´ı. Dnesˇn´ım standardem v monitorova´n´ı pocˇ´ıtacˇove´
s´ıteˇ na za´kladeˇ datovy´ch tok˚u je technologie NetFlow, ktera´ byla vyvinuta firmou CISCO
v roce 1996 [52]. Dı´ky te´to technologii je mozˇne´ z´ıskat agregovane´ informace o prob´ıhaj´ıc´ıch
s´ıt’ovy´ch komunikac´ıch, ktere´ lze pouzˇ´ıt pro na´slednou klasifikaci provozu.
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Technologie Netflow se skla´da´ ze s´ıt’ove´ sondy (exporte´r) a kolektoru. Exporte´r je soft-
warove´ nebo hardwarove´ zarˇ´ızen´ı, ktere´ v urcˇite´m bodeˇ s´ıt’ove´ infrastruktury sb´ıra´ infor-
mace o s´ıt’ovy´ch toc´ıch. Nasb´ırane´ informace jsou nejcˇasteˇji pomoc´ı protokolu Netflow v5/9
pos´ıla´ny na kolektor, kde mohou by´t uchova´ny a pozdeˇji analyzova´ny. Mezi nejzna´meˇjˇs´ı
softwarove´ sondy patrˇ´ı rˇesˇen´ı nProbe [10]. Hardwarove´ sondy jsou veˇtsˇinou soucˇa´st´ı Cisco
zarˇ´ızen´ı a to hlaveˇ smeˇrovacˇ˚u.
V soucˇasne´ dobeˇ velka´ cˇa´st Cisco zarˇ´ızen´ı podporuje export agregovany´ch informac´ı
pouze ve forma´tu NetFlow verze 5 [22]. Tento forma´t obsahuje fixn´ı pocˇet polozˇek a nelze zde
prˇida´vat nove´ atributy. Obsazˇene´ atributy bohuzˇel nedostacˇuj´ı k prˇesne´ statisticke´ klasifikaci
provozu. Nejnoveˇjˇs´ı exporte´ry podporuj´ı vylepsˇeny´ protokol NetFlow verze 9 [55], ktery´ je
zalozˇen na syste´mu zas´ıla´n´ı sˇablon (templates), ktere´ popisuj´ı strukturu odes´ılany´ch dat.
Sˇablony poskytuj´ı mozˇnost snadne´ho rozsˇ´ıˇren´ı NetFlow forma´tu o nove´ za´znamy. Dı´ky
tomu lze do NetFlow forma´tu snadno prˇidat takove´ za´znamy, ktere´ se hod´ı pro statistickou
identifikaci provozu.
Pro meˇrˇen´ı a na´sledny´ export neˇktery´ch specia´ln´ıch atribut˚u je nutna´ softwarova´ nebo
hardwarova´ podpora na straneˇ exporte´ru. Bohuzˇel neˇktere´ atributy cˇasto pouzˇ´ıvane´ k cˇinnos-
ti identifikace protokolu nejsou v teˇchto zarˇ´ızen´ıch podporova´ny, proto je nutne´ se bez teˇchto
atribut˚u obej´ıt nebo je vlastn´ımi silami doimplementovat.
3.2 Vy´beˇr atribut˚u provozu
Jednou z nejd˚ulezˇiteˇjˇs´ıch cˇa´st´ı procesu klasifikace s´ıt’ovy´ch aplikac´ı je vy´beˇr vhodny´ch
charakteristik (atribut˚u) s´ıt’ove´ho provozu. Veˇtsˇina nyneˇjˇs´ıch pra´c´ı zaby´vaj´ıc´ıch se klasi-
fikac´ı s´ıt’ove´ho provozu vyb´ıra´ atributy sp´ıˇse empiricky´m zp˚usobem. Tento prˇ´ıstup je sice
nena´rocˇny´, ale mu˚zˇe znamenat opomenut´ı neˇktery´ch vy´razneˇ rozliˇsuj´ıc´ıch atribut˚u.
Lepsˇ´ım rˇesˇen´ım se mu˚zˇe zda´t vybra´n´ı vsˇech atribut˚u, ktere´ lze k dane´mu proble´mu
z´ıskat. Pro klasifikaci s´ıt’ove´ho provozu bylo vytipova´no celkem 248 vlastnost´ı [37], ktere´
zahrnuj´ı informace o paketech a mezipaketove´m chova´n´ı. Take´ jsou zde zahrnuty informace
z transportn´ı vrstvy, jako naprˇ. pocˇet paket˚u s nastaveny´m SYN flagem. Tato obrovska´
mnozˇina vsˇak mu˚zˇe pro dany´ klasifikacˇn´ı proble´m obsahovat mnozˇstv´ı nevy´znamny´ch a
redundantn´ıch atribut˚u, jejichzˇ odstraneˇn´ım lze nejen vy´razneˇ zlepsˇit prˇesnost klasifikace,
ale take´ sn´ızˇit vy´pocˇetn´ı na´rocˇnost samotne´ho klasifikacˇn´ıho algoritmu. Nezˇ budou zmı´neˇny
pouzˇ´ıvane´ prˇ´ıstupy pro vy´beˇr atribut˚u, je trˇeba nadefinovat pojem redundantn´ıho a nevy´-
znamne´ho atributu.
• Nevy´znamny´ atribut nenese zˇa´dnou informaci o neˇktere´ z trˇ´ıd. Atribut neme´ zˇa´dnou
rozliˇsovac´ı schopnost. Prˇ´ıkladem mu˚zˇe by´t atribut, ktery´ naby´va´ jedine´ konstantn´ı
hodnoty.
• Atribut je redundantn´ı pokud je ve vysoke´ korelaci s jiny´m atributem. Redundantn´ı
atributy cˇasto zhorsˇuj´ı prˇesnost a maj´ı vliv na tzv. proble´m prˇeucˇen´ı.
Pro vy´beˇr atribut˚u existuj´ı dveˇ skupiny prˇ´ıstup˚u: filter a wrapper metody [29, 36].
Filter metody na za´kladeˇ prˇedem poskytnuty´ch tre´novac´ıch dat urcˇuj´ı vy´znamnost jed-
notlivy´ch atribut˚u pro konkre´tn´ı klasifikacˇn´ı proble´m. Metrika pro vy´znamnost atribut˚u
mu˚zˇe by´t naprˇ. stupenˇ korelace mezi atributy a trˇ´ıdou nebo mı´ra separatibility trˇ´ıd podle
vybrane´ho atributu. Wrapper metody jsou veˇtsˇinou zalozˇeny na iterativn´ıch algoritmech,
ktere´ postupny´m prˇida´va´n´ım resp. odeb´ıra´n´ım atribut˚u hledaj´ı jejich optima´ln´ı kombinaci
pro pouzˇit´ı s konkre´tn´ı klasifikacˇn´ı metodou (naprˇ. Naivn´ı Bayes˚uv klasifika´tor).
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K vy´beˇru atribut˚u je mozˇne´ naimplementovat neˇkterou ze zna´my´ch metod nebo pouzˇ´ıt
jizˇ implementovane´ a velmi kvalitn´ı rˇesˇen´ı s na´zvem Weka [58]. Tento na´stroj implementuje
celou rˇadu metod pro vy´beˇr atribut˚u, ale take´ nab´ız´ı implementaci rˇady nejzna´meˇjˇs´ıch
klasifikacˇn´ıch a shlukovac´ıch metod. Na´stroj byl pouzˇit take´ prˇi vy´beˇru vhodny´ch atribut˚u
pro klasifikaci s´ıt’ovy´ch aplikacˇn´ıch protokol˚u [36], kde zlepsˇil prˇesnost klasifikace o 10 %.
3.3 Klasifikacˇn´ı metody pouzˇ´ıvane´ pro identifikaci provozu
3.3.1 Naivn´ı Bayes˚uv klasifika´tor
Tato metoda [20] patrˇ´ı do rodiny pravdeˇpodobnostn´ıch klasifika´tor˚u. Vstupem te´to metody
je vektor extrahovany´ch rys˚u. Na za´kladeˇ tre´novac´ı mnozˇiny je vstupn´ımu vektoru prˇiˇrazen
stupenˇ prˇ´ıslusˇnosti pro jednotlive´ trˇ´ıdy. Jako vy´sledek je vybrana´ trˇ´ıda pro n´ızˇ je stupenˇ
prˇ´ıslusˇnosti vstupn´ıho vektoru nejvysˇsˇ´ı.
Tato klasifikacˇn´ı metoda vycha´z´ı z Bayesova teore´mu˚ 3.1, cozˇ je jeden ze za´kladn´ıch
teore´mu teorie pravdeˇpodobnosti. Tento teore´m rˇ´ıka´, zˇe pravdeˇpodobnost jevu H (naprˇ.
s´ıt’ovy´ tok je P2P provoz) podmı´neˇneho X (naprˇ. hodnota pr˚umeˇrne´ mezipaketove´ mezery
rovne´ a) se rovna´ na´sleduj´ıc´ımu zlomku. Jmenovatel zlomku prˇedstavuje pravdeˇpodobnost,
zˇe nastane jevX (naprˇ. pravdeˇpodobnost s jakou se mezipaketova´ mezera rovna´ a). Hodnota
P (X | H) v cˇitateli prˇedstavuje pravdeˇpodobnost, zˇe nastane jev X podmı´neˇny´ H (naprˇ.
pravdeˇpodobnost, zˇe se mezipaketova´ mezera rovna´ konstanteˇ a, pokud je provoz P2P
komunikace). Hodnota P (H) reprezentuje pravdeˇpodobnost jevu H, cozˇ si lze prˇedstavit
jako pravdeˇpodobnost s jakou se vyskytuj´ı urcˇite´ druhy s´ıt’ove´ho provozu.
P (H | X) = P (X | H)P (H)
P (X)
(3.1)
Proble´m vy´sˇe uvedene´ho vzorce spocˇ´ıva´ v tom, jak odhadnou pravdeˇpodobnosti jednot-
livy´ch jev˚u P (H), P (X | H), P (X). Tento proble´m lze rˇesˇit poskytnut´ım tre´novac´ı mnozˇiny,
ze ktere´ lze tyto pravdeˇpodobnosti odhadnout. Na te´to mysˇlence take´ stav´ı naivn´ı Bayes˚uv
klasifika´tor, jehozˇ princip bude popsa´n da´le.
Meˇjme mnozˇinu trˇ´ıd C1, C2,...,Cm. Meˇjme tre´novac´ı mnozˇinu D, jezˇ je tvorˇena n-
dimenziona´ln´ımi vektory atribut˚u a prˇiˇrazen´ım do jedne´ z trˇ´ıd Ci. Pro vstupn´ı vektor
X = (x1, x2, ..., xn) se snazˇ´ıme naj´ıt trˇ´ıdu Ci kde je P (Ci|X) nejveˇtsˇ´ı. Snazˇ´ıme se tedy
maximalizovat P (Ci|X).
Bayes˚uv vzorec lze zjednodusˇit odstraneˇn´ım jmenovatele, nebot’ je konstantn´ı pro vsˇe-
chny trˇ´ıdy. Pokud je pravdeˇpodobnost vy´skytu vsˇech trˇ´ıd stejna´, lze z´ıskat zjednodusˇeny´
Bayes˚uv vztah P (Ci|X) = P (X|Ci). Pokud jsou jednotlive´ atributy vektoru X na sobeˇ
neza´visle´, lze z´ıskat zjednodusˇeny´ vztah pro pravdeˇpodobnost prˇ´ıslusˇnosti vektoruX k trˇ´ıdeˇ
Ci viz 3.2.
P (X | Ci) =
n∏
k=1
P (xk | Ci) (3.2)
Vy´sledny´ vztah, ktery´ jednoznacˇneˇ prˇiˇrazuje vektoru X jedinou trˇ´ıdu Ci je uveden da´le
(viz 3.3).
bayes(x1, x2, ..., xn) = argmaxcP (C = c)
n∏
k=1
P (Xk = xk | C = c) (3.3)
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Prvn´ı pra´ce [63, 36, 24] zaby´vaj´ıc´ı se klasifikac´ı internetove´ho provozu na za´kladeˇ sta-
tisticky´ch vlastnost´ı u´speˇsˇneˇ vyuzˇ´ıva´ naivn´ı Bayes˚uv klasifika´tor pro prˇiˇrazen´ı provozu
do jedne´ z prˇeddefinovany´ch trˇ´ıd (interaktivn´ı, email, WWW, hry, multime´dia, P2P atp).
Pro natre´nova´n´ı klasifika´toru pouzˇ´ıva´ tre´novac´ı mnozˇinu skla´daj´ıc´ı se z 65,000 klasifiko-
vany´ch tok˚u, ze ktery´ch extrahuje 218 diskriminant˚u [37]. Pomoc´ı algoritmu FCFB je
mnozˇina diskriminant˚u redukova´na se zachova´n´ım vysoke´ rozliˇsovac´ı schopnosti.
Vzhledem k tomu, zˇe je veˇtsˇina parametr˚u spojita´, je trˇeba aproximovat funkci hus-
toty pravdeˇpodobnosti pro kazˇdy´ parametr a trˇ´ıdu z tre´novac´ıch dat. K tomu lze pouzˇ´ıt
naprˇ´ıklad aproximaci norma´ln´ım rozlozˇen´ım 3.4 nebo dokonalejˇs´ı aproximac´ı zvanou Kernel
estimation. Rozd´ıl mezi aproximacemi je videˇt v na´sleduj´ıc´ım grafu 3.1.





Na¤ve Bayes Kernel Estimation is similar to Na¤ve Bayes method
algorithmically and the only difference arises in estimating f(· |
cj), j = 1, . . . , k. Whereas Na¤ve Bayes estimated f(· | cj),
j = 1, . . . , k by tting a Gaussian distribution over the data, Kernel
Estimation, as the name suggests, uses kernel estimation methods,
i.e. the estimate of the real density f(· | cj) is given by










where h is called the kernel bandwidth and K(t) is any kernel,
where kernel is dened as any non-negative function (although it is
possible to generalise) such that ∫∞−∞K(t)dt = 1. Examples of
such distributions are: uniform distribution (K(t) = 1
2
I(|t| ≤ 1))
which generates a histogram to approximate f(·), Gaussian distri-
bution (K(t) = 1√
2pi
exp (−t2/2)) and many others [23]. Na¤ve
Bayes kernel estimation procedure will use Gaussian density as the
kernel for the analysis, party because it is Gaussian density has de-
sirable smoothness properties. Figure 2 illustrates how an estimate
of the density f(·) is constructed. Assume that some sample of data
points has been collected. These points are represented by crosses
on the x-axis. For each data point a Gaussian distribution centered
on this point is tted. A summation of those functions gives an
estimate of the real density of the data distribution.











Construction of Kernel Density Function
Figure 2: An illustration of how the estimate of the distribution
is constructed.
The selection of the statistical bandwidth, as dened in the previous
paragraph, plays an important role in the accuracy of the model and
some nice theoretical properties are mentioned in [24]. Bandwidth
has an effect on the accuracy of approximation, which is very often








Figure 3 illustrates different ways of estimating the density. For
the purpose of this paper, the value of the parameter h is taken to
be the default value of the WEKA software suite used to perform
calculations in this paper. All tools used in this paper are described
in section 5.
In [24], it is shown that the Kernel Estimation method performs
much better in situations when the normality assumption is strongly
5It is important to understand that fˆ(t) is in fact a random function
since data observations are random. It therefore makes sense to















Figure 3: Different estimators of the density that generated the
data. The black line represents the Gaussian density whose pa-
rameters were estimated from the data, the two dashed lines
represent the kernel estimated density with two different val-
ues of the bandwidth.
NA¤IVE BAYES KERNEL
Operation Time Space Time Space
Train on n cases O(nm) O(m) O(nm) O(nm)
Test on q cases O(qm) O(qnm)
Table 3: Algorithmic complexity for Naı¨ve Bayes and Kernel
Estimation method, given n training instances and m discrimi-
nators.
violated, but on the other hand it performs just as well when the data
is Gaussian as long as there are enough instances.
There are however computational issues related to the Kernel Esti-
mation method. When computing f(. | cj) to classify an unknown
instance, Na¤ve Bayes has to evaluate the Gaussian distribution
only once whereas Kernel Estimation must perform n evaluations.
Table 3 contrasts the computational and memory requirements for
the two methods.
4.4 Discriminator selection and dimension
reduction
Discriminator selection and dimension reduction plays a very im-
portant role in Machine Learning by acting as a preprocessing step,
removing redundant and irrelevant discriminators. As described
in [22], the prediction accuracy of the Na¤ve Bayes algorithm suf-
fers from the presence of irrelevant and redundant attributes. The
ability to identify the most important discriminators of the Inter-
net trafc is useful not only because the results will reveal what
discriminators are best for trafc classication, but also because
classication accuracy can be improved and, a reduction in number
of ow discriminators is computationally attractive.
Before going into the theory, it is important to dene what is meant
by irrelevant and redundant discriminators.
Definition 1: A discriminator is said to be irrelevant if it carries no
information about different classes of interest. This discriminator
has no discriminative power. For example, a discriminator may
take only a single value and, on that basis, no classication could
be made.
Definition 2: A discriminator is said to be redundant if it is highly
correlated with another discriminator. The reason for removing
redundant discriminators is supported by the fact that redundant
Obra´zek 3.1: Srovna´n´ı aproximace funkce hus-
toty pravdeˇpodobnosti pomoc´ı norma´ln´ıho
rozlozˇen´ı (silna´ cˇa´ra) a algoritmu Kernel es-
timation (cˇarkovana´ cˇa´ra)
Naivn´ı Bayes˚uv klasifika´tor ve spojen´ı s redukc´ı diskriminant˚u a algoritmem Kernel
Estimation dosa´hl zhruba 93% prˇesnosti pro u´lohu identifikace s´ıt’ove´ho provozu, cozˇ rˇad´ı
naivn´ı Bayes˚uv klasifika´tor mezi jednu z nejlepsˇ´ıch metod pro identifikaci provozu.
3.3.2 Rozhodovac´ı stromy
J dn´ım z dalˇs´ıch prˇ´ıstup˚u vyuzˇity´c k identifikaci s´ıt’ovy´ch protokol˚u jsou rozhodovac´ı
stromy [20] Metoda vytvorˇ´ı na za´kladeˇ prˇedem poskytnuty´ch tre´novac´ıch dat stromovou
strukturu. Kazˇdy´ vnitrˇn´ı uzel stromu prˇedstavuje test na jeden z atribut˚u vstupn´ıch dat.
Kazˇda´ veˇtev pak reprezentuje vy´sledek tohoto testu. Listove´ uzly stromove´ struktury re-
prezentuj´ı vy´sledek klasifikace tj. jednotlive´ trˇ´ıdy Ci. Proces klasifikace je tedy zalozˇen
na procha´zen´ı stromu dokud se nedojde k listove´mu uzlu. Uka´zka rozhodovac´ıho stromu
reprezentuj´ıc´ıho rozhodnut´ı za´kazn´ıka prˇi koupi urcˇite´ho zbozˇ´ı je naznacˇena na obra´zku 3.2.
Konstrukce rozhodovac´ıho stromu je zalozˇena na postupne´m vy´beˇru atribut˚u a na´-
sledne´m vytvorˇen´ı dvou (bina´rn´ı rozhodovac´ı stromy) a v´ıce veˇtv´ı. Nejprve jsou vyb´ıra´ny
atributy, ktere´ co nejle´pe rozdeˇl´ı tre´novac´ı mnozˇinu. To znamena´ takove´ atributy, podle
ktery´ch se v idea´ln´ım prˇ´ıpadeˇ podarˇ´ı rozdeˇlit tre´novac´ı mnozˇinu na v´ıce podmnozˇin patrˇ´ıc´ıch
do jedne´ trˇ´ıdy. Pro vy´beˇr atribut˚u se pouzˇ´ıvaj´ı nejcˇasteˇji trˇi metriky. V algoritmu ID3 je











Obra´zek 3.2: Rozhodovac´ı strom
nevy´hodu, zˇe preferuje vy´beˇr atribut˚u, ktere´ maj´ı velky´ pocˇet hodnot. Proto byla navrzˇena
nova´ metrika gain ratio (GR), ktera´ se pouzˇ´ıva´ v algoritmu C4.5. V algoritmu CART je
pouzˇ´ıva´n gini index(GI), ktery´ umozˇnˇuje pouze konstrukci bina´rn´ıch stromu˚.
Jakmile je rozhodovac´ı strom vytvorˇen, mnoho veˇtv´ı cˇasto reflektuje anoma´lie v tre´-
novac´ı mnozˇineˇ (sˇum, osamocene´ vrcholy). Proto se cˇasto pouzˇ´ıva´ technika prorˇeza´va´n´ı
(pruning), ktera´ tento proble´m, cˇasto oznacˇovany´ jako prˇeucˇen´ı (overfitting), rˇesˇ´ı. Obecneˇ
se pouzˇ´ıvaj´ı dva prˇ´ıstupy pro prorˇeza´va´n´ı stromu˚. Preprunning je technika, ktera´ zastav´ı
vytva´rˇen´ı neˇktery´ch veˇtv´ı v dobeˇ konstrukce stromu. Technika postprunning naopak od-
stranˇuje neˇktere´ veˇtve uzˇ z vytvorˇeny´ch rozhodovac´ıch stromu˚.
Rozhodovac´ı stromy byly pro klasifikaci s´ıt’ove´ho provozu poprve´ pouzˇity v [15] pro roz-
pozna´va´n´ı za´kladn´ıch protokol˚u jako HTTP, FTP, Telnet, SMTP a SSH. Vstupem do pouzˇi-
te´ho algoritmu C5.0 pro konstrukci rozhodovac´ıho stromu byly zvoleny na´sleduj´ıc´ı atributy
s´ıt’ovy´ch tok˚u: TPC flags, pr˚umeˇrna´ mezipaketova´ mezera a pr˚umeˇrna´ de´lka paket˚u. Vy-
jmenovane´ velicˇiny nebyly meˇrˇeny v ra´mci cele´ho s´ıt’ove´ho toku, ale jen v ra´mci pohyblive´ho
oke´nka o velikosti n paket˚u. Empiricky zjiˇsteˇna´ prˇesnost tohoto rˇesˇen´ı pro r˚uzne´ velikosti
parametru n je zobrazena v tabulce 3.1. Z tabulky je videˇt, zˇe prˇesnost tohoto rˇesˇen´ı se
pro r˚uzne´ aplikace pohybuje okolo 82-100%. Pomeˇrneˇ d˚ulezˇity´ fakt je, zˇe prˇesnost me-
tody prˇ´ıliˇs neza´vis´ı na pocˇtu zpracovany´ch paket˚u tok˚u. Prˇesny´ch vy´sledk˚u˚u lze dosa´hnout
vypocˇten´ım pozˇadovany´ch statisticky´ch u´daj˚u uzˇ nad 10 pakety dane´ho toku.
Velikost okna FTP SSH Telnet SMTP WWW
1000 100% 88% 94% 82% 100%
200 98% 96% 96% 84% 98%
100 100% 96% 96% 86% 100%
50 98% 96% 96% 82% 100%
20 100% 98% 98% 82% 98%
10 100% 100% 100% 82% 98%
Tabulka 3.1: Prˇesnost klasifikace pomoc´ı rozhodovac´ıch stromu˚ pro r˚uzne´ velikosti oke´nka
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3.3.3 Linea´rn´ı diskriminacˇn´ı analy´za a k-nejblizˇsˇ´ı soused
Metoda Linear Discriminant analysis (LDA) [40] pouzˇ´ıvana´ ve strojove´m ucˇen´ı (linea´rn´ı
klasifika´tor) je zalozˇena na hleda´n´ı takove´ linea´rn´ı kombinace Z = aTx, ktera´ maximalizuje
mezitrˇ´ıdn´ı rozptyl (interclass variance) a za´rovenˇ minimalizuje rozptyl hodnot uvnitrˇ stejne´
trˇ´ıdy. Nalezen´ı te´to linea´rn´ı kombinace znamena´ redukci v´ıcedimenziona´ln´ıho proble´mu
na jednodimenziona´ln´ı, ve ktere´m je klasifikace prˇ´ımocˇara´. Na na´sleduj´ıc´ım obra´zku 3.3 je
videˇt, jak lze nejle´pe a nejh˚urˇe redukovat konkre´tn´ı 2D proble´m do 1D prostoru.
Obra´zek 3.3: Nejhorsˇ´ı a nejlepsˇ´ı redukce v´ıcedimenziona´ln´ıho proble´mu pomoc´ı LDA
Metoda k-nejblizˇsˇ´ı soused (k-NN) [20] prˇiˇrazuje prvku stejnou trˇ´ıdu, jakou ma´ nejblizˇsˇ´ı
prvek z poskytnute´ tre´novac´ı mnozˇiny. Pro urcˇen´ı vzda´lenosti je pouzˇ´ıvana´ Euklidovska´
vzda´lenost 3.5. Pro veˇtsˇ´ı prˇesnost te´to metody by´vaj´ı hodnoty vstupu normalizova´ny podle
vzorce 3.6. Parametr k v na´zvu metody urcˇuje kolik nejblizˇsˇ´ıch soused˚u z tre´novac´ı mnozˇiny








Klasifikacˇn´ı metody LDA a k-NN byly pouzˇity v pra´ci [39] zaby´vaj´ıc´ı se kvalitou sluzˇeb
k mapova´n´ı provozu do jedne´ z mnoha trˇ´ıd (interaktivn´ı, streaming, bulk prˇenosy...). Jako
statisticke´ atributy byly zvoleny pr˚umeˇrna´ velikost paketu a doba trva´n´ı s´ıt’ove´ho toku.
Na na´sleduj´ıc´ım obra´zku 3.4 jsou zobrazeny prvky tre´novac´ı mnozˇiny podle teˇchto atribut˚u
ve 2D grafu. Z grafu je videˇt, zˇe LDA doka´zˇe trˇ´ıdy rozdeˇlit oproti k-NN hladkou krˇivkou.
Dosazˇena´ prˇesnost uvedena v te´to pra´ci byla 100% pro LDA a 90.5%, 97,6%, 100% pro 1-
NN, 3-NN a 5-NN.
3.3.4 Shlukovac´ı techniky
Zat´ım byly popsa´ny klasifikacˇn´ı prˇ´ıstupy vyuzˇ´ıvaj´ıc´ı ucˇen´ı s ucˇitelem. Rovneˇzˇ existuj´ı
prˇ´ıstupy zalozˇene´ na ucˇen´ı bez ucˇitele. Tyto metody jsou schopny data podobny´ch vlast-
nost´ı prˇiˇradit do stejny´ch skupin (shluk˚u). K prˇiˇrazen´ı vy´sledne´ trˇ´ıdy (aplikacˇn´ı protokol)
k vznikle´mu shluku postacˇ´ı klasifikovat jeden vzorek dat z prˇ´ıslusˇne´ho shluku. Vy´hodou
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Application mean connections per day duration (seconds) packet size (bytes)
domain 3676 12.3 ± 25.6 224.0 ± 415.3
ftp-data 6105 89.8 ± 98.2 874.3 ± 219.0
https 155249 10.1 ± 3.1 404.0 ± 55.6
kazaa 1207491 65.1 ± 18.4 805.3 ± 42.8
realmedia 1212 175.1 ± 123.5 679.3 ± 131.6
telnet 8670 948.8 ± 716.4 148.7 ± 162.8
www 3905871 22.7 ± 38.6 651.1 ± 51.0
Table 2: Gigascope Trace 1 connection-level statistics: The duration and packet size is represented as mean value ± 1.96 times the
corresponding standard deviation

























































Figure 1: Four class breakup for the Waikato data.























































(b) Zoom into upper left region.
Figure 2: Four class breakup for the first Gigascope trace.
tried. Figure 3 shows the boundaries obtained corresponding to 7-
class breakup using LDA.
While the above results show that we get fairly good classifi-
cation, it may well be possible to do much better. For example,
streaming video and bulk data transport have similar ranges of char-
acteristics using the above features, and so are harder to discrimi-
nate. Table 3 shows results of a 3-class classification combining
streaming and bulk-data transport classes, which has lower errors
than the 4-class case. This may be because many streaming ap-
plications actually act much like bulk-data by filling their playout
buffer as fast as possible. Therefore, simple statistics such as those
used in our preliminary work are not ideal for discriminating the
two. Perhaps, for many cases, streaming video does not warrant its
own class, and could happily co-exist with bulk data. However, in
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Obra´zek 3.4: Klasifikace pomoc´ı LDA a 1-NN
teˇchto metod je, zˇe nepotrˇebuj´ı kvalitneˇ klasifikovanou tre´novac´ı mnozˇinu, ktera´ se zpra-
vidla velmi teˇzˇce z´ıska´va´. Rovneˇzˇ jsou schopny objevit shluky, ktere´ mohou reprezentovat
novy´ typ aplikacˇn´ıho protokolu vyskytuj´ıc´ıho se na s´ıti.
Existuje cela´ rˇada shlukovac´ıch algoritmu˚. Pro klasifikaci s´ıt’ove´ho provozu vsˇak byly
pouzˇity pouze na´sleduj´ıc´ı algoritmy: Em, DBSCAN a K-Means [34, 16, 17]. Nejrychlejˇs´ım
a take´ nejjednodusˇsˇ´ım shlukovac´ım algoritmem, ktery´ bude popsa´n v na´sleduj´ıc´ı cˇa´sti je
pra´veˇ K-means.
Algoritmus K-means rozdeˇluje prvky vstupn´ı mnozˇiny do K disjunktn´ıch podmnozˇin.
Pro kazˇdy´ shluk maximalizuje algoritmus homogenitu ve skupineˇ t´ım, zˇe minimalizuje kva-
dratickou chybu. Vzorec pro vy´pocˇet kvadraticke´ chyby je uveden da´le viz 3.7. Funkce dist







|dist(xj , cj)|2 (3.7)
Kvadraticka´ chyba E je v K-M ns minimalizova´na pomoc´ı na´ leduj´ıc´ıho algoritmu.
Strˇedy jednotlivy´ch K shluk˚u jsou na zacˇa´tku zvoleny na´hodneˇ. Data ze vstupn´ı mnozˇiny
jsou prˇiˇrazena vzˇdy k nejblizˇsˇ´ımu shluku. Algoritmus K-means iterativneˇ prˇepocˇ´ıta´va´ strˇed
jednotlivy´ch shluk˚u do te´ doby, nezˇ se chyba E stabilizuje.
Bohuzˇel shlukovac´ı metody nedosahuj´ı takove´ prˇesnosti jako metody zalozˇene´ na ucˇen´ı
s ucˇitelem. V prac´ıch vyuzˇ´ıvaj´ıc´ıch shlukovac´ı techniky [34, 16] se dosazˇena´ prˇesnost identifi-
kace protokol˚u pohybuje mezi 80-90%. V grafu 3.5 je zobrazena za´vislost prˇesnosti na pocˇtu
shluk˚u pro prˇedstaveny´ K-means algoritmus.
3.4 Identifikace s vyuzˇit´ım agregovany´ch informac´ı o s´ıt’ovy´ch
toc´ıch
Dosud prˇedstavene´ metody se snazˇily identifikovat aplikacˇn´ı protokoly jen z jednotlivy´ch
s´ıt’ovy´ch tok˚u. Pro identifikaci neˇktery´ch aplikacˇn´ıch protokol˚u je vsˇak vhodne´ zkoumat
komunikaci na vysˇsˇ´ı u´rovni tj. d´ıvat se na jednotlive´ uzly v s´ıti a zkoumat pocˇet odchoz´ıch a
prˇ´ıchoz´ıch spojen´ı, typ nava´zany´ch spojen´ı, pocˇet odeslany´ch paket˚u a dalˇs´ı. Tyto informace
mohou by´t kl´ıcˇove´ jak pro detekci neˇktery´ch u´tok˚u (reconnaissance, DOS, DDOS), tak















































Auckland IV (3 minPts)
Calgary (3 minPts)


























Figure 3: Parametrization of DBSCAN
Table 2: Accuracy using AutoClass
Data Set Average Minimum Maximum
Auckland IV 92.4% 91.5% 93.5%
Calgary 88.7% 86.6% 90.0%
5.1.1 K-Means Clustering
The K-Means algorithm has an input parameter of K. This input
parameter as mentioned in Section 3.1, is the number of disjoint
partitions used by K-Means. In our data sets, we would expect
there would be at least one cluster for each trafﬁc class. In ad-
dition, due to the diversity of the trafﬁc in some classes such as
HTTP (e.g., browsing, bulk download, streaming) we would ex-
pect even more clusters to be formed. Therefore, based on this, the
K-Means algorithm was evaluated with K initially being 10 and K
being incremented by 10 for each subsequent clustering. The min-
imum, maximum, and average results for the K-Means clustering
algorithm are shown in Figure 1.
Initially, when the number of clusters is small the overall ac-
curacy of K-Means is approximately 49% for the Auckland IV
data sets and 67% for the Calgary data sets. The overall accuracy
steadily improves as the number of clusters increases. This contin-
ues until K is around 100 with the overall accuracy being 79% and
84% on average, for the Auckland IV and Calgary data sets, respec-
tively. At this point, the improvement is much more gradual with
the overall accuracy only improving by an additional 1.0% when K
is 150 in both data sets. When K is greater than 150, the improve-
ment is further diminished with the overall accuracy improving to
the high 80% range when K is 500. However, large values of K
increase the likelihood of over-ﬁtting.
5.1.2 DBSCAN Clustering
The accuracy results for the DBSCAN algorithm are presented in
Figure 2. Recall that DBSCAN has two input parameters (minPts,
eps). We varied these parameters, and in Figure 2 report results
for the combination that produce the best clustering results. The
values used for minPts were tested between 3 and 24. The eps dis-
tance was tested from 0.005 to 0.040. Figure 3 presents results for
different combinations of (minPts, eps) values for the Calgary data
sets. As may be expected, when the minPts was 3 better results
were produced than when the minPts was 24 because smaller clus-
ters are formed. The additional clusters found using three minPts
were typically small clusters containing only 3 to 5 connections.
When using minPts equal to 3 while varying the eps distance
between 0.005 and 0.020 (see Figure 2), the DBSCAN algorithm
improved its overall accuracy from 59.5% to 75.6% for the Auck-
land IV data sets. For the Calgary data sets, the DBSCAN algo-
rithm improved its overall accuracy from 32.0% to 72.0% as the
eps distance was varied with these same values. The overall ac-
























Figure 4: CDF of cluster weights
as the distance increased. Our analysis indicates that this large de-
crease occurs because the clusters of different trafﬁc classes merge
into a single large cluster. We found that this larger cluster was for
connections with few packets, few bytes transfered, and short dura-
tions. This cluster contained typically equal amounts of P2P, POP3,
and SMTP connections. Many of the SMTP connections were for
emails with rejected recipient addresses and connections immedi-
ately closed after connecting to the SMTP server. For POP3, many
of the connections contained instances where no email was in the
users mailbox. Gnutella clients attempting to connect to a remote
node and having its “GNUTELLA CONNECT” packets rejected
accounted for most of the P2P connections.
5.1.3 AutoClass Clustering
The results for the AutoClass algorithm are shown in Table 2.
For this algorithm, the number of clusters and the cluster param-
eters are automatically determined. Overall, the AutoClass algo-
rithm has the highest accuracy. On average, AutoClass is 92.4%
and 88.7% accurate in the Auckland IV and Calgary data sets, re-
spectively. AutoClass produces an average of 167 clusters for the
Auckland IV data sets, and 247 clusters for the Calgary data sets.
5.2 Cluster Weights
For the trafﬁc classiﬁcation problem, the number of clusters pro-
duced by a clustering algorithm is an important consideration. The
reason being that once the clustering is complete, each of the clus-
ters must be labelled. Minimizing the number of clusters is also
cost effective during the classiﬁcation stage.
One way of reducing the number of clusters to label is by evalu-
ating the clusters with many connections in them. For example, if a
clustering algorithm with high accuracy places the majority of the
connections in a small subset of the clusters, then by analyzing only
this subset a majority of the connections can be classiﬁed. Figure 4
shows the percentage of connections represented as the percentage
of clusters increases, using the Auckland IV data sets. In this eval-
uation, the K-Means algorithm had 100 for K. For the DBSCAN
and AutoClass algorithms, the number of clusters can not be set.
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Obra´zek 3.5: Prˇesnost K-means algoritmu˚ pro klasifikaci s´ıt’ove´ho provozu
Prˇed samotny´m prˇipojen´ım k P2P s´ıti se mus´ı klient prˇihla´sit u jednoho z tzv. super-
node, jehozˇ IP adresu ma´ ulozˇenou ve sve´ cache. Klient zasˇle informaci o portu, na ktere´m
ocˇeka´va´ spojen´ı od ostatn´ıch P2P klient˚u. Supernode mus´ı tuto informaci propagovat da´le
do s´ıteˇ k ostatn´ım klient˚um. Ostatn´ı klienti mohou na´sledneˇ komunikovat s noveˇ prˇipojenou

































Obra´zek 3.6: Prˇihla´sˇen´ı a komunikace v P2P s´ıti
Karagiannis [26] si u P2P s´ıt´ı vsˇiml urcˇity´ch vlastnost´ı v komunikaci, ktere´ pouzˇil
pro jejich spolehlivo identifikaci. Prv ı´ vlastnost´ı, ktera´ zpravidla u P2P s´ıt´ı plat´ı je,
zˇe pokud dveˇ IP a resy mezi sebou komunikuj´ı pomoc´ı TCP a UDP, tak se s vysokou
pravdeˇpodobnost´ı jedna´ o P2P komunikaci. Je ovsˇem trˇeba eliminovat komunikace typu
DNS, NETBIOS, IRC, hry a streaming, ktere´ vykazuj´ı podobny´ charakter. Da´le pokud
ke dvojic´ım {IP, Port} hleda´me pocˇet nava´zany´ch spojen´ı s rozd´ılnou IP adresou a pocˇet
nava´zany´ch spojen´ı s rozd´ılny´m portem, tak u P2P komunikace plat´ı, zˇe se obeˇ tyto sta-
tistiky rovnaj´ı. Pro dvojici {A,0} z obra´zku 3.6 lze videˇt, zˇe dana´ vlastnost plat´ı. Prˇesnost




V soucˇasne´ dobeˇ existuje rˇada metod pro identifikaci aplikacˇn´ıch protokol˚u. V kapitole 2 a 3
byly prˇedstaveny metody identifikuj´ıc´ı aplikacˇn´ı protokoly na za´kladeˇ port˚u, vyhleda´va´n´ı re-
gula´rn´ıch vy´raz˚u, statisticky´ch a agregovany´ch statisticky´ch vlastnost´ı a kompletn´ı analy´zy
prˇena´sˇeny´ch dat oproti specifikaci protokol˚u.
Idea´ln´ı metoda identifikace aplikacˇn´ıch protokol˚u mus´ı splnˇovat rˇadu parametr˚u. Metoda
mus´ı by´t vhodna´ pro identifikaci jak standardizovany´ch, tak uzavrˇeny´ch firemn´ıch forma´t˚u.
Mus´ı byt schopna identifikovat aplikacˇn´ı protokol jak v sˇifrovany´ch tak v otevrˇeny´ch datech.
Da´le mus´ı by´t pro vsˇechny typy protokol˚u dostatecˇneˇ rychla´ a prˇesna´.
Zˇa´dna´ z analyzovany´ch metod vsˇak tyto vlastnosti nesplnˇuje. Kazˇda´ metoda je vhodna´
k identifikaci jen urcˇity´ch druh˚u aplikacˇn´ıch protokol˚u. Metody se da´le liˇs´ı v propustnosti,
celkove´ prˇesnosti, rychlosti detekce. Pro zlepsˇen´ı nejen teˇchto parametr˚u je potrˇeba kombi-
novat jednotlive´ metody a maximalizovat jejich nejlepsˇ´ı vlastnosti. T´ımto zp˚usobem se lze
prˇibl´ızˇit k idea´ln´ı metodeˇ identifikace aplikacˇn´ıch protokol˚u. Vhodnost jednotlivy´ch metod
pro dosazˇen´ı urcˇity´ch parametr˚u je zna´zorneˇna v na´sleduj´ıc´ı tabulce.
Metoda Rychlost Propustnost Sˇifrovany´ Firemn´ı Prˇesnost Prˇesnost






























































Tabulka 4.1: Zhodnocen´ı metod identifikace aplikacˇn´ıch protokol˚u
Kombinace vy´sˇe uvedeny´ch metod prˇina´sˇ´ı nejen vysˇsˇ´ı prˇesnost, ale take´ vysˇsˇ´ı na´roky
na vy´pocˇetn´ı zdroje, protozˇe je potrˇeba prova´deˇt rˇadu vy´pocˇetneˇ na´rocˇny´ch operac´ı. Pokud
tyto operace maj´ı by´t prova´deˇny nad daty prˇicha´zej´ıc´ımi na gigabitovy´ch rychlostech, lze
se dostat do vy´razny´ch proble´mu˚ s propustnost´ı takto vytvorˇene´ho syste´mu. Jelikozˇ jesˇteˇ
nikde nebyly analyzova´ny limity teˇchto operac´ı, dalˇs´ı pra´ce se bude veˇnovat urcˇen´ı teˇchto
limit˚u. Budou identifikova´ny operace u nichzˇ je potrˇebna´ hardwarova´ akcelerace a bude
provedeno mapova´n´ı jednotlivy´ch operac´ı mezi hardware a software s c´ılem akcelerovat




Na za´kladeˇ analy´zy existuj´ıc´ıch metod popsany´ch v kapitole 2 a 3 byly vybra´ny operace
identifikace aplikacˇn´ıch protokol˚u, ktere´ byly vyuzˇity k vytvorˇen´ı obecne´ho modelu identi-
fikace aplikacˇn´ıch protokol˚u. Ve vytvorˇene´m modelu jsou obsazˇeny vsˇechny operace, ktere´
potrˇebuj´ı nyneˇjˇs´ı nejlepsˇ´ı metody identifikace aplikacˇn´ıch protokol˚u. Model byl sestaven
z d˚uvodu analy´zy vy´pocˇetn´ı na´rocˇnosti jednotlivy´ch operac´ı na obecne´m procesoru. Tato
analy´za byla na´sledneˇ pouzˇita k mapova´n´ı modelu na hardware a software s c´ılem dosa´hnout
dostatecˇne´ propustnosti pro 10 Gb/s s´ıteˇ.
Vytvorˇeny´ model se skla´da´ z 5 navza´jem za´visly´ch operac´ı. Tyto operace rˇesˇ´ı zpra-
cova´n´ı nizˇsˇ´ıch vrstev protokol˚u, udrzˇova´n´ı stavovy´ch informac´ı k s´ıt’ovy´m tok˚um, skla´da´n´ı
paket˚u/tok˚u na L3 a L4 vrstveˇ, identifikaci s´ıt’ove´ho provozu a libovolnou uzˇivatelskou
aplikaci. Jednotlive´ operace budou popsa´ny v dalˇs´ım textu.
Pakety z´ıskane´ ze vstupn´ıho rozhran´ı jsou prˇeda´ny operaci, ktera´ zajiˇst’uje zpracova´n´ı
nizˇsˇ´ıch vrstev protokol˚u. Tato operace vykona´va´ dveˇ za´kladn´ı cˇinnosti. Jednak je zod-
poveˇdna´ za urcˇen´ı offsetu a typu protokol˚u na jednotlivy´ch vrstva´ch ISO/OSI. Da´le take´ rˇesˇ´ı
extrakci vybrany´ch polozˇek z hlavicˇek protokol˚u. Pakety, extrahovane´ hlavicˇky a informace
o typech protokol˚u a jejich pozici jsou prˇeda´ny zavisly´m operac´ım k dalˇs´ımu zpracova´n´ı.
Velmi d˚ulezˇitou cˇinnost´ı, ktera´ mus´ı by´t v ra´mci te´to aplikace rˇesˇena je udrzˇova´n´ı sta-
vovy´ch informac´ı k s´ıt’ovy´m tok˚um, resp. ke spojen´ım. Ke kazˇde´mu toku je potrˇeba udrzˇovat
rˇadu informac´ı jako stav vyhleda´va´n´ı, statisticke´ u´daje, ocˇeka´vane´ sekvencˇn´ı cˇ´ıslo v tcp spo-
jen´ı, vy´sledek identifikace a dalˇs´ı. Pro identifikaci aplikacˇn´ıch protokol˚u je vhodne´ uchova´vat
jak stavove´ informace ke spojen´ım, tak k jednotlivy´m tok˚um. Informace ke spojen´ı jsou
vhodne´ vzhledem k charakteristice veˇtsˇiny aplikacˇn´ıch protokol˚u jako obousmeˇrna´ komu-
nikace (urcˇen´ı provozu jako HTTP, pokud byl nalezen vzor pro HTTP pozˇadavek i HTTP
odpoveˇd’). Informace k jednotlivy´m tok˚um je vhodne´ udrzˇovat z d˚uvodu r˚uzne´ho statis-
ticke´ho charakteru komunikace v r˚uzny´ch smeˇrech.
Dalˇs´ı velmi d˚ulezˇita´ operace rˇesˇ´ı fragmentaci paket˚u na L3 a L4 vrstveˇ, ktera´ vznika´
vlivem omezene´ MTU a zas´ıla´n´ım dlouhy´ch zpra´v aplikacˇn´ı vrsvou. Tato operace poskytuje
prˇ´ıstup k nefragmentovane´mu TCP toku. TCP pakety, ktere´ prˇicha´z´ı mimo porˇad´ı jsou
ukla´da´ny do vyrovna´vac´ı pameˇti a prˇi vyplneˇn´ı deˇr v TCP toku jsou na´sledneˇ vycˇ´ıta´ny
a obsah aplikacˇn´ı vrstvy je prˇeda´n k dalˇs´ımu zpracova´n´ı. Pakety, vcˇetneˇ teˇch ktere´ prˇiˇsly
mimo porˇad´ı, jsou okamzˇiteˇ prˇeda´ny k dalˇs´ımu zpracova´n´ı. Jejich prˇeda´va´n´ı v porˇad´ı TCP
toku mu˚zˇe ve´st k velky´m zpozˇdeˇn´ım - paket na ktery´ se cˇeka´ mohl vlivem asymetricke´ho
smeˇrova´n´ı jizˇ dorazit k c´ıli.
Ja´drem modelu je operace identifikace aplikacˇn´ıch protokol˚u. Tato operace vyuzˇ´ıva´
prˇ´ıstupy k identifikaci zalozˇene´ na vyhleda´va´n´ı vzor˚u a z´ıska´va´n´ı statisticky´ch vlastnost´ı
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Identifikace 











































Obra´zek 5.1: Model identifikace protokol˚u
o s´ıt’ove´m toku. Informace o chova´n´ı toku a o nalezeny´ch vzorech v aplikacˇn´ıch datech
jsou pouzˇity pro urcˇen´ı typu aplikacˇn´ıho protokolu v klasifika´toru. Typ aplikacˇn´ıho pro-
tokolu spolu s pakety, extrahovany´mi hlavicˇkami a dalˇs´ımi informacemi mu˚zˇe by´t prˇeda´n
k dalˇs´ımu zpracova´n´ı. Typicke´ aplikace, ktere´ tyto informace potrˇebuj´ı jsou aplikacˇn´ı fi-
rewally, IDS/IPS syste´my, syste´my pro vyvazˇovan´ı za´teˇzˇe, traffic shaping a dalˇs´ı.
5.1 Mozˇnosti a limity identifikace aplikacˇn´ıch protokol˚u
V te´to sekci budou detailneˇ rozebra´ny jednotlive´ cˇa´sti modelu identifikace aplikacˇn´ıch pro-
tokol˚u. Bude popsa´no, ktere´ operace nad jaky´mi daty je potrˇeba prova´deˇt. Da´le budou
shrnuty vy´sledky simulac´ı teˇchto cˇinnost´ı na standardn´ıch pocˇ´ıtacˇovy´ch architektura´ch.
Tato analy´za byla vytvorˇena z d˚uvodu identifikace cˇasoveˇ kriticky´ch cˇa´st´ı algoritmu, ktere´
budou na´sledneˇ mapova´ny na hardware s c´ılem dosa´hnout propustnosti pro 10 Gb/s s´ıteˇ.
5.1.1 Prˇ´ıjem paket˚u ze s´ıt’ove´ho rozhran´ı
Prˇed analy´zou vy´pocˇetn´ı na´rocˇnosti d´ılcˇ´ıch cˇinnost´ı nad prˇ´ıchoz´ım paketem je potrˇeba pro-
zkoumat mozˇnosti s´ıt’ove´ho rozhran´ı na beˇzˇny´ch pocˇ´ıtacˇovy´ch architektura´ch. Du˚lezˇity´m
parametrem teˇchto rozhran´ı je mnozˇstv´ı dat (paket˚u), ktere´ jsou schopny prˇene´st do hlavn´ı
pameˇti. Tato propustnost ovsˇem silneˇ za´vis´ı na konkre´tn´ı architekturˇe s´ıt’ove´ karty a jej´ım
DMA rˇadicˇi. V pra´ci [33], ktera´ se mimo jine´ zaby´va´ take´ architekturou s´ıt’ove´ karty jsou
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popsa´ny limity propustnosti mezi s´ıt’ovou kartou a hlavn´ı pameˇt´ı. Prˇi vyuzˇit´ı standardn´ıho
rozhran´ı linuxove´ho ja´dra je s´ıt’ova´ karta schopna prˇene´st azˇ 10 milio´n˚u nejkratsˇ´ıch paket˚u.
Prˇi agregaci paket˚u do 4 Kb blok˚u je mozˇne´ teoreticky prˇene´st 327 Gbps. Z vy´sˇe uvedeny´ch
u´daj˚u je patrne´, zˇe samotny´ prˇ´ıjem paket˚u neprˇedstavuje v soucˇasny´ch pocˇ´ıtacˇovy´ch ar-
chitektura´ch za´sadn´ı proble´m. Jeho propustnost je omezena zejme´na pouzˇitou sbeˇrnic´ı.
Soucˇasne´ sbeˇrnice (naprˇ. PCIe 8x) vsˇak poskytuj´ı dostatecˇnou propustnost pro pouzˇit´ı
na 10 Gb/s s´ıt´ıch. Proble´m s propustnost´ı nen´ı tedy v prˇ´ıjmu, ale v dalˇs´ım zpracova´n´ı, kdy
procesor nemus´ı mı´t dostatecˇny´ vy´kon ke zpracova´n´ı takto velke´ho mnozˇstv´ı dat.
V souvislosti s prˇ´ıjmem paket˚u je nutne´ se zaby´vat take´ latenc´ı, tj. dobou mezi prˇ´ıchodem
a na´sledny´m odesla´n´ım zpracova´vane´ho paketu. Latence je zp˚usobena jednak samotny´m
zpracova´n´ım paket˚u, ale take´ prˇenosy mezi s´ıt’ovou kartou a hlavn´ı pameˇt´ı. U PCIe se
latence pohybuje okolo 1 ms. U s´ıt’ovy´ch aplikac´ı zaby´vaj´ıc´ıch se monitorova´n´ım pro-
vozu neprˇedstavuje latence za´sadn´ı proble´m. Naproti tomu u s´ıt’ovy´ch aplikac´ı, ktere´ neˇjak
do provozu zasahuj´ı se snazˇ´ıme latenci minimalizovat.
5.1.2 Analy´za protokol˚u na L2-L4 vrstveˇ
Struktury komunikacˇn´ıch protokol˚u jsou zpravidla organizova´ny do neˇkolika vrstev podle
modelu ISO/OSI. Kazˇda´ vrstva ma´ prˇesneˇ definovanou strukturu, ktera´ je obvykle tvorˇena
hlavicˇkou a datovou cˇa´st´ı. Vy´sledny´ komunikacˇn´ı protokol je na´sledneˇ sestaven z jednot-
livy´ch vrstev s vyuzˇit´ım principu zapouzdrˇen´ı. Pro dalˇs´ı cˇinnosti identifikace aplikacˇn´ıch
protokol˚u je nutne´ urcˇit zacˇa´tky jednotlivy´ch vrstev ISO/OSI a extrahovat neˇktere´ vy´-
znamne´ polozˇky z hlavicˇek protokol˚u. Na na´sleduj´ıc´ım obra´zku 5.2 je naznacˇen princip
zapouzdrˇen´ı pro IP protokol a oznacˇeny polozˇky vhodne´ pro extrakci.
DstMAC SrcMAC Type MAC Data
IP Header IP Data
Version IHL TOS Total length
Identification Flags Fragment offset





Obra´zek 5.2: Zapuzdrˇen´ı protokol˚u a extrakce vybrany´ch polozˇek
Pokud se na proble´m zpracova´n´ı struktury komunikacˇn´ıch protokol˚u pod´ıva´me z po-
hledu teorie forma´ln´ıch jazyk˚u, veˇtsˇinu protokol˚u lze popsat pomoc´ı regula´rn´ıch nebo bez-
kontextovy´ch jazyk˚u. Neˇktere´ protokoly take´ obsahuj´ı vazby, ktere´ nelze vyja´drˇit pomoc´ı
bezkontextove´ gramatiky. Typicky se jedna´ o polozˇky, ktere´ urcˇuj´ı de´lku konkre´tn´ı cˇa´sti
protokol˚u.
Samotna´ analy´za protokol˚u a extrakce polozˇek se pomoc´ı programove´ho vybaven´ı po-
cˇ´ıtacˇe realizuje velmi jednodusˇe. Pro kazˇdy´ protokol zpravidla existuje datova´ struktura,
ktera´ se mapuje na data prˇijate´ho ra´mce. Pomoc´ı te´to struktury se jednodusˇe prˇistupuje
k polozˇka´m dane´ vrstvy, ktere´ se extrahuj´ı nebo pouzˇij´ı k vy´pocˇtu offsetu dalˇs´ı vrstvy.
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Pro zjiˇsteˇn´ı vy´pocˇetn´ı na´rocˇnosti te´to cˇinnosti, byl napsa´n jednoduchy´ program v ja-
zyce C, ktery´ nad prˇedem prˇipraveny´mi daty simuloval zpracova´n´ı IPv4 paket˚u s TCP pro-
tokolem. Polozˇky, ktere´ se v simulaci extrahovaly jsou uvedeny v prˇ´ıloze C. Tyto polozˇky
pokry´vaj´ı vsˇechny informace, ktere´ jsou potrˇebne´ pro proveden´ı zby´vaj´ıc´ıch operac´ı v mo-
delu identifikace protokol˚u. V simulac´ıch rovneˇzˇ docha´zelo k vy´pocˇtu de´lky a zacˇa´tku jed-
notlivy´ch vrstev ISO/OSI. Z vy´sledk˚u simulac´ı vyply´va´, zˇe na obecne´m procesoru by bylo
mozˇne´ zpracovat prˇiblizˇneˇ 21 000 000 paket˚u/s.
5.1.3 Skla´da´n´ı s´ıt’ovy´ch tok˚u na L3 a L4 vrstveˇ
Fragmentace s´ıt’ove´ho provozu prˇedstavuje pro metody zalozˇene´ na vyhleda´va´n´ı signatur
proble´m, ktery´ mu˚zˇe ovlivnit vy´slednou prˇesnost teˇchto metod. V te´to kapitole bude ana-
lyzova´no jak fragmentace vznika´, jak je mozˇne´ provoz znovu defragmentovat a jak je dana´
operace vy´pocˇetneˇ na´rocˇna´.
Prvn´ı typ fragmentace mozˇny´ se 4 verzi IP protokolu vznika´ prˇi pr˚uchodu paketu linkou
s mensˇ´ım MTU nezˇ je velikost samotne´ho paketu. V takove´m prˇ´ıpadeˇ mus´ı vys´ılac´ı strana
(nejcˇasteˇji smeˇrovacˇ) zajistit rozbit´ı paketu na fragmenty, ktere´ je mozˇne´ po dane´ lince
zaslat. C´ılovy´ uzel mus´ı zajistit opeˇtovne´ slozˇen´ı neboli defragmentaci na za´kladeˇ polozˇek
v IPv4 hlavicˇce. V diagramu 5.3 je zobrazena zjednodusˇena´ sekvence cˇinnosti, ktere´ mus´ı
prˇij´ımac´ı strana s prˇ´ıchodem fragmentovany´ch paket˚u vykona´vat. Prˇi tvorbeˇ diagramu byly
pouzˇity RFC 791 a RFC 815.









Obra´zek 5.3: Diagram cˇinnost´ı prˇi defragmentaci IPv4 paket˚u
Proces prˇeskla´da´va´n´ı je zalozˇen na udrzˇova´n´ı seznamu deskriptor˚u o existuj´ıc´ıch d´ıra´ch.
Kazˇdy´ deskriptor se skla´da´ z ukazatele na zacˇa´tek a konec d´ıry. Prˇ´ıchoz´ı fragmentovany´
paket je pomoc´ı dvou operac´ı porovna´n s deskriptorem d´ıry. Mu˚zˇe nastat neˇkolik mozˇnost´ı.
Pokud paket d´ıru v˚ubec nevypln´ı pokracˇuje se ve zpracova´n´ı dalˇs´ı d´ıry v porˇad´ı. Pokud
se paket s d´ırou neˇjaky´m zp˚usobem prˇekry´va´, je d´ıra vyplneˇna daty paketu. Po vyplneˇn´ı
mu˚zˇe d´ıra u´plneˇ zaniknout, mu˚zˇou by´t modifikova´ny jej´ı parametry nebo v prˇ´ıpadeˇ umı´steˇn´ı
paketu doprostrˇed d´ıry vznika´ d´ıra nova´. Pokud jsou vsˇechny d´ıry vyplneˇny, je paket posla´n
k dalˇs´ımu zpracova´n´ı.
Dalˇs´ı typ fragmentace vyskytuj´ıc´ı se na Internetu je fragmentace aplikacˇn´ı vrstvy prˇe-
na´sˇene´ prˇes TCP protokol. Aplikacˇn´ı data jsou fragmentovana´ v za´vislosti na MSS, jezˇ
je ve vy´choz´ım nastaven´ı 536 byt˚u. Takto fragmentovane´ pakety mohou dorazit vzhledem
k asymetricke´mu smeˇrova´n´ı v r˚uzne´m porˇad´ı. Prˇeskla´da´va´n´ı paket˚u prob´ıha´ prakticky iden-
ticky a se stejny´mi proble´my jako u fragmentace na L3 vrstveˇ. Porˇad´ı se ovsˇem neurcˇuje
na za´kladeˇ fragment offset, ale s vyuzˇit´ım parametru TCP protokolu sequence number. Dalˇs´ı
rozd´ıl oproti L3 fragmentaci je ten, zˇe pro identifikaci aplikacˇn´ıch protokol˚u na za´kladeˇ vy-
hleda´va´n´ı signatur nen´ı potrˇeba slozˇit kompletn´ı zpra´vu aplikacˇn´ı vrstvy, ale prˇeda´vat data
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k vyhleda´va´n´ı v porˇad´ı a uchova´vat si stav vyhleda´n´ı. Dalˇs´ı informace je mozˇne´ naj´ıt v RFC
793 nebo v cˇla´nku [12] zaby´vaj´ıc´ım se skla´da´n´ım TCP tok˚u.
Vzhledem k velmi podobne´mu charakteru obou typu defragmentovac´ıch algoritmu˚, byla
provedena pouze jedna spolecˇna´ simulace. Pro simulaci byla zvolena pra´veˇ 3% provozu jako
fragmentovane´ho (resp. mimo porˇad´ı). U tohoto provozu docha´zelo k ulozˇen´ı dat do vy-
rovna´vac´ı pameˇti. Pro kazˇdy fragmentovany´ tok bylo nutne´ takto ulozˇit 3 pakety. Zvolene´
parametry vycha´zej´ı z analy´zy [12] fragmentace v s´ıt’ove´m provozu na pa´terˇn´ıch linka´ch.
Z vy´sledk˚u simulac´ı vyply´va´, zˇe je mozˇne´ zpracovat provoz odpov´ıdaj´ıc´ı zhruba 2 500 000
paketu/s.
5.1.4 Z´ıska´va´n´ı statisticky´ch u´daj˚u a u´drzˇba stavu s´ıt’ovy´ch tok˚u
Jednou z nejd˚ulezˇiteˇjˇs´ıch cˇinnost´ı v modelovane´m syste´mu je u´drzˇba stavu s´ıt’ovy´ch tok˚u
spolu se z´ıska´va´n´ım a aktualizac´ı jednotlivy´ch statistik. Tyto cˇinnosti jsou v navrzˇene´m
modelu zobrazeny v jiny´ch bloc´ıch, ale v te´to sekci budou vzhledem k u´zky´m vazba´m
analyzova´ny spolecˇneˇ. V na´sleduj´ıc´ıch odstavc´ıch budou popsa´ny vy´sledky analy´zy limit˚u
teˇchto cˇinnost´ı na obecny´ch procesorech.
Na obra´zku 5.4 je zobrazena posloupnost cˇinnost´ı, ktere´ mus´ı by´t provedeny s prˇ´ıchodem
kazˇde´ho paketu, ktery´ jizˇ prosˇel extrakc´ı d˚ulezˇity´ch polozˇek. Beˇzˇny´m zp˚usobem jak uchova´-
vat informace k s´ıt’ovy´m tok˚um je vyuzˇit´ı stra´nkova´n´ı pameˇti spolu s hashova´n´ım vybrany´ch
polozˇek z hlavicˇky identifikuj´ıc´ı s´ıt’ovy´ tok. Na za´kladeˇ vypocˇtene´ hodnoty rozptylovac´ı
funkce je zvolena stra´nka, ve ktere´ je ulozˇen stav s´ıt’ove´ho toku. Prˇi tomto mechanizmu je
nutne´ rˇesˇit mozˇne´ kolize v rozptylovac´ı funkci. Kolize lze omezit va´za´n´ım kolizn´ıch polozˇek
do seznamu nebo zveˇtsˇen´ım pameˇti. Prˇi zpracova´n´ı s´ıt’ove´ho provozu se v soucˇasne´ dobeˇ
nelze koliz´ım vyhnout a je potrˇeba s nimi pocˇ´ıtat.
HASH (CRC) Detekce kolize
Dohledání
Načtení průběžných statistik Výpočet statistik
Aktualizace statistik
Obra´zek 5.4: Diagram cˇinnost´ı prˇi z´ıska´va´n´ı statisticky´ch u´daj˚u
Pro vy´pocˇet pr˚umeˇrne´ doby zpracova´n´ı kazˇde´ho paketu byl napsa´n jednoduchy´ pro-
gram v jazyce C, ve ktere´m byly prova´deˇny jednotlive´ operece nad velky´m mnozˇstv´ım
prˇedem prˇipraveny´ch dat. Od doby prova´deˇn´ı programu byly odecˇteny cˇasy pro inicializaci
na´hodny´ch dat a vy´sledny´ cˇas byl vydeˇlen pocˇtem zpracovany´ch paket˚u. V prˇipraveny´ch
datech se vyskytovalo celkem 100 tis paket˚u kazˇdy´ z jine´ho s´ıt’ove´ho tok˚u. Tyto pakety byly
neˇkolikra´t odesla´ny k zpracova´n´ı. Doba zpracova´n´ı kazˇde´ho paketu se pr˚umeˇrneˇ rovnala
6 ms.
Nı´zka´ propustnost je zejme´na zp˚usobena pomeˇrneˇ na´rocˇnou operac´ı vy´pocˇtu CRC a da´le
vy´padky blok˚u v pameˇti cache prˇi pra´ci se stavem s´ıt’ove´ho toku d´ıky nulove´ cˇasove´ lokaliteˇ
dat. Skutecˇny´ s´ıt’ovy´ provoz vsˇak cˇasovou lokalitu ma´. V diplomove´ pra´ci [64] zaby´vaj´ıc´ı
se monitorova´n´ım s´ıt´ı pomoc´ı NetFlow je zkouma´no, jaka´ se vyskytuje mezera (mnozˇstv´ı
paket˚u z jiny´ch s´ıt’ovy´ch tok˚u) mezi pakety stejne´ho toku. Poznatky z te´to pra´ce zobrazene´
v grafu 5.5 byly pouzˇity k upraven´ı simulace, aby byla zohledneˇna dana´ cˇasova´ lokalita
s´ıt’ovy´ch tok˚u. V grafu 5.6 je zobrazeno kolik paket˚u je mozˇne´ zpracovat prˇi dane´ cˇasove´
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Obra´zek 5.6: Propustnost v za´vislosti na cˇasove´ lokaliteˇ s´ıt’ovy´ch tok˚u
Da´le byl analyzova´n vy´kon existuj´ıc´ıch softwarovy´ch syste´mu˚ [1, 10] pro sbeˇr Net-
Flow statistik. Tyto syste´my mus´ı rovneˇzˇ prova´deˇt popsane´ operace a za´rovenˇ nab´ızej´ı
dostatecˇnou flexibilitu k prˇida´va´n´ı novy´ch statisticky´ch u´daj˚u potrˇebny´ch k identifikaci pro-
tokol˚u (lze vlastn´ımi silami doprogramovat). Propustnost teˇchto rˇesˇen´ı byla analyzova´na
jak vy´voja´rˇi teˇchto syste´mu, tak neza´visly´mi zdroji [65] a pohybuje se pro nejkratsˇ´ı pakety
okolo 1 Gb/s. Tato hodnota je velmi bl´ızka´ hodnoteˇ z´ıskane´ z provedeny´ch simulac´ı.
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5.1.5 Vyhleda´va´n´ı vzor˚u
Za´kladn´ı operac´ı identifikace aplikacˇn´ıch protokol˚u na za´kladeˇ signatur je vyhleda´va´n´ı re-
gula´rn´ıch vy´raz˚u. V kapitole 2 byly uvedeny hardwarove´ prˇ´ıstupy pro rychle´ vyhleda´va´n´ı
vzor˚u, ale nebyly zhodnoceny mozˇnosti vyhleda´va´n´ı regula´rn´ıch vy´raz˚u na obecne´m proce-
soru. V te´to kapitole jsou d´ıky provedeny´m simulac´ım a test˚um stanoveny konkre´tn´ı limity
te´to cˇinnosti pro obl´ıbenou knihovnu PCRE [47].
Pro analy´zu propustnosti cˇinnosti vyhleda´va´n´ı vzor˚u byl vytvorˇen testovac´ı program,
ktery´ nejprve alokoval pameˇt’ odpov´ıdaj´ıc´ı pocˇtu nejdelˇs´ıch paket˚u na gigabitove´m ether-
netu. Tato pameˇt’ byla vyplneˇna na´hodny´mi daty. S vyuzˇit´ım knihovny PCRE bylo v takto
prˇipraveny´ch paketech vyhleda´va´no r˚uzne´ mnozˇstv´ı regula´rn´ıch vy´raz˚u a byla meˇrˇena doba
zpracova´n´ı. Na za´kladeˇ provedeny´ch experiment˚u byla stanovena maxima´ln´ı mozˇna´ pro-
pustnost softwarove´ho vyhleda´va´n´ı regula´rn´ıch vy´raz˚u na´sleduj´ıc´ım vzorcem 5.1. Parametr
regexp throughput byl z experiment˚u stanoven na 3700 Mb/s. Prˇi prˇedpokla´dane´m pouzˇit´ı azˇ
200 regula´rn´ıch vy´raz˚u propustnost vyhleda´va´n´ı dosa´hne 18 Mb/s, cozˇ zdaleka nedostacˇuje
pro pouzˇit´ı ani na 100 Mb/s s´ıt´ıch. Tyto vy´sledky zhruba odpov´ıdaj´ı i rea´lne´ propustnosti
programu L7 filter uvedene´ na jeho webovy´ch stra´nka´ch.
Throughput[Mbps] = regexp throughput/regexp count (5.1)
Operaci vyhleda´va´n´ı vzor˚u je mozˇne´ vhodny´mi algoritmy da´le optimalizovat a dosa´hnout
trosˇku lepsˇ´ıch vy´sledk˚u. Lze rˇ´ıct, zˇe v soucˇasne´ dobeˇ je potrˇeba nejv´ıce optimalizovat tuto
cˇinnost v IDS syste´mech, ktere´ v kazˇde´m paketu vyhleda´vaj´ı tis´ıce vzor˚u. Proto byla ana-
lyzova´na propustnost nejrozsˇ´ıˇreneˇjˇs´ıho softwarove´ho IDS syste´mu Snort. Pro analy´zu byl
syste´m nakonfigurova´n pro vyhleda´va´n´ı 200 vzor˚u a za´rovenˇ byly vypnuty vsˇechny moduly,
ktere´ rˇesˇ´ı udrzˇova´n´ı stavovy´ch informac´ı k s´ıt’ovy´m tok˚um, ressembling atp. Na takto na-
konfigurovany´ Snort byl vys´ıla´n provoz na r˚uzny´ch rychlostech a byla provedena meˇrˇen´ı
kolik nebezpecˇny´ch paket˚u je schopen syste´m detekovat. V na´sleduj´ıc´ım grafu 5.7 jsou shr-
nuty dosazˇene´ vy´sledky. Z grafu je patrne´, zˇe IDS syste´m Snort dosahuje nepatrneˇ veˇtsˇ´ı
propustnosti, nezˇ jaka´ byla zjiˇsteˇna pomoc´ı simulac´ı s knihovnou PCRE. Bohuzˇel ani tato
propustnost nedostacˇuje pro pouzˇit´ı na gigabitovy´ch s´ıt´ıch.
Da´le bylo analyzova´no, jaky´ vliv ma´ na celkovou potrˇebnou propustnost v jake´m mnozˇ-
stv´ı dat s´ıt’ove´ho toku docha´z´ı k vyhleda´va´n´ı vzor˚u. Dle zkusˇebn´ıch meˇrˇen´ı se na pa´terˇn´ıch
linka´ch vyskytuje maxima´lneˇ 100 tis´ıc novy´ch tok˚u za sekundu. Pokud se vyuzˇije toho,
zˇe protokol lze pomeˇrneˇ u´speˇsˇneˇ identifikovat na za´kladeˇ analy´zy prvn´ıch 4 Kb dat, lze
razantneˇ sn´ızˇit pozˇadavky na propustnost vyhleda´van´ı vzor˚u. Podle vzorce 5.2 a vy´sˇe
zvoleny´ch parametr˚u stacˇ´ı pro analy´zu pa´terˇn´ıch s´ıt´ı vyhleda´vac´ı jednotka s propustnost´ı
3.2 Gb/s. Tento poznatek ma´ vy´znamny´ dopad na na´vrh jednotky pro vyhleda´va´n´ı vzor˚u.
ReqThroughput[Gb/s] = 8 ∗ FlowsPerSecond ∗ 4.10−6 (5.2)
5.1.6 Klasifikace
Posledn´ı a z hlediska identifikace provozu take´ nejd˚ulezˇiteˇjˇs´ı cˇinnost´ı v modelovane´m syste´mu
je klasifikace. Pro analy´zu vy´pocˇetn´ı na´rocˇnosti a prˇesnosti klasifikace bylo potrˇeba naj´ıt
vhodnou tre´novac´ı mnozˇinu, vybrat atributy s´ıt’ove´ho provozu s ohledem na prˇesnost de-
tekce a slozˇitost jejich vy´pocˇtu. V neposledn´ı rˇadeˇ bylo potrˇeba zvolit vhodny´ klasifika´tor,





















Obra´zek 5.7: Propustnost IDS syste´mu Snort na 1 Gb/s pro 200 vyhleda´vany´ch vzor˚u
mnozˇstv´ı s´ıt’ovy´ch tok˚u za sekundu. V te´to kapitole jsou rozebra´ny vy´sledky te´to analy´zy
a provedeny´ch simulac´ı.
Vzorek s´ıt’ove´ho provozu, ktery´ by byl doprˇedu klasifikova´n podle s´ıt’ovy´ch aplikac´ı je
velmi problematicke´ z´ıskat. Vzorek mus´ı by´t z´ıska´va´n na gigabitovy´ch rychlostech, prˇ´ıchoz´ı
pakety mus´ı by´t opatrˇeny prˇesny´mi cˇasovy´mi znacˇkami, mus´ı by´t vypocˇteny potrˇebne´ sta-
tistiky a mus´ı by´t urcˇen typ aplikacˇn´ıho protokolu. Rovneˇzˇ by´va´ proble´m s prˇ´ıstupem
k cely´m paket˚um (mohou obsahovat citlive´ informace). Dostupne´ vzorky s´ıt’ove´ho provozu
jsou proto cˇasto uchova´va´ny jako netflow za´znamy nebo pakety mimo dat na L5-L7 vrstveˇ
ISO/OSI. IP adresy v takto ulozˇeny´ch za´znamech jsou take´ cˇasto anonymizova´ny. Vhodna´
sada s´ıt’ove´ho provozu byla nalezena na webovy´ch stra´nka´ch university v Cambridge1. Sada
obsahuje anotovany´ provoz vcˇetneˇ prˇedpocˇ´ıtany´ch statistik (257 statisticky´ch vlastnost´ı) a
t´ım prˇedstavuje velmi vhodnou sadu pro zjiˇsteˇn´ı mozˇnost´ı statisticky´ch metod identifikace
protokol˚u.
Prˇed samotnou klasifikac´ı je nutne´ vytipovat vhodnou sadu atribut˚u (statisticky´ch vlast-
nost´ı) s´ıt’ovy´ch tok˚u. Je vhodne´ vybrat takove´ atributy, ktere´ lze pote´ aktualizovat on-line
tj. bez nutnosti uchova´vat si historii hodnot pro prˇedchoz´ı pakety. Nevhodny´m atributem
je tedy naprˇ. vy´pocˇet media´nu, pro jehozˇ vy´pocˇet je potrˇeba uchovat vsˇechny prˇedcha´zej´ıc´ı
hodnoty, serˇadit je a vybrat strˇedovou. Atributy by pokud mozˇno meˇly by´t odvozeny
ze standardn´ıch polozˇek v IP/TCP/UDP paketech. Nevhodne´ jsou atributy, ktere´ jsou
vypocˇteny z variabiln´ıch polozˇek, ktere´ by´vaj´ı slozˇiteˇji parsovatelne´ (IPv4, IPv6, TCP op-
tions). Na za´kladeˇ teˇchto omezen´ı bylo vybra´no celkem 32 statisticky´ch vlastnost´ı s´ıt’ovy´ch
tok˚u, ktere´ jsou popsa´ny v prˇ´ıloze A.
Takto velka´ mnozˇina atribut˚u ovsˇem vyzˇaduje nemale´ pameˇt’ove´ na´roky jak na celkovou
kapacitu pameˇti pro ulozˇen´ı stavovy´ch informac´ı k s´ıt’ovy´m tok˚um, tak na jej´ı propust-
nost. Proto je vhodne´ mnozˇinu atribut˚u da´le zmensˇovat, ale za´rovenˇ zachova´vat i vysokou
1http://www.cl.cam.ac.uk/research/srg/netos/nprobe/data/papers/sigmetrics/index.html
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prˇesnost detekce. K redukci mnozˇiny atribut˚u je mozˇne´ vyuzˇ´ıt na´stroj Weka, ktery´ obsahuje
algoritmy pro serˇazen´ı atribut˚u podle jejich vy´znamnosti na proces klasifikace. V na´sleduj´ıc´ı
tabulce je ze zvolene´ tre´novac´ı mnozˇiny vybra´no 10 nejvy´znamneˇjˇs´ıch atribut˚u jak pro ko-
munikaci mezi klientem a serverem tak v opacˇne´m smeˇru.
Server → Client Client → Server
Atribut Vyuzˇit´ı Atribut Vyuzˇit´ı
var data wire ba 100 % mean data ip ab 100 %
pushed data pkts ba 100 % pushed data pkts ab 99 %
actual data bytes ba 94 % max data wire ab 97 %
pure acks sent ba 91 % mean data wire ab 90 %
max win adv ba 88 % FIN pkts sent ab 86 %
SYN pkts sent ba 83 % actual data pkts ab 86 %
var data control ba 83 % mean IAT ab 85 %
min win adv ba 66 % var data control ab 85 %
min IAT ba 26 % actual data bytes ab 75 %
mean IAT ba 24 % SYN pkts sent ab 67 %
Tabulka 5.1: Redukovana´ mnozˇina atribut˚u s´ıt’ove´ho provozu
Na za´kladeˇ analy´zy existuj´ıc´ıch klasifika´tor˚u byl zvolen klasifika´tor zalozˇeny´ na rozhodo-
vac´ıch stromech. Existuj´ıc´ı implementace See5 splnˇuje vsˇechny vlastnosti, ktere´ byly po kla-
sifika´toru pozˇadova´ny. Klasifika´tor je mozˇne´ natre´novat s vyuzˇit´ım tre´novac´ı mnozˇiny obsa-
huj´ıc´ı stovky tis´ıc tre´novac´ıch vstup˚u. Vy´stup klasifika´toru prˇedstavuje lidmi cˇitelnou dato-
vou strukturu, kterou lze v prˇ´ıpadeˇ potrˇeby jednodusˇe realizovat v hardware. Natre´novany´
klasifika´tor lze nacˇ´ıst pomoc´ı prˇilozˇene´ho ko´du v jazyce C a na´sledneˇ pouzˇ´ıt pro libovolnou
aplikaci. Klasifika´tor je velmi rychly´, doba klasifikace za´vis´ı pouze na maxima´ln´ı hloubce
vytvorˇene´ho stromu. Uka´zka vy´stupu programu See5 je zobrazena v prˇ´ıloze B.
Se zvoleny´m klasifika´torem, r˚uzneˇ omezenou mnozˇinou atribut˚u a vybranou tre´novac´ı
mnozˇinou byla analyzova´na prˇesnost detekce aplikacˇn´ıch protokol˚u. Cˇa´st tre´novac´ı mnozˇiny
byla pouzˇita pro natre´nova´n´ı klasifika´toru, druha´ cˇa´st mnozˇiny byla pouzˇita pro oveˇrˇen´ı
prˇesnosti detekce. V tabulce 5.2 jsou zobrazeny vy´sledky pro oba smeˇry provozu pro r˚uzneˇ
velkou mnozˇinu atribut˚u. Rovneˇzˇ je zde uvedena prˇesnost prˇi pouzˇit´ı vsˇech vybrany´ch atri-
but˚u. Jak mu˚zˇeme videˇt z vy´sledk˚u, velke´ mnozˇstv´ı atribut˚u neimplikuje soucˇasneˇ vysokou
prˇesnost. I s maly´m pocˇtem atribut˚u lze dosa´hnou opravdu velke´ prˇesnosti identifikace
protokol˚u.
Da´le bylo analyzova´no kolik s´ıt’ovy´ch tok˚u je schopna klasifikacˇn´ı jednotka zpracovat
za sekundu. Pro tento u´cˇel byl vytvorˇen testovac´ı program, ktery´ nacˇetl natre´novany´ klasi-
fika´tor a tre´novac´ı mnozˇinu do operacˇn´ı pameˇti. Pote´ bylo spusˇteˇno meˇrˇen´ı cˇasu a vsˇechny
toky v pameˇti byly klasifikova´ny. Z nameˇrˇeny´ch vy´sledk˚u vyply´va´, zˇe jeden s´ıt’ovy´ tok se
v pr˚umeˇru klasifikuje 1 ms.
5.2 Rozdeˇlen´ı mezi hardware a software
Vy´pocˇetn´ı model a analy´zu vy´pocˇetn´ı na´rocˇnosti lze pouzˇ´ıt k mapova´n´ı jednotlivy´ch ope-
rac´ı mezi hardware a software s c´ılem dosa´hnout urcˇite´ propustnosti. Vy´sledky je mozˇne´
pouzˇ´ıt take´ pro efektivn´ı mapova´n´ı jednotlivy´ch operac´ı na v´ıceprocesorovy´ syste´m, cˇ´ımzˇ
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Pocˇet atribut˚u Server → Client Client → Server
32 4.1 % 3.6 %
10 4.1 % 1.8 %
9 4.1 % 1.8 %
8 4.1 % 4.6 %
7 4.1 % 4.8 %
6 4.4 % 5.1 %
5 4.3 % 5.1 %
4 4.7 % 5.1 %
3 4.8 % 5.1 %
2 5.2 % 6.3 %
1 6.2 % 9.1 %
Tabulka 5.2: Chybneˇ klasifikovane´ s´ıt’ove´ toky
je mozˇne´ pro neˇktere´ operace dosa´hnout veˇtsˇ´ı propustnosti. V te´to sekci bude provedeno
rozdeˇlen´ı modelu mezi hardware a software s c´ılem prova´deˇt identifikaci protokol˚u na multi-
gigabitovy´ch s´ıt´ıch.
Prˇed samotny´m mapova´n´ım jednotlivy´ch operac´ı na hardwarove´ nebo softwarove´ vyba-
ven´ı pocˇ´ıtacˇe je nutne´ se zaby´vat pozˇadavky na propustnost zarˇ´ızen´ı umı´steˇny´ch na r˚uzny´ch
typech s´ıt´ı. Pokud ma´ zarˇ´ızen´ı pracovat na linkovy´ch rychlostech mus´ı dosahovat parametr˚u
uvedeny´ch v tabulce 5.3. V uvedeny´ch parametrech pro r˚uzne´ druhy Ethernetu jsou rovneˇzˇ
zapocˇteny potrˇebne´ mezery mezi Ethernetovy´mi ra´mci. Du˚lezˇity´m parametrem je zde mi-
nima´ln´ı cˇas potrˇebny´ ke zpracova´n´ı nejkratsˇ´ıho paketu. Ten mus´ı by´t splneˇn, aby zarˇ´ızen´ı
bylo schopno pracovat na linkovy´ch rychlostech za vsˇech okolnost´ı (i v prˇ´ıpadeˇ u´toku).
Parametr datovy´ tok je spocˇten z velikosti zdrojove´ a c´ılove´ MAC adresy, Length/Type,
velikosti prˇena´sˇeny´ch dat na L3-L7 vrstveˇ a CRC.
Min. velikost paketu Max. velikost paketu Doba zpracova´n´ı
Typ s´ıteˇ Paket/s Datovy´ tok Paket/s Datovy´ tok Min Max
10Base-TX 14 880 7,62 Mb/s 813 9,87 Mb/s 67,2 µs 1 230 µs
100Base-TX 148 800 76,2 Mb/s 8 130 98,7 Mb/s 6,72 µs 123 µs
1000Base-T 1 488 000 762 Mb/s 81 300 987 Mb/s 672 ns 12 300 ns
10GBase-TX 14 880 000 7,62 Gb/s 813 000 9,87 Gb/s 67 ns 1 230 ns
40GBase 59 520 000 30,48 Gb/s 3 252 000 39,5 Gb/s 16 ns 307 ns
Tabulka 5.3: Parametry vstupn´ıho rozhran´ı pro r˚uzne´ typy Ethernetu
V tabulce 5.4 jsou shrnuty vy´sledky provedeny´ch simulac´ı a je urcˇeno, ktere´ operace
je potrˇeba akcelerovat, aby bylo mozˇne´ dosa´hnout dostatecˇne´ propustnosti pro dany´ typ
s´ıteˇ. Z vy´sledk˚u vyply´va´, zˇe nejveˇtsˇ´ım proble´mem identifikace protokol˚u je vyhleda´va´n´ı
regula´rn´ıch vy´raz˚u, ktere´ je potrˇeba akcelerovat uzˇ na gigabitovy´ch s´ıt´ıch. U v´ıce gigabi-
tovy´ch s´ıt´ı je nutne´ akcelerovat prakticky vesˇkere´ operace. Pouze klasifikaci s´ıt’ovy´ch tok˚u
je mozˇne´ prova´deˇt v programove´m vybaven´ı pocˇ´ıtacˇe, pokud nen´ı nutne´ klasifikovat v´ıce
nezˇ 1 milio´n tok˚u, cozˇ prˇi beˇzˇne´m zat´ızˇen´ı s´ıteˇ nenasta´va´.
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Operace Propustnost 1000Base-T 10GBase-TX 40GBase
Analy´za protokol˚u 21 000 000 p/s
Defragmentace 2 500 000 p/s
Z´ıska´va´n´ı statistik 3 000 000 p/s
Vyhleda´va´n´ı vzor˚u 18 Mb/s
Klasifikace 1 000 000 tok˚u/s
Tabulka 5.4: Mozˇnosti identifikace protokol˚u na obeny´ch pocˇ´ıtacˇovy´ch architektura´ch
Pro pouzˇit´ı identifikace aplikacˇn´ıch protokol˚u na gigabitovy´ch s´ıt´ıch je nutne´ akcelero-
vat vyhleda´va´n´ı regula´rn´ıch vy´raz˚u. Tuto cˇinnost vsˇak nelze vzhledem k u´zky´m vazba´m
prˇedrˇadit prˇed ostatn´ı operace. Nejprve je nutne´ slozˇit tok a na´sledneˇ vyhleda´vat. Pos´ıla´n´ı
slozˇene´ho toku na akceleracˇn´ı kartu a prˇijmut´ı vy´sledku je take´ problematicke´, vzhle-
dem k velke´ latenci, kterou nen´ı mozˇne´ d´ıky zpeˇtny´m smycˇka´m v modelu prˇekry´t. Od-
straneˇn´ı operace defragmentace L3 a L4 vrstvy by tento proble´m vyrˇesˇilo. Jej´ı odstraneˇn´ı
je take´ velmi vy´hodne´ z hlediska hardwarove´ realizace. Tyto operace totizˇ prˇedstavuj´ı im-
plementacˇneˇ nejna´rocˇneˇjˇs´ı cˇa´st - je potrˇeba spravovat seznam deˇr, alokovat a uvolnˇovat
pameˇt’ pro pakety mimo porˇad´ı, cozˇ jsou hardwaroveˇ obt´ızˇneˇ realizovatelne´ operace.
Pro odstraneˇn´ı te´to operace z vy´sledne´ realizace hovorˇ´ı kromeˇ jej´ı realizacˇn´ı na´rocˇno-
sti, take´ jej´ı pomeˇrneˇ maly´ vliv na zprˇesneˇn´ı detekce protokol˚u. Rovneˇzˇ skla´da´n´ı paket˚u
do tok˚u nelze uspokojiveˇ rˇesˇit uprostrˇed s´ıteˇ vzhledem k asymetricke´mu smeˇrova´n´ı. Take´
existuj´ı techniky [21], jak syste´m donutit ke slozˇen´ı tok˚u tak, aby nebyl vyhleda´vany´ vy´raz
nalezen (naprˇ. vhodny´m nastaven´ım TTL). Existuj´ıc´ı implementace (L7filter a IPP2P)
rovneˇzˇ skla´dan´ı tok˚u neobsahuj´ı. Z teˇchto d˚uvod˚u nebyla operace skla´da´n´ı s´ıt’ovy´ch tok˚u
do vy´sledny´ch model˚u zarˇazena.
Na obra´zku 5.8 je zobrazeno mapova´n´ı jednotlivy´ch operac´ı mezi HW a SW pro 1 Gb/s
s´ıteˇ. Po odstraneˇn´ı operace skla´da´n´ı s´ıt’ovy´ch tok˚u postacˇ´ı v paketech v HW vyhleda´vat
konkre´tn´ı vzory a informace o nalezeny´ch vzorech prˇedat spolu s paketem k dalˇs´ım ope-
rac´ım identifikace aplikacˇn´ıch protokol˚u, ktere´ jsou realizova´ny v software. Toto rˇesˇen´ı je
velmi jednoduche´ na realizaci, ale v soucˇasne´ dobeˇ uzˇ nedostacˇuje pro pouzˇit´ı na nyneˇjˇs´ıch
pa´terˇn´ıch linka´ch. Proto je nutne´ se zaby´vat mapova´n´ım operac´ı tak, aby bylo vy´sledne´
rˇesˇen´ı pouzˇitelne´ na 10 azˇ 40 Gb/s s´ıt´ıch.
Pro 10 a 40 Gb/s bylo provedeno rozdeˇlen´ı mezi hardware a software zp˚usobem zachy-
ceny´m na obra´zku 5.9. Prakticky vesˇkere´ operace jsou realizova´ny v hardware, pouze na pro-
cesoru je realizovana´ klasifikace s´ıt’ovy´ch tok˚u na za´kladeˇ nalezeny´ch vzor˚u a z´ıskany´ch sta-
tisticky´ch informac´ı. V dalˇs´ı kapitole bude popsa´no jak je mozˇne´ realizovat jednotlive´ ope-
race v HW, konkre´tneˇ s vyuzˇit´ım technologie FPGA a akceleracˇn´ıch karet rodiny COMBO.
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Obra´zek 5.8: Mapova´n´ı operac´ı mezi HW a SW pro 1 Gb/s
Identifikace 



































Vytvorˇeny´ model identifikace aplikacˇn´ıch protokol˚u, byl namapova´n na hardwarove´ a soft-
warove´ prostrˇedky. Jako akceleracˇn´ı platforma byla zvolena rodina karet COMBO6 a vy´-
sledna´ aplikace byla vybudova´na nad hardwarovou abstraktn´ı vrstvou NetCOPE. Navrzˇena´
architektura sondy pro akceleraci aplikacˇn´ıch protokol˚u vycha´z´ı z architektury sondy Flow-
Mon [64], ktera´ je schopna sb´ırat NetFlow statistiky na multigigabitovy´ch rychlostech.
Sta´vaj´ıc´ı architektura byla rozsˇ´ıˇrena zejme´na o mozˇnost rychle vyhleda´vat regula´rn´ı vy´razy
a t´ım podporovat detekci protokol˚u na za´kladeˇ signatur. Rovneˇzˇ byly vybra´ny statisticke´
vlastnosti, ktere´ jsou vhodne´ pro hardwarovou realizaci a za´rovenˇ zachova´vaj´ı vysokou
prˇesnost detekce aplikacˇn´ıch protokol˚u. V te´to kapitole bude popsa´na navrzˇena´ architek-
tura a dosazˇene´ vy´sledky implementace jednotky pro vyhleda´va´n´ı regula´rn´ıch vy´raz˚u.
6.1 Platforma
C´ılovou platformou pro realizaci firmwarove´ cˇa´sti sondy pro identifikaci aplikacˇn´ıch proto-
kol˚u byla zvolena desetigigabitova´ 2XFP karta, kterou lze osadit na za´kladn´ı karty rodiny
COMBO6. V na´sleduj´ıc´ıch odstavc´ıch budou obeˇ karty popsa´ny.
Rodina karet COMBO6 vyv´ıjeny´ch v ra´mci projektu Liberouter [31] prˇedstavuje uni-
verza´ln´ı platformu pro akceleraci rˇady s´ıt’ovy´ch aplikac´ı. Koncept karet je zalozˇen na my-
sˇlence hardware-software codesign. Cˇasoveˇ kriticke´ operace jsou realizova´ny jako firmware
na akceleracˇn´ıch karta´ch, kdezˇto vy´pocˇetneˇ me´neˇ na´rocˇne´ cˇa´sti jsou realizova´ny pomoc´ı
programove´ho vybaven´ı pocˇ´ıtacˇe. Prˇenos mezi kartou a hostitelsky´m syste´mem prob´ıha´
po rychly´ch sbeˇrnic´ıch (PCI-X, PCI-Express), ktere´ nab´ız´ı dostatecˇny´ vy´kon k prˇenosu
velke´ho mnozˇstv´ı dat k procesoru.
Za´kladn´ı karta se skla´da´ z programovatelne´ho hradlove´ho pole Xilinx Virtex-II Pro
XC2VP50 [62, 61], 2Mb terna´rn´ı asociativn´ı pameˇt´ı (TCAM), konektoru pro dynamickou
pameˇt’ a ze trˇ´ı 2MB staticky´ch pameˇt´ı (SSRAM). Karta je urcˇena pro zapojen´ı do osobn´ıho
pocˇ´ıtacˇe pomoc´ı sbeˇrnice PCI (COMBO6X) nebo PCI Express (COMBO6E). Komunikaci
se sbeˇrnic´ı usnadnˇuje dalˇs´ı FPGA obsahuj´ıc´ı PCI/PCI Express core. Dı´ky rozsˇiˇruj´ıc´ımu
slotu ji lze vybavit prˇ´ıdavnou kartou se s´ıt’ovy´m rozhran´ım.
Pro za´kladn´ı kartu COMBO vznikla cela´ rˇada rozsˇiˇruj´ıc´ıch karet (COMBO-4MTX,
COMBO-2XFP, COMBO-4SFP, COMBO-4SFPRO), ktere´ se liˇs´ı zejme´na druhem pou-
zˇity´ch s´ıt’ovy´ch konektor˚u a kapacitou osazene´ho FPGA. Dı´ky teˇmto karta´m je mozˇne´
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pouzˇ´ıt meˇdeˇne´ (MTX) nebo opticke´ (SFP) gigabitove´ rozhran´ı. Desetigigabitove´ rozhran´ı
je mozˇne´ naj´ıt na XFP karteˇ. Navrzˇeny´ syste´m bude realizova´n na desetigigabitove´ 2XFP
karteˇ, ktera´ je vybavena dveˇmi XFP klecemi pro 10GE. Tato karta je osazena Xilinx Virtex-
II Pro XC2VP20 a 2x 2Mb SSRAM.
Nad kartami COMBO, ale take´ nad kartami jiny´ch vy´robc˚u, byla vytvorˇena hard-
warova´ abstraktn´ı vrstva nazvana´ NetCOPE [33]. U´cˇelem te´to vrstvy je vytvorˇit uni-
verza´ln´ı rozhran´ı mezi hardwarem a softwarem a za´rovenˇ implementovat HW a SW bloky
spolecˇne´ pro veˇtsˇinu s´ıt’ovy´ch aplikac´ı. Mezi tyto bloky patrˇ´ı zejme´na bloky pro prˇ´ıjem a
vys´ıla´n´ı paket˚u, prˇ´ıstup k pameˇt’ovy´m prvk˚um, prˇ´ıstup k akceleracˇn´ı karteˇ z uzˇivatelske´















Obra´zek 6.1: Abstraktn´ı vrstva NetCOPE
6.2 Syste´mova´ architektura
Navrzˇena´ syste´mova´ architektura zachycena´ na obra´zku 6.2 se skla´da´ z hardwarove´ a soft-
warove´ cˇa´sti. Hardwarova´ cˇa´st je prˇipojena k monitorovane´mu segmentu s´ıteˇ v in-line
rezˇimu pomoc´ı dvou port˚u zapojeny´ch na monitorovanou 10 GE linku. Sonda mu˚zˇe by´t take´
prˇipojena ke dveˇma 10 GE replikacˇn´ım port˚um aktivn´ıho prvku v s´ıti, cˇ´ımzˇ je j´ı umozˇneˇno
monitorovat vesˇkery´ s´ıt’ovy´ provoz procha´zej´ıc´ı aktivn´ım prvkem. Samotny´ firmware sondy
je odpoveˇdny´ za zpracova´n´ı paket˚u na gigabitovy´ch rychlostech, agregaci informac´ı o pa-
ketech do za´znamu˚ o toc´ıch (vcˇetneˇ statisticky´ch informac´ı potrˇebny´ch k identifikaci pro-
tokol˚u) a identifikaci protokol˚u na za´kladeˇ vyhleda´n´ı regula´rn´ıch vy´raz˚u v aplikacˇn´ı vrstveˇ
zpracova´vany´ch paket˚u. Informace o toc´ıch a nalezeny´ch regula´rn´ıch vy´razech jsou po delˇs´ı
dobeˇ neaktivity (inactive timeout) nebo po uplynut´ı uzˇivatelem nastavene´ho cˇasu (active
timeout) prˇeneseny prˇes sbeˇrnici k softwarove´mu zpracova´n´ı. Exportovane´ za´znamy jsou
zprˇ´ıstupneˇny softwarovy´m vrstva´m pomoc´ı driveru a knihoven platformy NetCOPE.
Software je prima´rneˇ odpoveˇdny´ za export informac´ı o toc´ıch (vcˇetneˇ identifikovany´ch
aplikacˇn´ıch protokol˚u) na kolektor. Sekunda´rneˇ take´ snizˇuje pocˇet fragmentovany´ch tok˚u
tj. tok˚u, ktere´ byly exportova´ny drˇ´ıve nezˇ meˇly (kolize, nedostatek pameˇti v hardware).
Sn´ızˇen´ı pocˇtu fragmentovany´ch tok˚u je mozˇne´ d´ıky druhe´mu stupni agregace. Informace
o s´ıt’ove´m toku jsou prˇed odesla´n´ım na kolektor prˇeda´ny klasifikacˇn´ımu bloku, ktery´ urcˇ´ı
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Obra´zek 6.2: Syste´mova´ architektura rozsˇ´ıˇrene´ sondy Flowmon
typ aplikacˇn´ıho protokolu. Ke klasifikaci jsou pouzˇity rozhodovac´ı stromy, jej´ıchzˇ parametry
jsou popsa´ny v prˇedchoz´ı kapitole. Informace o toc´ıch a pouzˇity´ch aplikacˇn´ıch protokolech
jsou pomoc´ı protokolu Netflow v.9 s konfigurovatelny´m forma´tem odesla´ny na kolektor, kde
mohou by´t pouzˇity k rekonfiguraci firewallu, routeru (traffic shaping), vizualizova´ny nebo
pouzˇity jako vstup do rˇady bezpecˇnostn´ıch aplikac´ı (annomaly based IDS).
6.3 Firmware
Firmware sondy FlowMon vyuzˇ´ıva´ rˇady s´ıt’ovy´ch IP core vyvinuty´ch v ra´mci projektu Libe-
router. Firmware rovneˇzˇ obsahuje rˇadu aplikacˇneˇ specificky´ch blok˚u, vytvorˇeny´ch specia´lneˇ
pro tuto sondu. Blokove´ sche´ma firmwarove´ architektury (obra´zek 6.3) sondy FlowMon
rozsˇ´ıˇrene´ o mozˇnosti identifikace aplikacˇn´ıch protokol˚u bude popsa´no v dalˇs´ıch odstavc´ıch.
Prˇ´ıchoz´ı pakety jsou prˇijaty ze vstupn´ıho rozhran´ı a na´sledneˇ ulozˇeny do vyrovna´vac´ı
pameˇti vstupn´ıch buffer˚u (Input Buffers). Pro kazˇdy´ prˇ´ıchoz´ı paket je ve vstupn´ıch buffe-
rech vypocˇteno CRC, a to je porovna´no s ulozˇenou hodnotou. Pouze pakety se spra´vny´m
CRC jsou prˇeda´ny da´l. Mezi dalˇs´ı cˇinnosti, ktere´ mus´ı vstupn´ı buffery rˇesˇit, patrˇ´ı naprˇ.
odstraneˇn´ı zarovna´n´ı do minima´ln´ı de´lky, odstraneˇn´ı polozˇek ethernetove´ho ra´mce jako
je Preambule, SDF a CRC atd. K paketu je rovneˇzˇ prˇida´no cˇasove´ raz´ıtko, ktere´ je da´le
pouzˇito k vy´pocˇtu statistik (naprˇ. pr˚umeˇrna´ mezipaketova´ mezera) vhodny´ch k identifikaci
aplikacˇn´ıch protokol˚u.
Pakety ve vstupn´ıch rozhran´ıch mohou by´t zahozeny samplovac´ı jednotkou (Sampling)
























Obra´zek 6.3: Architektura firmware rozsˇ´ıˇrene´ sondy FlowMon
prˇesne´ informace o toc´ıch vyskytuj´ıc´ıch se v s´ıti i v prˇ´ıpadeˇ u´toku na pameˇt’ sondy (velke´
mnozˇstv´ı tok˚u). Aby bylo prˇi samplova´n´ı mozˇne´ z´ıskat prˇiblizˇnou prˇedstavu naprˇ. o pocˇtu
prˇeneseny´ch byt˚u, je nutne´ tento parametr na´sobit koeficientem samplova´n´ı. Samplova´n´ı
ma´ bohuzˇel za´sadn´ı vliv na identifikaci protokol˚u na za´kladeˇ vyhleda´va´n´ı signatur, kde
vede na pr˚umeˇrneˇ n kra´t mensˇ´ı mnozˇstv´ı klasifikovany´ch s´ıt’ovy´ch tok˚u, kde n je koeficient
samplova´n´ı. Prˇesnost identifikace aplikacˇn´ıch protokol˚u na za´kladeˇ statisticky´ch informac´ı
bude samplova´n´ım take´ ovlivneˇna, proto se nedoporucˇuje ho prˇi beˇzˇne´m provozu pouzˇ´ıvat.
Pakety, ktere´ nebyly samplovac´ı jednotkou zahozeny jsou da´le zarovna´ny na 16 bit˚u a
prˇeda´ny k dalˇs´ımu zpracova´n´ı.
Jako komunikacˇn´ı protokol mezi jednotlivy´mi bloky je zvolen FrameLink, ktery´ vycha´z´ı
z protokolu LocalLink pouzˇ´ıvane´ho firmou Xilinx. Jedna´ se o obousmeˇrneˇ potvrzovany´
protokol, ktery´ zas´ıla´ data v ra´mci skla´daj´ıc´ıho se z genericke´ho pocˇtu paket˚u (typicky
hlavicˇka, teˇlo, paticˇka). Protokol ma´ generickou sˇ´ıˇrku a posledn´ı slovo kazˇde´ho paketu je
nav´ıc oznacˇeno bina´rneˇ zako´dovany´m prˇ´ıznakem platnosti (DREM). Oproti protokolu Lo-
calLink nen´ı tolik na´rocˇny´ na hardwarove´ zdroje prˇi pra´ci s v´ıce paketovy´mi ra´mci. K to-
muto protokolu vznikla cela´ rˇada pomocny´ch komponent, ktere´ umozˇnˇuj´ı meˇnit sˇ´ıˇrku pro-
tokolu, spojovat vy´stup z v´ıce procesn´ıch jednotek, rozdeˇlovat ra´mce mezi v´ıce procesn´ıch
jednotek a t´ım vyvazˇovat za´teˇzˇ atd.
Pra´veˇ vyvazˇova´n´ı za´teˇzˇe mezi v´ıce procesn´ıch jednotek je vyuzˇito prˇi extrakci hlavicˇek.
Pro extrakci vyuzˇity´ IP core HFE-C, totizˇ nedosahuje potrˇebne´ propustnosti pro zpracova´n´ı
10 GE. Proto mus´ı by´t vyuzˇito neˇkolik teˇchto IP core, aby tato cˇa´st zpracova´n´ı nebyla
u´zky´m mı´stem navrzˇene´ architektury. Polozˇky z hlavicˇek protokol˚u, ktere´ se maj´ı extrahovat
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jsou zvoleny prˇed synte´zou firmware. Pokud je potrˇeba extrahovat jine´ polozˇky je potrˇeba
cely´ syste´m znova syntetizovat.
Extrahovane´ polozˇky a samotny´ paket je prˇeda´n do jednotky Hash generator. Tato
jednotka z vybrany´ch polozˇek vypocˇ´ıta´ adresu pameˇti, na ktere´ se nacha´z´ı odpov´ıdaj´ıc´ı
za´znam o s´ıt’ove´m toku. Vy´pocˇet je realizova´n jako CRC z IP adres, port˚u a typu pro-
tokolu. Vypocˇteny´ identifika´tor a jizˇ drˇ´ıve z´ıskana´ cˇasova´ znacˇka je jesˇteˇ prˇed nacˇten´ım
ulozˇeny´ch informac´ı k s´ıt’ove´mu toku pouzˇita v jednotce Flow state manager. Tato jednotka
hl´ıda´ tzv. neaktivn´ı timeout. Pokud s´ıt’ovy´ tok nebyl delˇs´ı dobu aktivn´ı, je potrˇeba uvol-
nit a exportovat za´znam o s´ıt’ove´m toku. Hl´ıda´n´ı neaktivity je realizova´no jako procha´zen´ı
seznamu cˇasovy´ch znacˇek s posledn´ı aktivitou s´ıt’ove´ho toku.
Uchova´va´n´ı informac´ı k s´ıt’ovy´m tok˚um realizuje IP core FlowContext [28]. Tento s´ıt’ovy´
core se snazˇ´ı o minima´ln´ı prˇ´ıstup k hlavn´ı pameˇti, t´ım zˇe realizuje vyrovna´vac´ı pameˇt’ v in-
tern´ıch BlockRam pameˇtech. FlowContext za´rovenˇ umozˇnˇuje vyvazˇovat za´teˇzˇ mezi v´ıce pro-
cesn´ımi jednotkami, ktere´ jsou odpoveˇdne´ za aktualizaci kontextove´ informace k s´ıt’ove´mu
toku. T´ım je mozˇne´ prˇekry´t latenci hlavn´ı pameˇti a take´ zvysˇovat propustnost pouhy´m
prˇida´va´n´ım dalˇs´ıch vy´pocˇetn´ıch element˚u.
Stav s´ıt’ove´ho toku, extrahovane´ hlavicˇky a samotny´ paket jsou zprˇ´ıstupneˇny jednotka´m
pro zpracova´n´ı s´ıt’ovy´ch tok˚u FPU. Tyto jednotky jsou odpoveˇdne´ za spra´vu informac´ı a
statistik k s´ıt’ovy´m tok˚um. Tato jednotka take´ prˇepos´ıla´ aplikacˇn´ı data do vyhleda´vac´ı jed-
notky Pattern Match a na za´kladeˇ vy´sledk˚u vyhleda´va´n´ı aktualizuje ulozˇeny´ bitovy´ vektor
nalezeny´ch regula´rn´ıch vy´raz˚u. Vyhleda´vac´ı jednotka je v prˇ´ıpadeˇ pouzˇit´ı v´ıce procesn´ıch
element˚u sd´ılena zp˚usobem naznacˇeny´m na obra´zku 6.4. Procesn´ı jednotka v prˇ´ıpadeˇ na-
plneˇn´ı aktivn´ıho/pasivn´ıho timeoutu nebo ukoncˇen´ı spojen´ı exportuje informace o s´ıt’ove´m
toku pomoc´ı DMA s vyuzˇit´ım NetCOPE aplikacˇneˇ specificke´ho rozhran´ı.





Unstamper Unstamper Unstamper Unstamper
FPU0 FPU1 FPU2 FPU3
FPU0 FPU1 FPU2 FPU3
Obra´zek 6.4: Sd´ılen´ı vyhleda´vac´ı jednotky
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6.3.1 Flow processing unit
V te´to cˇa´sti bude podrobneˇji rozebra´na architektura jednotky FPU, ktera´ je nejd˚ulezˇiteˇjˇs´ı a
take´ nejslozˇiteˇjˇs´ı cˇa´sti navrhovane´ sondy. Tato architektura je detailneˇ popsa´na v pra´ci [30].
Popis uvedeny´ zde se bude soustrˇedit na za´kladn´ı koncepty te´to architektury a modifikace
s ohledem na identifikaci protokol˚u.
Na obra´zku 6.7 je zna´zorneˇno zapojen´ı FPU k vyhleda´vac´ı jednotce a FlowContextu.
FlowContext prˇij´ıma´ pakety, extrahovane´ hlavicˇky a identifika´tor s´ıt’ove´ho tok˚u. Pokud je
kontext k prˇ´ıchoz´ımu toku ulozˇen v neˇktere´ z vyrovna´vac´ıch pameˇt´ı umı´steˇny´ch v Endpoint
bloc´ıch, jsou paket a hlavicˇky prˇeda´ny ke zpracova´n´ı do odpov´ıdaj´ıc´ı FPU. Pokud se kontext

































Obra´zek 6.5: FlowContext a Flow Processing Unit
Data smeˇrem k FPU procha´zej´ı Fetch blokem. Tento blok extrahuje z kontextu rˇ´ıd´ıc´ı
data, ktera´ jsou prˇeda´na FPU pomoc´ı neza´visle´ho rˇ´ıdic´ıho rozhran´ı. Fetch blok extrahuje
informace o platnosti kontextu (namapova´n´ı na pra´zdne´ mı´sto v pameˇti) a koliz´ıch (nama-
pova´n´ı na jiny´ existuj´ıc´ı s´ıt’ovy´ tok). Na za´kladeˇ teˇchto informac´ı provede FPU odpov´ıdaj´ıc´ı
cˇinnosti (zalozˇen´ı nove´ho toku, export kolizn´ıho za´znamu, aktualizace toku). Pra´veˇ tento
blok se jev´ı jako vhodny´ pro umı´steˇn´ı mechanizmu, ktery´ rozhodne o vyhleda´n´ı regula´rn´ıch
vy´raz˚u v datech paketu. Toto rozhodnut´ı mu˚zˇe prob´ıhat na za´kladeˇ pocˇtu jizˇ prohledany´ch
paket˚u (resp. byt˚u) dane´ho toku a typu protokolu na L3 a L4 vrstveˇ.
Kontext, extrahovane´ hlavicˇky a aplikacˇn´ı data jsou prˇeda´ny FPU jednotce, ktera´ mu˚zˇe
streamovy´m zpracova´n´ım aktualizovat nebo exportovat kontext do SW. Endpoint umozˇnˇuje
streamove´ zpracova´n´ı dvou kontext˚u najednou. Aktualizovany´ kontext je ulozˇen ve vy-
rovna´vac´ı pameˇti v endpoint bloku a za´rovenˇ je prˇeda´n k ulozˇen´ı do pameˇti kontext˚u.
Return blok na za´kladeˇ novy´ch rˇ´ıd´ıc´ıch informac´ı aktualizuje kontext (platnost, pocˇet pro-
hledany´ch paket˚u resp. byt˚u).
Samotna´ FPU pracuje podle control flow diagramu naznacˇene´ho na obra´zku 6.7. V prˇ´ı-
padeˇ, zˇe nen´ı kontext platny´ (jedna´ se o prvn´ı paket toku), je zalozˇen kontext novy´.
U platne´ho kontextu mu˚zˇe doj´ıt ke kolizi. V takove´m prˇ´ıpadeˇ je nutne´ exportovat infor-
mace o stare´m s´ıt’ove´m toku a zalozˇit tok novy´. Pokud se nejedna´ o kolizn´ı za´znam, tak
je na za´kladeˇ extrahovany´ch polozˇek z hlavicˇek paket˚u aktualizova´n kontext. Regula´rn´ı
vy´razy se v aplikacˇn´ı vrstveˇ vyhleda´vaj´ı pouze v neˇkolika prvn´ıch paketech s´ıt’ove´ho toku.
Blokove´ sche´ma architektury FPU je naznacˇeno na obra´zku 6.7. Nejd˚ulezˇiteˇjˇs´ım blo-
kem je aritmeticko-logicka´ jednotka. Tato jednotka pracuje s kontextem a extrahovany´mi

















Obra´zek 6.6: Control flow graf pro FPU
ulozˇeny vy´choz´ı hodnoty kontextu prˇi jeho zakla´da´n´ı. Prˇi rˇeteˇzene´m zpracova´n´ı dvou paket˚u
ze stejne´ho toku, je kontext pouzˇit prˇ´ımo z vy´stupu ALU. Kontext se kromeˇ zpracova´n´ı
v ALU take´ ukla´da´ do front prˇed SW buffrem. Na konci zpracova´n´ı se rozhodne, jestli ma´
kontext ve fronteˇ z˚ustat nebo se ma´ zahodit. Pokud rˇ´ıd´ıc´ı dekode´r rozhodne o zpracova´n´ı
aplikacˇn´ıch dat, jsou tato data prˇeda´na do vyhleda´va´c´ı jednotky, jejichzˇ architektura bude
popsa´na v dalˇs´ı kapitole. Tato jednotka vra´t´ı bitovy´ vektor nalezeny´ch regula´rn´ıch vy´raz˚u,
ktery´ je s vyuzˇit´ım operace OR ulozˇen do aktualizovane´ho kontextu.
Operace nad kontextem jsou potrˇebne´ nejen pro z´ıska´va´n´ı statistik, ale take´ pro spra´vu
rˇ´ıdic´ıch informac´ı, podle ktery´ch se rozhoduje o budouc´ım stavu kontextu. Mezi tyto infor-
mace patrˇ´ı zejme´na spra´va aktivn´ıho timeoutu (exportova´n´ı kontextu po uplynut´ı urcˇite´
doby po zacˇa´tku toku), exportova´n´ı kontextu po uzavrˇen´ı spojen´ı (FIN flag), export prˇed
prˇetecˇen´ım neˇktery´ch cˇ´ıtacˇ˚u (pocˇet odeslany´ch byt˚u), aktualizace pocˇtu prohledany´ch pa-
ket˚u, aktualizace bitu platnosti kontextu a dalˇs´ı. Tyto cˇinnosti rˇ´ıd´ı Control processing jed-
notka. Vy´stupem te´to jednotky jsou jednak rˇ´ıd´ıc´ı signa´ly pro FPU, ale take´ rˇ´ıd´ıc´ı informace,
ktere´ pozdeˇji ulozˇ´ı do kontextu Return block.
Prakticky cela´ FPU jednotka je generova´na softwaroveˇ na za´kladeˇ XML sche´matu.
V tomto sche´matu je definova´no v jake´m forma´tu jsou prˇeda´ny polozˇky z extrahovany´ch
hlavicˇek. Da´le je ze uveden forma´t samotne´ho kontextu a operace, ktere´ se maj´ı nad kontex-
tem prova´deˇt. Tento forma´t je univerza´ln´ı a umozˇnˇuje jednoduche´ prˇida´n´ı prakticky libo-
volny´ch statisticky´ch u´daj˚u, ktere´ lze pote´ pouzˇ´ıt k identifikaci aplikacˇn´ıch protokol˚u. Sta-
tisticke´ u´daje, ktere´ jsou vhodne´ pro HW zpracova´n´ı a za´rovenˇ poskytuj´ı vysokou prˇesnost
identifikace aplikacˇn´ıch protokol˚u byly prˇedstaveny v kapitole 5. Popis principu generova´n´ı















































Obra´zek 6.7: Architektura jednotky FPU
6.3.2 Jednotka pro vyhleda´va´n´ı regula´rn´ıch vy´raz˚u
V te´to sekci bude prezentova´na architektura jednotky pro vyhleda´va´n´ı regula´rn´ıch vy´raz˚u,
ktera´ je nutna´ pro realizaci identifikace aplikacˇn´ıch protokol˚u na za´kladeˇ vyhleda´va´n´ı vzor˚u.
Z prezentovany´ch prˇ´ıstup˚u pro vyhleda´va´n´ı vzor˚u byl zvolen prˇ´ıstup na ba´zi nedeterminis-
ticky´ch konecˇny´ch automat˚u [44, 8, 9]. Tento prˇ´ıstup nab´ız´ı vysokou propustnost s mozˇnost´ı
hledat jak rˇeteˇzce, tak pro identifikaci aplikac´ı kl´ıcˇove´ regula´rn´ı vy´razy. Kromeˇ architek-
tury vyhleda´vac´ı jednotky bude take´ prˇedstaven zp˚usob transformace regula´rn´ıch vy´raz˚u
do hardwarove´ reprezentace. V za´veˇru budou prezentova´ny parametry te´to implementace
na platformeˇ Virtex 2 Pro a Virtex 5.
Architektura jednotky pro vyhleda´va´n´ı vzor˚u je zachycena na obra´zku 7.1. Dı´ky gene-
ricke´mu na´vrhu mu˚zˇe by´t tato jednotka konfigurovana´ pro libovolnou c´ılovou propustnost
a pro pouzˇit´ı se vstupn´ım a vy´stupn´ım rozhran´ım r˚uzne´ datove´ sˇ´ıˇrky. Cˇa´st architektury
je genericky popsa´na pomoc´ı VHDL a druha´ cˇa´st realizuj´ıc´ı samotne´ hleda´n´ı rˇeteˇzc˚u je
generova´na softwaroveˇ.
Vyhleda´vac´ı jednotka pracuje s protokolem FrameLink, ve ktere´m ocˇeka´va´ data, ktera´ se
maj´ı prohleda´vat na vy´skyt regula´rn´ıch vy´raz˚u. Na vstupu jednotky je umı´steˇn Transformer,
ktery´ prˇeva´d´ı prakticky libovolneˇ sˇiroke´ datove´ rozhran´ı na rozhran´ı s sˇ´ıˇrkou, ktera´ odpov´ıda´
pocˇtu byt˚u zpracova´vany´ch ja´drem jednotky. Nalezene´ regula´rn´ı vy´razy jsou oznacˇeny v bi-
tove´m vektoru, jehozˇ de´lka odpov´ıda´ pocˇtu pra´veˇ vyhleda´vany´ch regula´rn´ıch vy´raz˚u. Tento
vektor je posla´n na vy´stup jednotky ve FrameLink forma´tu.
Prˇed popisem samotne´ho ja´dra vyhleda´vac´ı jednotky je nutne´ popsat, jak jsou trans-
formova´ny regula´rn´ı vy´razy do reprezentace, ktera´ je vhodna´ pro mapova´n´ı na hardware.
Vy´sledna´ reprezentace je ve forma´tu konecˇne´ho automatu, u ktere´ho je potrˇeba minima-
lizovat pocˇet stav˚u a prˇechod˚u. Z experiment˚u, prˇi ktery´ch byl zjiˇst’ova´n pocˇet stav˚u a









































Obra´zek 6.8: Architektura jednotky pro vyhleda´va´n´ı vzor˚u
vany´) vyply´va´, zˇe nejmensˇ´ı pocˇet stav˚u a prˇechod˚u ma´ minimalizovany´ deterministicky´
automat, ktery´ je vytvorˇen neza´visle pro kazˇdy´ regula´rn´ı vy´raz.





Obra´zek 6.9: Transformace regula´rn´ıho vy´razu prˇed mapova´n´ım na HW
Pro kazˇdy´ regula´rn´ı vy´raz je tedy provedena sekvence transformac´ı zna´zorneˇna na obra´-
zku 6.9. Nejprve je z regula´rn´ıho vy´razu pomoc´ı parseru napsane´ho s vyuzˇit´ım na´stroj˚u
flex a bison vytvorˇen nedeterministicky´ konecˇny´ automat. Tento automat je da´le prˇeveden
na tzv. lazy NDKA, ktery´ s jedn´ım prˇechodem prˇij´ıma´ v´ıce znak˚u, jak je naznacˇeno na obra´-
zku 6.10. Tato transformace vy´razneˇ zvysˇuje propustnost vyhleda´va´c´ı jednotky. Takto upra-
veny´ automat je da´le determinizova´n a minimalizova´n. Pro pra´ci s automaty byly pouzˇity
knihovny v jazyce C++ vyvinute´ v ra´mci projektu Liberouter [31].









Obra´zek 6.10: Prˇevod na automat zpracova´vaj´ıc´ı v´ıce znak˚u najednou
Ja´dro vyhleda´vac´ı jednotky je tvorˇeno trˇemi bloky generovany´mi na za´kladeˇ prˇedany´ch
regula´rn´ıch vy´raz˚u. Prvn´ı stupenˇ tvorˇ´ı znakovy´ dekode´r. Lze si ho prˇedstavit jako funkci,
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ktera´ prˇeva´d´ı kazˇdy´ znak na ko´d 1 z 256. Dı´ky tomuto prˇeko´dova´n´ı je vy´skyt kazˇde´ho znaku
reprezentova´n jediny´m bitem. Dekode´r umı´ kromeˇ znak˚u pracovat i se znakovy´mi trˇ´ıdami -










































Obra´zek 6.11: Znakovy´ dekode´r
Pro u´spornou FPGA zdroj˚u, byl tento dekode´r implementova´n pomoc´ı BlockRam pa-
meˇt´ı, integrovany´ch na FPGA cˇipu. S vyuzˇit´ım paritn´ıch bit˚u, lze pomoc´ı jedine´ pameˇti
deko´dovat azˇ 72 znak˚u resp. znakovy´ch trˇ´ıd. Experimenty ukazuj´ı, zˇe pro mnozˇinu do 200
regula´rn´ıch vy´raz˚u stacˇ´ı pro deko´dova´n´ı 2 azˇ 3 BlockRam pameˇti. Tento pocˇet odpov´ıda´
zpracova´n´ı jednoho znaku v hodinove´m cyklu. Prˇi zpracova´n´ı n znak˚u se pocˇet potrˇebny´ch
pameˇt´ı na´sob´ı konstantou n. Pro realizaci pozˇadovane´ funkce jsou BlockRam pameˇti inici-
alizova´ny prˇi generova´n´ı dekode´ru. Zp˚usob inicializace je naznacˇen na obra´zku 6.11.
Druhy´ blok vyhleda´vac´ı jednotky tvorˇ´ı tabulka symbol˚u. Tabulka symbol˚u je mnozˇina
vsˇech prˇechod˚u vyskytuj´ıc´ıch se v dane´m DKA (resp. NDKA). Na obra´zku 6.12 je zna´zorneˇn
automat pro identifikaci SSH protokolu prˇij´ımaj´ıc´ı 4 znaky v jednom kroku a odpov´ıdaj´ıc´ı
tabulka symbol˚u. Hardwaroveˇ je tabulka symbol˚u reprezentovana´ n-vstupy´m AND cˇlenem,
kde n odpov´ıda´ pocˇtu najednou zpracova´vany´ch znak˚u. Na vstupy tohoto logicke´ho cˇlenu
jsou napojeny odpov´ıdaj´ıc´ı vy´stupy znakove´ho dekode´ru. Vy´stup tabulky symbol˚u mu˚zˇe
by´t registrova´n pro dosazˇen´ı vysˇsˇ´ı frekvence.
Posledn´ı blok prˇedstavuje nejd˚ulezˇiteˇjˇs´ı cˇa´st vyhleda´vac´ı jednotky a to samotny´ auto-
mat. Vytvorˇena´ reprezentace automatu je mapova´na na HW zdroje stejny´m zp˚usobem,
ktery´ je naznacˇen na obra´zku 6.13. Na obra´zku je naznacˇena tabulka symbol˚u realizova´na
AND cˇlenem a samotny´ automat. Pro kazˇdy´ stav automatu je vygenerova´n D-klopny´ ob-
vod. Na vstup pocˇa´tecˇn´ıho stavu je prˇivedena logicka´ jednicˇka a po resetu je odpov´ıdaj´ıc´ı
klopny´ obvod rovneˇzˇ inicializova´n do te´to logicke´ hodnoty. Koncove´ stavy jsou realizova´ny
SR-klopny´mi obvody. Jakmile se na vstup tohoto registru dostane logicka´ jednicˇka, je v neˇm
tato hodnota zachova´na do prˇ´ıchodu dalˇs´ıho paketu.
Pro kazˇdy´ prˇechod je generova´n dvou-vstupy´ logicky´ cˇlen AND. Do tohoto logicke´ho
cˇlenu je prˇiveden odpov´ıdaj´ıc´ı vy´stup z tabulky symbol˚u a vy´stup z klopne´ho obvodu re-

















0 [0-9] X X X
1 . [0-9] X X
2 [1-2] . [0-9] X
3 [sS] [sS] [hH] -
4 [sS] [hH] - [1-2]
5 X X X [sS]
6 [hH] - [1-2] .
7 X X [sS] [sS]
8 - [0-1] . [0-9]
9 X [sS] [sS] [hH]
Obra´zek 6.12: Automat pro identifikaci SSH protokol˚u na 3.2 Gb/s (/ssh-[12]\.[0-9]/i)
na vstup na´sleduj´ıc´ıho stavu. V prˇ´ıpadeˇ, zˇe do c´ılove´ho stavu vede v´ıce prˇechod˚u je vstupu
prˇedrˇazen logicky´ cˇlen OR. Podobny´m zp˚usobem lze realizovat i epsilon prˇechody. Ty jsou














Obra´zek 6.13: Hardwarova´ reprezentace automatu
Vy´stup z registru reprezentuj´ıc´ıho koncovy´ stav automatu je prˇiveden na vstup po-
suvne´ho registru, do ktere´ho je tato hodnota zapsa´na po zpracova´n´ı vsˇech vstupn´ıch dat.
Vy´sledny´ bitovy´ vektor je postupneˇ vysouva´n na vy´stup vyhleda´va´c´ı jednotky. Paralelneˇ
s t´ım mohou by´t na vy´skyt regula´rn´ıch vy´raz˚u prohleda´vana´ dalˇs´ı vstupn´ı data.
Parametry jednotky pro vyhleda´va´n´ı regula´rn´ıch vy´raz˚u
Navrzˇena´ jednotka pro vyhleda´va´n´ı regula´rn´ıch vy´raz˚u byla implementovana´ v jazyce VHDL.
Cˇa´st zdrojovy´ch ko´du je take´ generova´na softwaroveˇ na za´kladeˇ prˇedany´ch regula´rn´ıch
vy´raz˚u. Funkcˇnost vy´sledne´ implementace byla oveˇrˇena v simulac´ıch, kde byla jednotka
schopna na za´kladeˇ regula´rn´ıch vy´raz˚u identifikovat (WWW, SSH, SSL, SIP a SMTP)
provoz. Vy´slednou realizaci jednotky na FPGA cˇipu je mozˇne´ nale´zt v prˇ´ıloze D.
Velmi d˚ulezˇity´mi parametry pro vyhleda´va´n´ı vzor˚u jsou dosazˇena´ propustnost a pocˇet
potrˇebny´ch logicky´ch cˇlen˚u. Proto byla provedena evaluace implementace na FPGA cˇipech
Virtex 2 Pro a Virtex 5 pro r˚uzny´ pocˇet prˇij´ımany´ch znak˚u a pro r˚uzne´ mnozˇstv´ı regula´rn´ıch
vy´raz˚u. Do graf˚u byly zaznacˇene´ za´vislosti mezi dosazˇenou propustnost´ı, vyuzˇity´mi zdroji
na cˇipu a pocˇtem najednou zpracova´vany´ch znak˚u. Nameˇrˇene´ vy´sledky po place and route
jsou v grafech shrnuty v prˇ´ıloze E.
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Nejlepsˇ´ıch vy´sledk˚u se podarˇilo dosa´hnout s noveˇjˇs´ımi cˇipy Xilinx Virtex 5. Pro male´
mnozˇstv´ı regula´rn´ıch vy´raz˚u (do 30) se podarˇilo dosa´hnout propustnosti azˇ 12 Gb/s. Prˇi
veˇtsˇ´ım mnozˇstv´ı regula´rn´ıch vy´raz˚u se propustnost pohybovala okolo 7 Gb/s. Tyto propust-
nosti prˇedstavuj´ı azˇ 400 na´sobne´ zrychlen´ı oproti softwarove´ realizaci s vyuzˇit´ım knihovny
PCRE.
Da´le byl analyzova´n pomeˇr propustnost´ı k vyuzˇity´m zdroj˚um na FPGA cˇipu. Pro
r˚uzne´ pocˇty prˇij´ımany´ch znak˚u bylo analyzova´no nejoptima´lneˇjˇs´ı mnozˇstv´ı prˇij´ımany´ch
znak˚u, aby byly maxima´lneˇ vyuzˇity zdroje na cˇipu. Z vy´sledk˚u vyply´va´, zˇe optima´ln´ı pocˇet
prˇij´ımany´ch znak˚u za´vis´ı na pouzˇite´ technologii FPGA. Cˇipy Virtex 2 a Virtex 5 se liˇs´ı
v parametrech genera´tor˚u logicky´ch funkc´ı (LUT). Virtex 5 obsahuje 6-vstupe´ LUT, kdezˇto
Virtex 2 pouze 4-vstupe´ LUT. Pro technologii Virtex2 je tedy vhodne´ prˇij´ımat trˇi znaky
najednou, kdezˇto pro Virtex 5 je to peˇt znak˚u. Maxima´ln´ı dosazˇena´ propustnost prˇi tomto
nastaven´ı se pohybuje okolo 3.2 Gb/s (Virtex2) a 6.5 Gb/s (Virtex 5).
Pokud je potrˇeba vysˇsˇ´ı propustnost, je nutne´ vz´ıt v u´vahu, zˇe dalˇs´ı zvysˇova´n´ı prˇ´ıjmu
znak˚u nevede k odpov´ıdaj´ıc´ımu na´r˚ustu propustnosti, ale naopak vede k exponencia´ln´ımu
na´r˚ustu vyuzˇity´ch zdroj˚u. Propustnost je proto vhodne´ da´le zvysˇovat zapojen´ım v´ıce vy-




Obra´zek 6.14: Sˇka´lovatelnost jednotky pro vyhleda´va´n´ı vzor˚u
6.4 Vyuzˇit´ı navrzˇene´ho rˇesˇen´ı v s´ıt’ove´ infrastrukturˇe
Byla navrzˇena HW architektura sondy, ktera´ doka´zˇe kromeˇ sb´ıra´n´ı NetFlow za´znamu˚ take´
identifikovat aplikacˇn´ı protokoly s vyuzˇit´ım vyhleda´n´ı signatur a statisticky´ch vlastnost´ı.
Sonda je schopna pracovat na 10 Gb/s s´ıt´ıch a mu˚zˇe by´t rekonfigurova´na pro vyhleda´va´n´ı
libovolny´ch regula´rn´ıch vy´raz˚u a sb´ıra´n´ı libovolny´ch statistik. Navrzˇene´ rˇesˇen´ı lze pouzˇ´ıt
v rˇadeˇ s´ıt’ovy´ch aplikac´ı, ktere´ jsou uvedeny da´le.
• Spra´va s´ıteˇ
Mozˇnost identifikace aplikacˇn´ıch protokol˚u prˇina´sˇ´ı veˇtsˇ´ı mozˇnosti prˇi monitorova´n´ı a
spra´veˇ velky´ch s´ıt´ı. Dı´ky te´to vlastnosti je mozˇne´ le´pe pla´novat topologii a kapacitu
s´ıteˇ. Je mozˇne´ efektivneˇji rozdeˇlit za´teˇzˇ mezi v´ıce aplikacˇn´ıch server˚u. Lze monitorovat
aktivity uzˇivatel˚u a dodrzˇova´n´ı firemn´ıch politik.
• Traffic shaping
Sonda mu˚zˇe by´t s vy´hodou vyuzˇita prˇi omezova´n´ı nebo zvy´hodnˇova´n´ı neˇktery´ch ko-
munikac´ı v za´vislosti na typu aplikacˇn´ıho protokolu. Informace o s´ıt’ovy´ch toc´ıch
se ve formeˇ Netflow protokolu exportuj´ı na kolektor, kde jsou data zpracova´na a
odpov´ıdaj´ıc´ım zp˚usobem je rekonfigurova´n aktivn´ı s´ıt’ovy´ prvek podporuj´ıc´ı QoS.
Nevy´hodou tohoto prˇ´ıstupu mu˚zˇe by´t dlouha´ latence od detekce po odpov´ıdaj´ıc´ı akci,
proto je mozˇne´ tento prˇ´ıstup pouzˇ´ıt jen pro spra´vu dlouho trvaj´ıc´ıch tok˚u (P2P, SSH,
streaming atp.).
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• Blokova´n´ı provozu na za´kladeˇ aplikac´ı
Stejny´m zp˚usobem jako lze s´ıt’ove´ toky omezovat je mozˇne´ je take´ blokovat. Zde
je ovsˇem nutne´ bra´t zrˇetel na mı´ru false-positives u detekce blokovany´ch protokol˚u.
Navrzˇene´ rˇesˇen´ı umozˇnˇuje mı´ru false-positives sn´ızˇit kombinac´ı dvou prˇ´ıstup˚u k de-
tekci aplikacˇn´ıch protokol˚u.
• Anomaly based IDS
Netflow statiky se take´ pouzˇ´ıvaj´ı k detekci anoma´li´ı na s´ıti [66]. Metody detekce
nejcˇasteˇji funguj´ı na principu vytva´rˇen´ı modelu norma´ln´ıho chova´n´ı. Komunikace,
ktere´ se od tohoto modelu odchyluj´ı jsou oznacˇeny jako nebezpecˇne´. T´ımto zp˚usobem
lze detekovat celou rˇadu bezpecˇnostn´ıch hrozeb (skenova´n´ı port˚u, DOS, DDOS, in-
ternetove´ cˇervy). Prˇida´n´ı dalˇs´ı vlastnosti (typ aplikacˇn´ıho protokolu) tyto metody
vylepsˇuje a umozˇnˇuje jim detekovat celou rˇadu novy´ch bezpecˇnostn´ıch hrozeb [15].
Naprˇ. detekce IRC protokolu na stanici, kde se historicky nevyskytoval mu˚zˇe zname-
nat, zˇe je stanice zneuzˇ´ıva´na k odes´ıla´n´ı spamu nebo k DOS u´tok˚um.
• Detekce sˇ´ıˇren´ı internetovy´ch cˇerv˚u
Vzhledem k vy´konne´ vyhleda´vac´ı jednotce umı´steˇne´ v sondeˇ je mozˇne´ detekovat sˇ´ıˇren´ı
internetovy´ch cˇerv˚u, ke ktery´m byla vytvorˇena signatura. Signatury obvykle obsahuj´ı
regula´rn´ı vy´raz, na jehozˇ za´kladeˇ lze odhalit sˇ´ıˇren´ı internetove´ho cˇerva. Signatury je
mozˇne´ nale´zt naprˇ´ıklad na stra´nce s pravidly pro IDS syste´m Snort [48]. Mnozˇstv´ı
podporovany´ch signatur je omezeno pouze kapacitou cˇipu.
• Detekce exploitu, malware, bootnetu, atp.





Byla nastudova´na problematika identifikace aplikacˇn´ıch protokol˚u na za´kladeˇ prohleda´va´n´ı
obsahu a statisticke´ analy´zy. V souvislosti s t´ım byla nastudova´na problematika klasi-
fikacˇn´ıch metod a rychle´ho vyhleda´va´n´ı vzor˚u. Da´le byly analyzova´ny existuj´ıc´ı volneˇ do-
stupne´ programy k omezova´n´ı provozu podle typu aplikacˇn´ı vrstvy. Na za´kladeˇ te´to analy´zy
byly zjiˇsteˇny nedostatky nyneˇjˇs´ıch prˇ´ıstup˚u identifikace aplikacˇn´ıch protokol˚u, ktere´ jsou
zejme´na n´ızka´ propustnost a nedostatecˇna´ prˇesnost. Tyto nedostatky mohou by´t odstraneˇny
hardwarovou akcelerac´ı kriticky´ch operac´ı a kombinac´ı neˇkolika prˇ´ıstup˚u identifikace apli-
kacˇn´ıch protokol˚u.
Aby bylo mozˇne´ akcelerovat nyneˇjˇs´ı prˇ´ıstupy pro identifikaci protokol˚u, byla zkouma´na
u´zka´ mı´sta, ktera´ bra´n´ı pouzˇit´ı teˇchto metod na multigigabitovy´ch s´ıt´ıch. Pro tento u´cˇel byl
vytvorˇen model, ktery´ modeluje operace prova´deˇne´ nyneˇjˇs´ımi metodami identifikace proto-
kol˚u. S vyuzˇit´ım simulac´ı a test˚u volneˇ dostupne´ho software (Snort, L7 filter) byly urcˇeny
limity jednotlivy´ch operac´ı. Limituj´ıc´ı byla zejme´na cˇinnost vyhleda´va´n´ı regula´rn´ıch vy´raz˚u,
ktera´ omezuje pouzˇit´ı metod zalozˇeny´ch na vyhleda´va´n´ı signatur pouze na 100 Mb/s s´ıteˇ.
Omezuj´ıc´ı z hlediska 10 Gb/s s´ıt´ı je operace z´ıska´va´n´ı statisticky´ch u´daj˚u o s´ıt’ovy´ch toc´ıch,
ktera´ je potrˇena´ pro identifikaci protokol˚u na za´kladeˇ statisticky´ch vlastnost´ı. Nyneˇjˇs´ı soft-
warova´ rˇesˇen´ı umozˇnˇuj´ı prova´deˇt tuto cˇinnost pouze na 1 Gb/s s´ıt´ıch.
Na za´kladeˇ analy´zy vy´pocˇetn´ı na´rocˇnosti bylo provedeno rozdeˇlen´ı jednotlivy´ch operac´ı
mezi hardware a software s c´ılem akcelerovat identifikaci aplikacˇn´ıch protokol˚u na 10 Gb/s
s´ıteˇ. Na za´kladeˇ tohoto rozdeˇlen´ı byla navrzˇena hardwarova´ architektura sondy pro identi-
fikaci aplikacˇn´ıch protokol˚u. Navrzˇene´ rˇesˇen´ı vycha´z´ı z architektury sondy FlowMon, ktera´
byla rozsˇ´ıˇrena zejme´na o jednotku pro rychle´ vyhleda´va´n´ı regula´rn´ıch vy´raz˚u. Navrzˇeny´
syste´m je schopen vyhleda´vat regula´rn´ı vy´razy azˇ na 10 Gb/s, sb´ırat relevantn´ı statis-
tiky pro prˇesnou identifikaci na za´kladeˇ statisticky´ch vlastnost´ı a s vyuzˇit´ım klasifika´toru
zalozˇene´ho na rozhodovac´ıch stromech dosa´hnout prˇesnosti identifikace aplikacˇn´ıch proto-
kol˚u okolo 95 %.
Navrzˇene´ rˇesˇen´ı lze vyuzˇ´ıt v cele´ rˇadeˇ s´ıt’ovy´ch aplikac´ı jako je trafic shaping, blokova´n´ı
aplikacˇn´ıch protokol˚u, anomaly based IDS syste´my, detekce internetovy´ch cˇerv˚u, exploitu,
malware, bootnet˚u atd. Dalˇs´ı mozˇne´ pouzˇit´ı sondy je popsa´no na konci kapitoly 6.
Vlastnosti navrzˇene´ho rˇesˇen´ı je mozˇne´ da´le zlepsˇovat zvysˇova´n´ım prˇesnosti identifi-
kace protokol˚u d˚ukladneˇjˇs´ı analy´zou prˇena´sˇeny´ch aplikacˇn´ıch dat. Toho lze doc´ılit zejme´na
vyuzˇit´ım TCP reassemblingu a parsova´n´ım neˇktery´ch aplikacˇn´ıch protokol˚u. Da´le je mozˇne´
se zaby´vat take´ problematikou z´ıska´va´n´ı anotovane´ho s´ıt’ove´ho provozu, tak aby jeho pouzˇit´ı
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Atributy s´ıt’ove´ho provozu vhodne´ ke statisticke´ identifikaci aplikacˇn´ıch protokol˚u v s´ıt’ovy´ch
toc´ıch s ohledem na snadnou hardwarovou realizaci.
Cˇ´ıslo Na´zev Popis
atrib.
1 duration Trva´n´ı spojen´ı
2 total packets ab Celkovy´ pocˇet paket˚u pozorovany´ch mezi
klientem a serverem
3 ack pkts sent ab Celkovy´ pocˇet paket˚u s nastaveny´m TCP
ACK bitem pozorovany´ch mezi klientem a serverem
4 pure acks sent ab Celkovy´ pocˇet paket˚u s nastaveny´m TCP
ACK bitem pozorovany´ch mezi klientem a
serverem, ktere´ neobsahuj´ı zˇa´dny´ TCP payload
5 actual data pkts ab Celkovy´ pocˇet paket˚u s alesponˇ jedn´ım
prˇena´sˇeny´m bytem v TCP payloadu pozorovany´ch
mezi klientem a serverem
6 actual data bytes ab Celkovy´ pocˇet byt˚u prˇeneseny´ch mezi
klientem a serverem
7 outoforder pkts ab Celkovy´ pocˇet paket˚u mimo porˇad´ı
prˇeneseny´ch mezi klientem a serverem
8 pushed data pkts ab Celkovy´ pocˇet paket˚u s nastaveny´m TCP
PUSH bitem pozorovany´ch mezi klientem a serverem
9 SYN pkts sent ab Celkovy´ pocˇet paket˚u s nastaveny´m TCP
SYN bitem pozorovany´ch mezi klientem a serverem
10 FIN pkts sent ab Celkovy´ pocˇet paket˚u s nastaveny´m TCP
FIN bitem pozorovany´ch mezi klientem a serverem
11 urgent data pkts ab Celkovy´ pocˇet paket˚u s nastaveny´m TCP
URG bitem pozorovany´ch mezi klientem a serverem
12 urgent data bytes ab Celkovy´ pocˇet byt˚u prˇeneseny´ch v paketu s
nastaveny´m TCP ACK bitem pozorovany´ch mezi
klientem a serverem
13 max win adv ab Maxima´ln´ı velikost window pozorovana´ mezi
klientem a serverem
14 min win adv ab Minima´ln´ı velikost window pozorovana´ mezi
klientem a serverem
15 zero win adv ab Pocˇet paket˚u pozorovany´ch mezi klientem a




16 avg win adv ab Pr˚umeˇrna´ velikost window pozorovana´ mezi
klientem a serverem
17 min data wire ab Minima´ln´ı pocˇet byt˚u v Ethernetovy´ch paketech
pozorovany´ch mezi klientem a serverem
18 mean data wire ab Pr˚umeˇrny´ pocˇet byt˚u v Ethernetovy´ch paketech
pozorovany´ch mezi klientem a serverem
19 max data wire ab Maxima´ln´ı pocˇet byt˚u v Ethernetovy´ch paketech
pozorovany´ch mezi klientem a serverem
20 var data wire ab Rozptyl pocˇet byt˚u v Ethernetovy´ch paketech
pozorovany´ch mezi klientem a serverem
21 min data ip ab Minima´ln´ı pocˇet byt˚u v IP paketech
pozorovany´ch mezi klientem a serverem
22 mean data ip ab Pr˚umeˇrny´ pocˇet byt˚u v IP paketech
pozorovany´ch mezi klientem a serverem
23 max data ip ab Maxima´ln´ı pocˇet byt˚u v IP paketech
pozorovany´ch mezi klientem a serverem
24 var data ip ab Rozptyl pocˇtu byt˚u v IP paketech
pozorovany´ch mezi klientem a serverem
25 min data control ab Minima´ln´ı pocˇet kontroln´ıch byt˚u v paketech
pozorovany´ch mezi klientem a serverem
26 mean data control ab Pr˚umeˇrny´ pocˇet kontroln´ıch byt˚u v paketech
pozorovany´ch mezi klientem a serverem
27 max data control ab Maxima´ln´ı pocˇet kontroln´ıch byt˚u v paketech
pozorovany´ch mezi klientem a serverem
28 var data control ab Rozptyl pocˇtu kontroln´ıch byt˚u v paketech
pozorovany´ch mezi klientem a serverem
29 min IAT ab Minima´ln´ı mezipaketova´ mezera pozorovana´
mezi klientem a serverem
30 mean IAT ab Pr˚umeˇrna´ mezipaketova´ mezera pozorovana´
mezi klientem a serverem
31 max IAT ab Maxima´ln´ı mezipaketova´ mezera pozorovana´
mezi klientem a serverem
32 var IAT ab Rozptyl mezipaketovy´ch mezer pozorovany´ch
mezi klientem a serverem
33-63 -”- ba -”- mezi serverem a klientem
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Prˇ´ıloha B
Uka´zka cˇa´sti rozhodovac´ıho stromu pro klasifikaci s´ıt’ove´ho provozu vytvorˇene´ho programem
See5 s vyuzˇit´ım atribut˚u popsany´ch v prˇ´ıloze A.
pushed_data_pkts_ab > 2:
:...total_packets_ab > 520:
: :...max_win_adv_ab <= 38640: FTP-DATA (98/3)
: : max_win_adv_ab > 38640: DATABASE (4)
: total_packets_ab <= 520:
: :...mean_IAT_ab > 1.824802:
: :...min_IAT_ab > 0.000222:
: : :...zero_win_adv_ab > 0: WWW (2)
: : : zero_win_adv_ab <= 0:
: : : :...max_IAT_ab <= 76.92414: P2P (120/4)
: : : max_IAT_ab > 76.92414: MULTIMEDIA (4/1)
: : min_IAT_ab <= 0.000222:
: : :...max_win_adv_ab > 17040:
: : :...max_data_wire_ab <= 83: FTP-CONTROL (2)
: : : max_data_wire_ab > 83: MAIL (46/7)
: : max_win_adv_ab <= 17040:
: : :...min_win_adv_ab <= 12328: FTP-CONTROL (7/1)
: : min_win_adv_ab > 12328:
: : :...pure_acks_sent_ab <= 2: MULTIMEDIA (2)
: : pure_acks_sent_ab > 2: P2P (4)
: mean_IAT_ab <= 1.824802:
: :...pure_acks_sent_ab <= 3:
: :...min_IAT_ab <= 0.000196:
: : :...actual_data_bytes_ab > 118446:
: : : :...min_win_adv_ab > 20426: MAIL (24)
: : : : min_win_adv_ab <= 20426:
: : : : :...max_win_adv_ab <= 16560: P2P (3/1)
: : : : max_win_adv_ab > 16560: FTP-DATA (4)
: : : actual_data_bytes_ab <= 118446:
: : : :...pushed_data_pkts_ab > 5: MAIL (2504/9)
: : : pushed_data_pkts_ab <= 5:
: : : :...FIN_pkts_sent_ab > 2: FTP-DATA (4)




Polozˇky hlavicˇek protokol˚u na L2-L3 vrstveˇ potrˇebne´ k identifikaci protokol˚u. Vybrane´
polozˇky jsou serˇazeny do jednotlivy´ch kategori´ı. Do polozˇek nejsou zahrnuty informace
o de´lce a zacˇa´tku jednotlivy´ch vrstev ISO/OSI, ktere´ se mus´ı dopocˇ´ıtat v za´vislosti na
typech protokol˚u. Pro vy´pocˇet statisticky´ch vlastnost´ı jsou take´ pouzˇity polozˇky uvedene´
v jiny´ch kategori´ıch (de´lky jednotlivy´ch vrstev, tcp flags atd.)
Cˇ´ıslo Na´zev Velikost Popis
polozˇky. [bit]
Identifikace toku
1 ipv4 protocol 8 Typ protokolu na vysˇsˇ´ı vrstveˇ
ipv6 next header
2 ip src ip 32 / 128 Zdrojova´ IP adresa
3 ip dst ip 32 / 128 C´ılova´ IP adresa
4 tcp udp src port 16 Zdrojovy´ port
5 tcp udp dst port 16 C´ılovy´ port
IPv4 fragmentace
6 ipv4 identification 16 Identifikace fragmentu
7 ipv4 flags 3 Informace o fragmentaci
8 ipv4 fragment offset 13 Umı´steˇn´ı fragmentu ve slozˇene´m paketu
Skla´da´n´ı TCP tok˚u
9 tcp seq number 32 TCP sequence number
10 tcp ack number 32 TCP acknowledgment number
11 tcp control bits 6 TCP Flags (U,A,P,R,S,F)
Statisticke´ vlastnosti
12 tcp window 32 Window size
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Prˇ´ıloha D
Namapova´n´ı jednotky pro vyhleda´va´n´ı regula´rn´ıch vy´razu na cˇip Virtex2 Pro (xc2vp50).

























































Virtex2 Pro (xc2vp50) Throughput
30 RegExp (762 states)
30 RegExp (pipelined)
60 RegExp (2156 states)
60 RegExp (pipelined)























Virtex5 LX (5VLX110) Throughput
30 RegExp (762 states)
30 RegExp (762 states) (pipelined)
60 RegExp (2156 states)
60 RegExp (2156 states) (pipelined)
120 RegExp (3458 states)
120 RegExp (3458 states) (pipelined)





















Virtex2 Pro (xc2vp50) Slice occupation
30 RegExp (762 states)
30 RegExp (pipelined)
60 RegExp (2156 states)
60 RegExp (pipelined)

























Virtex5 LX (5VLX110) Slice occupation
30 RegExp (762 states)
30 RegExp (762 states) (pipelined)
60 RegExp (2156 states)
60 RegExp (2156 states) (pipelined)
120 RegExp (3458 states)
120 RegExp (3458 states) (pipelined)



























Virtex2 Pro (xc2vp50) Throughput[Mbps]/Slice
30 RegExp (762 states)
30 RegExp (pipelined)
60 RegExp (2156 states)
60 RegExp (pipelined)


























Virtex5 LX (5VLX110) Throughput[Mbps]/Slice
30 RegExp (762 states)
30 RegExp (762 states) (pipelined)
60 RegExp (2156 states)
60 RegExp (2156 states) (pipelined)
120 RegExp (3458 states)
120 RegExp (3458 states) (pipelined)
Obra´zek 7.4: Pomeˇr propustnost / vyuzˇite´ zdroje
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