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The structure functions F2 p and/z 2 ~ measured by deep inelastic muon scattering at incident energies of 90 and 280 GeV are 
presented. These measurements cover a large kinematic range, 0.006 ~< x~< 0.6 and 0.5 ~< Q2 ~< 55 GeV 2, and include the first precise 
data at small x, where large scaling violations are observed. The data agree with earlier esults from SLAC and BCDMS but exhibit 
differences with respect o those of EMC-NA2. Extrapolations to small x of recent phenomenological p rton distributions are 
shown to disagree with the present results. 
I. Introduction 
The nucleon structure funct ion F2(x, Q2) reflects 
the momentum distr ibution of  quarks in the nucleon, 
an important  aspect of  its internal structure. The Q2 
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dependence of  F2 can be used to determine the scale 
parameter  of  QCD and the momentum distr ibut ion 
of  the gluons. In addit ion, the value of  F2 at low x 
determines the reaction rates to be expected at very 
high energy coll iders such as LHC and SSC. Knowl-  
edge of the structure function of  the proton (F  ~ ), and 
the deuteron (F~)  has steadily improved in recent 
years, due to deep inelastic electron and muon scat- 
tering exper iments [ 1-5 ], but signif icant discrepan- 
cies between some of these results remain. In this let- 
ter we present new precise results for the structure 
functions, F2 p and F2 d, measured in a deep inelastic 
muon scattering experiment.  
In the deep inelastic scattering of  a muon from a 
nucleon, the differential  cross section for one-photon 
exchange can be written in terms of the nucleon 
structure function, F2 (x, Q2), and the ratio of  longi- 
tudinal ly to transversely polarised virtual photon ab- 
sorpt ion cross section, R (x, Q2), as 
d20.(x, Q2) 4/r0~2 F2(x ' Q2) 
dx dQ 2 - Q2 x 
( Q2 y2+Q2/E2 ) 
× 1-y-- -~+2[l+R(x,  Q2)]. , (1) 
where -Q2  is the four -momentum transfer squared 
and E is the energy of  the incident muon. The two 
scaling variables x and y are def ined as x= Q2/2Mv 
and y= u/E, where u is the energy of  the virtual pho- 
ton and M the proton 
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The spectrometer was an upgraded version of the 
EMC apparatus [6,7]. Improvements relevant to this 
analysis are described below; further details can be 
found in refs. [8,9]. 
The proton and deuteron structure functions were 
measured simultaneously using two similar pairs of 3 
m long targets exposed alternately to the beam. In one 
pair the upstream target was liquid hydrogen and the 
downstream target liquid deuterium, while in the 
other pair the order was reversed. The acceptance of
the spectrometer was significantly different for the 
upstream and downstream targets, giving two sepa- 
rate determinations of the structure function for each 
material. The simultaneity of the measurements 
greatly reduced the uncertainty of the relative nor- 
malisation between the proton and deuteron struc- 
ture functions. 
The integrated incident muon flux was measured 
by two different methods. In addition to the method 
of the EM Collab. [ 10] which used a random trigger 
to sample the beam, a new trigger was installed. The 
total numbers of counts in two planes of the scintil- 
lator hodoscopes used to determine incident beam 
tracks were recorded, and prescaled to form this trig- 
ger. In both methods the beam tracks present in the 
triggers were reconstructed off line, in the same way 
as for scattered muon triggers, in order to determine 
the integrated useable flux. In this way hodoscope and 
reconstruction efficiencies were taken into account. 
A statistical precision of 1% could be achieved with 
the second method in a few hours of data taking. 
Uncertainties in the incident and scattered muon 
momenta re important sources of systematic error. 
The beam momentum easurement system (BMS) 
was calibrated to an accuracy of + 0.2% at both 90 
and 280 GeV, using a purpose built spectrometer 
[ 11 ]. At both energies, the main spectrometer mag- 
net (FSM) was calibrated against the measured 
masses of the J /~ and K ° mesons to an accuracy of 
_+ 0.2%. The relative calibration of the BMS and FSM 
for the 280 GeV data was checked in a series of ded- 
icated runs with a system of specially installed silicon 
microstrip detectors. 
During four periods of data taking at 280 GeV, 
11.5 × 106 triggers were recorded, whilst at 90 GeV, 
5.8 x 106 triggers were taken during one period. The 
following selections and cuts were applied to the data. 
The longitudinal position of the reconstructed inter- 
action vertex was required to be within one of the tar- 
gets. Since beam defining veto hodoscopes had aper- 
tures of 3 cm radius, whilst the target cells were 5 cm 
in radius, the beam was well contained laterally within 
the target material. To eliminate muons from ~ and 
K decays, the scattered muon was required to have a 
momentum larger than 15 (40) GeV/c in the 90 
(280) GeV data set. In order to remove regions of 
rapidly varying acceptance, minimum scattering an- 
gles were imposed of 13 mrad in the upstream and 15 
mrad in the downstream targets. Events with z, less 
than 7 (30) GeV in the 90 (280) GeV data were re- 
jected to ensure good resolution in z,. A requirement 
ofy < 0.9 removed kinematic regions where radiative 
contributions are large. For a given x bin, those O2 
points whose acceptance was less than 30% of the 
maximum in that bin were removed. 
It was found that some of the large drift chambers 
used to reconstruct the tracks of the scattered muon 
suffered inefficiencies due to large event-related 
background. These chambers (W45, quoted in ref. 
[6] ) were not used in the results presented here be- 
cause these inefficiencies are not fully understood. 
The spectrometer's acceptance is then limited by the 
size of the smaller proportional chambers at the same 
position (P45, quoted in ref. [ 7 ] ). 
After all cuts there remained 270000 (131 000) 
events on hydrogen, and 561 000 (267 000) events 
on deuterium at 90 (280) GeV. It was checked that 
imposing more restrictive kinematic cuts did not 
change the final F2 values significantly. The kine- 
matic region covered is 0.006~<x~<0.6 and 0.5~< 
Q2 ~< 55 GeV 2. The use of tracks reconstructed in P45 
rather than W45 limits the high Q2 range of each data 
set; consequently, atpresent here is no overlap be- 
tween the results from the two energies. 
3. Structure function analysis 
An iterative method was employed to extract he 
structure functions. In this method the spectrometer 
acceptance was determined with a Monte Carlo sim- 
ulation; each accepted Monte Carlo event was 
weighted with the inclusive cross section, i.e. the one- 
photon exchange cross section together with contri- 
butions from radiative and other higher order pro- 
cesses. These weights were computed from an initial 
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choice of F2 and a fixed parametrisation f R [ 12 ]. 
A comparison of the normalised yields of data and 
accepted Monte Carlo events permitted new values 
of F2(x, Q2) to be determined. Parametrisations of
the new F2 values were used to recompute the one 
photon cross section and the radiative contributions 
for use in the subsequent iteration. The procedure was 
repeated until the values of F2 changed by less than 
0.2% - typically after two or three iterations. 
The initial F2 and the form of the parametrisation 
was that of Appendix A in ref. [8]. In its use here 
only the 8 parameters describing the deep inelastic 
region were fitted, while the parametrisation of the 
resonance region was kept fixed. To check that the 
results did not depend on the initial values of the pa- 
rameters, the procedure was repeated starting from a 
markedly different F2; using that of calcium arbitrar- 
ily multiplied by 0.9 gave structure functions that 
differed by less than 0.1% after three iterations. The 
sensitivity of the results to the form of the parame- 
trisation was checked by repeating the procedure us- 
ing the 15 parameter function of ref. [ 13 ]. The dif- 
ferences in the resulting F2 due to the functional form 
were negligible verywhere except in the lowest x bin 
where they were up to 2%. The differences were used 
point by point as an estimate of this systematic error. 
With the present data a determination of R is not 
possible and it was taken to be that given by the par- 
ametrisation of ref. [ 12 ], which includes the low x 
data of CDHSW [ 14 ]. The Q2 behaviour of the par- 
ametrisation at low x is consistent with a calculation 
based on a model due to Nikolaev and Zakharov 
[ 15 ]. To calculate the radiative contributions to the 
cross section, rife parametrisation f R which is valid 
down to Q2=0.35 GeV 2, has to be extrapolated to 
lower values of Q2. We assumed it to be constant with 
an uncertainty of 100%. 
The radiative contributions to the cross section 
were calculated using the method of Akhundov, Bar- 
din and Shumeiko [ 16 ]. This procedure contains the 
most complete treatment of higher order corrections 
available. The inputs to the calculation were taken 
from recent descriptions of available data as dis- 
cussed in ref. [8 ]. In the kinematic range of the pres- 
ent measurement the largest radiative contributions 
to the cross section are less than 35%. 
For the proton the calculation of the radiative ef- 
fects at low x has been checked by Bardin against a 
calculation developed for HERA [ 17 ] and found to 
be in good agreement. The procedure was compared 
with that of Mo and Tsai [ 18 ] with the inclusion of 
vacuum polarisation by quark and r loops and elec- 
troweak interference terms. The differences between 
the results from the two schemes were always less than 
2% [ 19 ]. The change of radiative correction scheme 
has a negligible ffect on the previously published nu- 
cleon structure function ratio [8,20] where the Mo 
and Tsai approach without the above mentioned 
terms was used. 
In order to determine the systematic error on i;2 
due to the inputs to the radiative contribution calcu- 
lation, the prescription described in ref. [ 8 ] was fol- 
lowed. The contributions were recalculated with all 
inputs moved to the limits of their uncertainties in 
the direction that maximised the change in the cor- 
rection and the structure functions redetermined. The 
dominant contributions to the error are the uncer- 
tainty on R(x, Q2), the parametrisation of the pro- 
ton form factor and the suppression factor for deuter- 
ium. The value of R was changed both in the 
calculation of the one-photon exchange cross section 
(eq. ( 1 ) ) and in the calculation of the radiative con- 
tributions. The resulting difference in the structure 
functions was about 3% (1.5%) for F p (F~) at the 
lowest x, becoming negligible above x=0.05. The 
difference at each (x, Q2) point was taken as the con- 
tribution to the systematic error. 
In the Monte Carlo simulation used to determine 
the acceptance only the incident and scattered muons 
(but no hadrons) were tracked, and hits in the detec- 
tor were generated using parametrisations of the 
measured efficiencies of the trigger hodoscopes and 
tracking chambers. A sample of Monte Carlo events 
equivalent in size to that of the data was generated 
and passed through the reconstruction programs. In 
the extraction of the structure functions, differences 
between data and Monte Carlo are attributed to the 
difference between the true and assumed structure 
functions. Therefore, we have checked that the 
acceptance is well described by the simulation. This 
was done by comparing distributions of data and 
Monte Carlo events in variables not, or only weakly, 
related to x and Q2, for example the azimuthal angle 
of the scattered muon. The account for changes in the 
detector, the acceptance was determined separately 
for each period of data taking. 
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Reconstruction losses correlated with multiplicity 
in the chambers were determined with a further de- 
tailed Monte Carlo simulation in which the genera- 
tion of the complete final state was made. The LUND 
hadron generator [21 ] was used to generate the pri- 
mary hadrons. These were allowed to decay and in- 
teract, and the full development of hadronic and 
electromagnetic showers produced in the apparatus 
was simulated with the GHEISHA program [ 22 ]. The 
reconstruction i efficiencies were determined by 
comparing events reconstructed both with and with- 
out the inclusion of the simulated backgrounds and 
were evaluated independently for the 90 an 280 GeV 
data. No significant difference was observed between 
the inefficiency for the upstream and the down- 
stream target events, or for hydrogen and deuterium 
events. The inefficiency was observed to be strongly 
correlated with the total multiplicity in the cham- 
bers. The multiplicities observed in the detectors were 
well reproduced by the simulation, except for those 
in the W45 drift chambers. For this reason these 
chambers were not used in the present analysis. The 
reconstruction i efficiencies were parametrised asa 
function of y and the data corrected. The correction 
was zero for y<0.2, rising linearly to 5% (8%) at 
y=0.85 for the 90 (280) GeV data. The small differ- 
ences observed in the multiplicities between the data 
and Monte Carlo event samples were used to esti- 
mate the uncertainty on the correction. The conse- 
quent systematic error on F2 decreases from 1% (1%) 
ofF2 at the lowest x for the 90 (280) GeV data, to 
0.5% (0.8%) for x>0.03. 
The accuracy of the acceptance determination was 
estimated from a comparison of structure functions 
measured separately in the upstream and down- 
stream targets. They were fitted independently with 
the 8-parameter functional form described above. The 
differences between the fits were up to 4% at the low- 
est x and between 1% and 2% elsewhere. At each (x, 
Q2) point half of the difference between the two fit 
?D proton / × = 0 008 NMC NMC 
- t" f ~  × = 009 • 90GeV ,~ (x 4.0] ¢::::~'~:~ (x75)  
L" O 280 OeV /~ ~ = 0.0125 9 
=011 
% (x~2)  ~ ~ ×52) 
~ ~ O I11 X = 0 ]4 X ~ 00175 o O 
J "  (X25)  ~ (X37)  
x 0 . x=018 
× = 0225 
x 5 (x17)  
0 x = 0275 
o ~ (x12)  
.  oo7o t 
~ (x 1 0} 0 1 proton × =o5o 
(x l0 )  
• 90 Ge~ 
,~  0 280  GeV 
1 10 1 10 100 
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Fig. 1. The proton structure function F~. In the figure the data in each x bin have been scaled by the indicated factor for clarity. The 
filled symbols represent the 90 GeV data, the open symbols the 280 GeV data. The errors bars represent the statistical errors, the bands 
the total systematic error excluding the normalisation error of 1.6% (2.6%) of the 90 (280) GeV data. 
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values was taken as a contribution to the systematic 
error. 
The data from the four 280 OeV periods were found 
to be consistent, apart from some overall normalisa- 
tion differences. The structure functions from the in- 
dividual periods were averaged, and the normalisa- 
tion spread of +2% was included in the overall 
normalisation error. For the single period of 90 GeV, 
the consistency of the data was checked by splitting 
the period into five parts. A similar normalisation 
spread of _+ 1% was thus estimated. Hence the rela- 
tive normalisation u certainty ofthe 90 GeV with re- 
spect o the 280 GeV data is _ 2.2%. The uncertainty 
in the relative normalisation of F~ with respect o 
F2 d is negligible. 
The data were normalised to the average of the two 
measurements of the integrated incident muon flux. 
These were found to differ by 1.3%, with the random 
trigger method systematically measuring a smaller 
flux than the scaler method. This difference does not 
affect the relative normalisation of the 90 and 280 
GeV data sets; half of it was combined with the above 
normalisation spreads to give total normalisation er- 
rors of 1.6% and 2.6% for the 90 and 280 GeV data, 
respectively. 
The data were corrected for a 3.1% contamination 
of the deuterium with HD molecules. The NMC 
measurement of F~/F~ [8] was used to determine 
the correction, which varied from 1% at the lowest x, 
to 0.5% at x = 0.5, with negligible rror. The amount 
of non-target material within the vertex cuts and the 
subsequent contamination of the event sample was 
negligible. 
4. Results 
The structure functions are shown versus Q2 for 
each bin in x in figs. 1 and 2 ~. The data clearly ex- 
~ The values ofF2 and the errors are tabulated inref. [23]. 
i , = o 09 
0 280  GeV ~j l  
x=00125 
, ) !1  
/ x - 00175 
, ,  ~- - -  (~3/ )  
1 , ~ = 0 025  
{ ' 2b j  
j J  
, '7  
4 / f~- : i :~  -~: :I' <: ~_~_  ~_ ~ . . . .  , :,:,, 
t ", 1 2 ', 
, i o  ; 
+ , ~ o o,o i -  
~g: : : :~  (×!o)  01  deuterc ,  r~ - ~ 
[ 0 280  ,.he',,/ -~  : ~ I :J 
1 10  1 I 0 t O0  
O' (Cev '  ~) O ' ,  C,<~,~, :) 
Fig. 2. The deuteron structure function Y~. In the figure the data in each x bin have been scaled by the indicated factor for clarity. The 
filled symbols represent the 90 GeV data, the open symbols the 280 GeV data. The error bars represent the statistical errors, the bands 
the total systematic error excluding the normalisation error of 1.6% (2.6%) of the 90 (280) GeV data. 
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hibit the scaling violations expected from perturba- 
rive QCD. The slopes, d ln F2 /d ln  Q2, are strongly 
positive at low x and become negative at larger val- 
ues of x. In figs. 1 and 2 the error bars represent the 
statistical errors. The systematic errors due to the ra- 
diative corrections, incident and scattered muon en- 
ergy calibrations, reconstruction i efficiency, func- 
tional form of the parametrisation a d the acceptance 
uncertainty were added in quadrature and are shown 
as the bands. These bands are plotted relative to the 
function fitted to the data as described above. It 
should be noted that these errors are correlated be- 
tween energies and materials, and the reader is re- 
ferred to ref. [23] for details. The overall normalis- 
ation uncertainty is not included in the error bands. 
The data used in the present analysis are a subset 
of those presented in ref. [8 ] for the measurement of
F~/Fr~(=2F'~/F p-  1). The ratio " P F2/F2 from the 
present analysis is consistent with that presented in 
ref. [8], albeit with larger statistical errors. In the 
evaluation of the Gottfr ied sum from the ratio 
n P F2/F2 [20], we used for F d a fit to the then avail- 
able world data. I f  the presently determined F2 d had 
been used in that analysis, the value of the Gottfr ied 
sum in the measured range would be 0.234 + 0.008, 
where the error is statistical only. This is in agree- 
ment with the published value. Furthermore, the 
Gottfr ied sum obtained irectly from F~ and F2 d was 
found to be consistent with the result given in ref. 
[ 20 ], over the presently measured range. 
In figs. 3-5 the deuteron results are compared to 
those from previous experiments. The error bars 
shown in these figures are the quadratic sums of the 
statistical and systematic errors of each experiment, 
excluding the normalisation errors. 
Fig. 3 shows very good agreement between the 
present data and those of both SLAC [5] and 
BCDMS [4 ]. The present data cover part of the Q2 
region of each of the other experiments, and extend 
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Fig. 3. The present F2 d (filled symbols) compared with those of SLAC (triangles) and BCDMS (squares). The SLAC and BCDMS data 
were rebinned to the NMC x bins. The error bars represent the quadratic sum of the statistical nd systematic errors. The curve is the 
result of the fit of the 15-parameter function to all three data sets including data at x> 0.5 not shown in this figure. 
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Table 1 
The parametrisation fF~, F~. This function is strictly valid only 
in the kinematic range of the NMC, SLAC and BCDMS data. 
( ln{Q'/A2))"(~, (1 + C(x)] 
F2{x, Q2)=A(x) \ ~ /  Q2 ,], 
Q2 =20 GeV2, A=250 MeV, 
A(X) =xal( 1 - x)"~[as +a4( 1 -x )  +a~( 1 --x) 2 
+a6(1-x)3+a7(1--x) 4] , 
B(x) =bl +b2x+b3/(x+b4) , 
C(  X ) =ClX'~'C2X2"~'C3X3"~'C4 x4 ,
Parameter Proton Deuteron 
al -0.1011 -0.0996 
a2 2.562 2.489 
a3 0.4121 0.4684 
a4 -0.518 - 1.924 
a5 5.967 8.159 
a6 - 10.197 - 10.893 
a7 4.685 4.535 
b~ 0.364 0.252 
b2 -2.764 -2.713 
b3 0.0150 0.0254 
b4 0.0186 0.0299 
c~ - 1.179 - 1.221 
c2 8.24 7.50 
c3 -36.36 -30.49 
c4 47.76 40.23 
the result of  a fit to the three data sets using the 15- 
parameter  funct ion discussed above (see table 1 ). 
The EMC-NA2 data [ 2 ] have recently been re-an- 
alysed [ 24 ], using the QCD predict ion for R in place 
of  the R = 0 assumed in the original analysis ~2. These 
deuteron data are compared with the present results 
as a function o fx  for two different values o fQ  2 in fig. 
4. The SLAC and BCDMS data are also shown for 
comparison.  Systematic differences with EMC of up 
to 20% at low x are seen. In the light of  the studies 
made of the reconstruction losses in the large drift 
chambers (W45)  it seems likely that the discrepan- 
cies at low x are due to such inefficiencies affecting 
the EMC data. 
A compar ison with previously publ ished proton 
,2 In this re-analysis by Bazizi and Wimpenny, additional un- 
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Fig. 4. The present F2 a compared with those of the re-analysed 
EMC-NA2 data, and those of SLAC and BCDMS, at a Q2 of 5 
and 20 GeV 2. Only those x points within the measured ranges of 
each experiment are shown (i.e. with no Q2 extrapolations). The 
error bars represent the quadratic sum of the statistical and sys- 
tematic errors. 
data [ 1,3,5 ] leads to similar conclusions. 
Finally, in fig. 5 the deuteron data are plotted ver- 
sus x for several bins of  Qz together with the EMC-  
NA28 low x measurement  [7], and the SLAC data 
[ 5 ]. The EMC-NA28 data are in fair agreement with 
the present data. O f  interest in this figure is the clear 
x- independence of the structure functions for Q2 < 2.5 
GeV z and x< 0.1 as expected from a simple Regge 
theory. 
The low x behaviour  of  the structure funct ions (or 
the parton distr ibut ions) is important  in determin-  
ing the reaction rates to be expected in future exper- 
iments at higher energies (LHC,  SSC). In fig. 6 the 
present F~ is shown compared to those calculated 
from recent phenomenological  parton descriptions, 
at Q2=5 GeV 2. The curves shown in the figure cor- 
respond to the recommended parametr isat ions ( ee 
ref. [26] )  of  Kwiecifiski et al. (KMRS-B0)  [27],  
Morf in and Tung (MT-S1)  [28 ]. These parametris-  
ations were constrained by precise data above x = 0.07 
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Fig. 5. The present F ~ compared with those of EMC-NA28 and SLAC as a function of x at several values of Q2. The error bars represent 
the quadratic sum of the statistical nd systematic errors. 
but fail to describe the low x behaviour of the present 
data. Also shown is the result of a model (in part con- 
strained by experimental data) due to Gliick et al. 
(GRV) [29]. This gives a fair description of the 
present data. 
5. Conc lus ions  
We have presented new measurements of proton 
and deuteron structure functions over a wide kine- 
matic range: 0.006~<x40.6 and 0.54q2~<55 GeV 2. 
The data exhibit logarithmic scaling violations clown 
to small values of x, even at low Q2. In the range of 
overlap with the previous SLAC and BCDMS data 
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Fig. 6. Recent phenomenological descriptions ofF~ (KMRS-B0 
[27 ], MT-SI [28 ], GRV [29 ] ) compared with the present data. 
good  agreement  is observed  between the three  exper -  
iments .  C lear  k inemat ics  dependent  d i f fe rences  w i th  
the  EMC-NA2 data  are seen. Recent  parametr i sa -  
t ions  o f  par ton  d i s t r ibut ions  fai l  to descr ibe  the x de-  
pendence  o f  the  s t ructure  funct ions  be low x= 0.07. 
The  in terpretat ion  o f  the  present  data  in te rms o f  
QCD wil l  fo l low in a fu ture  communicat ion .  
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