Field Theory of Reaction-Diffusion: Mass Action with an Energetic
  Variational Approach by Wang, Yiwei et al.
Field Theory of Reaction-Diffusion: Mass Action with an Energetic
Variational Approach
Yiwei Wang,1, a) Chun Liu,1, b) Pei Liu,2, c) and Bob Eisenberg1, 3, d)
1)Department of Applied Mathematics, Illinois Institute of Technology, Chicago, IL 60616,
USA.
2)School of Mathematics, University of Minnesota, Minneapolis, MN 55455, USA.
3)Department of Physiology and Biophysics, Rush University, 1750 W. Harrison,
Chicago IL 60612.
We apply a systematic variational description to general mass action kinetics of chemical reactions with
detailed balance using an energetic variational approach. Our approach starts with an energy-dissipation
law of a chemical reaction system. We show that the dynamics of the system is determined by the choice of
the dissipation. This approach enables us to couple chemical reactions that are localized by enzymes with
other effects, such as diffusion and drift in an electric field. As an illustration, we apply our approach to a
non-equilibrium reaction-diffusion system in a specific but canonical set-up. We show by numerical simulation
that the input-output relation of such a system depends on the choice of dissipation.
I. INTRODUCTION
Many biological system can be abstractly represented
as biological networks, in which chemical reactions are
catalyzed by enzymes and combined to perform many of
the functions of life. Examples include metabolic path-
ways and the electron transport chain that power life, in
photosynthesis and by oxidative phosphorylation.1,32 In
these systems, chemical reactions are combined in net-
works analogous to networks of electrical circuits: en-
zymes localize individual reactions (as well as catalyze
them). Reactions in biology occur in different physical
locations, so the products of one enzyme’s reaction move,
by diffusion (and perhaps migration and convection), to
become reactants for the reaction catalyzed by an enzyme
in a different location.
Here we try to link chemical reactions using the ap-
proach of electrical engineering, as in Ref. 1. We describe
each reaction as a separately defined device (loosely
speaking) with an input and output and its own input-
output relations. We think of enzymes as two terminal
devices, as diodes, that move reactants into products,
from one chemical state to another, much as channels
are diodes that move ions from one physical location to
another through a reaction path.11 We do not try to con-
struct a single reaction-diffusion system of partial dif-
ferential equations, just as engineers do not describe an
amplifier by a single grand partial differential equation.
In our approach, the output of one reaction is one of
the inputs of another reaction, after the chemical species
involved diffuse from one location to another. The out-
put of one device can be connected to the input of an-
other device using the theory of networks particularly
the beautifully neat matrix form that describes two port
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networks and their connections, some much more com-
plicated than simply connecting outputs to inputs. The
two port formulation avoids the need to solve different
coupled differential equations for each network configu-
ration.
The chemical species can be moved by many types of
forces and flows, so the partial differential equations of
one type of field interact with those of another. In order
to describe a complex biological system, which couples
chemical reactions with other mechanical mechanisms,
we turn to the theory of complex fluids, and its varia-
tional formulation, energetic variational approaches (En-
VarA), to describe these interactions because of its suc-
cess in dealing with otherwise intractable problems. As
a first step, this paper embeds the classical description
of simple chemical reactions into the theory of complex
fluids, hoping this interdisciplinary interchange will bring
new insight, questions, and techniques to both fields.
Since the 1950’s, there has been a huge
amount of work devoted to understand the
mathematical structure of chemical reaction
systems,2,3,12,14,15,19,20,24,29–31,39,40,42,45,46 most of them
are equilibrium treatments that focus on isothermal,
closed system. Recently, there has been growing interest
in studying chemical reactions in open systems,37 since
in living cells, chemical reactions are connected by
sharing their products and substrates.32
One of the goals of this paper is to provide a seamless
and expository extension of the equilibrium treatments
of chemical reactions to non-equilibrium open systems
with diffusions and boundary effects. We adapt and ex-
ploit the theory of complex fluids10,16,26 that has dealt
with flows in systems with many components successfully
for many years. The components of complex fluids of-
ten each have internal structures and dynamics and the
theory of complex fluids deals with these as well. Un-
like most previous work, which starts with equations and
then establishes an energy-dissipation relationship, or
gradient flow structure for reaction or reaction-diffusion
systems,17,19,29,30 we start with a chemical reaction and
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2derive the appropriate equations by using a variational
structure of some generality.
More specifically, in our model, the species of ions (and
solvent) in electrolyte solutions are the components of the
complex fluid. We treat all chemically reactive species as
ideal gases, so the entropy of each component is that of
an ideal gas. The non-equilibrium free energy F of the
ideal gas also includes an internal energy used to describe
their ability to enter into chemical reactions. [For us, a
chemical reaction is one in which covalent bonds change
and the spatial distribution of electrons in the products
is not a small perturbation of that in the reactants.] Our
treatment is always non-equilibrium, so F includes the
effects of friction, coupling of flows of different species, as
well as the effects of multiple fields, e.g., concentration
fields (diffusion) and electrical fields (migration). The
extension to systems with variable temperature is well
underway using the methods in Ref. 28. We provide a
variational version of the theory of complex fluids because
it guarantees a consistent mathematical formulation, in
which all variables satisfy all equations, of all fields, and
their boundary conditions.
Expanding on previous work, we show that the chem-
ical reactions are driven by the difference of internal en-
ergy between “reactants” and “products”, and the dy-
namics of the system is determined by the choice of dis-
sipation, which can be obtained from experimental mea-
surements. As an application, we apply our approach to
a model system, which can be viewed as abstract of a
building block of biological networks with the input and
the output. Our analysis shows that the input-output
relation of such a system depends on the choice of dissi-
pation.
II. SET-UP OF AN OPEN SYSTEM
!"#$$%&
FIG. 2.1: Setup of an open system
In this section, we first give the set-up of our model
system. In this system. a narrow channel connects two
bath, as shown in Fig. 2.1. We assume the chemical
reaction
αA + βB −−⇀↽− γC (2.1)
happens inside the channel, and the average concentra-
tion of A and B in the left bath can be maintained by
the boundary condition. The species in the left bath are
sources, and the species in the right bath are outputs.
The chemical reaction is the “transfer function”. This
system can be viewed as an abstract representation of
one component of a complex biological networks, a en-
zyme that localizes a particular chemical reactions and
moves the reactants into products.
III. FIELD THEORY OF REACTION-DIFFUSION
First, we apply a systematic variational description to
general mass action kinetics of chemical reactions with
detailed balance by an energetic variational approach.
Our expository description is built on a great deal of
pioneering work on this area.2,8,14,15,22,29,42
The classical deterministic description of chemical re-
actions is the law of mass action, which states that the
rate of a reaction is proportional to the concentrations of
the reactants and the proportionality constant k is called
the rate constant.6,22 This approach originally arises from
the treatment of ideal gases,44 where molecules/atoms
only interact when they collide. For example, consider a
single reversible reaction, which occurs in both forward
and reverse directions,
αA + βB
kf−−⇀↽−
kr
γC, (3.1)
the reaction rate of this chemical reaction is defined by
r = rf − rr = kf [A]α[B]β − kr[C]γ , (3.2)
according to the law of mass action.22 Here kf and kr
are rate constants for forward and reverse directions, α,
β and γ are stoichiometric coefficients, and [A], [B] and
[C] are concentrations (i.e., number densities) of species
A, B and C. Hence, the concentrations satisfy a system
of ordinary differential equations
d[A]
dt = −α(kf [A]α[B]β − kr[C]γ)
d[B]
dt = −β(kf [A]α[B]β − kr[C]γ)
d[C]
dt = γ(kf [A]
α[B]β − kr[C]γ).
(3.3)
At an equilibrium, in which the concentrations are not
changing, we have
[A]eq[B]eq
[C]eq
=
kr
kf
, Keq, (3.4)
where Keq =
kr
kf
is called the equilibrium constant.
Although the law of mass action has been widely used,
as aptly pointed out in Ref. 22, “the law of mass action
is not a law in the sense that it is inviolable, but rather
is a useful model, much like Ohm’s law or Newton’s law
of cooling.” Moreover, the law of mass action is mostly
3used in equilibrium treatments of chemical reactions and
so does not immediately apply to the biological and elec-
trochemical systems in which physical chemistry finds
some of its most important applications. Equilibrium
treatments assume that the system will reach a chemical
equilibrium, in which each reversible reaction in the sys-
tem is in detailed balance, in which each species has zero
flow .
Non-equilibrium treatments require significant exten-
sion to deal with flow, involving new variables and the
field equations that describe the new variables, along
with boundary conditions, some within and others on
the edge of the system. Most of biology and nearly all
of electrochemistry occurs in systems with large flows
and significant dependence on friction. Friction is always
present in condensed phases like biological solutions, be-
cause there is so little empty space between molecules.
Unaccountably, many collisions of molecules occur in
any chemical reaction on the biological time scale. The
macroscopic effect of these collisions is friction. It has
been a challenge to couple the law of mass action with
these effects. The extension of the law of mass action re-
quires a variational description to the law of mass action.
A. Free energy and equilibrium constant
Before we introduce the variational formulation to
chemical reactions, we first give the form of the non-
equilibrium free energy F for chemical reactions with de-
tailed balance. Such free energy has been given in lit-
erature in various equivalent forms.2,8,14,29,36,42 Here we
present a form that treats each species in chemical re-
actions as “ideal gases” with internal energy. The inter-
nal energy is determined by the atomic structure of the
molecule,38 which might be calculated by quantum chem-
istry, in the case of no interactions with other atoms or
molecules. Then we can adopt energetic variational ap-
proaches (EnVarA), which are widely used in modeling
complex fluids,10,16,26 to show that the concentration of
each component is a function of the difference of internal
energy.
The mechanisms of chemical reactions can be very
complicated, as the chemical bonds break and form. In
our EnVarA description, we ignore these mechanisms by
treating the molecules (which are sometimes bare atoms,
of course) as objects in a complex fluid that have internal
energies given by their internal structure and their inter-
nal dynamics. These energies can either be measured
experimentally, or computed by electronic structure cal-
culations. Since in a certain sense the internal energy of
the electrons of a molecule or atom is electrostatic (once
the spatial distribution and correlations of the electron
orbitals is determined from quantum calculations), it is
natural to include this term as an energy of a species. Our
system then falls naturally in the class of complex fluids,
studied by the theory of complex fluids26. What is im-
portant here is that we assign an internal energy to each
molecule–really to each molecular or atomic species–that
acts as an input to our further calculations. In our model,
chemical reactions are driven by the change in the inter-
nal energies between reactants and products, along with
any forces provided by external sources, e.g., boundary
conditions.
In order to simplify the algebra, in the following, we
take α = β = γ = 1. Then the reaction becomes
A + B −−⇀↽− C. (3.5)
We denote the internal energy of A, B and C by UA, UB
and UC respectively. So the non-equilibrium free energy
F of this system used in the variational theory of complex
fluids can be written as
F([A], [B], [C];UA, UB , UC)
=
∫
Ω
RT
(
[A](ln[A]− 1) + [B](ln[B]− 1) + [C](ln[C]− 1)
)
+ [A]UA + [B]UB + [C]UC dx,
(3.6)
where UA, UB and UC are inputs (parameters) of this
model. Note that our free energy F is a non-equilibrium
quantity that depends on friction, coupling between
flows, and several kinds of forces. It cannot be derived
by mathematics alone until a physical model specifies the
effects of friction, of coupling between flows, and of the
various force fields. We adopt very simple models here to
illustrate our approach. Confrontation with real exper-
imental data will undoubtedly motivate more complex
models.
The first three terms in (3.6) form the free energy of a
mixture of ideal gases without chemical reactions, which
corresponds to the entropy. Indeed, for a mixture of ideal
gases with N species, the chemical potential of a sub-
stance j is expressed by25
µj = µ
0 + RT lnxj , (3.7)
where µ0 is the reference chemical potential, and xj is
the concentration of the substance j. Since the chemical
potential is defined relative to its value at the arbitrary
reference state, we can take µ0 = 0. The free energy of
the mixture of ideal gases, corresponds to the chemical
potential (3.7) with µ0 = 0, is given by
F [xi] =
∫
Ω
RT
N∑
i=1
xi(lnxi − 1)dx. (3.8)
The last three terms in (3.6) are the internal energies
stored inside the molecular A, B and C. In the case
without chemical reaction, since [A], [B] and [C] do not
change with respect to time, these terms are constants
that can be ignored.
For given free energy F([A], [B], [C];UA, UB , UC) de-
fined in (3.6), the corresponding chemical potential of A,
4B and C are
µA =
δF
δ[A]
= RT ln[A] + UA,
µB =
δF
δ[B]
= RT ln[B] + UB ,
µC =
δF
δ[C]
= RT ln[C] + UC .
(3.9)
At an equilibrium, the chemical potential of both sides
of reaction (3.5) are equal, that is
µA + µB = µC , (3.10)
so we have
ln
(
[A]eq[B]eq
[C]eq
)
=
1
RT
(UC −UA −UB) := ∆U
RT
, (3.11)
where ∆U = UC − UA − UB is the difference of internal
energy between state {A,B} and state {C}. So
[A]eq[B]eq
[C]eq
= e
∆U
RT , Keq, (3.12)
where Keq is called the equilibrium constant of the reac-
tion (3.5),22 which is Keq is an exponential representa-
tion of the difference in internal (‘chemical’) energy that
drives the chemical reaction.
Remark III.1. µA + µB − µc is known as affinity of
a chemical reaction, introduced by De Donder as a new
state variable of the system. This affinity is the driving
force of chemical reaction.23,45
As mentioned previously, the free energy of a
chemical reaction system with detailed balance has
been written down in various equivalent forms in the
literature.2,8,14,29,36,42 For the reversible chemical reac-
tion
A + B
kf−−⇀↽−
kr
C, (3.13)
a conventional form of the free energy (Lyapunov func-
tional) of the system is given by2,8,14,29,42
F([A], [B], [C]) =
∫
[A]
(
ln
(
[A]
a
)
− 1
)
+ [B]
(
ln
(
[B]
b
)
− 1
)
+ [C]
(
ln
(
[C]
c
)
− 1
)
dx,
(3.14)
where (a, b, c) is the concentrations of A, B and C in a
steady-state of the system. Another form of free energy,
given in Ref. 36, is
F([A], [B], [C]) =
∫
[A] ln (kf [A])− 1)
+ [B] ln (kf [B])− 1) + [C] ln (kr[C])− 1)dx.
(3.15)
Although these forms seem different, they produce the
same equilibrium satisfying
[A]eq[B]eq
[C]eq
= Keq, (3.16)
where Keq =
kr
kf
= abc . The choice of ‘best’ form of the
free energy depends on experimental measurements and
other consideration.
B. EnVarA description for chemical reactions
We are now ready to give an EnVarA description10,16,26
for the kinetics of chemical reactions. We start with a
brief introduction to an energetic variational approach,
which is an extension of a variational principle proposed
by Rayleigh43 for purely frictional systems that Onsager
tried to extend to physical systems in general.33,34 Dur-
ing the last decades, EnVarA and its equivalent forms
have been successfully used to model many complicated
systems.9,10,16,18,26,35
The starting point of an EnVarA description is a pre-
scribed energy-dissipation law, which is related to the
first and second law of thermodynamics.16 For a closed
isothermal system, the energy-dissipation law is given by
d
dt
F [z] = −D[z, zt], (3.17)
where z is the state variable, zt is the rate of the state
variable, F is the free energy for the non-equilibrium sys-
tem, and D[z, zt] is the rate of energy-dissipation. Here
we assume that the kinetic energy K of the system can be
ignored. The energy-dissipation law (3.17) is consistent
with the first law and second law of thermodynamics.16
For a given energy-dissipation law (3.17), EnVarA pro-
vides a general framework to determine the dynamics of
a complex system through two distinct variational pro-
cesses: Least Action Principle (LAP), taking the varia-
tion of action functional A = ∫ T
0
K − Fdx with respect
to z, and Maximum Dissipation Principle (MDP), tak-
ing the variation of 12D with respect to zt. In the case
without kinetic energy, we have
δA
δz
= −δF
δz
. (3.18)
The dissipation D[z, zt] is often assumed to take a sim-
ple form,9,29
D[z, zt] = (G(z)zt, zt) , (3.19)
where (., .) is an inner product, Gz is a positive semi-
definite matrix for given z. The assumption (3.19) cor-
responds to linear response theory in non-equilibrium
thermodynamics.7,33,34 Then by a standard energetic
variational procedure,10,16,26 the dynamics of system is
5given by
δ 12D
δzt
= −δF
δz
, (3.20)
that is
G(z)zt = −δF
δz
. (3.21)
We can extend the standard energetic variational ap-
proach to a system, in which the dissipation rate D is not
a quadratic function of zt. In general, we can have the
dissipation functional D to be the form
D[z, zt] = (Γ(z, zt), zt) ≥ 0. (3.22)
Since
d
dt
F [z] =
(
δF
δz
, zt
)
, (3.23)
the energy-dissipation law (3.17) implies
Γ(z, zt) = −δF
δz
. (3.24)
It can be noticed that if D satisfies (3.19), then
δ 12D
δzt
= Γ(z, zt), (3.25)
which is consistent with the maximum dissipation prin-
ciple.
The main difficulty in applying the above EnVarA
framework to a chemical reaction system is to deal with
constraints that come from the conservation of chemical
elements. For the reaction (3.5), the definition of the
reaction rate r (see p. 569 in Ref. 6)
r = − 1
α
d[A]
dt
= − 1
β
d[B]
dt
=
1
γ
d[C]
dt
, (3.26)
indicates
d
dt
(γ[A] + α[C]) = 0,
d
dt
(γ[B] + β[C]) = 0, (3.27)
if there is no other reaction involving A, B and C. So
γ[A] + α[C] = Z0, γ[B] + α[C] = Z1, (3.28)
where Z0 and Z1 are constants determined by the initial
amount of A, B and C.
Remark III.2. For a system that has 3 species, and 1
reaction, we have two conserved quantities. The choice
of conserved quantity may not be unique in general. For
example, for a simple chemical reaction
H+ + OH− −−⇀↽ − H2 O, (3.29)
the conservation of the numbers of H-atoms and O-atoms
give us
[H+] + [OH−] + 2 [H2 O] = CH
[OH−] + [H2 O] = CO,
(3.30)
where CH and CO are numbers of H-atoms and O-atoms.
The conservation of (chemical) elements (3.30) is equiv-
alent to the conservation property
[H+] + [H2 O] = Z0, [OH
−] + [H2 O] = Z1 (3.31)
as in (3.28).
In order of overcome this difficulty, we introduce a
reaction coordinate R(t) to describe a chemical reac-
tion system and use the reaction coordinate R(t) as the
state variable in the variational description. The reac-
tion coordinates have been used for both deterministic
and stochastic descriptions of chemical reactions,2,40 but
apparently has not yet been used to describe chemical
reactions in a variational treatment.
Roughly speaking, the reaction coordinate accounts for
the “number” of each chemical reaction that has occurred
by time t. We take the system with single chemical re-
action (3.5) as an example. By introducing the reaction
coordinate R(t), the concentrations of A,B and C are
given by
[A(t)] = [A(0)]−R(t),
[B(t)] = [B(0)]−R(t),
[C(t)] = [C(0)] +R(t),
(3.32)
which embodies the constraint (3.28).
By using (3.32), we can reformulate the energy
F([A], [B], [C];UA, UB , UC) defined in (3.6) in terms of
R(t), so the energy-dissipation law of this chemical reac-
tion system is given by
d
dt
F [R;UA, UB , UC ] = −D[R,Rt], (3.33)
with a proper (but not unique) choice for the dissipation
D[R,Rt]. Here, the energy F [R;UA, UB , UC ] is a func-
tional ofR(t) with UA, UB and UC as inputs (parameters)
of the system. We can derive the equation of R(t) by the
generalized energetic variational approach (3.24), that is
1
Rt
D(R,Rt) = −δF
δR
(3.34)
in our case. Note by the kinematic equation (3.32), we
have
d[A]
dt
= −Rt, d[B]
dt
= −Rt, d[C]
dt
= Rt
so the reaction rate law r is uniquely determined by the
choice of the dissipation D[R,Rt]. An advantage of the
above description is that the constraints (3.28) is satisfied
6automatically.
1. General Law of mass action
In the law of mass action, the reaction rate is given by
r = kf [A][B]− kr[C], (3.35)
where kf and kr are rate constants for the forward and
reverse directions, the corresponding equilibrium con-
stant is
Keq =
[A]eq[B]eq
[C]eq
=
kr
kf
. (3.36)
The law of mass action can be derived from the energy-
dissipation law (3.33), if the dissipation is
D[R,Rt] = RT Rt ln
(
Rt
kr[C]
+ 1
)
. (3.37)
Indeed, the energetic variational procedure gives
RT ln
(
Rt
kr[C]
+ 1
)
= − δ
δR
F [R;UA, UB , UC ]. (3.38)
Notice that
δ
δR
F [R;UA, UB , UC ] = (−µA − µB + µC)
= RT ln
(
[C]
[A][B]
)
− UA − UB + UC ,
by using (3.9), we have
ln
(
Rt
kr[C]
+ 1
)
= ln
(
[A][B]
[C]
)
− ∆U
RT
, (3.39)
where the right-hand side is determined by the difference
of internal energy ∆U between state {A,B} and state
{C}. Although (3.39) looks complicated, direct compu-
tation results in
r = Rt = kr[C]
(
1
Keq
[A][B]
[C]
− 1
)
= kf [A][B]− kr[C],
which is the classical law of mass action. Here the rela-
tion
Keq = e
∆U
RT =
kr
kf
is used to get the last equality.
As a generalization of (3.37), we can consider a more
general form of the dissipation
D[R,Rt] = η1(R)∂tR ln(η2(R)Rt + 1), (3.40)
where η1(R) > 0 and η2(R) > 0, then D[R, ∂tR] ≥ 0 for
the admissible R. In this case, by (3.24), we have
η1(R) ln(η2(R)Rt + 1) = − ∂
∂R
F [R;UA, UB , UC ]
= RT ln
(
[C]
[A][B]
)
−∆U,
(3.41)
so the forward and reverse rate kf and kr can depend on
the concentrations of [A], [B] and [C]. For instance, if
η1(R) = RT and η2(R) = 1, then
r = Rt =
1
Keq
[A][B]
[C]
− 1 = kf ([C])[A][B]− kr([C])[C],
where
kf ([C]) =
1
[C]Keq
, kr([C]) =
1
[C]
.
It is worth mentioning that the dissipation (3.37) is
exactly the same as
(rf − rr) ln
(
rf
rr
)
,
given in Ref. 14 and 15, where r+ and r− is forward the
reverse reaction law.
2. Linear Response Theory
In nonequilibrium thermodynamics, it is often assumed
that the dissipation of total energy is a quadratic func-
tion of “rate” of state variables, which is known as linear
response theory.7,33,34
It is important to note the distinction between the lin-
ear response used so widely in chemical kinetics and the
linear response used in engineering. In engineering, an
operating point in a complex multidimensional space de-
scribes the nonlinear properties of a system. This point
is usually remote from, and has little to do with the prop-
erties of the system with no flows, i.e., no sources of en-
ergy, mass, charge or current, that is called equilibrium
in chemistry. Linearization around that operating point
is an essential tool in understanding most engineering
systems, even those as nonlinear as digital modules (say
a shift register, to be specific) in a digital computer. But
systems without flows are rarely considered in engineer-
ing since they have so little to do with the systems that
actually perform engineering function. Think of an am-
plifier without a power supply, or an automobile engine
with water in the gas tank.
In our case, the linear response theory of chemistry
gives us a form of the dissipation term
D[R,Rt] = η(R)|Rt|2. (3.42)
7Then a standard variational procedure gives us
η(R)Rt = − ∂
∂R
F [R;UA, UB , UC ]
= RT ln
(
[C]
[A][B]
)
−∆U.
(3.43)
By choosing η(R) = RT, the reaction rate is given by
r = Rt = ln
(
[C]
[A][B]
)
− ∆U
RT
= ln
(
1
Keq
[A][B]
[C]
)
,
(3.44)
which is much more complicated than the classical reac-
tion rate (3.35).
The different reaction rates obviously will predict dif-
ferent dependence of rate on concentration and different
time courses of the chemical reaction. We reiterate that
the choice of dissipation function is a scientific not math-
ematical decision. The dissipation function must be cho-
sen to fit data and/or to describe a model or simulation,
as well as the mathematical requirements of EnVarA. The
linear response theory arises from the near equilibrium
assumption. For the chemical reaction, we have Rt ≈ 0
near the equilibrium, then the Taylor expansion gives us
η1(R) ln(η2(R)Rt + 1) ≈ η1(R)
η2(R)
|Rt|2. (3.45)
So one can view the dissipation (3.42) as a linear approx-
imation near equilibrium to (3.40).
Remark III.3. The law of mass action gives a simple
form of the reaction rate r in terms of [A] and [B], how-
ever, the dissipation in terms of R and Rt would become
complicated (See eq. (3.37)). On the other hand, if the
dissipation is taken to be simple that described by linear
response theory, the the reaction rate r becomes compli-
cated (See eq. (4.9) ).
Remark III.4. Note Keq is defined as an exponen-
tial representation of the difference in internal (‘chem-
ical’) energy, measurements of just Keq cannot distin-
guish these dissipation mechanism. Measurements of the
concentration dependencies of the forward and backwards
rates can distinguish them. However, it is difficult to
measure the forward and backwards rate separately.
In our EnVarA description, the dynamics of a chem-
ical reaction is determined by the choice of dissipation.
The dissipation is best specified in the context a specific
experimental set up. Such setups are chosen to give re-
producible input-output functions that are useful in ap-
plications, which will be discussed in the next section.
C. Reaction-Diffusion System
The above EnVarA description of chemical reactions
enables us to couple chemical reactions with other me-
chanical mechanisms, such as diffusion and electro-
diffusion, in a unified variational way.
As an illustration, we consider a reaction-diffusion sys-
tem with the reaction given by (3.5). The kinematic
equations for the concentrations cA, cB and cC are given
by 
∂tcA(x, t) +∇ · jA(x, t) = r(x, t),
∂tcB(x, t) +∇ · jB(x, t) = r(x, t),
∂tcC(x, t) +∇ · jC(x, t) = r(x, t),
(3.46)
where jA(x, t), jB(x, t), jC(x, t) are the fluxes of different
species. We can choose the reaction coordinate R and ac-
cumulated fluxes Ji(x, t) =
∫ t
0
ji(x, τ)dτ , i = A,B,C, as
state variables of this system, and reformulate the kine-
matic (3.46) in an integral form
cA(x, t) = c
0
A(x)−∇ · JA(x, t)−R(x, t),
cB(x, t) = c
0
B(x)−∇ · JB(x, t)−R(x, t),
cC(x, t) = c
0
C(x)−∇ · JC(x, t) +R(x, t),
(3.47)
where c0A(x), c
0
B(x), and c
0
C(x) are the initial concentra-
tions.
The energy-dissipation law of a reaction-diffusion sys-
tem can be formulated as
d
dt
F([A], [B], [C];UA, UB , UC)
= −
∫
Ω
D(R(x, t), ∂tR(x, t))
+ ηA|jA|2 + ηB |jB |2 + ηB |jC |2dx,
(3.48)
where the free energy F([A], [B], [C];UA, UB , UC) is given
by Eq. (3.6), with UA, UB and UC being the input pa-
rameters. colorblue The dissipation includes the contri-
butions from both the chemical reaction D[R,Rt], and
the friction of the fluid fluxes.
By using the generalized energetic variational approach
stated in sect. III B, the equations for R and J can be
derived, 
1
Rt
D(R, ∂tR) = −δF
δR
ηiji = − δF
δJi
, i = A,B,C.
(3.49)
Here the first equation is the same as (3.34), and the
second equation is actually the Ficks Law in diffusion.16
By choosing ηi =
1
ci
(i = A,B,C) and combining (3.49)
with (3.46), we can obtain the standard reaction-diffusion
8system 
∂tcA = ∇ · (∇cA)− r(x, t)
∂tcB = ∇ · (∇cB)− r(x, t)
∂tcC = ∇ · (∇cC)− r(x, t),
where r(x, t) is the reaction rate determined by the choice
D(R, ∂tR) as discussed in subsection III B.
IV. APPLY TO THE OPEN SYSTEM
We are now ready to apply the above general frame-
work for reaction-diffusion to the model system described
in Sect. II. We show that the input-output relation of the
above system depends on different choices of dissipations.
Since the channel is very narrow, we can treat this
problem as one one-dimensional, with the domain given
by [−, ]. We fix  = 0.1 through this section. As men-
tioned previously, the concentrations of A and B in the
left bath are maintained, which gives us the Dirichlet
boundary conditions of A and B in the left-end of the
channel. We can impose the boundary conditions
cA(−, t) = c0, ∂xcA(, t) = 0,
cB(−, t) = c0, ∂xcB(, t) = 0,
∂xcC(−, t) = 0, cC(, t) = 0.1,
and treat c0 as the single input of our system.
Since cC satisfies the Dirichlet boundary condition on
the right-end of the channel, we can define the amount
of C diffuse into right bath by time T as
Cout(T ) =
∫ 
−
R(x, T )dx−
∫ 
−
(c(x, T )−c0(x))dx, (4.1)
which is the output of our system. The flux of C or
the rate of change of amount of C in the right bath is
defined as
d
dt
Cout. The initial concentrations of A, B
and C in the channel are constants c0A(x) = c
0
B(x) = c0
and c0C(x) = 0.1.
We fix Keq = 0.1 and assume the free energy takes
the form (3.15) with kr = 1 and kf = 0.1 through this
section. We focus on two types of dissipations, as dis-
cussed in subsection III B 1 and III B 2. The first form of
dissipation is taken as
D1(R, ∂tR) = Rt ln(Rt + 1), (4.2)
which corresponds to generalized law of mass action. The
second form of dissipation is taken as
D2(R, ∂tR) = |Rt|2, (4.3)
which corresponds to linear response theory. The dissi-
pation (4.2) and (4.3) are almost same near equilibrium
(see 3.45). By numerical simulations, we show that the
input-output relation depends on the choice of dissipa-
tion.
A. Numerical Methods
In this subsection, we give a detailed description our
numerical method, which is based on the variational for-
mulation for the reaction-diffusion system presented pre-
viously.
From a numerical perspective, it is often a challenge
to construct a numerical scheme that preserves the posi-
tivity and conservation of elements for reaction-diffusion
systems.13,41 The existence of an energy-dissipation law
(3.48) enables us to construct a numerical scheme that
preserves variational structure and that provides a easy
to way to solve these problems. More precisely, by ap-
proximating the reaction coordinate R directly, the con-
straints of conservation of elements are naturally pre-
served. Thanks to the logarithmic term in the total en-
ergy, the positivity of concentrations can be guaranteed
if the scheme is energy stable, i.e., the discrete energy
decreases with respect to time.
Our discretization is derived by a discrete energetic
variational approach,27 which performs an energetic vari-
ation approach at a discrete level. The starting point
of the discrete energetic variational approach is a dis-
crete energy dissipation law obtained by discretizing the
continuous energy-dissipation law in space. For the one-
dimensional problem considered here, we can adopt a fi-
nite difference scheme on staggered grid for the spatial
discretization of R and J . More specifically, let Xj = jh
(j = 0, . . . , N) be the equidistant grid point on [0, l]
and Xj+1/2 = (j + 1/2)h (j = 0, . . . , N − 1) be the
corresponding half-integer grid point, where h = k/N .
Let EN and CN be the spaces of functions defined on
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FIG. 4.2: Change of discrete energy for two choices of dissipation
with respect to time in numerical simulations (τ = 10−4).
9{Xj | j = 0, . . . , N} and {Xj+1/2 | j = 0, . . . , N − 1},
respectively, We approximate R and ci in EN and ap-
proximate Ji in CN . Then
(ci)j(t) = (c
0
i )j +σiRj(t) +
(Ji)j+1/2 − (Ji)j−1/2
h
, (4.4)
where i = A,B,C. Inserting (4.4) into (3.48), we get
the discrete energy in terms of Rj and Jj+1/2. On the
meantime, for the dissipation (4.2) and (4.3), the discrete
dissipation functional can be written as
Dh =
N∑
j=1
Γ(R′j(t))R
′
j(t))
+
N−1∑
k=1
(
|(JA)′k+1/2|2 + |(JB)′k+1/2|2 + |(JC)′k+1/2|2
)
.
By employing an discrete energetic variational ap-
proach, we get
Γ(R′j(t)) = (−(µA)j − (µB)j + (µC)j)
(Ji)
′
k+1/2 =
(µi)k+1 − (µi)k
h
,
(4.5)
where
(µi)
n+1
j = ln(ci)
n+1
j − ln(ci,s)j , (4.6)
j = 0, . . . N and k = 0, . . . N − 1. The fully discrete
scheme can be obtained by applying implicit Euler to
(4.5), that is
Rn+1j −Rnj
τ
= Γ−1
(
−∑3i=1 σi(µi)n+1j ) ,
(Ji)
n+1
k+1/2 − (Ji)nk+1/2
τ
=
(µi)
n+1
k+1 − (µi)n+1k
h
,
(4.7)
where Γ−1 is the inverse function of Γ. As numerical test,
we compute our system with c0 = 0.25 for the dissipation
(4.2) and (4.3). The computed discrete free energy as a
function of time is showed in Fig. 4.2. The simulation
results show that, by using our numerical scheme, the
discrete energies decrease with respect to time in both
cases.
B. Results
Fig. 4.3 shows the output Cout(t) as a function of in-
put c0 at t = 1 for the two choices of dissipation. It can
be noticed that for small c0, the output are close between
two choices for dissipations. However, the output for dis-
sipation (4.2) is much larger than that for the dissipation
(4.3) when c0 is large.
Formally, from the computations in subsection III B 1
0 0.5 1 1.5 2
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FIG. 4.3: The output Cout(t) as a function of input c0 when
t = 1 for dissipation (4.2) [circle] and dissipation (4.3) [square].
and III B 2, we know
r = Rt = ln
(
1
Keq
[A][B]
[C]
)
(4.8)
for the dissipation (4.2), while
r = Rt =
1
Keq
[A][B]
[C]
− 1 (4.9)
for the dissipation (4.3). For c0 = 0.1, the system is
at the equilibrium, so Cout = 0. When c0 is large, the
dissipation (4.3) will determine large reaction rate.
We also consider the ddtCout as a function of t for two
choices of dissipation for various of c0. The results are
shown in Fig. 4.4. The time courses in Fig. 4.4 show
that for different dissipations and different inputs, ddtCout
tends to a constant, which is a function of input for a
given dissipation.
Although the dissipation (4.2) and (4.3) are almost the
same when near equilibrium, the above simulation results
indicate that in a non-equilibrium setting, the input-
output relationship might be very different for different
choices of dissipations. This suggest that one might be
able to determine the dissipation through experimental
measurements and solving the inverse problem.
V. SUMMARY
In this paper, we apply a variational description to a
chemical reaction system that has detailed balance at an
equilibrium, which enables us to couple chemical reac-
tions with diffusion, boundary effects and other effects of
systems. In our approach, the dynamics of a chemical
reaction is determined by the choice of the dissipation.
The classical law of mass action can be derived through
10
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FIG. 4.4: d
dt
Cout as a function of t for two choices of dissipation for various of c0 (c0 = 1, 0.5 and 0.25 from top to bottom in each
figure). (a) Dissipation (4.2), (b) Dissipation (4.3).
a particular form of dissipation.
As an application, we apply our approach to a non-
equilibrium open system with boundary effects. This
system can be viewed as an abstract representation of a
building block of complex biological networks, in which
a enzyme that localize a particular chemical reactions
and move reactants into products. Our simulation results
show that the input-output of such a system depends on
the choice of the dissipation. If the experimental sys-
tem is reasonably reproducible, the dissipation mecha-
nism can be obtained by experimental measurements and
studying an inverse problem.
The EnVarA framework provides a systematic way
to couple chemical reaction with effects with multiple
fields, such as concentration fields and electrical fields.
New numerical schemes can be developed based on our
energetic variational formulation, for instance, such an
energetic variational formulas will enable us to design
Lagrangian-Eulerian schemes for reaction-diffusion sys-
tems by applying some recently developed methods for
general diffusions.4,5,21,27
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