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4Abstract
This thesis is concerned with the effect that boundary-layer instabilities have on laminar-
turbulent transition over a commercial aircraft wing. We consider the effect that changing
the structure of a wing’s surface may have on these instabilities.
This thesis is separated into two parts, each concerning a different instability. Firstly
our focus is on Tollmien-Schlichting waves; we investigate how abrupt changes may affect
boundary-layer transition. The abrupt changes considered are junctions between rigid and
porous surfaces. A local scattering problem is formulated; the abrupt changes cause waves
to scatter in a subsonic boundary layer. The mechanism is described mathematically by
using a triple-deck formalism, while the analysis across the junctions is based in a Wiener-
Hopf factorisation. The impact of the wall junctions is characterised by a transmission
coefficient, defined as the ratio of the amplitudes of the transmitted and incident waves.
From our analysis we determine the effectiveness of porous strips in delaying transition.
In the second part of this thesis we concentrate on a curved wing. Over curved sur-
faces Go¨rtler vortices may be generated; our focus is on long-wavelength Go¨rtler vortices
and the effect of changing curvature. The flow is described using a three-tiered system
that balances the displacement and centrifugal forces. Two different problems concerning
Go¨rtler vortices are investigated, firstly we consider the effect of slowly varying curvature.
Using a WKB approximation we derive multi-scale systems of equations, allowing us to
find leading-order analytic solutions.
The second problem concerning curved surfaces considers the effect of long-wavelength
Go¨rtler vortex-wave interaction. We use vortex-wave interaction theory to describe the evo-
lution of this nonlinear interaction over a concave surface, where the curvature is modified
in the streamwise direction. Analytical solutions are found for the vortex-induced shear
stress and the wave pressure amplitude, using these solutions we solve for the remaining
variables numerically.
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Chapter 1
Introduction
1.1 Historical background to flight
Man’s desire for flight dates back far into ancient history; in 3500 BC the ancient Sumerian
King Etana of Babylonia was featured on a coin, flying on an eagle’s back. There were
many failed attempts in human flight throughout history, most of these centred around the
imitation of birds and development of machines known as ornithopters. It wasn’t until 1783
that man finally got off the ground, with the Montgolfier brothers invention of the hot-air
balloon. Although hot-air balloons made no real contribution to human heavier than air
flight they did prove that human flight was possible and they inspired the pioneers who
made practical flight possible.
The origins of the modern airplane were set forth by Sir George Cayley in 1799. Cay-
ley’s concept to separate the propulsion and lift forces as well as designing a fixed wing for
generating that lift is still the basis for today’s modern aircraft and triggered a century of
airplane development. Building on Cayley’s work, the next 100 years saw many different
designs and models for gliders and powered aircraft; however it wasn’t until the late 1800’s
when these efforts led to fruition. In 1896 Samuel P. Langley succeeded in launching the
first large, steam-powered model aircraft; his model flew up to three quarters of a mile over
the Potomac River in Washington. While just five years earlier in 1891 man had tellingly
taken to the air using wings when Otto Lilienthal designed and flew the first successful
controlled gliders.
The two concepts set forth by Cayley, and developed by Lilienthal and Langley, finally
culminated in the Wright brothers’ successful powered and manned flight over the sand
dunes of Kill Devil Hills in 1903. The Wright brothers’ success led to the rapid develop-
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ment of aircraft that we still see today and provided motivation to better understand the
dynamics behind flight.
1.2 Overview of fluid dynamics
In order to study the mathematics behind flight we have to understand how a fluid flows
around a surface; this study is known as fluid dynamics. The first attempt to apply general
dynamical principles to the problem of fluid motion was undertaken by Daniel Bernoulli
in his Hydrodynamica (1738), in which he applied Newton’s laws of motion to problems
such as the flow through pipes. Bernoulli’s work served as an impetus for others to fol-
low throughout the eighteenth century. One of those was Jean d’Alembert who in 1743
published Traite` de dynamique; d’Alembert was the first to introduce the concepts of local
velocity components and the idea of compressibility.
After studying the work of d’Alembert and Bernoulli, Leonhard Euler derived the equa-
tions for the conservation of mass and momentum in an inviscid (frictionless) fluid. These
were published in Euler’s 1753 paper General principles of the state of equilibrium of flu-
ids and, along with the conservation of energy which was derived later by Laplace (1816),
became known as the Euler equations:
∂ρ
∂t
+∇ · (ρu) = 0, (1.1a)
ρ
(
∂u
∂t
+ u · ∇u
)
+∇p = 0, (1.1b)
∂(ρe)
∂t
+∇ · (ρeu) + p∇ · u = 0, (1.1c)
where ρ is the fluid density, u is the fluid velocity, the vector p is the pressure acting on
the fluid and e is the internal energy of the fluid per unit of mass. These equations together
with the introduction of boundary conditions, by Lagrange (1781), allow us to investigate
inviscid fluid flows. The Euler equations proved to be invaluable in calculating the lift force
and the wave and induced drag forces that may act, for example, upon an aeroplane’s wing.
Moreover, even now they are considered to be the main design tool in aircraft production.
The Euler equations, (1.1a)-(1.1c), however do not consider friction effects. At the be-
ginning of the nineteenth century Euler’s equations were well known but relatively unused
for practical purposes with engineers preferring their own empirical formulas to account
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for friction. The first accurate mathematical explanation for the effect friction has on fluid
flows was provided by Claude-Louis Navier in 1822, and later independently by George
Gabriel Stokes in 1845. The equations that these two mathematicians derived are known
as the Navier-Stokes equations. For an incompressible flow the Navier-Stokes momentum
equation is given by,
ρ
(
∂u
∂t
+ u · ∇u
)
= −∇p+ µ∇2u+ f , (1.2)
where ρ is the fluid density, µ is the dynamic viscosity, u is the fluid velocity, p is the
pressure acting on the fluid and f represents body forces, such as gravity or centrifugal
forces. This new system of equations was built upon the Euler equations but now allows us
to take viscous (friction) effects in to account. The Navier-Stokes equations continue to be
the focus of much of the research undertaken in the field of fluid dynamics.
1.3 Stability and transition
We consider two types of viscous flows: laminar flow, in which the fluid moves in a smooth,
regular and ordered way, and turbulent flow, where the fluid moves in a disordered, irregular
fashion. Viscous flows over bodies may start out as laminar and undergo a transition to
turbulence downstream. Turbulent flow causes a massive increase in drag over a surface
when compared with laminar flow; hence it would be optimal to maintain laminar flow
over a surface. Understanding transition is one of the most active areas of research in fluid
dynamics as it is of great practical importance, for example in aerodynamic design and
fuel saving through drag reduction. Transition to turbulence is linked with hydrodynamic
stability; the existence of a growing disturbance would imply that the flow is unstable while
an absence of any growing disturbances would imply that a flow is stable. Unstable flow
does not necessarily lead to the transition to turbulence, as new complex states may be the
result before the flow becomes turbulent.
1.3.1 Reynolds and the Reynolds number
Osborne Reynolds was one of the earliest investigators into the transition to turbulence; he
studied the variation of the flow of water through circular pipes in 1883. Reynolds’ exper-
iment allowed water to flow along a long smooth glass pipe, where a dye was introduced
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to observe the flow. After eliminating the majority of initial disturbances, Reynolds was
able to observe how an initially laminar flow would become turbulent as it travelled along
the pipe. It was discovered that certain flows, for example channel flows, became turbulent
when the dimensionless parameter,
Re =
ρ∞U∞L
µ∞
, (1.3)
now known as the Reynolds number, exceeded a critical value. Here ρ∞ denotes the fluid
density, U∞ is the fluid velocity, L is a typical characteristic length scale and µ∞ is the
dynamic viscosity of the fluid.
The governing equations for viscous flows are the Navier-Stokes equations, given in
equation (1.2) for an incompressible fluid. If we scale the velocity components by U∞, the
positional components by L, the time by L/U∞ and the pressure by ρ∞U2∞, then we may
write the Navier-Stokes equations in non-dimensional form,
∂u
∂t
+ (u · ∇)u = −∇p+ 1
Re
∇2u+ fL
U∞
. (1.4)
From this it is therefore seen that any flows with differing ρ∞, U∞, L and µ∞ that combine
to give the same Reynolds number, where the boundary conditions of the flows reduce to
the same form through affine transformations, have equivalent non-dimensional solutions;
such flows are said to be dynamically similar. We note that for Re  1 the viscous
terms are sufficiently significant that they can balance changes in pressure and body forces,
resulting in equations, known as Stokes equations, for creeping flows. While in flows for
which Re  1 the time dependent, advective and pressure gradient terms are sufficiently
significant that the equations reduce to the Euler equations: this is known as the inviscid
limit.
1.3.2 Boundary layers
One of the most important contributions to fluid dynamics was made by Ludwig Prandtl in
1904. Prandtl reasoned that at large the flow at the surface should have zero velocity due
to the viscous (friction) effects and that sufficiently far away from the surface the flow will
be inviscid and unaffected by friction. This lead to the hypothesis that the flow could be
separated into two distinct regions, a thin viscous layer of fluid close to the surface, known
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as the boundary layer, and the remainder of the flow further away from the surface where
friction effects could be neglected. To complete, or match, this system he then required
that the velocity at the outer edge of the boundary layer must match with the velocity at the
bottom of the inviscid region. This lead Prandtl to create boundary-layer theory.
Prandtl’s boundary-layer theory allowed the Navier-Stokes equations to be reduced to
a simpler form, such that in 1908 one of Prandtl’s students Paul Richard Heinrich Blasius
solved these simpler equations for laminar flow over a flat surface. This led to equations
allowing us to determine the boundary-layer thickness and the skin-friction drag: before
this no-one properly understood the role of viscosity. Finally, we were able to derive and
understand the velocity profile within a laminar flow and the effect of its contribution to the
resistance.
1.3.3 Laminar to turbulent transition
As was previously mentioned, a viscous flow over a surface may start out laminar and
then undergo an evolution such that it becomes turbulent downstream. It is important to
understand this process as reducing or increasing the laminar flow region may be beneficial.
For example, if we can extend the laminar flow region over a wing on an aeroplane and
therefore delay the transition to turbulence, we can reduce the amount of drag experienced
by that wing, leading to significant fuel and cost savings. It was noted by Pfenninger (1977)
that in delaying transition there is a reduction in drag leading to higher fuel efficiency,
and Saric (1994) estimated that if laminar flow could be maintained over the wings of a
large transport plane then this would cause a fuel saving of up to 25%. Hence, from this
point onward we shall consider flow over aerofoils and discuss the problem of stability and
transition, as well as the models and instabilities that may be used, with this concept in
mind.
Over an aerofoil, for example on a passenger aircraft, the drag experienced can be gen-
erated through three possible mechanisms: wave, induced and viscous drag. In transonic
flight there exist supersonic regions on the upper and lower surfaces of a wing. Here there
exist shock waves that lead to wave drag, while induced drag is due to a trailing vortex
sheet. This vortex sheet is caused by a pressure difference between the upper and lower
surfaces of a wing, causing a movement of fluid from high to lower pressures. As an aircraft
gains speed these vortex structures begin to trail behind the wings but still contribute to the
drag experienced. The final cause of drag is through viscous effects. This is influenced sig-
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nificantly by the location of laminar to turbulent transition; transition to turbulence closer
to the leading edge would lead to an increase in viscous drag. It is this viscous drag we are
looking to reduce through the investigations undertaken in this thesis.
The Reynolds number for flow over an aerofoil is sufficiently large that a boundary layer
will be generated; this boundary layer starts out laminar near the leading edge but starts to
become unstable further downstream in a transitional region until it becomes dominated by
unstable flow and is referred to as a turbulent boundary layer. This process is very difficult
to quantify mathematically as it can occur in a number of different ways, but what we can
say is that transition involves several different stages dependent on the amplitude of the ini-
tial disturbance. The work done throughout this thesis assumes that the initial disturbance
is small allowing us to, in some cases, neglect the nonlinear terms from our governing equa-
tions, making them easier to solve. This allows us to view transition as a progression of
stages from linear growth, where the disturbances amplify, to the introduction of nonlinear
effects, which then act as a new basic flow upon which secondary instabilities grow, leading
to a breakdown stage, such that the amplified disturbances become chaotic, and finally to
fully turbulent behaviour. This view is highly idealised and simplified but offers a useful
framework to study the transition to turbulence. Our focus will be on the early stages of
this transition, where we shall investigate the linear and nonlinear growth of instabilities.
1.4 Types of instability
Within a boundary layer generated over an aerofoil, there are several major types of in-
stability that can occur. For subsonic flows the dominant two-dimensional instabilities are
Tollmien-Schlichting (T-S) waves, for flows over a swept wing, where a three-dimensional
boundary layer exists, a crossflow vortex instability may dominate, while over a surface
with curvature Go¨rtler vortices may be the dominant instability. Each of these instabilities
is generated differently and should be investigated in a different manner. These instabil-
ities are primary, or linear, modes and do not lead directly to breakdown but they may
grow leading to secondary, nonlinear, effects which in turn may lead to breakdown and the
transition to turbulence. Here we shall consider two of these instabilities: T-S waves and
Go¨rtler vortices.
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1.4.1 Tollmien-Schlichting waves
A Tollmien-Schlichting (T-S) wave is an instability that can be observed in the viscous
boundary layer. It may be initiated when an external disturbance, such as an acoustic wave,
penetrates the boundary layer and interacts with surface roughness. In initially laminar
flows a T-S wave usually has insufficient amplitude to provoke transition, but instead must
first amplify within the boundary layer to trigger nonlinear effects. A growing T-S wave is
termed ‘destabilising’ as it may lead to nonlinear effects and eventually to the transition to
turbulence.
It has been shown experimentally, for example by Schubauer & Skramstad (1947), that
various disturbances can penetrate the boundary layer and cause a T-S wave to develop.
This initiation process is known as receptivity and has been the focus of many boundary-
layer studies: for example Terent’ev (1981) considered a vibrating surface to initiate T-S
waves, while Ruban (1984) and Goldstein (1985) independently researched the generation
of T-S waves through acoustic noise. For an external disturbance to trigger a T-S wave
within the boundary layer the wavenumber and frequency of the external disturbance must
be in tune with the natural internal oscillations of the boundary layer, with this first being
noted by Kachanov et al. (1982).
T-S waves are a viscous instability. It was first noted by Taylor (1915) that viscosity can
destabilise a flow; this was also shown by Prandtl (1921). Investigations into the behaviour
of T-S waves led to the viscous theory of boundary-layer instability, notably by Tollmien
(1929, 1935) and a series of papers by Schlichting (1933a, 1933b, 1935, 1940). This theory
was supported by the results of the Schubauer & Skramstad (1947) experiments and led to
the well developed linear stability theory for the study of the problem of transition. Linear
stability theory for the study of T-S waves in a compressible boundary layer has been used
extensively, notably by Lin (1955), Mack (1969, 1984) and Schlichting (1979).
1.4.2 Go¨rtler vortices
The Go¨rtler vortex instability is caused by curved surfaces; centrifugal action may create
pressure variations which lead to a Go¨rtler instability and the generation of Go¨rtler vortices.
These Go¨rtler vortices are seen to be counter-rotating vortices, which propagate in the
streamwise direction. As with the T-S instability, a Go¨rtler instability may have insufficient
amplitude to generate transition but may amplify to trigger nonlinear effects and lead to
breakdown and the transition to turbulence.
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Boundary-layer flow over a concave surface leading to a centrifugal instability was first
presented by Henry Go¨rtler (1940). The mechanism was shown to be similar to that inves-
tigated by Taylor (1923) on the stability of viscous circular Couette flow: flow between two
rotating cylinders. Taylor vortices are mostly found in channel flows, while Go¨rtler vor-
tices are a boundary-layer instability. The Taylor instability has been studied thoroughly,
both experimentally and theoretically, notably by Coles (1956), Drazin & Reid (1981),
Stuart (1986), while less work has been done on Go¨rtler vortices. It may be argued that
Go¨rtler vortices are of greater relevance for the transitional problem over aerofoils than
Taylor vortices, since they may be seen in many practical flows, such as those over turbine
blades. However our focus on Go¨rtler vortices will be on their effect towards transition to
turbulence over a curved aerofoil.
Following Go¨rtler’s original work there were many experimental investigations into
Go¨rtler vortices. The instability of boundary layers on curved surfaces was investigated
by Lieppmann (1943, 1945) and here it was concluded that transition may be caused by
Go¨rtler vortices. The first to observe Go¨rtler vortices were Gregory & Walker (1956); us-
ing the china-clay technique they were able to visualise vortices induced by protrusions
on the surface. Experiments by Tani (1962) and Tani & Sakagami (1962), using smoke
to visualise the vortex, concluded that the induced experimental vortex wavenumber is in-
dependent of the free-stream velocity, the spanwise direction and the streamwise location
of the onset of vortex activity. More detailed experiments were carried out by Wortmann
(1964, 1966) using the tellurium method. Wortmann was able to show that leaning vor-
tices could be induced in certain environments. Perhaps the most detailed of these early
experiments was by Bippes (1972) and Bippes & Go¨rtler (1972), who used the hydrogen
bubble method to measure the eigenfunctions associated with the vortices. These detailed
experiments by Bippes (1972) were found to contradict those of Tani (1962) and Tani &
Sakagami (1962); since it was found that the wavenumber was dependent on the incom-
ing disturbance. The effect of upstream conditions on Go¨rtler vortices was addressed by
Swearingen & Blackwelder (1987), motivated by the experiments in 1972. Swearingen &
Blackwelder used a low speed wind tunnel and found that the observed wavelength of the
vortices could be altered by the introduction of strips of tape at the surface or by placing
cylinders in the incoming flow.
Several experiments were designed to investigate whether Go¨rtler vortices play a sig-
nificant role over the curved part of modern laminar flow wings, notably by Pfenninger et
al. (1980), Harvey & Pride (1982) and Allison & Dagenhart (1987). At NASA Langley
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much work has been done on a wing with a significant region of concave curvature on its
underside just beyond the leading edge by Mangalam et al. (1985, 1987). These experi-
ments discussed above are focussed on demonstrating that the onset Go¨rtler vortices may
be predicted by linear stability theory.
Through analytical studies it has been demonstrated independently, by Denier, Hall &
Seddougui (1991) and Timoshin (1990), that in the limit of large Go¨rtler numbers there
exist five different asymptotic regimes to be considered dependent on the spanwise wave-
length. The Go¨rtler number,
G =
L
A
Re1/2, (1.5)
is a dimensionless parameter that characterises the flow over a curved surface, where L
is a typical length scale, A is the radius of curvature and Re is the Reynolds number.
These regimes are, in order of increasing spanwise wavelength, the neutral regime, the most
unstable regime, the inviscid regime, the long-wavelength (viscous-inviscid interactive)
regime and the non-parallel regime. The first three of these regimes have been studied in
detail and the associated linear and nonlinear stability problems are given in Hall (1982a),
(1982b), Hall & Lakin (1988), Denier, Hall & Seddougui (1991) and Timoshin (1990). The
fourth regime was first studied by Rozhko & Ruban (1987) and subsequently by Ruban
(1990), Savenkov (1990), Rozhko, Ruban & Timoshin (1988) and by Choudhari, Hall &
Streett (1994). In contrast to the other four regimes; the fifth, non-parallel, regime has been
the focus of very few investigations.
1.4.3 Triple-deck theory
The study of T-S waves and, with certain modifications that will be discussed later, long-
wavelength (viscous-inviscid interactive) Go¨rtler vortices rely on triple-deck theory.
Triple-deck theory was originally developed independently by Stewartson & Williams
(1969) and Neiland (1969), during their studies of self-induced separation of the boundary
layer in supersonic flow; and by Stewartson (1969) and Messiter (1970) in their studies
of incompressible boundary-layer flow near the trailing edge of a flat plate. Triple-deck
theory was developed to overcome the singularities present in the boundary-layer solutions
at the point of separation and at the edge of the flat plate, see Landau & Lifshitz (1944),
Goldstein (1930, 1948). In these cases it was seen that the induced pressure from the
displacement of the boundary layer alters the flow outside the boundary layer at leading
order, such that the ordering of terms in the original expansions for the velocity components
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at large Reynolds numbers breaks down. Triple-deck theory is able to accurately describe
the interaction between the boundary layer flow and inviscid flow outside the boundary
layer. Pressure perturbations are able to penetrate into the boundary layer, which leads to
a deceleration of the fluid within the boundary layer and consequently to a displacement
of the streamlines from the surface. This displacement of streamlines then induces further
pressure perturbations outside the boundary layer.
Triple-deck theory is applicable to flows with large Reynolds number and as such this
theory uses the Reynolds number as an asymptotically large parameter. In the papers men-
tioned above it was found that the region of interaction extends along the surface of stream-
wise distance O(Re−3/8), with a three-tiered structure above. As mentioned previously the
boundary layer is split into two regions, a viscous sublayer (‘lower deck’) and an inviscid
main part of the boundary layer (‘main deck’), where the third tier is an inviscid potential
flow (‘upper deck’) outside of the boundary layer. The characteristic thickness of the vis-
cous lower deck was found to be an O(Re−5/8) quantity, while the streamwise velocity is
found to be O(Re−1/8). This relatively small velocity in the lower deck is seen to be highly
sensitive to pressure variations which leads to a deformation of the streamlines, an effect
known as the displacement effect.
The main deck, of thickness O(Re−1/2), is largely passive, since the flow is less sen-
sitive to pressure variations. The main deck carries the deformed streamlines through the
boundary layer by the displacement effect of the lower deck. These deformed streamlines
induce an inviscid pressure force in the upper deck, outside of the boundary layer. This
pressure force then drives the viscous flow in the lower deck, via the main deck, promot-
ing velocity disturbances. It is seen that this process is self-sustained, and is called the
viscous-inviscid interaction.
Triple-deck theory was extended to include unsteady flows by Schneider (1974). Here
it was noted that the flow in the viscous lower deck was the most sensitive to unsteady
perturbations to the flow and deduced the characteristic time within the lower deck. The
flow in the main and upper decks was seen to remain quasi-steady.
Smith (1979a,b) later demonstrated that in subsonic boundary-layer flows the unsteady
triple-deck theory describes T-S waves at and near the lower-branch of the neutral stabil-
ity curve. His analysis was based on the earlier work by Lin (1955), in which Lin stud-
ied the asymptotic behaviour of lower-branch disturbances to Blasius flow using classical
Orr-Sommerfeld theory. Lin found that the frequency of oscillations were O(Re1/4) and
wavelengths of order O(Re3/8), and appropriate scalings of the perturbed quantities and
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length scales showed that the flow develops a standard triple-deck structure. Therefore, it
was seen that the triple-deck model could include nonlinear and nonparallel effects, which
are not modelled using classical Orr-Sommerfeld theory.
Triple-deck theory has been used extensively in the study of boundary-layer instabili-
ties; this theory has also been applied to receptivity, first by Terent’ev (1981), where he used
triple-deck theory to create a simplified mathematical model of the Schubauer & Skram-
sted (1948) experiments, demonstrating that T-S waves form downstream of the oscillator.
With relevance to one of the problems studied here in Chapter 2, Wu & Hogg (2006) de-
veloped a method based on the triple-deck formalism to study the scattering of T-S waves
by an abrupt change within a compressible subsonic boundary layer. Rozhko & Ruban
(1987) considered three-dimensional flow over a curved surface, they saw that a balance
of the centrifugal effects caused by curvature and the displacement-induced pressure dis-
turbance may lead to a three-tiered system, whose dynamics and coupling are analogous to
conventional triple-deck.
1.4.4 Vortex-wave interaction theory
Experimental evidence has implied that there can exist interactions between T-S waves and
streamwise vortices; see for example: Tani & Sakagami (1962), Amhara et al. (1965, 1969,
1981, 1985) and Bippes & Go¨rtler (1972). The interaction between vortices and waves is
seen to be a strongly nonlinear process and is found to alter the mean-flow profile away
from its laminar state. Hence, these interactions are of great interest in the study of laminar-
turbulent transition. As this process is nonlinear we cannot apply linear stability theory or
weakly nonlinear stability theory, see Stuart (1960) and Watson (1960), since these theories
predict little change in the mean flow. In 1989 Hall & Smith developed a high-Reynolds
number asymptotic theory to describe the nonlinear interaction between T-S waves and
longitudinal vortices; known as vortex-wave interaction theory. The basic theoretical idea
behind vortex-wave interaction theory is that nonlinear inertial effects cause the waves to
self interact at second order, where this interaction is shown to induce a streamwise vortex
flow above. Smith & Blennerhassett (1992) uncovered an error whilst considering the
boundary-layer case of Hall & Smith (1989). This amendment in the theory for boundary-
layer flows showed that the forcing from the wave on the vortex is solely from an inner
boundary condition.
Vortex-wave interaction theory has been the subject of several papers; see for example:
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Hall & Smith (1989, 1990, 1991), Smith & Walton (1989), Smith & Blennerhassett (1992),
Walton & Smith (1992), Blackaby (1994). In these papers the wave considered was either a
T-S or Rayleigh wave; our focus shall be on the interaction of streamwise long-wavelength
Go¨rtler vortices and T-S waves. These papers demonstrated that the nonlinearity is found
in the viscous lower deck and causes the mean part of the solution to spread into an outer
buffer layer, where it is reduced to zero and matches with the main part of the boundary
layer. It was also shown in the papers above that vortex-wave interaction is a self-sustaining
process. The induced vortex behaviour found in the buffer layer modifies the wall shear
of the basic flow. The leading-order T-S waves are governed by an amplitude equation
involving this wall shear, such that the vortices induced by the self interaction of T-S waves
affect the waves below. Hence, it was observed that the streamwise vortices are driven by
T-S waves, whose amplitudes are determined by an equation involving a vortex term.
1.5 Layout of thesis
The presentation of this thesis is essentially split into two main parts. The first part, Chap-
ter 2, will address the effect that an abrupt change may have on boundary-layer stability,
while the second part, Chapter 3, will deal with the behaviour of long-wavelength (viscous-
inviscid interactive) Go¨rtler vortices over surfaces with differing curvatures.
In Chapter 2, the problem of a T-S wave being scattered by an abrupt change is consid-
ered, where the abrupt change chosen is a junction between two differing types of media
(rigid and porous walls). We shall show that the effect may be characterised by a trans-
mission coefficient, defined as the ratio of the T-S wave amplitude after to that before the
abrupt change. We extend this further by considering the growth rates over the different
surfaces such that we may formulate a mathematical description of a strip of porosity to
determine the effectiveness of adding porosity to an aerofoil for the transition problem.
We begin with the mathematical formulation of the problem in §2.2, where we restrict
the effect of the porous surface such that our instability may be described using a triple-
deck framework. In §2.3 we use linear stability analysis to analyse the flow in the viscous
lower deck over a porous surface, modelled simply by the effect that the porous surface
may have on the flow. We show that a dispersion relation may be found in terms of a
general function to describe the porous surface, which in the limit of reducing porosity we
are able to recover the known results for a rigid surface.
We look at two different analytic descriptions for a porous wall in §2.4. First we con-
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sider a porous surface described using an unsteady version of Darcy’s law, where we find
that using non-dimensional triple-deck variables we can produce a porosity coefficient to
describe the effect of this surface. Secondly, we introduce a more realistic model based on
work by Carpenter (1996), in which we consider a surface with cylindrical pores leading
to a cavity. Here we see that it is possible to find an admittance to characterise this porous
wall within our triple-deck framework. Using the dispersion relation and the characteristic
porous functions we observe the growth rates of T-S waves propagating over various porous
surfaces.
We modify our system of equations, particularly the boundary conditions in §2.5 to
describe a T-S wave travelling from a rigid (or porous) surface to a porous (or rigid) sur-
face. Using a method based on a Wiener-Hopf factorisation and Fourier transforms we
are able to find the transmission coefficients over these abrupt junctions. The results from
these transmission coefficients and growth rates are reinforced by high-frequency approxi-
mations, using the principle of dominate balance. The effectiveness of a strip of porosity is
considered in §2.7. By considering the junctions at either end of the strips and the growth
rates over both the rigid and porous walls,triple we analyse if the addition of porous strips
may help to delay the transition to turbulence. A summary, remarks on our results and
some conclusions are given in §2.8.
Chapter 3 is separated into three segments. The first of these segments consists of a
mathematical formulation of the problem, §3.2, where we derive a three-tiered system to
describe long-wavelength (viscous-inviscid interactive) Go¨rtler vortices, with a consider-
ation of the effect that constant curvature has on these vortices, §3.3. The work done in
§3.2 is based on the original work by Rozhko & Ruban (1987), while in §3.3 we based our
analysis on work by Choudhari, Hall & Streett (1994). The work presented in §3.3 is used
to act as a motivation for the original work in the remainder of Chapter 3.
In the second segment of Chapter 3, we consider the effect of slowly varying the cur-
vature from concave to convex on long-wavelength Go¨rtler vortices. This is described
using the three-tiered system formulated in §3.2 and we see that using a Wentzel-Kramers-
Brillouin (WKB) expansion of our variables in the streamwise direction we find systems of
equations at leading order (§3.4.2) and second order (§3.4.3). Using these systems of equa-
tions we solve to find analytical expressions for the velocities, pressure and displacement
functions describing the flow.
For the steady case, the solution of our equations develops a singularity as the point
of zero curvature is approached. This is overcome by rescaling about the position of zero
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curvature in §3.5 and formulating a new set of governing equations. We are able to use our
rescalings to allow us to solve about the point of zero curvature, using Fourier transforms,
and match this solution with the previously found solutions away from zero curvature.
Meanwhile, in the unsteady case we find that although no singular point exists the system
does breaks down about zero curvature; we find the upper boundary conditions are not
satisfied as the point of zero curvature is approached. It is therefore necessary to introduce
an upper inviscid layer within the viscous lower deck, §3.6, such that the solutions in the
lower deck match with the flow in the main deck. Results and a discussion of the effect that
slowly varying curvature has on long-wavelength Go¨rtler vortices is given in §3.7.
The third segment of Chapter 3 focuses on the nonlinear interaction of long-wavelength
Go¨rtler vortices and T-S waves over a concave surface, which is spatially evolving in the
streamwise direction. In Chapter 3 Part III we define the surface to be evolving; we assume
that the concave surface is changing at a small order by some function of the streamwise
variable. This behaviour may be described using the three-tiered system formulated in §3.2.
We use vortex-wave interaction theory, see Hall & Smith (1989), to expand our vari-
ables in terms of their wave components, mean flow components and interactive compo-
nents, such that we find leading order and second order systems of equations. Solving the
leading order system and using these solutions in the second order system reveals that a
‘buffer layer’ is needed at the top of our lower deck to match with the main deck. In the
second order system of equations it is found that the wave components self interact to affect
the mean flow. This self interaction drives vortical flow at the top of the lower deck in the
buffer layer. This drives the Go¨rtler vortices in the buffer layer, which create a nonlinear
induced shear stress that drives the T-S waves below. We will therefore see that this system
is closed, highly nonlinear and fully interactive; these interaction equations are derived in
§3.9.
To generate an idea of how to solve this system, we consider a similarity solution
downstream of the initial nonlinear interaction in §3.10. By postulating the downstream
behaviour of the vortex-wave interaction we are be able to solve closer to the initiation
location. We impose a thickness over which the effect of the waves on the buffer layer is
observed downstream of the initiation location and are able to solve this similarity solution
to find expressions for our wave amplitude and the vortex-induced shear stress.
In §3.11 we use the behaviour observed downstream in the similarity solution to deter-
mine an expression for the vortex-induced shear stress in the buffer layer and to determine
an integro-differential equation describing the pressure. These we solve numerically using
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a finite difference scheme and see that the results match with those found in the similarity
solution downstream, §3.11.3.
The numerical scheme used to solve our systems of equations describing the interaction
are discussed in §3.12. The results of the numerical calculations and a discussion are also
given in §3.12.
Finally, in Chapter 4 we summarise methods used, the main results and draw our final
conclusions of the different studies undertaken in this thesis.
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Chapter 2
Impact of abrupt changes on
boundary-layer transition: Rigid-porous
& porous-rigid wall junctions
2.1 Introduction
We are interested in laminar-turbulent transition in subsonic boundary layers. One key as-
pect of transition is the amplification of small-amplitude disturbances inside the boundary
layer. In this chapter we concentrate on the early stages of transition, in which the distur-
bances are predominantly two-dimensional and propagate with the flow; this is a common
scenario. The disturbances we shall focus on here are known as Tollmien-Schlichting (T-S)
instability waves. The frequencies and growth rates of these T-S waves are well described
by linear stability theory. Linear stability theory is a well refined branch of the transition
problem, with the two-dimensional case developed in numerous studies. We consider a
flow to be unstable if the perturbations are growing; if they decay then the flow is termed
linearly stable. There are two ways to investigate a linear instability; spatial and temporal.
A spatial instability considers a flow that originates at a certain point, with a given fre-
quency, and develops as it travels downstream, whereas for a temporal instability we would
consider a disturbance with a wavelength fixed an an initial time and consider it’s growth
or decay in time. Here we shall be considering a T-S wave travelling along a surface that
meets an abrupt change at some downstream position; hence we shall consider the stability
of our T-S wave from a spatial standpoint. Linear stability theory has been extensively
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used for the study of T-S waves; for example Mack (1984), in which he comprehensively
discusses the basic details for compressible flow, see also Tollmien (1929), Lin (1955) and
Schlichting (1979). Linear stability theory has also been substantiated experimentally by,
for example, Schubauer & Skramstad (1947) and Wortmann (1955).
There are various approaches we could consider employing to investigate a problem
such as this; for example we could use linearisation of the Navier-Stokes equations alter-
natively we may assume parallel flow, such that we could use an Orr-Sommerfeld model or
we might allow the possibility of including nonlinear effects and nonparallelism into our
model and employ triple-deck theory. We have chosen to use a triple-deck approach, based
on the original ideas of Stewartson & Williams (1969), Neiland (1969), Stewartson (1969)
and Messiter (1970). Smith (1979) later demonstrated that in subsonic flows unsteady
triple-deck theory describes T-S waves at and close to the lower-branch of the neutral sta-
bility curve. Triple-deck theory has also been applied to the receptivity mechanisms of T-S
waves, see for example Ruban (1984) and Wu (1999). Triple-deck is regarded as a well
developed tool for the study of T-S waves.
Transition is caused by the amplification and interaction of different instability modes
resulting in laminar flow breakdown, see Morkovin (1969, 1984). In our case those insta-
bility modes are the viscous spatial T-S modes, however here we shall only be considering
one mode; since the growth of a T-S wave is sufficient to trigger the nonlinear behaviour
that results in the interaction and transition. Once flow becomes nonlinear there is little that
may be done passively to attempt to control the flow’s behaviour. Hence, we will consider
mechanisms to prevent, or delay, transition into turbulence by limiting the growth of T-S
waves in the linear regime.
There have been many theoretical and numerical investigations into understanding how
transition may be delayed. For example Fischer et al. (1983) and Maddalon & Braslow
(1990) conclusively demonstrated that leading edge suction can lead to significant regions
of laminar flow. Suction is an example of an active flow control, these are elements within
the structure of a wing that are powered and may react to control a flow. For civil engineer-
ing applications, such as commercial aircraft, it has been noted by Saric (1994) that passive
controls, i.e. static or unactuated devices, would seem to be a more feasible approach than
active controls, since they are more cost effective. Passive controls may include compli-
ant surfaces, porous surfaces or even modulated roughness, each of these is static but may
provide stabilising conditions to the flow.
It has been shown that compliance is potentially an effective passive control system for
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T-S waves, see for example Riley et al. (1988) and Carpenter (1990), however compliance
requires the use of delicate lightweight structures, which may be unsuitable for aircraft
applications. Therefore, in this chapter we have chosen to consider a possible passive
porous control system, since the inflow/outflow conditions caused by a porous surface may
be seen to be similar to the displacements caused by compliance, but without the need for a
flimsy structure. The porous surface we shall consider will be a solid surface and with the
porosity described by either a modified Darcy’s model or through a more realistic model
developed by Carpenter (1996). The more realistic porous model has subsequently been
used by Porter (1998) and Carpenter & Porter (2001). These investigations considered
a flow described using a Orr-Sommerfeld model and include extensive sets of numerical
solutions. In this chapter we shall seek analytic solutions to describe the effect that porosity
has on a flow, which is described by triple-deck theory.
Recently experiments in laminar flow control or drag reduction with porous walls have
focused more on flows with supersonic or hypersonic velocities, and less for flows with
subsonic speeds. Experiments by Bre`s (2009, 2010) and Fedorov (2010) have shown that
the use of porous walls (or porous coatings) delays transition to turbulence in supersonic
and hypersonic flow; this delay is caused by a suppression of the amplification of the so-
called second-mode of the supersonic or hypersonic wave.
In subsonic flows, where the first-mode amplification dominates, there has been little
recent experimental study on the effect of porosity on aerofoils to help stabilise flows.
Therefore we look towards experiments of comparable type. Experiments by Reynolds &
Saric (1986) showed how it is possible to delay transition in subsonic flows over a flat plate
by the use of active suction, these results are in good agreement with work by Nayfeh, Reed
& Ragab (1986). The use of porous walls may be considered more beneficial than suction
for commercial aircraft since unlike suction through holes, having a porous medium means
that the structure of the wing is not as affected, since there is no need to add additional
suction equipment, and it is more cost effective. A porous medium can still provide strong
support for the wing as well as allowing air to pass through its structure.
A change in the structure of a wing or plate may be gradual (typically slowly changing
curvature), or it may be abrupt, such as a bump or a junction. If the structure of a wing
changes gradually then we can often describe the effect this will have on the flow by a
slowly varying local stability analysis; however in our case we are investigating the effect
of abrupt changes, for which we cannot use such an approach, since an abrupt change
causes the travelling wave to be scattered, see Gaster (1987). This effect has been studied
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in detail, for vortical waves over junctions, by Sen, Carpenter et al. (2009), in conjunction
with their work on junctions between rigid and compliant walls. Their approach was to use
half-range Fourier-Laplace transforms to show the behaviour of a junction between a rigid
and compliant wall. Sen, Carpenter et al. (2009) demonstrated how a junction can have a
major effect on the dynamics of the system by taking on the role of a ‘wave driver’. This
means that the junction is like a ‘half source cum half sink’, where the junction acts as a
sink for the incoming vortical wave and a source for the outgoing wave. It was shown that
for vortical waves the transmitted and reflected waves generated from the incident wave at
the junction can be predicted solely in terms of the amplitude of the incident wave, given
that we have knowledge of all the far-field eigenstates. These investigations, along side
others such as Carpenter et al. (2002), Sen et al. (2003), demonstrate the importance that
abrupt junctions between different media may have on an instability.
In this chapter we are interested in how a junction causes a T-S wave to be scattered.
We have chosen to use a method developed by Wu & Hogg (2006) and Wu (2011), in which
they considered the scattering of a T-S wave due to roughness elements. In their work they
considered the effect on the pressure, caused by the scattering of the T-S wave, leading
to radiated sound waves. We have chosen, as our forms of abrupt change: a rigid-porous
junction, a porous-rigid junction and a porous strip, modelled by considering these types
of junctions occurring in sequence and considering the growth of a T-S wave over a porous
surface.
In many practical flows junctions are not uncommon, for example between panels on
a wing. There exist recognised techniques for calculating the transmitted, reflected and
diffracted waves from a scattered incident wave at a junction, see for example the be-
haviour of acoustic waves at junctions studied by Lighthill (1978) and Billingham & King
(2001). Here we shall present a method using the Wiener-Hopf technique, see Noble
(1958), Billingham & King (2001), that we believe is suitable in solving for a scattered
T-S wave over a junction between different media. The use of the Wiener-Hopf technique
in the study of wave scattering is well-established; for example Crighton & Leppington
(1971) used the Wiener-Hopf technique to to study the effect of acoustic noise scattering
caused by obstacles in the flow. More recently, Jaworski & Peake (2013) studied the effi-
ciency of aerodynamic noise generation from a poroelastic edge through scattering using
the Wiener-Hopf technique. Here it was found that the Wiener-Hopf technique solved the
problem exactly over a range of porosity and that the kernel splitting may be performed
numerically. The use of the Wiener-Hopf technique for the scattering of waves has, for the
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most part, been applied to acoustic waves, however here we shall apply this technique to
study the scattering effect of viscous T-S instability waves. From our scattering investi-
gations we shall derive a transmission coefficient, which we shall define to be the ratio of
the amplitudes of the transmitted wave over the incident wave, to evaluate the effect that a
junction between rigid and porous surfaces will have on a subsonic flow.
From our investigations into the scattering effect of junctions we shall be able to con-
sider the effectiveness of a strip of porosity upon a wing. This is important in a practical
sense, since in aircraft production it is more likely that strips of porosity would be used
to try and delay transition rather than a fully porous wing. To understand if a porous strip
would be beneficial we need to understand whether or not the flow over a surface with
porous strips is more stable than over a rigid surface. Therefore, we shall examine the scat-
tering effect of the strips and the relative growth rates of T-S waves over rigid and porous
surfaces to determine the effectiveness of porosity as a laminar flow control.
2.2 Statement of the problem and triple-deck structure
We consider a two-dimensional compressible boundary layer which is generated by a sub-
sonic flow over a body, where for illustrative purposes we assume the body to be a flat
plate. We shall also assume that the flat semi-infinite plate is porous over at least part of its
length. A two-dimensional Tollmien-Schlichting (T-S) wave, excited by some receptivity
mechanism upstream, is present and propagates within the boundary layer in the stream-
wise direction. The oncoming flow is assumed to be uniform with velocity U∞. The mean
density, temperature and speed of sound in the free stream are denoted by ρ∞, Θ∞ and a∞
respectively. We define the Reynolds number Re and Mach number M as
Re = U∞l/ν∞, M = U∞/a∞,
where l is the length from the leading edge and ν∞ = µ∞/ρ∞ is the kinematic viscosity in
the free stream, with µ∞ representing the dynamic viscosity in the free stream. The Mach
number represents the ratio of the speed of our flow and the local speed of sound. As we
shall be considering subsonic flow it is assumed that M < 1. The Reynolds number is
taken to be asymptotically large, Re 1.
The flow can be described in Cartesian coordinates (x, y), where x and y are along and
normal to the surface respectively. They are non-dimensionalised by the length scale l,
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while the time variable t is non-dimensionalised by l/U∞. The velocity (u, v), density ρ,
temperature Θ, pressure P and shear and bulk viscosities µ and µ′ are non-dimensionalised
by U∞, ρ∞, Θ∞, ρ∞U2∞ and µ∞ respectively.
The fluid is assumed to be a perfect gas with constant ratio of specific heats, γ0. The
governing equations of the flow are then
∂ρ
∂t
+∇· (ρu) = 0 (2.1a)
ρ
Du
Dt
= −∇P + 1
Re
∇· (2µe) + 1
Re
∇
((
µ′ − 2
3
µ
)
∇ · u
)
, (2.1b)
ρ
DΘ
Dt
= (γ0 − 1)M2 DP
Dt
+
1
PrRe
∇· (µ∇T ) + (γ0 − 1)M
2
Re
Φ, (2.1c)
γ0M
2P = ρΘ, (2.1d)
where e and Φ represent the rate of strain tensor and the dissipation function:
eij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
, Φ = 2µe : e+
(
µ′ − 2
3
µ
)
(∇ · u)2 ,
and Pr is the Prandtl number.
We assume that the instability can be described by a standard triple-deck structure,
consisting of a main deck where the normal coordinate shall be scaled on the width of the
boundary layer, such that y ∼ O (Re−1/2), an upper deck where y ∼ O (Re−3/8) and a
lower deck where y ∼ O (Re−5/8), see Figure 2.1. For our analysis we shall introduce
scaled spatial and temporal variables:
X = Re3/8x and τ = Re1/4t, (2.2)
where we assume that x = 0 is the position at which the boundary layer is fully established.
In triple-deck theory each of the three layers has its own physical function within the
interaction region. Perturbations in the lower deck are transmitted through the main deck,
where the perturbation acts as a displacement of the stream lines. This displacement is
transmitted to upper deck and creates a disturbance of pressure, which will be sent back in
the lower deck promoting velocity disturbances.
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Figure 2.1: Triple-deck structure. (I) represents the position of the rigid-porous wall junc-
tion whereas (II) represents the porous-rigid wall junction.
2.2.1 The main deck
Let us consider the main part of the boundary layer first, where the appropriate transverse
variable is Y = Re1/2y. We assume that the variable expansion takes the form
(u, v, P, ρ,Θ) =
(
U0(Y ), Re
−1/2V0, P0, R0,Θ0
)
+Re−1/8
(
U1, Re
−1/8V1, Re−1/8P1, ρ1,Θ1
)
+ · · · . (2.3)
Substitution of (2.3) into the governing equations (2.1a)-(2.1d) and comparison atO(Re1/4)
yields
∂P1
∂Y
= 0, (2.4)
which implies that the pressure in the main deck is independent of the normal coordinate
Y , hence P1 = P1 (X, τ). We also see that, after the substitution, (2.1a)-(2.1d) satisfy the
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standard homogeneous main-deck equations at leading order, these have the solution
U1 (X, Y, τ) =A (X, τ)
dU0 (Y )
dY
, (2.5)
V1 (X, Y, τ) =− ∂A (X, τ)
∂X
U0 (Y ) , (2.6)
whereA is an arbitrary function to be determined. The limits of (2.5) and (2.6), with respect
to Y , motivate the need for our upper and lower decks. If we take the limit of V1 as Y →∞
we find that V1 6→ 0 as would be expected far from the surface, therefore we require an
upper deck outside of the boundary layer to achieve this. Similarly if we consider the
limit of U1 at Y = 0 we find that U1 does not satisfy the non-slip condition at the surface,
therefore a lower deck is included to ensure that the we can satisfy this condition.
2.2.2 The upper deck
In the upper deck, we denote the transverse variable by y¯ = Re3/8y and assume the variable
expansion takes the form
(u, v, P, ρ,Θ) =
(
1, 0,
1
γ0M2
, 1, 1
)
+Re−1/4
(
U¯1, V¯1, P¯1, ρ¯1, Θ¯1
)
+ · · · . (2.7)
Substitution of the expansion (2.7) into the system of equations (2.1a)-(2.1d) yields, at
O
(
Re1/8
)
, the equations
∂ρ¯1
∂X
+
∂U¯1
∂X
+
∂V¯1
∂y¯
= 0, (2.8a)
∂U¯1
∂X
= −∂P¯1
∂X
, (2.8b)
∂V¯1
∂X
= −∂P¯1
∂y¯
, (2.8c)
∂Θ¯1
∂X
= (γ0 − 1)M2∂P¯1
∂X
, (2.8d)
and at O(Re−1/4)
γ0M
2P¯1 = Θ¯1 + ρ¯1. (2.8e)
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The velocity components, density and temperature may be eliminated from our upper-deck
system of equations (2.8a)-(2.8e) to obtain a single equation for the pressure P¯1 given by
(
M2 − 1) ∂2P¯1
∂X2
− ∂
2P¯1
∂y¯2
= 0, (2.9)
i.e. the Prandtl-Glauert equation. Since we are considering subsonic flow,M < 1, equation
(2.9) may be transformed into Laplace’s equation; such that taking a Fourier transform of
equations (2.8c) and (2.9) in the X-direction, with the transformed variables denoted by
superscript ∗ and the transform variable denoted by k, we find
∂2P¯ ∗1
∂y¯2
− (1−M2)k2P¯ ∗1 = 0, and ikV¯ ∗1 = −
∂P¯ ∗1
∂y¯
, (2.10)
whose solutions are found to be
P¯ ∗1 = P exp
[−|k|(1−M2)1/2y¯] , (2.11)
V¯ ∗1 =
|k|(1−M2)1/2
ik
P exp
[−|k|(1−M2)1/2y¯] , (2.12)
where P may be found from matching with the main deck. Matching the transforms of
the transverse velocities, equation (2.12) at y¯ = 0 and (2.6) at the upper edge of the main
deck, yields
P = |k|(1−M2)−1/2A∗(k, τ). (2.13)
Hence, inverting the Fourier transform it is shown that the pressure at y¯ = 0 is given by
P¯1(X, τ) =
1
pi(1−M2)1/2
∫ +∞
−∞
A′ (ξ, τ)
X − ξ dξ. (2.14)
The pressure is invariant in Y across the main deck; we therefore see that (2.14) also
describes the pressure in the main deck and in the lower deck, see below.
2.2.3 The lower deck
In the lower deck, the appropriate transverse variable is y˜ = Re5/8y. We assume that the
flow field in the lower deck takes the from
(u, v, P, ρ,Θ) = Re−1/8
(
u˜, Re−1/4v˜, Re−1/8P˜ , ρ˜, Θ˜
)
+ · · · , (2.15)
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where ρ˜ = R0(0) is the fluid density at the surface, which we can take to be constant within
the lower deck and shall be made one using an affine transformation. Substitution of (2.15)
into the Navier-Stokes equations yields the leading-order nonlinear system
∂u˜
∂X
+
∂v˜
∂y˜
= 0, (2.16a)
∂u˜
∂τ
+ u˜
∂u˜
∂X
+ v˜
∂u˜
∂y˜
=− ∂P˜
∂X
+
∂2u˜
∂y˜2
, (2.16b)
where again it is found that ∂P˜ /∂y˜ = 0. From equations (2.16a)-(2.16b) we see that the
flow in the viscous lower deck is effectively incompressible.
The pressure in the lower and main decks is invariant in the transverse direction, there-
fore in the boundary layer the pressure is given by
P˜ =
1
pi(1−M2)1/2
∫ +∞
−∞
A′ (ξ, τ)
X − ξ dξ, (2.17)
corresponding to (2.14) since P˜ (X, τ) = P¯1(X, 0, τ).
At the wall surface the streamwise velocity u˜ is subject to the non-slip condition,
u˜ = 0 at y˜ = 0, (2.18)
and the normal velocity v˜ is required to satisfy a condition imposed by the inflow/outflow
condition through the porous wall. Such that the effect imposed by porous wall on the flow
may be described by this triple-deck framework we shall assume that the inflow/outflow
velocity will be no more than O(Re−3/8), i.e.
v˜ = hV at y˜ = 0, (2.19)
where V is the velocity into or out of the porous wall and h is the scaled size of the pertur-
bation. The matching condition between the lower and main decks gives us that
u˜→ λ(y˜ + A) as y˜ →∞, (2.20)
where
λ =
∂U0
∂Y
(0),
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is the shear stress. The mean flow is taken to be the Blasius boundary-layer flow, therefore
it may be shown that λ = f ′′B(0) ≈ 0.332, where fB satisfies the Blasius equation.
Equation (2.16b) is parabolic and so requires an upstream the upstream condition:
u˜ = λy˜ at X = −∞. (2.21)
The above is a closed system of lower-deck equations (2.16a)-(2.16b) with the pressure-
displacement relation (2.17), and the boundary and matching conditions (2.18)-(2.19). This
system is sufficient to describe the propagation of a T-S wave over a porous surface.
2.3 Linear stability analysis
We consider the flow over a porous wall; the perturbation to the flow is caused by the
inflow/outflow condition at the wall which is assumed to be of order h, such that v˜ = O (h).
Therefore, taking h 1, such that we are considering only a small perturbation to our flow,
we are able to linearise our lower-deck system of equations, (2.16a)-(2.17), by assuming
we can expand our variables by:(
u˜, v˜, P˜ , A
)
= (λy˜, 0, 0, 0) + h
(
u˜1, v˜1, P, A˜
)
+O
(
h2
)
. (2.22)
Hence we find a linearised system of equations in the lower deck:
u˜1τ + λy˜u˜1X + λv˜1 = −PX + u˜1y˜y˜, (2.23a)
u˜1X + v˜1y˜ = 0, (2.23b)
P =
1
pi(1−M2)1/2
∫ +∞
−∞
A˜′ (ξ, τ)
X − ξ dξ, (2.23c)
subject to the boundary conditions
u˜1 = 0, v˜1 = V (X, τ) at y˜ = 0, (2.23d)
u˜1 → λA˜(X, τ) as y˜ →∞, (2.23e)
where V (X, τ) is the inflow/outflow velocity from the porous wall and subscripts refer to
derivatives, i.e. uX is the derivative of u with respect to X .
Our instability is a two-dimensional T-S wave and as such we assume that the variables
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may be decomposed into normal modes of the travelling-wave form:(
u˜1, v˜1, A˜, P, V
)
= (u∗, v∗, A∗, P ∗, V ∗) ei(αX−Ωτ) + c.c.,
where c.c refers to the complex conjugate, k is the streamwise wavenumber and Ω the
frequency of our wave. We now have that (u∗, v∗, A∗, P ∗, V ∗) are functions of y˜ only and
satisfy the equations
−iΩu∗ + λiαy˜u∗ + λv∗ = −iαP ∗ + u∗y˜y˜, (2.24a)
iαu∗ + v∗y˜ = 0, (2.24b)
P ∗ = sgn(α)α(1−M2)−1/2A∗, (2.24c)
subject to boundary conditions
u∗ = 0, v∗ = V ∗ at Y˜ = 0, (2.24d)
u∗ → λA∗ as y˜ →∞, (2.24e)
where sgn(α) = sgn (Re(α)).
We can eliminate v∗, to reduce our system to one variable, by taking the derivative of
(2.24a) with respect to the normal variable y˜ and using the continuity equation (2.24b),
such that we find
− iΩu∗y˜ + iλαy˜u∗y˜ = u∗y˜y˜y˜. (2.25)
It is assumed that α 6= 0, since α = 0 corresponds to an infinitely long wave. Therefore,
we can use the change of variable, Smith (1979),
y˜ = (z − z0) (iαλ)−1/3, with z0 = −iΩ(iαλ)−2/3, (2.26)
to see that u∗z satisfies the Airy’s equation
(u∗z)zz − zu∗z = 0. (2.27)
We solve (2.27) and integrate the solution for u∗z such that, by using the boundary condition
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at infinity (2.24e), we find
u∗(z) =
λA∗
κ(z0)
∫ z
z0
Ai(q) dq, where κ(z0) =
∫ ∞
z0
Ai(q) dq, (2.28)
with Ai denoting the Airy function. Equation (2.28) can now be substituted into the x-
momentum equation (2.24a), at the wall, such that we can manipulate, using (2.24c), to
find
A∗ =
−λ(1−M2)1/2κ(z0)
isgn(α)α2κ(z0)− (iα)2/3λ5/3 (1−M2)1/2 Ai′ (z0)
V ∗. (2.29)
Hence we have a way to relate the displacement function to the inflow/outflow velocity
at the wall. By considering the porous wall itself we see there exists an alternative way to
relate the displacement and the inflow/outflow velocity, which takes into account the model
used to describe the porous surface. We assume that the relation
V = −η(Ω)P, (2.30)
holds, where η(Ω) is a function to be defined that will be used to model our porous wall. In
this chapter we will consider two different approaches to describe a porous surface, these
will be formulated and discussed in §2.4.
We can use the normal mode decomposition of (2.30) and equation (2.24c) to find an
alternative to (2.29):
A∗ = − (1−M
2)1/2
sgn(α)αη (Ω)
V ∗. (2.31)
Equating (2.29) and (2.31) leads to the dispersion relation for a perturbation over a porous
surface. In order to consider T-S waves propagating over the porous surface and traversing
junctions between the two differing media we shall assume that these T-S waves will prop-
agate downstream, this occurs when the real part of the wavenumber is positive. Therefore,
the dispersion relation is given by
∆p(α,Ω) ≡ iα2κ(z0)− λ5/3(1−M2)1/2(iα)2/3Ai′(z0)− λακ(z0)η(Ω) = 0. (2.32)
We note that the case where η → 0 corresponds to a non-porous wall, therefore letting
η → 0 we reduce equation (2.32) to the dispersion equation for a rigid wall:
∆r(α,Ω) ≡ iα2κ(z0)− λ5/3(1−M2)1/2(iα)2/3Ai′(z0) = 0. (2.33)
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These dispersion relations allow us to determine the wavenumbers, for a given frequencies,
of T-S waves propagating over porous and rigid surfaces. From this we shall be able to see
the effect that a porous wall has on the growth or decay of a T-S wave as it propagates over
the surface. Before we can find these growth rates, however, we should consider the two
different models we have chosen to describe a porous wall and find the relevant expressions
for η to be used in (2.32).
2.4 Porous wall
We shall consider two different ways of describing a porous wall, one will be based on
Darcy’s law while the other is based on a model for a passive porous wall, suggested by
Carpenter (1996). Darcy’s law considers the effective pressures on either side of a surface
and the permeability of a surface to describe how a fluid may pass through a porous surface.
Darcy based his work on experimental results in (1856), however it has been derived from
the Navier-Stokes equations more recently, see for example Whitaker (1986). This method
to describe a porous surface does not take into account the construction of the porous
surface and may be thought of as a more simplistic model.
The model developed by Carpenter (1996) is a more realistic model, here he considered
how the porous surface is composed. By considering the shape, angle and length of the
pores as well as the possibility of these pores leading to a cavity below we see that this
model is more practical. Carpenter’s model was developed using linearised Navier-Stokes
in the boundary layer outside of the porous surface, such that he was able to use the Orr-
Sommerfeld equation to describe the outer flow. In our work, however, we have used a
triple-deck formulation to describe our flow and so we shall be required to rescale this
model to fit within our framework.
2.4.1 Darcy’s Law
Experiments originally performed by Darcy (1856) on the flow of water through columns
of sand led to the determination of a relationship between the flow rate and the pressure
difference at either side of the medium, known as Darcy’s law;
Q = −K
µ
(p+ − p−)
L , (2.34)
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where Q is the total discharge of fluid, K is the intrinsic permeability of the medium,
(p+ − p−) is the total pressure difference, µ is the fluid viscosity and L is the length over
which the pressure difference is taking place. Darcy’s Law has since been derived from the
Navier-Stokes equations, see Whitaker (1986). The velocity of the fluid travelling through
the porous medium may be related to Q by the porosity of the medium, such that
V =
Q
R , (2.35)
where R = VV /VT is the porosity and VV is the volume of the space within the medium
and VT is the total volume of the porous medium. Therefore, for a steady flow through a
porous medium Darcy’s Law provides us with the velocity that the fluid will pass through
a defined porous medium for a given pressure difference.
We would like, however, to take into account unsteady effects, by introducing an inertia
term vt. We will assume for simplicity that the pressure gradient, ∂p/∂x, is constant.
Therefore, from equations (2.34) and (2.35) and our assumptions we introduce an inertial
term such that
Cvt + v = −Bp, (2.36)
with the term Cvt modelling the inertial effects and where B may be seen from equations
(2.34) and (2.35) to model the porosity and permeability of the porous medium. This
method was originally suggested by Polubarinova-Kochina (1952) and is discussed in detail
for Forchheimer flow by Burcharth & Anderson (1995). Forchheimer flow includes an extra
quadratic term |v|v, which is assumed to be negligibly small for a Darcy’s flow such as ours.
Burcharth & Anderson (1995) demonstrated the validity of this simple unsteady Darcy’s
model through experiments and considering an analogy with cylinders though a surface,
to distinguish between the volume of fluid in the medium and the volume of the displaced
fluid.
The simple model given by equation (2.36) may be rewritten in terms of our non-
dimensional triple-deck variables, p = Re−1/4ρ∞U2∞hP , t = Re
−1/4l/U∞τ and v =
Re−3/8U∞hV , to obtain
γVτ + V = −βP, (2.37)
where
γ = Re1/4CU∞/l, β = Re1/8Bρ∞U∞. (2.38)
Thus (2.37) is used to formulate a porosity coefficient over this Darcy type porous surface,
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which is found to be
η(Ω) =
β
1− iγΩ . (2.39)
We can therefore use this porosity coefficient for a Darcy’s type porous surface, (2.39),
in our linear stability analysis and our dispersion relation, (2.32). We are therefore able to
find the growth rates of T-S waves as they propagate over this porous wall. In Figure 2.2
we can see typical growth rates for the spatial instability caused by a flow over a Darcy’s
porous wall (and a rigid wall when β = 0), where the growth rate, −Im (α), is plotted
as a function of Ω. The porous surfaces shown in Figure 2.2 have γ = 0.5 fixed with β
varying and β = 0.5 fixed with γ varying, these values were chosen since these were seen
to exhibit the general observed behaviour. It is seen that the growth rate of a T-S wave over
a porous surface is higher, in the cases considered here, than that observed for a rigid wall,
this implies that transition may occur earlier over a porous surface than a rigid surface.
The most unstable modes are found in a region about a frequency of Ω ≈ 1, while as
the frequency increases the effect of the porous surface decreases. By allowing for greater
inertial effects, by increasing γ, in our porous surface we see that the growth rate is reduced
and that for γ > 0.8 and high-frequencies, the growth rate over the porous surface is seen
to be negligible. Contrastingly, as we increase β the growth rate increases, therefore we can
note that as the porosity of the surface increases the ‘destabilising’ effect that the surface
has on a T-S wave increases.
2.4.2 Passive porous wall
The second formulation for our porous wall considers a surface that would be qualitatively
similar to that which may be used in industry. It is based on work by Carpenter (1996) and
here we shall consider a passive porous wall as depicted schematically in Figure 2.3, where
the radius and length of the pores as well as the depth of the cavity will be considered.
The formulation of this porous model shown in this section was originally presented in
Carpenter (1996), the difference here is that after formulating the model we rescale such
that this model shall fit within out triple-deck framework. Therefore, we consider a wall
where cylindrical pores lead into a cavity, which will sit on an impermeable wall. As in
the approaches devised by Gaponov (1971), (1975a,b) and Lekoudis (1978) to model the
effect that a permeable surface has on boundary-layer stability, the fluctuating velocity at
the wall, caused by a T-S wave, will drive a fluctuating component of the flow through the
pores. Therefore, we consider a travelling wave propagating along our pores and into the
2.4 Porous wall 42
Figure 2.2: Growth rates of T-S waves over porous surfaces, with β = 0 corresponding to a
rigid surface, against frequency Ω. Varying β, with γ = 0.5 fixed, and varying inertia term
γ, with β = 0.5 fixed. The grey line denotes the zero contour.
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Figure 2.3: Schematic sketch of the passive porous wall.
cavity, with frequency given by the frequency of the boundary-layer T-S wave.
To develop this model it was assumed by Carpenter (1996) that the pore end effects are
negligible and that it can be assumed that the fluid enters or leaves the porous wall in a
particular direction; the inflow and the outflow are assumed to be distributed continuously
over the surface, see Figure 2.3. These assumptions have been shown by Gaponov (1975a)
to be reasonable, provided that the streamwise distance between the pores is much less
than the wavelength of our T-S wave and we assume that there are many pores in each T-S
wavelength. Effectively this means that the flow through the pores is averaged over the
surface surrounding the pore to give a flow rate per unit area. We see that the fluid is driven
through the pores by the effective pressure difference and so we shall use an admittance to
characterise this porous wall, where the admittance
η =
Fluctuating flow rate per unit area through the wall
Fluctuating effective pressure at the wall
, (2.40)
is the function we shall use to characterise the passive porous wall.
The admittance shall be used to describe the structure of the porous wall; however we
should also consider the proportion of the porous surface occupied by pores. Hence the
admittance must be multiplied by a porosity factor φ, such that:
η = φη|φ=1, (2.41)
where
φ =
Area of a single pore× Number of pores
Total porous area
. (2.42)
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Figure 2.4: Sketch of a pore, illustrating V , Pw and Pc.
Throughout this chapter, unless specifically mentioned, we shall consider a porosity factor
or 50%, φ = 0.5.
To determine the admittance; we begin by considering the pores, these are assumed to
be cylindrical and orientated perpendicular to the wall surface. The streamlines of the flow
within the pores are assumed to be parallel to the pore axis, hence the only component
of flow is that along the pore and so we have unidirectional flow, as shown in Figure 2.4.
These assumptions allow us to apply the standard unsteady pipe theory, see for example
Schlichting (1955). We non-dimensionalise the flow in the pore by the velocity U∞, the
length scale l, density ρ and viscosity µ, as we did in the outer flow. Therefore, substituting
this into the Navier-Stokes equations we find that the non-dimensional velocity along the
pore, v¯, satisfies, in cylindrical coordinates,
∂v¯
∂t¯
= −∂p¯
∂y¯
+
1
Re
[
∂2v¯
∂r¯2
+
1
r¯
∂v¯
∂r¯
]
, (2.43)
where p¯ is the pressure in the pore, y¯ is the coordinate along the pore and r¯ is the radial
coordinate in the pore. We decompose our variables into normal modes by
(v¯, p¯) = (v¯(y¯)∗, p¯(y¯)∗) ei(α¯x¯−Ω¯t¯) + c.c, (2.44)
and we shall assume
− ∂p¯
∗
∂y¯
=
P∗w − P∗c
¯` , (2.45)
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where Pw and Pc are the effective driving pressures at the upper surface of the wall and in
the cavity, while ¯` is the length of the pore.
Hence, by the assumptions above, equation (2.43) becomes
iΩ¯v¯∗ +
1
Re
[
∂2v¯∗
∂r¯2
+
1
r¯
∂v¯∗
∂r¯
]
= −P
∗
w − P∗c
¯` , (2.46a)
with boundary conditions
v¯∗ = 0 at r¯ = a¯ and
∂v¯∗
∂r¯
= 0 at r¯ = 0, (2.46b)
where a¯ is the radius of the pore. Solving (2.46a) gives us an expression for the velocity
through the pore:
v¯∗ =
i
Ω¯
P∗w − P∗c
¯`
[
1− J0
(
i(−iΩ¯Re)1/2r¯)
J0
(
i(−iΩ¯Re)1/2a¯)
]
, (2.47)
where J0 is a Bessel function of the first kind.
The flow rate per unit area into the wall is defined by
V∗ = 2
a¯2
∫ a¯
0
v¯∗r¯ dr¯. (2.48)
Thus, substituting (2.47) into (2.48) we find that
V∗ = i
Ω¯
P∗w − P∗c
¯`
[
1− 2J1(γ¯)
γ¯J0(γ¯)
]
, (2.49)
where J1 is a Bessel function of the first kind and γ¯ = i1/2a¯
(
Ω¯Re
)1/2
. From equation
(2.40), we are able to derive an expression for the admittance through the pores,
ηp =
V∗
P∗w − P∗c
. (2.50)
Therefore, by substituting (2.49) into this expression for the pore admittance we find that
ηp =
i
Ω¯¯`
[
1− 2J1(γ¯)
γ¯J0(γ¯)
]
, (2.51)
which we shall rescale later into our triple-deck variables, such that it may be used in our
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model.
The pores were assumed by Carpenter (1996) to connect to a cavity, where within the
cavity it is assumed that the disturbance is small and so the velocities are low; such that we
have unsteady Stokes flow within the cavity. We non-dimensionalise as we did in the pore
and find that the flow in the cavity is governed by the linearised Navier-Stokes equations:
∂uˆ
∂xˆ
+
∂vˆ
∂yˆ
= 0, (2.52a)
∂uˆ
∂t¯
= −∂pˆ
∂xˆ
+
1
Re
[
∂2uˆ
∂xˆ2
+
∂2uˆ
∂yˆ2
]
, (2.52b)
∂vˆ
∂t¯
= −∂pˆ
∂yˆ
+
1
Re
[
∂2vˆ
∂xˆ2
+
∂2vˆ
∂yˆ2
]
, (2.52c)
where xˆ and yˆ are the streamwise and normal coordinates, respectively, uˆ and vˆ are the
streamwise and normal components of velocity, respectively, and pˆ is the pressure in the
cavity. The boundary conditions are given by
uˆ = 0, vˆ = −V at yˆ = 0, (2.52d)
uˆ = 0, vˆ = 0 at yˆ = −dˆ, (2.52e)
where dˆ is the depth of the cavity and yˆ = 0 is the roof of the cavity. Again, we shall
decompose our variables into normal modes by
(uˆ, vˆ, pˆ) = (uˆ(yˆ)∗, vˆ(yˆ)∗, pˆ(yˆ)∗) ei(αˆxˆ−Ω¯t¯) + c.c, (2.53)
Considering the continuity equation, (2.52a), we now see that it is possible to write
uˆ∗ =
1
αˆ
∂vˆ∗
∂yˆ
and so by differentiating equation (2.52b) by yˆ and equation (2.52c) by xˆ we can eliminate
the pressure such that we find the system of equations reduces to a single fourth-order
ordinary differential equation for vˆ∗:
Ω¯
(
∂2vˆ∗
∂yˆ2
− αˆ2vˆ∗
)
− 1
Re
(
∂4vˆ∗
∂yˆ4
− 2αˆ2∂
2vˆ∗
∂yˆ2
+ αˆ4vˆ∗
)
= 0, (2.54a)
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with boundary conditions
vˆ∗ = −V∗, ∂vˆ
∗
∂yˆ
= 0 at yˆ = 0, (2.54b)
vˆ∗ = 0,
∂vˆ∗
∂yˆ
= 0 at yˆ = −dˆ. (2.54c)
The general solution to (2.54a) takes the following form:
vˆ∗ = A1eαˆyˆ +A2e−αˆyˆ +A3eϑˆyˆ +A4e−ϑˆyˆ, (2.55)
where ϑˆ =
√
αˆ2 − iΩ¯Re and we can solve for An (n = 1, . . . , 4) using symbolic com-
puting (MAPLE). Using (2.52b) and the boundary conditions above we can show that the
pressure in the cavity at yˆ = 0 is
P∗c = i
Ω¯
αˆ
(A1 −A2) , (2.56)
such that by substituting the expressions for A1 and A2 into (2.56) we find the relation
P∗c
V∗ = i
Ω¯
αˆ
N1
N2 , (2.57a)
where
N1 = ϑˆ
(
αˆ + ϑˆ
)(
e(αˆ−ϑˆ)dˆ − e−(αˆ−ϑˆ)dˆ
)
+ ϑˆ
(
αˆ− ϑˆ
)(
e(αˆ+ϑˆ)dˆ − e−(αˆ+ϑˆ)dˆ
)
, (2.57b)
N2 = 8αˆϑˆ+
(
αˆ− ϑˆ
)2 (
e(αˆ+ϑˆ)dˆ + e−(αˆ+ϑˆ)dˆ
)
−
(
αˆ + ϑˆ
)2 (
e(αˆ−ϑˆ)dˆ + e−(αˆ−ϑˆ)dˆ
)
.
(2.57c)
From equation (2.40), we can derive an expression for the admittance in the cavity,
ηc =
V∗
P∗c
. (2.58)
Hence, substituting (2.57a) into (2.58) yields
ηc = −i αˆ
Ω¯
N2
N1 , (2.59)
with Nn (n = 1, 2) given above in equations (2.57b) and (2.57c).
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We have now formulated the passive porous surface model as developed by Carpenter
(1996). Carpenter considered a flow described by an Orr-Sommerfeld model and as such
was not required to rescale his model to fit within his framework. In our investigations
we have chosen to describe the flow over a porous region using a triple-deck formulation,
hence we are now required to rescale the components of ηp and ηc, such that this model can
be used within our triple-deck framework. Considering equation (2.30) and the lower-deck
scalings of the pressure and transverse inflow/outflow velocity we find that the admittance
must be η ∼ O(Re−1/8). The scaling of the velocity within the pore is fixed by our triple-
deck analysis and so must be no more than O(Re−3/8). As the flow within the porous
surface is driven by the T-S wave on the surface we assume that the waves generated within
the pore and cavity are of the same frequency as the T-S wave, O(Re1/4). From these
constraints we are able to find that we may choose scalings in the pore to be
t¯ = Re−1/4τ ⇒ Ω¯ = Re1/4Ω, (2.60a)
r¯ = Re−13/16r ⇒ a¯ = Re−13/16a, (2.60b)
y¯ = Re−1/2y ⇒ ¯`= Re−1/2`. (2.60c)
Therefore, we see that the radiuses of the pores are much smaller than the triple-deck X-
scale, hence there will exist many pores within our triple-deck region. The length of the
pores scale like the boundary layer, and so the pores are much longer than the height of the
lower deck. Substituting these scalings into (2.51) the pore admittance becomes at leading
order
ηp =
a2
8`
, (2.61)
by approximating the Bessel functions, such that within this framework the pore does not
take into account inertial effects. In the cavity the constraints above imply that we may
choose scalings
xˆ = Re−3/8X ⇒ αˆ = Re3/8α, (2.62a)
yˆ = Re−5/8Y ⇒ dˆ = Re−5/8d, (2.62b)
which implies that ϑˆ = Re5/8ϑ. These scalings in the cavity imply that the depth of this
cavity should have the same scaling as the lower deck of our triple-deck framework, hence
we may note that this porous surface is seen to have relatively long pores leading to a
smaller cavity below. Substitution of these cavity scalings into (2.59) gives the leading
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order cavity admittance to be
ηc = i
ϑ
2Ω
sinh (ϑd)
[1− cosh (ϑd)] , (2.63)
with ϑ =
√−iΩ. Thus we observe that the inertial effects are only perceived in the cavity
and therefore in the absence of a cavity this model for a porous surface will reduce to the
steady Darcy’s model.
The overall admittance of this porous wall is related to the admittances of the pores and
the cavity as follows:
1
η
=
1
ηp
+
1
ηc
⇒ η = ηpηc
ηp + ηc
, (2.64)
which may be seen by considering equations (2.40), (2.50) and (2.58). The implication
above is assuming that neither ηp or ηc are zero, with ηp and ηc given by (2.61) and (2.63),
respectively. We can now substitute the admittance η, describing a passive porous surface,
into our porous dispersion relation, (2.32). From this dispersion relation we are able to
determine the growth rates, −Im (α), for a T-S wave propagating over various passive
porous walls, shown in Figures 2.5 and 2.6. The growth rate of a T-S wave over a porous
wall is seen to be generally higher than that over a rigid wall, however it is interesting
to note that when the porous surface has sufficiently a large cavity the T-S waves will
experience an negative growth rate for larger frequencies. We have chosen to plot these
passive porous surfaces with certain fixed parameters; the fixed porous surface dimensions
are chosen such that they exhibit the most general observed behaviour and allow us to focus
on the varying parameter.
By changing the width of the pore we observe a similar effect to varying the perme-
ability, β, over a Darcy’s type surface, with the most unstable modes about unit frequency
and the growth rate reducing as we increase the frequency of the T-S wave. We do however
observe that unlike the Darcy’s porous surface increasing the radius of the pore we find
that there exists a maximum growth rate when the pore radius is in a region about a ≈ 6,
for a pore length of ` = 3 and cavity depth of d = 0.5. After this point the growth rate is
seen to reduce but retains the characteristics it had for smaller pore widths. Hence, we see
that there is a most unstable pore size. We can also change the characteristics of the pores
by altering their length, it is seen that by extending the length of the pore we decrease the
effect that the porous surface has on the growth of T-S waves, where again the most unsta-
ble modes are about unit frequency and as the frequency increases the modes become less
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Figure 2.5: Growth rates of T-S waves over passive porous surfaces, where φ = 0.5, with
a = 0 corresponding to a rigid surface, against frequency Ω. Varying pore radius a, with
` = 3 and d = 0.5 fixed, and varying pore length `, with a = 0.5 and d = 0.5 fixed. The
Grey line indicates the zero contour.
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Figure 2.6: Growth rates of T-S waves over porous surfaces, where φ = 0.5, against fre-
quency Ω. Varying cavity depth d, with pore constraints a and ` fixed, such that ηp = 0.5.
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unstable.
These pores connect to a cavity and within the triple-deck framework we see that the
inertial effects of this porous surface are observed only within this cavity. If we did not
have a cavity, i.e. d = 0, then this model reduces to a classical Darcy’s surface. By varying
the depth of the cavity it may be seen that the most unstable modes are centred about unit
frequency, as we observed previously, and that increasing the depth of the cavity we reduce
the growth rate of the T-S waves. It is seen that as the frequency increases there exists
a region in which the growth rate becomes negative, implying that T-S waves with large
frequencies decay if the porous surface has a sufficiently large cavity. This region comes
into existence at smaller frequencies as we increase the depth of the cavity. We therefore
see that perhaps a porous surface with a sufficient depth cavity below may help to stabilise
the T-S waves propagating above and perhaps may be a valid passive transition control.
The results seen in Figure 2.6, considering the cavity depth, in principle agree with
the findings of Porter (1998) and Carpenter & Porter (2001). These investigations ap-
plied the same passive porous model as we have applied, with the flow described using an
Orr-Sommerfeld model; not a triple-deck model as we have considered. Solving the Orr-
Sommerfeld eigenvalue problem, using numerical methods, Porter (1998) and Carpenter
& Porter (2001) found that porous surfaces with sufficiently large cavities had a stabilising
effect on the flow at large Reynolds numbers.
2.5 Junctions: rigid-porous & porous-rigid
One of our main interests in this chapter is to investigate how an abrupt change, such as a
junction between two different types of media, will affect the flow over a wall; however un-
til now we have assumed that the wall is either entirely rigid or entirely porous. Therefore,
we now assume that the wall is infinitely long and shall be rigid on one half and porous on
the other.
We will define a rigid-porous junction to be the junction between an upstream rigid
surface and a downstream porous surface, such that the T-S wave propagates along the
rigid wall until the junction and then after the junction will be above a porous wall. The
porous-rigid wall is defined similarly but vice versa.
For the rigid-porous junction we assume that the surface is rigid in the region X < 0
and porous in the region of X > 0. We also assume that there is an incident wave of the
form ei(αrX−Ωτ) from X = −∞, corresponding to a mode observed for the infinite rigid
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wall, with wavelength αr, and there is a transmitted wave of the form ei(αpX−Ωτ) satisfied at
X = +∞, corresponding to the solution of the infinite porous wall case, with wavelength
αp.
Whereas for the porous-rigid junction the surface is assumed to be porous for X < 0
and rigid for X > 0, the incident wave is introduced over the porous wall, coming from
X = −∞ and thus has the form ei(αpX−Ωτ), such that the wave corresponds to a mode over
an infinitely long porous wall. Finally we shall assume that the porous-rigid surface has a
transmitted wave of the form ei(αrX−Ωτ) to satisfy the solution at X = +∞, relating to the
case of an infinite rigid wall, with wavelength αr.
It is assumed that all quantities are proportional to e−iΩτ with Ω given and therefore we
can rewrite the system derived in §2.3 taking into consideration the new boundary condi-
tions to account for a junction,
−iΩu˜+ λy˜u˜X + λv˜ = −PX + u˜y˜y˜, (2.65a)
u˜X + v˜y˜ = 0, (2.65b)
P =
1
pi(1−M2)1/2
∫ +∞
−∞
A˜′(ξ)
X − ξ dξ, (2.65c)
subject to the boundary conditions
u˜ = 0, v˜ = V (X), at y˜ = 0, (2.65d)
u˜ (X, y˜)→ λA˜(X) as y˜ → +∞, (2.65e)
where for the rigid-porous junction we have
V (X) = 0 for X < 0, (2.66a)
V (X) =− η(Ω)P for X > 0, (2.66b)
whereas the porous-rigid junction will have
V (X) =− η(Ω)P for X < 0, (2.67a)
V (X) = 0 for X > 0, (2.67b)
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with η determined by the porous surface, such that
η(Ω) =

β
1− iγΩ for a Darcy’s porous surface,
ηpηc
ηp + ηc
for a passive porous surface,
(2.68)
where ηp and ηc are given by equations (2.61) and (2.63), respectively.
2.5.1 Wiener-Hopf
The Wiener-Hopf technique was originally developed as a means of solving certain classes
of integral equations. Since it’s formulation this technique has been widely used in solving
certain types of partial differential equations; in particular with mixed boundary conditions,
such as there exists in the problem we are investigating. This method relies on applying
a Fourier transformation and since there are differing boundary conditions, each over a
semi-infinite plane, it is found that the transformation results in two unknown functions
corresponding to the unspecified part of the domain in the boundary conditions. One of
these unknowns is seen to be analytic in the upper-half plane, and is denoted by a subscript
+, while the other shall be analytic in the lower-half plane, denoted by a subscript −. Typ-
ically applying a Fourier transformation to a differential equation, with differing boundary
conditions will result in an equation of the form.
F+(k) =
G−(k)
A(k)
+B(k),
where F+ and G− and unknown functions, while A and B are known.
This equation will have a common region of analyticity, where both F+ and G− are
analytic. The main idea of the Wiener-Hopf technique is now to separate our equation into
functions which are analytic in either the upper of lower-half planes. This may be done by
performing a product decomposition on A, such that we find
A+(k)F+(k) =
G−(k)
A−(k)
+B(k)A+(k).
We then need to perform a further decomposition on B(k)A+(k) into the sum of two func-
tions
B(k)A+(k) = C+(k) + C−(k).
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The details of how we can perform such decompositions shall be discussed later in this
section. Hence, we now have that
A+(k)F+(k)− C+(k) = G−(k)
A−(k)
+ C−(k) ≡ J(k).
We see that J(k) shall be analytic in the common region of analyticity, however it is also
seen to be valid in the upper and lower half planes. Therefore, by analytic continuation, we
can conclude that the function J(k) is analytic over the whole complex plane. Supposing
we can show that
|A+(k)F+(k)− C+(k)| < |k|p as |k| → ∞,∣∣∣∣G−(k)A−(k) + C−(k)
∣∣∣∣ < |k|q as |k| → ∞,
then the generalised Louivilles theorem, the function J(k) is a polynomial P (k) of degree
less than equal to the integral part of min(p, q). Hence, we can find solutions to F+ and
G− separately. This therefore allows us to solve our original boundary value problem by
taking the inverse Fourier transforms.
We shall apply the Wiener-Hopf method, as outlined above, to solve our system of equa-
tions, where the boundary condition at the wall differs over the rigid and porous surfaces.
We assume that our T-S wave is growing, Im(α) < 0, such that we are able to make use of
Fourier transforms to solve our system. It can be seen from the growth rates in Figures 2.2
and 2.5-2.6 that a growing mode is the most general behaviour; a growing T-S wave is also
of greater interest than a decaying wave since we are interested in the stabilising effects of
these abrupt changes. To guarantee a larger domain of analyticity for the upcoming Fourier
transforms it is preferable to deal with quantities that tend to zero for large |X|. Our current
system of equations does not satisfy this condition; forX → +∞ the solution is equivalent
to either the unstable mode for the infinite porous wall or the infinite rigid wall. Hence for
the rigid-porous wall we introduce variables
P (X) = PRP (X) + T eiαpX , V (X) = VRP (X)− T η(Ω)eiαpX ,
A˜(X) = ARP (X) +
T
αpκ
eiαpX , u˜ (X, y˜) = uRP (X, y˜) +
λT
αpκ(z0)
∫ z
z0
Ai (q) dq eiαpX ,
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v˜ (X, y˜) = vRP (X, y˜)− iλT y˜
κ(z0)
∫ z
z0
Ai(q) dq eiαpX , (2.69)
and for the porous-rigid wall it is necessary to introduce the variables
P (X) = PPR(X) + T eiαrX , V (X) = VPR(X),
A˜(X) = APR(X) +
T
αrκ
eiαrX , u˜ (X, y˜) = uPR (X, y˜) +
λT
αrκ(z0)
∫ z
z0
Ai (q) dq eiαrX ,
v˜ (X, y˜) = vPR (X, y˜)− iλT y˜
κ(z0)
∫ z
z0
Ai(q) dq eiαrX , (2.70)
where z0 = −iΩ(ikλ)−2/3 and κ(z0) is given by (2.28), with T being the transmitted wave
amplitude and subscripts RP and PR denoting a variable in the rigid-porous or porous-
rigid case, respectively. The changes of variables, (2.69) and (2.70), ensure that our vari-
ables tend to zero for large |X|. For the most part, the remainder of this section will be
outlined in terms of general variables, which will be denoted by subscript G (i.e. G = RP
or G = PR), and where necessary will we explain where the two cases differ and their
resulting equations.
Using our new variables, either (2.69) or (2.70), our system of equations (2.65a)-(2.65c)
becomes
−iΩuG + λy˜∂uG
∂X
+ λvG = −∂PG
∂X
+
∂2uG
∂y˜2
(2.71a)
∂uG
∂X
+
∂vG
∂y˜
= 0, (2.71b)
PG(X) =
1
pi(1−M2)1/2
∫ +∞
−∞
A′G(ξ)
X − ξ dξ, (2.71c)
subject to the boundary conditions
uG = 0, vG = VG(X) at y˜ = 0, (2.71d)
uG (X, y˜)→ λAG(X) as y˜ →∞, (2.71e)
where for the rigid-porous wall we have
VRP (X) = T η(Ω)eiαpX for X < 0, (2.72a)
VRP (X) =− η(Ω)PRP (X) for X > 0, (2.72b)
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and for the porous-rigid wall we have
VPR(X) =− η(Ω)
(
PPR (X) + T eiαrX
)
for X < 0, (2.73a)
VPR(X) = 0 for X > 0. (2.73b)
In order to apply the Wiener-Hopf technique we take the Fourier transform, with respect
to the streamwise variableX , of our system, where we shall denote the Fourier transformed
variables by superscript ∗ and we shall use the convention
f ∗(k) =
∫ ∞
−∞
f(X) exp(−ikX) dX.
After applying the Fourier transform; equations (2.71a)-(2.71c) may be combined to give,
A∗G(k) =
−λ(1−M2)1/2κ
isgn(k)k2κ− (ik)2/3λ5/3(1−M2)1/2Ai′ (z0)V
∗
G (k). (2.74)
Substituting equation (2.24c) into (2.74) gives
P ∗G(k) = P
∗
G−(k) + P
∗
G+
(k)
=
−sgn(k)kλκ
isgn(k)k2κ− (ik)2/3λ5/3(1−M2)1/2Ai′ (z0)
(
V ∗G−(k) + V
∗
G+
(k)
)
, (2.75)
where subscript + or − indicate that the function is defined in the region X > 0 or X < 0
respectively, for example
V ∗G−(k) =
∫ 0
−∞
VG(X) exp (−ikX) dX, and V ∗G+(k) =
∫ ∞
0
VG(X) exp (−ikX) dX.
For the rigid-porous wall we consider the effect of the porous surface, such that VRP (X) =
T η(Ω)eiαpX for X < 0, which implies V ∗RP−(k) = T η(Ω)/i (αp − k). Also, we see that in
the region X > 0 we have VRP (X)η−1(Ω) = −PRP (X) and so multiplying by e−ikX and
integrating between 0 and +∞ yields,
V ∗RP+(k)
η(Ω)
= −P ∗RP+(k). (2.76)
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Therefore if we combine equations (2.75) and (2.76) we find that,
P ∗RP− +
T
i(αp − k) =
( −sgn(k)kλκ
isgn(k)k2κ− (ik)2/3λ5/3(1−M2)1/2Ai′ (z0) +
1
η
)
·
(
V ∗RP+ +
T η
i(αp − k)
)
,
which can be rearranged to give
η(Ω)
(
P ∗RP−(k) +
T
i (αp − k)
)
=
∆p (k,Ω)
∆r(k,Ω)
(
V ∗RP+(k) +
T η(Ω)
i (αp − k)
)
, (2.77)
where ∆r(k,Ω) and ∆p (k,Ω) are given by equations (2.33) and (2.32) respectively.
Whereas for the porous-rigid wall we have that VPR(X) = 0 for X > 0, hence
V ∗PR+(k) = 0. Moreover VPR(X) = −η(Ω)
(
PPR(X) + T eiαrX
)
for X < 0, which multi-
plying by e−ikX and integrating between −∞ and 0 leads to
− P ∗PR−(k) =
V ∗PR−(k)
η(Ω)
+
T
i(αr − k) . (2.78)
Hence we see that
P ∗PR+ −
T
i(αr − k) =
( −sgn(k)kλκ
isgn(k)k2κ− (ik)2/3λ5/3(1−M2)1/2Ai′ (z0) +
1
η
)
V ∗PR− ,
which is equivalent to
∆r(k,Ω)
∆p(k,Ω)
(
P ∗PR+(k)−
T
i(αr − k)
)
=
V ∗PR−(k)
η(Ω)
, (2.79)
where ∆r(k,Ω) and ∆p (k,Ω) are again given by equations (2.33) and (2.32) respectively.
Equations (2.77) and (2.79) are now in a form such that we can use the Wiener-Hopf
technique. Each component in (2.77) and (2.79) are defined in either the upper or lower
half planes, apart from the quotients of dispersion relations which will become our Wiener-
Hopf kernels. These equations are seen to be valid in a strip of the complex k-plane.
The definition of k2/3 and sgn(k)k, in the dispersion functions, implies that we must
have a branch cuts in the complex k-plane. The branch cut associated with k2/3 is chosen to
be along the positive imaginary axis; while the branch cut corresponding to the definition
of sgn(k)k goes along the entire imaginary axis. This second branch cut makes it impos-
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Figure 2.7: Strip in which the Wiener-Hopf equation is valid.
sible to find a strip within the complex k-plane in which equations (2.77) and (2.79) hold.
However, we note that sgn(k)k ∼ √k2 when |Im(k)|  1, hence this may be seen as the
limit of
√
k
√
k + iε when 0 < ε  1 tends to zero. The branch cut associated with √k is
along the positive imaginary axis, while the branch cut corresponding to
√
k + iε is seen to
be (iε,−i∞). Therefore, we may define the Wiener-Hopf strip in which equations (2.77)
and (2.79) are valid is found to be −ε < σ < 0, where k = ϕ + iσ and 0 < ε 1, shown
in Figure 2.7. We choose σ to be small such that there exists no solutions to the dispersion
relations within this region, hence the chosen Wiener-Hopf strip is valid.
Since we have substituted
√
k
√
k + iε for sgn(k)k, we note that the above equations
are now dependant on k and ε. Hence, when resolving to find the transmission coefficient
it will be necessary to consider the limit as ε→ 0.
To perform the Wiener-Hopf factorisation we denote the Wiener-Hopf kernel to be ∆G,
where
∆RP (k,Ω) =
∆p (k,Ω)
∆r(k,Ω)
and ∆PR(k,Ω) =
∆r (k,Ω)
∆p(k,Ω)
. (2.80)
We require that the kernel ∆G(k,Ω) is regular and non-zero in the Wiener-Hopf strip and
that ∆G(k,Ω)→ 1 as k → ∞, this is shown to be true for all k and Ω considered here.
Therefore we shall use Cauchy’s integral theorem to calculate the multiplicative factors of
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∆G(k,Ω), see Theorem C of Noble (1958),
∆G−(k,Ω) = exp
(
1
2pii
∫ +∞+ic
−∞+ic
log (∆G (ξ,Ω))
ξ − k dξ
)
, (2.81a)
∆G+(k,Ω) = exp
(
− 1
2pii
∫ +∞+id
−∞+id
log (∆G (ξ,Ω))
ξ − k dξ
)
, (2.81b)
where −ε < c < d < 0, such that ∆G±(k,Ω) is analytic and non-zero in the lower half
plane, Im(k) < 0, and the upper half plane, Im (k) > −ε, respectively. Hence
∆G(k,Ω) = ∆G−(k,Ω)∆G+(k,Ω). (2.82)
2.5.2 Transmission coefficients
Using the Wiener-Hopf factorisation (2.82) for the rigid-porous wall, equation (2.77) may
be written as
η(Ω)
∆RP− (k,Ω)︸ ︷︷ ︸
−
P ∗RP− (k,Ω)︸ ︷︷ ︸
−
+
T
i (αp − k)︸ ︷︷ ︸
−
 = ∆RP+(k,Ω)︸ ︷︷ ︸
+
V ∗RP+(k,Ω)︸ ︷︷ ︸
+
+
T η(Ω)
i (αp − k)︸ ︷︷ ︸
−
 .
(2.83)
The terms on the left side of equation (2.83) are analytic and non-zero in the upper half
plane, σ > −ε, whereas on the right the terms are analytic and non-zero in the lower half
plane, σ < 0, except for the final term which has no clear domain of analyticity.
Similarly using the Wiener-Hopf factorisation (2.82) for the porous-rigid wall, we find
that (2.79) becomes
∆PR+(k,Ω)︸ ︷︷ ︸
+
P ∗PR+ (k,Ω)︸ ︷︷ ︸
+
− T
i (αr − k)︸ ︷︷ ︸
−
 = V ∗PR−(k,Ω)η(Ω)∆PR−(k,Ω)︸ ︷︷ ︸
−
. (2.84)
Again we find that there is one term with no clear domain of analyticity. Therefore, these
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terms with no clear domain of analyticity should be decomposed as follows;
∆RP+(k,Ω)
T η(Ω)
i (αp − k) = T η(Ω)
∆RP+(k,Ω)−∆RP+ (αp,Ω)
i (αp − k)︸ ︷︷ ︸
+
+ T η (Ω) ∆RP+(αp,Ω)
i (αp − k)︸ ︷︷ ︸
−
.
and
∆PR+(k,Ω)
T
i (αr − k) = T
∆PR+(k,Ω)−∆PR+ (αr,Ω)
i (αr − k)︸ ︷︷ ︸
+
+ T ∆PR+(αr,Ω)
i (αr − k)︸ ︷︷ ︸
−
,
such that in (2.83) and (2.84) we can gather together all terms which are analytic and non-
zero in each half plane. Using this we define
JRP (k,Ω) ≡ η (Ω)
∆RP−(k,Ω)︸ ︷︷ ︸
−
P ∗RP−(k,Ω)︸ ︷︷ ︸
−
+
T
i (αp − k)︸ ︷︷ ︸
−
− T η(Ω)∆RP+ (αp,Ω)i (αp − k)︸ ︷︷ ︸
−
= ∆RP+(k,Ω)V
∗
RP+
(k,Ω)︸ ︷︷ ︸
+
+ T η(Ω)∆RP+(k,Ω)−∆RP+ (αp,Ω)
i (αp − k)︸ ︷︷ ︸
+
. (2.85)
and
JPR(k,Ω) ≡
V ∗PR−(k,Ω)
η(Ω)∆PR−(k,Ω)︸ ︷︷ ︸
−
+ T ∆PR+ (αr,Ω)
i (αr − k)︸ ︷︷ ︸
−
= ∆PR+(k,Ω)P
∗
PR+
(k,Ω)︸ ︷︷ ︸
+
+ T ∆PR+(k,Ω)−∆PR+ (αr,Ω)
i (αr − k)︸ ︷︷ ︸
+
. (2.86)
The expressions JG(k,Ω) are defined within the Wiener-Hopf strip, however the first parts
of each JG(k,Ω) are analytic in the upper half plane and the second parts in the lower
half plane. Hence, by analytic continuation JG(k,Ω) is defined to be analytic in the whole
k-plane.
Considering the rigid-porous wall we see, from equations (2.81a) and (2.81b), that
∆RP±(k,Ω)→ 1 as k → ∞ and from the behaviour of PRP (X), when X → −∞, and
VRP (X), whenX → +∞, that
∫ 0
−∞ |PRP (ξ,Ω)| dξ and
∫ +∞
0
|VRP (ξ,Ω)| dξ both converge.
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Hence, from Riemann-Lebesgue’s theorem, V ∗RP+(k,Ω) → 0 and P ∗RP−(k,Ω) → 0 as
k → ∞. This implies that both sides of JRP (k,Ω) tend to zero as k → ∞, therefore
Louiville’s theorem implies JRP (k,Ω) = 0. It is therefore deduced from (2.85) that
P ∗RP−(k,Ω) = T
∆RP− (k,Ω) ∆RP+(αp,Ω)
i (αp − k) −
T
i (αp − k) , (2.87)
V ∗RP+(k,Ω) = −
T η (Ω)
∆RP+(k,Ω)
∆RP+ (k,Ω)−∆RP+(αp,Ω)
i (αp − k) . (2.88)
Similarly we are able to show that JPR(k,Ω) = 0, such that we find
P ∗PR+(k,Ω) =
T
∆PR+(k,Ω)
∆PR+ (k,Ω)−∆PR+(αr,Ω)
i (αr − k) , (2.89)
V ∗PR+(k,Ω) = −T η (Ω)
∆PR− (k,Ω) ∆PR+(αr,Ω)
i (αr − k) . (2.90)
We can now use equation (2.76) with (2.88), and after addition with (2.87), this yields
P ∗RP (k) =
T
i
(
∆RP−(k,Ω)∆RP+(αp,Ω)
αp − k −
1
αp − k
+
1
∆RP+(k,Ω)
∆RP+(k,Ω)−∆RP+ (αp,Ω)
αp − k
)
. (2.91)
Similarly we can use (2.78) with (2.90), and after addition with (2.89), to find
P ∗PR(k) =
T
i
(
∆PR−(k,Ω)∆PR+(αr,Ω)
αr − k −
1
αr − k
+
1
∆PR+(k,Ω)
∆PR+(k,Ω)−∆PR+ (αr,Ω)
αr − k
)
, (2.92)
To obtain expressions for the transmitted and incident waves it is necessary to take the
inverse Fourier transform of P ∗G(k):
PG(X) =
1
2pi
∫ +∞
−∞
P ∗G(k)e
ikXdk, (2.93)
with P ∗G(k) given in either (2.91) or (2.92). If Im(k) < 0 then e
ikX tends to zero as
|k| → ∞. Hence, for X < 0 the integration contour may be closed in the lower half plane,
the contour in Figure 2.8 is chosen with R→∞.
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Figure 2.8: Integration contour for X < 0.
The integral in equation (2.93) is now computed for the rigid-porous wall with the use
of the residue formula to find
PRP (X) = −T eiαpX︸ ︷︷ ︸
TransmittedWave
+ T ∆p (αr,Ω)
∆′r(αr,Ω)
∆RP+(αp,Ω)
∆RP+ (αr,Ω)
eiαrX
αr − αp︸ ︷︷ ︸
IncidentWave
+
∑
αi
T ∆p (αi,Ω)
∆′r (αi,Ω)
∆RP+(αp,Ω)
∆RP+ (αi,Ω)
eiαiX
αi − αp︸ ︷︷ ︸
ReflectedWaves
+
T
2pii
∫ −∞
0
∆RP+(αp,Ω)
∆RP+(iy,Ω)
e−yX
iy − αp
(
∆p(iy + 0
+,Ω)
∆r(iy + 0+,Ω)
− ∆p(iy + 0
−,Ω)
∆r(iy + 0−,Ω)
)
dy︸ ︷︷ ︸
Continuous Spectrum
,
(2.94)
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and for the porous-rigid wall
PPR(X) = −T eiαrX︸ ︷︷ ︸
TransmittedWave
−T ∆r (αp,Ω)
∆′p(αp,Ω)
∆PR+(αr,Ω)
∆PR+ (αp,Ω)
eiαpX
αr − αp︸ ︷︷ ︸
IncidentWave
+
∑
αi
T ∆r (αi,Ω)
∆′p (αi,Ω)
∆PR+(αr,Ω)
∆PR+ (αi,Ω)
eiαiX
αi − αr︸ ︷︷ ︸
ReflectedWaves
+
T
2pii
∫ −∞
0
∆PR+(αr,Ω)
∆PR+(iy,Ω)
e−yX
iy − αr
(
∆r(iy + 0
+,Ω)
∆p(iy + 0+,Ω)
− ∆r(iy + 0
−,Ω)
∆p(iy + 0−,Ω)
)
dy︸ ︷︷ ︸
Continuous Spectrum
,
(2.95)
Equations (2.94) and (2.95) produce expressions for the incident and transmitted waves
for the rigid-porous junction and the porous-rigid junction respectively. Therefore, the
transmission coefficients are given by the ratio of the transmitted wave over the incident
wave;
|T |
|I| RP
=
∆′r(αr,Ω)
∆p (αr,Ω)
∆RP+ (αr,Ω)
∆RP+(αp,Ω)
(αr − αp) , (2.96)
and
|T |
|I| PR
=
∆′p(αp,Ω)
∆r (αp,Ω)
∆PR+(αp,Ω)
∆PR+(αr,Ω)
(αr − αp) , (2.97)
where I is the amplitude of the incident wave.
To complete our calculation we should also consider the case when X > 0, where
eikX → 0 as |k |→ ∞ if Im(k) > 0. Hence, consider the contour of integration which
is closed in the upper half plane and is deformed around the branch cut along the positive
complex axis, as is shown in Figure 2.9 in the limit of R→∞. For X > 0 equation (2.93)
yields
PRP (X) = −T
∑
α′i
∆r (α
′
i,Ω)
∆p (α′i,Ω)
∆RP+(αp,Ω)∆RP− (α
′
i,Ω)
eiα
′
iX
α′i − αp︸ ︷︷ ︸
DecayingTransmittedWaves
+
T
2pi
∫ ∞
0
∆RP+ (αp,Ω) ∆RP− (iy,Ω)
e−yX
iy − αp
(
∆r (iy + 0
+,Ω)
∆p (iy + 0+,Ω)
− ∆r (iy + 0
−,Ω)
∆p (iy + 0−,Ω)
)
dy︸ ︷︷ ︸
Continuous Spectrum
.
(2.98)
Chapter 2. Impact of abrupt changes on boundary-layer transition 65
Figure 2.9: Integration contour for X > 0.
and
PRP (X) = −T
∑
α′i
∆p (α
′
i,Ω)
∆r (α′i,Ω)
∆PR+(αr,Ω)∆PR− (α
′
i,Ω)
eiα
′
iX
αp − α′i︸ ︷︷ ︸
DecayingTransmittedWaves
+
T
2pi
∫ ∞
0
∆PR+ (αr,Ω) ∆PR− (iy,Ω)
e−yX
αr − iy
(
∆p (iy + 0
+,Ω)
∆r (iy + 0+,Ω)
− ∆p (iy + 0
−,Ω)
∆r (iy + 0−,Ω)
)
dy︸ ︷︷ ︸
Continuous Spectrum
.
(2.99)
We see from equations (2.94)-(2.99) that it is possible to excite other normal modes when
a T-S wave propagates over junction between a rigid and porous surface; since we find
expressions for reflected and a continuous spectrum of scattered waves. It is possible that
these modes may become sustainable, because of the changed nature of the wall boundary
conditions, and thus the scattering of the T-S wave at the junction may create new modes. In
this study we are interested in the ratio of the transmitted an incident waves to quantify the
scattering effect at an abrupt surface change and so it is assumed that these other possible
modes are not sustainable and will decay away from the junction.
Typical transmission coefficients for a rigid-porous wall junctions, with Darcy’s type
porous surfaces, are shown in Figure 2.10, while transmission coefficients for a rigid-
2.5 Junctions: rigid-porous & porous-rigid 66
porous junction, with a passive porous surface, are show in Figures 2.11 and 2.12. For
porous-rigid junctions, we see the transmission coefficients with a Darcy’s type porous
surface in Figure 2.13 and with a passive porous surface in Figures 2.14 and 2.15. If the
transmission coefficient is greater than one then we say that the junction is playing a desta-
bilising role whereas if the transmission coefficient is less than one the junction is termed
‘stabilising’. A junction is deemed ‘stabilising’ since a transmission coefficient less than
one implies that the amplitude of the T-S wave has reduced across the junction, whereas an
‘destabilising’ junction will cause the amplitude of the T-S wave to be greater after crossing
the junction. To get a full picture of how a rigid-porous junction will affect the flow we
should also consider the growth rate over both the rigid and porous walls, shown in Figures
2.2, 2.5 and 2.6; an analysis into the effect of junctions and growth rates is shown in §2.7,
while modelling a porous strip.
Darcy’s Model
A rigid-porous junction with a Darcy’s porosity tends to play a ‘destabilising’ role and only
when the frequency is in a small region about Ω = 1.7 do we see a degree of stabilisation,
while a porous-rigid junction tends to play a ‘stabilising’ role. It is seen that if the fre-
quency of the T-S wave is small then the junction significantly disturbs the amplitude of
the transmitted wave; as the frequency increases this effect lessens and the incident and
transmitted waves have a similar amplitude.
By increasing the porous parameters, either the porosity β or allowing for a greater in-
ertia effect γ, we observe that the junctions have a greater effect on the ‘stability’ of a T-S
wave as it propagates between the different surfaces. About the most unstable observed
T-S modes, found through linear stability analysis, we see that a rigid-porous junction is
highly ‘destabilising’, with the modes being very close to the regions where the transmis-
sion coefficient is greatest. In the porous-rigid case, however the opposite is found; the
most unstable modes are seen to be close to the most ‘stabilising’ regions.
Carpenter’s Model
The transmission coefficients found for the more realistic passive porous surface, described
using the model based on Carpenter’s 1996 model, is significantly different to the results
using the Darcy’s porous surface. The general behaviour for this passive porous surface
is ‘stabilising’ for a rigid-porous junction, causing a fall in the amplitude of the T-S wave
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Figure 2.10: Transmission coefficients for rigid-porous junctions, with Darcy’s porous sur-
faces. Varying β, with γ = 0.5 fixed, and varying γ, with β = 0.5 fixed. The grey dashed
line indicates the neutral contour and the black line indicates the position of the most un-
stable modes.
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Figure 2.11: Transmission coefficients for rigid-porous junctions, with passive porous sur-
faces where φ = 0.5. Varying a, with ` = 3 and d = 0.5 fixed, and varying `, with a = 0.5
and d = 0.5 fixed. The grey dashed line indicates the neutral contour and the black line
indicates the position of the most unstable modes.
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Figure 2.12: Transmission coefficients for rigid-porous junctions, with passive porous sur-
faces where φ = 0.5. Varying d, with a and ` fixed, such that ηp = 0.5. The grey dashed
line indicates the neutral contour and the black line indicates the position of the most un-
stable modes.
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Figure 2.13: Transmission coefficients for porous-rigid junctions, with Darcy’s porous sur-
faces. Varying β, with γ = 0.5 fixed, and varying γ, with β = 0.5 fixed. The grey dashed
line indicates the neutral contour and the black line indicates the position of the most un-
stable modes.
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Figure 2.14: Transmission coefficients for rigid-porous junctions, with passive porous sur-
faces where φ = 0.5. Varying a, with ` = 3 and d = 0.5 fixed, and varying `, with a = 0.5
and d = 0.5 fixed. The grey dashed line indicates the neutral contour and the black line
indicates the position of the most unstable modes.
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Figure 2.15: Transmission coefficients for porous-rigid junctions, with passive porous sur-
faces where φ = 0.5. Varying d, with a and ` fixed, such that ηp = 0.5. The grey dashed
line indicates the neutral contour and the black line indicates the position of the most un-
stable modes.
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across the junction, and ‘destabilising’ for a porous-rigid junction, hence a porous-rigid
junction causes the amplitude of the T-S wave to increase across the junction. We found
that this difference is caused by the inclusion of a cavity; by allowing the cavity depth to
tend to zero, we observed the behaviour across the junctions with became more like that
seen using the Darcy’s porous surface, see Figure 2.15 as d→ 0.
Considering the effect of the pore for rigid-porous junctions about the position of the
most unstable modes we found that the junction has a ‘destabilising’ effect, as in the
Darcy’s case. However, away from the most unstable modes we see that in general the
rigid-porous junction plays a ‘stabilising’ role, with the effect of the junction decreasing
as the frequency of the T-S wave increases. Considering now the cavity effect, we see that
while the cavity is small the junction plays a ‘destabilising’ role about the most unstable
modes, however as we increase the depth of the cavity, such that d < 1.2, then the junction
has a ‘stabilising’ effect on the most unstable modes of the T-S wave. Away from the most
unstable mode we also see that the a rigid-porous junction with a cavity has a ‘stabilising’
effect in general.
For a porous-rigid junction if we consider the pore dimensions it is seen that about the
position of the most unstable modes the junction has a ‘stabilising’ effect, but away from
these points varying the dimensions of the pore and the frequency causes the junction to
play a ‘destabilising’ role. Adjusting the depth of the cavity means that we find regions
of ‘destabilisation’ about the position of the most unstable mode when the cavity is suffi-
ciently large, d > 1.2, while when the cavity is small we find that the junction will play a
‘stabilising’ role about the most unstable modes.
2.6 High-frequency approximation
High-frequency T-S waves are more appropriate further downstream from the leading edge.
To consider these higher-frequency T-S waves we shall perform an Ω >> 1 approximation
to our results from the previous sections; these high-frequency calculations will also serve
as a useful check and will help us to confirm that the model we have formulated is correct.
To observe the behaviour of a T-S wave propagating over an abrupt change in the
high-frequency (or short-wavelength) limit it is necessary to approximate the Airy func-
tion Ai(ξ), for ξ  1. This is done by looking at the asymptotic behaviours of Ai and Ai′,
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see Abramowitz & Stegun (1964),
Ai(ξ) ∼ 1
2
pi−1/2ξ−1/4e−ζ
∞∑
n=0
(−1)n cnζ−n, (2.100a)
Ai′(ξ) ∼ −1
2
pi−1/2ξ1/4e−ζ
∞∑
n=0
(−1)n dnζ−n, (2.100b)
where ζ = (2/3) ξ3/2, and the constants are defined by
c0 = 1, cn =
Γ
(
3n+ 1
2
)
54nn!Γ
(
n+ 1
2
) ; d0 = 1, dn = −6n+ 1
6n− 1cn,
with Γ(χ) being the gamma function.
It may be shown that Ω is O (α2) such that z0 = O
(
α4/3
) 1, and so∫ ∞
z0
Ai(q) dq =
1
2
pi−1/2z−3/40 exp
(
−2
3
z
3/2
0
)[
1−
(
3
4
+
3
2
c1
)
z
−3/2
0 +O
(
z−30
)]
.
(2.101)
Using equations (2.100a)-(2.101) to approximate our dispersion functions, (2.32) and (2.33),
yields
∆p(α,Ω) ∼ 1
2
pi−1/2 exp
(
−2
3
z
3/2
0
){
iα2z
−3/4
0
[
1−
(
3
4
+
3
2
c1
)
z
−3/2
0
+
(
27
16
+
27
8
c1 +
9
4
c2
)
z−30
]
+(iα)2/3λ5/3(1−M2)1/2z1/40
[
1− 3
2
d1z
−3/2
0 +
9
4
d2z
−3
0
]
−η(Ω)αλz−3/40
[
1−
(
3
4
+
3
2
c1
)
z
−3/2
0
]
+O
(
Ω−2
)}
, (2.102)
where z0 = −iΩλ−2/3(iα)−2/3 and
η(Ω) =

β
1− iγΩ for a Darcy’s porous surface,
ηpηc
ηp + ηc
for a passive porous surface,
(2.103)
where ηp and ηc are given by equations (2.61) and (2.63), respectively. In this section we
shall consider the case where η ∼ O(1) since for both a Darcy’s type porous surface and
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Figure 2.16: Comparison of the high-frequency approximation of ∆p (α,Ω), dashed line,
alongside the numerical results, solid line, where χ = 1
2
ipi−1/2z−3/40 exp
(
−2
3
z
3/2
0
)
and
with α = 1 and η = 0.5.
the more realistic passive porous surface we find that η → 0 as Ω → ∞. Therefore to
ensure that we are able to compare our results for large Ω, where porosity is still paying an
important role we choose η ∼ O(1). Hence for the unsteady Darcy’s porosity we assume
that γ ∼ O (Ω−1), while for our passive porous surface we consider the case in which the
depth of the cavity d = 0.
We notice that the high-frequency approximation for ∆r (α,Ω) is recovered by allowing
the porosity η → 0. While high-frequency approximations to the derivatives of the disper-
sion functions are found by substituting equations (2.100a)-(2.101) into the derivatives of
(2.32) and (2.33).
Figure 2.16 shows the level of agreement between the exact dispersion relations and
the high-frequency approximation of ∆p(α,Ω). We see that in the high-frequency (short-
wavelength) limit there is a good level of approximation with the exact numerical results.
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Setting equation (2.102) to zero yields approximations to the dispersion relation (2.32),
∆ˆp(αp,Ω) ∼αp
[
1−
(
3
4
+
3
2
c1
)
z
−3/2
0 +
(
27
16
+
27
8
c1 +
9
4
c2
)
z−30
]
+ (iαr)
−1/3λ5/3(1−M2)1/2z0
[
1− 3
2
d1z
−3/2
0 +
9
4
d2z
−3
0
]
+ η(Ω)iλ
[
1−
(
3
4
+
3
2
c1
)
z
−3/2
0
]
+O(Ω−2)
≡ 0, (2.104)
where again note that the approximation of the dispersion relation over a rigid wall is
recovered by allowing η → 0.
We are considering the spatial instability, for which Ω is real and can be taken as positive
without loss of generality. Therefore, assuming that Ω 1, inspection of dominant balance
in (2.104) suggests that αp expands as
αp ∼ Ω1/2
(
α0 + Ω
−1/2α1 + Ω−1α2 + Ω−3/2α3 + Ω−2α4 +O(Ω−5/2)
)
, (2.105a)
with
α0 =
√
λ(1−M2)1/2, (2.105b)
α1 = −1
2
η(Ω)iλ, (2.105c)
α2 =
1
2
i−3/2λ2(1−M2)1/2 − η
2(Ω)λ2
8
√
λ(1−M2)1/2 , (2.105d)
α3 = −1
4
η(Ω)i−1/2λ2(1−M2)1/2 (2.105e)
α4 = −1
2
iλ3
√
λ(1−M2)1/2 − η
4(Ω)λ3
128
√
λ(1−M2)3/2 , (2.105f)
where we notice that
3
4
+
3
2
c1 − 3
2
d1 ≈ 1,
and that allowing η → 0 reduces equation (2.105a) to the expansion for αr, i.e. the
wavenumber associated with the rigid wall. Figure 2.17 shows the comparison between
the high-frequency approximation of the growth rate for the porous wall.
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Figure 2.17: Comparison of the high-frequency approximation of αp, shown by the dashed
line, against the exact numerical αp, with η = 0.5.
2.6.1 Wiener-Hopf kernels and transmission coefficients
In order to find a high-frequency approximation of the transmission coefficient it is neces-
sary to calculate high-frequency approximations of Wiener-Hopf kernels, given in equation
(2.80), where it is necessary to find ∆G±(α,Ω) such that a Wiener-Hopf factorisation may
be performed to obtain
∆G(α,Ω) = ∆G−(α,Ω)∆G+(α,Ω),
and where ∆G±(α,Ω) is analytic and non-zero in the lower half α-plane and upper half
α-plane, respectively.
Concerning the factorisation of ∆G into ∆G+ and ∆G− , we consider the positions of the
roots and poles of ∆G. The roots and poles of ∆G may be shown to have orders Ω3/2 and
Ω1/2. We see that the roots and poles ofO(Ω1/2) can be approximated in the high-frequency
limit using equation (2.102); however this is not true for the roots and poles of O(Ω3/2), as
here z0 ∼ O(1), hence equation (2.102) does not converge. Instead is is possible to utilise
equations (2.32) and (2.33) to approximate these roots in the high-frequency limit, since
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the Airy functions have O(1) coefficients. Therefore a composite expansion for ∆G should
be formed in order to find high-frequency approximations to ∆G+ and ∆G− .
The expressions in equation (2.80) can be approximated by two distinct asymptotic
expressions, an ‘inner’ expansion for roots and poles of O(Ω1/2) and an ‘outer’ expansion
for roots and poles of (Ω3/2). The inner expansion for the rigid-porous junction is given by,
setting α = Ω1/2s,
H∆RP (s) = 1 +
iη(Ω)sλ
s2 − λ(1−M2)1/2 Ω
−1/2 +
i3/2η(Ω)s2λ2
s2 − λ(1−M2)1/2
·
(
3
4
+
3
2
c1 − 1
s2 − λ(1−M2)1/2
[(
3
4
+
3
2
c1
)
s2 − 3
2
d1λ(1−M2)1/2
])
Ω−3/2
+O(Ω−5/2),
(2.106)
and, setting α = Ω3/2t, the outer expansion for ∆RP is given by
E∆RP (t) = 1 +
iη(Ω)λ
t
Ω−3/2 +
η(Ω)λ2(1−M2)1/2(it)2/3Ai′(zˆ0)
t3κ
Ω−7/2 +O(Ω−11/2),
(2.107)
where zˆ0 = −i(iλt)−2/3 and κ is given by (2.28).
The expansions are matched using Van Dyke’s matching rule, with matching term;
HE∆RP (s) = 1 +
iη(Ω)λ
s
[
1 +
λ(1−M2)1/2
s2
]
Ω−1/2
− i
3/2η(Ω)λ3(1−M2)1/2
s2
Ω−3/2 +O(Ω−5/2) = EH∆RP (s),
(2.108a)
or
HE∆RP (t) = 1 +
iη(Ω)λ
t
Ω−3/2
+
[
iη(Ω)λ2(1−M2)1/2
t3
− i
3/2η(Ω)λ3(1−M2)1/2
t2
]
Ω−7/2 +O(Ω−11/2)
= EH∆RP (t),
(2.108b)
where we made use of the asymptotic expansion
Ai′(z)∫∞
z
Ai(ξ)dξ
∼ −z(1 + z−3/2 + · · · ).
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Figure 2.18: High-frequency approximation of ∆RP+ , real and imaginary parts at
wavenumber α = αr(Ω), with β = 1 and γ = 0. Numerical results given by the solid
line and the high-frequency approximation is given by the dotted line
Hence, a multiplicative composite expansion for ∆RP is given by
∆RP ∼ H∆RPE∆RP
HE∆RP
, (2.109)
which can be factorised to give high-frequency approximations to ∆RP+ and ∆RP− by find-
ing roots and poles of H∆RP , E∆RP and HE∆RP , such that ∆RP±(α,Ω) is analytic and
non-zero in the lower half α-plane and upper half α-plane, respectively. Hence,
∆RP+(α,Ω) ∼
(α− α1)(α− α2)(α− α3)
(α− αˆ1)(α− αˆ2)(α− αˆ3) , (2.110)
where α1 is a root of E∆RP , α2, α3 are roots of H∆RP and the αˆn are roots of the matching
term HE∆RP .
Similarly we are able to use a composite expansion to find a high-frequency approx-
imation to ∆PR. Hence, we are able to form a multiplicative composite expansion given
by
∆PR ∼ H∆PRE∆PR
HE∆PR
, (2.111)
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which may be factorised as we did for the rigid-porous case to find
∆PR+(α,Ω) ∼
(α− α˜1)(α− α˜2)(α− α˜3)
(α− ˆ˜α1)(α− ˆ˜α2)(α− ˆ˜α3)
, (2.112)
where α˜1 is a root of E∆PR, α˜2, α˜3 are roots of H∆PR and the ˆ˜αn are roots of the matching
term HE∆PR.
Therefore, we can now formulate high-frequency approximations to the transmission
coefficients. By substituting equations (2.105a) and (2.110) into (2.96) we find the high-
frequency approximation to the rigid-porous transmission coefficient
|T |
|I| RP
∼ ∆
′
r(αr,Ω)
∆p(αr,Ω)
(αr − α1)(αr − α2)(αr − α3)
(αr − αˆ1)(αr − αˆ2)(αr − αˆ3)
(αp − αˆ1)(αp − αˆ2)(αp − αˆ3)
(αp − α1)(αp − α2)(αp − α3)(αr−αp),
(2.113)
and by substituting (2.105a) and (2.112) into (2.97) we find the high-frequency approxima-
tion to the porous-rigid transmission coefficient
|T |
|I| PR
∼ ∆
′
p (αp,Ω)
∆r (αp,Ω)
(αp − α˜1)(αp − α˜2)(αp − α˜3)
(αp − ˆ˜α1)(αp − ˆ˜α2)(αp − ˆ˜α3)
(αr − ˆ˜α1)(αr − ˆ˜α2)(αr − ˆ˜α3)
(αr − α˜1)(αr − α˜2)(αr − α˜3)(αr−αp),
(2.114)
where ∆r(α,Ω), ∆p(α,Ω), ∆′r(α,Ω) and ∆
′
p (α,Ω) are given by equation (2.102) and its
derivative.
Figure 2.19 shows the comparison between the high-frequency approximation of the
transmission coefficient for rigid-porous junction and the numerical results. It is seen that
for Ω > 3 the high-frequency results do give a good approximation of the exact numerical
solutions.
From Figure 2.19 it is seen that equation (2.114) does give good agreement with the
numerical results for the transmission coefficient for a porous-rigid junction in the high-
frequency (small-wavelength) limit, for approximately Ω > 3. We also see that a similar
level of agreement is found for all the levels of porosity considered.
2.7 Porous strip
The results from the previous sections describe how a T-S wave is affected by a junction
between rigid-porous and porous-rigid walls, however here we shall use that investigation
plus the growth rates found in §2.3 and §2.4 to investigate how a porous strip would affect
Chapter 2. Impact of abrupt changes on boundary-layer transition 81
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0.9
0.95
1
1.05
1.1
1.15
Ω
|T |
|I |
RP
 
 
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0.85
0.9
0.95
1
1.05
Ω
|T |
|I |
P R
 
 
Figure 2.19: Comparisons of high-frequency approximations to transmission coefficients,
given by the dashed line, with the numerical results, given by the solid line, for a rigid-
porous junction and a porous-rigid junction, with η = 0.5.
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the stability of a T-S wave, compared with an entirely rigid surface. To do this we consider
a strip of porosity to be very much longer than the wavelength of the T-S wave, with a
rigid-porous junction one end and a porous-rigid junction at the other. It is important
to investigate porous strips since this is mostly likely how porosity would be applied to
aerofoils in practical examples, therefore we would like to know if such strips would give
a reduction in the rate of growth of a T-S wave over a surface and thus whether or not they
may help to delay the transition into turbulence.
To observe the overall scattering effect from a strip of porosity we define the transmis-
sion coefficient for a porous strip to be the product of the rigid-porous and porous-rigid
transmission coefficients, given by equations (2.96) and (2.97) respectively,
|T |
|I| RP
· |T ||I | PR
=
∆′r(αr,Ω)
∆r(αp,Ω)
∆′p (αp,Ω)
∆p(αr,Ω)
∆+ (αr,Ω)
∆+(αp,Ω)
∆˜+(αp,Ω)
∆˜+(αr,Ω)
(αr − αp)2 , (2.115)
which is valid when the length of the porous strip is very much longer than the wavelength
of the instability wave, as we have assumed in our model. The scattering effect from the
abrupt changes on a porous strip may be seen in Figures 2.20-2.22.
The overall effect of the junctions for both types of porous media and in all the varia-
tions of parameters that we have studied seems to imply that there will be frequency regions
where the junctions play a ‘stabilising’ role and others where we may see some ‘destabil-
isation’. Therefore it is not possible to determine the general stabilising behaviour caused
by the scattering, and so it is important to also look at the effect of the size of the porous
section and it’s growth rate compared to a rigid surface. In order to determine whether the
addition of a porous strip, or strips, lead to a delay in transition compared with a rigid sur-
face we shall compare the overall growth of a T-S wave over a rigid surface and a surface
with porous strips.
We consider a section of a surface with length Λ, where we assume Λ ≥ 1 such that the
strip will be very much longer than the wavelength of the T-S wave. The growth rate over
a rigid section of length Λ is taken to be
Gr(Λ) = exp
(∫ Λ
0
iαr dX
)
,
= exp (iαrΛ) , (2.116)
where if our surface had a variation in the streamwise direction X then the growth rate,
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Figure 2.20: Transmission coefficients for a porous strip, with Darcy’s unsteady porosity.
Varying β, with γ = 0.5 fixed, and varying γ, with β = 0.5 fixed. The grey line indicates
the neutral contour.
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Figure 2.21: Transmission coefficients for a porous strip, with passive porosity where φ =
0.5. Varying a, with ` = 3 and d = 0.5 fixed, and varying `, with a = 0.5 and d = 0.5
fixed. The grey line indicates the neutral contour.
Chapter 2. Impact of abrupt changes on boundary-layer transition 85
Figure 2.22: Transmission coefficients for a porous strip, with passive porosity where φ =
0.5. Varying d, with a and ` fixed, such that ηp = 0.5. The grey line indicates the neutral
contour.
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here αr, would be a function of X . However, here we are considering surfaces with fixed
surface parameters in the streamwise direction, i.e. the porosity is fixed within the porous
strips and the surface is taken to be a flat plate. Similarly, we define the growth rate over a
porous strip starting at zero and ending at X = Λ, with junctions on either end to be
Gp(Λ) = |T ||I| RP
· |T ||I | PR
exp
(∫ Λ
0
iαr dX
)
,
=
|T |
|I| RP
· |T ||I | PR
exp (iαpΛ) , (2.117)
such that we take into account the effect of the junctions and the growth over the porous
surface.
We shall consider the inclusion of porous strips on a rigid surface and compare the
growth with a rigid surface of the same length, and so we define a relative growth rate
G(Λ) =
( |T |
|I| RP
· |T ||I | PR
)n
exp (riαrΛ + piαpΛ)
exp (iαrΛ)
, (2.118)
where n denotes the number of strips within the region Λ and 0 ≤ r, p ≤ 1 represent the
proportions of the wall which is taken up by either a rigid or porous surface respectively,
such that r + p = 1. Equation (2.118) represents the relative growth rate of a surface with
porous strips compared to an entirely rigid surface. If the relative growth G < 1 then this
would imply that the inclusion of porous strips would play a ‘stabilising’ role, while G > 1
implies that adding porous strips would cause a T-S wave to grow more over a surface of
length Λ than it would over a rigid surface of the same length.
From Figures 2.23-2.27 we see that the general behaviour of the inclusion of porous
strips, within the scope of our studies, is ‘destabilising’ and so results in the T-S wave
leaving the porous strip with a greater amplitude than it would if the surface was rigid; we
see that in all but Figure 2.27 the relative growth rate G > 1. We note that the regions in
which we see a ‘stabilising’ effect from the junctions, see Figures 2.20-2.22, is for smaller
frequencies, however it is in these regions where we observed higher porous growth rates.
As the frequency gets larger the junctions have an increasingly smaller effect on the stability
of the T-S wave and the behaviour is dominated by the growth rates. The overall effect on
stability of the scattering from an abrupt junction is found to be relatively small when
compared to the difference in growth rates over the porous and rigid surfaces. Therefore,
we have considered the effect of varying the amount of a wall that is taken up by a porous
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Figure 2.23: Relative growth rate G, with porous strips defined by Darcy’s porosity on a
surface of length Λ = 1. Varying β, with γ = 0.5 fixed. 50/50 rigid-porous surface with
one strip (r = p = 0.5, n = 1), 25/75 rigid-porous surface with one strip (r = 0.25,
p = 0.75, n = 1) and 50/50 rigid-porous surface with five strips (r = p = 0.5, n = 5).
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Figure 2.24: Relative growth rate G, with porous strips defined by Darcy’s porosity on a
surface of length Λ = 1. Varying γ, with β = 0.5 fixed. 50/50 rigid-porous surface with
one strip (r = p = 0.5, n = 1), 25/75 rigid-porous surface with one strip (r = 0.25,
p = 0.75, n = 1) and 50/50 rigid-porous surface with five strips (r = p = 0.5, n = 5).
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Figure 2.25: Relative growth rate G, with porous strips defined by the passive porosity on
a surface of length Λ = 1 where φ = 0.5. Varying a, with l = 3 and d = 0.5 fixed.
50/50 rigid-porous surface with one strip (r = p = 0.5, n = 1), 25/75 rigid-porous surface
with one strip (r = 0.25, p = 0.75, n = 1) and 50/50 rigid-porous surface with five strips
(r = p = 0.5, n = 5).
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Figure 2.26: Relative growth rate G, with porous strips defined by the passive porosity on
a surface of length Λ = 1 where φ = 0.5. Varying l, with a = 0.5 and d = 0.5 fixed.
50/50 rigid-porous surface with one strip (r = p = 0.5, n = 1), 25/75 rigid-porous surface
with one strip (r = 0.25, p = 0.75, n = 1) and 50/50 rigid-porous surface with five strips
(r = p = 0.5, n = 5).
Chapter 2. Impact of abrupt changes on boundary-layer transition 91
Figure 2.27: Relative growth rate G, with porous strips defined by the passive porosity on a
surface of length Λ = 1 where φ = 0.5. Varying d, with ηp = 0.5 fixed. 50/50 rigid-porous
surface with one strip (r = p = 0.5, n = 1), 25/75 rigid-porous surface with one strip
(r = 0.25, p = 0.75, n = 1) and 50/50 rigid-porous surface with five strips (r = p = 0.5,
n = 5).
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surface and the effect of varying the amount of porous strips within the region Λ. In Figures
2.23-2.27 we note that the effect of the length of the region Λ is simply a multiplicative
constant within the exponential in equation (2.118). Hence the results presented in Figures
2.23-2.27, with Λ = 1, are representative of the behaviours for the different porous strips
considered.
Darcy’s Model
In §2.4.1 we found that T-S waves propagating over porous surfaces had higher growth
rates than those observed over a rigid surface. As the growth rate over the porous surface
has a larger effect on the relative growth rate than a junction we see that the inclusion of
porous strips is detrimental to the stability of the flow. We also observe that surfaces with
a greater proportion of porous wall were more ‘destabilising’ to the flow than those with a
smaller overall porous region. From Figure 2.20 we see that there do exist regions where
the scattering effect is ‘stabilising’; however this effect is small and so by including more
porous strips, keeping the percentage of the wall covered by a porous surface the same,
we see that in the regions where the level of ‘destabilisation’ is decreased. Importantly
these decreased regions are about the position of the largest relative growth rates, such
that increasing the amount of porous strips reduces these higher levels of ‘destabilisation’,
resulting in higher T-S wave amplitudes. There are other frequency regions where the scat-
tering effect is ‘destabilising’, hence for these frequencies additional strips lead to higher
relative growth rates.
Carpenter’s Model
For this more realistic model we found while considering the pore dimensions generally
similar conclusions could be drawn to those seen for the Darcy’s type porous surface. We
do however see that for very small frequencies the stabilising effect from the junctions, as
seen in Figure 2.21, means that there does exist regions for very small frequencies where
porous strips lead to a T-S wave with a smaller amplitude than a rigid surface.
We do, however, see some different behaviour when we consider the cavity, as we found
larger regions where a the relative growth rate is ‘stabilising’. From the growth rates found
in §2.4.2 we saw that there existed a region for larger frequencies and sufficiently large
cavities where the growth rate was less than over a rigid surface, but still positive as is
required for our scattering analysis. About these regions we see that, since the growth rate
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is the dominant effect, the inclusion of porous strips reduces the growth of a T-S wave over
a region Λ. Also, we saw from Figure 2.6 that there exists a region with a negative growth
rate over the porous surface. Assuming that the scattering effect would be small in this
region then the inclusion of a porous strip would be ‘stabilising’ in this region.
In Figure 2.22 we see that there exist frequency regions where the scattering effect is
‘stabilising’; for the analysis of the cavity this ‘stabilising’ effect is found to be largest
for small frequencies. We established that by increasing the amount of strips, while main-
taining the same rigid-porous ratio of the surface, creates a region where these additional
porous strips have a ‘stabilising’ effect on the flow. For a surface with five porous strips it
was found that the lower frequency region 0.9 < Ω < 1.5 and d > 3 became ‘stabilising’;
even though the growth rate of a T-S wave over the porous surface for these frequencies is
higher than that over a rigid surface. By increasing the amount of porous strip we also saw
that a region for very small frequencies, Ω < 0.8 became increasingly ‘stabilising’.
2.8 Results and discussion
In this chapter we presented our analysis of the effect that abrupt changes have on Tollmien-
Schlichting (T-S) waves in the boundary layer, with our focus on the effect of junctions
between rigid and porous surfaces. We adopted an asymptotic approach as T-S waves
are observed at relatively large values of the Reynolds number. We assumed the flow to
be subsonic and unsteady, such that triple-deck theory is presented to describe the linear
evolutions of the T-S instability mode over the two different surfaces and across abrupt
changes. A linear stability analysis was performed for spatial instabilities over a porous
surface. Within the triple-deck framework we examined the effect of two descriptions
of a porous surface. Firstly we chose an unsteady Darcy’s law, which is formulated by
introducing an inertial term into the classical Darcy’s law, where by we assume that the
effect of porosity is encompassed by the permeability of the surface and the inertial effects.
Secondly, we considered a more realistic passive porous surface by considering a porous
surface model developed by Carpenter (1996), which considers a surface with cylindrical
pores leading to a cavity. The effect of this porous surface is determined by an admittance,
both from the pores and the cavity.
A new method was presented for analysing the behaviour of T-S waves as they cross
junctions between two different types of media, here with porous and rigid walls. A local
scattering problem was formulated to account for the effect of a junction (a form of abrupt
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change), and we have shown that this effect can be quantified by a transmission coefficient,
which is taken to be the ratio of the incident and transmitted waves, found using a method
based on the Wiener-Hopf technique. We believe that this method will be applicable to the
scattering of T-S waves in various similar problems, i.e. use of compliant walls or looking
at different types of abrupt change.
The development of high-frequency (short-wavelength) disturbances is studied. By tak-
ing a high-frequency approximation of the Airy functions we find a system which is asymp-
totic to the exact numerical results in the high-frequency limit. Hence, a high-frequency
approximation to the transmission coefficient is formulated. We found that for Ω > 3 the
high-frequency approximations of transmission coefficients are in good agreement with
the exact numerical results. We can conclude from our high-frequency investigations that
the types of junctions considered here have very little effect in the high-frequency limit,
instead the dynamics of the problem are concentrated on the lower frequencies. The high-
frequency approximations serve as a useful check that our calculations are correct and allow
us to consider T-S waves further form the leading edge.
By considering the growth rates of a T-S wave over rigid and porous surfaces and the
scattering effect from the abrupt junctions we formulated a description of a porous strip.
To allow us to determine the stabilising effect these strips may have on the growth rate of a
T-S wave compared to the growth rate observed over a purely rigid surface we generated a
relative growth rate over a streamwise region.
Darcy’s Model
Over the Darcy’s type porous surface we see from Figure 2.2 that varying the permeabil-
ity term β or the inertial term γ of the porous model leads to an increasing growth rate
for a T-S wave over such a porous surface. The most unstable modes are found around
the smaller frequency range and as the frequency increases the ‘destabilising’ effect of the
porous surface lessens. Interestingly, by increasing the effect of the inertial term we can re-
duce the destabilising effect of the porous surface. However for all porous regimes studied
the Darcy’s type porous wall is shown to have a greater growth rate than seen over a rigid
surface.
Typical transmission coefficients for a junction between a rigid and a Darcy’s porous
surface are shown in Figure 2.10 for a rigid-porous junction and Figure 2.13 for a porous-
rigid junction. It was discovered that a rigid-porous junction tends to play a ‘destabilising’
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role and only when the frequency is in a small region about Ω = 1.7 do we see a degree of
stabilisation. Hence, a rigid-porous junction would result in a T-S wave leaving the junction
with a greater amplitude than the T-S wave which entered. Our study also indicates that the
frequency of the T-S wave plays a major role in how a junction affects the growth rate of
a T-S wave, it can be seen that if the frequency is small then the junction greatly disturbs
the amplitude of the outgoing wave, and that as the frequency increases this effect lessens.
This remark also applies for the porous-rigid junction, where for all frequencies we see
that the junction plays a ‘stabilising’ role. The effect of a rigid-porous junction around
the position of the fastest growing mode shows that for the most unstable T-S waves such a
junction causes the amplitude of the T-S wave in increase at an even larger rate, leading to a
quicker transition into turbulence. For the porous-rigid junction however, the transmission
coefficient about the frequency of the most unstable mode shows a stabilising effect and in
fact is very close to the greatest level of stabilisation found for the porous-rigid junction.
The addition of porous strips to a rigid surface was shown to have a detrimental effect on
the stability of the flow. The resultant effect of the junctions at either end of the porous strip
may be stabilising, depending on the wave frequency, but it is small, when compared to the
growth rate. Therefore, as the growth rate over a porous surface is higher than observed
over a rigid surface the inclusion of porous strips leads to a less ‘stable’ T-S wave.
Carpenter’s Model
The growth rates of T-S waves propagating over the passive porous surface are shown in
Figures 2.5 and 2.6. By changing the width of the pore we observe a similar effect to vary-
ing the permeability of the Darcy’s type surface, which qualitatively would be expected,
with the most unstable modes about unit frequency and the growth rate reducing as we
increase the frequency of the T-S wave. However, it is seen that by increasing the diameter
of the pore we reach a maximum growth rate when the pore radius attains a certain level,
a ≈ 6. Implying that there exists a most unstable size for a pore. Extending the length of
the pore leads to a decrease in the effect that the porous surface has on the growth of T-S
waves, where again the most unstable modes are about unit frequency and as the frequency
increases the modes become less unstable. We found from considering the pore effects that
the admittance from the pores leads to a larger growth rate than seen over a rigid surface.
The passive porous surface has pores which connect to a cavity below. Within our triple-
deck framework we see that the unstable inertial effect of the porous surface is contained
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in this cavity. If we choose not to have a cavity, i.e. we simply have pores with a floor, then
this passive porous model reduces to a classical Darcy’s model. By increasing the depth of
the cavity we reduce the growth rate of a T-S wave. Most interestingly, it is seen that as
the frequency increases there exists a region where the growth rate becomes negative and
the T-S waves shall decay. This region comes into existence for smaller frequencies as we
increase the depth of the cavity. Porter (1998) and Carpenter & Porter (2001) applied the
same passive porous model to a flow described by an Orr-Sommerfeld model and found
similar behaviour for large cavities at large Reynolds numbers, we therefore see that per-
haps a porous surface with a sufficient depth cavity below may help to stabilise T-S waves
propagating above.
The effect of a junction between rigid and porous surfaces where the porous surface
is modelled by the more realistic passive porous surface, described by Carpenter’s model,
differs significantly from the porous surface described by the unsteady Darcy’s model.
Transmission coefficients for rigid-porous junctions are shown in Figures 2.11 and 2.12.
Here it is seen that when a T-S wave ha frequency close to its most unstable mode then
varying the length or radius of the pore has a ‘destabilising’ effect, as is also observed in
the Darcy’s case. However considering the effect of the cavity, we see that while the cavity
is small the junction plays a ‘destabilising’ role about the most unstable modes, yet as we
increase the depth of the cavity the behaviour at the junction changes. Junctions between
rigid and porous surfaces, with larger cavities, have a ‘stabilising’ effect on T-S waves with
frequencies about the position of their most stable mode; this effect becomes quite large as
the depth of the cavity increases. Away from the most unstable modes the general behaviour
of the rigid-porous junction is ‘stabilising’, with the effect of the junction decreasing as the
T-S wave frequency increases.
For a porous-rigid junction we see a difference in the effect that such a junction has
when compared to the Darcy’s type porous surface. Figures 2.14 and 2.15 show us that in
general the effect of a porous-rigid junction, with a passive porous surface, is destabilising,
disagreeing with the equivalent results for a Darcy’s type surface. However, if we consider
the pores, we see that about the position of the most unstable modes the junction plays a
‘stabilising’ role. Similarly, when the porous cavity is small we find that the junction has
a ‘stabilising’ effect on a T-S wave about its most unstable mode, yet increasing the depth
of the cavity means that we find regions of ‘destabilisation’ about the position of the most
unstable mode when the cavity is sufficiently large.
This difference between the effect that of junctions between rigid and porous surfaces
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with either a Darcy’s type or a more realistic passive porous surface is caused by the inclu-
sion of a cavity. Allowing the cavity depth to tend to zero we observe that the scattering
behaviour becomes more like that seen for the Darcy’s porous surface.
Figures 2.25-2.27 show is that within the porous regimes studied here the general be-
haviour of the inclusion of a porous strip is more destabilising than an entirely rigid surface,
as was found for a Darcy’s type porous surface. However it was observed while considering
the pore dimensions that there existed a region, when the frequency was very small, where
porous strips were seen to play a ‘stabilising’ role. For larger frequencies we found that a
passive porous surface with a cavity of depth greater than d ≈ 1 and frequencies greater
than Ω ≈ 4 could lead to a T-S wave with a reduced amplitude, compared with a rigid sur-
face. For cavities of sufficient depth we showed that T-S waves over these porous surfaces
would experience a negative growth rate; hence the inclusion of porous strips would lead
to greater ‘stabilisation’, resulting in a T-S wave with a smaller relative amplitude. Here
we are assuming the scattering effect is small, since our scattering analysis is not valid for
surfaces with a negative growth rate.
Most interestingly we find that whilst varying the depth of the cavity, see Figure 2.27,
increasing the amount of strips creates a region, 0.9 < Ω < 1.5 and d > 3 for five strips,
where the inclusion of porous strips has a ‘stabilising’ effect. This is true even though the
growth rate of a T-S wave over the porous surface in this region is higher than that over a
rigid surface.
The effect of a cavity has a qualitatively large effect on the behaviour of a T-S wave.
We found that for a large cavity depth it is possible to obtain negative growth rates, while
the effect of a rigid-porous junction, for the most part, was ‘stabilising’, even around the
position of the most unstable mode when d > 1.2. This behaviour might imply that a porous
surface, with a cavity depth that increases in the streamwise direction, i.e. d increasing in
X , could possibly be used to help delay transition to turbulence over an aerofoil. A further
investigation into varying the parameters of a porous surface in the streamwise direction
could be beneficial and of great interest.
Throughout this thesis we have only considered passive porous surfaces, described by
Carpenter’s (1996) model, with a porosity factor φ = 0.5. This large porosity factor was
chosen such that the effects of this porous model would be highlighted, we also found that
for other porosity factors the behaviour was similar. It would be interesting to consider fully
how this porosity factor affects the stability of a passive porous system within a triple-deck
framework.
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The effect of scattering caused by an abrupt change is an important issue in the study
of laminar flow control, since it is known that abrupt changes in the dynamics of a surface
can have a substantial effect on transition into turbulence. The problem considered in
this chapter represents a relatively simple model and should be studied further, perhaps
with more emphasis on the effect of a porous strip with abrupt changes caused by the
junctions between the rigid and porous surfaces and in varying the porosity of the porous
sections in the streamwise direction. The introduction of a cavity seems to have quite a
substantial effect on the growth rate and the transmission coefficients studied here, it would
be interesting to compare this with experimental results.
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Chapter 3
Evolution of Go¨rtler vortices over
surfaces with differing curvatures
3.1 Introduction
Our interest in this chapter is with the generation and amplification of Go¨rtler vortices.
These vortices can occur at locations near to the leading edge of an aerofoil and may grow
leading to laminar-turbulent transition inside the boundary layer. In Part I we will consider
the effect that constant curvature has on the growth rate of an unsteady Go¨rtler vortex and
use the results we find to motivate investigations into how changing the curvature of a
surface will affect these vortices and hence the stability of the boundary-layer flow. From
this motivational work, we shall consider in Part II the effect of slowly varying the curvature
in the streamwise direction, while in Part III we will look at the nonlinear effects caused
by the interaction of Go¨rtler vortices with Tollmien-Schlichting (T-S) waves over a surface
with constant mean curvature but changing downstream curvature at a lower order.
Centrifugal effects caused by curvature create pressure variations which lead to the gen-
eration of streamwise Go¨rtler vortices. The flow over a curved surface may be described by
a dimensionless parameter, known as the Go¨rtler number G = (L∗/a∗)Re1/2, where L∗ is
a typical streamwise length scale over which the curvature varies: the radius of curvature is
denoted by a∗( L∗) and Re is the Reynolds number. It was demonstrated independently,
by Denier, Hall & Seddougui (1991) and Timoshin (1990), that in the limit of large Go¨rtler
numbers,G 1, there are five different asymptotic regimes for the spanwise wavelength to
be considered. These are, in order of increasing spanwise wavelength, the neutral regime,
the most unstable regime, the inviscid regime, the long-wavelength (viscous-inviscid in-
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teractive) regime and the non-parallel regime. The first three of these regimes have been
studied in detail and the associated linear and nonlinear stability problems are given in Hall
(1982a), (1982b), Hall & Lakin (1988), Denier, Hall & Seddougui (1991) and Timoshin
(1990). The fourth regime, that we shall also consider here, was first studied by Rozhko
& Ruban (1987) and subsequently by Rozhko, Ruban & Timoshin (1988), Ruban (1990),
Savenkov (1990) and by Choudhari, Hall & Streett (1994), while the fifth regime there has
been to focus of very few investigations. A full discussion of these regimes may be found
in Denier, Hall & Seddougui (1991).
Our concern is with the fourth of these regimes: long-wavelength (viscous-inviscid
interactive) Go¨rtler vortices. It has been found that the asymptotic scalings of the long-
wavelength interactive regime are fixed by the condition of viscous-inviscid interaction
and the balance between the displacement induced pressure disturbance and the change in
pressure across the main part of the boundary layer due to centrifugal effects; see Rozhko
& Ruban (1987). It was noted that local perturbations introduced into a boundary layer
cause it to split into two characteristic regions: a viscous boundary layer, the ‘lower deck’,
and the main inviscid part of the boundary layer, the ‘main deck’. As the perturbations
increase they are transmitted through the boundary layer and result in redistribution of the
pressure in the external potential flow, the ‘upper deck’, outside of the boundary layer. The
vortex flow structure therefore consists of three distinct regions, with thickness relative to
the boundary layer of O(ε), O(1) and O(ε−1) respectively, where ε = G−1/7( 1), see
Figure 3.1. The overall dynamics of these decks and their matching is seen to be analogous
to that of conventional triple-deck. Such that this regime is essentially a limiting form of a
three-dimensional triple-deck description of T-S waves destabilised by curvature.
Throughout this chapter we shall investigate the behaviour of Go¨rtler vortices over sur-
faces with non-constant curvature. We shall consider a situation in which we vary the
surface curvature slowly, with a view to understanding whether changing this curvature
may stabilise an unstable long-wavelength Go¨rtler vortex. Transition may be caused by the
amplification of Go¨rtler vortices triggering nonlinear effects and breakdown. It is therefore
important to understand to what extent varying the curvature may have on the growth of
Go¨rtler vortices. We will also look at the situation where the surface curvature changes
over a length scale comparable to the viscous-inviscid interaction about a constant mean
curvature. This may generate a nonlinear interaction of vortices and waves.
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Figure 3.1: The three distinct subregions, with relative thickness displacement from the
boundary layer, where ε = G−1/7.
Part I
Derivation of three-dimensional triple-deck structure with
curvature and motivation for considering variable curva-
ture
3.2 Formulation of the problem
We consider a three-dimensional flow of an incompressible fluid, within a boundary layer,
developing over a curved solid surface. We assume that there is an uneven area on the sur-
face, whose dimension is small in comparison with the dimension of the surface, where this
uneven area acts as a generator for long-wavelength (viscous-inviscid interactive) Go¨rtler
vortices. The typical streamwise length scale over which the curvature varies is denoted by
L∗, and the radius of curvature is denoted by a∗( L∗), such that restrict our investigation
to surfaces with small curvature. The velocity in the undisturbed flow far from the surface
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Figure 3.2: The flow pattern with long-wavelength Go¨rtler vortices. Modified from Figure
2 in Saric (1994).
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is called the free-stream velocity, which we shall denote by U∗∞. Using these length scales
and the free-stream velocity we define the Reynolds number, Re = U∗∞L
∗/ν∗, with ν∗ de-
noting the kinematic viscosity in the free-stream. We define a curvature parameter, known
as the Go¨rtler number, as: G = (L∗/a∗)Re1/2, and we shall assume that the Reynolds
number is asymptotically large, Re  1, which implies that G  1 for our study of flow
over curved surfaces.
The surface we are considering is assumed to be curved and so we make use of curvilin-
ear coordinates (x, y, z), which are non-dimensionalised by the length L∗ and we assume
that our flow is unstable and depends on time, t, which is non-dimensionalised by L∗/U∗∞.
The respective velocities (u, v, w), the density ρ, viscosity ν and the pressure p are non-
dimensionalised by U∗∞, ρ
∗, ν∗ and ρ∗U∗2∞ respectively. Our governing equations are the
Navier-Stokes equations in curvilinear coordinates:
1
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where G0 ∼ O(1) is a curvature parameter and where we shall refer to χ(x) ∼ O(1) as the
curvature function in the streamwise direction and where
H = 1 + G0χ(x)y.
The derivation of these equations, (3.1a)-(3.1d), is shown in Appendix A. We assume that
our governing equations, (3.1a)-(3.1d), are associated with non-slip boundary conditions at
the surface
u = v = w = 0 at y = 0 (3.1e)
and away from the surface they are subject to the conditions
u→ 1, v → 0, w → 0, p→ p∞ as y →∞, (3.1f)
such that we match our solutions with the undisturbed flow far from the surface.
It is well known that local disturbances introduced into a boundary layer cause the
boundary layer to split into two characteristic regions: a viscous region close to the surface
and a main inviscid part of the boundary layer. A third upper layer is also considered; this
region is outside of the boundary layer and it is here that a redistribution of pressure takes
place. The size and scalings associated with these regions are fixed by viscous-inviscid
interaction and shall be derived in the proceeding section.
3.2.1 Go¨rtler (triple-deck) scalings
In this section we shall derive the appropriate scalings for the three-tiered structure that
is generated by the introduction of local disturbances into the boundary layer. Rozhko
& Ruban (1987) derived scalings for a three-tired structure over a surface with constant
curvature in terms of the Reynolds number. In this section, we shall derive an analogous
three-tired system but we will express our scalings explicitly in terms of the Go¨rtler number
and we shall consider a surface with non-constant curvature in the streamwise direction.
The derivations preformed in this section, §3.2.1, are based on the work of Rozhko &
Ruban (1987), the differences between these derivations will be highlighted throughout.
We begin by introducing the scaled variables
X1 =
x
4x, Z1 =
z
4z and T1 =
t
4t , (3.2)
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Figure 3.3: Effective splitting of the boundary layer. Modified from Figure 2 in Rozhko &
Ruban (1987).
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where4x,4z and4t are the longitudinal, spanwise and temporal scales of the disturbed
region, which will be determined later. We shall denote the characteristic thickness of the
viscous sublayer, which we shall refer to as the ‘lower deck’, by (4y)1 such that
Y1 =
y
(4y)1 . (3.3)
The theory of potential flows around thin bodies implies that at the outer edge of the bound-
ary layer the perturbation of the pressure may be estimated by
p = d1p˜+ · · · with d1 ∼ O
(
(4y)14z
(4x)2
)
, (3.4)
where we have considered the angle of inclination of the streamlines of the outer edge of
the boundary layer in relation to the surface, ∼ O ((4y)1/4x), and the relative width of
the perturbed region, ∼ O (4z/4x). We assume that the flow regime considered shall
have (4y)1/4x4z/4x 1.
The curvature χ(X1) of the surface being non-zero promotes centrifugal forces to be
present in the flow. These centrifugal forces may prove to play an important role and
significantly influence the behaviour of this system. The centrifugal forces cause a variation
of pressure in the boundary layer such that we may assume a pressure gradient-centrifugal
force balance of the form
∂p
∂y
∝ G0χu2. (3.5)
Conventional triple-deck theory would imply that in the main part of the boundary layer we
should assume that u ∼ O(1) at leading order. Hence, we see that centrifugal forces may
be more dominant here than in the lower deck where we shall assume that the streamwise
velocity is significantly smaller.
If we consider the boundary layer in front of the interaction area where the perturbations
are negligible, as shown in Figure 3.3(a) region 1, we see that it is possible to obtain the
velocity profile in region 2 of Figure 3.3(a), which is inside the interaction region, by
a simple displacement along the y-axis by a distance of the displacement of the viscous
sublayer, (4y)1, see Rozhko & Ruban (1987). Similarly plotting G0χu2 against y in regions
1 and 2, as shown in Figure 3.3(b), we see that the area between the curves 1 and 2 coincides
in order of magnitude with the variation of the pressure inside the lower deck. Hence, it is
proposed that the variation in pressure may be estimated by d1 ∼ O(G0χ(4y)1).
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Let us now consider the flow in the lower deck. In this viscous sublayer adjacent to the
surface, we shall scale the velocity and pressure asymptotically by
u = a1u˜(X1, Y1, Z1, T1) + · · · , v = b1v˜(X1, Y1, Z1, T1) + · · · , (3.6a)
w = c1w˜(X1, Y1, Z1, T1) + · · · , p = d1p˜(X1, Y1, Z1, T1) + · · · , (3.6b)
where a1, b1, c1, d1  1 are to be determined. The flow in the lower deck is viscous and so
from the x-momentum component of our governing equations, (3.1b), it follows that
u
∂u
∂x
∝ ∂
2u
∂y2
⇒ a
2
1
4x ∼
1
Re
a1
(4y)21
. (3.7)
Since we are considering nonlinear perturbations, the change in u˜ in the longitudinal com-
ponent of the velocity vector is of the same order of magnitude as the velocity in front of
the region of interaction, thus
u ∝ Re1/2y, (3.8)
in the lower deck.
The spanwise component of the pressure gradient causes the fluid in the lower deck to
spread out in that direction, hence the z-component of (3.1b) implies that we should have
u
∂w
∂x
∝ ∂p
∂z
⇒ a1 c14x ∼
d1
4z . (3.9)
If ∂p/∂z attains a certain definite magnitude then the flow in the lower deck becomes three-
dimensional at leading order, therefore (3.1b) implies that
u
∂u
∂x
∝ w∂u
∂z
⇒ a
2
1
4x ∼ c1
a1
4z . (3.10)
In order to close this system of relationships (3.3)-(3.10) there are two possibilities.
Firstly, we assume that the perturbation of the pressure in the lower deck is determined by
the centrifugal effect caused by curvature, and so we assume d1 ∝ G0χ(4y)1. It is then
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possible to arrive at the following for estimates in the lower deck:
u ∝ (4x)1/3, v ∝ Re−1/2(4x)−1/3, w ∝ Re−1/4|G0χ|1/2(4x)1/6,
p ∝ Re−1/2|G0χ|(4x)1/3, y ∝ Re−1/2(4x)1/3, z ∝ Re−1/4|G0χ|1/2(4x)5/6,
t ∝ (4x)2/3, (3.11)
where we have used the continuity equation, (3.1a), to find the order of magnitude of v˜.
However, if the perturbation of the pressure is determined by the displacement effect of
the boundary layer on the external flow then we will have to consider equation (3.4) and so
the estimates, (3.11), should be replaced by:
u ∝ (4x)1/3, v ∝ Re−1/2(4x)−1/3, w ∝ Re−1/2(4x)−1,
p ∝ Re−1(4x)−2, y ∝ Re−1/2(4x)1/3, z ∝ Re−1/2(4x)−1/3,
t ∝ (4x)2/3. (3.12)
Comparing the two estimates (3.11) and (3.12), it can be seen that the flow regime in the
lower deck depends on its longitudinal dimension (4x). When (4x) Re−3/14|G0χ|−3/7
in order of magnitude then the estimates (3.11) hold , while if (4x) Re−3/14|G0χ|−3/7
then the estimates in equation (3.12) hold. Therefore it is seen that these two estimates
agree when (4x) ∝ Re−3/14|G0χ|−3/7. This gives us the most general case, which can be
written in the form:
u ∝ Re−1/14|G0χ|−1/7, v ∝ Re−3/7|G0χ|1/7, w ∝ Re−2/7|G0χ|3/7,
p ∝ Re−4/7|G0χ|6/7, x ∝ Re−3/14|G0χ|−3/7 y ∝ Re−4/7|G0χ|−1/7,
z ∝ Re−3/7|G0χ|1/7, t ∝ Re−1/7|G0χ|−2/7. (3.13)
Let us now introduce the Go¨rtler number:
G = Re1/2G0. (3.14)
Substitution of the Go¨rtler number, (3.14), into the scales given by (3.13) leads to the
estimates in the lower deck yielding
X1 = G
3/7x, Y1 = G
1/7Re1/2y, Z1 = G
−1/7Re1/2z, T1 = G2/7t, (3.15)
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where the velocity and pressure may be expressed as
u = G−1/7u˜(X1, Y1, Z1, T1) + · · · , v = G1/7Re−1/2v˜(X1, Y1, Z1, T1) + · · · ,
(3.16a)
w = G3/7Re−1/2w˜(X1, Y1, Z1, T1) + · · · , p = G6/7Re−1p˜(X1, Y1, Z1, T1) + · · · ,
(3.16b)
such that the lower deck scalings are expressed explicitly in terms of the Reynolds and
Go¨rtler numbers. From (3.15) we see that the derived scaling for the transverse variable
in the lower deck agrees with the flow structure discussed in §3.1, shown in Figure 3.1.
We may also note that the spanwise length scale derived here does indeed agree with the
long-wavelength regime, which we are considering in this chapter.
In the main part of the boundary layer, which we shall refer to as the ‘main deck’, we
have:
X1 = G
3/7x, Y2 = Re
1/2y, Z1 = G
−1/7Re1/2z, T1 = G2/7t, (3.17)
where the scaling on the wall-normal variable Y2 is determined by the thickness of the
boundary layer, and we assume that the velocity and pressure may be expressed asymptot-
ically by
u = U0(Y2) + a2U1(X1, Y2, Z1, T1) + · · · , v = b2V1(X1, Y2, Z1, T1) + · · · , (3.18a)
w = c2W1(X1, Y2, Z1, T1) + · · · , p = d2P1(X1, Y2, Z1, T1) + · · · , (3.18b)
where a2, b2, c2, d2  1 are to be determined in terms of the Go¨rtler and Reynolds numbers
and U0(Y2) is the undisturbed flow profile.
In the main deck we assume that the spanwise effects will be small, as our vortices are
assumed to be confined to a small region adjacent to the surface (lower deck). Therefore
the continuity equation (3.1a) implies that
G3/7a2
∂U1
∂X1
+Re1/2b2
∂V1
∂Y2
= 0. (3.19)
Hence, applying the balance given in equation (3.19) to the streamwise momentum equa-
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tion, (3.1b), gives
U0
∂U1
∂X1
+ V1
∂U0
∂Y2
= 0, (3.20)
such that we must have
a2 = G
−3/7Re1/2b2.
Solving (3.19), using (3.20), we are able to find the usual main-deck solutions:
U1 = −A(X1, Z1, T1)dU0
dY2
and V1 = U0(Y2)
∂A
∂X1
, (3.21)
where A is an unknown displacement function to be determined.
Taking the limit of U1, in equation (3.21), as Y2 tends to zero we see that
U1 → −λA(X1, Z1, T1) 6= 0 as Y2 → 0, (3.22)
where
λ =
dU0
dY2
∣∣∣∣
Y2=0
.
Therefore, it is necessary to match the streamwise velocities in the main and lower decks
and so it is seen that they must be of the same order, which implies
a2 = G
−1/7 ⇒ b2 = G2/7Re−1/2.
Through matching we also find that the pressure in the main deck should match with
the lower deck, this implies that they should be on the same scale and so we have that
d2 = G
6/7Re−1.
The main deck is assumed to be inviscid and therefore
U0
∂W1
∂X1
∝ ∂P1
∂Z1
⇒ c2 = G2/7Re−1/2. (3.23)
As a consequence in the main deck we have the scalings:
u = U0(Y2) +G
−1/7U1(X1, Y2, Z1, T1) + · · · , v = G2/7Re−1/2V1(X1, Y2, Z1, T1) + · · · ,
(3.24a)
w = G2/7Re−1/2W1(X1, Y2, Z1, T1) + · · · , p = G6/7Re−1P1(X1, Z1, T1) + · · · .
(3.24b)
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From equation (3.21) we have a solution for V1, in terms of U0 andA, in the main deck.
If we take the limit of this as Y2 → ∞, knowing that U0 will tend to the non-dimensional
outer flow far from the surface we see that
V1 → ∂A
∂X1
6= 0 as Y2 →∞, (3.25)
hence V1 6→ 0 as Y2 →∞. It is therefore necessary to introduce an upper deck, which will
be the external flow outside of the boundary layer, such that the velocity component normal
to the surface tends to zero far from the surface. Let us introduce the following asymptotic
expansions in the upper deck:
u = 1 + a3u¯(X1, Y3, Z1, T1) + · · · , v = b3v¯(X1, Y3, Z1, T1) + · · · , (3.26a)
w = c3w¯(X1, Y3, Z1, T1) + · · · , p = d3p¯(X1, Y3, Z1, T1) + · · · , (3.26b)
where a3, b3, c3, d3  1 are to be determined in terms of the Go¨rtler and Reynolds numbers.
In the upper deck we shall assume that the transverse variable scales like
Y3 =
y
(4y)3 , (3.27)
with (4y)3 to be determined.
The matching condition between the main and upper decks, given by equation (3.25),
implies that the order of magnitude of the wall-normal component of the velocity in the
upper deck shall be given by the displacement emerging from the boundary layer, hence
b3 = G
2/7Re−1/2.
It follows from (3.24a) and (3.21) that the angle of inclination of the streamlines on the
outer edge of the boundary layer is defined as
θ = lim
Y2→∞
v
u
= G2/7Re−1/2
(
1
λ
∂A
∂X1
)
+ · · · , (3.28)
such that, from the assumption that the external flow is irrotational and (3.28), we must
have that
a3 = G
6/7Re−1 and c3 = G2/7Re−1/2.
Finally by considering the continuity equation, (3.1a), in the upper deck we are able to
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determine a scaling for the wall-normal variable:
(4y)3 = G1/7Re−1/2 ⇒ Y3 = G−1/7Re1/2y, (3.29)
Therefore, in the upper deck the velocities have scalings
u = 1 +G6/7Re−1u¯(X1, Y3, Z1, T1) + · · · , v = G2/7Re−1/2v¯(X1, Y3, Z1, T1) + · · · ,
(3.30a)
w = G2/7Re−1/2w¯(X1, Y3, Z1, T1) + · · · , p = G6/7Re−1p¯(X1, Y3, Z1, T1) + · · · .
(3.30b)
Hence we have derived all the scalings required for the three-tiered (triple-deck) struc-
ture over a surface with non-constant curvature that we shall use to describe the flow in this
system. These deviations are similar to those performed for constant curvature by Rozhko
& Ruban (1987), however here we have expressed our expansions in terms of the Reynolds
and Go¨rtler numbers and considered a surface with non constant curvature in the stream-
wise direction. From (3.29) we see that the transverse scaling in the upper deck agrees
with those shown in Figure 3.1, such that we have a three-tiered structure with thicknesses
relative to the thickness of the boundary layer of O(G−1/7), O(1) and O(G1/7). By com-
paring this three-tiered system to that found in conventional triple-deck theory we see that a
larger viscous region develops over a curved surface than is found over a flat surface, this is
caused by the centrifugal effects in the main part of the boundary layer. Also, we note that
compared to the standard two-dimensional triple-deck this three-tiered three-dimensional
system over a curved surface has a longer streamwise length scale and this length scale is no
longer comparable to the wall-normal variable in the upper deck; instead the spanwise scal-
ing is seen to be comparable, the effect of this shall be considered later. In the next section
we shall use these scalings to derive a closed system of equations which describe the flow
over curved surfaces, such as ours, and the generation and evolution of long-wavelength
Go¨rtler vortices.
3.2.2 Three-dimensional triple-deck structure with curvature
In the absence of an obstacle, such as a bump or change in curvature, we assume that the
flow would be undisturbed and the base flow would be adjusted to account for the surface
curvature; see Rozhko & Ruban (1987). Considering only the interaction region, we as-
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sume that there exists some three-dimensional surface roughness within the lower deck. We
note that flow encountering a three-dimensional roughness was considered also by Smith,
Sykes & Brighton (1977) for a two-dimensional flow over a flat surface encountering a
three-dimensional roughness. This study gave the foundation for the applicability of in-
troducing a three-dimensional flow and hence building on this previous work Rozhko &
Ruban (1987) considered a curved surface with a three-dimensional flow and roughness,
which would destabilise the flow. The systems of equations derived in this section were
first derived by Rozhko & Ruban (1987) for a surface with constant curvature; here we
shall consider a surface with curvature dependent on the streamwise variable. In view of
the lower-deck scalings derived in §3.2.1, the surface of the uneven area shall be defined by
y = G−1/7Re−1/2F1(X1, Z1, T1), (3.31)
where F1(X1, Z1, T1) is a function describing the uneven area, measured from the smooth
surface with arguments
X1 = G
3/7x, Z1 = G
−1/7Re1/2z and T1 = G2/7t, (3.32)
and where we allow the curvature of the surface to vary over the streamwise X1 length
scale, χ = χ(X1).
In the lower deck, the viscous subsection of the boundary layer, the appropriate wall-
normal variable is scaled such that
Y1 = G
1/7Re1/2y. (3.33)
The components of the velocity vector and the pressure in the lower deck have asymp-
totic expansions given by equations (3.16a)-(3.16b). Substituting (3.16a)-(3.16b) into the
governing equations, (3.1a)-(3.1d), yields at leading order the equations
∂u˜
∂X1
+
∂v˜
∂Y1
+
∂w˜
∂Z1
= 0, (3.34a)
∂u˜
∂T1
+ u˜
∂u˜
∂X1
+ v˜
∂u˜
∂Y1
+ w˜
∂u˜
∂Z1
=
∂2u˜
∂Y 21
, (3.34b)
∂w˜
∂T1
+ u˜
∂w˜
∂X1
+ v˜
∂w˜
∂Y1
+ w˜
∂w˜
∂Z1
= − ∂p˜
∂Z1
+
∂2w˜
∂Y 21
, (3.34c)
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∂p˜
∂Y1
= 0, (3.34d)
hence it is seen that p˜ does not depend on Y1, such that the pressure in the lower deck does
not vary as we move away from the surface to the edge of the viscous sublayer. In the
streamwise momentum equation, (3.34b), we see the notable absence of a streamwise pres-
sure gradient in comparison with conventional triple-deck theory. The boundary conditions
for this system of equations in the lower deck are non-slip at the surface
u˜ = v˜ = w˜ = 0 at Y1 = F1(X1, Z1, T1), (3.35a)
and matching conditions with the main deck
u˜ = λY1−A+· · · , v˜ = ∂A
∂X1
Y1+· · · , w˜ = − 1
λY1
∫ X1
−∞
∂p˜
∂Z1
dq+· · · as Y1 →∞,
(3.35b)
where A, a function of X1, Z1 and T1, is known as the displacement function, which was
referred to in equation (3.21), and λ is the shear stress,
λ =
dU0
dY2
∣∣∣∣
Y2=0
, (3.36)
which shall be determined in the main deck.
In the main deck the normal variable is given by
Y2 = Re
1/2y, (3.37)
the velocity and pressure have asymptotic expansions given by (3.24a)-(3.24b). Substitu-
tion of the expansions (3.24a)-(3.24b) into equations (3.1a)-(3.1d) yields
∂U1
∂X1
+
∂V1
∂Y2
= 0, (3.38a)
U0
∂U1
∂X1
+ V1
∂U0
∂Y2
= 0, (3.38b)
2χ(X1)U0U1 = −∂P1
∂Y2
, (3.38c)
U0
∂W1
∂X1
= −∂P1
∂Z1
, (3.38d)
Chapter 3. Evolution of Go¨rtler vortices: Surfaces with differing curvatures 115
with boundary conditions given by matching with the lower and upper decks. From equa-
tion (3.38c) we see the effect of the pressure gradient-centrifugal force balance, caused
by the curvature of the surface. This balance means that, unlike conventional triple-deck
theory, the main deck is not passive. In conventional triple-deck theory the main deck sim-
ply carries the displacement through the boundary layer to the outer flow and conveys the
pressure perturbations from the upper deck to the viscous sublayer, whereas over a curved
surface we see that centrifugal effects across the main deck substantially alter the pressure
in the lower deck. A solution of equations (3.38a)-(3.38d) which satisfies the matching
conditions with the solution in the lower deck, (3.35b), is given by
U1 = −1
λ
A(X1, Z1, T1)dU0
dY2
, (3.39)
V1 =
1
λ
U0(Y2)
∂A
∂X1
, (3.40)
W1 = − λ
U0
∫ X1
−∞
∂p˜
∂Z1
dq − 1
λ
U0
∫ X1
−∞
χ(X1)
∂A
∂Z1
dq, (3.41)
P1 = p˜+
χ(X1)
λ
A(X1, Z1, T1)U0(Y2)2. (3.42)
It follows from the variable expansions (3.24a)-(3.24b) and the solutions at the bottom
edge of the main deck (3.39)-(3.42) that the inclination of the streamlines at the outer edge
of the boundary layer is given by
θ = lim
Y2→∞
v
u
= G2/7Re−1/2
(
1
λ
∂A
∂X1
)
+ · · · , (3.43)
as was shown in §3.2.1.
The asymptotic expansions to the velocity and pressure components in the upper deck
are given by equations (3.30a)-(3.30b), while in the upper deck the wall-normal variable is
given by
Y3 = G
−1/7Re1/2y. (3.44)
Substitution of (3.30a)-(3.30b) into the Navier-Stokes equations, since the flow outside of
the boundary layer is not governed by the governing equations as it is sufficiently far from
the curved surface, gives
∂v¯
∂Y3
+
∂w¯
∂Z1
= 0, (3.45a)
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∂u¯
∂X1
= − ∂p¯
∂X1
, (3.45b)
∂v¯
∂X1
= − ∂p¯
∂Y3
, (3.45c)
∂w¯
∂X1
= − ∂p¯
∂Z1
. (3.45d)
Equation (3.45a) demonstrates the effect of the longer streamwise length scale, which is not
comparable with the wall-normal length scale in upper deck. Unlike conventional triple-
deck theory, we see that by adding curvature the streamwise component of the continuity
equation does not balance with the normal component; instead we see a balance between
the spanwise and normal components. The longer streamwise dependence in the upper
deck causes the streamwise flow to become decoupled from the wall-normal and spanwise
components. Therefore, in the upper deck we see that the streamwise momentum equation
becomes immaterial to the leading-order behaviour.
Differentiating equation (3.45a) with respect to the streamwise variable X1 and substi-
tuting (3.45c) and (3.45d) into the result yields
∂2p¯
∂Y 23
+
∂2p¯
∂Z21
= 0, (3.46)
which is a two-dimensional Laplace equation for the pressure in the upper deck. Therefore,
we define
φ(ξ) =
∂p¯
∂Z1
+ i
∂v¯
∂X1
, (3.47)
where ξ = Z1 + iY3 and considering (3.46) we see that φ(ξ) is analytic. From (3.43), we
may note that
Imφ
∣∣
Y3=0
=
1
λ
∂2A
∂X21
, (3.48)
such that the matching condition with the main deck is satisfied. The Cauchy-Riemann
integral for φ(ξ) is defined to be
φ(ξ) =
1
2pii
∫
C
φ(ζ)
ζ − ξ dζ,
and, since φ(ξ) is analytic, we can apply the Sokhotsky-Plemelj theorem; this is a complex
analysis theorem which helps to evaluate certain integrals, for a statement of the Sokhotsky-
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Plemelj theorem see Appendix B. Therefore, we have
∂p¯
∂Z1
+ i
∂v¯
∂X1
=
1
2
∂p¯
∂Z1
+
i
2
∂v¯
∂X1
+
1
2pii
∫ ∞
−∞
∂p¯
∂Z1
dζ
ζ − Z1 −
1
2pi
∫ ∞
−∞
∂v¯
∂X1
dζ
ζ − Z1 . (3.49)
Taking the real and imaginary parts of equation (3.49) yields
∂p¯
∂Z1
=
1
2
∂p¯
∂Z1
− 1
2pi
∫ ∞
−∞
∂v¯
∂X1
dζ
ζ − Z1 , (3.50)
and
∂v¯
∂X1
=
1
2
∂v¯
∂X1
− 1
2pi
∫ ∞
−∞
∂p¯
∂Z1
dζ
ζ − Z1 , (3.51)
such that we may use the matching condition at Y3 = 0, given by (3.48), to find an expres-
sion for the pressure in the upper deck at Y3 = 0:
∂p¯
∂Z1
∣∣∣∣
Y3=0
=
1
λpi
∫ ∞
−∞
∂2A
∂X21
dζ
ζ − Z1 . (3.52)
Unlike conventional triple-deck theory, there is a pressure change across the main deck,
due to centrifugal forces. Hence, at the upper edge of the boundary layer we find
P1
∣∣
Y2=∞ = p¯
∣∣
Y3=0
= p˜+
χ(X1)
λ
A(X1, Z1, T1), (3.53)
such that matching (3.52) and (3.53) gives us,
∂p˜
∂Z1
= −χ(X1)
λ
∂A
∂Z1
+
1
λpi
∫ ∞
−∞
∂2A
∂X21
dζ
ζ − Z1 , (3.54)
an expression for the pressure in the lower deck in terms of the displacement A and the
curvature function χ(X1). This equation for the pressure, (3.54), closes the interaction
problem and reflects the simultaneous balance between the lower deck, the centrifugal
forces in the main deck and the displacement-induced pressure from the upper deck.
We now have a closed system of equations in the lower deck which describe our flow:
∂u˜
∂X1
+
∂v˜
∂Y1
+
∂w˜
∂Z1
= 0, (3.55a)
∂u˜
∂T1
+ u˜
∂u˜
∂X1
+ v˜
∂u˜
∂Y1
+ w˜
∂u˜
∂Z1
=
∂2u˜
∂Y 21
, (3.55b)
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∂w˜
∂T1
+ u˜
∂w˜
∂X1
+ v˜
∂w˜
∂Y1
+ w˜
∂w˜
∂Z1
= − ∂p˜
∂Z1
+
∂2w˜
∂Y 21
, (3.55c)
∂p˜
∂Z1
= −χ(X1)
λ
∂A
∂Z1
+
1
λpi
∫ ∞
−∞
∂2A
∂X21
dζ
ζ − Z1 , (3.55d)
subject to the boundary conditions
u˜ = v˜ = w˜ = 0 at Y1 = F1(X1, Z1, T1), (3.55e)
u˜→ λY1 −A, w˜ → 0 as Y1 →∞, (3.55f)
such that we find the same interaction equations as found by Rozhko & Ruban (1987) for
longitudinal-transverse interaction with constant curvature, however here we have consid-
ered a surface with non-constant streamwise curvature and have explicitly expressed our
scalings in terms of the Go¨rtler number.
The problems described by the three-tired system derived in this section differs from
conventional triple-deck problems in a number of ways. Particularly in the behaviour of
the pressure gradient; in conventional triple-deck theory the streamwise pressure gradient
stimulates the interaction between the flow within the boundary layer and the free-stream
flow away from the surface, whereas it is found to have little effect on the the flow consid-
ered here because of the significantly longer streamwise length scale. Another difference
is in the behaviour of the main deck; as described earlier in this section the main deck over
a curved surface is not passive and substantially affects the pressure in the lower deck.
3.3 The linear stability of unsteady Go¨rtler vortices over a surface
with constant curvature
As motivation for considering the effect of varying or changing the surface curvature in
the streamwise direction we shall briefly examine the effect that constant curvature has on
long-wavelength (viscous-inviscid interactive) Go¨rtler vortices, as was studied in detail by
for example, Ruban (1990) and Choudhari, Hall & Streett (1994). The work presented in
the section, §3.3, is a reproduction of the study by Choudhari, Hall & Streett (1994).
We assume there exists a small perturbation on the surface and to consider a surface
with constant curvature we let
χ(X1) = G0,
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for all X1. Since we are considering constant curvature the lower-deck system of equations
describing the flow, given by equations (3.55a)-(3.55f), may be simplified by making the
following change of variables:
X1=λ
−5/7|G0|−3/7X˚, Y1=λ−4/7|G0|−1/7Y˚1, (3.56a)
Z1 =λ
−10/7|G0|1/7Z˚, T1=λ−8/7|G0|−2/7T˚ (3.56b)
u˜ =λ3/7|G0|−3/7Uˇ , v˜ =λ4/7|G0|1/7Vˇ1, (3.56c)
w˜ =λ−2/7|G0|3/7Wˇ , p˜ =λ−4/7|G0|8/7Pˇ (3.56d)
A =λ3/7|G0|−1/7Aˇ, F1=λ−4/7|G0|−1/7F˚ , (3.56e)
such that we eliminate the constants G0 and λ from our equations.
We make the Prandtl transformation:
Y˚1 − hF˚ = Y˚ , Vˇ1 − hF˚ ′Uˇ = Vˇ ,
where h  1 is the size of our perturbation. A Prandtl transformation has the effect of
moving the perturbation from the surface roughness away from the surface and into the
boundary condition at the top of the lower deck, this allows for easier consideration of
the non-slip condition at the surface. For this problem it was shown by Choudhari, Hall
& Streett (1994) that it is appropriate to limit the study to bump geometries, defined by
F˚ , with a definite origin in time and the streamwise direction. Therefore, we assume that
F˚ (X˚, Z˚, T˚ ) = 0 for X˚ < X˚0 or T˚ < T˚0; without loss of generality we shall assume that
X˚0 = 0 and T˚0 = 0.
Since we are assuming a small perturbation we linearise our equations by
Uˇ = Y˚ + hU˚ + · · · , vˇ = hV˚ + · · · , (3.57a)
Wˇ = hW˚ + · · · , Aˇ = hA˚+ · · · , (3.57b)
Pˇ = hP˚ + · · · . (3.57c)
Hence, the linearised version of our problem in the lower deck may be represented in the
following form:
∂U˚
∂X˚
+
∂V˚
∂Y˚
+
∂W˚
∂Z˚
= 0, (3.58a)
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∂U˚
∂T˚
+ Y˚
∂U˚
∂X˚
+ V˚ =
∂2U˚
∂Y˚ 2
, (3.58b)
∂W˚
∂T˚
+ Y˚
∂W˚
∂X˚
= −∂P˚
∂Z˚
+
∂2W˚
∂Y˚ 2
, (3.58c)
∂P˚
∂Z˚
= −sgn(G0)∂A˚
∂Z˚
+
1
pi
∫ ∞
−∞
∂2A˚
∂X˚2
dq
q − Z˚ , (3.58d)
and is subject to the boundary conditions;
U˚ = V˚ = W˚ = 0 at Y˚ = 0, (3.58e)
U˚ → F˚ (X˚, Z˚, T˚ )− A˚(X˚, Z˚, T˚ ), W˚ → 0 as Y˚ →∞. (3.58f)
In equation (3.58d),G0 is representative of the Go¨rtler number and is assumed to be positive
for concave surfaces, negative for convex surfaces and equal to zero for a flat surface.
Closed-form analytical solutions to equations (3.58a)-(3.58f) are obtained by taking a
Fourier transform in the spanwise direction and by taking a Laplace transform in both time
and the streamwise direction, we define these transforms by
f˘(Υ˘, γ˘, k) =
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
f(X˚, T˚ , Z˚) exp
[
−(γ˘X˚ + Υ˘T˚ )
]
dX˚dT˚ exp(−ikZ˚) dZ˚.
Laplace transforms are deemed appropriate for time and the streamwise variable since we
have a lack of upstream influence. This may be seen for the streamwise variable since
the streamwise diffusion term is absent from the leading-order system of equations in each
deck and through the absence of the pressure term in the streamwise momentum equations
in the lower deck, (3.58b). This term is also missing from the the main deck streamwise
momentum equation, see (3.38b), but is present in the upper deck, see (3.45b); however
in the upper deck the streamwise momentum equation is decoupled from the normal and
spanwise equations. For the time variable we see that there shall be no upstream influence
since we would anticipate that this system would behave like the unsteady boundary-layer
equations. The boundary-layer equations are hyperbolic in x and t and only allow a down-
stream propagation as long as no reversed flow exists. Further evidence to support this may
be found in Choudhari, Hall & Streett (1994). Therefore, there appears to be no physical
mechanism at leading order that would allow an upstream propagation from the interaction
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region. Hence, we find that the solution is given by
A˘ =
γ˘5/3Ai′(ξ0)F˘ (Υ˘, γ˘)
γ˘5/3Ai′(ξ0) + [sgn(G0)k2 − |k|γ˘2]
∫∞
ξ0
Ai(q) dq
, (3.59a)
kP˘ = [γ˘2sgn(k)− k sgn(G0)]A˘, (3.59b)
U˘ = −k
2P˘
γ˘5/3
{∫ ξ
ξ0
Ai(q) dq
Ai′(ξ0)
+ pi
[
Gi(ξ)− Gi(ξ0)
Ai(ξ0)
Ai(ξ)
]}
, (3.59c)
W˘ = −ikpiP˘
γ˘2/3
[
Gi(ξ)− Gi(ξ0)
Ai(ξ0)
Ai(ξ)
]
, (3.59d)
where Ai is an Airy’s function of the first kind and Gi is the Scorer’s function,
Gi(ξ) = Bi(ξ)
∫ ∞
ξ
Ai(q) dq + Ai(ξ)
∫ ξ
0
Bi(q) dq,
with Bi an Airy’s function of the second kind. The normal velocity V˘ can be determined
using equation (3.58b), (3.59c) and (3.59d). The symbols Υ˘, γ˘ and k denote the transform
variables corresponding to time T˚ , streamwise coordinate X˚ and the spanwise coordinate
Z˚, respectively. We have also used a transformed wall-normal coordinate ξ, which is de-
fined by
ξ = γ˘1/3Y˚ + ξ0, where ξ0 =
Υ˘
γ˘2/3
. (3.60)
From equation (3.59a) we find the dispersion relation to be given by
γ˘5/3Ai′(ξ0)∫∞
ξ0
Ai(q) dq
+ sgn(G0)k2 − |k|γ˘2 = 0, (3.61)
which for steady vortices reduces to
3Ai′(0)γ˘5/3 + sgn(G0)k2 − |k|γ˘2 = 0, (3.62)
where k is defined to be the spanwise wavenumber and γ˘ the growth rate. These dispersion
relations represent a balance between the viscosity in the lower deck, centrifugal forces in
the main deck and viscous-inviscid interaction through the upper deck, as we saw earlier in
our system of equations and as was noted by Choudhari, Hall & Streett (1994).
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We find solutions to the dispersion relation (3.61) numerically by applying a Newton
iteration procedure on a given spanwise wavenumber k. From Figure 3.4 we can clearly see
that Go¨rtler vortices travelling over concave walls are spatially unstable, whereas Go¨rtler
vortices over convex walls are spatially stable. The previous statement is true for the range
of Υ˘ that we have investigated; we have assumed the frequency Υ˘ is real, such that the
vortices are temporally stable. This poses the question: could an unstable Go¨rtler vortex be
made stable by varying the curvature in the streamwise direction? This is investigated in the
upcoming sections. The steady vortices are deemed to be more important in practice than
the unsteady vortices since as we can see the steady vortices over a concave surface grow
at a higher rate and decay slower than the unsteady vortices, such that they are deemed to
be more ‘dangerous’.
In the limit of very large spanwise wavenumbers, k  1, the dominant balance is
between the inviscid terms and we see that the dispersion relation, (3.61), reduces to
sgn(G0)k2 − |k|γ˘2 = 0 (3.63)
Hence, for a concave surface, where sgn(G0) = 1 we find that γ˘ =
√
k2/|k|, while over
a convex surface, sgn(G0) = −1, we find γ˘ =
√−k2/|k|, see Figure 3.4. Therefore, we
see that for very large k the growth rate γ˘ shall be either entirely real or imaginary for a
concave or convex surface respectively. An entirely real growth rate implies that the vortex
will grow in space and not experience a change of phase, while an imaginary growth rate
indicates that the vortex will experience a change of phase but will not grow in space.
We may also consider the limit of very small spanwise wavenumbers, k  1; here we
see that the dominant balance is between the viscous and centrifugal forces. The dispersion
relation (3.61) becomes
γ˘5/3Ai′(ξ0)∫∞
ξ0
Ai(q) dq
− |k|γ˘2 = 0. (3.64)
This limit has been the focus of much of the long-wavelength Go¨rtler regime study, see
Rozhko, Ruban & Timoshin (1988), Ruban (1990) and Timoshin (1990). From (3.64) we
see that there exist asymptotes for each frequency; however these are not plotted in Figure
3.4 but may be seen by considering the curves around k = 0.
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Figure 3.4: Spatial growth rates γ˘(k, Υ˘) of the dispersion relation (3.61).
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Part II
Evolution of long-wavelength Go¨rtler vortices over a sur-
face with slowly varying streamwise curvature
3.4 Lower-deck solutions using WKB approximations
We have seen that long-wavelength (viscous-inviscid interactive) Go¨rtler vortices travelling
over concave walls are linearly unstable, and as such may grow, possibly triggering non-
linear effects which eventually may lead to the transition to turbulence, whereas convex
surfaces cause long-wavelength Go¨rtler vortices to decay and have a negative growth rate.
Therefore it would be interesting to investigate how a Go¨rtler vortex may behave on a
surface with varying streamwise curvature, since this may lead to a possible way to stabilise
a growing long-wavelength Go¨rtler vortex. In order to make the theory tractable we shall
consider a surface which has slowly varying curvature, meaning that the surface gradually
changes from concave to convex as we travel downstream.
Steady Go¨rtler vortices are of particular interest to us, as they have the largest growth
and smallest decay rates, such that they may be deemed the most ‘dangerous’, and are
therefore more likely to cause transition. Hence, although we shall consider here the more
general case of the unsteady Go¨rtler vortex we shall discuss the results and the behaviours
of the steady case thoroughly as well. Also, we find that it is necessary to solve about the
point of zero curvature, i.e. when the surface is changing from concave to convex, in a
different manner in the steady and unsteady cases and so we shall discuss these separately
in §3.5 and §3.6, respectively.
We begin by considering a surface with slowly varying curvature, such that we define
χ(X1) = Q(X1), (3.65)
where   1 to signify that the curvature varies on a slow streamwise scale. We are
interested in the effect of varying curvature and so we shall assume that we do not have a
bump on our surface, hence F1 = 0; we also assume that the wall shear λmay be scaled out
by performing a similar transformation to that in equations (3.56a)-(3.56e). Our concern is
with small perturbations within the lower deck, therefore we shall linearise our lower-deck
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equations by assuming expansions
(u˜, v˜, w˜, p˜,A) = (Y, 0, 0, 0, 0) + h (U, V,W, P,A) + · · · , (3.66)
where h  1 is the size of the perturbation and we assume that there exists no relation
between h and . For ease of notation in this section we have let
X1 = X, Y1 = Y, Z1 = Z, and T1 = T.
Thus, for a surface with slowly varying curvature in the streamwise direction the lower-
deck equations (3.55a)-(3.55f) become the linearised equations
∂U
∂X
+
∂V
∂Y
+
∂W
∂Z
= 0, (3.67a)
∂U
∂T
+ Y
∂U
∂X
+ V =
∂2U
∂Y 2
, (3.67b)
∂W
∂T
+ Y
∂W
∂X
= −∂P
∂Z
+
∂2W
∂Y 2
, (3.67c)
∂P
∂Z
= −Q(X)∂A
∂Z
+
1
pi
∫ ∞
−∞
∂2A
∂X2
dξ
ξ − Z , (3.67d)
subject to the boundary conditions
U = V = W = 0 at Y = 0, (3.67e)
U → −A(X,Z, T ), W → 0 as Y →∞. (3.67f)
To find analytical solutions we take a Fourier transform in the spanwise Z-direction and
a Laplace transform in time of equations (3.67a)-(3.67f), with the transformed variables
denoted by a tilde;
f˜(k,Υ) =
∫ ∞
0
[∫ ∞
−∞
f(Z, T ) exp(−ikZ) dZ
]
exp(−ΥT ) dT,
and we have assumed that the surface curvature is slowly varying in the streamwise direc-
tion such that we introduce the change of variable
σ = X. (3.68)
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Figure 3.5: Flow pattern associated with viscous-inviscid interactive Go¨rtler vortices, with
the curvature varying slowly from concave to convex in the streamwise direction.
This change of variable and the coordinate transformation lead to our governing equations,
(3.67a)-(3.67f), becoming

∂U˜
∂σ
+
∂V˜
∂Y
+ ikW˜ = 0, (3.69a)
ΥU˜ + Y
∂U˜
∂σ
+ V˜ =
∂2U˜
∂Y 2
, (3.69b)
ΥW˜ + Y
∂W˜
∂σ
= −ikP˜ + ∂
2W˜
∂Y 2
, (3.69c)
kP˜ = −Q(σ)kA˜+ 2sgn(k)∂
2A˜
∂σ2
, (3.69d)
with the transformed boundary conditions
U˜ = V˜ = W˜ = 0 at Y = 0, (3.69e)
U˜ → −A˜(σ, k,Υ), W˜ → 0 as Y →∞. (3.69f)
Here k is the transform variable of Z, and is the spanwise wavenumber, whereas Υ is the
transform variable of T , with ω = iΥ the frequency of our perturbation. Manipulation
of equations (3.69a)-(3.69d) leads to a single partial differential equation for the normal
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velocity perturbation V˜ and the displacement A˜,

∂V˜
∂σ
+
∂3V˜
∂Y 3
− Y ∂
2V˜
∂σ∂Y
−Υ∂V˜
∂Y
= −k2Q(σ)A˜+ 2|k|∂
2A˜
∂σ2
. (3.70)
We note that as the displacement does not depend on Y , hence differentiating with respect
to Y , keeping σ fixed, leads to a partial differential equation for V˜ only. However it is useful
at this stage to include A˜. Equation (3.70) is the governing partial differential equation for
the flow in the lower deck and so solutions for the wall-normal velocity and displacement
must be considered first. We may then use these solutions in solving for the remaining
variables.
The introduction of a slowly-varying length scale means that we now have two stream-
wise length scales in this problem, since we are assuming that the surface curvature is
slowly varying we shall focus on this length scale. As   1, we shall seek asymptotic
approximations to (U˜ , V˜ , X˜, P˜ , A˜), and so as the curvature is varying in the streamwise di-
rection we assume that our solutions may be written in Wentzel-Kramers-Brillouin (WKB)
form. Hence, since our equations (3.69a)-(3.69d) are linear we expand our variables by,
U˜ ∼ eθ(σ)/[U0(σ, Y ) + U1(σ, Y ) + · · · ], (3.71a)
V˜ ∼ eθ(σ)/[V0(σ, Y ) + V1(σ, Y ) + · · · ], (3.71b)
W˜ ∼ eθ(σ)/[W0(σ, Y ) + W1(σ, Y ) + · · · ], (3.71c)
P˜ ∼ eθ(σ)/[P0(σ) + P1(σ) + · · · ], (3.71d)
A˜ ∼ eθ(σ)/[A0(σ) + A1(σ) + · · · ], (3.71e)
where
θ(σ) =
∫ σ
0
γ(q) dq, (3.72)
such that θ′(σ) = γ(σ). Here γ(σ) is the WKB phase function and is a σ dependent growth
rate for this flow.
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3.4.1 Leading-order problem
Substituting expansions (3.71a)-(3.71e) into the governing system of equations (3.69a)-
(3.69d) gives us the following leading-order approximations:
γ(σ)U0 +
∂V0
∂Y
+ ikW0 = 0, (3.73a)
ΥU0 + γ(σ)Y U0 + V0 =
∂2U0
∂Y 2
, (3.73b)
ΥW0 + γ(σ)YW0 = −ikP0 + ∂
2W0
∂Y 2
, (3.73c)
kP0 = −Q(σ)kA0 + sgn(k)γ(σ)2A0, (3.73d)
subject to the boundary conditions
U0 = V0 = W0 = 0 at Y = 0, (3.73e)
U0 → −A0, W0 → 0 as Y →∞. (3.73f)
These leading-order equations are seen to agree with the system of equations that were
solved in §3.3 for constant curvature; the only difference between these sets of equations
is that the growth rate in equations (3.73a)-(3.73d) is dependant on the streamwise posi-
tion. Manipulating (3.73a)-(3.73d), as we did for (3.70), yields the following leading-order
partial differential equation for V0:
γ(σ)V0 +
∂3V0
∂Y 3
− γ(σ)Y ∂V0
∂Y
−Υ∂V0
∂Y
+ k2Q(σ)A0 − |k|γ(σ)2A0 = 0, (3.74a)
with the relevant boundary conditions
V0 =
∂V0
∂Y
= 0 at Y = 0, (3.74b)
∂V0
∂Y
→ γ(σ)A0, ∂
2V0
∂Y 2
→ 0 as Y →∞. (3.74c)
We may note that this leading-order differential equation is similar to an expression found
in the constant curvature case; this is expected at leading order since we are considering
slowly varying curvature.
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Introducing the change of variables
ζ = γ1/3Y + ζ0 where ζ0 =
Υ
γ(σ)2/3
, (3.75)
such that
∂
∂Y
= γ(σ)1/3
∂
∂ζ
and
∂
∂σ
=
∂
∂σ
+
γ ′(σ)
3γ(σ)
[ζ − 3ζ0] ∂
∂ζ
,
where γ ′(σ) = dγ/dσ, we therefore see that equation (3.74a) becomes
γ(σ)V0 + γ(σ)
∂3V0
∂ζ3
− γ(σ)ζ ∂V0
∂ζ
+ k2Q(σ)A0 − |k|γ(σ)2A0 = 0, (3.76)
Taking the derivative of equation (3.76) with respect to ζ , keeping σ fixed, leads to(
∂2
∂ζ2
− ζ
)
∂2V0
∂ζ2
= 0, (3.77)
which is Airy’s equation for ∂2V0/∂ζ2 and has two linearly independent solutions, Ai and
Bi. The change of variables, (3.75), imply that our boundary conditions become
V0 =
∂V0
∂ζ
= 0 at ζ = ζ0, (3.78a)
∂V0
∂ζ
→ γ2/3A0, ∂
2V0
∂ζ2
→ 0 as ζ →∞, (3.78b)
such that, with the assumption that there will be no exponential growth at the top of the
lower deck, we find the solution of (3.77) to be of the form
V0 = B1(σ)
∫ ζ
ζo
∫ q
ζ0
Ai(q1) dq1 dq ⇒ V0 = B1(σ)
(
Ai′(ζ0)− Ai′(ζ) + ζ
∫ ζ
ζ0
Ai(q) dq
)
,
(3.79)
where the implication in (3.79) is found using integration by parts. In order to determine
B1(σ) we apply the surface boundary conditions to equation (3.76), such that we find
B1(σ) =
[|k|γ(σ)2 − k2Q(σ)]
γ(σ)Ai′(ζ0)
A0,
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hence
V0(σ, ζ) =
[|k|γ(σ)2 − k2Q(σ)]
γ(σ)Ai′(ζ0)
A0
∫ ζ
ζ0
∫ q
ζ0
Ai(q1) dq1 dq,
=
[|k|γ(σ)2 − k2Q(σ)]
γ(σ)Ai′(ζ0)
A0
(
Ai′(ζ0)− Ai′(ζ) + ζ
∫ ζ
ζ0
Ai(q) dq
)
, (3.80)
which is the leading-order asymptotic WKB approximation for the wall-normal velocity.
From this solution, (3.80), we see that the wall-normal velocity is dependent on the growth
rate and the displacement function; both of these are still to be determined.
We are able to use the solution found for the wall-normal velocity, (3.80), to allow us
to find the dispersion relation for this problem. We have from the boundary condition in
equation (3.78b),
∂V0
∂ζ
→ γ(σ)2/3A0 as ζ →∞.
Therefore, taking the derivative of equation (3.80) with respect to ζ , keeping σ fixed, and
considering the limit as ζ →∞ yields
∂V0
∂ζ
→ [|k|γ(σ)
2 − k2Q(σ)]
γ(σ)Ai′(ζ0)
A0
∫ ∞
ζ0
Ai(q) dq. (3.81)
Substituting (3.81) into the boundary condition (3.78b) gives[
γ(σ)5/3Ai′(ζ0)∫∞
ζ0
Ai(q) dq
+ k2Q(σ)− |k|γ(σ)2
]
A0 = 0, (3.82)
and hence we find that the leading-order unsteady dispersion relation for this problem is
given by
γ(σ)5/3
Ai′(ζ0)
κ(ζ0)
+ k2Q(σ)− |k|γ(σ)2 = 0, (3.83)
where we define
κ(ζ0) =
∫ ∞
ζ0
Ai(q) dq. (3.84)
We can compare (3.83) with the unsteady dispersion relation for a surface with constant
curvature, (3.61), since we would expect these to be identical at leading order. We also see
that by allowing the frequency to be zero we reduce (3.83) to the steady dispersion relation
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for a surface with slowly varying curvature:
3γ(σ)5/3Ai′(0) + k2Q(σ)− |k|γ(σ)2 = 0, (3.85)
to be compared with (3.62) in §3.3.
The dispersion relation, equation (3.83), may be used to find the growth rate γ(σ), with
respect to a given frequency ω = iΥ as a given surface curvature Q(σ) varies. This allows
us to determine whether or not, and to what extent, long-wavelength Go¨rtler vortices may
grow as they propagate over a surface with changing curvature. A plot of γ(σ) over a
surface with curvature function Q(σ) = cos(σ) between 0 and pi for different Υ is shown
in Figure 3.6. It is seen that the vortices will grow over a concave surface and decay over
a convex surface with the growth rate smoothly decreasing as the concave surface flattens
and similarly the decay rate increasing smoothly from the flat surface as it becomes more
convex.
It may be seen from Figure 3.6 that steady Go¨rtler vortices have the largest growth rate
and a relatively small decay rate, as was expected from the results of Choudhari, Hall &
Streett (1994) on constant curvatures. As Υ increases we observe a reduction in the growth
rates over a concave surface and an increase in the decay over a convex surface up to a
limiting Υ. After this limiting Υ we see that the decay rate slows, implying that the growth
rates of long-wavelength Go¨rtler vortices with very high values of Υ will be small. An
interesting property of the growth rate is that over a concave surface γ is purely real, which
implies that the vortices exhibit purely exponential growth, whereas over a convex surface
γ is complex. The growth rate becoming complex as we travel form a concave to a convex
surface implies that the vortex will experience a change of phase over the convex surface.
From the leading-order system of equations, (3.73a)-(3.73d), and that we are able to
manipulate these equations to find a single differential equation in terms of the wall-normal
velocity and the displacement, we see that our leading-order solutions will be in terms of
the displacement function, A0. To determine the leading-order displacement function we
are required to consider the second-order system of equations.
3.4.2 Second-order problem
Substituting the WKB expansions (3.71a)-(3.71e) into (3.69a)-(3.69d), we can manipulate
the resulting O() system of equations such that we find the second-order asymptotic ex-
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Figure 3.6: Real and imaginary parts of the growth rate function γ(σ,Υ), with curvature
Q(σ) = cos(σ) and k = 0.1.
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pansion of equation (3.70):
γ(σ)V1 +
∂3V1
∂Y 3
− γ(σ)Y ∂V1
∂Y
−Υ∂V1
∂Y
+ k2Q(σ)A1 − |k|γ(σ)2A1
= −∂V0
∂σ
+ Y
∂2V0
∂σ∂Y
+ |k|dγ
dσ
A0 + 2|k|γ(σ)dA0
dσ
, (3.86a)
subject to the relevant boundary conditions
V1 =
∂V1
∂Y
= 0 at Y = 0, (3.86b)
∂V1
∂Y
→ dA0
dσ
+ γ(σ)A1,
∂2V1
∂Y 2
→ 0 as Y →∞. (3.86c)
Taking the derivative of (3.86a) with respect to Y , keeping σ fixed, and using the change
of variables given by (3.75), yields(
∂2
∂ζ2
− ζ
)
∂2V1
∂ζ2
=
[ζ − ζ0]
γ(σ)
∂3V0
∂σ∂ζ2
+
2
3
γ ′(σ)
γ(σ)2
[ζ − ζ0] ∂
2V0
∂ζ2
+
γ ′(σ)
3γ(σ)2
[ζ − ζ0] [ζ − 3ζ0] ∂
3V0
∂ζ3
, (3.87)
which is seen to be a forced Airy’s equation for ∂2V1/∂ζ2. The forcing in (3.87) comes
from the terms on the right-hand side through the known expressions for V0 and γ. The
relevant boundary conditions, with respect to the change of variable, are
V1 =
∂V1
∂ζ
= 0 at ζ = ζ0, (3.88a)
∂V1
∂ζ
→ 1
γ(σ)1/3
(
dA0
dσ
+ γ(σ)A1
)
,
∂2V1
∂ζ2
→ 0 as ζ →∞. (3.88b)
Applying the boundary conditions at the surface, (3.88a), to (3.86a), allows us to find the
relation
∂3V1
∂ζ3
=
1
γ(σ)
[
−k2Q(σ)A1 + |k|γ(σ)2A1 + |k|γ ′(σ)A0 + 2|k|γ(σ)dA0
dσ
]
at ζ = ζ0,
(3.89)
which will be useful in later determining the displacement function.
A solvability condition is needed in order to determine an expression for the displace-
ment function. The solvability condition may be derived by multiplying equation (3.87) by
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the function
R(ζ) = −Ai
′(ζ0)
Φ′(ζ0)
Φ(ζ) + Ai(ζ), (3.90)
which will essentially perform the role of an adjoint function, we shall then integrate the
result from ζ0 to∞. In (3.90) we define
Φ(ζ) = fΦ(ζ0)Ai(ζ)− pi
3
Bi(ζ)− pi
[
Ai(ζ)
∫ ζ
0
Bi(q) dq − Bi(ζ)
∫ ζ
0
Ai(q) dq
]
, (3.91)
with the function
fΦ(ζ0) =
1
Ai(ζ0)
[
pi
3
Bi(ζ0) + piAi(ζ0)
∫ ζ0
0
Bi(q) dq − piBi(ζ0)
∫ ζ0
0
Ai(q) dq
]
,
such that Φ satisfies the inhomogeneous Airy equation
Φ′′(ζ)− ζΦ(ζ) = 1, Φ(ζ0) = Φ(∞) = 0,
hence we see that Φ is related to the Scorer function, Gi in §3.3 since Gi′′(q)− qGi(q) = pi.
Therefore from the above, we see that R(ζ), defined in (3.90), satisfies the forced Airy
equation
R′′(ζ)− ζR(ζ) = −Ai
′(ζ0)
Φ′(ζ0)
,
subject to boundary conditions
R(ζ0) = Ai(ζ0), R(∞) = 0, R′(ζ0) = 0, R′(∞) = 0.
Multiplying (3.87) by R(ζ) and integrating, with respect to ζ , from ζ0 to∞ leads to the
left hand side of (3.87) becoming∫ ∞
ζ0
R(ζ)
(
∂2
∂ζ2
− ζ
)
∂2V1
∂ζ2
dζ =− |k|γ
′(σ)
γ(σ)
Ai(ζ0)A0
+
[
Ai′(ζ0)
κ(ζ0)
− 2|k|γ(σ)1/3
]
Ai(ζ0)
γ(σ)1/3
dA0
dσ
. (3.92)
where we have integrated by parts and used that
Φ′(ζ0) = − κ(ζ0)Ai(ζ0) ,
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along with the dispersion relation (3.83) to eliminate the second-order wall-normal velocity,
V1, terms. Again multiplying (3.87) by R(ζ) and integrating, with respect to ζ , from ζ0 to
∞ implies that the right hand side of (3.87) becomes∫ ∞
ζ0
R(ζ)
(
[ζ − ζ0]
γ(σ)
∂3V0
∂σ∂ζ2
+
2
3
γ ′(σ)
γ(σ)2
[ζ − ζ0] ∂
2V0
∂ζ2
+
γ ′(σ)
3γ(σ)2
[ζ − ζ0] [ζ − 3ζ0] ∂
3V0
∂ζ3
)
dζ
=
1
3γ(σ)4/3κ(ζ0)
[
4γ ′(σ)A0 − 2γ ′(σ)ζ0Ai(ζ0)
κ(ζ0)
A0 + 3γ(σ)
dA0
dσ
]∫ ∞
ζ0
R(ζ) [ζ − ζ0] Ai(ζ) dζ
+
γ ′(σ)
3γ(σ)4/3κ(ζ0)
A0
∫ ∞
ζ0
R(ζ) [ζ − ζ0] [ζ − 3ζ0] Ai′(ζ) dζ, (3.93)
where we have integrated and considered the derivatives of V0 from (3.87), the dispersion
relation, (3.83), and the derivative of the dispersion relation with respect to σ in order
to simplify our equation to the current explicit form. To find these derivatives we have
explicitly differentiated the solutions for the wall-normal velocity, (3.80), and the leading-
order unsteady dispersion relation, (3.83). Hence, we may equate (3.92) with (3.93) to
arrive at a differential equation for A0,
F1(σ)A0 + F2(σ)dA0
dσ
= 0, (3.94a)
where
F1(σ) = γ ′(σ)
([
4− 2ζ0Ai(ζ0)
κ(ζ0)
] ∫ ∞
ζ0
R(ζ) [ζ − ζ0] Ai(ζ) dζ
+
∫ ∞
ζ0
R(ζ) [ζ − ζ0] [ζ − 3ζ0] Ai′(ζ) dζ + 3|k|γ(σ)1/3Ai(ζ0)κ(ζ0)
)
, (3.94b)
F2(σ) = 3γ(σ)
(∫ ∞
ζ0
R(ζ) [ζ − ζ0] Ai(ζ) dζ − Ai(ζ0)Ai′(ζ0) + 2|k|γ(σ)1/3Ai(ζ0)κ(ζ0)
)
.
(3.94c)
Solving equation (3.94a) leads to the expression for the leading-order asymptotic expansion
of the amplitude of oscillations,
A0(σ) = C1 exp
(
−
∫ σ
0
F1(q)
F2(q) dq
)
, (3.95)
with F1 and F2 given above in equations (3.94b) and (3.94c).
The differential equation for A0, (3.94a), may be simplified for the case of steady vor-
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Figure 3.7: Real and imaginary parts of the steady amplitude of displacement A0(σ), with
curvature Q(σ) = cos(σ) and k = 0.1.
tices, see Appendix D, to become
γ ′(σ)
[
3|k|γ(σ)1/3 − 5Ai′(0)]A0 + 3γ(σ) [2|k|γ(σ)1/3 − 5Ai′(0)] dA0
dσ
= 0. (3.96)
Therefore solving equation (3.96) gives us the steady version of the the amplitude of oscil-
lations to be
A0(σ) =
C1
k
[
γ ′(σ)
Q′(σ)
]1/2
, (3.97)
where in both (3.95) and (3.97) the term C1 is an arbitrary constant to be determined by an
initial starting condition on A0.
Plots of steady and unsteady amplitudes of oscillations are given in Figures 3.7 and 3.8
respectively, here we see that as a long-wavelength Go¨rtler vortex travels from a concave
surface to a convex surface the displacement effect of that vortex is reduced. This implies
that we do indeed have stabilising behaviour caused by varying the curvature.
If the curvature was constant thenA0 would not change in the streamwise direction; as a
constant curvature would lead to the growth rate depending only on time and the spanwise
variable. Hence the amplitude of the displacement, A0 would be constant in σ and the
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Figure 3.8: Real and imaginary parts of the unsteady amplitude of displacement A0, with
curvature Q(σ) = cos(σ), k = 0.1 and Υ = 0.1.
displacement would depend on the exponent in the WKB expansion, (3.71e).
3.4.3 Leading-order solution
Returning to the leading-order problem, such that we consider the system of equations
(3.73a)-(3.73f), we are able to use the known solutions for V0 and A0 to find solutions to
the remaining leading-order unknowns. Beginning with the pressure is it seen that
kP0 = −kQ(σ)A0 + sgn(k)γ(σ)2A0, (3.98)
from (3.73d). Therefore by substituting the solution for A0, given by equation (3.95), into
(3.98) we have
P0(σ) = C1
(−kQ(σ) + sgn(k)γ(σ)2) exp(−∫ σ
0
F1(t)
F2(t) dt
)
, (3.99)
where C1 is determined by an initial condition. Solutions to (3.99) are given in Figures 3.9
and 3.10 for steady and unsteady vortices respectively. Here we see the pressure changing
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Figure 3.9: Real and imaginary parts of the steady pressure P0, with curvature Q(σ) =
cos(σ) and k = 0.1.
sign as we travel from a concave surface to a convex surface; the pressure over a concave
surface is driving the instability and promoting growth, while over the convex surface we
see that the pressure promotes stabilisation and decay.
To obtain solutions for the remaining unknown velocities we look to the momentum
equations. If we consider first the streamwise momentum equation (3.73b); the change of
variables given by equation (3.75) leads to
∂2U0
∂ζ2
− ζU0 = γ(σ)−2/3V0, (3.100a)
where V0 is given by (3.80) and γ determined through the dispersion relation (3.83), with
the appropriate boundary conditions:
U0 = 0 at ζ = 0 and U0 → −A0 as ζ →∞. (3.100b)
Equation (3.100a) is a forced Airy’s equation for U0 and so, as we expect U0 to be finite at
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Figure 3.10: Real and imaginary parts of the unsteady pressure P0, with curvature Q(σ) =
cos(σ), k = 0.1 and Υ = 0.1.
infinity, has the homogeneous solution
U0(σ, ζ) = Ai(ζ)U¯0(σ, ζ), (3.101)
therefore, substitution of (3.101) into (3.100a) yields
Ai(ζ)
∂2U¯0
∂ζ2
+ 2Ai′(ζ)
∂U¯0
∂ζ
= γ(σ)−2/3V0. (3.102)
⇒ ∂
∂ζ
(
Ai(ζ)2
∂U¯0
∂ζ
)
= γ(σ)−2/3Ai(ζ)V0. (3.103)
We integrate (3.103), with respect to ζ , and so by considering (3.101) and the boundary
conditions (3.100b) we obtain the solution
U0(σ, ζ) =
Ai(ζ)
γ(σ)2/3
∫ ζ
ζ0
1
Ai(q)2
[∫ q
ζ0
Ai(q1)V0(σ, q1) dq1 + 2
∫ ∞
ζ0
Ai(q1)Ai′(q1) dq1
−Ai(ζ0)
∫ ∞
ζ0
Ai(q1) dq1
]
dq (3.104)
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where V0 is given by equation (3.80). The solutions for the streamwise velocity are given
in Figures 3.11 and 3.13, for the steady and unsteady cases respectively. We see that the
streamwise velocity attains its maximum about the point of zero curvature; however the
flow about this point needs to be investigated further, see §3.5 and §3.6. Also as the vortex
travels from the concave to the convex region the faster flow becomes confined to a neigh-
bourhood closer to the wall, with slower velocity above, hence implying that the main
vortex activity becomes located closer to the surface and as a result will have less of an
effect on the outer flow through perturbations of the streamlines in the main deck. This
behaviour is supported by the dispersion relations, since U0 → −A0 as Y →∞.
A solution for the leading-order approximation of the spanwise velocity, in the WKB
approximation,W0 may be found by considering the spanwise momentum equation, (3.73c).
Applying the change of variables given by (3.75) to (3.73c) yields
∂2W0
∂ζ2
− ζW0 = ikγ(σ)−2/3P0, (3.105a)
where P0 is given by (3.99) and γ is determined through the dispersion relation (3.83),
subject to boundary conditions
W0 = 0 at ζ = 0 and W0 → 0 as ζ →∞. (3.105b)
As equation (3.105a) is a forced Airy’s equation we see that it may be solved by using a
similar method to that which we used for equation (3.100a). Hence we find the solution for
W0 to be:
W0(σ, ζ) =
ikP0(σ)Ai(ζ)
γ(σ)2/3
∫ ζ
ζ0
1
Ai(q)2
[∫ q
ζ0
Ai(q1) dq1 −
∫ ∞
ζ0
Ai(q1) dq1
]
dq, (3.106)
where P0 is given by equation (3.99). Solutions to (3.106) are seen in Figures 3.12 and 3.14
for the steady and unsteady cases respectively. From these figures we again see evidence
of stabilisation caused by allowing the curvature of the surface to vary from concave to
convex. Over the concave region the vortex activity is spread out further in the normal
direction, and thus affecting the main-deck flow more than we see over the convex surface,
since the vortex activity is more contained closer to the surface in the lower deck.
These solutions, valid away from the point of zero curvature, support the proposition
that steady Go¨rtler vortices are more unstable, and thus more ‘dangerous’, than their un-
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steady counterparts in a spatial sense, as these vortices will also grow in time. We see from
the figures plotted in this section that the addition of unsteadiness does indeed aid in the
stability of these vortices.
From Figure 3.7 we see that there is an algebraic singularity in the solution of the
steady displacement function at the point where the curvature is zero,Q(σ) = 0. For steady
vortices is is found that A0 ∼ Q−1/5 about Q = 0, such that A0 → ∞ as Q → 0; this
behaviour may be found by considering (3.97) and the derivative with respect to σ of the
dispersion relation (3.85) as Q→ 0. Hence, we see that the variable scalings that we used
break down around Q = 0 and so we will be required to rescale about this point to find
solutions for the steady displacement about the point at which the curvature varies from
concave to convex, see §3.5. Considering the dispersion relation (3.83) and the dominant
terms when Q(σ)→ 0 we see that it is possible to approximate the growth rate γ(σ) by
γ(σ) ∼
(
−k2Q κ(ζ0)
Ai′(ζ0)
)3/5
, (3.107)
where κ is given by (3.84), about Q = 0. This behaviour shall be used to determine the
behaviour of A0 about Q = 0. Equation (3.107) shall be used to motivate the scalings
chosen about the point of zero curvature.
By introducing unsteady effects we see that there no longer exists a singularity at the
point of zero curvature, see Figure 3.8. However, we see that the unsteady dispersion func-
tion (3.95) may be simplified about the point of zero curvature; as ζ0 = Υ/γ(σ)2/3 →∞
as Q → 0, from (3.107). Hence, we can use asymptotic approximations to the Airy equa-
tions, see Abramowitz & Stegun (1964), to simplify (3.95). From this investigation it was
found that the flow becomes inviscid at the top of the lower deck, around the point of zero
curvature. Therefore, we are required to include an upper inviscid layer within the lower
deck to facilitate matching with the main deck; this will be considered in §3.6.
3.5 Analysis of steady vortices about the point of zero curvature
When the curvature is approximately zero it is seen that for steady vortices our system
breaks down. As we approach zero curvature we see that there exists a singularity in our
solutions, since A0 ∼ Q−1/5 about Q = 0. Therefore, we should expand in a region
about the singularity and match the results found here with the steady results in §3.4. To
determine the scaling required about the point of zero curvature we assume that Q(σs) = 0
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Figure 3.11: Real and imaginary parts of the steady velocities U0 and V0, with curvature
Q(σ) = cos(σ) and k = 0.1.
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Figure 3.12: Real and imaginary parts of the steady velocity W0, with curvature Q(σ) =
cos(σ) and k = 0.1.
Figure 3.13: Real and imaginary parts of the unsteady velocity U0, with curvature Q(σ) =
cos(σ), k = 0.1 and Υ = 0.1.
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Figure 3.14: Real and imaginary parts of the unsteady velocities V0 and W0, with curvature
Q(σ) = cos(σ), k = 0.1 and Υ = 0.1.
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and about this point we write σ = σs+βσˆ, where β is the distinct scaling required about the
point of zero curvature and  1 being the same parameter used in the WKB expansions.
Around the point of zero curvature we will approximate the curvature as
Q ≈ Q(σs − σ)⇒ Q ∼ O(β), (3.108)
where Q is determined by the choice of curvature function Q, i.e. Q denotes the gradient
of the curvature function at σ = σs, such that Q > 0 for a surface varying from concave to
convex. Hence, using (3.107) we find that
γ ∼ O(3β/5) and A0 ∼ O(−β/5). (3.109)
Substitution of (3.108) and (3.109) into our solutions away from the point of zero curvature
yields scalings for all of our remaining variables in terms of  and the unknown β. There-
fore, substitution of these scalings into the system of equations (3.69a)-(3.69d) and using
the viscosity condition in the lower deck we are able to determine that β = 5/8, such that
we find a distinct scaling about the point of zero curvature. Hence, we introduce the change
of variables about the point of zero curvature,
σ = σs + 
5/8σˆ, (3.110)
where Q(σs) = 0, such that
U˜ = −1/8Uˆ , V˜= 1/8Vˆ , W˜ = 1/4Wˆ , P˜= 1/2Pˆ , (3.111a)
A˜ = −1/8Aˆ, Q = 5/8Qˆ, Y = −1/8Yˆ . (3.111b)
3.5.1 Leading-order solutions and matching
Substituting the change of variables (3.111a)-(3.111b) into the full system of equations,
(3.69a)-(3.69d), leads to the leading-order system about zero curvature:
∂Uˆ
∂σˆ
+
∂Vˆ
∂Yˆ
+ ikWˆ = 0, (3.112a)
Yˆ
∂Uˆ
∂σˆ
+ Vˆ =
∂2Uˆ
∂Yˆ 2
, (3.112b)
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Yˆ
∂Wˆ
∂σˆ
= −ikPˆ + ∂
2Wˆ
∂Yˆ 2
, (3.112c)
Pˆ = QσˆAˆ, (3.112d)
where the boundary conditions at leading order are given by
Uˆ = Vˆ = Wˆ = 0 at Yˆ = 0, (3.112e)
Uˆ → −Aˆ, Wˆ → 0 as Yˆ →∞. (3.112f)
To find analytical solutions we take a Fourier transform in the streamwise σˆ-direction of
equations (3.112a)-(3.112d), where the transformed variables are denoted by a superscript
∗ and where we define our Fourier transform by,
fˆ ∗(ς) =
∫ ∞
−∞
fˆ(σˆ) exp(−iςσˆ) dσˆ,
equations (3.112a)-(3.112d) become:
iςUˆ∗ +
∂Vˆ ∗
∂Yˆ
+ ikWˆ ∗ = 0, (3.113a)
iςYˆ Uˆ∗ + Vˆ ∗ =
∂2Uˆ∗
∂Yˆ 2
, (3.113b)
iςYˆ Wˆ ∗ = −ikPˆ ∗ + ∂
2Wˆ ∗
∂Yˆ 2
, (3.113c)
Pˆ ∗ = iQ∂Aˆ
∗
∂ς
, (3.113d)
where ς is the transform variable in the streamwise direction. As we were able to do away
from zero curvature we manipulate our system of equations, (3.113a)-(3.113d), such that
we find a partial differential equation for the wall-normal velocity Vˆ ∗:
iςVˆ ∗ +
∂3Vˆ ∗
∂Yˆ 3
− iςYˆ ∂Vˆ
∗
∂Yˆ
− ik2Q∂Aˆ
∗
∂ς
= 0. (3.113e)
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These equations are subject to the transformed versions of the boundary conditions:
Uˆ∗ = Vˆ ∗ = Wˆ ∗ = 0 at Yˆ = 0, (3.113f)
Uˆ∗ → −Aˆ∗, Wˆ ∗ → 0 as Yˆ →∞. (3.113g)
Introducing the change of variables:
% = (iς)1/3Yˆ , such that
∂
∂Yˆ
= (iς)1/3
∂
∂%
, (3.114)
we find that equation (3.113e) becomes
iςVˆ ∗ + iς
∂3Vˆ ∗
∂%3
− iς%∂Vˆ
∗
∂%
− ik2Q∂Aˆ
∗
∂ς
= 0, (3.115a)
subject to the relevant boundary conditions
Vˆ ∗ =
∂Vˆ ∗
∂%
= 0 at % = 0, (3.115b)
∂Vˆ ∗
∂%
→ (iς)2/3Aˆ∗, ∂
2Vˆ ∗
∂%2
→ 0 as %→∞. (3.115c)
Differentiating (3.115a) with respect to % yields(
∂2
∂%2
− %
)
∂2Vˆ ∗
∂%2
= 0, (3.116)
which is an Airy’s equation for ∂2Vˆ ∗/∂%2. Hence, using the boundary conditions (3.115b)-
(3.115c) we can find the solution for Vˆ ∗:
Vˆ ∗ = C(ς)
∫ %
0
∫ q
0
Ai(q1) dq1 dq, (3.117)
where C(ς) is an unknown function which is determined by considering equation (3.115a)
at % = 0, such that we arrive at the final solution:
Vˆ ∗(ς, %) =
k2Q
ςAi′(0)
∂Aˆ∗
∂ς
∫ %
0
∫ q
0
Ai(q1) dq1 dq. (3.118)
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Taking the inverse Fourier transform of equation (3.118), to find the solution for Vˆ , yields
Vˆ (σˆ, %) =
1
2pi
k2Q
Ai′(0)
∫ ∞
−∞
1
ς
∂Aˆ∗
∂ς
∫ %
0
∫ q
0
Ai(q1) dq1 dq exp(iςσˆ) dς. (3.119)
This solution should be matched with the solution for the wall-normal velocity away from
Q ∼ 0, as σˆ → ±∞, however to do this we must first consider the solution of Aˆ.
Making use of the boundary condition (3.115c) and differentiating equation (3.118) by
%, keeping ς fixed, we have in the limit %→∞ the expression,
(iς)2/3Aˆ∗ − k
2Q
3ςAi′(0)
dAˆ∗
dς
= 0. (3.120)
Solving equation (3.120) gives a solution to the amplitude of the displacement about the
point of zero curvature in Fourier space,
Aˆ∗(ς) = D1 exp
(
9
8
ς2(iς)2/3Ai′(0)
k2Q
)
, (3.121)
where D1 is a constant to be determined by matching with the solution away from the point
of zero curvature as σˆ → ±∞. Therefore, we find the solution for Aˆ about σ = σs by
taking the inverse Fourier transform of equation (3.121),
Aˆ(σˆ) =
D1
2pi
∫ ∞
−∞
exp
(
9
8
ς2(iς)2/3Ai′(0)
k2Q + iςσˆ
)
dς. (3.122)
To match Aˆ(σˆ) with A˜(σ) as σˆ → ±∞ we first consider the solution for A˜ in terms of
σˆ, where about the point of zero curvature we approximate γ in terms of σˆ by
γ(σ) ∼
(
k2Q5/8σˆ
3Ai′(0)
)3/5
, (3.123)
where it is important to note that γ is real if σˆ < 0 and complex if σˆ > 0. This behaviour
for the growth rate agrees with the behaviour found for γ away from the singular point, see
Figure 3.6. Hence, to leading order we can write
A˜ ≈ −1/10C2σˆ−1/5 exp
(
1

∫ σs
0
γ(q) dq ± 5
8
(
k2Q
3Ai′(0)
)3/5
σˆ8/5
)
as σˆ → ±∞,
(3.124)
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where
C2 = C1 [−5Ai′(0)]−1/2
(
k2Q
3Ai′(0)
)−1/5
.
In order to match equations (3.122) and (3.124) as σˆ → ±∞ we need to approximate
the integral in (3.122), hence using Laplace’s method we find that
Aˆ ≈ −1/10D2σˆ−1/5 exp
(
±5
8
(
k2Q
3Ai′(0)
)3/5
σˆ8/5
)
as σˆ → ±∞, (3.125)
where
D2 = −iD1
√
3
10pi
(
k2Q
3Ai′(0)
)3/5
.
Therefore, in order for these to match we must have that
D1 = C1
(
2pi
k2Q
)1/2
exp
(
1

∫ σs
0
γ(t) dt
)
, (3.126)
such that D1 allows us to match the solutions about the point of zero curvature with the
solutions from §3.4 as σˆ → ±∞, see the matching of Aˆ in Figure 3.15.
Therefore, returning to our solution for Vˆ , we see that substituting equation (3.121) into
(3.119) gives
Vˆ (σ, %) =
3D1
2pi
∫ ∞
−∞
∫ %
0
∫ q
0
Ai(q1) dq1 dq(iς)2/3 exp
(
9
8
ς2(iς)2/3Ai′(0)
k2Q + iςσˆ
)
dς,
(3.127)
where D1 is given in equation (3.126) and where we should note that % = (iς)1/3Yˆ , see
Figure 3.17. This solution for the wall-normal velocity the point of zero curvature shall
now match with (3.80) as σˆ →∞.
Using the solutions to Vˆ and Aˆ we are now able to find solutions to variables Uˆ , Wˆ and
Pˆ . Beginning with Pˆ we have that,
Pˆ (σˆ) = QσˆAˆ(σˆ),
from (3.112d) and so by substituting equation (3.122) into (3.112d) gives
Pˆ (σˆ) =
QD1σˆ
2pi
∫ ∞
−∞
exp
(
9
8
ς2(iς)2/3Ai′(0)
k2Q + iςσˆ
)
dς, (3.128)
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Figure 3.15: Comparison between the leading-order solution, (3.122), and the asymptotic
approximation, (3.125), as σˆ → ±∞.
where D1 is given by equation (3.126). A solution for the steady pressure about the point
of zero curvature is shown in Figure 3.16
Applying the change of variables given in equation (3.114) to the streamwise momen-
tum equation in Fourier space, (3.113b), leads to a forced Airy’s equation for Uˆ∗,
∂2Uˆ∗
∂%2
− %Uˆ∗ = (iς)−2/3Vˆ ∗, (3.129a)
which is subject to the boundary conditions
Uˆ∗ = 0 at % = 0 and Uˆ∗ → −Aˆ∗ as %→∞. (3.129b)
Equation (3.129a) may be solved using a similar method to that we employed for (3.100a),
hence we find
Uˆ∗(ς, %) = (iς)−2/3Ai(%)
∫ %
0
1
Ai(q)2
∫ q
0
Ai(q1)Vˆ ∗(ς, q1) dq1 dq, (3.130)
where Vˆ ∗ is given by equation (3.118). Therefore by substituting (3.118) into (3.130) and
Chapter 3. Evolution of Go¨rtler vortices: Surfaces with differing curvatures 151
−50 −40 −30 −20 −10 0 10 20 30 40 50
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
σˆ
Pˆ
 
 
Figure 3.16: Steady pressure about zero curvature.
taking the inverse Fourier transform of (3.130) yields
Uˆ(σˆ, %) =
3D1
2pi
∫ ∞
−∞
Ai(%)
∫ %
0
1
Ai(q)2
∫ q
0
Ai(q1)
∫ q1
0
∫ q2
0
Ai(q3) dq3 dq2 dq1 dq
· exp
(
9
8
ς2(iς)2/3Ai′(0)
k2Q + iςσˆ
)
dς, (3.131)
where D1 is the matching condition given by equation (3.126), see Figure 3.17.
A solution for the spanwise velocity, Wˆ , may be found by considering the Fourier trans-
formed spanwise momentum equation (3.113c) and using the change of variables given by
(3.114):
∂2Wˆ ∗
∂%2
− %Wˆ ∗ = −kQ(iς)−2/3∂Aˆ
∗
∂ς
, (3.132)
where we have also made use of equation (3.113d) and where (3.132) is subject to the
boundary conditions
Wˆ ∗ = 0 at % = 0 and Wˆ ∗ → 0 as %→∞. (3.133)
A solution for Wˆ can be found by following a similar method to that which we used for Uˆ ,
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and so we find that
Wˆ (σˆ, %) = −3D1
2kpi
Ai′(0)
∫ ∞
−∞
Ai(%)
∫ %
0
1
Ai(q)2
∫ q
0
Ai(q1) dq1 dq
· s exp
(
9
8
ς2(iς)2/3Ai′(0)
k2Q + iςσˆ
)
dς, (3.134)
where D1 provides the matching with the solutions away from the point of zero curvature
and is given by equation (3.126) and where % = (iς)1/3Yˆ , see Figure 3.18.
Hence, matching these solutions with the corresponding solution in §3.4 we are able to
generate smooth solutions for a steady long wavelength Go¨rtler vortex propagating over a
surface with curvature slowly varying from convex to concave.
3.6 Analysis of unsteady vortices about the point of zero curvature
By introducing unsteady effects we see that there no longer exists a singularity at the point
of zero curvature, see Figure 3.8. However, we shall find that the flow at the top of the lower
deck becomes inviscid around the point of zero curvature. Therefore, we are required to
include an upper inviscid layer within the viscous sublayer to facilitate matching with the
main deck.
Considering the unsteady dispersion relation, (3.83), as Q(σ) → 0 we see that (3.83)
reduces to
γ(σ)5/3
Ai′(ζ0)
κ(ζ0)
+ k2Q(σ) = 0. (3.135)
From (3.135) it is clear that we must have γ(σ)→ 0 as Q(σ)→ 0, since Ai′(z)/κ(z) 6→ 0
for any z. As ζ0 = Υ/γ(σ)2/3, we see that ζ0 → ∞ as Q(σ) → 0, hence we can use large
argument approximations to the Airy functions, see Abramowitz & Stegun (1964), to find
that Ai′(ζ0)/κ(ζ0) ∼ −ζ0 when ζ0  1. Using this approximation the dispersion relation
(3.135) becomes
−Υγ(σ) + k2Q(σ) = 0 ⇒ γ(σ) ≈ k
2Q(σ)
Υ
, (3.136)
about the point of zero curvature. Using (3.136), we shall approximate
Q(σ) ≈ (σs − σ)Q0 and γ(σ) ≈ (σs − σ)γ0, (3.137)
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Figure 3.17: The real and imaginary parts of the velocities Uˆ and Vˆ , respectively, about
zero curvature with k = 0.1.
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Figure 3.18: The real and imaginary parts of the velocity Wˆ about zero curvature with
k = 0.1.
in the region of zero curvature, where Q(σs) = 0 and γ0 = k2Q0/Υ.
About the point of zero curvature we see from §3.4 that the growth rate is small,
γ ∼ (σs − σ) 1, and so we expand our variables in terms of powers of small γ:
U0 = γu0 + γ
2u1 + · · · , V0 = γv0 + γ2v1 + · · · , (3.138a)
W0 = γw0 + γ
2w1 + · · · , P0 = γp0 + γ2p1 + · · · , (3.138b)
where the scales are determined from Q → 0 approximations of the variable solutions in
§3.4. We see from equation (3.95) that the displacement is of order one about the point of
zero curvature, A0 ∼ O(1). Substituting the expanded variables, (3.138a)-(3.138b), into
the leading-order system of equations, in terms of , after we have taken a WKB expansion,
(3.73a)-(3.73d), gives us the leading-order system of equations, in terms of (σs − σ):
∂v0
∂Y
+ ikw0 = 0, (3.139a)
Υu0 + v0 =
∂2u0
∂Y 2
, (3.139b)
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Υw0 = −ikp0 + ∂
2w0
∂Y 2
, (3.139c)
γ0p0 = −Q0A0, (3.139d)
where we have assumed that Υ ∼ O(1).
We are able to find solutions to the velocities, from (3.139a)-(3.139d), at leading order
in small (σs − σ) in terms of an unknown displacement A0:
u0 = −k
2Q0A0
Υ3γ0
(
ΥY −Υ1/2 + Υ1/2 exp[−Υ1/2Y ])− k2Q0A0
2Υ2γ0
Y exp[−Υ1/2Y ],
(3.140a)
v0 =
k2Q0A0
Υ2γ0
(
ΥY −Υ1/2 + Υ1/2 exp[−Υ1/2Y ]) , (3.140b)
w0 =
ikQ0A0
Υγ0
(
1− exp[−Υ1/2Y ]) , (3.140c)
here applying the non-slip boundary condition at the surface and assuming no exponential
growth as Y →∞. From (3.140a)-(3.140c) we find that
u0 ∼ −k
2Q0A0
Υ2γ0
Y, v0 ∼ k
2Q0A0
Υγ0
Y, w0 ∼ ikQ0A0
Υγ0
, as Y →∞. (3.141)
Hence we see that these velocities do not satisfy the lower-deck boundary conditions as
Y → ∞, see equation (3.73f). We shall therefore require an upper inviscid layer within
the viscous sublayer to facilitate matching with the main deck; the solutions in this upper
layer are also required to match with the lower-deck solutions away from the point of zero
curvature.
From this analysis we see that as the surface flattens, around the point of zero curvature,
the viscous sublayer becomes smaller in the wall-normal direction. Hence, we see that
the viscous sublayer no longer occupies the entirety of the lower deck in our three-tiered
structure over a curved surface.
3.6.1 Upper inviscid layer
We introduce an inviscid region at the top of the lower deck, such that we are able to match
the flow in the viscous sublayer with the main deck. In this upper layer we rescale our
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normal variable by
yˆ = Υ + γY, (3.142)
with γ ∼ (σs − σ) 1 and we shall expand our variables as
U0 = uˆ0 + γuˆ1 + · · · , V0 = vˆ0 + γvˆ1 + · · · , (3.143a)
W0 = γwˆ0 + γ
2wˆ1 + · · · , P0 = γp0 + γ2p1 + · · · , (3.143b)
where the scalings in (3.143a)-(3.143b) are chosen such that we facilitate matching with
the main deck. Again we see that the displacement function A0 ∼ O(1) about the point of
zero curvature. Since the displacement and the pressure in the lower deck do not depend
on the wall-normal variable Y they are found to have the same solution in the upper and
lower layers. Expanding the system of equations (3.73a)-(3.73d) in terms of these variables
above we have, at leading order in (σs − σ), the system of equations in the upper layer,
uˆ0 +
∂vˆ0
∂yˆ
+ ikwˆ0 = 0, (3.144a)
yˆuˆ0 + vˆ0 = 0, (3.144b)
yˆwˆ0 = −ikp0, (3.144c)
γ0p0 = −Q0A0, (3.144d)
where the boundary conditions to be satisfied are
uˆ0 → −A0, wˆ0 → 0 as yˆ →∞, (3.144e)
and matching with the lower layer.
We can solve this system of equation, (3.144a)-(3.144d), for the velocity components
in terms of an unknown displacement A0:
uˆ0 = −A0 + k
2Q0A0
yˆγ0
, (3.145)
vˆ0 = yˆA0 − k
2Q0A0
γ0
, (3.146)
wˆ0 =
ikQ0A0
yˆγ0
. (3.147)
Chapter 3. Evolution of Go¨rtler vortices: Surfaces with differing curvatures 157
Hence we see that these velocities satisfy the lower-deck boundary conditions as Y →∞,
see equation (3.73f)
To match the solution in the upper layer with those in the lower layer we write the lower
solution in terms of the upper variable,
Y =
yˆ −Υ
(σs − σ)γ0 ,
and neglect the exponentially small terms, such that
V0 ≈ γv0, ⇒ V0 ≈ k
2Q0A0
Υγ0
yˆ − k
2Q0A0
γ0
. (3.148)
Comparing (3.148) to the upper solution for the wall-normal velocity, (3.146), we find the
expression
A0 =
k2Q0A0
Υγ0
, (3.149)
such that we must have the relation
Υγ0 = k
2Q0. (3.150)
Hence, we recover the γ → 0 limit of the unsteady dispersion relation, (3.83).
3.6.2 Leading-order solutions and matching
In order to find the displacement and pressure about the point of zero curvature is is nec-
essary to expand both the leading order and the O() systems of equations from the WKB
expansions in terms of γ ∼ (σs − σ)  1. Hence we expand U0 by the expansions given
in (3.138a)-(3.138b) and we also expand
U1 = u10 + γu11 + · · · , V1 = v10 + γv11 + · · · , (3.151a)
W1 = w10 + γw11 + · · · , P1 = p10 + γp11 + · · · , (3.151b)
with the second-order displacement A1 ∼ O(1). Substituting these expansions, (3.138a)-
(3.138b) and (3.151a)-(3.151b), into the O() WKB system of equations, where we should
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note that
∂U0
∂σ
= γ ′(σ)u0 + γ(σ)
∂u0
∂σ
+ 2γ(σ)γ ′(σ)u1 + γ(σ)2
∂u1
∂σ
+ · · · ,
as a result of expanding in small γ(σ). Therefore, we find at leading order in (σs − σ),
second order in , the system of equations
− γ0u0 + ∂v10
∂Y
+ ikw10 = 0, (3.152a)
Υu10 − Y γ0u0 + v10 = ∂
2u10
∂Y 2
, (3.152b)
Υw10 − Y γ0w0 = −ikp10 + ∂
2w10
∂Y 2
, (3.152c)
kp10 = −sgn(k)γ0A0, (3.152d)
where, from (3.137), we have noted that γ ′(σ) ≈ −γ0 about the point of zero curvature,
and this system of equation is subject to the boundary conditions
u0 = u10 = v10 =
∂v10
∂Y
= w0 = w10 = 0 at Y = 0. (3.152e)
∂v10
∂Y
→ dA0
dσ
, w10 → 0 as Y →∞. (3.152f)
From equations (3.152a)-(3.152d) and equations (3.139a)-(3.139d), we are able to find
the relation
∂3v10
∂Y 3
−Υ∂v10
∂Y
= −γ0
(
−v0 + Y ∂v0
∂Y
+ |k|A0
)
, (3.153)
which may also be found by substituting the expanded variables into (3.86a). Differentiat-
ing (3.153) with respect to Y and keeping σ fixed gives
∂4v10
∂Y 4
−Υ∂
2v10
∂Y 2
= −Y γ0∂
2v0
∂Y 2
, (3.154)
and so we may solve this equation to find an expression for the displacement about the
point of zero curvature, using the boundary conditions given by (3.152e)-(3.152f) and the
relation
∂3v10
∂Y 3
= −|k|γ0A0 at Y = 0, (3.155)
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which is found by applying the surface boundary conditions to equation (3.153).
Substituting the second derivative of (3.140b) into (3.154) and integrating with respect
to Y between zero and infinity yields
− k
2γ0Q0
Υ3/2γ0
A0 − |k|γ0A0 + ΥdA0
dσ
= 0, (3.156)
where we have integrated by parts and applied the boundary conditions (3.152e)-(3.152f).
Therefore, using the relation given by equation (3.150), we find
− γ0
(
|k|+ 1
Υ1/2
)
A0 + Υ
dA0
dσ
= 0, (3.157)
which implies that the unsteady displacement about the point of zero curvature is given by
A0 = C1 exp
( γ0
Υ3/2
(|k|Υ1/2 + 1)σ) ; (3.158)
it may be shown that (3.158) is the Q→ 0 limit of the solution for A0 away from the point
of zero curvature, given by equation (3.95). This limit is found by considering the large
argument approximations of the Airy functions, see Appendix C.
The leading-order pressure about the point of zero curvature may now be given by
p0 = −Q0A0
γ0
, (3.159)
where A0 is given by (3.158). Hence, we can substitute the displacement, (3.158), into the
solutions for the velocities in the lower and upper layers, given by (3.140a)-(3.140c) and
(3.145)-(3.147) respectively, to complete our leading-order solutions. Therefore, we see
the two layers match through the matching relation (3.150).
By adding the inviscid upper layer about the point of zero curvature we find complete
solutions as the curvature varies from concave to convex. We found that the region about
σ = σs is regular for unsteady vortices and so the solutions about the point of zero curvature
match onto those solutions for (σ − σs) < 0 and (σ − σs) > 0. This may be observed in
Figures 3.19-3.21; the behaviour about the point of zero curvature matches back with the
solutions found away from this region.
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Figure 3.19: Velocities U0 and V0 in the upper and lower regions respectively, with curva-
ture Q(σ) = cos(σ), such that σs = pi/2, with k = 0.1 and Υ = 0.5.
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Figure 3.20: Velocity W0 in the upper and lower regions respectively, with curvature
Q(σ) = cos(σ), such that σs = pi/2, with k = 0.1 and Υ = 0.5.
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Figure 3.21: Real part of the pressure P0, with curvature Q(σ) = cos(σ), such that σs =
pi/2, with k = 0.1 and Υ = 0.5.
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3.7 Results and discussion
In this part of Chapter 3 we have considered the effect that slowly varying surface curvature
has on long-wavelength Go¨rtler vortices. The instability has been described using a three-
tiered system, similar to that of triple-deck. A linear stability analysis was performed for
unsteady vortices over a surface with slowly varying curvature in the streamwise direction.
We were able to find dispersion relations, calculate the flow profiles and displacement
functions over a surfaces with slowly varying curvature.
To motivate our investigation into the effect of slowly varying streamwise curvature, we
considered how an incompressible unsteady fluid within the boundary layer would behave
as it travelled over a surface with constant curvature. It was found that flow over a concave
wall caused Go¨rtler vortices to grow in amplitude, whereas if the vortices travelled over a
convex surface they experienced negative growth, hence leading to a decay in the size of
the vortices. This was true for both the steady and unsteady cases, see also Choudhari, Hall
and Streett (1994).
The differing behaviours of vortices travelling over these different types of curved sur-
faces served as motivation in considering how long-wavelength Go¨rtler vortices might be-
have if we varied the surface curvature. Would it be possible to control the growth of a
Go¨rtler vortex by varying the surface curvature in the streamwise direction? Hence we
considered a surface with curvature slowly varying from concave to convex and investi-
gated how this varying curvature would affect the flow.
For our investigations we used Fourier and Laplace expansions as well as a WKB type
expansion to find solutions over a slow streamwise length scale. In the steady case, how-
ever, it was also necessary to rescale about an algebraic singularity in a neighbourhood
around the point of zero curvature, and match these solutions with the solutions found
away from the point of zero curvature. Whereas in the unsteady case about zero curvature
we found that the lower deck of our three-tiered system split into a lower viscous layer and
an upper inviscid layer.
We found that the growth rate for long-wavelength Go¨rtler vortices reduces and be-
comes negative as the curvature varies from concave to convex, see Figure 3.6. This implies
that by varying the curvature we may be able to control the growth of a Go¨rtler vortex. It is
seen from Figure 3.6 that the most unstable long-wavelength Go¨rtler vortices are the steady
vortices; these have the largest growth rate over the concave region and a relatively small
decay rate over the convex region. This behaviour was expected from the results of §3.3,
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and Choudhari, Hall and Streett (1994), since we observe similar behaviour in Figure 3.4.
As Υ, where the frequency of these vortices is given by ω = iΥ, is increased the growth
over the concave region of our surface lessens. Whereas the decay rate over the convex
region increases up to Υ ≈ 0.22, after this value the decay rate begins to lessen. For very
large values of Υ we observe that the curvature seems to have little effect on the growth or
decay of long-wavelength Go¨rtler vortices.
We looked also at the displacement effect of our instability and the flow profile gener-
ated over this type of surface. Our solution to the displacement function suggests that the
amplitude of the instability will be reduced by allowing the curvature to vary from concave
to convex, see Figure 3.7, again implying the stabilising properties that varying curvature
can have on Go¨rtler vortices. We also note the role that unsteadiness can have on these vor-
tices, the displacement effect is less for unsteady vortices that that seen for steady vortices,
see Figure 3.8.
In the steady case, there existed an algebraic singularity about the point at which the
curvature was zero, i.e. when the surface becomes flat. Therefore, we were required to
rescale our about this point to find a smooth solution. We found that, about zero curvature,
there existed some oscillatory behaviour, see Figures 3.15-3.18, as the curvature varied
from concave to convex and the vortex seemed to experience a change of phase.
However in the unsteady case the singularity does not exist due to adding unsteadiness,
this may also be seen from considering the equations at the point of zero curvature. Instead
about this point we found that the lower deck was required to split into a viscous layer by
the surface and an inviscid layer at the top of the lower deck. It was possible to solve in
these regions by considering a reduced form of our dispersion relation. By considering
large argument approximations of the Airy functions, since as the curvature Q(σ)→ 0 we
observe that our Airy’s argument ζ0 →∞, and approximating the growth rate and curvature
about the position of zero curvature. Rescaling our variables in terms of the small growth
rate γ allowed us to solve in both the ‘upper’ and ‘lower’ layers and apply a matching
condition across the boundary, found a reduced form of the displacement function, which
is verified in Appendix C. Figures 3.19-3.21 show the smooth solutions matching between
the two layers about the point of zero curvature.
We found solutions to the flow over our surface varying from concave to convex cur-
vature. Over the concave curvature we observe that the pressure is driving an ‘unstable’
flow, such that a high normal velocity and larger vortex activity away from the surface
would imply greater destabilising effects being seen. As the curvature varies from convex
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to concave, we see that the perturbations to the base flow become constrained to a region
close to the surface; while the perturbations further from the surface are much reduced
when compared to the flow over the concave region. This behaviour coupled with the dis-
placement and the growth rates studied earlier demonstrate the stabilising properties that
varying the curvature can have on long-wavelength Go¨rtler vortices. These results may be
unsurprising, since they agree with the earlier findings for flow over a surface with constant
curvature by Ruban (1990) and Choudhari, Hall & Street (1994), however these results are
significant as they show that it is possible to find complete, smooth, analytic solutions for
long-wavelength Go¨rtler vortices propagating over surfaces with varying curvature.
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Part III
Nonlinear interaction of long-wavelength Go¨rtler vortices
and three-dimensional Tollmien-Schlichting waves over an
evolving concave surface
3.8 Discussion of nonlinear vortex-wave interaction
Our focus in this part of Chapter 3 is on the nonlinear effects caused by the interaction of
long wavelength Go¨rtler vortices and three-dimensional Tollmien-Schlichting (T-S) waves
in an incompressible boundary layer over a concave surface, where the curvature of the
surface varies by a small order with the downstream location. T-S waves are found to
interact with vortices if the wall curvature is sufficiently small and postpone the onset of
Go¨rtler vortices to high enough Reynolds numbers; this is true in the asymptotic Go¨rtler
regime studied here. The evolution of curvature in the downstream direction acts to perturb
the neutral state of the interaction such that we may use this spatially evolving curvature to
destabilise the flow.
Go¨rtler vortices can exist over a curved surface without any forcing from a wave sys-
tem, as we saw previously. However, in this part of Chapter 3 we assume that there exist
T-S waves which shall interact nonlinearly with long-wavelength Go¨rtler vortices. The
theory of strong interaction of longitudinal vortices and T-S waves, known as vortex-wave
interaction theory, was developed by Hall & Smith (1989) for the nonlinear interaction of
T-S waves and longitudinal vortices in shear flows over a flat plate, see also Smith & Wal-
ton (1989), Blackaby (1991) and Smith & Blennerhassett (1992). Here the interaction was
found to be self-sustaining, meaning that the waves are able to drive the vortex behaviour,
which in turn affects the wall shear stress to drive the T-S waves. The relationship between
this asymptotic description of vortex-wave interactions and the numerical approaches on
exact coherent structures was comprehensively investigated by Hall & Sherwin (2010); this
study showed significant agreement between the two approaches and helped to validate the
asymptotic theory at finite Reynolds numbers.
It was found by the authors noted above that for a range of disturbance sizes the non-
linear wave interaction is mostly confined to the viscous lower deck and that the mean part
of the solution is spread in to a ‘buffer layer’ at the top of the lower deck. We shall investi-
gate similar structures here and show that the same effect may be seen for long-wavelength
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Figure 3.22: Nonlinear interaction of waves with long-wavelength Go¨rtler vortices over a
surface which is evolving in the streamwise direction. The surface χOriginal is the surface with
constant concave curvature and χEvolve is the evolved surface becoming more concave as X
increases.
Go¨rtler vortices interacting with T-S waves over a surface with mean concave curvature.
In order to find solutions to this system we shall consider a similarity solution down-
stream of the initiation location, i.e. the point at which the concave surface begins to
evolve, to help motivate the scales to be used about the initiation location. This similarity
solution shall be postulated by assuming a starting wave amplitude and determining scales
within our buffer layer; such that matching with the upstream solution will fix the scales
considered about the initiation location. The resulting system of equations may then be
solved numerically using spectral methods once we have determined the perturbation to
the pressure and vortex-induced shear stress analytically.
Our starting point for this work will be the nonlinear lower-deck equations that we
derived in §3.2, given by equations (3.55a)-(3.55f). We assume here that there is no bump
on the surface, i.e. F1 = 0, since we are interested in the effect of changing curvature and
vortex-wave interaction. Such that this problem is tractable we shall consider the small
spanwise wavenumber limit, therefore let us assume that
Z = kZ1, (3.160)
where k  1 is the spanwise wavenumber. For ease of notation we scale out the small
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spanwise wavenumber by assuming that our remaining variables may be scaled by
X1 = k
−3/2X, Y1 = k−1/2Y, T1 = k−1T,
u˜ = k−1/2u, v˜ = k1/2v, w˜ = w, (3.161)
A = k−1/2A, p˜ = P, χ = k1/2χˇ.
Hence, we see that by taking the spanwise coordinate to be large the remaining variables are
altered to ensure that our three-tired system holds. The spatial and temporal coordinates
are seen to grow, as does the streamwise velocity; while the wall-normal velocity and
curvature shrink. Therefore, in this limit the behaviour of the flow described is changed
from that observed previously in this chapter.
Substitution of the change of variables, (3.161), into the nonlinear lower-deck system
of equations, (3.55a)-(3.55f), gives us our governing equations in this limit:
∂u
∂X
+
∂v
∂Y
+
∂w
∂Z
= 0, (3.162a)
∂u
∂T
+ u
∂u
∂X
+ v
∂u
∂Y
+ w
∂u
∂Z
=
∂2u
∂Y 2
, (3.162b)
∂w
∂T
+ u
∂w
∂X
+ v
∂w
∂Y
+ w
∂w
∂Z
= −∂P
∂Z
+
∂2w
∂Y 2
, (3.162c)
∂P
∂Z
= −χ˜(X)∂A
∂Z
, (3.162d)
where χ˜(X) is the surface curvature. It may be seen from this nonlinear governing system
of equations, (3.162a)-(3.162d), the notable absence of the streamwise pressure gradient,
which would be present in the usual flat-surface lower-deck problem. For now we assume
that the surface curvature is simply a function of the streamwise coordinate,X . This system
of equations, (3.162a)-(3.162d), is subject to the boundary conditions
u = v = w = 0 at Y = 0, (3.162e)
u→ (Y − A), w → 0 as Y →∞, (3.162f)
where we have assumed that the velocity gradient at the surface, λ, may be scaled out.
The main difference from equations (3.55a)-(3.55f) is that this system of equations is now
tractable for our vortex-wave interaction study, since the integral term from the pressure
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displacement relation has been scaled out. The reasoning for this shall be seen later in this
chapter, regarding a derived pressure-shear relation.
We shall consider the effect of small perturbations to the base flow, such that we intro-
duce the expansions
(u, v, w, P,A) = (Y, 0, 0, 0, 0) + h(u0, v0, w0, P0, A0) + h
2(u1, v1, w1, P1, A1) +O(h
3),
(3.163)
where the perturbation size h 1. Assuming that the leading-order disturbance is a wave,
we may write the leading-order components of the velocity and pressure in the form,
u0 = u11(Y, Z)E + c.c., (3.164)
with similar expansions for v0, w0, P0 and A0, where c.c. denotes the complex conjugate.
Here E is defined by
E = exp(iαX − iωT ), (3.165)
with the streamwise wavenumber α and the wave frequency ω assumed to be real, such
that the unsteady flow is near neutral; the term E allows us to describe a wave propagating
within the lower deck. Assuming that the streamwise wavenumber and frequency are near
neutral may be seem to contradict the constant concave curvature solutions of Choudhari,
Hall & Streett (1994), see also §3.3, where it is shown that neutral solutions are only found
found when k = 0. However, we shall show that this assumption is valid for our vortex-
wave interaction problem, even though the leading order curvature is constant. The form
of our system of equations implies that the higher order terms are of the form
u1 = u20(Y ) +
[
u22(Y, Z)E
2 + c.c.
]
, (3.166)
again with similar expansions for the remaining variables, v1, w1, P1 and A1. The ‘20’
terms refer to the perturbation to the mean flow.
It may be shown through self-interaction of the T-S waves that the mean flow does not
satisfy the required lower-deck boundary conditions as Y →∞, this was also observed for
the interaction of Tollmien-Schlichting waves and longitudinal vortices by Hall & Smith
(1984, 1989), Smith & Walton (1989), Smith & Blennerhassett (1992) and again by Hall
(2013) for the nonlinear growth of inviscid Go¨rtler vortices. The self-interaction of the
T-S waves produces logarithmic growth in the velocity components at the top of the lower
Chapter 3. Evolution of Go¨rtler vortices: Surfaces with differing curvatures 169
deck. Therefore, we are required to introduce a buffer layer at the top of our lower deck
to facilitate matching with the main deck. This concept was introduced by Hall & Smith
(1989), such that along with a longer length scale for amplitude modulation, the logarithmic
growth may be dampened. It shall be seen that the main vortex activity is confined to this
outer buffer layer region.
The inclusion of a buffer layer means that the wave flow in the lower deck shall be
forced by a wall shear as a result of the vortex behaviour in the buffer layer. This vortex-
induced shear leads to nonlinear interaction between the buffer layer and the lower deck.
The correction to the wall shear forces secondary T-S waves in the lower deck, while the
original T-S waves shall now be driven by vortex behaviour above, through the vortex-
induced shear.
3.9 Derivation of the interaction equations
As observed previously in other studies regarding vortex-wave interaction the self-interaction
of waves produces a logarithmic growth in the velocity components at the top of the lower
deck. Hence a buffer layer may be introduced, with a longer streamwise length scale for
amplitude modulation, where this growth may be damped. In this section we shall repro-
duce this concept and determine the length scales associated with the buffer layer; in doing
so we shall also derive the interaction equations between the viscous sublayer and the buffer
layer within the lower deck. The derivation of the interaction equations within this section,
§3.9, were originally performed for flat surfaces by Hall & Smith (1984, 1989) and Smith
& Walton (1989); here we shall derive the interaction equations for a concave surface, with
nonconstant curvature in the streamwise direction.
3.9.1 Viscous sublayer equations and logarithmic growth
In the viscous sublayer we may use the expansions in terms of a wave component, (3.164)
and (3.166), to express the the velocity as
(u, v, w) =(λ¯Y, 0, 0) + h(u11E + c.c., v11E + c.c., w11E + c.c.)
+ h2(u¯20, v¯20, w¯20) + · · · , (3.167a)
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where from previous studies we can assume that there exists a vortex-induced shear stress,
λ¯(X¯, Z), which is generated by the flow in the buffer layer. The pressure and displacement
are found to be of the form
P = h(P11 + c.c.) + · · · , and A = h(A11E + c.c.) + · · · , (3.167b)
respectively, with E still given by
E = exp(iαX − iωT ).
Throughout this problem the ‘bars’ shall refer to induced-vortex/buffer-layer quantities.
Substituting the expansions, (3.167a)-(3.167b), into the lower-deck system of equations,
(3.162a)-(3.162f), and accounting for the vortex-induced shear yields the leading-order
system of equations in the viscous sublayer
iαu11 +
∂v11
∂Y
+
∂w11
∂Z
= 0, (3.168a)
i
(
αλ¯Y − ω)u11 + λ¯v11 = ∂2u11
∂Y 2
, (3.168b)
i
(
αλ¯Y − ω)w11 = −∂P11
∂Z
+
∂2w11
∂Y 2
, (3.168c)
∂P11
∂Z
= − χ˜(X, X¯)
λ¯
∂A11
∂Z
, (3.168d)
with boundary conditions
u11 = v11 = w11 = 0 at Y = 0, (3.168e)
u11 → −λ¯A11, w11 → 0 as Y →∞. (3.168f)
While at second order in the viscous sublayer we find the system of equations to de-
scribe the perturbation to the mean flow:
∂v¯20
∂Y
+
∂w¯20
∂Z
= 0, (3.169a)
∂2u¯20
∂Y 2
= v¯20 +
[
v11
∂u11
∂Y
+ w11
∂u11
∂Z
+ c.c.
]
, (3.169b)
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∂2w¯20
∂Y 2
=
[
iαu11w11 + v11
∂w11
∂Y
+ w11
∂w11
∂Z
+ c.c.
]
, (3.169c)
where this system of equations, (3.169a)-(3.169c), is subject to the boundary conditions
u¯20 = v¯20 = w¯20 = 0 at Y = 0, (3.169d)
u¯20 → −λA20, w¯20 → 0 as Y →∞, (3.169e)
and where a11 denotes the complex conjugate of a11. It may be seen from the boundary
conditions of the leading order system of equations that the perturbation to the mean flow
will satisfy the non-slip condition at the surface, however to consider the boundary condi-
tion as Y →∞ we may expand the leading order behaviour away from the surface. It may
be shown from the leading order system of equations (3.168a)-(3.168f) that as Y →∞ the
velocity variables are given asymptotically by
u11 ∼ −λ¯A11 − 1
α2λ¯
∂2P11
∂Z2
1
Y
+O(Y −2), (3.170a)
v11 ∼ iαλ¯A11Y + 1
αλ¯
∂2P11
∂Z2
− iωλ¯A11 +O(Y −1), (3.170b)
w11 ∼ − 1
iαλ¯
∂P11
∂Z
1
Y
+
iω
α2λ¯
∂P11
∂Z
1
Y 2
+O(Y −3). (3.170c)
Hence, substituting (3.170a)-(3.170c) into the spanwise momentum equation of the mean
flow perturbation, (3.169c), we find that
∂2w¯20
∂Y 2
∼ 2
α2λ¯2
∂
∂Z
∣∣∣∣∂P11∂Z
∣∣∣∣2 1Y 2 as Y →∞, , (3.171)
which implies that
w¯20 ∼ − 2
α2λ¯2
∂
∂Z
∣∣∣∣∂P11∂Z
∣∣∣∣2 ln(Y ) as Y →∞, (3.172)
and similarly we are able to find that
u¯20 ∼ Y 3 ln(Y ), v¯20 ∼ Y ln(Y ) as Y →∞. (3.173)
Hence we see that self-interaction of the T-S waves produces logarithmic velocity growth
as Y → ∞ in the viscous sublayer, and so using (3.172) we shall be able to determine the
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buffer layer scales within the lower deck.
To determine how the flow in the viscous sublayer and the buffer layer interact we shall
determine a pressure-vortex shear relation within the viscous sublayer. Returning to the
leading order system of equation, (3.168a)-(3.168f), and employing a method similar to
that which we used to solve equation (3.100a), we find the solution for the leading order
spanwise velocity within the viscous sublayer to be
w11 = (iαλ¯)
−2/3∂P11
∂Z
[
L (ξ′)− Ai(ξ′)L (ξ
′
0)
Ai(ξ′0)
]
, (3.174)
whereL (ξ′) is given by
L (ξ′) = Ai(ξ′)
∫ ξ′
0
1
Ai(q)2
∫ q
∞
Ai(q1) dq1 dq. (3.175)
with
ξ′ = (iαλ¯)1/3Y + ξ′0, and ξ
′
0 = −(iαλ¯)1/3
ω
αλ¯
. (3.176)
The expression L is a forced Airy’s function and satisfies L ′′(q) − qL (q) = 1, as did Φ
in §3.4.2, and is related to the Scorer function Gi, mentioned in §3.3.
Eliminating v11 from (3.168b) by differentiating with respect to Y , keeping Z fixed,
and using (3.168a) we find
∂3u11
∂ξ′3
− ξ′∂u11
∂ξ′
= −(iα)−1∂w11
∂Z
, (3.177)
which may be solved by substituting (3.174) into (3.177). Hence, we find that
∂u11
∂Y
= C0L ′(ξ′) + C1Ai′(ξ′) + C2
[
1
4
ξ′L ′′(ξ′)− 1
2
L ′(ξ′)
]
+ C3
[
1
4
ξ′2Ai(ξ′)− 1
2
Ai′(ξ′)
]
+
1
2
C4L ′′(ξ′) + 1
2
C5ξ′Ai(ξ′) + C6Ai(ξ′),
(3.178a)
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where
C0 = −(iαλ¯)−4/3
[
λ¯
∂2P11
∂Z2
− 2
3
∂λ¯
∂Z
∂P11
∂Z
]
, (3.178b)
C1 = −C0L (ξ
′
0)
Ai(ξ′0)
− 2
3
(iαλ¯)−4/3ξ′0
∂λ¯
∂Z
∂P11
∂Z
[
L ′(ξ′0)
Ai(ξ′0)
− L (ξ
′
0)Ai
′(ξ′0)
Ai(ξ′0)2
]
, (3.178c)
C2 = −1
3
(iαλ¯)−4/3
∂λ¯
∂Z
∂P11
∂Z
, (3.178d)
C3 = −C2L (ξ
′
0)
Ai(ξ′0)
, (3.178e)
C4 = −(iαλ¯)−4/3ξ′0
∂λ¯
∂Z
∂P11
∂Z
, (3.178f)
C5 = −C4L (ξ
′
0)
Ai(ξ′0)
, (3.178g)
with C6 undetermined. Applying the boundary conditions at the surface to equation (3.168b)
and using the solution (3.178a) yields
0 = C0L ′′(ξ′0) + C1ξ′0Ai(ξ′0) +
1
4
C2 [ξ′0L ′′′(ξ′0)−L ′′(ξ′0)]
+
1
4
C3ξ′20 Ai′(ξ′0) +
1
2
C4L ′′′(ξ′0) +
1
2
C5 [Ai(ξ′0) + ξ′0Ai′(ξ′0)] + C6Ai′(ξ′0), (3.179)
while integrating between ξ′0 and ξ
′ and applying the boundary condition as ξ′ →∞ gives
us the relation
−(iαλ¯)1/3λ¯A11 = − C0L (ξ′0)− C1Ai(ξ′0) +
1
4
C3 [3L (ξ′0)− ξ′0L (ξ′0)]
+
1
4
C4 [3Ai(ξ′0)− ξ′0Ai′(ξ′0)]−
1
2
C4L ′(ξ′0)−
1
2
C5Ai′(ξ′0) + C6κ(ξ′0),
(3.180)
where
κ(ξ′0) =
∫ ∞
ξ′0
Ai(q) dq. (3.181)
Eliminating the unknown C6 between (3.179) and (3.180) we are able to find, after manip-
ulation, a pressure-vortex shear relation
∂2P11
∂Z2
− 1
λ¯
∂λ¯
∂Z
∂P11
∂Z
F = −GA11, (3.182a)
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where
F = 3
4
+
5
4
ξ′0
Ai′(ξ′0)
Ai(ξ′0)
[
1 + ξ′0
κ(ξ′0)
Ai′(ξ′0)
]
and G = (iαλ¯)5/3 Ai
′(ξ′0)
κ(ξ′0)
. (3.182b)
This pressure-vortex shear relation is a nonlinear equation, with the nonlinearity driven by
the vortex-induced shear λ¯.
3.9.2 Buffer-layer and interaction equations
As the buffer layer is situated within, and at the top, of the lower deck we define the wall-
normal variable in the buffer layer, Y¯ , such that
Y = H−1Y¯ , (3.183)
see Figure 3.23, where
h =
H
(− ln(H))1/2 , (3.184)
with h  1, our perturbation size. This choice of h is determined by the logarithmic
interplay between the viscous sublayer and the buffer layer shown by equation (3.172), as
was also found for ‘Type III’ interactions by Smith & Walton (1989). Within the buffer
layer we introduce a long-scale streamwise dependence, X¯ , by
X = H3X¯, (3.185)
such that
∂
∂X
→ ∂
∂X
+H3
∂
∂X¯
, (3.186)
where we assume that the short scale variation is associated with the wave and the longer
length scale shall be the development length scale of the Go¨rtler vortex.
In the buffer layer we introduce the velocity expansions
u = H−1u¯(X¯, Y¯ , Z) + · · · , (3.187a)
v = Hv¯(X¯, Y¯ , Z) + · · · , (3.187b)
w = H2w¯(X¯, Y¯ , Z) + · · · . (3.187c)
where we note that in the buffer layer the velocities are dependent on the long-streamwise
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Figure 3.23: The buffer layer within the lower deck of the three-tired system, where h =
H/(− ln(H))1/2.
length scale and the respective sizes of the variables are determined by the logarithmic
matching with mean flow correction in the lower deck. The introduction of the buffer-layer
scales implies that the pressure and displacement are found to take the form
P = h(P11 + c.c.) + · · · , and A = H−1A¯+ h(A11E + c.c.) + · · · , (3.187d)
respectively, with E the wave component given by
E = exp(iαX − iωT ).
These expansions to for the pressure and displacement are valid throughout the lower-deck.
Hence, the governing equations in the buffer layer are found, by substituting the ex-
pansions (3.187a)-(3.187d) into the lower-deck equations (3.162a)-(3.162f), to be the full
nonlinear steady 3D boundary-layer equations:
∂u¯
∂X¯
+
∂v¯
∂Y¯
+
∂w¯
∂Z
= 0, (3.188a)
u¯
∂u¯
∂X¯
+ v¯
∂u¯
∂Y¯
+ w¯
∂u¯
∂Z
=
∂2u¯
∂Y¯ 2
, (3.188b)
u¯
∂w¯
∂X¯
+ v¯
∂w¯
∂Y¯
+ w¯
∂w¯
∂Z
=
∂2w¯
∂Y¯ 2
, (3.188c)
3.9 Derivation of the interaction equations 176
subject to the boundary conditions
u¯ = v¯ = 0, w¯ = − 2
α2λ¯2
∂
∂Z
∣∣∣∣∂P11∂Z
∣∣∣∣2 at Y¯ = 0, (3.188d)
u¯→ Y¯ − A¯(X¯, Z), w¯ → 0 as Y¯ →∞, (3.188e)
where the boundary conditions at Y¯ = 0 are determined by the logarithmic growth from the
viscous sublayer, given by equations (3.172)-(3.173), and where the displacement function
A¯(X¯, Z) is to be found from the solution to (3.188a)-(3.188c) at the upper edge of the buffer
layer. The inner boundary conditions are chosen to match with the mean flow correction as
Y → ∞ in the lower deck. The induced pressure gradient for the vortex motion is seen to
be negligible in the buffer layer; as the displacement, although being of orderH−1, depends
on the slow variable X¯ and not on X . This provides a negligible order of magnitude in the
spanwise momentum balance, such that the pressure is found to be of order H5.
The vortex-induced shear may be defined from the buffer layer to be,
λ¯ =
∂u¯
∂Y¯
(X¯, 0, Z). (3.189)
It is seen from the lower deck equations, (3.168a)-(3.168d), that this shear will drive non-
linear effects in the lower deck.
Our two systems of equations, for the lower deck (3.168a)-(3.168f) and for the buffer
layer (3.188a)-(3.188e) with the pressure-vortex shear relation (3.182a), form a closed sys-
tem of fully interactive, highly nonlinear equations. From now on we need only consider
the flow in the buffer layer and the pressure-vortex shear relation to solve this problem;
it has been shown that the flow in the lower deck is driven by the vortex-induced shear,
found by solving in the buffer layer, while the vortex system in the buffer layer is forced by
the matching with the lower deck, (3.188d). Hence, the closed system we wish to solve is
given by
∂u¯
∂X¯
+
∂v¯
∂Y¯
+
∂w¯
∂Z
= 0,
u¯
∂u¯
∂X¯
+ v¯
∂u¯
∂Y¯
+ w¯
∂u¯
∂Z
=
∂2u¯
∂Y¯ 2
,
u¯
∂w¯
∂X¯
+ v¯
∂w¯
∂Y¯
+ w¯
∂w¯
∂Z
=
∂2w¯
∂Y¯ 2
,
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subject to the boundary conditions
u¯ = v¯ = 0, w¯ = − 2
α2λ¯2
∂
∂Z
∣∣∣∣∂P11∂Z
∣∣∣∣2 at Y¯ = 0,
u¯→ Y¯ − A¯(X¯, Z), w¯ → 0 as Y¯ →∞,
where the buffer layer forcing is found through
∂2P11
∂Z2
− 1
λ¯
∂λ¯
∂Z
∂P11
∂Z
F = −GA11,
with
F = 3
4
+
5
4
ξ′0
Ai′(ξ′0)
Ai(ξ′0)
[
1 + ξ′0
κ(ξ′0)
Ai′(ξ′0)
]
and G = (iαλ¯)5/3 Ai
′(ξ′0)
κ(ξ′0)
.
This closed system will be very difficult to solve, both analytically and numerically, within
this thesis. Therefore, to generate an idea about how we may begin to solve this system we
shall consider first a similarity solution, see §3.10, upstream of the initial initiation location.
3.10 Similarity solution upstream of the wave initiation location
Postulating how the long-wavelength Go¨rtler vortex-wave interaction, formulated in §3.9,
may behave downstream of the initiation location shall allow us to investigate the interac-
tion closer to the position of wave input. Therefore, we begin by assuming that the wave
has a starting amplitude proportional to
P11 ∼ Q(X¯) cos(Z). (3.190)
Initially we assume that the main effects of the wave on the mean flow are confined
near to the wall in a sublayer of thickness O(X¯ −X0)1/3 relative to the buffer layer. Such
that we shall determine a distinct scaling for our solution about the initiation location by
matching this region with the size of our buffer layer. In this region the flow expands in the
form
u¯ = (X¯ −X0)1/3ξ¯ + (X¯ −X0)4/3U¯(ξ¯) cos(2Z) + · · · , (3.191a)
v¯ = (X¯ −X0)2/3V¯ (ξ¯) cos(2Z) + · · · , (3.191b)
w¯ = (X¯ −X0)1/3W¯ (ξ¯) sin(2Z) + · · · , (3.191c)
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where Y¯ = (X¯−X0)1/3ξ¯. The powers of (X¯−X0) are determined such that the behaviour
of the wave terms are governed by the viscous effects at leading order. Substitution of
(3.191a)-(3.191c) into (3.188a)-(3.188c) leads to the leading-order system
4
3
U¯ − 1
3
ξ¯U¯ ′ + V¯ ′ + 2W¯ = 0, (3.192a)
4
3
ξ¯U¯ − 1
3
ξ¯2U¯ ′ + V¯ = U¯ ′′, (3.192b)
1
3
ξ¯W¯ − 1
3
ξ¯2W¯ ′ = W¯ ′′, (3.192c)
which is subject to the boundary conditions
W¯ → 0, U¯ ′ → 0 as ξ¯ →∞, (3.192d)
U¯ = V¯ = 0, W¯ = −qˆ at ξ¯ = 0, (3.192e)
where qˆ is the wave-induced azimuthal slip velocity, previously found in matching the
lower deck with the buffer layer and where the primes represent derivatives with respect
to ξ¯. Here qˆ will be calculated presently in terms of the wave amplitude Q. First, it is
convenient to rescale our variables to remove qˆ, thus we choose
U¯ = −qˆUˆ(ξ¯), V¯ = −qˆVˆ (ξ¯), W¯ = −qˆWˆ (ξ¯). (3.193)
Our equations, (3.192a)-(3.192c), become
4
3
Uˆ − 1
3
ξ¯Uˆ ′ + Vˆ ′ + 2Wˆ = 0, (3.194a)
4
3
ξ¯Uˆ − 1
3
ξ¯2Uˆ ′ + Vˆ = Uˆ ′′, (3.194b)
1
3
ξ¯Wˆ − 1
3
ξ¯2Wˆ ′ = Wˆ ′′, (3.194c)
with boundary conditions
Wˆ → 0, Uˆ ′ → 0 as ξ¯ →∞, (3.194d)
Uˆ = V¯ = 0, Wˆ = 1 at ξ¯ = 0. (3.194e)
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Figure 3.24: The velocity components and the derivative of the streamwise velocity, with
respect to ξ¯, calculated from the numerical solution of (3.194a)-(3.194c)
The above system of equations may now be solved numerically, see Figure 3.24. To solve
(3.194a)-(3.194c) we used a spectral method known as Chebyshev collocation. Such that
we were able to use this spectral method it was necessary to map the semi-infinite region
0 ≤ ξ¯ <∞ onto the finite region −1 ≤ η¯ < 1, this was done by the algebraic mapping
ξ¯ = −L(η¯ + 1)
(η¯ − 1) , (3.195)
where L is a constant which determines the distribution of points.
In order to calculate Q the quantity of interest from the above numerical calculation is
the determination of
Uˆ ′(0) =
2Γ(2/3)
32/3
≈ 1.30198, (3.196)
which will also be of use when determining the vortex-induced shear. This shear, λ¯, is seen,
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from (3.191a), to be of the form
λ¯ = (X¯ −X0)−1/3 ∂u¯
∂ξ¯
∣∣∣∣
ξ¯=0
= 1− (X¯ −X0) qˆ Uˆ ′(0) cos(2Z) + · · · , (3.197)
and we shall assume that the pressure and displacement in the lower deck may be expressed
in the form
P11 = (X¯ −X0)1/6
[
Q sin(Z) + (X¯ −X0)P¯2(Z) + · · ·
]
, (3.198)
A11 = (X¯ −X0)1/6
[
A¯11 sin(Z) + (X¯ −X0)A¯2(Z) + · · ·
]
, (3.199)
with streamwise wavenumber
α = α0 + (X¯ −X0)α1 + · · · . (3.200)
If we recall the lower deck forcing in the buffer layer,
w¯ = − 2
α2λ¯2
∂
∂Z
∣∣∣∣∂P11∂Z
∣∣∣∣2 at Y¯ = 0, (3.201)
from (3.188d), then we can deduce from (3.191c), (3.197), (3.198) and (3.201) that the slip
velocity is given by
qˆ =
2
α20
|Q|2. (3.202)
Therefore, using (3.202), the skin friction may be written as
λ¯ = 1 + (X¯ −X0)λ¯1 cos(2Z) + · · · , (3.203)
where
λ¯1 = − 2
α20
Uˆ ′(0)|Q|2. (3.204)
In order to determine |Q|2 we recall the pressure-shear relation derived in the lower
deck, (3.182a):
∂2P11
∂Z2
− 1
λ¯
∂λ¯
∂Z
∂P11
∂Z
F = −GA11, (3.205a)
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where
F = 3
4
+
5
4
ξ′0
Ai′(ξ′0)
Ai(ξ′0)
[
1 + ξ′0
κ(ξ′0)
Ai′(ξ′0)
]
and G = (iαλ¯)5/3 Ai
′(ξ′0)
κ(ξ′0)
, (3.205b)
with
ξ′0 = −(iαλ¯)1/3
ω
αλ¯
. (3.205c)
Substituting the expansions for the pressure, displacement, wavenumber and shear, (3.198),
(3.199), (3.200) and (3.203) respectively, as well as the curvature expansion:
χ˜ = χ0 + (X¯ −X0)χ1 + · · · , (3.206)
where we may take χ0 = 1, without loss of generality, such that the surface has mean con-
cave curvature and χ1 is a constant that describes how the surface has evolved downstream,
into (3.205a) we find at leading order in (X¯ −X0) the eigenrelation
(iα0)
5/3 Ai
′(ξ0)
κ(ξ0)
+ 1 = 0, (3.207)
relating the streamwise wavenumber α0 to the wave frequency ω, where
ξ0 = −(iα0)1/3 ω
α0
.
At second order in the pressure-shear relation, (3.205a), comparing coefficients of sin(Z),
we deduce the expression
H1 α1 +H2|Q|2 − χ1 = 0, (3.208a)
which relates the wave amplitude Q to wavenumber correction α1 due to the change in
curvature, χ1, where
H1 =
1
α0
[
5
3
− 2
3
F (ξ0)
]
, H2 = − 2
α20
[
13
12
− 19
12
F (ξ0)
]
Uˆ ′(0), (3.208b)
with
F (ξ0) = ξ0
Ai′(ξ0)
Ai(ξ0)
[
1− ξ0 κ(ξ0)Ai′(ξ0)
]
and ξ0 = −(iα0)1/3 ω
α0
. (3.208c)
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The solution for |Q|2 is therefore given by
|Q|2 = − H1i χ1
H1rH2i −H1iH2r , (3.209)
where the subscript r denotes the real part and subscript i denotes the imaginary part of the
coefficient.
As we get closer to the point of initiation, X¯ → X0, we find that the development
lengthscale of the vortex shortens, and eventually becomes comparable with the short-scale
variation associated with the wave. Hence, we see that the similarity solution breaks down
as X¯ → X0 and we are therefore required to rescale closer to the initiation location.
3.11 The nature of the interaction closer to the wave initiation location
Whilst considering the similarity solution we scaled the pressure and displacement in equa-
tions (3.198) and (3.199) with respect to (X¯−X0). This scaling is seen to break down close
to the initiation location, such that we are required to rescale in this region and match our
solutions. To ensure that the solution about the initiation location is consistent and will
match on to the similarity solution we should scale our velocities in the lower deck in a
similar way and so derive a distinct scaling close to the initiation location. Hence, for
example, we let
u11 =
(
X¯ −X0
)1/6
f(Y, Z) exp
(
iH−3
∫
α(X¯) dX¯
)
, (3.210)
such that if we differentiate, using the expansion for α (3.200), and use the long streamwise
length scale given by
∂
∂X
=
∂
∂X
+H3
∂
∂X¯
, (3.211)
then we find that
∂u11
∂X
= iα0
(
X¯ −X0
)1/6
f(Y, Z) exp
(
iH−3
∫
α(X¯) dX¯
)
+ iα1
(
X¯ −X0
)7/6
f(Y, Z) exp
(
iH−3
∫
α(X¯) dX¯
)
+
1
6
(
X¯ −X0
)−5/6
H3f(Y, Z) exp
(
iH−3
∫
α(X¯) dX¯
)
+ · · · . (3.212)
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Figure 3.25: Length scales for nonlinear vortex-wave interaction within the lower deck
between longer-scale Go¨rtler vortices and short-scale viscous waves, for wave perturbation
size of h = H/(− ln(H))1/2, in the small spanwise wavenumber limit, k  1.
Thus, there exists a distinct scaling when
H3 ∼ (X¯ −X0)2 , (3.213)
such that we introduce a shorter streamwise length scale about the initial wave input:
X¯ −X0 = H3/2Xˆ. (3.214)
Therefore, we are able to use (3.214) in the limit as Xˆ → ∞ to match the solutions closer
to the initiation location with the similarity solutions downstream. Figure 3.25 illustrates
the length scales that have been determined for this study.
3.11.1 Buffer layer: Determining the vortex-induced shear
The similarity solution and the distinct scaling given by equation (3.214) imply that we
scale the normal component of the buffer layer as
Y¯ = H1/2ξˆ. (3.215)
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To ensure that the wave terms are governed by the viscous effects at leading order and will
match with the similarity solution upstream we choose the component expansions:
(u¯, v¯, w¯, P11, A11) =(H
1/2ξˆ, 0, 0, 0, 0) +
(
H2uˆ cos(2Z), Hvˆ cos(2Z), H1/2wˆ sin(2Z),
H1/4P111 sin(Z), H
1/4A111 sin(Z)
)
+ · · · , (3.216)
where theZ-dependence is chosen to match with the lower deck through the inner boundary
conditions and we expand the vortex-induced shear as
λ¯ = 1 +H3/2λ¯1(Xˆ) cos(2Z) + · · · , (3.217)
with H  1. From our distinct scaling we can note that λ¯1 ∼ λ¯1Xˆ as Xˆ → ∞ to match
upstream with the similarity solution.
Substitution of these expansions, (3.216), into (3.188a)-(3.188c) gives us that the flow
in the buffer layer is defined at leading order by the system of equations,
∂uˆ
∂Xˆ
+
∂vˆ
∂ξˆ
+ 2wˆ = 0, (3.218a)
ξˆ
∂uˆ
∂Xˆ
+ vˆ =
∂2uˆ
∂ξˆ2
, (3.218b)
ξˆ
∂wˆ
∂Xˆ
=
∂2wˆ
∂ξˆ2
, (3.218c)
while the boundary conditions become
uˆ = vˆ = 0, wˆ =
2
α2
|P111|2 at ξˆ = 0, (3.218d)
∂uˆ
∂ξˆ
→ 0, wˆ → 0 as ξˆ →∞. (3.218e)
We should also note that the unknown component of the vortex-induced shear is given by
λ¯1 =
∂uˆ
∂ξˆ
(Xˆ, 0), (3.219)
this will drive the nonlinear effects in the lower deck.
To find an expression for the vortex shear λ¯, it is first necessary to take the Fourier
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transform of our system of equations (3.218a)-(3.218e), in the streamwise Xˆ-direction,
with the variables in Fourier space denoted by a superscript ∗. Hence, equations (3.218a)-
(3.218e) become
iβˆuˆ∗ +
∂vˆ∗
∂ξˆ
+ 2wˆ∗ = 0, (3.220a)
iβˆξˆuˆ∗ + vˆ∗ =
∂2uˆ∗
∂ξˆ2
, (3.220b)
iβˆξˆwˆ∗ =
∂2wˆ∗
∂ξˆ2
, (3.220c)
where βˆ is the transform variable corresponding to Xˆ and the boundary conditions in
Fourier space are given by
uˆ∗ = vˆ∗ = 0, wˆ∗ =
1
α2
[(
P111 ∗ P111
)
(βˆ) + c.c.
]
at ξˆ = 0, (3.220d)
∂uˆ∗
∂ξˆ
→ 0, wˆ∗ → 0 as ξˆ →∞, (3.220e)
with P111 denoting the complex conjugate of P111 and where f ∗ g denotes the convolution
of f and g, with the convolution defined by
(f ∗ g) (x) =
∫ ∞
−∞
g(q)f(x− q) dq.
Let us first consider equation (3.220c), making the change of variables
s = (iβˆ)1/3ξˆ such that
∂
∂Y¯
= (iβˆ)1/3
∂
∂s
, (3.221)
allows us to write (3.220c) as an Airy’s equation for wˆ∗(s). Therefore, using the boundary
conditions (3.220d) and (3.220e), we find that the spanwise velocity has the solution
wˆ∗ =
1
α2
[(
P111 ∗ P111
)
(βˆ) + c.c.
] Ai(s)
Ai(0)
; s = (iβˆ)1/3ξˆ, (3.222)
in Fourier space.
We can use this solution, (3.222), to help determine the vortex-induced shear. Manip-
ulating the streamwise momentum equation, (3.220b), by taking its derivative with respect
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to Y¯ , and using (3.220a) with the change of variables (3.221), to find
∂3uˆ∗
∂s3
− s∂uˆ
∗
∂s
= − 2
iβˆ
wˆ∗, (3.223)
an Airy’s type equation for ∂uˆ∗/∂s, which is forced by the known spanwise variable wˆ∗.
Hence, employing a method similar to that which we used to solve (3.100a) gives us the
solution in Fourier space:
∂uˆ∗
∂ξˆ
= − 2
α2(iβˆ)2/3
[(
P111 ∗ P111
)
(βˆ) + c.c.
] Ai′(s)
Ai(0)
; s = (iβˆ)1/3ξˆ, (3.224)
where we applied the boundary conditions: ∂2uˆ∗/∂ξˆ2 = 0 at ξˆ = 0 and (3.220e). Setting
ξˆ = 0 in (3.224) gives us the vortex-induced shear in Fourier space, and so we must take
the inverse Fourier transform of (3.224) to find our desired shear. Thus, making use of the
convolution theorem, which states that
F [f · g] = F [f ] ∗ F [g],
where F denotes the Fourier transform, we find
λ¯1(Xˆ) =
4
α2Γ(2/3)
Ai′(0)
Ai(0)
∫ Xˆ
Xˆ0
|P111|2(q)(Xˆ − q)−1/3 dq, (3.225)
where Xˆ0 is the starting point for Xˆ . Similar equations for vortex-induced shear have arisen
in other studies of vortex-wave interactions, for example: Smith & Walton (1989), Black-
aby (1994). Finally we see that our vortex-induced shear close to the initiation location is
given by
λ¯(Xˆ, Z) = 1 +H3/2
4
α2Γ(2/3)
Ai′(0)
Ai(0)
∫ Xˆ
Xˆ0
|P111|2(q)(Xˆ − q)−1/3 dq cos(2Z) + · · · .
(3.226)
This vortex-induced shear, λ¯, drives the nonlinear effects in the lower deck, however we
see that it is in terms of an unknown wave pressure amplitude, P111 . Hence we shall con-
sider deriving the pressure-vortex shear relation, from the lower-deck equations, about the
initiation location, such that it is possible to find a nonlinear equation for this pressure, in
terms of λ¯.
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3.11.2 Lower deck: Deriving pressure relation
The interaction equations for a system such as ours are given by vortex terms in the buffer
layer and the wave terms in the lower deck, these are then coupled by an equation for the
wave pressure resulting from matching. Therefore, in order to complete our solution we
need to consider the lower deck and especially the wave pressure. From our assumptions
in the buffer layer, (3.198)-(3.199), and the distinct scaling found in equation (3.213), we
shall expand the variables in the lower deck to be
u11 = H
1/4
(
u111 sin(Z) +H
3/2u112 sin(Z) +O
(
H3
))
, (3.227a)
v11 = H
1/4
(
v111 sin(Z) +H
3/2v112 sin(Z) +O
(
H3
))
, (3.227b)
w11 = H
1/4
(
w111 cos(Z) +H
3/2w112 cos(Z) +O
(
H3
))
, (3.227c)
P11 = H
1/4
(
P111 sin(Z) +H
3/2P112 sin(Z) +O
(
H3
))
, (3.227d)
A11 = H
1/4
(
A111 sin(Z) +H
3/2A112 sin(Z) +O
(
H3
))
, (3.227e)
where we can show that the O(1) terms are identically zero. We expand the curvature,
wavenumber and shear as
χ˜(Xˆ) = 1 +H3/2χ1Xˆ, (3.228)
iα = iα0 +H
3/2 ∂
∂Xˆ
+O
(
H7/4
)
, (3.229)
λ¯(Xˆ, Z) = 1 +H3/2λ¯1 cos(2Z) +O
(
H7/4
)
, (3.230)
with λ¯1 given by (3.225) and the second-order correction to the wavenumber accounting
for the vortex behaviour above. The expansion for the curvature is found through a Taylor
expansion of χ˜ about Xˆ = 0; this expansions needs to be consistent with the the curva-
ture in the similarity solution, (3.206), such that χ1 is chosen to be same constant in both
expansions.
Substituting these expansions, (3.227a)-(3.230), into our lower-deck equations, (3.168a)-
(3.168f), we show that at O(H1/4);
iα0u111 +
∂v111
∂Y
− w111 = 0, (3.231a)
i (α0Y − ω)u111 + v111 =
∂2u111
∂Y 2
, (3.231b)
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i (α0Y − ω)w111 = −P111 +
∂2w111
∂Y 2
, (3.231c)
P111 = −A111 , (3.231d)
with boundary conditions
u111 = v111 = w111 = 0 at Y = 0, (3.231e)
u111 → −A111 , w111 → 0 as Y →∞. (3.231f)
The spanwise-momentum equation, (3.231c), maybe written as a forced Airy’s equation
for w111 by performing the change of variables:
ξ = (iα0)
1/3Y + ξ0, where ξ0 = −(iα0)1/3 ω
α0
. (3.232)
Hence (3.231c) may be solved by a method similar to that used to solved (3.100a). The
solution is found to be
w111 = (iα0)
−2/3P111
[
L (ξ)− Ai(ξ)L (ξ0)
Ai(ξ0)
]
, (3.233)
whereL is given by equation (3.175).
Eliminating v111 between (3.231a) and (3.231b) by differentiating the streamwise-momentum
equation, (3.231b), with respect to Y , yields
∂3u111
∂ξ3
− ξ ∂u111
∂ξ
= (iα0)
−1w111 , (3.234a)
after the change of variables, given by (3.232). Substitution of (3.233) into (3.234a) implies
that we can employ a similar method to that which we used to solve for w111 , hence we find
the solution
∂u111
∂Y
= C0L
′(ξ) + C1Ai′(ξ) + C3Ai(ξ), (3.234b)
where
C0 = (iα0)
−4/3P111 , (3.234c)
C1 = −C0L (ξ0)Ai(ξ0) , (3.234d)
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and C3 is unknown. The boundary condition at the surface, applied to (3.231b), with our
solution (3.234b) yields
0 = C0L
′′(ξ0) + C1ξ0Ai(ξ0) + C3Ai′(ξ0), (3.235)
while the boundary condition as ξ →∞ on the integration of (3.234b) implies
− (iα0)1/3A111 = −C0L (ξ0)− C1Ai(ξ0) + C3κ(ξ0). (3.236)
Eliminating C3 between (3.235) and (3.236) we find, after manipulation, a relation between
the pressure and the displacement such that we can use (3.231d) to find the dispersion
relation for our system:
(iα0)
5/3 Ai
′(ξ0)
κ(ξ0)
+ 1 = 0, (3.237)
which we see is in exact agreement with the eigenrelation found in our similarity solution,
given by equation (3.207). This dispersion relation allows us to determine streamwise
wavenumbers for given wave frequencies, over a surface with mean concave curvature.
Specifically we shall use the dispersion relation to find the neutral, equilibrium, states,
where our Go¨rtler vortex-wave interaction is neither growing nor decaying, such that we
may perturb our solutions away from equilibrium by the small order of O(H3/2), with the
introduction of the long-scale streamwise dependence and a variance in the curvature χ1Xˆ .
Figure 3.26 shows the imaginary part of the streamwise wavenumber, determined for real
frequencies; from Figure 3.26 we see that there do exist neutral solutions to the dispersion
relation, (3.237). Hence our assumption that the unsteady flow is near neutral is seen to be
valid.
From the O(H1/4) system of equations we found the dispersion relation, (3.237), and
now we shall use the O
(
H7/4
)
system of equations to find a relation to determine the
pressure (and so the displacement for a given curvature through equation (3.231d)). By
substituting the expansions (3.227a)-(3.230) into (3.168a)-(3.168f) we find at O
(
H7/4
)
the system of equations
iα0u112 +
∂v112
∂Y
− w112 = −
∂u111
∂Xˆ
, (3.238a)
∂2u112
∂Y 2
− i(α0Y − ω)u112 = v112 −
1
2
λ¯1v111 − i
1
2
α0λ¯1Y u111 + Y
∂u111
∂Xˆ
, (3.238b)
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Figure 3.26: Imaginary part of the leading-order streamwise wavenumber α0 against real
frequencies ω, found by solving the dispersion relation (3.237).
∂2w112
∂Y 2
− i(α0Y − ω)w112 = P112 + i
1
2
α0λ¯1Y w111 + Y
∂u111
∂Xˆ
, (3.238c)
P112 = −(χ1Xˆ − λ¯1)A111 − A112 , (3.238d)
which are subject to the boundary conditions
u112 = v112 = w112 = 0 at Y = 0, (3.238e)
u112 →
1
2
λ¯1A111 − A112 , w112 → 0 as Y →∞, (3.238f)
and where we have used the relations
sin(Z) cos(2Z) =
1
2
[sin(3Z)− sin(Z)], cos(Z) sin(2Z) = 1
2
[sin(3Z) + sin(Z)].
By applying the change of variables given in equation (3.232) and by following similar
methods to those which we have used for the leading-order system we are able to deduce
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that the second-order spanwise velocity is given by
w112 = (iα0)
−2/3
[
L1(ξ)− Ai(ξ)L1(ξ0)Ai(ξ0)
]
, (3.239a)
where
L1(ξ) = Ai(ξ)
∫ ξ
0
1
Ai(q)2
∫ q
∞
Ai(q1)
{
P112 +
1
2
i(iα0)
−1/3α0λ¯1(q1 − ξ0)w111
+(iα0)
1/3(q1 − ξ0)∂w111
∂Xˆ
}
dq dq1, (3.239b)
with w111 given by equation (3.233), and
∂u112
∂Y
= C0L
′(ξ) + C1Ai′(ξ) + C2
[
1
4
ξL ′′(ξ)− 1
2
L ′(ξ)
]
+ C3
[
1
4
ξ2Ai(ξ)− 1
2
Ai′(ξ)
]
+
1
2
C4L
′′(ξ) +
1
2
C5ξAi(ξ) + C6Ai(ξ), (3.240a)
where
C0 = (iα0)
−4/3
[
P112 −
1
3
λ¯1P111 −
5
3
(iα0)
−1∂P111
∂Xˆ
]
, (3.240b)
C1 = −C0L (ξ0)Ai(ξ0)
+ (iα0)
−4/3
[
λ¯1ξ0P111 −
2
3
(iα0)
−2/3ω0
α0
∂P111
∂Xˆ
] [
L ′(ξ0)
Ai(ξ0)
− L (ξ0)Ai
′(ξ0)
Ai(ξ0)2
]
,
(3.240c)
C2 =
1
3
(iα0)
−4/3λ¯1P111 , (3.240d)
C3 = −C2L (ξ0)Ai(ξ0) , (3.240e)
C4 = (iα0)
−4/3λ¯1ξ0P111 , (3.240f)
C5 = −C4L (ξ0)Ai(ξ0) , (3.240g)
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with C6 unknown. Substitution of (3.240a) into equation (3.238b) at Y = 0 leads to
0 = C0L
′′(ξ) + C1ξ0Ai(ξ0) +
1
4
C2 [ξ0L
′′′(ξ0)−L ′′(ξ0)] + 1
4
C3ξ
2
0Ai
′(ξ0)
+
1
2
C4L
′′′(ξ0) +
1
2
C5 [Ai(ξ0) + ξ0Ai′(ξ0)] + C6Ai′(ξ0), (3.241)
and considering u112 as Y →∞;
(iα0)
1/3
(
1
2
λ¯1A111 − A112
)
= −C0L (ξ0)− C1Ai(ξ0) + 1
4
C2 [3L (ξ0)− ξ0L ′(ξ0)]
+
1
4
C3 [3Ai(ξ0)− ξ0Ai′(ξ0)]− 1
2
C4L
′(ξ0)− 1
2
C5Ai′(ξ0) + C6κ(ξ0). (3.242)
Eliminating C6 between (3.241) and (3.242) and using (3.240a) we find, after some manip-
ulation, the relation
K1
∂P111
∂Xˆ
+
(
K2λ¯1 − χ1Xˆ
)
P111 = 0, (3.243a)
where
K1 = (iα0)
−1
[
5
3
− 2
3
F (ξ0)
]
and K2 =
[
13
12
− 19
12
F (ξ0)
]
, (3.243b)
with
F (ξ0) = ξ0
Ai′(ξ0)
Ai(ξ0)
[
1− ξ0 κ(ξ0)Ai′(ξ0)
]
, (3.243c)
and ξ0 is given by (3.232). Here we also used the pressure-displacement expression,
(3.238d), and the dispersion relation, (3.237), to cancel the ‘112’ terms. Equations (3.237)
and (3.243a) may also be found by substituting the expansions (3.227a)-(3.230) into the
pressure-vortex shear relation derived in §3.9.1, given by (3.182a). We note that the above
equation, (3.243a), for P111(Xˆ) has complex coefficients and so contains information about
the phase of the wave pressure as well as its amplitude. Therefore we write
P111 = |P111(Xˆ)| exp(iϕ(Xˆ)), (3.244)
such that (3.243a) becomes
K1
∂|P111 |
∂Xˆ
+ iϕ′(Xˆ)K1|P111|+
(
K2λ¯1 − χ1Xˆ
)
|P111| = 0. (3.245)
Chapter 3. Evolution of Go¨rtler vortices: Surfaces with differing curvatures 193
and as Kn, n = 1, 2, are also complex we can split (3.245) into real and imaginary parts,
such that we find two equations:
K1r
∂|P111 |
∂Xˆ
−K1iϕ′(Xˆ)|P111|+
(
K2rλ¯1 − χ1Xˆ
)
|P111| = 0 (3.246a)
K1i
∂|P111 |
∂Xˆ
+K1rϕ
′(Xˆ)|P111|+K2iλ¯1|P111| = 0, (3.246b)
where subscript r denotes the real and subscript i denotes the imaginary parts ofKn. Elim-
inating ϕ′(Xˆ) between (3.246a) and (3.246b) and substituting the solution for the vortex-
induced shear, (3.225), gives an integro-differential equation for the wave pressure ampli-
tude
d
dXˆ
|P111|+
(
4K1
α20Γ(2/3)
Ai′(0)
Ai(0)
∫ Xˆ
Xˆ0
|P111|2(q)(Xˆ − q)−1/3 dq −K2χ1Xˆ
)
|P111| = 0,
(3.247a)
where
K1 =
K1rK2r +K1iK2i
K 21r +K
2
1i
, and K2 =
K1r
K 21r +K
2
1i
. (3.247b)
Hence, we shall find solutions to (3.247a) numerically; the methods used to solve
(3.247a) are described in §3.12. This equation must be solved subject to a relatively ar-
bitrary wave input at X¯ = Xˆ0 and should match with the similarity solution as Xˆ → ∞.
In Figure 3.27 we considered the effect of that different starting conditions has on the am-
plitude of the pressure wave, it is seen that in all cases the initial input creates a spike in
pressure, which then settles down to a linear growth downstream. This downstream be-
haviour is invariant to the initial wave input and for a surface evolution of χ1Xˆ = Xˆ the
pressures wave amplitude grows algebraically with |P111 | ∼ Xˆ1/6Q, this shall be shown in
§3.11.3 and may also be seen numerically.
We are able to use solution from the pressure amplitude to find solutions for the vortex-
induced shear, see equation (3.225). Figure 3.28 shows the correction to the vortex-induced
shear for different starting wave conditions, as with the pressure amplitude we see that the
downstream behaviour of the vortex shear is unaffected by the initial wave input. For a
surface evolving with χ1Xˆ = Xˆ it is seen that the vortex shear grows like Xˆ and it is
shown in §3.11.3 that this solution matches with the similarity solution upstream.
The observed algebraic growth of the pressure and vortex-induced shear is determined
by the signs of Kn, n = 1, 2. If, for example K1 > 0 then the ultimate behaviour of this
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Figure 3.27: The pressure |P111|(Xˆ), with differing initial conditions, showing the initial
condition doesn’t affect downstream behaviour, with χ1Xˆ = Xˆ .
system would not be that the pressure and shear would be algebraically growing but instead
finite distance blow-up of these variables is observed, this was shown by Hall & Smith
(1989), Smith & Walton (1989), Smith & Blennerhassett (1992) and Blackaby (1993).
This behaviour is shown in Figure 3.29 to demonstrate other possible solutions.
3.11.3 Matching to similarity solution
The solutions about the initiation location should match with those further downstream in
the similarity solution as Xˆ → ∞, via the scalings chosen in §3.12. From (3.198) we see
that we may assume the behaviour of the pressure to be
|P111|(Xˆ) ∼ Xˆ1/6P0 as Xˆ →∞, (3.248)
where P0 is a constant to be determined through matching with the similarity solution.
Substituting this behaviour for the wave pressure amplitude (3.248) into the vortex-induced
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Figure 3.28: The vortex-inducted shear λ¯1(Xˆ), with differing initial conditions on the pres-
sure, showing the initial condition doesn’t affect downstream behaviour, with χ1Xˆ = Xˆ .
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Figure 3.29: The pressure |P111|(Xˆ) and the vortex-induced shear λ¯1(Xˆ), with initial con-
ditions |P111|(Xˆ0) = 10−6 with Xˆ0 = −1, where K1 > 0.
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shear (3.225) yields
λ¯1(Xˆ) ∼ 4
α20Γ(2/3)
Ai′(0)
Ai(0)
∫ Xˆ
Xˆ0
q1/3P20 (Xˆ − q)−1/3dq as Xˆ →∞, (3.249)
where we have replaced α with α0 by the expansion in (3.229). It is possible to find an
asymptotic approximation to the integral in equation (3.249) by substitution. Allowing
M = q(Xˆ − q)−1 we find that (3.249) becomes
λ¯1(Xˆ) ∼ 4
α20Γ(2/3)
Ai′(0)
Ai(0)
P20 Xˆ
∫ ∞
Xˆ0
Xˆ−Xˆ0
M1/3(M+ 1)−2dM as Xˆ →∞, (3.250)
where if we consider the limits of integration as Xˆ →∞ then
λ¯1(Xˆ) ∼ 8pi
33/2α20Γ(2/3)
Ai′(0)
Ai(0)
P20 Xˆ as Xˆ →∞, (3.251)
which should match with the vortex-induced shear in the similarity solution.
There exists another approximation of the vortex-induced shear as Xˆ → ∞; from
equation (3.247a) we see that as Xˆ → ∞ then d/dXˆ → 0, such that considering equation
(3.246b) we find
ϕ′(Xˆ) ∼ −K2i
K1r
λ¯1(Xˆ) as Xˆ →∞, (3.252)
withKn, n = 1, 2, given by (3.243b). Substitution of (3.252) into (3.246a) gives us that
λ¯1(Xˆ) ∼ K1rχ1Xˆ
K1rK2r +K1iK2i
as Xˆ →∞. (3.253)
If we now consider the similarity solution and particularly the solution for |Q|2, given by
(3.209), we see that it is possible rewrite the Kn coefficients in terms of Hn, n = 1, 2, by
observation, such that
K1r = H1i, K1i = −H1r,
K2r = − α
2
0
2Uˆ ′1(0)
H2r, K2i = − α
2
0
2Uˆ ′1(0)
H2i, (3.254)
where Uˆ ′1(0) is given by (3.196). Therefore, substituting (3.254) into (3.253), and using the
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definition of |Q|2, (3.209), yields
λ¯1 ∼ − 2
α20
Uˆ ′1(0)|Q|2Xˆ as Xˆ →∞. (3.255)
Equating our two approximations for the vortex-induced shear as Xˆ →∞ gives
8pi
33/2α20Γ(2/3)
Ai′(0)
Ai(0)
P20 Xˆ = −
2
α20
Uˆ ′1(0)|Q|2Xˆ. (3.256)
The Airy functions at zero are given by,
Ai(0) =
1
32/3Γ(2/3)
, Ai′(0) = − 1
31/3Γ(1/3)
, such that
Ai′(0)
Ai(0)
= −3
5/6Γ(2/3)2
2pi
,
hence we find (3.256) holds if and only if
P0 = |Q|. (3.257)
Therefore, from equation (3.198) we have provided and exact match for the wave pressure
amplitude, and also the vortex-induced shear through equation (3.204), between the solu-
tion close to the wave initiation location and the similarity solution as Xˆ →∞, see Figures
3.30 and 3.31.
3.12 Results and discussion
In order to investigate how the interaction evolves downstream of the initiation location it
was necessary to solve the integro-differential equation (3.247a), such that we could use
this solution to allow us to solve the system of equations (3.231a)-(3.231f) numerically and
also to find a solution to the vortex-induced shear, λ¯. Initially we were required to find the
neutral streamwise wavenumber and corresponding neutral frequency, α0 and ω, since we
wished to perturb our neutral solution through evolutions in the curvature. These values
are found from the neutral solution to the dispersion relation, (3.237), by using iterative
methods, such that both the frequency and streetwise wavenumber are purely real.
To see how the pressure , P111 , evolves downstream along the short-streamwise length
scale, Xˆ , we wished to solve (3.247a); this is done by utilising numerical schemes such
as a fourth-order Runge-Kutta method or finite differencing. Assuming a given pressure
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Figure 3.30: The pressure |P111|(Xˆ), with the matching similarity solution.
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Figure 3.31: The correction to the vortex-induced shear λ¯1(Xˆ), with the matching similar-
ity solution.
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at the starting point Xˆ = Xˆ0, we iterate over the vortex shear correction, λ¯1, which de-
pends on P111 , until the solution converges. We can then use these solutions as starting
points as we march downstream. It was found that for a concave surface, where the evo-
lution of the surface is given by χ1Xˆ = Xˆ , the wave pressure |P111| grows algebraically
with |P111| ∼ Xˆ1/6Q as Xˆ → ∞, where Q is found in the similarity solution upstream,
(3.209). This solution for Xˆ  1 downstream of the initiation location is shown to be
independent of the initial condition, as is shown in Figure 3.27. It appears that a weak non-
linear interaction occurs close to the neutral point caused by the evolving changes to the
curvature. This nonlinear interaction would imply that the amplitude of the waves would
increase downstream. However, we also considered the behaviour of the wave pressure if
we allowed the surface to evolve such that the curvature became less concave; for all in-
vestigated initial wave inputs we saw that this perturbation to the neutral interaction caused
the pressure to decay rapidly. Therefore, we see that flattening a concave surface, with a
neutral interaction, will cause the instabilities to decay.
We use the solution to the pressure to allow us to find solutions to the vortex-induced
shear λ¯. Figure 3.28 shows how the solution to the vortex shear correction behaves if the
surface evolution is given by χ1Xˆ = Xˆ , we see that as with the pressure the downstream
behaviour of the vortex shear is unaffected by the initial conditions. The solutions for the
second-order term grow steadily, with λ¯1 ∼ Xˆ as Xˆ → ∞, agreeing with the solutions
found by Smith & Blennerhassett (1992) and Blackaby (1993). This growing behaviour
of the pressure and vortex-induced shear observed as the surface becomes more concave
downstream will drive nonlinear disturbances in the lower deck and will lead to mutual
growth of our wave and vortex instabilities. It is interesting to note that, as the instabilities
propagate in the streamwise direction we see the solution to λ¯1 is becoming increasingly
negative, this will promote a faster flow in the lower deck driving the waves, see Figure
3.32. By forcing a faster flow in the lower deck we are able to delay flow separation; flow
separation causes large amounts of viscous drag, therefore we may find that although the
instabilities are seen to be growing the resultant effect may be a reduction in viscous drag
since we have delayed separation.
We also briefly considered other downstream solutions to the wave pressure and vortex-
induced shear, as shown by, Hall & Smith (1989), Smith & Walton (1989), Smith &
Blennerhassett (1992) and Blackaby (1993). It is possible that the ultimate behaviour of the
nonlinear interactive flow is a finite-distance break up caused by an algebraic singularity,
this is shown in Figure 3.29. For this finite-difference blow up to occur we would require
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K1 > 0, where K1 is given by equation (3.247b). However in the case considered here we
find that K1 < 0 leading to an algebraic response downstream.
The solutions to the wave pressure and the vortex-induced shear may be put back into
the system of equations (3.231a)-(3.231f) such that we are able to use spectral methods to
solve our leading-order system of equations for the wave. To solve the system of equations
(3.231a)-(3.231f) we have chosen to adopt a Chebyshev collocation (i.e. interpolation)
method. The leading-order wave system involves differential equations with respect to Y ,
with Y ∈ [0,∞), such that we are able to use our preferred method it is necessary to map
the semi-infinite region 0 ≤ Y < ∞ onto the finite region −1 ≤ η¯ < 1 by the algebraic
mapping
Y = −L(η¯ + 1)
(η¯ − 1) , (3.258)
where L is a constant which determines the distribution of points. Hence, we find solu-
tions to the leading-order nonlinear system for the wave in the lower deck over the long-
streamwise length scale, these solutions are given in Figures 3.32, 3.33 and 3.34, where we
have chosen the surface evolution to be χ1Xˆ = Xˆ . The linear growth of the pressure and
the vortex-induced shear drives growing wave motion within the lower deck.
It is seen from Figure 3.32 that the flow in the lower deck is increasing in streamwise
velocity as Xˆ increases, especially in a region close to the surface. This increase in stream-
wise velocity is caused by the vortex-induced wall shear becoming increasingly negative
as Xˆ increases. The vortex shear is driving a faster flow within the lower deck; this effect,
though it is seen to destabilise the neutral T-S wave, will help to delay flow separation.
Hence, as flow separation has a larger effect on the overall drag than these viscous insta-
bilities, we again see that this vortex-wave interaction may help to reduce the drag force
experienced by this surface.
We have seen that over a concave surface, with an evolution of curvature in the stream-
wise direction, T-S waves and long-wavelength (viscous-inviscid interactive) Go¨rtler vor-
tices can interact, leading to mutual growth downstream. The nonlinear flow causes the
solutions to grow slowly downstream as Xˆ → ∞. The interaction of the growing waves
drives vortex motion in the buffer layer, which in turn drives the waves through the vortex-
induced shear. It has been shown that the curvature evolution may not lead to a change
in the streamwise wavenumber or frequency which remain in neutral, instead the change
promotes the nonlinear effects seen and leads to mutual growth of our instabilities over a
long-streamwise length scale.
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Figure 3.32: The real and imaginary parts of the streamwise and normal velocity, U111 ,
with χ1Xˆ = Xˆ .
Figure 3.33: The real and imaginary parts of the streamwise and normal velocity, V111 , with
χ1Xˆ = Xˆ .
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Figure 3.34: The real and imaginary parts of the spanwise velocity W111 , with χ1Xˆ = Xˆ .
Allowing the curvature to evolve such that the surface becomes more concave generates
growth of T-S waves in the lower deck through the vortices above. The evolving surface
perturbs the vortices in the buffer layer and results in growth of these vortices. This effect
then leads to a growing vortex-induced wall shear within the lower deck leading to nonlin-
ear growth of the T-S waves, such the the wave pressure increases and further drives the
vortex motion in the buffer layer. Hence, we see that this system is a closed fully interactive
highly nonlinear interaction. It is, however, also possible to see that if the curvature evolves
such that the surface becomes less concave then for an arbitrary initial wave amplitude the
pressure solution will decay leading to zero displacement in the lower deck and a stable
solution.
In this study we have concentrated on the magnitude of the T-S pressure and not looked
at the downstream behaviour of its phase. The relation in equations (3.243a) contains
information about the phase and it would be of interest to consider how this evolves, it is
possible that this phase may oscillate through the interaction and lead to a much stronger
nonlinear interaction, as was also proposed by Blackaby (1993).
Hall (2013) considered the effect that small modulations in curvature over a mean con-
cave surface has on inviscid O(1) Go¨rtler vortices. It was shown by Hall that modulations
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in curvature over a concave surface can lead to a stabilisation of small bands of unstable
disturbances, nevertheless it was observed that the overall stability properties of the flow
are not significantly altered. It may be of interest to determine if similar results are obtained
for long-wavelength Go¨rtler vortices.
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Chapter 4
Conclusions
In this thesis we have investigated the stability of a boundary layer over a surface with
abrupt changes, culminating in a consideration into the effectiveness of adding porous strips
to a surface, and we have examined the effect of varying curvature. We looked at both these
problems from the viewpoint of understanding whether or not these changes to the structure
of a surface may aid in delaying the transition to turbulence.
Firstly, we focused on the stability of T-S waves within the boundary layer in Chap-
ter 2. We wished to look at the scattering effect that an abrupt change between rigid and
porous surfaces would have on a T-S wave and the effect on the T-S wave from travel-
ling over a porous region, such that we may look at the stabilising capability of porous
strips. By assuming a large Reynolds number we studied the flow over a porous surface,
using asymptotic analysis of the Navier-Stokes equations. We assumed that the effect of
the porous wall on the viscous flow was no more than O(Re−3/8), such that we could use a
triple-deck framework to describe such a flow. As this was not a receptivity analysis we as-
sumed that there existed a T-S wave propagating downstream over our surface; we describe
this wave using a normal mode decomposition and used linear stability analysis to find a
dispersion relation describing the growth of such a T-S wave for a given frequency over
a porous surface. This passive porous surface was described using two different models:
firstly we considered an unsteady Darcy’s Law to create a simple model and secondly we
used a more realistic model based on work done by Carpenter (1996). The Darcy’s model
includes an inertial term and allows us to use permeability to describe the surface, while
not considering the porous structure. However, the model proposed by Carpenter (1996)
examines a porous surface consisting of cylindrical pores leading to a cavity below, such
that we used unsteady pipe theory to model the flow through the pores and assumed Stokes
Chapter 4. Conclusions 205
flow within the cavity to allow us to find an admittance with which we could describe the
effect of this porous model. We found that a T-S wave propagating over a Darcy’s porous
surface has a larger positive growth rate than that observed for a rigid surface. While for the
more realistic model we found that varying the proportions of the pores resulted in growth
rates greater than that for a rigid surface, however we saw that having a large cavity led to
negative growth rates at larger frequencies.
We assumed that to include strips of porosity on a wall then there would exist junctions
between the two different surfaces. These junctions are taken to be abrupt and as a result
will cause a T-S wave to scatter. Therefore, we formulated a local scattering problem
within our triple-deck framework to examine the effect of these junctions. It was assumed
that the incident T-S wave approaching the junction and the transmitted wave leaving the
junction would have wavelengths described by the linear stability analysis for either a rigid
or a porous surface, for a given frequency. The boundary conditions at the surface were
modified to account for a junction, such that we would have a rigid surface on one side and
a porous surface on the other. Here we saw that we had mixed boundary conditions on the
same boundary, hence a Wiener-Hopf technique was used to allow us to solve across the
junction, while to allow us to employ Fourier transforms we assumed that the T-S wave
would be growing; this is the most general and interesting behaviour of the T-S wave for
our study. We saw from solving this local scattering problem that we could quantify the
effect that the abrupt junction will have through a transmission coefficient, defined as the
ratio of the amplitudes of the transmitted and incident T-S waves. It was found that for
a Darcy’s porous surface, apart from in a small region about a frequency of Ω = 2.7,
the rigid-porous junction had a ‘destabilising’ effect and the porous-rigid junction played
a ‘stabilising’ effect. However, the opposite was found to be true for the more realistic
model, with the general behaviour of a rigid-porous junction found to be ‘stabilising’ while
the general behaviour of the porous-rigid junction was found to be ‘destabilising’. This
differing behaviour could be a result of the addition of a cavity, as we found that in allowing
the cavity depth to reduce to zero that we recovered the same behaviour as we saw for the
Darcy’s porous model. These transmission coefficient results were supported by a high
frequency approximation.
To model a strip of porosity we considered the scattering effect of the strip to be de-
scribed by the junctions at the start and end of the strip and considered the growth rate over
the porous region. We assumed that the porous strips were much longer than the wave-
length of the T-S wave, such that we we could describe the growth rate over a section of
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the wall with wavelength given by linear stability theory. The growth rate over a surface
with porous strips took into account the proportion of the wall covered by a porous surface
and how many strips were included in the region. To be able to compare the inclusion of
porous strips on a rigid surface to without strips we defined a relative growth rate, as the
ratio of the growth rate over a surface with strips to the growth over a purely rigid surface.
The inclusion of porous strips was found to be more ‘destabilising’ to the flow than a rigid
surface, apart from when we had a sufficiently large cavity. The scattering effect from the
junctions varied in its ‘stabilising’ or ‘destabilising’ effective role dependent on the fre-
quency of the T-S wave, however this effect was relatively small and since we saw that the
growth rate over the porous strip was, apart from with large cavities, greater than that for
a rigid surface we found porous strips not to be beneficial. The previous statement is true
everywhere except when we have large cavities, the resultant effect to the scattering over a
strip for a porous surface with a large cavity was found to play a ‘stabilising’ role, or played
a very little role, everywhere apart from in a small region about Ω = 1.4. Therefore, it was
found that, with the inclusion of two or more strips, there existed a region where adding
porous strips would be beneficial for smaller frequencies. Also, from our linear stability
analysis we saw that a porous surface with a large cavity results in a T-S wave with a nega-
tive growth rate for large frequencies, hence we see that a porous surface with a sufficiently
large cavity could be beneficial in delaying transition over a surface.
It would be interesting, for future work, to examine if there exists an optimum porous
model for delaying transition, where we could allow the structure of the porous surface to
change in the streamwise direction.
In Chapter 3 we began to investigate at the effect that streamwise curvature has on
unsteady long-wavelength (viscous-inviscid interactive) Go¨rtler vortices. It was shown by
Rozhko & Ruban (1987) that the condition of viscous-inviscid interaction and a balancing
of the centrifugal effect, caused by the surface curvature, with the displacement induced
pressure disturbance generated a three-tiered system, similar to triple-deck, which could be
used to describe these long-wavelength Go¨rtler vortices. The motivation for this investiga-
tion came from the work of Choudhari, Hall and Streett (1994) and their examination of the
effect that constant concave or convex curvature has on long-wavelength Go¨rtler vortices.
It was found that concave curvature lead to a growth of these vortices whereas concave
curvature lead to a negative growth rate. Hence we were interested in the effect of varying
or changing the curvature to examine if it was possible to help delay the growth of these
vortices.
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In Part II of Chapter 3 we considered the effect of slowly varying the curvature from
concave to convex in the streamwise direction. Since our surface was varying in the stream-
wise direction we used a WKB expansion describe the flow. This allowed us to take advan-
tage of the slowly varying nature to find a dispersion relation at leading order, providing the
growth rate of our instability as it propagates downstream. At the next order we applied a
solvability condition to derive an analytic expression for the displacement equation. From
this solution to the displacement we were able to find analytic solutions to the leading order
flow quantities.
It was found that our system of equations broke down around the point of zero curva-
ture, i.e. when the surface is at the point of varying from concave to convex. In the steady
case there existed a singularity at the point of zero curvature and therefore to find solutions
about this point it was necessary to introduce a new slower streamwise length scale about
this point and rescale, using our analytical solutions away from the singularity to motivate
the chosen scales. Applying simplifications to the curvature across the point of zero cur-
vature and using a Fourier analysis it was possible to solve in this region and match the
solutions in this region with those away from the singularity. In the unsteady case it was
observed that no singularity existed, however it was observed that the lower deck split into
viscous and inviscid subregions and so a different approach was required to solve about
this position. We noticed that as the curvature tends to zero then so does the growth rate,
γ. Therefore, we expand our variables in this small growth rate, using the solution away
from zero curvature, and generate a new leading order system in γ. Solving this system
of equations we find that the upper boundary conditions are not satisfied and as a result a
new inviscid upper layer is required within the lower deck to allow matching with the main
deck. Hence, solving in this inviscid upper layer and matching with the viscous layer below
we are able to find solutions across the point of zero curvature and complete our solution
across a surface with varying curvature.
From this part of our study we saw that varying the curvature from concave to convex
did indeed help to stabilise the long-wavelength Go¨rtler vortices and that we observed a
reduction in the displacement effect produced by the vortices after the change in curvature.
We also found that unsteadiness plays an interesting role in the behaviour of these vor-
tices; steady vortices were seen to be more volatile, with higher growth rates over concave
surfaces and smaller decay rates over the convex regions.
We focused on the nonlinear effects of vortex-wave interaction over a concave surface
in Part III of Chapter 3. From the investigations originally by Hall & Smith (1989), we con-
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sidered the interaction of a T-S wave and long-wavelength Go¨rtler vortices over a concave
surface. Using vortex-wave interaction theory we saw that a buffer layer was required at the
top of the lower deck, since self interaction of the T-S waves was seen to cause logarithmic
growth away from the surface.
At leading order we assumed that this nonlinear interactive system was in equilibrium,
however it was assumed that our concave surface was changing at second order. This evo-
lution of the curvature perturbed the neutral solution such that we initiated a new solution.
Owing to the difficulty of this analysis, we considered a similarity solution upstream of the
initiation location. By assuming an initial arbitrary wave amplitude, we solved the similar-
ity solution within the buffer layer, such that we could determine the scales of our variables
and find an expression for the wave amplitude upstream of the wave initiation location.
From the scales determined in the similarity solution we found a distinct set of scalings
valid closer to the initiation location. Using Fourier transforms we were able to determine
an expression for the vortex-induced shear in terms of the lower-deck pressure. While
in the lower deck we determined the dispersion relation at leading order, which agreed
with those found previously for constant and variable curvatures, while at second order we
found a nonlinear integro-differential equation for the wave pressure amplitude. This was
solved numerically, and the resulting solution was used to determine solutions to the vortex-
induced shear. These solutions were verified by considering the asymptotic matching with
the similarity solutions downstream. We found that the wave pressure in the lower deck
drives nonlinear vortex behaviour in the buffer-layer, which in turn promotes nonlinear
wave effects in the viscous sublayer.
We were able to solve for the wave in the lower deck numerically using a Chebyshev
collocation method and the solutions for the pressure and vortex-induced shear found pre-
viously, since we found that the vortex shear drove nonlinear effects in the wave solutions.
These solutions show that by perturbing the neutral solution by evolving curvature such
that we allow the surface to become more concave on a long-streamwise length scale pro-
motes mutual growth of our wave and vortex instabilities, while if we allow the surface
to become less concave the solutions decay. The work done in Chapter 3 concentrated
on long-wavelength (viscous-inviscid interactive) Go¨rtler vortices; Hall (2013) studied the
effect of modulating curvature over a mean concave surface, as opposed to our evolution
of curvature, for inviscid O(1) Go¨rtler vortices. In future work it may be interesting to
consider this modulation of curvature for the range of Go¨rtler vortices considered here.
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Appendix A
Navier-Stokes in curvilinear coordinates
If we are considering a curved surface then we should use body fitted coordinates. Firstly,
introduce an orthogonal system of coordinates (s∗, n∗, z∗), we can non-dimensionalise
these coordinates by setting
(s, n, zˆ, tˆ) = (s∗, n∗, z∗, U∗∞t
∗)/L∗, (A.1)
where s is the coordinate in the streamwise direction, n is the coordinate in the direction
normal to the surface, zˆ is the spanwise coordinate and tˆ is the time. The free-stream
velocity is denoted by U∞ and L is a characteristic length scale. The velocity and pressure
may be non-dimensionalised by
(uˆ, vˆ, wˆ, pˆ) =
(
u∗
U∗∞
,
v∗
U∗∞
,
w∗
U∗∞
,
p∗ − p∗∞
ρ∗U∗∞
2
)
, (A.2)
where ρ∗ is the dimensional density and p∞ is the free-stream pressure.
Let
H = 1 + δ(Re)κ(s)n, (A.3)
where κ(s) is the local surface curvature and δ(Re) is to be determined. Hence, substitution
into the Navier-Stokes equations yields
1
H
∂uˆ
∂s
+
1
H
∂(Hvˆ)
∂n
+
∂wˆ
∂zˆ
= 0, (A.4)
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∂uˆ
∂tˆ
+
uˆ
H
∂uˆ
∂s
+ vˆ
∂uˆ
∂n
+ wˆ
∂uˆ
∂zˆ
+
δ(Re)κ(s)uv
H
= − 1
H
∂pˆ
∂s
+
1
Re
(
1
H
∂
∂s
[
1
H
∂uˆ
∂s
]
+
1
H
∂
∂s
[
vˆ
∂H
∂n
]
+
1
H2
∂H
∂n
∂vˆ
∂s
+
∂2uˆ
∂n2
+
∂H
∂n
∂
∂n
[
1
H
∂uˆ
∂s
]
+
∂2uˆ
∂zˆ2
)
, (A.5)
∂vˆ
∂tˆ
+
uˆ
H
∂vˆ
∂s
+ vˆ
∂vˆ
∂n
+ wˆ
∂vˆ
∂zˆ
− δ(Re)κ(s)uˆ
2
H
= −∂pˆ
∂n
+
1
Re
(
1
H
∂
∂s
[
1
H
∂vˆ
∂s
]
+
1
H
∂
∂s
[
uˆ
∂H
∂n
]
+
1
H2
∂H
∂n
∂uˆ
∂s
+
∂2vˆ
∂n2
+
∂H
∂n
∂
∂n
[
1
H
∂vˆ
∂s
]
+
∂2vˆ
∂zˆ2
)
, (A.6)
∂wˆ
∂tˆ
+
uˆ
H
∂wˆ
∂s
+ vˆ
∂wˆ
∂n
+ wˆ
∂wˆ
∂zˆ
= −∂pˆ
∂zˆ
+
1
Re
(
1
H
∂
∂s
[
1
H
∂wˆ
∂s
]
+
∂2wˆ
∂n2
+
∂H
∂n
∂
∂n
[
wˆ
H
]
+
∂2wˆ
∂zˆ2
)
, (A.7)
see Laminar Boundary Layers by Rosenhead (1963). The above system of equations (A.4)-
(A.7) are the Navier-Stokes equations written in curvilinear coordinates.
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Appendix B
Sokhotski–Plemelj theorem
The Sokhotski–Plemelj theorem is a complex analysis theorem, which aids in the solving
of certain integrals. This theorem was derived by Sokhotski (1873) in his doctoral thesis
and was rigorously proved by Plemelj (1908). It does not require any extra physics and is
well used in physics and applied maths.
Statement of the theorem
Let C be a smooth closed simple curve and φ be an analytic function on C. They the
Cauchy-type integral
1
2pii
∫
C
φ(ζ)
ζ − ξ dζ,
defines two analytic functions, φ+ inside C and φ− outside C. Sokhotski–Plemelj formulas
relate the boundary values of these two analytic functions at a point ξ on C and the Cauchy
principal value P of the integral:
φ±(ξ) =
1
2pii
P
∫
C
φ(ζ)
ζ − ξ dζ ±
1
2
φ(ξ). (B.1)
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Appendix C
Limit of the slowly-varying displacement
function as the curvature tends to zero
for a long-wavelength Go¨rtler vortex
From §3.4.2 we have that
A0(σ) = C1 exp
(
−
∫ σ
0
F1(t)
F2(t) dt
)
, (C.1)
where
F1(σ) =γ ′(σ)
([
4− 2ζ0Ai(ζ0)∫∞
ζ0
Ai(t) dt
]∫ ∞
ζ0
R(ζ) [ζ − ζ0] Ai(ζ) dζ
+
∫ ∞
ζ0
R(ζ) [ζ − ζ0] [ζ − 3ζ0] Ai′(ζ) dζ + 3|k|γ(σ)1/3Ai(ζ0)
∫ ∞
ζ0
Ai(t) dt
)
F2(σ) =3γ(σ)
(∫ ∞
ζ0
R(ζ) [ζ − ζ0] Ai(ζ) dζ − Ai(ζ0)Ai′(ζ0) + 2|k|γ(σ)1/3Ai(ζ0)
∫ ∞
ζ0
Ai(t) dt
)
,
and where R(ζ) is defined by (3.90). To find the limit as the curvature tends to zero of A0
we should first consider the ζ0 → ∞ (since ζ0 = Υ/γ2/3) limit of the Airy’s functions in
A0.
Define
I1 =
∫ ∞
ζ0
R(ζ) [ζ − ζ0] Ai(ζ) dζ, (C.2)
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and
I2 =
∫ ∞
ζ0
R(ζ) [ζ − ζ0] [ζ − 3ζ0] Ai′(ζ) dζ. (C.3)
We can expand these integrals by using integration by parts, such that we find
I1 =− 1
3
fΦ(ζ0)Ai′(ζ0)Ai(ζ0)∫∞
ζ0
Ai(t) dt
[
Ai′(ζ0)Ai(ζ0)− ζ0Ai′(ζ0)2 + ζ20 Ai(ζ0)2
]
+
pi
18
Ai′(ζ0)Ai(ζ0)∫∞
ζ0
Ai(t) dt
[Ai′(ζ0)Bi(ζ0) + Ai(ζ0)Bi′(ζ0)− 2ζ0Ai′(ζ0)Bi′(ζ0)
+2ζ20 Ai(ζ0)Bi(ζ0)
]
− piAi
′(ζ0)Ai(ζ0)∫∞
ζ0
Ai(t) dt
[
1
3pi
ζ0Ai(ζ0) +
1
2pi
∫ ∞
ζ0
Ai(t) dt
−1
3
[
Ai′(ζ0)Ai(ζ0)− ζ0Ai′(ζ0)2 + ζ20 Ai(ζ0)2
] ∫ ζ0
0
Bi(t) dt
−1
6
[Ai′(ζ0)Bi(ζ0) + Ai(ζ0)Bi′(ζ0)− 2ζ0Ai′(ζ0)Bi′(ζ0)
+2ζ20 Ai(ζ0)Bi(ζ0)
] ∫ ζ0
0
Ai(t) dt
]
− 1
3
[
Ai′(ζ0)Ai(ζ0)− ζ0Ai′(ζ0)2 + ζ20 Ai(ζ0)2
]
+
fΦ(ζ0)Ai′(ζ0)Ai(ζ0)∫∞
ζ0
Ai(t) dt
ζ0
[
ζ0Ai(ζ0)2 − Ai′(ζ0)2
]
− pi
3
Ai′(ζ0)Ai(ζ0)∫∞
ζ0
Ai(t) dt
ζ0 [ζ0Ai(ζ0)Bi(ζ0)− Ai′(ζ0)Bi′(ζ0)]
+ pi
Ai′(ζ0)Ai(ζ0)∫∞
ζ0
Ai(t) dt
ζ0
[
1
pi
Ai(ζ0)−
[
ζ0Ai(ζ0)2 − Ai′(ζ0)2
] ∫ ζ0
0
Bi(t) dt
+ [ζ0Ai(ζ0)Bi(ζ0)− Ai′(ζ0)Bi′(ζ0)]
∫ ζ0
0
Ai(t) dt
]
+ ζ0
[
ζ0Ai(ζ0)2 − Ai′(ζ0)2
]
, (C.4)
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and
I2 =− 1
6
fΦ(ζ0)Ai′(ζ0)Ai(ζ0)∫∞
ζ0
Ai(t) dt
[
ζ20 Ai(ζ0)
2 − 2Ai′(ζ0)Ai(ζ0) + 2ζ0Ai′(ζ0)2
]
+
pi
18
Ai′(ζ0)Ai(ζ0)∫∞
ζ0
Ai(t) dt
[
ζ20 Ai(ζ0)Bi(ζ0)− Ai′(ζ0)Bi(ζ0)− Ai(ζ0)Bi′(ζ0)
+2ζ0Ai′(ζ0)Bi′(ζ0)− ζ
3
0
pi
]
− piAi
′(ζ0)Ai(ζ0)∫∞
ζ0
Ai(t) dt
[
1
6pi
[
ζ20 Ai
′(ζ0)− 4ζ0Ai(ζ0)− 5
∫ ∞
ζ0
Ai(t) dt
]
−1
6
[
ζ20 Ai(ζ0)
2 − 2Ai′(ζ0)Ai(ζ0) + 2ζ0Ai′(ζ0)2
] ∫ ζ0
0
Bi(t) dt
+
1
6
[
ζ20 Ai(ζ0)Bi(ζ0)− Ai′(ζ0)Bi(ζ0)− Ai(ζ0)Bi′(ζ0) + 2ζ0Ai′(ζ0)Bi′(ζ0)
−ζ
3
0
pi
] ∫ ζ0
0
Ai(t) dt
]
− 1
6
[
ζ20 Ai(ζ0)
2 − 2Ai′(ζ0)Ai(ζ0) + 2ζ0Ai′(ζ0)2
]
+ 2
fΦ(ζ0)Ai′(ζ0)Ai(ζ0)∫∞
ζ0
Ai(t) dt
ζ0Ai′(ζ0)2
− pi
3
Ai′(ζ0)Ai(ζ0)∫∞
ζ0
Ai(t) dt
ζ0
[
2Ai′(ζ0)Bi′(ζ0)− ζ
2
0
pi
]
+ 4pi
Ai′(ζ0)Ai(ζ0)∫∞
ζ0
Ai(t) dt
ζ0
[
1
4pi
ζ0Ai′(ζ0)− 3
4pi
Ai(ζ0)− 1
2
Ai′(ζ0)2
∫ ζ0
0
Bi(t) dt
+
1
4
[
2Ai′(ζ0)Bi′(ζ0)− ζ
2
0
pi
] ∫ ζ0
0
Ai(t) dt
]
+ 2ζ0Ai′(ζ0)2 − 3
2
fΦ(ζ0)Ai′(ζ0)Ai(ζ0)∫∞
ζ0
Ai(t) dt
ζ20 Ai(ζ0)
2
+
pi
2
Ai′(ζ0)Ai(ζ0)∫∞
ζ0
Ai(t) dt
ζ20
[
Ai(ζ0)Bi(ζ0)− ζ0
pi
]
− 3piAi
′(ζ0)Ai(ζ0)∫∞
ζ0
Ai(t) dt
ζ20
[
1
2pi
Ai′(ζ0)− 1
2
Ai(ζ0)2
∫ ζ0
0
Bi(t) dt
+
1
2
[
Ai(ζ0)Bi(ζ0)− ζ0
pi
] ∫ ζ0
0
Ai(t) dt
]
− 3
2
ζ20 Ai(ζ0)
2, (C.5)
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where
fΦ(ζ0) =
1
Ai(ζ0)
[
pi
3
Bi(ζ0) + piAi(ζ0)
∫ ζ0
0
Bi(t) dt− piBi(ζ0)
∫ ζ0
0
Ai(t) dt
]
.
We can now use the large argument approximations of the Airy functions;
Ai(z) ∼ 1
2
pi−1/2z−1/4e−χ
∞∑
j=0
(−1)jcjχ−j, (C.6)
Bi(z) ∼ pi−1/2z−1/4eχ
∞∑
j=0
cjχ
−j, (C.7)
Ai′(z) ∼ −1
2
pi−1/2z1/4e−χ
∞∑
j=0
(−1)jdjχ−j, (C.8)
Bi′(z) ∼ pi−1/2z1/4eχ
∞∑
j=0
djχ
−j, (C.9)
and ∫ z
0
Ai(t) dt ∼ 1
3
+
Ai′(z)
z
+
Ai(z)
z2
+ 2
Ai′(z)
z4
+ · · · , (C.10)∫ z
0
Bi(t) dt ∼ Bi
′(z)
z
+
Bi(z)
z2
+ 2
Bi′(z)
z4
+ · · · , (C.11)
for z  1, where
c0 = 1, cj =
Γ
(
3j + 1
2
)
54jj!Γ
(
j + 1
2
) ,
d0 = 1, dj = −6j + 1
6j − 1cj
and
χ =
2
3
z3/2,
to find the ζ0 →∞ approximations of I1 and I2. Hence, we find that
I1 ∼ 1
4pi
ζ
−3/2
0 exp
[
−4
3
ζ
3/2
0
]
− 83
96pi
ζ−30 exp
[
−4
3
ζ
3/2
0
]
+O
(
ζ
−9/2
0
)
, (C.12)
I2 ∼ 1
2pi
exp
[
−4
3
ζ
3/2
0
]
− 77
48pi
ζ
−3/2
0 exp
[
−4
3
ζ
3/2
0
]
+O
(
ζ−30
)
, (C.13)
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and we can also approximate the the other Airy functions in F1 and F1;
ζ0Ai(ζ0)∫∞
ζ0
Ai(t) dt
∼ζ3/20 +
3
4
− 41
32
ζ
−3/2
0 +O
(
ζ−30
)
, (C.14)
Ai(ζ0)
∫ ∞
ζ0
Ai(t) dt ∼ 1
4pi
ζ−10 exp
[
−4
3
ζ
3/2
0
]
− 23
96pi
ζ
−5/2
0 exp
[
−4
3
ζ
3/2
0
]
+O
(
ζ−40
)
,
(C.15)
Ai′(ζ0)Ai(ζ0) ∼− 1
4pi
exp
[
−4
3
ζ
3/2
0
]
+
1
96pi
ζ
−3/2
0 exp
[
−4
3
ζ
3/2
0
]
+O
(
ζ−30
)
.
(C.16)
Therefore using these approximations for ζ0  1 we can approximate the expression
F1(σ)A0(σ) + F2(σ)dA0
dσ
= 0, (C.17)
by
3 exp
[
−4
3
ζ
3/2
0
]
4pi
γ ′(σ)
[
γ(σ)
Υ3/2
+
|k|γ(σ)
Υ
+O
(
γ2
)]
A0(σ)
+
3 exp
[
−4
3
ζ
3/2
0
]
4pi
[
γ(σ) +O
(
γ2
)] dA0
dσ
= 0. (C.18)
Hence, to leading order in γ( 1) we find
γ ′(σ)
[
1
Υ3/2
+
|k|
Υ
]
A0(σ) +
dA0
dσ
= 0. (C.19)
About the point of zero curvature we approximate γ(σ) ≈ (σs − σ)γ0, which gives
− γ0
[
|k|+ 1
Υ1/2
]
A0(σ) + Υ
dA0
dσ
= 0, (C.20)
which is the same as we found in equation (3.157). Hence, we once again find the displace-
ment is given by
A0(σ) = C1 exp
( γ0
Υ3/2
(|k|Υ1/2 + 1)σ) , (C.21)
about the point of zero curvature.
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Appendix D
Steady Limit of the slowly-varying
unsteady displacement function for a
long-wavelength Go¨rtler vortex
From §3.4.2 we have that
A0(σ) = C1 exp
(
−
∫ σ
0
F1(t)
F2(t) dt
)
, (D.1)
where
F1(σ) =γ ′(σ)
([
4− 2ζ0Ai(ζ0)∫∞
ζ0
Ai(t) dt
]∫ ∞
ζ0
R(ζ) [ζ − ζ0] Ai(ζ) dζ
+
∫ ∞
ζ0
R(ζ) [ζ − ζ0] [ζ − 3ζ0] Ai′(ζ) dζ + 3|k|γ(σ)1/3Ai(ζ0)
∫ ∞
ζ0
Ai(t) dt
)
F2(σ) =3γ(σ)
(∫ ∞
ζ0
R(ζ) [ζ − ζ0] Ai(ζ) dζ − Ai(ζ0)Ai′(ζ0) + 2|k|γ(σ)1/3Ai(ζ0)
∫ ∞
ζ0
Ai(t) dt
)
,
and where R(ζ) is defined by (3.90). In order to find the steady limit of the unsteady
displacement amplitude function we should consider the equation for A0:
F1(σ)A0 + F2(σ)dA0
dσ
= 0. (D.2)
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by setting the frequency Υ = 0 we can consider the steady limit of (D.2). In the steady
limit ζ0 = Υ/γ(σ) = 0 and hence we are able to expand F1 and F2:
F1(σ) =γ′(σ)
(
4
∫ ∞
0
3[Ai(0)Ai′(0)Φ(ζ) + Ai(ζ)]ζAi(ζ) dζ∫ ∞
0
[3Ai(0)Ai′(0)Φ(ζ) + Ai(ζ)]ζ2Ai′(ζ) dζ + |k|γ(σ)1/3Ai(0)
)
, (D.3)
F2(σ) =3γ(σ)
(∫ ∞
0
3[Ai(0)Ai′(0)Φ(ζ) + Ai(ζ)]ζAi(ζ) dζ
Ai(0)Ai′(0) +
2
3
|k|γ(σ)1/3Ai(0)
)
, (D.4)
where
Φ(ζ) =
pi
3
(
Bi(0)
Ai(0)
Ai(ζ)− Bi(ζ)− 3
[
Ai(ζ)
∫ ζ
0
Bi(t) dt− Bi(ζ)
∫ ζ
0
Ai(t) dt
])
. (D.5)
Using integration by parts and considering the asymptotic behaviour of the Airy func-
tion at infinity we are able to reduce (D.3) and (D.4):
F1(σ) =γ
′(σ)
3
[3|k|γ(σ)1/3Ai(0)− 5Ai(0)Ai′(0)], (D.6)
F2(σ) =γ(σ)[2|k|γ(σ)1/3Ai(0)− 5Ai(0)Ai′(0)]. (D.7)
Hence equation (D.2) becomes
γ′(σ)[3|k|γ(σ)1/3Ai(0)− 5Ai(0)Ai′(0)]A0
+ 3γ(σ)[2|k|γ(σ)1/3Ai(0)− 5Ai(0)Ai′(0)]dA0
dσ
= 0, (D.8)
which may be solved to give us the steady limit of the unsteady displacement amplitude:
A0(σ) = C1γ(σ)
−1/3[2|k|γ(σ)1/3 − 5Ai′(0)]−1/2, (D.9)
where C1 is an arbitrary constant to be determined by an initial starting condition on A0.
Considering the derivative to the dispersion relation, given by equation (3.85), we can
simplify (D.9) to be
A0(σ) =
C1
k
[
γ′(σ)
Q′(σ)
]1/2
. (D.10)
