We discuss phase structure of chiral symmetry breaking of the D-dimensional (2 ≤ D ≤ 3) Gross-Neveu model at finite temperature, density and constant curvature. We evaluate the effective potential in a weak background approximation to thermalize the model as well as in the leading order of the 1/N -expansion. A third order critical line is observed similarly to the D = 2 case.
Finite temperature field theories with a curvature background may be useful for investigation of a simultaneous effect from high temperature and strong background under certain circumstance like an early universe [1] . However, there seems few convenient way to handle both temperature and background simultaneously other than lattice simulations and high/low temperature expansions. In previous paper [3] , we showed a method to introduce temperature under constant curvature background in two dimensions considering large N leading terms of the Gross-Neveu model [4] . Although our thermalization procedure is valid for weak curvature cases, it still works well even in strong curvature regions if temperature is small. The chiral phase transitions of the Gross-Neveu model in terms of temperature [5] and of background curvature [2] , [6] , [7] take place in the regions that temperature is sufficiently larger than the square root of curvature for the former and the reverse is the latter. The advantage of our method is to evaluate the simultaneous effect to some extent in the R-T -µ phase space and thus to interpolate these two regions each other.
In this paper, we apply the method of the previous analysis to the effective potential of the D-dimensional discrete chiral Gross-Neveu model defined in the leading term of large N expansion and show its phase diagrams in D = 2.5 and D = 3. One of our aims is to confirm that our method is valid not only for a weak curvature side R ≪ T but also for a low temperature side T ≪ R in arbitrary dimension 2 ≤ D < 4.
Let us derive the effective potential in a suitable form to apply our method. The Notation of this paper follows [2] and [3] . The effective potential under a constant curvature is obtained in the same way as [2] using the proper time method:
where tr [1] means the dimension of gamma matrices and
is evaluated through the proper time Hamiltonian
Tr(σ 2 ) in the following way. The Schrödinger equation for the quantity x(s) | y(0) is
with
The solution is given by
and
where Γ(ξ) is a product of spin connections and σ µν matrices and .
Here we have used a naive Taylor expansion for the logarithmic function and the following formula
It can be easily checked that the equation (3) is satisfied assuming the relation
Rotating s → is, we obtain
which precisely reproduces the previous D = 2 case. For later convenience, we use a rescaled curvature as R → 2R/D(D − 1) hereafter and define
Using the formula
the bare potential reads
With the replacement which corresponds to a weak field approximation,
and with integration over k i and summation over n, the bare potential with finite R,β,µ parameters of our approach becomes
where Θ 2 is the elliptic theta function. If R is small, the thermal function Θ 2 is dominant.
Conversely for small T , the curvature function F is dominant. Extending R and T to finite regions, we may catch a glimpse of phase structure. Now taking the same renormalization procedure as previous paper, the renormalized coupling constant λ R is thereby
and the renormalized effective potential of our model is therefore
The gap equation for a dynamical mass and the critical surface for second order phase transitions are respectively
where we have adopted the value of the renormalized coupling constant
which means the broken phase with a dynamical mass σ = 1 at T = µ = R = 0.
Let us make some remarks on the equation (19) of the second order critical surface.
First, note that (19) is not always sitting on true second order transitions if first order transitions occur. Similarly to [3] , we need the following equation to determine tri-critical points which divide the critical surface into the first and second order ones;
The intersection between this surface (22) and the second order surface (19) means just a tri-critical line.
Second, we can reproduce several known results in particular limits. Considering the
and integrating, we obtain
where ζ is the generalized zeta function. This is exactly the equation for the second order critical line on the T -µ plane derived in the dimensional reguralization formalism [8] as well as in the proper time formalism for two-dimensional analysis [3] . It is shown in [8] that a variety of critical equations is reproduced [9] , [10] .
where
which is a generalization of the digamma function and ψ D (z) = −γ − ψ(1 + z) in two dimensions. Our formula precisely reproduces Buchbinder-Kirillova's result as was mentioned in [3] . One should note that our renormalization condition is slightly different from that considered in [7] . Now let us discuss phase structure of the effective potential (17). The method to find a critical surface is completely parallel to that of the previous paper [3] . Let us make mention of critical lines on the R-µ and T -µ planes. The surface (22) becomes the following equation of line on the R-µ plane in
however this line never intersect with the second order critical line at least in the region µ ≤ 1 on the R-µ plane. This means no tri-critical point in that region in arbitrary dimension 2 ≤ D < 4. On the contrary, the limit R → 0 of (22)
coincides with the equation
and it is known that this gives a tri-critical point on T -µ plane in 2 ≤ D ≤ 3 [8] . These critical lines on each planes can be interpolated through chase to the effective potential for first order transitions and to the critical surface equation (19) for second order transitions respectively. We show in Fig.1 and Fig.2 In summary, we show critical lines in Fig.3 at various values of µ in D = 3. Differently from the cases 2 ≤ D < 3, there is no tri-critical point on the T axis excepting T = 0 [11] , however first order transitions can be seen in the nonzero R region similarly to 2 ≤ D < 3. We obtain two tri-critical points A and B at (R, T ) = (0, 0) and (1.7, 0.2) for µ = 1, respectively, analyzing critical surface equations (19) and (22). These tri-critical points may be smoothly connected to each other along a first order phase line shown in Fig.3 . We actually find a first order transition at (1.5, 0.1966) as an interpolation point.
Unfortunately, we could not trace this line any more because of a technical reason, i.e., terribly slow convergence of an integral for R < 1.5 when µ = 1. This might be in a range beyond approximation. However, the smooth connection is naturally expected also from the tendency explained at the end of last paragraph.
For three dimensional models, existence of first order transitions by itself is same feature as [13] where the Riemann normal coordinate expansion is employed and only linear curvature terms is evaluated (see also 4-dim. cases [12] and [14] ), while our approach shows no first order transition at some definite values of µ including µ = 0. In particular for µ = 0, second order transition is in common with [7] in arbitrary dimensions
