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Abstract
The author discusses the degenerate and quasilinear parabolic system
ut = uαvβu + aupvq and vt = uθvηv + burvs,
with Dirichlet boundary conditions in a bounded domain Ω and shows that the global existence depends
crucially on the sign of the difference (q − β)(r − θ) − (α + 1 − p)(η + 1 − s) and the domain Ω .
© 2007 Elsevier Inc. All rights reserved.
Keywords: Degenerate parabolic equation; Global existence; Global nonexistence
1. Introduction
We consider positive solutions of the following degenerate and quasilinear parabolic system:
⎧⎪⎪⎨
⎪⎪⎩
ut = uαvβu + aupvq,
vt = uθvηv + burvs, t > 0, x ∈ Ω,
u(x,0) = φ1(x), v(x,0) = φ2(x), x ∈ Ω,
u(x, t) = v(x, t) = 0, t > 0, x ∈ ∂Ω,
(1.1)
where α, β , p, q , θ , η, r , s, a and b are nonnegative and Ω ⊂ Rn is a bounded domain with
smooth boundary ∂Ω . Problem (1.1) describes the processes of heat diffusion and combus-
tion in two-component continua with complicated heat conductance and volume energy release
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solutions for degenerate parabolic systems. Some of those results are stated below.
Wang [14] discussed the system
ut = up(u + av) and vt = vq(v + bu), (1.2)
and proved that all solutions exist globally if and only if ab  λ21, where λ1 is the first eigen-
value of − in Ω with Dirichlet data. Deng, Li and Xie [7] used more general functions f1(u)
and f2(v) to replace up and vq , respectively, and obtained the same results. Li and Xie [11]
investigated a system of n equations
ult = cluαll
(
ul +
n∏
j=1
u
plj
j
)
, l = 1,2, . . . , n,
and obtained very interesting results. Later, Deng [6] dealt with a general system
ut = um + uαvp and vt = vn + uqvβ, (1.3)
and showed that if m > α,n > β and pq < (m−α)(n−β) every nonnegative solution is global,
whereas if m < α or n < β or pq > (m − α)(n − β) both global and blowup solutions exist. In
critical case pq = (m−α)(n−β), there exists λ∗  1 such that all solutions are global if λ1 > λ∗
and all solutions blow up in finite time if λ1 < 1/λ∗. Mu et al. [12] considered the same prob-
lems and obtained similar results. Chen [3] considered the system (1.2) with lower order terms
f (u, v,Du) and g(u, v,Dv) and showed that all solutions are bounded if (1 + c1)
√
ab < λ1 and
blow up in a finite time if (1 + c1)
√
ab > λ1, where c1 > −1 related to f and g. Chen [2] and
Chen and Yu [4] also discussed single equations with lower order terms. Li et al. [9] investigated
the following strong coupled system
ut = vp(u + au) and vt = uq(v + bv), (1.4)
and proved that all solutions are global iff λ1 min{a, b}. Other interesting results can be found
in [5,10] and [13].
In this paper, we use a new method to obtain lower and upper bounds for the solutions of the
regularized equations to (1.1). In this method, we estimate the integral of a ratio of one solution to
the other. This method shows successful in proving existence and blowup problems (see [1–4]).
Then we use the method introduced by Li et al. [9] to obtain a classical solution to (1.1).
This paper is organized as follows: In Section 2, we list some preliminary results and obtain
the global existence for any smooth initial values when (q −β)(r − θ) < (α + 1 −p)(η+ 1 − s)
plus other conditions on the indices. In Section 3, we show that the global solutions do not exist
for some large initial values when (q −β)(r − θ) > (α + 1 −p)(η+ 1 − s) plus other conditions
on the indices. In critical case (q − β)(r − θ) = (α + 1 − p)(η + 1 − s), the size of the domain
determines the existence of global solutions. In particular, if q − β = α + 1 − p and r − θ =
η+1− s, then the solutions are global for all initial values when λ1 > λ∗ and the global solutions
do not exist for some large initial values when λ1 < λ∗, where λ∗ = a(b/a)(q−β)/(η+1−s+q−β).
We also discuss some degenerate cases. The results in this paper generalize those in [6,12,14]
and [9].
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ψ + λ1ψ = 0 with ψ |∂Ω = 0, (1.5)
where ψ is the first normalized eigenfunction, and assume that the initial values φi satisfy
φi(x) ∈ C20(Ω), φi(x) > 0, ∂φi(x)/∂n < 0 in Ω, i = 1,2, (1.6)
where n is the unit outward normal to ∂Ω .
2. Global existence
First let us list some preliminary results. For any ε > 0, define two continuous functions
fε(u, v) =
[
max(u, ε)
]α[
max(v, ε)
]β
,
gε(u, v) =
[
max(u, ε)
]θ [
max(v, ε)
]η
and consider the problem
⎧⎪⎪⎨
⎪⎪⎩
uεt = fε(uε, vε)uε + aupε vqε ,
vεt = gε(uε, vε)vε + burεvsε, t > 0, x ∈ Ω,
uε(x, t) = ε, vε(x, t) = ε, t > 0, x ∈ ∂Ω,
uε(x,0) = φ1(x) + ε, vε(x,0) = φ2(x) + ε, x ∈ Ω,
(2.1)
which is similar to the approach used in [9] and [14]. The standard parabolic theory and the
maximum principle imply that there exists a classical solution (uε, vε) ∈ C1,0(Ω × [0, T ε)) ∩
C2,1(Ω × (0, T ε)) to (2.1) and uε, vε  ε, where T ε ∞ is the maximal existence time. Then
fε(uε, vε) ≡ uαε vβε and gε(uε, vε) ≡ uθεvηε in (2.1).
We separate several cases to obtain an a priori estimate.
Lemma 1. If α > p−1, η > s−1, q > β , r > θ and (q−β)(r−θ) < (α+1−p)(η+1−s), then
the solutions of (2.1) exist for all t > 0 and there exist positive constants c0 and M , independent
of ε, such that
uε + vε  c0eMt . (2.2)
Proof. By the continuity of the eigenvalues with respect to the domain Ω (see [8]), for any
ρ ∈ (0, λ1), we can define a domain D ⊃ Ω such that ∂Ω is located inside of D and there exists
the first normalized eigenfunction of
ψ1 + (λ1 − ρ)ψ1 = 0 (2.3)
in D with ψ1|∂D = 0. Then ψ1 is positive in Ω . For any positive numbers m and n, define
yε,n(t) =
∫
unε (x, t)
ψkn1 (x)
dx and zε,m(t) =
∫
vmε (x, t)
ψlm1 (x)
dx, (2.4)Ω Ω
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first equation of (2.1) into the result integral and integrating by parts, we have
y′ε,n(t) = n
∫
Ω
un−1ε
ψkn1
[
uαε v
β
ε uε + aupε vqε
]
dx
= −n(n − 1 + α)
∫
Ω
un−2+αε v
β
ε
ψkn1
|∇uε|2 dx
+ kn2
∫
Ω
un−1+αε v
β
ε
ψkn+11
∇uε∇ψ1 dx + n
∫
∂Ω
εn−1+α+β
ψkn1
∂uε
∂n
ds
− nβ
∫
Ω
un−1+αε v
β−1
ε
ψkn1
∇vε∇uε dx + an
∫
Ω
u
n−1+p
ε v
q
ε
ψkn1
dx. (2.5)
To estimate (2.5), we use the identity
ψ21 |∇uε|2 = |ψ1∇uε − kuε∇ψ1|2 + 2kuεψ1∇uε∇ψ1 − k2u2ε |∇ψ1|2. (2.6)
Then (2.5) becomes
y′ε,n(t) = −n(n − 1 + α)
∫
Ω
un−2+αε v
β
ε
ψkn+21
|ψ1∇uε − kuε∇ψ1|2 dx
− kn(n − 2 + 2α)
∫
Ω
un−1+αε v
β
ε
ψkn+11
∇uε∇ψ1 dx
+ k2n(n − 1 + α)
∫
Ω
un+αε v
β
ε
ψkn+21
|∇ψ1|2 dx + n
∫
∂Ω
εn−1+α+β
ψkn1
∂uε
∂n
ds
− nβ
∫
Ω
un−1+αε v
β−1
ε
ψkn+11
∇vε(ψ1∇uε − kuε∇ψ1) dx
− nkβ
∫
Ω
un+αε v
β−1
ε
ψkn+11
∇vε∇ψ1 dx + an
∫
Ω
u
n−1+p
ε v
q
ε
ψkn1
dx. (2.7)
Integrating by parts for the second term in (2.7) we obtain
−
∫
Ω
un−1+αε v
β
ε
ψkn+11
∇uε∇ψ1 dx
= − 1
n + α
∫
εn+α+β
ψkn+11
∂ψ1
∂n
ds − kn + 1
n + α
∫
un+αε v
β
ε
ψkn+21
|∇ψ1|2 dx∂Ω Ω
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n + α
∫
Ω
un+αε v
β
ε
ψkn+11
ψ1 dx + β
n + α
∫
Ω
un+αε v
β−1
ε
ψkn+11
∇ψ1∇vε dx, (2.8)
which implies that, by using (2.3),
−kn(n − 2 + 2α)
∫
Ω
un−1+αε v
β
ε
ψkn+11
∇uε∇ψ1 dx + k2n(n − 1 + α)
∫
Ω
un+αε v
β
ε
ψkn+21
|∇ψ1|2 dx
= − kn
n + α
[
(n − 2 + 2α)(kn + 1) − k(n + α)(n − 1 + α)] ∫
Ω
un+αε v
β
ε
ψkn+21
|∇ψ1|2 dx
− kn(n − 2 + α)
n + α
[ ∫
∂Ω
εn+α+β
ψkn+11
∂ψ1
∂n
ds + (λ1 − ρ)
∫
Ω
un+αε v
β
ε
ψkn1
dx
− β
∫
Ω
un+αε v
β−1
ε
ψkn+11
∇ψ1∇vε dx
]
. (2.9)
The fourth term in (2.7) can be estimated by using Cauchy inequality as follows:
nβ
∣∣∣∣
∫
Ω
un−1+αε v
β−1
ε
ψkn+11
∇vε(ψ1∇uε − kuε∇ψ1) dx
∣∣∣∣
 n(n − 1 + α)
∫
Ω
un−2+αε v
β
ε
ψkn+21
|ψ1∇uε − kuε∇ψ1|2 dx
+ β
2n
n − 1 + α
∫
Ω
un+αε v
β−2
ε
ψkn1
|∇vε|2 dx. (2.10)
Substituting (2.9) and (2.10) into (2.7), we find
y′ε,n(t)−
kn
n + α
[
n(1 − k) + (kα − 2)(1 − α)] ∫
Ω
un+αε v
β
ε
ψkn+21
|∇ψ1|2 dx
− kn(n − 2 + α)(λ1 − ρ)
n + α
∫
Ω
un+αε v
β
ε
ψkn1
dx
− 2βkn
n + α
∫
Ω
un+αε v
β−1
ε
ψkn+11
∇ψ1∇vε dx + an
∫
Ω
u
n−1+p
ε v
q
ε
ψkn1
dx
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n + α
∫
∂Ω
εn+α+β
ψkn+11
∂ψ1
∂n
ds + n
∫
∂Ω
εn−1+α+β
ψkn1
∂uε
∂n
ds
+ β
2n
n − 1 + α
∫
Ω
un+αε v
β−2
ε
ψkn1
|∇vε|2 dx. (2.11)
Choose σ > 1 such that
(σq − β)(σ r − θ) < (α + σ − σp)(η + σ − σs),
α > σ(p − 1) and η > σ(s − 1), (2.12)
and choose
0 < k < min
(
1, (η + σ − σs)/(σ r − θ)).
By Young’s inequality,
up−1ε vqε 
k(λ1 − ρ)
2a
u(p−1)σε vqσε +
(
2a
k(λ1 − ρ)
) 1
σ−1
, (2.13)
and
un+(p−1)σε vqσε = un+pσ−σε v
β(n+pσ−σ)
n+α
ε · vqσ−
β(n+pσ−σ)
n+α
ε
 un+αε vβε +
σ − σp + α
n + α v
qσ(n+α)−β(n+pσ−σ)
σ−σp+α
ε
 un+αε vβε +
2 + α
n
v
(qσ−β)n+αqσ−βσ(p−1)
σ−σp+α
ε . (2.14)
Combining (2.13) and (2.14) yields
an
∫
Ω
u
n+p−1
ε v
q
ε
ψkn1
dx  k(λ1 − ρ)n
2
∫
Ω
un+αε v
β
ε
ψkn1
dx + an
(
2a
k(λ1 − ρ)
) 1
σ−1
yε,n(t)
+ k(2 + α)(λ1 − ρ)
2
∫
Ω
1
ψkn1
v
(qσ−β)n+αqσ−βσ(p−1)
σ−σp+α
ε dx. (2.15)
Since, for any 0 < T < T ∗, uε , vε and ∇vε are bounded on [0, T ], we can choose n sufficiently
large such that
n 2βuαε vβ−2ε
[
kψ−11 vε|∇ψ1∇vε| + β|∇vε|2
]
, (2.16)
on [0, T ]. Notice that n depends on ε if β < 2. Substituting (2.15) and (2.16) into (2.11) we
obtain
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[
1 + a
(
2a
k(λ1 − ρ)
) 1
σ−1 ]
yε,n(t) − k(λ1 − ρ)n3
∫
Ω
un+αε v
β
ε
ψkn1
dx
− kn(n − 2 + α)
n + α
∫
∂Ω
εn+α+β
ψkn+11
∂ψ1
∂n
ds + n
∫
∂Ω
εn−1+α+β
ψkn1
∂uε
∂n
ds
+ k(2 + α)(λ1 − ρ)
2
∫
Ω
1
ψkn1
v
(qσ−β)n+αqσ−βσ(p−1)
σ−σp+α
ε dx, (2.17)
for n sufficiently large. Similarly,
z′ε,m(t)m
[
1 + b
(
2b
l(λ1 − ρ)
) 1
σ−1 ]
zε,m(t) − l(λ1 − ρ)m3
∫
Ω
v
m+η
ε u
θ
ε
ψlm1
dx
− lm(m − 2 + η)
m + η
∫
∂Ω
εm+η+θ
ψlm+11
∂ψ1
∂n
ds + m
∫
∂Ω
εm−1+η+θ
ψlm1
∂vε
∂n
ds
+ l(2 + η)(λ1 − ρ)
2
∫
Ω
1
ψlm1
u
(rσ−θ)m+rση−θσ(s−1)
σ−σs+η
ε dx, (2.18)
for m sufficiently large and l < 1. Let
m = (η + σ − σs)n
σr − θ and l =
kn
m
< 1.
Then, the last term of (2.18) can be estimated as follows:
∫
Ω
1
ψlm1
u
(rσ−θ)m+rση−θσ(s−1)
σ−σs+η
ε dx =
∫
Ω
unε
ψkn1
u
rση−θσ(s−1)
σ−σs+η
ε dx  n
∫
Ω
unε
ψkn1
dx, (2.19)
for sufficiently large n. From (2.12), we find
m − (qσ − β)n + αqσ − βσ(p − 1)
σ − σp + α
= −αqσ − βσ(p − 1)
σ − σp + α +
[(η + σ − σs)(σ − σp + α) − (σq − β)(σ r − θ)]n
(σr − θ)(σ − σp + α) > 0,
for sufficiently large n, which implies that
∫
Ω
1
ψkn1
v
qσ(n+α)−β(n+σp−σ)
σ−σp+α
ε dx 
∫
Ω
vmε
ψkn1
dx +
∫
Ω
1
ψkn1
dx. (2.20)
Adding (2.17) and (2.18) and using (2.20), we have
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dt
[
yε,n(t) + zε,m(t)
]
 nδ1
[
yε,n(t) + zε,m(t)
]+ δ2
∫
Ω
1
ψkn1
dx
+ δ3n
∫
∂Ω
1
ψkn+11
[∣∣∣∣∂ψ1∂n
∣∣∣∣+ ψ1
∣∣∣∣∂uε∂n
∣∣∣∣+ ψ1
∣∣∣∣∂vε∂n
∣∣∣∣
]
ds, (2.21)
for sufficiently large n and t ∈ [0, T ], where the constants δ1–δ3 are independent of n and ε.
Solving (2.21) gives
yε,n(t) + zε,m(t)
[
yε,n(0) + zε,m(0)
]
enδ1t + enδ1t
∫
Ω
δ2
ψkn1
dx
+
t∫
0
enδ3(t−τ)
∫
∂Ω
nδ3
ψkn+11
[∣∣∣∣∂ψ1∂n
∣∣∣∣+ ψ1
∣∣∣∣∂uε∂n
∣∣∣∣+ ψ1
∣∣∣∣∂vε∂n
∣∣∣∣
]
ds dτ.
Taking nth roots and letting n → ∞, we have
max
[
max
Ω
uε(x, t)
ψk1 (x)
,max
Ω
v
γ
ε (x, t)
ψk1 (x)
]
max
[
max
Ω
φ1(x)
ψk1 (x)
,max
Ω
φ
γ
2 (x)
ψk1 (x)
,max
Ω
1
ψk1 (x)
]
e(δ1+δ3)t , (2.22)
where γ = (σ − σs + η)/(σ r − θ), which implies that T ∗ = ∞ and (2.2) holds for any ε. 
Lemma 2. Suppose that α > p − 1, q > β , r > θ and
(q − β)(r − θ) = (α + 1 − p)(η + 1 − s). (2.23)
Define
μ =
⎧⎨
⎩
a
[ (q−β)b
(α+1−p)a
] q−β
η+1−s+q−β if q − β  α + 1 − p,
b
[ (α+1−p)a
(q−β)b
] η+1−θ
η+1−s+q−β if q − β < α + 1 − p.
(2.24)
If λ1 > μ, then the solutions of (2.1) exist for all t > 0 and there exist positive constants c0
and M , independent of ε, such that (2.2) holds.
Proof. Without loss of generality, we assume that q − β  α + 1 − p. Choose ρ in (2.3) such
that
λ1 − ρ > μ. (2.25)
From (2.11) and (2.16), we have
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kn
n + α
[
n(1 − k) + (kα − 2)(1 − α)] ∫
Ω
un+αε v
β
ε
ψkn+21
|∇ψ1|2 dx
− kn(n − 2 + α)(λ1 − ρ)
n + α
∫
Ω
un+αε v
β
ε
ψkn1
dx + an
∫
Ω
u
n−1+p
ε v
q
ε
ψkn1
dx
+
∫
∂Ω
2n
ψkn+11
[∣∣∣∣∂ψ1∂n
∣∣∣∣+ ψ1
∣∣∣∣∂uε∂n
∣∣∣∣
]
ds + nyε,n(t), (2.26)
for sufficiently large n and t ∈ [0, T ] with 0 < T < T ∗. Similarly,
z′ε,m(t)−
lm
m + η
[
m(1 − l)+ (lη − 2)(1 − η)] ∫
Ω
v
m+η
ε u
θ
ε
ψlm+21
|∇ψ1|2 dx
− lm(m − 2 + η)(λ1 − ρ)
m + η
∫
Ω
v
m+η
ε u
θ
ε
ψlm1
dx + bm
∫
Ω
vm−1+sε urε
ψlm1
dx
+
∫
∂Ω
2m
ψlm+11
[∣∣∣∣∂ψ1∂n
∣∣∣∣+ ψ1
∣∣∣∣∂vε∂n
∣∣∣∣
]
ds + mzε,m(t), (2.27)
for sufficiently large m and t ∈ [0, T ]. Choose k = 1 and
l = α + 1 − p
q − β =
r − θ
η + 1 − s  1.
Notice that uαε v
β
ε |∇ψ1|2/ψ21 and uθεvηε |∇ψ1|2/ψ21 are bounded on [0, T ]. We can simplify (2.26)
and (2.27) as follows:
y′ε,n(t)−
n(n − 2 + α)(λ1 − ρ)
n + α
∫
Ω
un+αε v
β
ε
ψn1
dx + an
∫
Ω
u
n−1+p
ε v
q
ε
ψn1
dx
+
∫
∂Ω
2n
ψkn+11
[∣∣∣∣∂ψ1∂n
∣∣∣∣+ ψ1
∣∣∣∣∂uε∂n
∣∣∣∣
]
ds + 2nyε,n(t) (2.28)
and
z′ε,m(t)−
lm(m − 2 + η)(λ1 − ρ)
m + η
∫
Ω
v
m+η
ε u
θ
ε
ψlm1
dx + bm
∫
Ω
vm−1+sε urε
ψlm1
dx
+
∫ 2m
ψlm+11
[∣∣∣∣∂ψ1∂n
∣∣∣∣+ ψ1
∣∣∣∣∂vε∂n
∣∣∣∣
]
ds + 2mzε,m(t), (2.29)∂Ω
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c1 =
[
(q − β)b
(α + 1 − p)a
] q−β
η+1−s+q−β
, c2 = c−
η+1−s
q−β
1 and c3 = c
1
α+1−p
1 . (2.30)
Using Young’s inequality, we get
un−1+pε vqε = un−1+pε
(
c1v
β
ε
) n−1+p
n+α · c−
n−1+p
n+α
1 v
q− β(n−1+p)
n+α
ε
 c1un+αε vβε +
1 + α − p
n + α c
− n−1+p
α+1−p
1 v
(q−β)n+αq−β(p−1)
α+1−p
ε
 c1un+αε vβε +
1 + α
n
c
− n−1+p
α+1−p
1 v
n/l+ αq−β(p−1)
α+1−p
ε (2.31)
and
vm−1+sε urε = vm−1+sε
(
c2u
θ
ε
)m−1+s
m+η · c−
m−1+s
m+η
2 u
r− θ(m−1+s)
m+η
ε
 c2vm+ηε uθε +
1 + η − s
m + η c
−m−1+s
η+1−s
2 u
(r−θ)m+ηr−θ(s−1)
η+1−s
ε
 c2vm+ηε uθε +
1 + η
m
c
−m−1+s
η+1−s
2 u
lm+ ηr−θ(s−1)
η+1−s
ε . (2.32)
Substituting (2.31) and (2.32) into (2.28) and (2.29), respectively, we have
cn3y
′
ε,n(t) + z′ε,n/l(t)−ncn3
∫
Ω
un+αε v
β
ε
ψn1
[
(n − 2 + α)(λ1 − ρ)
n + α − ac1
]
dx
+ (1 + α)ac
1−p
α+1−p
1
∫
Ω
1
ψn1
v
n/l+ αq−β(p−1)
α+1−p
ε dx
+ 2n
∫
∂Ω
cn3
ψkn+11
[∣∣∣∣∂ψ1∂n
∣∣∣∣+ ψ1
∣∣∣∣∂uε∂n
∣∣∣∣
]
ds + 2ncn3yε,n(t)
− n
∫
Ω
v
n/l+η
ε u
θ
ε
ψn1
[
(n/l − 2 + η)(λ1 − ρ)
n/l + η −
bc2
l
]
dx
+ b(1 + η)c−
n/l−1+s
η+1−s
2
∫
Ω
1
ψn1
u
n+ ηr−θ(s−1)
η+1−s
ε dx
+ 2n
∫ 1
ψn+11
[∣∣∣∣∂ψ1∂n
∣∣∣∣+ ψ1
∣∣∣∣∂vε∂n
∣∣∣∣
]
ds + 2n
l
zε,n/l(t). (2.33)∂Ω
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bc2
l
= b(q − β)
α + 1 − pc
− η+1−s
q−β
1 = a
[
(q − β)b
(α + 1 − p)a
]1− η+1−s
η+1−s+q−β = ac1 = μ,
and that
c
− n/l−1+s
η+1−s
2 = c
n/l−1+s
q−β
1 = c
(α+1−p)n
(q−β)l
3 c
s−1
q−β
1 = cn3c
s−1
q−β
1 .
By (2.25), the values in the square brackets of (2.33) is positive for sufficiently large n. Hence,
(2.33) becomes
cn3y
′
ε,n(t) + z′ε,n/l(t) 3ncn3yε,n(t) +
3n
l
zε,n/l(t)
+ 2n
∫
∂Ω
lcn3 + 1
ψkn+11
[∣∣∣∣∂ψ1∂n
∣∣∣∣+ ψ1
∣∣∣∣∂uε∂n
∣∣∣∣+ ψ1
∣∣∣∣∂vε∂n
∣∣∣∣
]
ds, (2.34)
for sufficiently large n. Then, similar to (2.22), we can obtain (2.2). 
Lemma 3. Under the assumptions of Lemma 1 or Lemma 2, there exist positive constants ε0
and L, independent of ε, such that
uε(x, t), vε(x, t) ε0e−Ltψk(x), (2.35)
for any k > 1.
Proof. For any n > 2, let
hn,ε(t) =
∫
Ω
ψkn
unε
dx and wn,ε(t) =
∫
Ω
ψkn
vnε
dx. (2.36)
Similar to (2.5), we have
h′n,ε(t) = −n
∫
Ω
ψkn
un+1ε
[
uαε v
β
ε uε + aupε vqε
]
dx
= −n(n + 1 − α)
∫
Ω
ψknv
β
ε
un+2−αε
|∇uε|2 dx − an
∫
Ω
ψknv
q
ε
u
n+1−p
ε
dx
+ kn2
∫
Ω
ψkn−1vβε
un+1−αε
∇uε∇ψ dx + βn
∫
Ω
ψknv
β−1
ε
un+1−αε
∇uε∇vε dx
= −n(n + 1 − α)
∫
ψkn−2vβε
un+2−αε
|ψ∇uε − kuε∇ψ |2 dx
Ω
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∫
Ω
ψkn−1vβε
un+1−αε
∇uε∇ψ dx
+ n(n + 1 − α)k2
∫
Ω
ψkn−2vβε
un−αε
|∇ψ |2 dx
+ βn
∫
Ω
ψkn−1vβ−1ε
un+1−αε
(ψ∇uε − kuε∇ψ)∇vε dx
+ kβn
∫
Ω
ψkn−1vβ−1ε
un−αε
∇ψ∇vε dx − an
∫
Ω
ψknv
q
ε
u
n+1−p
ε
dx. (2.37)
Integrating by parts for the second term in the last equality of (2.37), we obtain
−
∫
Ω
ψkn−1vβε
un+1−αε
∇uε∇ψ dx
= − β
n − α
∫
Ω
ψkn−1vβ−1ε
un−αε
∇ψ∇vε dx − 1
n − α
∫
Ω
ψkn−1vβε
un−αε
ψ dx
− kn − 1
n − α
∫
Ω
ψkn−2vβε
un−αε
|∇ψ |2 dx. (2.38)
The fourth term in the last equality of (2.37) can be estimated by means of Cauchy inequality as
follows:
∣∣∣∣βn
∫
Ω
ψkn−1vβ−1ε
un+1−αε
(ψ∇uε − kuε∇ψ)∇vε dx
∣∣∣∣
 n(n + 1 − α)
∫
Ω
ψkn−2vβε
un+2−αε
|ψ∇uε − kuε∇ψ |2 dx
+ β
2n
n + 1 − α
∫
Ω
ψknv
β−2
ε
un−αε
|∇vε|2 dx. (2.39)
Substituting (2.38) and (2.39) into (2.37) and using (1.5), we find
h′n,ε(t)−
kn
n − α
[
n(k − 1) + (αk − 2)(1 − α)] ∫
Ω
ψkn−2vβε
un−αε
|∇ψ |2 dx
+ kn(n + 2 − 2α)λ1
n − α
∫
ψknv
β
ε
un−αε
dx − an
∫
ψknv
q
ε
u
n+1−p
ε
dxΩ Ω
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n − α
∫
Ω
ψkn−1vβ−1ε
un−αε
∇ψ∇vε dx
+ β
2n
n + 1 − α
∫
Ω
ψknv
β−2
ε
un−αε
|∇vε|2 dx. (2.40)
If α = 2, the third term in (2.40) can be estimated as follows:
∣∣∣∣kβn(2 − α)n − α
∫
Ω
ψkn−1vβ−1ε
un−αε
∇ψ∇vε dx
∣∣∣∣
 βkn
n − α
∫
Ω
ψkn−2vβε
un−αε
|∇ψ |2 dx + kβn(2 − α)
2
n − α
∫
Ω
ψknv
β−2
ε
un−αε
|∇vε|2 dx. (2.41)
Since, for any T > 0, uε , vε and ∇vε are bounded on [0, T ] by Lemma 1 or Lemma 2, we can
choose n sufficiently large such that
n 2β
[
β + k(2 − α)2]uαε vβ−2ε |∇vε|2
holds on [0, T ], if β − 2  0. Otherwise, vβ−2ε depends on ε−1 near ∂Ω (we need n to be
independent of ε in next section). However, we can use the first term of (2.40):
β
ψknv
β−2
ε
un−αε
|∇vε|2 = βψ
kn−2
un−αε
(
ψ2vβ−2ε |∇vε|2
)
 k(k − 1)n
2
ψkn−2
un−αε
|∇ψ |2,
near ∂Ω for large n and t small because |∇ψ | > 0. Thus, if β −2 < 0, then the last term of (2.40)
can be controlled by the first term of (2.40) and nhn,ε(t) for small t . Since L is independent of
the initial values (see (2.43) later), we can extend t to T .
Using Young’s inequality, we can estimate the second term in (2.40) as follows:
∫
Ω
ψknv
β
ε
un−αε
dx 
∫
Ω
ψkn
unε
dx +
∫
Ω
ψknvβn/αε dx. (2.42)
Then (2.40) becomes (by using (2.2)),
h′n,ε(t) 2kλ1n
∫
Ω
ψknvβn/αε dx + (2kλ1 + 1)nhn,ε(t)
 2kλ1ncβn/α0 e
nMβt/α
∫
Ω
ψkn dx + (2kλ1 + 1)nhn,ε(t),
or
hn,ε(t) hn,ε(0)e(1+2kλ1)nt + 2kλ1c
βn/α
0
βM/α − 2kλ1 − 1e
βnMt/α
∫
ψkn dx,Ω
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max
Ω
ψk(x)
uε(x, t)

(
max
Ω
ψk(x)
φ1(x)
+ max
Ω
ψk(x)
)
e(1+2kλ1+βM/α)t , (2.43)
for all t > 0. Hence, (2.35) holds for uε . Similarly, we can prove that (2.35) holds for vε . 
Theorem 1. Under the assumptions of Lemma 1 or Lemma 2, if min(2p − α,0) + min(2q −
β,0) > −1 and min(2r − θ,0) + min(2s − η,0) > −1, then there is a global positive solution
(u, v) ∈ C(Ω × [0,∞)) ∩ C2,1(Ω × (0,∞)) to (1.1) for any initial values.
Proof. The proof is similar to that of [9]. Let ΩT = Ω × (0, T ) for any T > 0. By Lemma 1 or
Lemma 2, uε and vε are uniformly bounded on ΩT . Denote by σi different constants, indepen-
dent of ε. Notice that
d
dt
∫
Ω
|∇uε|2 dx = −2
∫
Ω
uαε v
β
ε |uε|2 dx − a
∫
Ω
uεu
p
ε v
q
ε dx
−
∫
Ω
uαε v
β
ε |uε|2 dx + a2
∫
Ω
u2p−αε v2q−βε dx. (2.44)
By Lemma 3 with k > 1 but sufficiently close to 1, we can easily find that the last term of (2.44)
is uniformly bounded because u2p−αε  c0ψk(2p−α) if 2p − α < 0. Then, we have
|uε|V 1,02 (ΩT )  max0tT
∣∣uε(·, t)∣∣2,Ω + |∇uε|2,ΩT  σ1.
Define
Ωn =
{
x ∈ Ω ∣∣ dist(x, ∂Ω) > 1/n} and Qn = Ωn × (1/n,T ).
Without loss of generality, we choose n = 1,2, . . . . By Lemma 3, uε and vε are positive on Qn.
Let 0 < α2 < α1 < 1. Applying the interior Cα-estimate on the compact subset Qn+1 of Qn+2
(see [13, Theorem 3.1, p. 582]) we obtain
|un|(α1)
Qn+1
, |vn|(α1)
Qn+1
 σ2.
Also applying the interior C2+α-estimate on the compact subset Qn of Qn+1, we get
|un|(2+α2)
Qn
, |vn|(2+α2)
Qn
 σ3.
Then the Ascoli–Arzela theorem implies that there exist subsequences {ni,j } satisfying
{ni,j } ⊂ {ni−1,j } and vector functions (u(i), v(i)) ∈ Qi such that
lim (uni,j , vni,j ) =
(
u(i), v(i)
)
in C2,1(Qi),j→∞
1126 S. Chen / J. Differential Equations 245 (2008) 1112–1136and (u(i−1), v(i−1)) = (u(i), v(i)) in Qi−1 (for details, please see [9]). By a diagonal procedure,
we can select a subsequence {nj,j } and find a vector function (u, v) ∈ C2,1(ΩT ), such that
lim
j→∞(unj,j , vnj,j ) = (u, v) in C
2,1(ΩT ).
Define
u|∂Ω = 0, v|∂Ω = 0, u(x,0) = φ1(x), v(x,0) = φ2(x) in Ω.
By [9], we can prove (u, v) ∈ C(ΩT ). Since T is arbitrary, we have proved (u, v) ∈
C(Ω × [0,∞)) ∩ C2,1(Ω × (0,∞)). 
Theorem 2. Suppose that α = p − 1 and β = q . If η > s − 1, r  θ , min(2r − θ,0) +
min(2s − η,0) > −1 and a < λ1, then the conclusion of Theorem 1 is true.
Proof. In this case the second and fourth terms in (2.11) are similar terms and their sum is
negative if ρ is sufficiently small and k < 1 is sufficiently close to 1, which implies that (2.2) is
true for uε . Similar to (2.11) and (2.16), we have
z′ε,m(t)−
lm
m + η
[
m(1 − l) + (lη − 2)(1 − η)] ∫
Ω
v
m+η
ε u
θ
ε
ψlm+21
|∇ψ1|2 dx
− lm(m − 2 + η)(λ1 − ρ)
m + η
∫
Ω
v
m+η
ε u
θ
ε
ψlm1
dx
+ bm
∫
Ω
vm−1+sε urε
ψlm1
dx − lm(m − 2 + η)
m + η
∫
∂Ω
εm+η+θ
ψlm+11
∂ψ1
∂n
ds
+ m
∫
∂Ω
εm−1+η
ψlm1
∂vε
∂n
ds + mzε,m(t). (2.45)
Using Young’s inequality, we find
vm−1+sε urε = vm−1+sε
(
lλ1
2b
uθε
)m−1+s
m+η ×
(
lλ1
2b
)−m−1+s
m+η
u
r−θ m−1+s
m+η
ε
 lλ1
2b
vm+ηε uθε +
(
lλ1
2b
)−m−1+s
η+1−s
u
(r−θ)m+ηr−θ(s−1)
η+1−s
ε ,
which implies
bm
∫
Ω
vm−1+sε urε
ψlm1
dx  lmλ1
2
∫
Ω
v
m+η
ε u
θ
ε
ψlm1
dx + bm
(
lλ1
2b
)−m−1+s
η+1−s ∫
Ω
1
ψlm1
u
(r−θ)m+ηr−θ(s−1)
η+1−s
ε dx.
Hence (2.2) is true for vε . The rest of the proof is similar to that of Theorem 1. 
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Theorem 1 is true if one of the following conditions are satisfied:
(i) αη = 0 and max(a, b) < λ1.
(ii) α > 0, η = 0 and a < λ1.
(iii) α = 0, η > 0 and b < λ1.
Proof. (i) In this case the second and third terms in (2.45) are similar terms and their sum is
negative if ρ is sufficiently small and l < 1 is sufficiently close to 1. Hence (2.2) is true.
(ii) Similar to Theorem 2, (2.2) is true for uε . Since η = s−1 = 0, the second equation of (2.1)
is linear and, hence, (2.2) is true for vε .
(iii) The proof is similar to that of (ii). 
Remark 1. If both α = 0 and η = 0, Li et al. [9] showed that there exists a global solution iff
λ1 min{a, b}. But here we only obtain the result if λ1 > min{a, b}.
3. Global nonexistence
Theorem 4. Suppose that α > p − 1, η > s − 1, q > β and
(q − β)(r − θ) = (α + 1 − p)(η + 1 − s). (3.1)
Define
ν =
⎧⎨
⎩
b
[ (α+1−p)a
(q−β)b
] η+1−s
η+1−s+q−β if q − β  α + 1 − p,
a
[ (q−β)b
(α+1−p)a
] q−β
η+1−s+q−β if q − β < α + 1 − p.
(3.2)
If λ1 < ν, then there are no nontrivial global positive solutions of (1.1).
Proof. Suppose that there is a global positive solution (u, v) for all t > 0. We will prove that it
must blow up in a finite time. By the continuity of the eigenvalues with respect to the domain Ω ,
we can find a small ρ > 0 such that
(λ1 + 5ρ)(1 + 3ρ) < ν (3.3)
and we can define a domain D ⊂ Ω such that ∂D is located inside of Ω and there exists the first
normalized eigenfunction of
ψ2 + (λ1 + ρ)ψ2 = 0 (3.4)
in D with ψ2|∂D = 0. Then u and v are positive in D. For any positive numbers m and n, define
hn(t) =
∫
ψkn2
un
dx and wm(t) =
∫
ψlm2
vm
dx, (3.5)
D D
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the subscript ε. Substituting (2.41) into (2.40), we have
h′n(t)−
kn
n − α
[
n(k − 1) + (αk − 2)(1 − α) − β] ∫
D
ψkn−22 vβ
un−α
|∇ψ2|2 dx
+ kn(n + 2 − 2α)(λ1 + ρ)
n − α
∫
D
ψkn2 v
β
un−α
dx − an
∫
D
ψkn2 v
q
un+1−p
dx
+ 2β[β + k(2 − α)2] ∫
D
ψkn2 v
β−2
un−α
|∇v|2 dx. (3.6)
Since we assume that (u, v) exists for all t > 0 and are positive in D, we can take n sufficiently
large such that
knρ(n + 2 − 2α)
n − α  2β
[
β + k(2 − α)2]v−2|∇v|2
in [0, T ] for any T > 0. Then (3.6) becomes
h′n(t)−
kn
2
(k − 1 − ρ)
∫
D
ψkn−22 vβ
un−α
|∇ψ2|2 dx − an
∫
D
ψkn2 v
q
un+1−p
dx
+ kn(n + 2 − 2α)(λ1 + 3ρ)
n − α
∫
D
ψkn2 v
β
un−α
dx − nρ
∫
D
ψkn2 v
β
un−α
dx, (3.7)
for n sufficiently large. The last term in (3.7) will be used later. Similarly,
w′m(t)−
lm
2
(l − 1 − ρ)
∫
D
ψlm−22 uθ
vm−η
|∇ψ2|2 dx − bm
∫
D
ψlm2 u
r
vm+1−s
dx
+ lm(m + 2 − 2η)(λ1 + 3ρ)
m− η
∫
D
ψlm2 u
θ
vm−η
dx − mρ
∫
D
ψlm2 u
θ
vm−η
dx. (3.8)
Define c1 − c3 as (2.30). Using Young’s inequality, we have
(
u−1
)n−α
vβ = (u−1)n−α(c−11 vq) n−αn−p+1 · c n−αn−p+11 vβ− q(n−α)n−p+1
 c−11
(
u−1
)n−p+1
vq + α + 1 − p
n + 1 − p c
n−α
α+1−p
1 v
β(n+1−p)−q(n−α)
α+1−p
 c−11
(
u−1
)n−p+1
vq + α + 1
n
c
n−α
α+1−p
1 v
(β−q)n
α+1−p + αq+β(1−p)α+1−p (3.9)
and
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v−1
)m−η
uθ = (v−1)m−η(c−12 ur) m−ηm−s+1 · c m−ηm−s+12 uθ− r(m−η)m−s+1
 c−12
(
v−1
)m−s+1
ur + η + 1 − s
m+ 1 − s c
m−η
η+1−s
2 u
θ(m+1−s)−r(m−η)
η+1−s
 c−12
(
v−1
)m−s+1
ur + η + 1
m
c
m−η
η+1−s
2 u
(θ−r)m
η+1−s + ηr+θ(1−s)η+1−s . (3.10)
Without loss of generality, we assume that q − β  α + 1 − p. Let
k = (q − β)(1 + 3ρ)
α + 1 − p , l = 1 + 3ρ and m =
kn
l
= (q − β)n
α + 1 − p . (3.11)
Substituting (3.9) and (3.10) into (3.7) and (3.8), respectively, and using (3.1), (2.30) and (3.11),
we have
c−n3 h
′
n(t) + w′m(t)−knρc−n3
∫
D
ψkn−22 vβ
un−α
|∇ψ2|2 dx
− nc−n3
[
a − kc
−1
1 (n + 2 − 2α)(λ1 + 3ρ)
n − α
]∫
D
ψkn2 v
q
un+1−p
dx
+ 2k(α + 1)λ1c−n3 c
n−α
α+1−p
1
∫
D
ψkn2
v
(q−β)n
α+1−p − αq+β(1−p)α+1−p
dx
− nρc−n3
∫
D
ψkn2 v
β
un−α
dx − mρ
∫
D
ψkn−22 uθ
vm−η
|∇ψ2|2 dx
− m
[
b − lc
−1
2 (m + 2 − 2η)(λ1 + 3ρ)
m − η
]∫
D
ψkn2 u
r
vm+1−s
dx
+ 2l(η + 1)λ1c
m−η
η+1−s
2
∫
D
ψkn2
u
(r−θ)m
η+1−s − ηr+θ(1−s)η+1−s
− mρ
∫
D
ψkn2 u
θ
vm−η
dx
−knρc−n3
∫
D
ψkn−22 vβ
un−α
|∇ψ2|2 dx
− nc−n3
[
a − kc−11 (λ1 + 3ρ) −
kc−11 (2 − α)(λ1 + 3ρ)
n − α
]∫
D
ψkn2 v
q
un+1−p
dx
+ 2k(α + 1)λ1c−
α
α+1−p
1
∫
D
ψkn2
v
m− αq+β(1−p)
α+1−p
dx
− nρc−n3
∫
ψkn2 v
β
un−α
dx − mρ
∫
ψkn−22 uθ
vm−η
|∇ψ2|2 dxD D
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[
b − lc−12 (λ1 + 3ρ) −
lc−12 (2 − η)(λ1 + 3ρ)
m − η
]∫
D
ψkn2 u
r
vm+1−s
dx
+ 2l(η + 1)λ1c−
η
η+1−s
2 c
−n
3
∫
D
ψkn2
u
n− ηr+θ(1−s)
η+1−s
dx − mρ
∫
D
ψkn2 u
θ
vm−η
dx.
(3.12)
Then, using (3.3),
a − kc−11 (λ1 + 3ρ) = a −
[
(q − β)b
(α + 1 − p)a
]− q−β
η+1−s+q−β q − β
α + 1 − p (λ1 + 3ρ)(1 + 3ρ)
= a − a
b
[
(q − β)b
(α + 1 − p)a
] η+1−s
η+1−s+q−β
(λ1 + 3ρ)(1 + 3ρ)
= aν−1[ν − (λ1 + 3ρ)(1 + 3ρ)]
 2aρν−1 (3.13)
and
b − lc−12 (λ1 + 3ρ) = b − c
η+1−s
q−β
1 (λ1 + 3ρ)(1 + 3ρ)
= b −
[
(q − β)b
(α + 1 − p)a
] η+1−s
η+1−s+q−β
(λ1 + 3ρ)(1 + 3ρ)
= bν−1[ν − (λ1 + 3ρ)(1 + 3ρ)]
 2bν−1ρ. (3.14)
Choose n sufficiently large such that
aρν−1 
kc−11 |2 − α|(λ1 + 3ρ)
n − α , bν
−1ρ 
lc−12 |2 − η|(λ1 + 3ρ)
m − η , (3.15)
and that the third and the last but one term in the last inequality of (3.12) are bounded by
mbρν−1
∫
D
ψkn2 u
r
vm+1−s
dx and naρν−1
∫
D
c−n3 ψ
kn
2 v
q
un+1−p
dx, (3.16)
respectively, on [0, T ] because both u and u−1 are bounded on D. Substituting (3.13)–(3.16) into
(3.12) we obtain
c−n3 h
′
n(t) + w′m(t)−nρc−n3
∫
D
ψkn−22 vβ
un−α
(|∇ψ2|2 + ψ22 )dx
− mρ
∫
ψkn−22 uθ
vm−η
(|∇ψ2|2 + ψ22 )dx. (3.17)D
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Hn(t) = c−n3 hn(t) + wm(t).
By (3.17), we have Hn(t2)  Hn(t1) for any 0  t1  t2  T . Taking nth roots and letting
n → ∞, we get
H(t)max
[
max
D
ψk2 (x)
c3u(x, t)
,max
D
ψk2 (x)
vγ (x, t)
]
max
[
max
D
ψk2 (x)
c3φ1(x)
,max
D
ψk2 (x)
φ
γ
2 (x)
]
, (3.18)
where γ = (q − β)/(α + 1 − p). Since (3.18) is independent of T , it holds for all t > 0 and
H(t) is decreasing. Let limt→∞ H(t) = A. If A > 0, then u,v are bounded in D. It follows from
(3.17) that H ′n(t)−cn for sufficiently large but fixed n. Then we get a contradiction because t
cannot approach infinity. If A = 0, then for any N > 1,
ψk2 (x)
c3u(x, t1)
H(t1) <
1
c3N
,
ψk2 (x)
vγ (x, t1)
H(t1) <
1
N
(3.19)
or
u(x, t1)Nψk2 (x), vγ (x, t1)Nψk2 (x), (3.20)
for sufficiently large t1 and (3.20) holds for all t  t1. To obtain a positive lower bound for
(u, v) in D, we can find a domain D2 satisfying Ω D1 D. Then, it is easy to see that (3.19)
holds in D2 with smaller ρ in (3.3), which implies that u,v  ε0 in D for some ε0 > 0. Denote
δ21 = minD(ψ22 + |∇ψ2|2) > 0. Assume without loss of generality that α + β/γ  θ + η/γ . If
αk + qk/γ  2, we have from (3.17)
H ′n(t)−nρδ21
∫
D
ψkn−22
[
c−n3
un
(
uαvβ
) 2
kα+kβ/γ ε
(α+β)(1− 2
kα+kβ/γ )
0
+ 1
vm
(
uθvη
) 2
kθ+kη/γ ε
(θ+η)(1− 2
kθ+kη/γ )
0
]
dx.
If αk + qk/γ < 2, we have
H ′n(t)−nρδkα+βk/γ1
∫
D
ψ
k(n−α−β/γ )
2
[
c−n3
un
uαvβ + 1
vm
(
uθvη
) α+β/γ
θ+η/γ ε
(θ+η)(1− α+β/γ
θ+η/γ )
0
]
dx.
Hence, there exists a constant δ2, independent of n and T , such that
H ′n(t)−nδ2
∫
ψ
kn−kτ(α+β/γ )
2
[
c−n3
un
(
uαvβ
)τ + 1
vm
(
uθvη
) τ (α+β/γ )
θ+η/γ
]
dx, (3.21)D
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Substituting (3.20) into (3.21) yields
H ′n(t)−nHn(t), t1  t  t1 + 8/ξ,
which implies that Hn(t)Hn(t1)e−n(t−t1), or H(t)H(t1)e−(t−t1) for t1  t  t1 +8/ξ . Sim-
ilar to (3.18), we get
u(x, t), vγ (x, t)Net−t1ψk2 (x), t1  t  t1 + 8/ξ. (3.22)
Define a sequence {ti} as ti+1 = ti + (22−i )/ξ . Then ti converges to t1 + 4/ξ as i → ∞. Substi-
tuting (3.22) into (3.21) gives
H ′n(t)−ne(t2−t1)ξHn(t)−n22Hn(t), t2  t  t1 + 8/ξ,
which implies that
Hn(t)Hn(t2)e−n(t−t2)4 Hn(t1)e−n(t−t2)4, t2  t  t1 + 8/ξ,
or
u(x, t), vγ (x, t)Ne(t−t2)4ψk2 (x)N2(t−t2)4ψk2 (x), t  t2. (3.23)
Assume that
u(x, t), vγ (x, t)N2,(t−ti )22i−2 ψk2 (x), ti  t  t1 + 8/ξ, (3.24)
for i  2. Then repeating above procedure yields
H ′n(t)−n2(ti+1−ti )ξ2
2i−2
Hn(t) = −n22iHn(t)−n22iHn(t), ti+1  t  t1 + 8/ξ,
or
Hn(t)Hn(ti+1)e−n(t−ti+1)2
2i
, ti+1  t  t1 + 8/ξ,
or
u(x, t), vγ (x, t)Ne(t−ti+1)22i ψk2 (x)N2(t−ti+1)2
2i
ψk2 (x), ti+1  t  t1 + 8/ξ. (3.25)
Hence, by induction, (3.24) holds for all i  2 and we get a contradiction. This completes the
proof. 
Theorem 5. Suppose that q > β , r > θ , α + 1 > p, η + 1 > s,
(q − β)(r − θ) > (α + 1 − p)(η + 1 − s), (3.26)
S. Chen / J. Differential Equations 245 (2008) 1112–1136 1133and
{−(α + 1 − p)(s − 1) < r(q − β) if q − β > a + 1 − p,
−(η + 1 − s)(p − 1) < q(r − θ) if r − θ > η + 1 − s. (3.27)
Then there are some large initial values such that (1.1) has no nontrivial global positive solutions.
Proof. Suppose that such global positive solution (u, v) exists for all t > 0. We will prove that
it must blow up in a finite time. Without loss of generality, we assume that q − β  α + 1 − p.
Define ψ2, hn and wn as (3.4) and (3.5) and perform the calculations as (3.6)–(3.9). But we
rewrite (3.10) as
(
v−1
)m−η
uθ = (v−1)m−ηuσ(m−η)m+μ · uθ− σ(m−η)m+μ

(
v−1
)m+μ
uσ + η + μ
m
u
(θ−σ)m+ση+θμ
η+μ , (3.28)
where
σ = θ + n(η + μ)/m, μ = (1 − s)σ/r, η > −μ and σ ∈ (θ, r).
Define
k = q − β
α + 1 − p , l = 1, m = kn, c
−1
1 =
a
2k(λ1 + 3ρ), c3 = c
1
α+1−p
1 . (3.29)
Then
r − σ = r − θ − (α + 1 − p)(η + μ)
q − β
= (r − θ)(q − β) − (α + 1 − p)(1 − s + η)
q − β −
(α + 1 − p)(s − 1)(r − σ)
r(q − β) ,
or
(r − σ)
[
1 + (α + 1 − p)(s − 1)
r(q − β)
]
= (r − θ)(q − β) − (α + 1 − p)(1 − s + η)
q − β > 0,
which implies that r > σ,η > −μ and
2λ1
uσ
vμ
 b
[
u
vμ/σ
]r
+ c4 = b u
r
v1−s
+ c4, (3.30)
where c4 = (2λ1)r/(r−σ)b−σ/(r−σ). Using (3.30), we have
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m− η
∫
D
ψkn2 u
σ
vm+μ
dx  2mλ1
∫
D
ψkn2 u
σ
vm+μ
dx
mb
∫
D
ψkn2 u
r
vm+1−s
dx + c4m
∫
D
ψkn2
vm
dx. (3.31)
Substituting (3.9), (3.28) and (3.31) into (3.7) and (3.8), respectively, and using (3.16), we have
H ′n(t) = c−n3 h′n(t) + w′m(t) c4m
∫
D
ψkn2
vm
dx  c4mHn(t), (3.32)
which implies that
H(t) ec4γ tH(0) = ec4γ t max
[
max
D
ψk2 (x)
c3φ1(x)
,max
D
ψk2 (x)
φ
γ
2 (x)
]
, (3.33)
or
u c3e−c4γ tH(0)ψk2 and vγ  e−c4γ tH(0)ψk2 (x). (3.34)
Choose a domain D2 D such that
ψ3 + 2λ1ψ3 = 0, (3.35)
with ψ3|∂D2 = 0. Define hn and wn as (3.5) on the domain D2 while replacing ψ2 by ψ3 and
perform the calculations as (3.6)–(3.10) with
k = q − β
α + 1 − p , l = 1, m = kn, c
−1
1 =
a
4kλ1
, c−12 =
b
4λ1
, c3 = c
1
α+1−p
1 .
The last but one term in the first inequality of (3.12) can be estimated as follows:
2(η + 1)λ1c
m−η
η+1−s
2
∫
D2
ψkn3
u
(r−θ)m
η+1−s − ηr+θ(1−s)η+1−s
dx  2(η + 1)λ1
minD2 u
γ1n− ηr+θ(1−s)η+1−s
c
m−η
η+1−s
2
∫
D2
ψkn3
un
dx,
where γ1 = (r − θ)(q − β)/[(α + 1 − p)(η + 1 − s)] − 1 > 0. Choose the initial values H(0)
sufficiently large such that, by using (3.34),
c
m−η
η+1−s
2 /min
D2
uγ1n  c−n3 ,
for 0  t  8/ξ , where ξ = α + β/γ . Then the rest of the proof is exactly the same as (3.20)–
(3.25) with t1 = 0. Hence, we get a contradiction. 
Theorem 6. Suppose that α = p − 1, q = β , η > s − 1 and r  θ . If a > λ1, then there are some
large initial values such that (1.1) has no nontrivial global positive solutions.
S. Chen / J. Differential Equations 245 (2008) 1112–1136 1135Proof. Suppose that such global positive solution (u, v) exists for all t > 0. We will prove that it
must blow up in a finite time. Define ψ2, hn and wn as (3.4) and (3.5) and perform the calculations
as (3.6)–(3.8). In this case, the second and the third term of (3.7) are similar and their sum is
negative if k = 1 + 2ρ and ρ is sufficiently small. Then h′(t) < 0 in (3.7), which implies that
u
[
max
D
ψ
1+2ρ
2 (x)
φ1(x)
]−1
ψ
1+2ρ
2 (x). (3.36)
If r − θ  η + 1 − s, substituting (3.10) into (3.8) with m = n, l = 1 + 2ρ and c−12 = b/(2λ1),
we have
w′n(t) 2l(λ1 + 3ρ)(1 + η)c
n−η
η+1−s
2
∫
D
ψln2
u
(r−θ)n
η+1−s − ηr+θ(1−s)η+1−s
dx
 2l(λ1 + 3ρ)(1 + η)c
n−η
η+1−s
2
[
max
D
ψl2
φ1
] (r−θ)n
η+1−s − ηr+θ(1−s)η+1−s ∫
D
ψ
l1n
2 dx, (3.37)
where l1 = 1 + 2ρ − (r − θ)/(η + 1 − s) 0, which implies
v 
[
max
D
ψ
1+2ρ
2 (x)
φ2(x)
+ c2t max
D
ψ
1+2ρ
2
φ1
]−1
ψ
1+2ρ
2 (x). (3.38)
If r − θ > η + 1 − s, substituting (3.10) into (3.8) with l = (r − θ)(1 + 2ρ)/(η + 1 − s) and
c−12 = b/(2lλ1), we can get the inequalities which are similar to (3.37) and (3.38). Then the rest
of the proof is exactly the same as (3.20)–(3.25) with t1 = 0. Hence, we get a contradiction. 
Remark 2. If β = θ = 0 and a = b = 1, (1.1) and (1.3) are similar. In fact, if we set U = um and
V = vn, then (1.3) becomes
Ut = m
[
U1−
1
m U + U α−1m +1V pm ],
Vt = n
[
V 1−
1
n V + U qm V β−1n +1].
So the value in the first square brackets of (2.24) is mp/[(m − α)n] = λ∗, where λ∗ is defined
in [6]. It is clear that our global and blowup results are better than those of [6] because both
(2.24) and (3.2) have a power whose value is less than 1.
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