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In this article we report a preliminary investigation of the largeN limit of a generalized
one-matrix model which represents an O(n) symmetric model on a random lattice. The
model on a regular lattice is known to be critical only for −2 ≤ n ≤ 2. This is the
situation we shall discuss also here, using steepest descent. We first determine the critical
and multicritical points, recovering in particular results previously obtained by Kostov. We
then calculate the scaling behaviour in the critical region when the cosmological constant
is close to its critical value. Like for the multi-matrix models, all critical points can
be classified in terms of two relatively prime integers p, q. In the parametrization p =
(2m+1)q± l, m, l integers such that 0 < l < q, the string susceptibility exponent is found
to be γstring = −2l/(p+ q− l). When l = 1 we find that all results agree with those of the
corresponding (p, q) string models, otherwise they are different.
We finally explain how to derive the large order behaviour of the corresponding topo-
logical expansion in the double scaling limit.
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1. Introduction
We discuss in this article an O(n) symmetric matrix model in the large N limit. The
model has a direct interpretation in terms of a gas of loops [1], characterized by an O(n)
index, drawn on Feynman diagrams. The partition function is initially given by an integral
over n+1 matrices, but the integral over n of them is gaussian. The gaussian integrations
generate an unusual effective one-matrix model which, unlike the standard one-matrix
model [2], cannot be solved by the standard orthogonal polynomial method [3].
The resulting model is solved instead, in the spherical limit, by the method of steepest
descent. The saddle point equations generalize similar equations for the usual one-matrix
model, but the method of solution involves new technical considerations. We show in
particular that when n is of the form n = −2 cos(pip/q), with p, q positive relatively prime
integers, the trace of the resolvent of the matrix is the solution of an algebraic equation of
degree q with polynomial coefficients.
As expected from the analysis of two dimensional regular lattices, non-trivial critical
behaviour is only found for −2 ≤ n ≤ 2. We exhibit a class of critical and multicritical
points, recovering in particular results previously derived by Kostov [1]. We mainly discuss
the case n = −2 cos(pip/q), p, q being two relatively prime integers, although some consid-
erations also apply to arbitrary values of n. When p has the form p = (2m+1)q±1 we find
results consistent with the (p, q) models (in the CFT classification [4]) as previously ob-
tained in the multi-matrix models [5]. This includes the unitary family. However in general
the scaling properties are different (or at least the operator content). This is not totally
surprising since in general these models cannot be directly related to multi-matrix models.
There is however one exception, the two-matrix model representing the Ising model on a
random triangular lattice. This model is identical to an O(1) model with a special cubic
potential. It will be investigated first in order to show that the results obtained by the
method of orthogonal polynomials [6] are recovered at leading order.
We then discuss multicritical points in a general potential in the O(1) model. We
finally study the critical points of the general O(n) models.
For the one-matrix model the large order behaviour of the topological expansion has
first been determined by a direct analysis of the differential equations [7,8] satisfied by the
scaling specific heat. It has been shown that perturbation series is divergent and for half of
the models (this includes pure gravity) non-Borel summable. This property has later been
related to the existence of non-trivial saddle points of the initial matrix integral in the
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large N limit [9] (the equivalent of the instanton solution of quantum mechanics and field
theory). In the non-Borel summable case these saddle points are real, a property related to
the unbounded nature of the integrand in the scaling limit or equivalently to the instability
of the corresponding statistical models by creation of surfaces of higher topologies.
In the case of the multi-matrix model, the large order behaviour of the critical and
tricritical Ising models has been completely determined, again by a direct analysis of the
differential equations. For the general (p, q) model only the 2k! divergence of perturbation
theory has been established. The application of the steepest descent method to the multi-
matrix integrals instead is not easy, because the leading contributions cancel since now the
square of the Vandermonde determinant is replaced by the product of two independent
determinants involving the eigenvalues of the first and last matrices of the chain.
We show that the models considered here, because they can be solved by steepest
descent, allow for a direct determination of the large order behaviour.
Since the discussion of the critical points involves many technical considerations, in
this article we explain the methods, establish the scaling of the free energy, explicitly
calculate the trace of the resolvent of the matrix in the scaling limit, and compare it to
the resolvent of the (p, q) string models. In a next article we shall examine the critical
behaviour in more details.
2. The critical Ising model
We first consider a special example of the two-matrix model with the partition function
given by
Z =
∫
dM1dM2 e
−(N/g)trU(M1,M2)
, (2.1)
M1,M2 being two N ×N hermitian matrices and the potential U having the form
U(M1,M2) =
1
2
(M21 +M
2
2 )− cM1M2 + (M31 +M32 )/3, 0 < c < 1. (2.2)
This model can of course be exactly solved by the method of orthogonal polynomials [6].
We expect that it exhibits a double scaling limit representing the critical Ising model on a
random surface. We solve it however here by a different method and only at leading order
for N large. A comparison with the large N limit of the exact result provides a check for
the new method of solution which we can then apply to the general O(n) model.
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We first transform integral (2.1), setting A = (M1−M2)/2 and S =M1+M2+1+ c.
Substituting into the potential (2.2) we find
trU(M1,M2) = tr [A
2S + V (S)],
with
4V = S3/3− 2cS2 + (3c− 1)(1 + c)S + const.. (2.3)
Eventually the matrix A will be replaced by n copies, the Ising model being identified with
the O(1) case of the O(n) model.
The gaussian integral over A can be performed and Z is now given by an integral over
only one matrix S:
Z =
∫
dS [det(S ⊗ 1)]−1/2e−(N/g)trV (S). (2.4)
The integral over unitary matrices can still be performed, and the result is
Z =
∫
∆2(Λ)
N∏
i=1
dλi e
−(N/g)V (λi)
∏
i,j
(λi + λj)
−1/2
, (2.5)
where we denote by ∆(Λ) the usual Vandermonde determinant of the eigenvalues of S. In
this form the model can no longer be solved by the method of orthogonal polynomials,
but conversely it is much easier, as we shall show, to solve it, in the spherical limit, by the
method of steepest descent and then to also find non-trivial saddle points.
2.1. The saddle point equation
Varying one eigenvalue of S we obtain the saddle point equation
2
N
∑
j 6=i
1
λi − λj =
1
N
∑
j
1
λi + λj
+
1
g
V ′(λi), (2.6)
with
4V ′(λ) = (λ− 2c)2 − (c− 1)2 = (λ− 3c+ 1)(λ− c− 1). (2.7)
In addition to the repulsive potential between eigenvalues, already present in the one-
matrix model, we have now an attractive and unbounded potential at −λj . A potential
barrier must separate the eigenvalues from their reflected images and thus a neighbourhood
of the origin must be free of eigenvalues, all eigenvalues being for g positive on the positive
real axis.
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It is convenient to rewrite equation (2.6) in terms of the trace ω0(z) of the resolvent
of the matrix S,
ω0(z) =
1
N
tr
1
z − S =
1
N
∑
i
1
z − λi . (2.8)
In the large N limit the distribution of eigenvalues ρ(λ) = N−1
∑
i δ(λ − λi) becomes a
continuous function and equation (2.6) can be rewritten:
ω0(z + i0) + ω0(z − i0) = −ω0(−z) + V ′(z)/g. (2.9)
The distribution ρ(λ) is then given by
ρ(λ) = − 1
2ipi
(
ω(λ+ i0)− ω0(λ− i0)
)
.
A particular polynomial solution of the equation (2.9) is
ωr(z) =
1
3g
(
2V ′(z) − V ′(−z)). (2.10)
Setting
ω0(z) = ωr(z) +
1
12g
ω(z), (2.11)
we then look for a one-cut solution ω(z) of the homogeneous equation which, as a conse-
quence of equation (2.7) and the definition of ω0, for z large behaves like
ω(z) = −4(2V ′(z)− V ′(−z)) + (12g)/z +O (z−2) ∼ −z2. (2.12)
A quadratic relation. We have now to solve the homogeneous equation
ω(z + i0) + ω(z − i0) = −ω(−z), (2.13)
with the hypothesis that ω(z) is a real analytic function with a unique cut on the real
positive axis (z = 0 excluded).
This equation has an equivalent form. Let us consider the even function
r(z) = 13
[
ω2(z) + ω2(−z) + ω(z)ω(−z)] , (2.14)
and calculate its discontinuity across the cut on z > 0, where ω(−z) is regular:
r(z + i0)− r(z − i0) = 13 [ω(z + i0)− ω(z − i0)]
× [ω(z + i0) + ω(z − i0) + ω(−z)] . (2.15)
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The r.h.s. vanishes and thus r(z) is an even regular function, which taking into account
the large z behaviour of ω(z) is a polynomial of degree 4. Moreover equation (2.15) is
equivalent to equation (2.13).
Direct derivation. Note that equation (2.14) can be directly derived from equation
(2.6) by multiplying (2.6) by 1/(z − λi) and summing over i. From the two identities
2
N2
∑
i6=j
1
z − λi
1
λi − λj = ω
2
0(z) +
1
N
ω′0(z),
1
N2
∑
i,j
(
1
z − λi −
1
z + λj
)
1
λi + λj
= −ω0(z)ω0(−z),
and neglecting a term of order 1/N , we find for ω0(z):
ω20(z) + ω
2
0(−z) + ω0(z)ω0(−z) =
1
g
(
V ′(z)ω0(z) + V ′(−z)ω0(−z)
)
+ r1(z),
where r1 is a constant when V
′(z) is a polynomial of degree 2:
g r1(z) =
∫
dλ ρ(λ)
[
V ′(λ)− V ′(z)
z − λ −
V ′(λ)− V ′(−z)
z + λ
]
= 2c−
∫
dλ ρ(λ)λ .
Shifting ω0(z) we obtain an explicit expression for r(z). We note in particular that a
variation of g translates for ω only into a variation of r1. Finally the same equation can
also obtained from the loop equations (the equations of motion) in the large N limit.
2.2. General one-cut solution
A cubic algebraic equation. Equation (2.13) implies that the branch points are square
root branch points because turning twice around them we return to the initial function.
However in the second sheet we find also the cut of ω(−z). If we pass through this new cut
we arrive in general onto a new sheet and so on. Here, due to the special coefficients, we
find only three different sheets, which implies that ω(z) satisfies an algebraic equation of
third degree. This equation can immediately be obtained by multiplying equation (2.14)
by ω(z)− ω(−z). We then find:
ω3(z)− 3r(z)ω(z) = ω3(−z)− 3r(z)ω(−z) = 2s(z), (2.16)
where s(z) is an even function which is everywhere regular because the first expression is
regular for z < 0 and the second for z > 0. It is therefore a polynomial.
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General solution. The explicit solution of equation (2.16) can be written
ω(z) = e−2ipi/3ω+(z) + e2ipi/3ω−(z), (2.17a)
ω±(z) =
(
s(z)±
√
∆(z)
)1/3
, (2.17b)
where ∆ is the discriminant of the equation
∆(z) = s2(z)− r3(z). (2.18)
Because we look for solutions ω(z) which are not even in z, we verify that we can write√
∆: √
∆ = i3−3/2
(
ω(z)− ω(−z))(ω2(z) + ω2(−z) + 52ω(z)ω(−z)).
This expression in particular shows that
√
∆ is an odd function. It follows that ω−(z) =
ω+(−z) and therefore
ω±(z) = ± 1
i
√
3
[
e∓2ipi/3ω(z)− e±2ipi/3ω(−z)
]
. (2.19)
Our normalizations are such that ω± ∼ z2.
The reciprocal formulae are also useful
r(z) = ω+(z)ω−(z), s(z) = 12
(
ω3+(z) + ω
3
−(z)
)
. (2.20)
It follows: √
∆ = 12
(
ω3+(z)− ω3−(z)
)
. (2.21)
The expansion (2.12) of ω(z) for large z implies that
√
∆ behaves like z5. For the general
one-cut solution
√
∆ must then have the form
√
∆ = 12
√
3icz
(
z2 − e2) [(z2 − a2) (z2 − b2)]1/2 ,
where we have chosen b ≥ a ≥ 0. The condition that ∆(0) = 0 implies the relation
s2(0) = r3(0). (2.22)
The determination of
√
∆ has been chosen such that
ω±(z − i0) = e±2ipi/3ω∓(z + i0), for z ∈ [a, b].
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The relation ω+(z) = ω−(−z) then automatically implies that ω(z) has in the first sheet
a cut only along [a, b]. Indeed
for z > 0 ω(z − i0) = ω+(z + i0) + ω−(z + i0),
for z < 0 ω(z − i0) = ω(z + i0).
Critical points. A critical point is generated by the confluence of two different zeros
of ∆. Two situations can arise:
(i) a = e, this is the case of an ordinary critical point of the one-matrix model, the
determinant coming from the integration over A playing no special role. It just modifies the
form of the potential. From the point of view of the Ising model this is the low temperature
phase where all Ising degrees of freedom are frozen.
(ii) a = 0, this is a new critical point specific to the structure of integral (2.5),
and the only case we shall consider from now on. The condition a = 0 implies that
N < trA2 >, which characterizes the Ising spin fluctuations, diverges. Indeed N < trA2 >
is proportional to
∑
i,j 1/(λi + λj) and diverges only when some eigenvalue of S vanishes
[1]. This argument is confirmed in the continuum limit by a determination of the scaling
properties of N < trA2 >.
Finally the critical Ising model in the continuum limit is reached when both conflu-
ences occur simultaneously, a = e = 0. Note, however, that in this limit the eigenvalue
distribution approaches a singularity of the integrand. Therefore we can no longer be cer-
tain that the steepest descent method is valid beyond the leading order for N large. We
have made a few checks but this point requires a more detailed investigation.
2.3. Simple critical point
General critical solutions. Solutions corresponding to these critical points will be
characterized by the property that they have a cut only between the origin and z = b > 0.
The functions ω± corresponding to these solutions have the following general form:
ω± =
(√
1− b2/z2 ∓ ib/z
)1/3 (
A(z)
√
1− b2/z2 ± ibB(z)/z
)
, (2.23)
where A and B are even polynomials. The functions r, s,∆ have then indeed the expected
analytic properties:
r(z) = z−2
[
A2(z)
(
z2 − b2)+ b2B2(z)] , (2.24a)
s(z) = 2z−4
[
A3
(
z2 − b2)2 + 3 (A2B −B2A) b2 (z2 − b2)− b4B3] , (2.24b)
√
∆ = ibz−4
√
z2 − b2 [b2B2(3A−B) + (z2 − b2)A2(3B −A)] , (2.24c)
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provided A(z) and B(z) vanish at z = 0. The degrees of the polynomials A,B are directly
connected to the large z behaviour of ω± and thus to the degree of the potential V (S).
The cubic potential. In the case of the potential (2.3) ω± ∼ z2 for z → ∞. These
conditions imply A(z) = z2 and B(z) ∝ z2, and therefore the general solution (2.23)
reduces to
ω± = z2
(√
1− b2/z2 ∓ ib/z
)1/3 (√
1− b2/z2 ± ibσ/z
)
. (2.25)
The criticality condition a = 0 defines a line g = gc(c) in the g, c plane, and thus the
two parameters b, σ are functions of c. Note that the double zeros ±e of ∆ are given by
e2 = b2(σ−1)3/(3σ−1). They vanish for σ = 1 which thus corresponds to the Ising model
critical point, a case we examine later. We first discuss the generic case σ 6= 1.
To relate the parameters b, σ with the parameters c, g which characterize the special
potential (2.3) of the Ising model we can compare the expansions of ω+(z) for z large up
to order 1/z. Using equations (2.12) and (2.17a) we find at the critical point b(3σ − 1) =
12
√
3c, b2(3σ − 5)/9 = (3c− 1)(1 + c), and
12gc
√
3 = b3
(
19
54
− σ
6
)
. (2.26)
The conditions 0 ≤ c and g > 0 imply 1/3 ≤ σ ≤ 19/9. The limit σ → −∞, which cannot
be reached in the Ising model, corresponds to a quadratic potential V (S). For c = 0,
i.e. σ = 1/3 we know the critical value of g from the solution of the one-matrix model,
gc = 1/(12
√
3), value which agrees with the result (2.26).
Critical behaviour. The critical behaviour is obtained from the small z behaviour of
ω±. For σ 6= 1,
ω(z) ∝ z2/3.
For σ = 1 the behaviour is different and is discussed in the section 2.5. The amplitude in
front of z2/3, which is needed below to determine the normalization of ω(z) in the scaling
limit, depends on the determinations. We therefore choose to let z approach the origin
on the negative imaginary axis: z = −iλ, λ → 0+, a choice we shall keep throughout the
article. Then
ω+(−iλ) ∼ −21/3(1− σ)b4/3λ2/3, (2.27a)
ω−(−iλ) ∼ −2−1/3(σ + 1)b2/3λ4/3. (2.27b)
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2.4. The scaling limit
We now calculate ω(z) near the critical point, when the cosmological constant is close
to its critical value, i.e. for
|x = 1− g/gc| ≪ 1 ,
in the scaling limit. Scaling functions are solutions of equation (2.13) with a cut for
z ≥ a > 0. The scaling functions ω± have the general form
ωsc,± =
(√
a2 − z2 ∓ iz
)1/3 (
C(z)
√
a2 − z2 ± izD(z)
)
, (2.28)
where D,C are two even polynomials whose form is fixed by comparing the large z be-
haviour of ωsc with the small z expansion of the critical functions.
Equations (2.27) yield the large z behaviour of ωsc for λ→ +∞ and thus the degrees
of the polynomials C,D. Here C and D must be equal constants and thus:
ωsc,± = −2−1/3b4/3(1− σ)
(√
a2 − z2 ± iz
)2/3
. (2.29)
It remains to obtain the relation between a and x. One can for this purpose directly
calculate the variation of the polynomials r, s at leading order in x. However we use here
a different argument which can easily be generalized to more complicate cases.
An auxiliary function. We consider the function Ω(z):
Ω(z) =
∂
∂g
(
gω0(z)
)
. (2.30)
We note that (2.11) implies
Ω(z) =
1
12
∂ω(z)
∂g
.
It thus satisfies the homogeneous equation (2.13). It is then convenient to introduce the
corresponding two functions Ω±:
Ω± = ± 1
i
√
3
[
e∓2ipi/3Ω(z)− e±2ipi/3Ω(−z)
]
,
and therefore
Ω(z) = e−2ipi/3Ω+(z) + e2ipi/3Ω−(z). (2.31)
Since Ω is the derivative of a function which has a singularity of the form (z − z0)1/2,
z0 = ±a,±b, it can have a stronger singularity of (z − z0)−1/2 type. Moreover from the
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definition of ω0 we infer the behaviour of Ω for z large, Ω(z) ∼ 1/z. These conditions
determine Ω(z) uniquely as a function only of the location a, b of the singularities, a
property we shall use later. At the critical point Ω± have the form (2.23), where however
now A(z) can have poles at z = ±b and A(z) and B(z) no longer necessarily vanish at
z = 0. The large z behaviour of Ω(z) implies
B(z) ∼
z→∞
1/(b
√
3), A(z) = A˜(z)/(z2 − b2) with A˜(z) = O(1).
The leading correction to the large z behaviour of ωsc is found from equation (2.29) to be
of order z−2/3. This determines the singularity at z = 0 and implies A(0) = B(0). The
unique solution is thus
Ω± = ± i√
3z
√
1− b2/z2
(√
1− b2/z2 ± ib/z
)2/3
. (2.32)
Therefore
ω±(z, g) = ω± (z, gc)∓ xgc4i
√
3
1
z
√
1− b2/z2
(√
1− b2/z2 ± ib/z
)2/3
+O
(
x2
)
. (2.33)
By identifying the large z expansion of ωsc with the small z expansion of (2.33) we find
the relation between the parameter a and x. For example for z = −iλ and λ → 0+ we
derive from the expansion (2.33):
ω+(−iλ) ∼ −21/3(1− σ)b4/3λ2/3(1 +O(x)),
ω−(−iλ) ∼ −xgc31/228/3b−1/3λ−2/3,
while the scaling function for λ→ +∞
ωsc,− = −12(1− σ)b4/3a4/3λ−2/3 +O
(
λ−4/3
)
.
It follows
a ∼ b
√
2
(
19/81− σ/9
1− σ
)3/4
x3/4. (2.35)
Note finally that, taking into account the phase factors, ωsc can then also be written
ωsc(z) = 2
−1/3b4/3(1− σ)
[(
−z +
√
z2 − a2
)2/3
+
(
−z −
√
z2 − a2
)2/3]
. (2.36)
This expression can be conveniently parametrized setting
z = −a cosϕ , ωsc(z) = 22/3a2/3b4/3(1− σ) cos(2ϕ/3). (2.37)
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We have assumed ϕ ∈ [0, pi] for z ∈ [−a,+a].
Interpretation: the resolvent in the (p, 3) model. We recall that pure gravity is a (2, 3)
model in the CFT classification, which can be constructed as the solution of the canonical
commutation relation [P,Q] = 1 where P,Q are two differential operators of order 2, 3
respectively [10].
In the corresponding one-matrix model the saddle point equations have a natural
interpretation in terms of the resolvent of the operator of order two. However, as we show
in section 4, the trace of the resolvent of the other differential operator is also solution
of an algebraic equation, of third degree. Solving the equation explicitly, we obtain an
expression proportional to expression (2.36). Moreover we verify that the scaling relation
(2.35) is consistent with the behaviour expected for the specific heat u(x) in pure gravity.
Our results are thus consistent with the hypothesis that the matrix S becomes, in the
scaling limit, the differential operator of order 3, d3 − (3/4){u, d} of pure gravity.
2.5. The critical Ising model
The line of pure gravity reaches the Ising critical point when three zeros of ∆ coincide:
a = e = 0. This situation is found for σ = 1 and thus c = (−1 + 2√7)/27, gc =
5× 2−23−9/2b3 = 10c3 or b = 6√3c.
The function ω+ then becomes
ω+ = z
2
[
(1− b2/z2)1/2 + ib/z
]2/3
. (2.38)
For z small for example z = −iλ, λ→ 0+, we find that ω− gives the leading contribution
to the two first terms of small x expansion:
ω− = −(2b)2/3λ4/3 − xgc31/228/3b−1/3λ−2/3 +O
(
x2
)
. (2.39)
This implies that ω±(z) in the scaling limit, g − gc small, have the form
ωsc,± = ϑ0
(√
a2 − z2 ∓ iz
)4/3
.
Again ϑ0 and a can be determined by expanding the scaling form for z large z = −iλ,
λ→ +∞:
ωsc,−(z) = ϑ0(2λ)4/3
(
1 +
a2
3λ2
)
+O
(
λ−4/3
)
.
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Comparing with the expansion (2.39) we conclude
ϑ0 = − (b/2)2/3 , (2.40a)
a/b = 51/23−3/2x1/2. (2.40b)
As we show in section 4 these results agree, up to the normalizations of x and ω, with
the scaling of the resolvent of the differential operator P = d3 − (3/2){d, u(x)} of the
(3, 4) model in the spherical limit. We thus find complete consistency with the established
results of the critical Ising model in the spherical limit.
Note that, here again, it is convenient to use the parametrization (2.37):
ωsc(z) = ϑ0
[(
−z +
√
z2 − a2
)4/3
+
(
−z −
√
z2 − a2
)4/3]
.
and thus
z = −a cosϕ, ⇒ ωsc(z) = −21/3b2/3a4/3 cos (4ϕ/3) . (2.41)
2.6. The singular free energy
We show now how one can explicitly calculate the singular part of the free energy
F = lnZ and thus verify its universal character, when compared to other quantities.
We start from
g2
∂F
∂g
= N
〈
trV (S)
〉 ∼ N2 ∫ ds ρ(s)V (s)
=
N2
2ipi
∮
dz ω0(z)V (z) , (2.42)
where the contour in the last integral encloses the cut of ω0(z).
We then multiply by g and differentiate again
∂
∂g
(
g3
∂F
∂g
)
= N2gf(g), (2.43a)
f(g) =
1
2ipig
∮
dz V (z)Ω(z) . (2.43b)
where we have introduced the function Ω(z) defined by equation (2.30). Using then the
decomposition (2.31) into (2.43) we find that we can write
f =
1
2ipig
∮
dz
[
e−2ipi/3V (z)− e2ipi/3V (−z)
]
Ω+(z). (2.44)
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The singular part of the free energy is thus related to the singular part of Ω(z) for a small
which we determine now.
Expansion of Ω(z) for a2 small. We recall that Ω(z) satisfies the homogeneous equa-
tion (2.13). Moreover Ω(z) has a cut along [a, b] and behaves for large argument z like 1/z.
It has singularities of the form (a− z)−1/2 and (z− b)1/2 at z = ±a,±b. It can be directly
determined by solving an equation of the form (2.16)
Ω3(z)− 3r(z)Ω(z)− 2s(z) = 0 . (2.45)
The functions r, s which appear here can have simple poles at z = a, b. This implies that
they can be parametrized as
r(z) =
1
3
z2 + τ2d
(z2 − a2)(z2 − b2) , s(z) =
2
3
√
3
bτ3
(z2 − a2)(z2 − b2) .
The discriminant ∆ of the equation ∆ = s2−r3 has as a numerator a polynomial of degree
six which must be a perfect square, condition which determines the parameters d and τ .
However, it is more transparent to use a different method.
The critical function (a = 0) is given by equation (2.32):
Ω± = ± i√
3z
√
1− b2/z2
(√
1− b2/z2 ± ib/z
)2/3
.
The most singular, for z small, of the two functions behaves like z−2/3. This determines
the corresponding scaling function. Indeed it has the general form (2.28), C can have poles
at z = ±a, and C,D behave like 1/z2 for z large. Thus
Ωsc,± =
ϑ0√
a2 − z2
(√
a2 − z2 ∓ iz
)1/3
,
with
ϑ0 = 2
1/33−1/2b−1/3.
Expanding Ωsc at next order for z large we get a correction of order z
−4/3. More precisely
for λ→ +∞
Ωsc,+(−iλ) ∼ 3−1/2a2/3b−1/3λ−4/3.
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This next to leading contribution must also be the small z behaviour of the correction to
the critical function we are looking for. This correction on the other hand is at most of
order 1/z2 for z large. These conditions determine it entirely and we get
Ω+(z, a)− Ω+(z, 0) ∼ −(a/b)2/3 2
−1/33−1/2b
z2
√
1− b2/z2
(√
1− b2/z2 + ib/z
)−1/3
. (2.46)
Note that the expression in the r.h.s. has a singularity at z = b only of strength (z−b)−1/2
while (z − b)−3/2 could have been expected. Actually it can be verified that the location
of the singularity at z = b varies by a term of order a2 at least and thus the corresponding
contribution to Ω is even smaller.
The free energy. We note the identity
d
dz
(√
1− b2/z2 + ib/z
)−1/3
=
ib
3
1
z2
√
1− b2/z2
(√
1− b2/z2 + ib/z
)−1/3
.
Introducing the expansion (2.46) into equation (2.44), using this identity and integrating
by parts we find
f(a) = f(0)− i2
−1/331/2(a/b)2/3
2ipig
∮
dz
[
e−2ipi/3V ′(z) + e2ipi/3V ′(−z)
]
×
(√
1− b2/z2 + ib/z
)−1/3
.
We now use the identity
e−2ipi/3V ′(z) + e2ipi/3V ′(−z) = ig
√
3
[
e2ipi/3ω0(z) − e−2ipi/3ω0(−z)
]
− 1
4
ω− ,
consequence of the definitions (2.10),(2.11), in the integral.
We need ω− only at leading order. From (2.38) we deduce
ω− = z2
(√
1− b2/z2 + ib/z
)−2/3
.
We then see that ω− gives no contribution to the integral. We calculate the contribution
of ω0(z) by taking the residue at infinity. We need only the large z behaviour of ω0(z) at
leading order.
ig
√
3
[
e2ipi/3ω0(z)− e−2ipi/3ω0(−z)
]
∼ − ig
√
3
z
+O
(
z−2
)
.
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We thus obtain∮
dz
2ipig
[
e−2ipi/3V ′(z) + e2ipi/3V ′(−z)
] (√
1− b2/z2 + ib/z
)−1/3
= −i
√
3 .
This completes the calculation of second derivative of the singular free energy Fsg and we
find:
g2cF
′′
sg(g) ∼ F ′′(x) ∼
N2
2ipigc
∮
dz V (z)Ωsg = −3× 2−1/3N2(a/b)2/3, (2.47)
with x = 1− g/gc. In the case of the (3, 2) ordinary critical point this yields
F ′′(x) = −3(19/81− σ/9)1/2(1− σ)−1/2N2x1/2.
In particular for c = 0 we recover the expected result, i.e. twice the value of the corre-
sponding one-matrix model.
For the critical Ising model instead we find
F ′′(x) = −(5/2)1/3N2x1/3.
2.7. Large order behaviour
We now look for a non minimal saddle point of the integrand (2.5). We know from our
experience of the one-matrix model, that the second lowest saddle point is obtained when
we move only one eigenvalue from the edge of the distribution ρ, to the nearest stationary
position. The variation of the action Σ is then:
δΣ =
∫ λf
a
dλ
∂Σ
∂λ
,
where Σ is given by
∂Σ
∂λ
= N

V ′(λ)
g
− 2
N
∑
j
1
λ− λj +
1
N
∑
j
1
λ+ λj

 .
In the continuum limit
∂Σ
∂λ
= N
(
V ′(λ)
g
− 2ω0(λ)− ω0(−λ)
)
= − N
12g
(
2ω(λ) + ω(−λ)). (2.48)
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We are looking for a zero of ∂Σ/∂λ in the interval (0, a) and thus λf is small. We can thus
replace ω(z) by its scaling form. We then find the variation δF of the free energy in the
scaling limit. For the generic critical point, using (2.37) and (2.35) we find
δΣ ∝ a5/3 ∝ x5/4, ⇒ δF ∝ exp
(
−const. x5/4
)
.
in agreement with the result found in pure gravity. For the Ising critical point, using (2.41)
and (2.40b) we obtain
δΣ ∝ a7/3 ∝ x7/6, ⇒ δF ∝ exp
(
−const. x7/6
)
.
in agreement with the known result for the Ising model.
2.8. Multicritical points
With a general potential V (S) higher order critical points can be generated. If the
polynomials A,B, in expression (2.23) behave like: A(z) ∝ B(z) ∝ z2m+2 for z small,
ω(z) ∝ z(6m+2)/3. The minimal example corresponds to
ω± = ∓i(z/b)2m+1
(√
1− b2/z2 ± ib/z
)−1/3
,
r(z) = (z/b)4m+2, s(z) = (z/b)6m+2.
If in addition A(z)/B(z)→ 1 then ω(z) ∝ z(6m+4)/3. The minimal model is
ω± = (z/b)2m+2
(√
1− b2/z2 ± ib/z
)2/3
,
r(z) = (z/b)4m+4, s(z) = (z/b)6m+6 − 2(z/b)6m+4.
(Note the change of normalization compared to the m = 0 case.)
Scaling region. It will be convenient in what follows to classify the critical models
when ω(z) behaves for z → 0 like
ω(z) ∝ zp/q ,
in terms of two relatively prime integers p, q, in analogy with the CFT classification (see
section 4). For all the models considered up to now q = 3, while p belongs to one of the
two sets p = 6m+ 2, 6m+ 4.
To determine the functions in the scaling limit in terms of the deviation x from the
critical cosmological constant we now use the same method as in the case of the simple
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critical points m = 0. We first expand ω(z) at first order in x and then look for the leading
term for z → 0. The two cases have to be discussed separately.
First case p = 6m+ 2. At leading order for z = −iλ, λ→ 0+ we find
ω+(z) ∼ (−1)m+121/3(λ/b)2m+2/3.
Therefore the scaling function ωsc has the form (2.28) with C,D polynomials of degree
2m.
It is convenient to normalize the potential in such a way that the variation δω at
leading order in x and for z large is
δω± ∼ ∓ixb/z.
Then δω±, which is independent of the potential and thus proportional to Ω± of equation
(2.32), is
δω± = ∓ ixb
z
√
1− b2/z2
(√
1− b2/z2 ± ib/z
)2/3
. (2.49)
Expanding δω− for λ→ 0+ we find
δω−(−iλ) ∼ −x22/3b2/3λ−2/3.
This behaviour of δω determines completely the scaling function. It can be expressed in
terms of the function ϑ(z):
ϑ(z) =
∫ √a2−z2
−iz
dt (t+ iz)m−1/3(t− iz)m . (2.50)
Calculating the integral we first verify that the function ϑ(z) has a form (2.28):
ϑ(z) =
(√
a2 − z2 + iz
)−1/3 (
C(z)
√
a2 − z2 + izD(z)
)
.
For λ→ +∞ we find
ϑ(−iλ) ∼ (−1)mB(m+ 1, m+ 2/3)(2λ)2m+2/3,
ϑ(iλ) ∼ a
2m+4/3(2λ)−2/3
m+ 2/3
,
with
B(α, β) =
Γ(α)Γ(β)
Γ(α+ β)
.
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It follows
ωsc,±(z) = ϑ0ϑ(±z), (2.51)
with
ϑ0 = − 2
−2m−1/3b−2m−2/3
B(m+ 1, m+ 2/3)
,
a/b = 2
[
21/3(m+ 2/3)B(m+ 1, m+ 2/3)x
]1/(2m+4/3)
.
Using equation (2.47) we conclude that the singular part of the free energy then scales like
F ′′(x) ∝ x1/(3m+2).
As we show in section 4 all these results are consistent with the behaviour found in the
(6m + 2, 3) string model. Moreover equation (2.48) yields then the expected scaling for
the “instanton” action δΣ ∝ x1+1/(6m+4).
Case p = 6m+ 4. In the λ→ 0+ limit ω− gives the leading contributions:
ω− = (−1)m+122/3(λ/b)2m+4/3 − x22/3(b/λ)2/3 +O
(
λ−4/3
)
.
We introduce now the function ϑ(z):
ϑ(z) =
∫ √a2−z2
−iz
dt (t+ iz)m+1/3(t− iz)m . (2.52)
For λ→ +∞ we find:
ϑ(−iλ) = (−1)mB(m+ 1, m+ 4/3)(2λ)2m+4/3 + 2
−2/3a2m+2
m+ 1
λ−2/3 +O
(
λ−4/3
)
.
In the scaling limit we conclude that ω(z) must have the form (2.51) with now
ω±(z) = ϑ0ϑ(∓z),
with
ϑ0 = − b
−2m−4/32−2m−2/3
B(m+ 1, m+ 4/3)
,
a
b
= 2 [(m+ 1)B(m+ 1, m+ 4/3)x]
1/(2m+2)
.
It follows that the specific heat F ′′(x) ∝ x1/(3m+3). Again these results are consistent with
a (6m+ 4, 3) model (see section 4). Agreement is also found with the scaling form of the
instanton action δΣ ∝ x1+1/(6m+6).
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3. The general O(n) model
We now generalize the previous model by replacing the matrix A by a set of n matrices
Ai:
Z =
∫
dS dA1 . . .dAn e
−(N/g)tr [S(A21 + · · ·+A2n) + V (S)] , (3.1)
V (S) being now also a general polynomial potential.
The model has then an O(n) symmetry. The quantity F = lnZ can be interpreted
as the free energy of a gas of loops, each indexed by an integer i, i = 1, ..., n, drawn on a
random lattice of the form of a Feynman diagram.
The corresponding model on regular lattices can become critical only for −2 ≤ n ≤ 2.
We shall verify that here that the integral is even defined only for n ≤ 2. It is thus
convenient to set n = −2 cos θ. Although we could restrict ourselves to the interval 0 ≤
θ ≤ pi, it is convenient for book-keeping purpose, to consider all positive values of θ. Note
that the case n = 0, θ = (2m+1)pi/2 reduces to the standard one-matrix model. For n = 1
we can assign θ = ppi/3 to the multicritical models when ω(z) ∝ zp/3; the critical Ising
model thus corresponds to θ = 4pi/3.
The integral over the matrices Ai’s is still gaussian and can be performed. We can
then parametrize S in terms of a unitary transformation and its eigenvalues λi. After the
integration over unitary transformations, the integral (3.1) becomes:
Z =
∫
∆2(Λ)
∏
i,j
(λi + λj)
−n/2∏
i
dλie
−(N/g)V (λi)
=
∫
dλ e
−N Σ[λ]
,
with the effective action Σ
Σ =
∑
i
1
g
V (λi)− 1
N
∑
i6=j
ln |λi − λj |+ n
2N
∑
i,j
ln(λi + λj).
3.1. The saddle-point equation
In the planar limit N →∞, Z can be calculated by the steepest descent method. The
saddle point equation is:
∂Σ
∂λi
= 0 =
1
g
V ′(λi)− 2
N
∑
j 6=i
1
λi − λj +
n
N
∑
j
1
λi + λj
. (3.2)
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We again introduce the density of eigenvalues ρ(λ) = 1N
∑
i δ(λ − λi), and its Hilbert’s
transform, the trace of the resolvent:
ω0(z) =
1
N
∑
i
1
z − λi =
∫
dλ
ρ(λ)
z − λ.
In the large N limit ρ(λ) becomes a continuous function and ω0 a function analytic except
when z belongs to the spectrum of S, that is with a cut on a segment [a, b] of the real
positive axis.
Equation (3.2) may be written in term of ω0:
ω0(λ+ i0) + ω0(λ− i0) + nω0(−λ) = 1
g
V ′(λ), (λ ∈ [a, b]). (3.3)
This linear equation has a polynomial solution:
ωr(z) =
1
g
1
4− n2
(
2V ′(z) − nV ′(−z)). (3.4)
Note that the cases n = ±2 are special and must be examined separately. The function
ω(z), defined by
ω0 = ωr + ω/g, (3.5)
then satisfies the homogeneous equation:
ω(λ+ i0) + ω(λ− i0) + nω(−λ) = 0 . (3.6)
Since ω0(z) behaves as 1/z for z large, ω(z) has the large z expansion:
ω(z) = − 4√
2− n
(
2V ′(z) − nV ′(−z)) + g
z
+O
(
z−2
)
. (3.7)
A quadratic relation. Let us introduce the following function:
r(z) = ω2(z) + ω2(−z) + nω(z)ω(−z). (3.8)
We verify, as in the case of the Ising model, that the discontinuity on the cut of r(z)
vanishes as a consequence of equation (3.6):
r(z + i0)− r(z − i0) = [ω(z + i0)− ω(z − i0)]
× [ω(z + i0) + ω(z − i0) + nω(−z)] = 0 .
Therefore r is an even function, analytic in the whole complex plane. The behaviour of
ω for z large, then implies that r is a polynomial. Again equation (3.8) can be directly
derived from the saddle point equation or the loop equation. An expression of r(z) in
terms of the potential follows.
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3.2. The general solution
We introduce two auxiliary functions:


ω+(z) =
i
2 sin θ
[
eiθ/2ω(z)− e−iθ/2ω(−z)
]
ω−(z) = − i
2 sin θ
[
e−iθ/2ω(z)− eiθ/2ω(−z)
] (3.9)
such that ω+(−z) = ω−(z). Then
ω+(z)ω−(z) = r(z).
Conversely ω(z) is given in terms of ω+, ω− by
ω(z) = −
[
eiθ/2ω+(z) + e
−iθ/2ω−(z)
]
. (3.10)
Equation (3.6) then is equivalent to the simple relations
ω±(z − i0) = e±iθω∓(z + i0), (3.11)
which, as in Ising case, imply that ω(z) has cuts only on the positive axis.
If we now choose θ such that eiqθ = ±1, q being a positive integer, then ω(z) satisfies
an algebraic equation of degree q. We have to examine the two signs separately.
Case eiqθ = 1. This implies θ = pip/q, where p is an even integer. The function s(z),
s(z) = 1
2
(ωq+ + ω
q
−), (3.12)
has no discontinuity on the cut, and is analytic in the whole complex plane. It is therefore
an even polynomial of a degree determined by the degree of the potential . We have thus
the two following algebraic equations:
ω+ω− = r(z), ω
q
+ + ω
q
− = 2s(z) . (3.13)
The solution of these equations is then ωq± = s±
√
∆, with
∆ = s2 − rq ,
√
∆ = 12
(
ωq+ − ωq−
)
. (3.14)
Note that
√
∆ is thus an odd function. The function ω is then given by equation (3.10).
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Case eiqθ = −1. This implies θ = pip/q, where p is now an odd integer. The expressions
are quite similar but the role of s(z) and
√
∆ are formally exchanged. It is now the function
s(z),
s(z) =
1
2i
(ωq+ − ωq−), (3.15)
which has no discontinuity on the cut, and is analytic in the whole complex plane. It is
therefore an odd polynomial. We have thus the two following algebraic equations:
ω+ω− = r(z), ω
q
+ − ωq− = 2is(z) . (3.16)
The solution of these equations is ωq± =
√
∆± is, with
∆ = rq − s2 ,
√
∆ = 12
(
ωq+ + ω
q
−
)
.
Here instead
√
∆ is even. The function ω is still given by equation (3.10).
One-cut solution. We still have to determine the coefficients of the polynomials r, s,∆.
They can be found from the additional condition that ω has only one cut [a, b] on the
positive real axis. We can see from (3.10) that the singularities of ω are the single roots
of ∆. We demand that except for a and b (and −a,−b by parity), all the roots of ∆ are
double, in such a way that ∆ can be written:
∆ = −(z2 − a2)(z2 − b2)M2(z),
where M(z) is an odd or even polynomial depending on the different cases. Due to the
special form of the conditions (3.11) all one-cut solutions ω± can be factorized:
ω± = Ω±(z)
[
±zA(z) +B(z)
√
(z2 − a2)(z2 − b2)
]
,
where A and B are even functions, rational fractions in general because Ω±(z) may have
zeros, and the function Ω, which has only singularities at ±a,±b, is a “minimal” solution
of:
Ω+(z) = Ω−(−z), Ω±(z − i0) = −e±iθΩ∓(z + i0).
This factorization property is a consequence of the algebraic equation satisfied by ω(z) and
may not necessarily hold when θ/pi is not rational.
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3.3. Critical points
We again consider only critical points for which a = 0. The function ω(z) at a critical
point has then a cut for 0 ≤ z ≤ b. The general form of such a solution is analogous to
the form (2.23) of the case n = 1:
ω±(z) =
(√
1− b2/z2 ± ib/z
)−l/q [
A(z)
√
1− b2/z2 ± ibB(z)/z
]
, (3.17)
where l, q are relatively prime integers with 0 < l < q and A,B are polynomials which can
be chosen even without loss of generality. Indeed the situation A,B odd is equivalent to
A,B even with the change l 7→ q − l.
One immediately verifies that r(z), s(z) and ∆(z) are polynomials of a form consistent
with a one-cut solution provided A and B vanish at z = 0.
A minimal realization of a critical point with polynomial potentials is:
ω±(z) = ∓i(z/b)2m+1
(√
1− b2/z2 ± ib/z
)−l/q
, (3.18a)
ω±(z) = (z/b)2m+2
(√
1− b2/z2 ± ib/z
)1−l/q
. (3.18b)
Then in both cases
ω+(z − i0) = eipi(1−l/q)ω−(z + i0) ⇒ θ = pi(1− l/q). (3.19)
The two cases q − l even and odd correspond to the two situations eiqθ = ±1.
For z → 0 we find that
ω(z) ∝ zp/q
where p = (2m + 1)q − l in the case (a) and p = (2m + 1)q + l in the case (b). Note
that the values of p are such that m can also be defined as the integer part of p/2q since
p/(2q)− 1 < m < p/(2q). Finally we see that for book-keeping purpose it is convenient to
assign the angle θ = pip/q to the critical point characterized by the integers (p, q).
3.4. Scaling region
We want now to derive ω(z) in the scaling region when the variable x = 1 − g/gc
which characterizes the deviation of the cosmological constant from its critical value is
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small. Functions which satisfy equation (3.6) and are singular only at z = ±a and z =∞
have the general form:
ωsc,± =
(√
a2 − z2 ± iz
)−l/q [
C(z)
√
a2 − z2 ± izD(z)
]
, (3.20)
where again C and D are even polynomials. A comparison between the large z behaviour
of ωsc and the small z behaviour of ω at the critical point yields the degrees of C and D.
This determines them completely only for the minimal critical points m = 0. We then find
ωsc,± ∝
(√
a2 − z2 ± iz
)p/q
.
To obtain the relation between x and a and completely determine the form of the poly-
nomials C,D for multicritical points (m > 0) we then proceed as in the q = 3 case and
calculate the deviation from the critical form at leading order for x small.
Deviation from the critical form at leading order. We now calculate the deviation
from the critical form at leading order in the variable x = 1− g/gc which characterizes the
deviation of the cosmological constant from its critical value. We normalize the potential
in such a way that for z large the variation δω± is:
δω± ∼ ∓ixb/z .
As in the case of the Ising model we introduce the function Ω(z):
Ω(z) =
∂
∂g
(
gω0(z)
)
.
Equation (3.5) then implies
Ω(z) =
∂ω(z)
∂g
. (3.21)
It thus satisfies the homogeneous equation (3.6). We also introduce the decomposition
Ω±(z) = ± i
2 sin θ
[
e±iθ/2Ω(z)− e∓iθ/2Ω(−z)
]
(3.22a)
Ω(z) = −
[
eiθ/2Ω+(z) + e
−iθ/2Ω−(z)
]
. (3.22b)
From the definition of ω0 we infer the behaviour of Ω for z large, Ω(z) ∼ 1/z. Moreover,
since Ω is the derivative of a function which has singularities of the form (z − z0)1/2,
z0 = ±a,±b, it can have a stronger singularity of (z − z0)−1/2 type. These conditions
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determine Ω(z) uniquely as a function of the location of the singularities, as in the Ising
case. The variation δω is proportional to Ω at the critical point. At the critical point Ω
has the form (3.17). To obtain its complete form we need its small z behaviour. This
behaviour must be consistent with the leading correction to the large z behaviour of ωsc.
Since Ω is independent of the potential we can compare it to the form of ωsc in the case
(a) for m = 0. The leading correction to ωsc is then of order z
l/q−1. The unique solution
is then
δω± = ∓ ixb
z
√
1− b2/z2
(√
1− b2/z2 ± ib/z
)1−l/q
.
With this information we can now explicitly calculate the scaling functions for all critical
points.
Scaling function. From the preceding analysis we conclude that for z large ωsc satisfies
ωsc(z)− const. zp/q = O
(
xzl/q−1
)
. (3.23)
It is easy to verify that this fixes the polynomials C,D. We now show that the scaling
function ωsc can then be expressed in terms of the function ϑ(z) given by the integral
representation
ϑ(z) =
∫ √a2−z2
−iz
dt (t+ iz)p/q−m−1(t− iz)m , (3.24)
the proof relying on a verification of condition (3.23). Calculating the integral (3.24) we
first verify that the function ϑ(z) has a form consistent with expression (3.20):
ϑ(z) =
(√
a2 − z2 + iz
)±l/q (
C(z)
√
a2 − z2 + izD(z)
)
,
where C,D are two even polynomials of degree 2m and ±l/q = p/q− 2m− 1. Moreover if
we introduce the parametrization of case (a), p = (2m+ 1)q − l, we find
ϑ(l, z) =
∫ √a2−z2
−iz
dt (t+ iz)(p−q−l)/(2q)(t− iz)(p−q+l)/(2q).
It follows
ϑ(l, z)− ϑ(−l,−z) = (2z)p/qeipi(q−l)/(2q)σpq,
where we have set
σpq = B(m+ 1, p/q −m) = Γ[(p+ q + l)/(2q)]Γ[(p+ q − l)/(2q)]
Γ[(p+ q)/q]
. (3.25)
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We then expand ϑ(±z) for z large.
Large z expansion. For z = −iλ large we find
ϑ(−iλ) = (−1)m(2λ)p/qΓ(m+ 1)Γ(p/q −m)
Γ(p/q + 1)
+ (2λ)p/q−2m−2
a2m+2
m+ 1
+O
(
λp/q−2m−4
)
, (3.26a)
ϑ(iλ) ∼ (2λ)
2m−p/qa2p/q−2m
p/q −m . (3.26b)
Case (a). If p = (2m+1)q− l, and thus p/q < 2m+1, ϑ(−z) is asymptotically larger
than the correction to ϑ(z). Moreover 2m− p/q = l/q − 1. The solution is then
ωsc,±(z) = ϑ0ϑ(±z). (3.27)
Moreover comparing the expansion (3.26) with the expansions of the critical functions ω±
and δω±:
ω+(−iλ) ∼ (−1)m+12l/q(λ/b)p/q,
δω−(−iλ) ∼ −x21−l/q(λ/b)l/q−1,
we obtain the normalization constant ϑ0 and the relation between a and x
ϑ0 = −2(l−p)/qb−p/qσ−1pq ,(a
b
)(p+q−l)/q
= 2(p+q−3l)/q[(p+ q − l)/q]σpqx,
where we have used the definition (3.25).
Case (b). If p = (2m + 1)q + l, and thus p/q > 2m + 1, the correction to ϑ(z) is
asymptotically larger than the correction to ϑ(−z). Moreover p/q−2m−2 = l/q−1. The
solution is then
ωsc,±(z) = ϑ0ϑ(∓z), (3.28)
with
ϑ0 = −2(q−l−p)/qb−p/qσ−1pq ,(a
b
)(p+q−l)/q
= 2(p−l)/q [(p+ q − l)/q]σpqx .
Note that in the set of variables p, q, l the behaviour of a takes the same form in both
cases.
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3.5. The singular free energy
We can find the singular part of the free energy, using the same method as in the Ising
model case. We have shown that
∂
∂g
(
g3
∂F
∂g
)
=
N2
2ipi
∮
V (z)Ω(z) dz , (3.29)
where Ω(z) is the function (3.21). Using the decomposition (3.22b) we can rewrite equation
(3.29)
∂
∂g
(
g3
∂F
∂g
)
= −N
2
2ipi
∮
Ω+(z)
(
eiθ/2V (z) − e−iθ/2V (−z)
)
dz . (3.30)
The critical function for a = 0 is
Ω± = ± i
2 sin(θ/2)z
√
1− b2/z2
(√
1− b2/z2 ± ib/z
)1−l/q
. (3.31)
The scaling region. Let us now consider the case a 6= 0 but small. For z small the
function (3.31) behaves like zl/q−1. This, together with the other properties, determines
the scaling form of Ω(z)
Ωsc,±(z) =
ϑ0√
a2 − z2
(√
a2 − z2 ∓ iz
)l/q
, ϑ0 =
2−2l/qb−l/q
sin(θ/2)
.
Conversely, as in the q = 3 case, the next to leading term in the large z expansion of Ω
provides the additional information needed to completely determine the first correction to
the critical function for a small. This correction behaves like z−1−l/q , therefore
Ω+(a)− Ω+(a = 0) ∝ 1
z2
√
1− b2/z2
(√
1− b2/z2 + ib/z
)−l/q
.
The leading correction to Ωsc,+(z) is:
Ωsc,+(−iλ) ∼ ϑ02−l/qa2l/qλ−1−l/q.
We thus have:
Ω+(a)− Ω+(0) ∼ − 2
−4l/q
sin(θ/2)
(a
b
)2l/q b
z2
√
1− b2/z2
(√
1− b2/z2 + ib/z
)−l/q
.
The identity
d
dz
(√
1− b2/z2 + ib/z
)−l/q
= ib
l
q
1
z2
√
1− b2/z2
(√
1− b2/z2 + ib/z
)−l/q
,
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allows to cast this expression into the form
Ω+(a)− Ω+(0) = −i q
l sin(θ/2)
( a
4b
)2l/q d
dz
(√
1− b2/z2 + ib/z
)−l/q
.
With this expression we can integrate by parts integral (3.30). The second derivative of
the singular part of the free energy is then given by
g2cF
′′
sg =
N2
2ipigc
iq
l sin θ/2
( a
4b
)2l/q ∮
dz
(√
1− b2/z2 + ib/z
)−l/q
×
(
eiθ/2V ′(z) + e−iθ/2V ′(−z)
)
.
We then use the identity
eiθ/2V ′(z) + e−iθ/2V ′(−z) = 2ig sin θ
(
e−iθ/2 ω0(z)− eiθ/2ω0(−z)
)
+ 4 sin2 θ ω−(z).
We need ω− only at leading order as given by expressions (3.18). We see that the con-
tribution to the integral coming from ω− vanishes. The contribution due to ω0 can be
calculated by taking the residue at infinity. Then only the leading behaviour of ω0 for z
large is relevant:
2ig sin θ
(
e−iθ/2ω0(z)− eiθ/2ω0(−z)
)
∼ 4ig sin θ cos(θ/2)
z
.
In terms of the variable x = 1− g/gc we finally obtain:
g2c
d2Fsg
(dg)2
= F ′′sg(x) = −N2(q/l)(2− n)21−4l/q
(a
b
)2l/q
.
If we set q = 3 and l = 1 we find 3 × 2−1/3 (a/b)2/3, in agreement with the Ising model
result.
We derive from this expression the scaling of the free energy for all critical points:
F ′′sg(x) ∝ x2l/(p+q−l), ⇒ γstring = −
2l
p+ q − l . (3.32)
3.6. Large order behaviour
The calculation of section 2.7 can easily be generalized. The variation of the action
is:
δΣ =
∫ λf
a
dλ
∂Σ
∂λ
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and we have:
∂Σ
∂λ
= N

V ′(λ)
g
− 2
N
∑
j
1
λ− λj +
n
N
∑
j
1
λ+ λj

 ,
= N
(
V ′(λ)
g
− 2ω0(λ)− nω0(−λ)
)
= −N [2ω(λ) + nω(−λ)] /g.
In the critical region g close to gc, the argument λ in the integral remains of order a. We
conclude that δΣ scales like
δΣ ∝ Nx(p+q)/(p+q−l),
result consistent with the scaling of the free energy. Thus the variation δF of the free
energy has the form
δF ∝ exp
(
−const. x(p+q)/(p+q−l)
)
, (3.33)
result consistent with the 2k! behaviour at large orders of the topological expansion also
found in other matrix models.
4. The resolvent in (p, q) string models
We have solved the saddle point equations of the O(n) model by transforming them
into an algebraic equation for the trace of the resolvent of some matrix in the large N
limit. It is therefore interesting, for comparison purpose, to discuss the form of the resol-
vent in multimatrix models. The string equations of the (p, q) models can be generated
by constructing a representation of the canonical commutation relations in terms of two
differential operators P,Q of order p, q respectively (p, q are relatively prime and not both
odd):
P = dp − (p/4){dp−2, u(x)}+
∑
i=2
{vi(x), dp−2i},
Q = dq − (q/4){dq−2, u(x)}+
∑
i=2
{wi(x), dq−2i},
where d means d/dx and {., .} means anticommutator. Moreover u(x) is the specific heat,
the second derivative of the free energy.
Let us consider the trace of the resolvent of one of these operators, for example Q:
ω(z) = tr (z −Q)−1.
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In the spherical, i.e. the semiclassical limit, because the non commutation between space
and derivative can be neglected, ω(z) is given by
ω(z, x) = −
∫ x
dx′
∫
dy
(iy)q − (q/2)u(x′)(iy)q−2 + 2∑i=2 wi(x′)(iy)q−2i − z . (4.1)
The integral over y just selects a residue.
The scaling relations in the (p, q) model, in the same limit, are
wi(x) ∝ ui(x), u(x) ∼ x2/(p+q−1).
Thus ω(z, x) has the scaling form:
ω(z, x) = zp/qω
(
1, xz−(p+q−1)/q
)
.
Moreover in the critical limit, i.e. for z large, it behaves like
ω(z, x) ∝ zp/q + xz1/q−1 + o
(
z1/q−1
)
.
Note immediately that these scaling properties are consistent with those of the O(n) model
studied above if and only if l = 1, i.e. p has the special form p = (2m+ 1)q ± 1.
We have shown that in the case of the O(n) models ω(z) satisfies, in the large N limit,
an algebraic equation of a special type. We show now that in this special class of (p, q)
models the resolvent satisfies the same equations.
It is well known that in the case of the one-matrix model, which corresponds to q = 2,
ω(z) satisfies a second degree equation. More precisely, setting p = 2m+ 1, one finds
ω(z) =
m+ 1
pi
∫ u(x)
−z
du′ u′m√
z + u′
,
and thus
ω2(z) = (z + u)P 2m(z, u),
where Pm is proportional to the polynomial part of the large z expansion of z
m(1+u/z)−1/2
[7,8].
Analogous properties for q > 2 are maybe less well-known.
Operators of third order: q = 3. A short calculation shows that the trace ω(z) of the
resolvent of the operator Q = i(d3 − (3/4){d, u}) is, in the spherical and scaling limit,
proportional, up to a rescaling of x, to the expression (2.51) found in section2 2.4,2.5. The
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result relies, in particular, on the property that p which is even and relatively prime with
q = 3, is necessarily of the form p = 6m+ 2 or p = 6m+ 4.
Generic situation. In the general case q ≥ 4 the explicit functional form of the operator
Q depends on the (p, q) models. In the semiclassical limit the coefficients wi in equation
(4.1) become proportional to ui with in general p-dependent coefficients. However, it is
easy to verify, using for example the string actions [5] in the semiclassical limit, that when
p = (2m + 1)q ± 1, the semiclassical form of the operator Q is m-independent. If for
convenience we change the normalizations u(x) 7→ −2u(x), z 7→ 2iqz, and then set in
(4.1):
y = 2u1/2 cosϕ,
we find for the denominator
yq − qu(x)yq−2 + · · · − 2z = 2
(
uq/2 cos(qϕ)− z
)
.
Taking the residue in y we obtain for ω(z) the expression
ω(z) ∝
∫
dx
u1/2 sinϕ
uq/2 sin(qϕ)
,
where ϕ is solution of the equation
uq/2 cos(qϕ) = z . (4.2)
It follows
2iu1/2 sinϕ =
(
z +
√
z2 − uq
)1/q
−
(
z −
√
z2 − uq
)1/q
,
2iuq/2 sin(qϕ) = 2
√
z2 − uq.
We now use the scaling relation x = u(p+q−1)/2 and set s =
√
z2 − uq. We find
ω(z) ∝
∫ √z2−a2
ds
(
z2 − s2)(p−q−1)/2q [(z + s)1/q − (z − s)1/q] ,
with a = uq/2. In the two situations p = (2m + 1)q ± 1 (thus a = x1/(2m+2) or a =
xq/(2mq+2q−2)) the integration yields an algebraic expression which, up to normalizations,
agrees with the results (3.24),(3.27),(3.28) obtained for the corresponding (p, q) critical
points of the O(n) model. Note finally that these special (p, q) models include the unitary
family (q ± 1, q).
31
5. Conclusion
We have exhibited all critical points of the O(n) model on a random lattice generated
by the Feynman diagram technique, in the case n = −2 cos(pip/q). We have calculated, in
the spherical limit using steepest descent, the resolvent and the singular free energy in the
scaling limit. In particular we have found that if we parametrize p as p = (2m + 1)q ± l,
0 < l < q, γstring = −2l/(p+ q − l). For l > 1 this result is surprising since it differs from
what is found for the (p, q) critical points of multimatrix models: γ = −2/(p+ q−1). One
possible interpretation is that the operator which, in multimatrix models is coupled to the
cosmological constant, is not present here∗.
We have finally characterized the large order behaviour of the topological expansion
confirming the expected 2k! behaviour already found in other matrix models.
We have then shown that in the special case p = (2m + 1)q ± 1 all the results we
have obtained are identical to those found in the corresponding (p, q) string models by
orthogonal polynomial techniques, and otherwise they are different.
Moreover the techniques developed here allow to obtain a number of additional results
which will be presented in a separate article [11]. In particular we shall study the effect of
other relevant operators, a question which has some subtle aspects since, as the example of
the Ising model reveals, negative powers of the matrix S have sometimes to be considered.
We shall characterize more precisely the large order behaviour. Finally we shall exhibit
solutions for generic values of n between −2 and +2, and discuss the n→ ±2 limit.
Acknowledgement. While this work was in progress, Kostov communicated us a
preprint [12] where the same model was discussed, though from a slightly different point
of view.
∗ We thank I. Kostov for this remark.
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