Abstract-The LeGall 5/3 and Daubechies 9/7 filters have risen to special prominence because they were selected for inclusion in the JPEG2000 standard. Here, we determine their key mathematical features: Riesz bounds, order of approximation, and regularity (Hölder and Sobolev). We give approximation theoretic quantities such as the asymptotic constant for the L 2 error and the angle between the analysis and synthesis spaces which characterizes the loss of performance with respect to an orthogonal projection. We also derive new asymptotic error formulae that exhibit bound constants that are proportional to the magnitude of the first nonvanishing moment of the wavelet. The Daubechies 9/7 stands out because it is very close to orthonormal, but this turns out to be slightly detrimental to its asymptotic performance when compared to other wavelets with four vanishing moments.
I. INTRODUCTION
J PEG2000 has recently been approved as an international standard for the compression of still digital pictures [1] . Unlike JPEG which uses the DCT, the new standard is entirely wavelet-based; it incorporates many of the recent advances 1 that have occurred in the field [2] - [5] . For the same subjective image quality, JPEG2000 image files tend to be 20 to 50% smaller than their JPEG counterparts depending on the kind of pictures [6] . The new format has also gotten rid of JPEG's main problem: the infamous blocking artifacts. The JPEG2000 format is rich and rather flexible. It gives a very strict specification of the decoding algorithm which uses an inverse separable wavelet transform. On the other hand, it only provides relatively general guidelines for the encoding algorithm leaving it up to designers to come up with the most efficient solutions. JPEG2000 restricts the user's choice to two wavelet transforms: Daubechies 9/7 for lossy compression [7] , and the 5/3 LeGall wavelet [8] , which has rational coefficients, for reversible or lossless compression. It also specifies that these should be implemented using the lifting scheme [9] .
The fact that these two wavelets are an integral part of the international standard gives them a very special status. They are now much more likely to be used in applications than any other wavelets. Thus, the purpose of this note is to evaluate and document some of their mathematical properties within the Manuscript received July 13, 2001 ; revised February 6, 2003 . The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Pierre Moulin.
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Digital Object Identifier 10.1109/TIP. 2003.812329 framework of wavelet theory. What singles them out over others is that they are extremely short, symmetric (to avoid boundary artifacts), with a maximum number of regularity factors (or vanishing moments). This latter concern is at the very heart of wavelet theory and it is significant that it was given more weight by the committee than the purely spectral considerations that used to prevail in the early days of perfect reconstruction filter banks. Because of the minimum support requirement, both wavelets can be obtained by factorizing a maximally flat Daubechies or Dubuc-Deslaurier half-band filter [10] . The 5/3 LeGall is the shortest symmetrical biorthogonal wavelet with two regularity factors; its synthesis scaling function is a linear B-spline. The 9/7 is a variant of Cohen-Daubechies-Feauveau's biorthogonal cubic B-spline construction (shortest scaling of order four) [11] with residual factors that have been divided up on both sides in a way that makes the basis functions more nearly orthogonal. Also note that the order in which the filters are applied (analysis versus synthesis) is important: it is such that the shortest and most regular basis functions are placed on the synthesis side; this is consistent with the principle of maximizing the approximation power of the representation [12] . Intuitively, you want the shortest and smoothest basis functions to be on the synthesis side to minimize perceptual artifacts. The quantities derived in this paper essentially fall into two categories. The first are descriptors of the mathematical properties of the underlying basis functions that are defined in the continuous domain (cf. Section II). Features of interest are the order of approximation, the -stability of the representation (Riesz bounds), and the smoothness of the basis functions. The second category is more directly concerned with approximation theory, as explained in Section III. Our contribution is to present numerical indicators of the approximation power of the transforms (asymptotic error formulas and bounds). Of course, there are also limitations to our analysis because it does not take into account the nonlinear aspect of JPEG2000 quantization nor the fact that the visual quality of compressed images is not solely determined by the -norm of the error. It has the merit, however, of being quantitative and transform-specific, which is not the case for most other results available in this area-most notably, nonlinear approximation theory, which does not distinguish between wavelet bases [13] - [15] .
II. WAVELETS AND THEIR MATHEMATICAL PROPERTIES
The wavelet decomposition algorithm uses two analysis filters (lowpass) and (highpass). The reconstruction algorithm applies the complementary synthesis filters (refinement filter) and (wavelet filter) [16] . These four fil- ters constitute a perfect reconstruction filter bank [17] - [20] . In the present case, the system is entirely specified by the lowpass filters and , which form a biorthogonal pair; the highpass operators are obtained by simple shift and modulation:
and . The wavelet transform has a continuous-time domain interpretation that involves the scaling functions and , which are solutions of two-scale relations with filters and , respectively. Definition 1-Two-Scale Relation: The scaling function associated with the filter is the -solution (if it exists) of the two-scale relation (1) While it is usually difficult to obtain an explicit characterization of in the time domain, one can express its Fourier transform as a convergent infinite product (cf. [21] ) (2) A simple way to generate a scaling function is to run the synthesis part of the wavelet transform algorithm starting with an impulse-this is often referred to as the cascade algorithm (cf. [17] , [19] - [21] ).
Much of the early work in wavelet theory has been devoted to working out the mathematical properties (convergence, regularity, order, etc.,) of these scaling functions. The wavelets themselves do usually not pose a problem because they are linear combination of the scaling functions, i.e.,
The corresponding analysis and synthesis wavelet basis functions are and , respectively, where and are the translation and scale indices.
A necessary condition for the convergence of (2) to an -stable function , is that the filter has a zero at . More generally, the refinement filters will have a specified number of "regularity" factors, 2 which determine their order of approximation.
Definition 2-Approximation Order: The number of factors that divide is called approximation order. These factors play a crucial role in wavelet theory [19] . They imply that the scaling function reproduces all polynomials of degree lesser or equal to ; in particular, it satisfies the partition of unity . They are also directly responsible for the vanishing moments of the analysis wavelet [20] , [21] :
for . Finally, the order also corresponds to the rate of decay of the projection error as scale goes to zero [12] , [22] . Another important characteristic of a scaling function is its smoothness in the sense of degree of differentiability. This notion comes in many flavors, a unified treatment of which is provided by the notion of Besov space [23] . The Besov regularity essentially specifies the fractional degree of differentiability of the function in the -sense. The most stringent measure corresponds to the case and coincides with the Hölder regularity which is a classical measure of pointwise continuity [24] , [25] . The other most commonly-used measure is the Sobolev regularity which corresponds to the intermediate Besov case
; it is a more global indicator of smoothness that is entirely specified in the Fourier domain [24] , [25] .
Definition 3-Hölder Regularity: The smallest real number such that: 1) is times continuously differentiable for ; and 2)
is called Hölder critical regularity exponent.
Definition 4-Sobolev Regularity:
The smallest real number such that is called Sobolev critical regularity exponent. Both measures are linked through the following inequality: (under slight conditions, see [25] ). For compactly supported functions, there is also a similar inequality that holds in the more general -case: where the upper bound comes as a consequence of the Besov embedding theorems. While the regularity of wavelets has been a subject of major concern for mathematicians, it is still not clear how important it is in practical applications (cf. [26] , [27] ). However, most researchers agree that a minimum of regularity (typically, continuity) is desirable for a good convergence behavior of the iterated filterbank.
The next point concerns the stability of the wavelet representation and of its underlying multiresolution bases. The crucial mathematical property is that the translates of the scaling functions and wavelets form Riesz bases [28] . Thus, one needs to characterize their Riesz bounds and other related quantities.
Definition 5-Cross-correlation: The -periodic function is the cross-correlation filter associated with the pair ; is the corresponding cross-correlation function.
Thus, one can define a biorthogonal pair as a set of scaling functions for which the cross-correlation filter is identity; i.e.,
. Here, we will mostly consider the autocorrelation filter also denoted by .
Definition 6-Riesz Bounds:
The tightest upper and lower bounds, and , of the autocorrelation filter of are the Riesz bounds of ; i.e., and . Equivalently, they satisfy
The existence of the Riesz bounds ensures that the underlying basis functions are in and that they are linearly -independent. The Riesz basis property expresses an equivalence between the -norm of the expanded functions and the -norm of their coefficients in the wavelet or scaling function basis. There is a perfect norm equivalence (Parseval's relation) if and only if , in which case the basis is orthonormal. Many key concepts in wavelet theory are best explained in terms of projection operators. Given a set of biorthogonal functions and , we define the projection operator at scale (3) which produces an approximation of a function within the subspace at resolution . Interestingly, this approximation can be interpreted geometrically as a projection into perpendicular to the analysis space [11] . In general, will not provide the orthogonal projection which we denote , unless the "angle" between the analysis and synthesis spaces is zero; i.e., unless . Definition 7-Projection Angle: The (generalized) projection angle between the synthesis and analysis subspaces and is defined as [29] 
This fundamental quantity is scale-independent; it allows us to compare the performance of the biorthogonal projection with that of the optimal least squares solution for a given approximation space . Specifically, we have the following sharp error bound (cf. [29] ) (5) In other words, the biorthogonal projector will be essentially as good as the optimal one (orthogonal projector onto the same space) provided that is close to one. Moreover, the angle is directly related to the norm of the underlying operator:
(see [30] ). The above results are also directly transposable to the corresponding wavelet spaces and because the geometry and the angle remain the same [31] .
III. WAVELETS AND APPROXIMATION THEORY
The JPEG2000 algorithm takes advantage of two fundamental properties of wavelet expansions: (1) the magnitudes of the wavelet coefficients are strongly correlated across scales (persistence across-scale property), and (2) the wavelet coefficients of a piecewise smooth image essentially fall into two categories: the ones with large amplitudes that are located near edges, and the smaller ones, for the most part included in the smooth regions of the image. To understand why this is the case, one has to turn to approximation theory which also provides us with quantitative indicators (bound constants) that characterize the approximation power of a given transform.
A. Linear Approximation Theory
Linear approximation theory is concerned with the characterization of the approximation error as a function of the scale. It is possible, for instance, to predict the projection error quite precisely by integration of the spectrum of the function to approximate against the so-called Fourier approximation kernel [32] , [33] :
Definition 8-Fourier Approximation Kernel: The Fourier approximation kernel associated with the functions and is given by (7) Note that the equality in (6) is rigourously exact only if the function is bandlimited or if the error is averaged over all possible shifts of the input:
, with . Otherwise, the formula calls for a small correction term that is bounded in terms of the smoothness of the input signal (cf. [33, Thm.1]). Based on the approximation result above, it is possible to derive the following inequality (proof in Appendix A) (8) where is the order of the transform and where is a differentiation depth for which , the norm of the th (fractional) derivative of , is still finite (thus may be arbitrarily close to the Sobolev critical regularity exponent of ). This result indicates that the approximation error decays like the th power of the scale. There are essentially two regimes: the "rough" one , where the rate of decay is specified by the Sobolev smoothness (or lack thereof) of the input signal, and the "smooth" one where it is limited by the order of approximation of the transform (cf. Definition 2). For , the quantity on the left hand side of (8) also corresponds to a scale-truncated wavelet expansion with a scale index running from down to (noninclusive). Likewise, the wavelet component at scale is given by which we may also write as . This allows us to carry over the bound to the wavelet residual by making use of the triangle inequality (9) Finally, we invoke the Riesz norm equivalence to get a comparable decay for the -norm of the wavelet coefficients at scale (10) Qualitatively, the results that have just been described are also valid locally. For instance, Jaffard proved that the wavelet coefficients decay like where is the Hölder regularity of the signal within the wavelet cone of influence [20] , [34] . Thus, a high order has the beneficial effect of producing very small coefficients-hence lots of zeros-in the smooth regions of the image. On the other hand, one would like the influence cone to be reasonably small which calls for a compromise in terms of filter length.
B. Asymptotics for the Approximation of Smooth Functions
The decay results that have been mentioned so far are qualitative and do not distinguish between wavelet types, except for their order property. While it is difficult to say much more for the "rough" mode where the wavelet decay is entirely driven by the signal discontinuities, one can get more quantitative for the "smooth" regime which is relevant for the regions where the signal is slowly varying. Specifically, it is possible to determine the exact asymptotic form of the approximation error in (8): (11) an expression that is valid provided that the sampling step is small compared to the smoothness scale of the signal as measured by . Definition 9-Asymptotic Approximation Constant: The constant that rules the decay of the approximation error (11) when the scale tends to 0 is called "asymptotic approximation constant."
This constant is independent of whenever has order 1, i.e., oblique and orthogonal projection are asymptotically equivalent [12] .
Similarly, we can obtain the exact asymptotic forms corresponding to (9) and (10) (cf. proof in Appendix B). In particular, we show that there is an exact proportionality between the asymptotic approximation error at scale and its corresponding wavelet residual (12) irrespective of the type of projector (orthogonal or not). The -norm of the wavelet coefficients follows the same asymptotic pattern (13) with a constant that is proportional to the magnitude of the first nonvanishing moment of the analysis wavelet:
. Thus, we may compare the approximation power of wavelets of the same order by looking at the magnitude of their asymptotic approximation constants. This naturally leads to the definition of the asymptotic sampling gain of one system against a reference one with the same order: . In other words, by using instead of , we can increase the sampling step by and keep the asymptotic error within the same bound [35] .
C. Nonlinear Approximation Theory
For completeness sake, we mention the existence of theoretical results for nonlinear wavelet approximation which have been shown to be very relevant for coding [13] - [15] . The nonlinear aspect here is that the signal is reconstructed from its largest expansion coefficients, which is equivalent to applying a signal-dependent threshold in the wavelet domain. DeVore and others proved that wavelet bases provide the best -terms approximation for certain types of smoothness spaces (Hölder, Sobolev, and Besov) [36] . These results rest on the fact that wavelets are unconditional bases for Besov spaces [28] , [37] . Of course, this can only be the case if the basis functions themselves are included in the corresponding smoothness space. Thus, wavelets with higher degrees of smoothness extend the range of applicability of these approximation theorems and give access to better rates of decay for the -term approximation error, provided of course that the function to approximate is sufficiently smooth as well. This theory, however, does not provide any hard bound estimates; it is mainly concerned with achievable rates of decay and does not distinguish between wavelet bases.
IV. METHODS
We now briefly indicate how to compute the mathematical parameters that have been identified starting from the wavelet filters.
A. Exact Computation of the Scaling Function
There is a well-known procedure for determining the values of a scaling function at the dyadic rationals [24] . Here, we describe a matrix approach that allows an exact determination of with integer. Clearly, only when , where is the support of the filter . Thus, we can consider the two scale relation (1) for and write it as an equivalent matrix equation
, where the vector is defined by for , and the matrix coefficients are given by . Next, we use the partition of unity, because is at least of order 1. Hence, the eigen-solution of that we are seeking is the one that satisfies [19] , [35] .
Thus, the solution is a normalized version of the eigenvector of corresponding to the eigenvalue 1. Here, we propose to determine this vector explicitly from the solution of a linear system of equations that is a slightly modified version of with one row being substituted by the partition of unity constraint.
B. Exact Computation of the Hölder and Sobolev Exponents
In general, there is no systematic algorithm to compute the Hölder regularity exponent for an arbitrary scaling function , and one usually has to turn to numerical methods to obtain estimates [23] - [25] , [38] . Fortunately for us, an exact procedure is available when the filters are symmetric and positive on the unit circle (i.e., for ), which is precisely the case for JPEG2000 filters. It is as follows.
• Eliminate all the order factors from ; i.e., find such that . Note that, because of the positivity on the unit circle, is necessarily even.
• Build the matrix where and is the support of the filter . • Find the largest eigenvalue, , of . Then . Computing the Sobolev exponent is an easier theoretical task; unlike the Hölder exponent, it can always be achieved through the determination of the spectral radius of a reduced transition operator [25] , [39] , without any symmetry or positivity assumption on the filter. It turns out that the algorithm is essentially the same as the one outlined above with the filter now being . This is simply because the Sobolev exponent is one half the Hölder exponent of the autocorrelation function which is the scaling function corresponding to the refinement filter . Thus, the method consists in computing the Hölder exponent of , which provides .
C. Exact Calculation of Riesz Bounds and Projection Angles
These determinations are straightforward once we know the auto-correlation filters and , which are trigonometric polynomial in . More generally, we can consider the definition 5 of the cross-correlation filter which is entirely specified by the integer samples of the cross-correlation function . Indeed, if and are both scaling functions with filters and , then is a scaling function as well with refinement filter . Thus, we can determine the 's exactly using the computational procedure in Section IV-A.
D. Determination of the Fourier Approximation Kernel
The development of the expression (7) yields . The functions and are computed to any desired precision using the infinite product (2) while the autocorrelation filter is obtained by the method described above.
E. Exact Formula for the Asymptotic Constant
The initial infinite sum formula proposed in [12] was latter simplified in [33] . A concise version of this formula is (14) where is the approximation order of ; denotes the th derivative of evaluated at . V. RESULTS
A. Legall 5/3 Filters
The JPEG2000 LeGall 5/3 scaling filters are given by
These filters form the shortest symmetrical biorthogonal pair of order 2. Their main characteristics are summarized in Table I . The synthesis function (Fig. 2) is the linear B-spline which is boundedly differentiable. This is a classical function whose smoothness in the general sense has also been characterized: [23] ; interestingly, this corresponds to the upper bound specified by the Besov embedding theorems. The analysis function (Fig. 1) is also in but has no smoothness at all; it is merely bounded.
The Riesz bounds are not very tight indicating that the functions are far from orthogonal. The cosine is reasonably close to one; this is good news for the underlying projector which should essentially perform as well as a least squares piecewise linear approximation. Our results also show that the approximation properties of the LeGall 5/3 are much better than those of the Daubechies filter of the same order . The corresponding sampling gain is . By comparing the Fourier approximation kernels in Fig. 3 , we also see that the LeGall filters offer a near 10 dB improvement over over the first half of the Nyquist band. A less favorable aspect of this transform is the relative magnitude of the wavelet constant which comes as a consequence of the lack of tightness of the Riesz bounds. While this may compromize the efficacy of bit-allocation in the wavelet domain, it is not really a problem here because this wavelet transform is intended to be used for lossless coding. 
B. Daubechies 9/7 Filters
We have derived the exact form of the JPEG2000 Daubechies 9/7 scaling filters (15) (16) where is the unique real root of , i.e., (17) These filters result from the factorization of the same polynomial as [10] . The main difference is that the 9/7 filters are symmetric. Moreover, unlike the biorthogonal splines of Cohen-Daubechies-Feauveau [11] , the nonregular part of the polynomial has been divided among both sides, and as evenly as possible.
The mathematical properties of the 9/7 filters are summarized in Table II . These are 4th order filters meaning that the wavelets have four vanishing moments. Here too, the shortest basis functions are placed on the synthesis side. All functions are at least once continuously differentiable with a fair amount of extra smoothness on the synthesis side-this is quite visible when comparing Figs. 4 and 5.
Perhaps the most important property that is truly specific to the 9/7 is the tightness of Riesz bounds, indicating that the basis functions are very nearly orthogonal. The cosine is also very close to one, reflecting the fact that the system essentially behaves like an orthogonal projector. A nice surprise is that the approximation properties of the 9/7 wavelets are better than those of , albeit not quite as dramatically as in the previous case. Here, the sampling gain over is . The plot of the Fourier approximation kernel in Fig. 6 also indicates a near 5 dB improvement over a good portion of the frequency axis. The wavelet constant is also very favorable-close to -reflecting the property that the transform is nearly orthogonal. This is all the more remarkable given the strong design constraints: symmetry and compact support. Thus the 9/7 filterbank appears to win over in all respects. One should point out, however, that the smoothness and approximation properties of the 9/7 filterbank are by far not the best achievable for wavelets with four vanishing moments. The top performers in both of these categories are the various brands of cubic spline wavelets which achieve and offer a sampling gain over that is greater than 2 (see [12] , [33] ). However, these splines wavelets are either infinitely supported-which is perceived as a serious handicap for coding applications-or very far from orthogonal which makes the task of optimal quantization and bit allocation much more difficult [40] .
APPENDIX A LINK SOBOLEV REGULARITY-APPROXIMATION POWER

Let
, the Sobolev critical regularity exponent of . Then from [33, Thm. 1], we know that (18) where is a constant independent of and . Let now with and ; this latter quantity is bounded because has a th degree of flatness at the origin as a consequence of the order property. Then we have 
APPENDIX B ASYMPTOTICS OF SINGLE SCALE WAVELET EXPANSIONS
Let us define the general linear approximation operator at scale (19) which is associated with the pair of analysis/synthesis functions -not necessarily biorthogonal. By using the exact same proof as for the derivation of (18), we establish the formula (20) where . This result holds for any pair ; in particular, for and , which corresponds to the wavelet projector at scale . The cru-cial step is then to compute the Taylor series of around the origin, which yields (21) where we have used the fact that has vanishing moments. By computing the autocorrelation of the wavelet relation for , we show that . Next, we consider the Fourier domain version of the wavelet relation:
. Based on the fact that has an th order zero at , we evaluate , which gives
Using (20) where we let , we can thus claim that
To determine the -norm of the wavelet coefficients, we consider another approximation operator of the form (19) with and where is some other wavelet that is chosen to be orthonormal. The asymptotic form of the corresponding is also given by (21) with . Since the new basis is orthonormal, we have a perfect norm equivalence, and we can use the same argument as before to show that
