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LONG TIME BEHAVIOUR OF VISCOUS SCALAR
CONSERVATION LAWS
ANNE-LAURE DALIBARD
Abstrat. This paper is onerned with the stability of stationary solutions
of the onservation law ∂tu + divyA(y, u) − ∆yu = 0, where the ux A is
periodi with respet to its rst variable. Essentially two kinds of asymptoti
behaviours are studied here: the ase when the equation is set on R, and
the ase when it is endowed with periodi boundary onditions. In the whole
spae ase, we rst prove the existene of visous stationary shoks - also alled
standing shoks - whih onnet two dierent periodi stationary solutions to
one another. We prove that standing shoks are stable in L1, provided the
initial disturbane satises some appropriate boundedness onditions. We also
extend this result to arbitrary initial data, but with some restritions on the
ux A. In the periodi ase, we prove that periodi stationary solutions are
always stable. The proof of this result relies on the derivation of uniform L∞
bounds on the solution of the onservation law, and on sub- and super-solution
tehniques.
Keywords. Visous shoks; shok stability; visous salar onservation laws.
AMS subjet lassiations. 35B35, 35B40, 76L05.
1. Introdution
This paper is devoted to the analysis of the long-time behaviour of the solution
u ∈ C([0,∞), L1
lo
(Q)) ∩ L∞
lo
([0,∞), L∞(Q)) of the equation
(1)
∂tu+ divyA(y, u)−∆yu = 0, t > 0, y ∈ Q,
u|t=0 = u0 ∈ L∞(Q).
Above, Q denotes either R or TN , the N -dimensional torus (TN = RN/[0, 1)N),
and A ∈ W 1,∞
lo
(TN × R)N is an N -dimensional ux (with N = 1 when Q = R).
Heuristially, it an be expeted that the paraboliity of equation (1) may yield
some ompatness on the trajetory {u(t)}t≥0. Hene, it is legitimate to onjeture
that the family u(t) will onverge as t → ∞ towards a stationary solution of (1).
Suh a result was proved when Q = TN by the author in [6℄ for a ertain lass
of initial onditions, namely when u0 is bounded from above and below by two
stationary solutions of (1). Suh an assumption is in fat lassial in the framework
of onservation laws whih admit a omparison priniple: we refer for instane to
[2℄, where the authors study the long time behaviour of the fast diusion equation,
and assume that the initial data is bounded by two Barenblatt proles. The same
kind of assumption was made in the ontext of travelling waves by Stanley Osher
and James Ralston in [17℄; let us also mention the review paper by Denis Serre [19℄,
whih is devoted to the stability of shok proles of salar onservation laws, and
in whih the author assumes at rst that the initial data is bounded from above
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and below by shifted shok proles. Nonetheless, in [9℄ (see also [18, 19℄), Heinrih
Freistühler and Denis Serre remove this hypothesis, and prove that shok stability
holds under a mere L1 assumption on the initial data.
The goal of this paper is to extend the result of [6℄ to arbitrary initial data,
that is, to prove that solutions of (1) onverge towards a stationary solution for
any initial data u0 ∈ L∞(TN ). We also takle similar issues on the stability of
stationary shok proles in dimension one, when the equation is set on the whole
spae ase (Q = R). Thus, a large part of the paper is devoted to the proof of
the existene of shok proles, and to the analysis of their properties. We will
see that the question of shok stability redues in fat to the stability of periodi
stationary solutions of (1) in L1(R). Unfortunately, we have been unable to prove
that periodi stationary solutions of (1) are stable in L1(R) for arbitrary uxes.
Hene we have left this issue open, and we hope to ome bak to it in a future
paper.
The proof of stability in the periodi setting relies strongly on the derivation of
uniform L∞ bounds on the family {u(t)}t≥0. In the whole spae ase, the rst step
of the analysis is to prove the property for initial data whih are bounded from
above and below by visous shoks; in fat, this result is similar to the one proved
in [6℄, and uses arguments from dynamial systems theory, following an idea by
S. Osher and J. Ralston [17℄ (see also [19, 1℄). But the derivation of uniform L∞
bounds is not suient to obtain a general stability result in the whole spae ase.
Thus the idea is to use existing results on the long time behaviour of transport
equations, whih were obtained by Adrien Blanhet, Jean Dolbeault and Mihal
Kowalzyk in [3℄, and to apply those in the present ontext.
Throughout the paper, we use the following notation: if v ∈ L1(TN ),
〈v〉 =
∫
TN
v.
We denote by L10(Q) the set of intergrable funtions with zero mass:
L10(Q) := {u ∈ L1(Q),
∫
Q
u = 0}.
Following [13℄, for α ∈ (0, 1), we dene, if I is an interval in (0,∞) and Ω is a
domain in R
N
,
H
α
2 ,α(I × Ω) = {u ∈ C(I¯ × Ω¯), ‖u‖Hα/2,α(I×Ω) <∞},
where
‖u‖
H
α
2
,α(I×Ω)
:= max
(t,x)∈I¯×Ω¯
|u(t, x)|
+ sup
(x,t)∈I×Ω,
(x′,t′)∈I×Ω,
|t−t′|≤ρ
|u(t, x)− u(t′, x)|
|t− t′|α/2 + sup(x,t)∈I×Ω,
(x′,t′)∈I×Ω,
|x−x′|≤ρ
|u(t, x)− u(t, x′)|
|x− x′|α ;
above, ρ is any positive number. We also set
Cα(Ω) :=
{
u ∈ C(Ω¯), sup
(x,x′)∈Ω2
|u(x)− u(x′)|
|x− x′|α < +∞
}
.
Eventually, for f ∈ L1
lo
(R), h ∈ R, we set τhf = f(·+ h).
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2. Main results
Before stating our main results, we reall general features of equation (1), to-
gether with some fats related to the stationary solutions of this equation.
In the rest of this paper, we denote by St the semi-group assoiated with equation
(1). Notie that St is always well-dened on L
∞(Q), thanks to the papers by
Kruºkov [11, 12℄. Moreover, we reall that the following properties hold true (these
are alled the Co-properties in [19℄):
• Comparison: if a, b ∈ L∞(Q) are suh that a ≤ b, then Sta ≤ Stb for all
t ≥ 0.
• Contration: if a, b ∈ L∞(Q) are suh that a−b ∈ L1(Q), then Sta−Stb ∈
L1(Q) for all t ≥ 0 and
‖Sta− Stb‖L1 ≤ ‖a− b‖L1 ∀t ≥ 0.
• Conservation: if a, b ∈ L∞(Q) are suh that a − b ∈ L1(Q), then Sta −
Stb ∈ L1(Q) for all t ≥ 0 and∫
Q
(Sta− Stb) =
∫
Q
(a− b) ∀t ≥ 0.
Thanks to the Contration property, the semi-group St an be extended on L
∞(Q)+
L1(Q). The so-alled Constant property in [19℄ is not true in the present setting,
sine the ux A does not ommute with translations. In other words, onstants are
not stationary solutions of equation (1) in general. The existene of periodi (in
spae) stationary solutions of (1) was proved by the author in [5℄, and we reall the
orresponding result below:
Proposition 2.1. Let A ∈ W 1,∞
lo
(TN × R)N . Assume that there exist C0 > 0,
m ∈ [0,∞), n ∈ [0, N+2N−2) when N ≥ 3, suh that for all (y, p) ∈ TN × R
|∂pAi(y, p)| ≤ C0 (1 + |p|m) ∀ 1 ≤ i ≤ N,(2)
|divyA(y, p)| ≤ C0 (1 + |p|n) .(3)
Assume as well that one of the following onditions holds:
m = 0 or 0 ≤ n < 1 or
(
n < min
(
N + 2
N
, 2
)
and ∃p0 ∈ R, divyA(·, p0) = 0
)
.
(4)
Then for all p ∈ R, there exists a unique solution v(·, p) ∈ H1
per
(TN ) of the
equation
(5) −∆yv(y, p) + divyA(y, v(y, p)) = 0, 〈v(·, p)〉 = p.
The family (v(·, p))p∈R satises the following properties:
(i) Regularity estimates: For all p ∈ R, v(·, p) belongs to W 2,q
per
(TN ) for all 1 <
q < +∞ and additionally
(6) ∀R > 0 ∃CR > 0 ∀p ∈ [−R,R] ||v(·, p)||W 2,q(TN ) ≤ CR.
(ii) Growth property: if p > p′, then
v(y, p) > v(y, p′) ∀y ∈ TN .
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(iii) Behaviour at innity: assume that
(7) sup
v∈R
‖∂vA(·, v)‖L∞(TN ) < +∞.
Then
lim
p→−∞
sup
y∈TN
v(y, p) = −∞, lim
p→+∞
inf
y∈TN
v(y, p) = +∞.
2.1. A priori bounds for solutions of salar onservation laws. Our rst
result is onerned with the derivation of a priori bounds in L∞ whih are uniform
in time. Notie that suh a result is not trivial in general: in the homogeneous
ase, that is, when the ux A does not depend on the spae variable x, this result
follows from the omparison priniple stated earlier. However, in the present ase,
this argument does not hold, sine onstants are not stationary solutions of (1).
Of ourse, if there exists a onstant C suh that u0 ≤ v(·, C), then the omparison
priniple entails that Stu0 ≤ v(·, C). Hene, the derivation of a priori bounds is
easy when the initial data is bounded from above and below by solutions of equation
(5). Consequently, the goal of this paragraph is to present similar results when the
initial data does not satisfy suh an assumption.
Proposition 2.2. Assume that the ux A satises the assumptions of Proposition
2.1. Assume also that for all K > 0, there exists a positive onstant CK , suh that
for all v ∈ [−K,K], for all w ∈ R,
(8)
|divyA(y, v + w)− divyA(y, v)| ≤ CK(|w| + |w|n),
|∂vA(y, v + w) − ∂vA(y, v)| ≤ CK(|w| + |w|n),
where n < (N + 2)/N .
Let u0 ∈ L∞(Q), and assume that there exists a stationary solution U0 ∈
W 1,∞(Q) of (1) suh that u0 ∈ U0 + L1(Q).
Then
sup
t≥0
‖Stu0‖L∞(Q) < +∞.
Notie that in the above proposition, we do not assume that the stationary
solution U0 is periodi. Thus U0 is not neessarily a solution of equation (5), and
may be, for instane, a visous shok prole (see Proposition 2.4 below). In the
periodi ase, any funtion u0 ∈ L∞ is suh that u0 − v(·, 0) ∈ L1(TN ), and thus
the result holds for all funtions in L∞.
2.2. Stability of stationary periodi solutions in the periodi ase. The
derivation of uniform a priori bounds for the solutions of equation (1) allows us to
extend the stability results proved in [6℄ to general lasses of initial data. Let us
rst reall the stability result of [6℄:
Proposition 2.3. Assume that the ux A satises the assumptions of Proposition
2.1. Let u0 ∈ L∞(TN ) suh that there exists β1, β2 ∈ R suh that
(9) v(·, β1) ≤ u0 ≤ v(·, β2).
Then as t→∞
Stu0 → v(·, 〈u0〉) in L∞(TN ).
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It was also proved in [6℄ that under additional regularity assumptions on the ux
A, the speed of onvergene is exponential, due to a spetral gap result.
We now remove assumption (9) thanks to Proposition 2.2:
Theorem 2.1. Assume that the ux A satises the assumptions of Proposition
2.1, together with (8). Then for all u0 ∈ L∞(TN ), as t→∞,
Stu0 → v(·, 〈u0〉) in L∞(TN ).
The proof of this result relies mainly on Proposition 2.2 and on sub- and super-
solution methods based on the Comparison priniple. One again, it an be proved
that the speed of onvergene is exponential, provided the ux A is suiently
smooth. For details regarding that point, we refer to [6℄.
2.3. Existene of visous shoks. We now onsider equation (1) set in Q = R.
Our goal here is to prove the stability of a speial lass of stationary solutions, alled
standing shoks. By analogy with the denition in [19℄ of shoks in homogeneous
onservation laws, a standing shok is a stationary solution U of equation (1) whih
is asymptoti to solutions of equation (5) at innity, namely
∃(pl, pr) ∈ R2, lim
y→−∞
(U(y)− v(y, pl)) = 0, lim
y→+∞
(U(y)− v(y, pr)) = 0.
Beause of the spatial dependene of the ux A, it does not seem to be possible
to restrit the study of general shoks to standing shoks. For that matter, we wish
to emphasize that the denition of a visous shok with non-zero speed should not
be exatly the same as in [19℄; indeed, it an be easily heked that if
u(t, x) = U(x− st)
is a solution of (1), then s = 0 neessarily. Thus, for s 6= 0, a shok prole is a
solution of (1) of the form
u(t, x) = U(t, x− st),
where for all t, U(t) is asymptoti to solutions of equation (5) at innity. This
is related (although not equivalent to) the denition of traveling pulsating fronts,
see for instane the paper of Xue Xin [20℄ The existene of non-stationary shok
proles and their stability is beyond the sope of this paper, and thus, we will fous
on standing shoks from now on, sometimes omitting the word standing.
Our rst result is onerned with the existene of visous shoks.
Proposition 2.4 (Existene of stationary shok proles). Assume that there exists
p−, p+ ∈ R suh that p− < p+ and
(10) A¯(p+) = A¯(p−) := α,
and dene v± := v(·, p±).
Let u0 ∈ R suh that
v−(0) < u0 < v+(0),
and let u : I → R be the maximal solution of the dierential equation
u′(x) = A(x, u(x)) − α,(11)
u|x=0 = u0.(12)
Then u satises the following properties:
(i) The funtion u is a global solution of (11); in other words, I = R.
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(ii) For all x ∈ R,
v−(x) ≤ u(x) ≤ v+(x);
(iii) There exist ql, qr ∈ R suh that ql 6= qr, A¯(ql) = A¯(qr) = α, and
lim
x→−∞
(u(x)− v(x, ql)) = 0, lim
x→+∞
(u(x)− v(x, qr)) = 0.
As a onsequene, the solution u of (11)-(12) is a stationary visous shok prole
of equation (1).
Remark 1. (i) Assumption (10) is the analogue of the Rankine-Hugoniot on-
dition for homogeneous onservation laws. It is in fat a neessary ondition,
as demonstrated in Lemma 3.1 below.
(ii) In general, the asymptoti states v(ql), v(qr) are dierent from v(p
+), v(p−).
Proposition 2.4 only ensures that
A¯(ql) = A¯(qr) = A¯(p
±).
However, under an additional ondition of Oleinik type, the asymptoti states
an be identied:
Corollary 2.1. Assume that the hypotheses of Proposition 2.4 are satised, and
that the ux A¯ is suh that
(13) ∀p ∈ (p−, p+), A¯(p) 6= α.
Then
{ql, qr} = {p+, p−}.
2.4. Stability of stationary shoks in the whole spae ase. We are now
ready to state results on shok stability for equation (1). Our rst result is the
analogue of Proposition 2.3: indeed, Theorem 2.2 below states that Stu0 onverges
towards a visous shok, provided u0 is bounded from above and below by the
asymptoti states of the shok. In view of Theorem 2.1, it is natural to expet that
this result remains true for arbitrary initial data. Unfortunately, we have not been
able to prove this result in omplete generality: we prove that stationary shoks are
stable in L1 provided stability holds (in L1(R)) for solutions of equation (5). We
also give expliit examples of uxes for whih the stability of shoks and periodi
stationary solutions an be established.
Theorem 2.2. Assume that the ux A satises the assumptions of Proposition
2.1. Let pl, pr ∈ R suh that pl 6= pr and A¯(pr) = A¯(pl) =: α, and assume that
A¯, pl, pr satisfy Oleinik's ondition (13).
Let U be a shok prole onneting v(pl) to v(pr). Let u0 ∈ U +L1(R) suh that
for almost every x ∈ R,
(14) v(x,min(pl, pr)) ≤ u0(x) ≤ v(x,max(pl, pr)).
Then there exists a shok prole V onneting v(pl) to v(pr) and suh that u ∈
V + L10(R). Moreover,
lim
t→∞
‖Stu0 − V ‖L1(R) = 0.
As outlined before, hypothesis (14) should be ompared with assumption (9).
Thus, the next step would be to prove that stability holds even when (14) is false.
In fat, we are only able to prove the following:
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Proposition 2.5. Assume that the ux A satises the assumptions of Proposition
2.2. Let pl, pr ∈ R suh that pl 6= pr, A¯(pr) = A¯(pl), and suh that (13) is satised.
Assume that the following assertion is true:
(H) For p ∈ {pl, pr}, for all u0 ∈ v(·, p) + L10(R), limt→∞ ‖Stu0 − v(·, p)‖L1(R) = 0.
Let U be a shok prole onneting v(pl) to v(pr), and let u0 ∈ U +L1(R). Then
there exists a shok prole V onneting v(pl) to v(pr) and suh that u ∈ V +L10(R).
Moreover,
lim
t→∞
‖Stu0 − V ‖L1(R) = 0.
Remark 2. • As we will see in Setion 7, hypothesis (H) an be relaxed into
(H') For p ∈ {pl, pr}, there exists δ > 0 suh that for all u0 ∈ v(·, p)+L10(R) ,
‖u0 − v(p)‖1 ≤ δ ⇒ lim
t→∞
‖Stu0 − v(·, p)‖L1(R) = 0.
• In Setion 7, we will prove the following result: for all p ∈ R, there exists δ > 0
suh that if u0 ∈ v(·, p) + L10(R) satises ‖u0 − v(p)‖1 ≤ δ, then
lim
t→∞
‖Stu0 − v(·, p)‖L∞(R) = 0.
Hene, in this ase, for all ε > 0 there exists tε ≥ 0 suh that Stεu0 ∈ v(·, p) + L10
and
v(·, p− ε) ≤ u0 ≤ v(·, p+ ε).
Consequently, hypothesis (H) an also be relaxed into
(H) For all p ∈ R, there exists δ > 0 suh that for all u0 ∈ v(·, p) + L10(R)
v(·, p− δ) ≤ u0 ≤ v(·, p+ δ) ⇒ lim
t→∞
‖Stu0 − v(·, p)‖L1(R) = 0.
To sum up, denoting by (C) the onlusion of Proposition 2.5 (that is, shok
stability), we have roughly
(H)⇒ (H)⇒ (H')⇒ (C).
We now give an example when it is known that (H) is true. This example relies
on the analysis performed in the linear ase by A. Blanhet, J. Dolbeault and M.
Kowalzyk (see [3℄).
Proposition 2.6. Assume that the ux A satises the hypotheses of Proposition
2.2, and let p ∈ R. Assume that A is linear in a neighbourhood of v(·, p), i.e.
∃b ∈ C1(TN ), ∃η > 0, ∀ξ ∈ (−η, η), A(y, v(y, p) + ξ) = A(y, v(y, p)) + b(y)ξ.
Then, provided a tehnial assumption on the moments of Stu0 is satised (see
(42)), there exists δ > 0 suh that for all u0 ∈ v(·, p) + L10,
‖u0 − v(·, p)‖1 ≤ δ ⇒ lim
t→∞
‖Stu0 − v(p)‖1 = 0.
The assumption (42) is a little tehnial to state at this stage, and is inherited
from the analysis in [3℄. However, as explained in [3℄, this hypothesis is expeted to
be satised for a large lass of initial data, so that in fat (42) is not a restrition.
This allows us to give an expliit ase of ux for whih shok stability holds.
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Corollary 2.2. Assume that the ux A is given by
A(y, v) = V (y) + f(v),
where V ∈ C2(TN ) and f ∈ C2(R) is a onvex funtion whih is linear at innity,
i.e.
∃(a−, a+) ∈ (0,∞)2, ∃A > 0
{
f(v) = a+v if v > A,
f(v) = −a−v if v < −A.
Then the following properties hold:
(i) For all α > 0 large enough, there exist (pl, pr) ∈ R2 suh that pl 6= pr and
A¯(pl) = A¯(pr) = α, and there exists a shok prole U onneting v(pl) to
v(pr).
(ii) Let u0 ∈ U+L1(R). Then there exists a shok prole V suh that u ∈ V +L10.
Moreover, if (42) holds for any v0 ∈ v(p±) + L10(R), then limt→∞ ‖Stu0 −
V ‖1 = 0.
The plan of the paper is the following: given the similarity between the state-
ments for periodi solutions when Q = TN , and stationary shoks when Q = R,
we rst prove the existene of standing shoks (i.e. Proposition 2.4) and the shok
stability result under boundedness onditions on the initial data (i.e. Theorem 2.2)
in setions 3 and 4 respetively. At this stage, we are able to treat both models
simultaneously, and thus we prove Proposition 2.2 in Setion 5. Setion 6 is devoted
to the proof of Theorem 2.1, and at last, we give in Setion 7 further results on
shok stability, inluding the proofs of Propositions 2.5 and 2.6.
3. Existene of one dimensional stationary visous shoks
This setion is devoted to the proof of Proposition 2.4, together with a number
of results related to visous shoks whih will be useful in the proof of Theorem
2.2. These auxiliary results (monotoniity of shok proles, integrability of the
dierene between two shok proles, et.) an be found in paragraph 3.3. We also
give in paragraph 3.4 a few expliit examples in the ase when the ux A is onvex.
We begin with some omments on assumption (10).
3.1. Analysis of neessary onditions.
Lemma 3.1. Let ql, qr ∈ R, and let u ∈W 1,∞(R) be suh that
u(x)− v(x, ql)→ 0 as x→ −∞,
u(x)− v(x, qr)→ 0 as x→ +∞,
−u′′ + d
dx
(A(x, u(x))) = 0.
Then A¯(qr) = A¯(ql) =: α, and u satises
−u′ +A(x, u(x)) = α.
Proof. We dedue from the dierential equation that there exists a onstant C suh
that
−u′ +A(x, u) = C,
and the goal is to prove that A¯(qr) = C = A¯(ql). We reall rst that for all p ∈ R,
v(·, p) is a solution of
−v′(x, p) +A(x, v(x, p)) = A¯(p).
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Indeed, integrating (5) on R, we infer that for all p ∈ R there exists a onstant Cp
suh that
∀x ∈ R, −v′(x, p) +A(x, v(x, p)) = Cp.
Taking the average of the above equality over a period, we dedue that Cp = A¯(p).
As a onsequene, we have
(15) − d
dx
(u(x)− v(x, qr)) + [A(x, u(x)) −A(x, v(x, qr))] = C − A¯(qr)
Now, let δ > 0 arbitrary. There exists xr > 0 suh that
x ≥ xr ⇒ (|u(x)− v(x, qr)| ≤ δ, |A(x, u(x)) −A(x, v(x, qr))| ≤ δ) .
Integrating (15) on the interval [xr , xr + 1], we dedue that
|C − A¯(qr)| ≤ 3δ.
Sine the above inequality is true for all δ > 0, we infer that C = A¯(qr). The other
equality is treated similarly.

Remark 3. Notie that ouples (pl, pr) suh that pl 6= pr and A¯(pl) = A¯(pr) do
not always exist. Indeed, onsider the ase of a linear ux A(x, v) = a(x)v, with
a ∈ C1(T). Then, for all p ∈ R, we have v(x, p) = pm(x), where m is the unique
probability measure on T satisfying
−m′′(x) + d
dx
(a(x)m(x)) = 0, x ∈ T.
The positivity of m is a onsequene of the Krein-Rutman Theorem; we refer to [5℄
for more details.
Therefore, for all p ∈ R,
A¯(p) = 〈av(·, p)〉 = p 〈am〉 .
Hene, as long as 〈am〉 6= 0, A¯(p) 6= A¯(q) for all p, q ∈ R suh that p 6= q. In
partiular, if a is a non-zero onstant, assumption (10) is never satised.
3.2. Proof of Proposition 2.4. We begin with the a priori bound (ii), from
whih we dedue that u is a global solution.
The inequality (ii) follows diretly from lassial results in dierential equations;
indeed, assume that there exists x0 ∈ I suh that
u(x0) ≥ v+(x0);
sine u(0) < v+(0), there exists x1 ∈ [0, x0] suh that u(x1) = v+(x1). But u and
v+ are solutions of the same dierential equation, whene the Cauhy-Lipshitz
Theorem implies that u = v+, whih is false. Thus
u(x) < v+(x) ∀x ∈ I.
The lower bound is proved in the same way.
As a onsequene, we dedue that u remains bounded on its (maximal) interval of
existene I. Using one again the Cauhy-Lipshitz Theorem, we infer that I = R,
and thus u is a global solution.
We now takle the ore of Proposition 2.4. First, sine the ux A is T-periodi,
the funtion u(· + 1) is also a solution of equation (11). Hene the funtion x 7→
u(x + 1) − u(x) keeps a onstant sign on R, whih entails in partiular that for
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all x ∈ R, the sequenes (u(x ± k))k∈N are monotonous. Consider for instane the
sequene of funtions
uk : x ∈ [0, 1] 7→ u(x+ k).
Aording to the above remarks, the sequene (uk) is monotonous and bounded in
L∞; hene for all x ∈ [0, 1], uk(x) has a nite limit, whih we denote by u∞(x).
Moreover, thanks to the uniform bound (ii) and the dierential equation (11), u
belongs to W 1,∞(R), and thus the sequene uk is uniformly bounded (with respet
to k) in W 1,∞([0, 1]). Thus u∞ ∈ W 1,∞([0, 1]), and u∞ is a ontinuous funtion.
Aording to Dini's Theorem, we eventually dedue that uk onverges towards u∞
in L∞([0, 1]). Notie that u∞ is periodi by denition, and passing to the limit
in equation (11), we dedue that u∞ is a solution of (11). Hene u∞ belongs to
W 1,∞(T) and satises
−u′′∞ +
d
dx
(A(x, u∞(x))) = 0,
whih means exatly that u∞ is a periodi solution of equation (5); aording to
Proposition 2.1, there exists p ∈ R suh that u∞ = v(·, p). Eventually, sine u∞ is
a solution of (11), we infer that α = A¯(p). To sum up, we have proved that there
exists p ∈ [p−, p+], suh that A¯(p) = A¯(p±), and suh that
lim
k→∞
sup
x∈[0,1]
|u(x+ k)− v(x, p)| = 0.
The above onvergene is stritly equivalent to u(x) − v(x, p) → 0 as x → ∞, and
thus the third point of the Proposition is proved. The limit as x→ −∞ is treated
similarly.
3.3. Further results on visous shoks. We have gathered in this paragraph
some results whih will be important in the proof of Theorem 2.2. The rst lemma
gives a riterion allowing us to distinguish between the asymptoti states at ±∞.
Lemma 3.2. Let pl, pr ∈ R suh that A¯(pl) = A¯(pr), and let U be a shok prole
suh that
lim
x→−∞
[U(x)− v(x, pl)] = lim
x→+∞
[U(x) − v(x, pr)] = 0.
Then
〈∂vA(·, v(·, pl))〉 ≥ 0, 〈∂vA(·, v(·, pr))〉 ≤ 0.
Moreover, if one of the above inequalities is strit, then U onverges exponentially
fast toward the orresponding solution of equation (5); for instane, if
a¯r :=
∫
T
∂vA(y, v(y, pr)) dy < 0,
then for all a ∈ (0,−a¯r), there exists a onstant Ca suh that for all y ∈ [0,∞),
|U(y)− v(y, pr)| ≤ Ca exp(−ay).
Proof. Sine U is a shok prole and v(pl), v(pr) are solutions of equation (5), we
have
U ′(x) = A(x, U(x)) − α,
∂xv(x, pl) = A(x, v(x, pl))− α,
∂xv(x, pr) = A(x, v(x, pr))− α,
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where α denotes the ommon value of A¯(pl) and A¯(pr).
Consequently, the funtion U − v(pr), for instane, satises the linear equation
(16) ∂x(U(x)− v(x, pr)) = b(x)(U(x) − v(x, pr)),
where
b(x) =
∫ 1
0
∂vA(x, τU(x) + (1− τ)v(x, pr)) dτ.
Notie that sine U onverges towards v(pr) as x→ +∞, we obtain
(17) lim
x→+∞
[b(x) − ∂vA(x, v(x, pr))] = 0.
On the other hand, equation (16) implies that
U(x)− v(x, pr) = [U(0)− v(0, pr)] exp
(∫ x
0
b(y) dy
)
.
One again, sine U − v(pr) onverges towards zero, we infer that
(18) lim
x→+∞
∫ x
0
b(y) dy = −∞.
The rst statement of the proposition follows easily from (17), (18); indeed, assume
that a¯r > 0. Then there exists a positive number K suh that
x ≥ K ⇒ b(x)− ∂vA(x, v(x, pr)) ≥ − a¯r
2
,
and onsequently, using the fat that x 7→ ∂vA(x, v(x, pr)) is a periodi funtion,
we obtain for x ≥ K∫ x
K
b(y) dy ≥
∫ x
K
∂vA(y, v(y, pr)) dy − (x−K) a¯r
2
≥ ⌊x−K⌋a¯r − xa¯r
2
− C
≥ xa¯r
2
− C.
The above inequality is obviously in ontradition with (18). Hene a¯r ≤ 0, whih
proves the rst statement in the proposition.
Now, assume that a¯r < 0, and hoose a ∈ (0,−a¯r) arbitrary. As before, we pik
K > 0 suh that
x ≥ K ⇒ b(x) − ∂vA(x, v(x, pr)) ≤ −a¯r − a.
We then obtain an inequality of the type∫ x
K
b(y) dy ≤ (−a¯r − a)(x−K) + ⌊x−K⌋a¯r + C
≤ −ax+ C.
Inserting this inequality bak into the formula for U − v(pr) yields the exponential
onvergene result.

The next result is onerned with the integrability of the dierene between two
shok proles.
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Lemma 3.3. Let pl, pr ∈ R suh that pl 6= pr and A¯(pl) = A¯(pr), and let U, V be
two shok proles with asymptoti states v(pl), v(pr).
Then U − V ∈ L1(R).
Proof. Set
U0 := U(0), V0 := V (0),
and assume for instane that U0 ≤ V0. If U0 = V0, then U = V aording to
the Cauhy-Lipshitz Theorem (see the proof of Proposition 2.4), and the result is
obvious. Thus we assume from now on that U0 < V0. As a onsequene, we have
∀y ∈ R, v(y,min(pl, pr)) < U(y) < V (y) < v(y,max(pl, pr)).
We reall that the sequene (U(k))k∈Z is monotonous, and onverges towards
v(0, pl) (resp. v(0, pr)) as k → −∞ (resp. k → +∞). Hene, there exists an
integer k0 ∈ Z suh that
(19) U0 < V0 < U(k0),
from whih we infer that U ≤ V ≤ τk0U .
As a onsequene, it is suient to prove that τkU−U is integrable, for all k ∈ Z.
First, remember that τkU − U has a onstant sign, sine τkU and U are both
shok proles. Thus we only have to prove that the family∫ A
−A
(τkU − U)
remains bounded as A→∞. A simple alulation leads to∫ A
−A
(τkU − U) =
∫ A
−A
U(y + k) dy −
∫ A
−A
U(y) dy
=
∫ k+A
k−A
U(y) dy −
∫ A
−A
U(y) dy
=
∫ k+A
A
U(y) dy −
∫ k−A
−A
U(y) dy.
Thus, realling that U is a bounded funtion, we obtain
sup
A>0
∣∣∣∣∣
∫ A
−A
(τkU − U)
∣∣∣∣∣ ≤ 2k‖U‖L∞(R).
We dedue that τkU −U ∈ L1(R) for all k ∈ Z, and eventually that U −V ∈ L1(R)
aording to (19).

The next result is in fat the rst part of the statement of Theorem 2.2:
Lemma 3.4. Let pl, pr ∈ R suh that the assumptions of Theorem 2.2 are satised,
and let U be a visous shok onneting v(pl) to v(pr).
Let u ∈ U + L1. Then there exists a unique shok prole V , with asymptoti
states v(pl) and v(pr), and suh that
u ∈ V + L10(R).
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Proof. Aording to Lemma 3.3, we already know that for every shok prole V ,
we have u− V ∈ L1. Hene, the question is to nd a shok prole V suh that
(20)
∫
R
(u− V ) = 0.
Notie that suh a shok prole is neessarily unique: indeed, the Cauhy-Lipshitz
uniqueness priniple entails that the dierene of two shok proles is a funtion
whih keeps a onstant sign. Hene, if V1, V2 are shok proles satisfying
∫
R
(V1 −
V2) = 0, then V1 = V2.
We now prove that there exists a shok prole V suh that u − V ∈ L10(R). As
before, we set p− = min(pl, pr), p
+ = max(pl, pr). For all ξ ∈ (v(0, p−), v(0, p+)),
we denote by Vξ the solution of
V ′(x) = A(x, V (x)) − A¯(pl),
V|x=0 = ξ.
Then, aording to Proposition 2.4 and Lemma 3.3, for all ξ, Vξ is a shok prole
onneting v(pl) to v(pr), and additionally u − Vξ ∈ L1(R). Moreover, if ξ > ξ′,
then Vξ(x) > Vξ′(x) for all x; hene the funtion
F : ξ ∈ (v(0, p−), v(0, p+)) 7→
∫
R
(u(x)− Vξ(x)) dx
is well-dened and dereasing with respet to ξ; using lassial results on dierential
equations, it an easily be proved that F is ontinuous. We wish to nd ξ0 suh
that F (ξ0) = 0; thus it sues to show that
lim
ξ→v(0,p−)+
F (ξ) > 0 and lim
ξ→v(0,p+)−
F (ξ) < 0.
The above result is a diret onsequene of Lebesgue's monotone onvergene The-
orem and of the fat that
(21) ∀x ∈ R, lim
ξ→v(0,p−)+
Vξ(x) = v(x, p
−).
The same kind of result holds with v(p+). Indeed, let R > 0 be arbitrary, and let
ε > 0. Without loss of generality, assume that pr = p
−
. Then there exists K ∈ N
suh that
x ≥ K ⇒ v(x, pr) ≤ U(x) ≤ v(x, pr) + ε.
In partiular, τK+⌊R⌋+1U is a shok prole whih satises
τK+⌊R⌋+1U(x) ≤ v(x, pr) + ε ∀x ∈ [−R,R].
Let ξ¯ := τK+⌊R⌋+1U(0) = U(K + ⌊R⌋+1). The Cauhy-Lipshitz Theorem entails
that Vξ¯ = τK+⌊R⌋+1U . As a onsequene, for all ξ < ξ¯, for all x ∈ [−R,R], we have
v(x, pr) ≤ Vξ(x) ≤ Vξ¯(x) ≤ v(x, pr) + ε.
The onvergene result (21) follows, and thus there exists a shok prole V suh
that u0 ∈ V + L10(R).

The next lemma allows us to replae inequality (14) by an inequality in whih
the upper and lower bounds are shok proles, whih will be useful in the proof of
Theorem 2.2 in Setion 4.
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Lemma 3.5. Let pl, pr suh that the hypotheses of Theorem 2.2 are satised. Let U
be a shok prole onneting v(pl) to v(pr). Let u ∈ L∞(R) suh that u ∈ U+L10(R)
and assume that for almost every y ∈ R,
v(y,min(pr, pl)) ≤ u(y) ≤ v(y,max(pl, pr)).
Let ε > 0 be arbitrary. Then there exists a funtion uε ∈ U + L10(R), together
with shok proles Uε± onneting v(pl) to v(pr), suh that
‖u− uε‖L1 ≤ ε, Uε− ≤ uε ≤ Uε+.
Proof. First, sine u− U ∈ L1(R), there exists a positive number Aε suh that∫
|x|≥Aε
|u− U | ≤ ε.
Hene, for |x| ≥ Aε, we take uε(x) = U(x).
The denition of uε on the interval [−Aε, Aε] is slighlty more tehnial, beause
of the various onstraints bearing on uε. One again, we assume that pl > pr in
order to lighten the notation. We rst onsider a funtion vε ∈ C([−Aε, Aε]) whih
satises ∫
|x|≤Aε
|u(x)− vε(x)| dx ≤ ε
and suh that
v(x, pr) < v
ε(x) < v(x, pl) ∀x ∈ [−Aε, Aε].
We denote by αε a positive number suh that
v(x, pr) + α
ε ≤ vε(x) ≤ v(x, pl)− αε ∀x ∈ [−Aε, Aε].
Notie that αε an be hosen as small as desired. For further purposes, we hoose
αε so that
αεAε ≤ 2
∫
|x|≤Aε
(U − v(pr)).
The onstraint uε ∈ U + L10(R) entails that the funtion uε should satisfy∫
|x|≤Aε
(uε − U) = 0.
However, the funtion vε does not satisfy the above onstraint in general: we merely
have ∣∣∣∣∣
∫
|x|≤Aε
(vε − U)
∣∣∣∣∣ ≤
∣∣∣∣∣
∫
|x|≤Aε
(vε − u)
∣∣∣∣∣+
∣∣∣∣∣
∫
|x|≤Aε
(u− U)
∣∣∣∣∣
≤
∫
|x|≤Aε
|vε − u|+
∫
|x|≥Aε
|u− U |
≤ 2ε.
Assume for instane that
∫
|x|≤Aε(v
ε − U) > 0. We then dene a non-negative
funtion ρε ∈ L∞([−Aε, Aε]) suh that
(22)
vε(x) − ρε(x) ≥ v(x, pr) + α
ε
2
a.e. on [−Aε, Aε]
and
∫
|x|≤Aε
(vε − ρε − U) = 0.
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Suh a funtion ρε exists provided∫
|x|≤Aε
(vε − U) ≤
∫
|x|≤Aε
(
vε − v(pr)− α
ε
2
)
,
and the above inequality is equivalent to∫
|x|≤Aε
(U − v(pr)) ≥ α
εAε
2
.
The previous ondition is satised by denition of αε. Thus there exists a funtion
ρε whih satises onditions (22).
We then set
uε(x) = vε(x)− ρε(x) for x ∈ [−Aε, Aε].
The onstrution is similar when
∫
|x|≤Aε(v
ε − U) < 0.
At this stage, we have dened a funtion uε ∈ U + L10 whih satises
v(x, pr) +
αε
2
< uε(x) ≤ v(x, pl)− α
ε
2
∀x ∈ [−Aε, Aε],
uε(x) = U(x) ∀x ∈ R \ [−Aε, Aε],
and
∫
R
|u− uε| ≤ 4ε.
Now, by denition of the shok prole U , there exists a positive onstant Rε suh
that
x ≥ Rε ⇒ |U(x)− v(x, pr)| ≤ α
ε
2
.
Let k+ be a positive integer suh that k+ > Rε + Aε. Then for all x ∈ [−Aε, Aε],
we have
v(x, pr) ≤ τk+U(x) ≤ v(x, pr) +
αε
2
≤ uε(x).
Similarly, there exists a negative integer k− suh that for all x ∈ [−Aε, Aε],
uε(x) ≤ v(x, pl)− α
ε
2
≤ τk−U(x).
Notie that τk±U are also shok proles. We now set
Uε+ := sup(τk+U,U), U
ε
− := inf(τk−U,U).
Sine shok proles are ordered, the funtions Uε± are visous shoks, and
Uε− ≤ uε ≤ Uε+ a.e.
Hene the lemma is proved. 
3.4. An appliation: the onvex ase. This paragraph is devoted to the anal-
ysis of spei examples for whih the existene of shok proles and their stability
an be proved.
Lemma 3.6. Assume that for all y ∈ T, A(y, ·) is a onvex funtion. Then the
homogenized ux A¯ is onvex.
Furthermore, if A(y, ·) is stritly onvex for all y, then A¯ is also stritly onvex,
and thus satises the Oleinik ondition of Corollary 2.1.
The onvexity properties are proved in [15℄. However, for the reader's onve-
niene, we have reprodued the proof in Appendix B. Oleinik's ondition is an
immediate onsequene of the strit onvexity of the ux A¯.
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Example. Assume that the ux A is stritly onvex in its seond variable, and
that the assumptions of Proposition 2.4 are satised. Then, with the same notation
as in Proposition 2.4, we have
ql = p
+
and qr = p
−.
Indeed, aording to Corollary 2.1, we have {ql, qr} = {p+, p−}. Moreover, sine
the ux A is stritly onvex, ∂vA(y, ·) is stritly inreasing, and〈
∂vA(·, v(·, p−))
〉
<
〈
∂vA(·, v(·, p+))
〉
.
Proposition 3.2 then allows us to onlude that p− = qr, p
+ = ql.
We now prove Corollary 2.2 (pending Proposition 2.6). Assume that the ux A
is given by
A(y, p) = V (y) + f(p),
with V and f satisfying the assumptions of Corollary 2.2. The existene of solutions
of equation (5) follows immediately from Proposition 2.1; moreover, sine the ux
A is linear at innity, hypothesis (7) is satised. As a onsequene, for p > 0
suiently large, we have
A(y, v(y, p)) = V (y) + a+v(y, p) ∀y ∈ TN ,
and thus A¯(p) = 〈V 〉 + a+p. Similarly, A¯(p) = 〈V 〉 − a−p for p < 0 with |p|
suiently large. These formulas entail that if α > 0 is large enough, then, setting
p± = ±(α − 〈V 〉)/a±, we have A¯(p−) = A¯(p+) = α. Sine A¯ satises Oleinik's
ondition, we dedue that there exists a shok prole onneting v(p−) and v(p+).
Additionally, if |p| is large enough, then f is linear, say, on the intervals [inf v(|p|)−
1,∞) and (−∞, sup v(−|p|) + 1]. Thus, for all ξ ∈ [−1, 1], we have
A(y, v(y, p) + ξ) = V (y) + f(v(y, p) + ξ) = A(y, v(y, p)) + sgn(p)asgn(p)ξ.
Hene the ux A satises the assumption of Proposition 2.6 for all p large enough.
We infer that the solutions v(·, p±) are stable by the semi-group St under small
perturbations in L10 whih satisfy (42). Point (ii) in Corollary 2.2 then follows
from Proposition 2.5 and the remark following it.
4. Stability of shok profiles in one spae dimension - Part I
This setion is devoted to the proof of Theorem 2.2. Hene, throughout this
setion, we onsider an initial data u0 whih satises (14), and suh that u0 ∈
U+L1, where U is a stationary shok of equation (1). Using Lemma 3.4, we dedue
that there exists another shok prole V suh that u ∈ V + L10(R). Then, using
Lemma 3.5 together with the Contration priniple, we an restrit the analysis to
the lass of initial data u0 suh that
(23) ∃(U−, U+) shok proles, U− ≤ u0 ≤ U+.
Indeed, assume that Theorem 2.2 holds for all v0 ∈ V +L10 suh that (23) is satised.
Consider now a funtion u0 ∈ V + L10 satisfying (14), and let ε > 0 be arbitrary.
Aording to Lemma 3.5, there exists uε0 ∈ V + L10 satisfying (23) and suh that
‖u0 − uε0‖1 ≤ ε. The L1 ontration priniple entails that for all t ≥ 0,
‖Stu0 − V ‖1 ≤ ‖Stu0 − Stuε0‖1 + ‖Stuε0 − V ‖1 ≤ ε+ ‖Stuε0 − V ‖1.
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Notie also that by the Contration priniple, the funtion t 7→ ‖Stu0 − V ‖1 is
non-inreasing, and thus has a nite limit as t→∞. We infer that
∀ε > 0, lim
t→∞
‖Stu0 − V ‖1 ≤ ε,
and thus Stu0 onverges toward V as t→∞.
There remains to prove Theorem 2.2 for initial data whih satisfy (23). As
emphasized in Setion 2, inequalities (14) or (23) should be seen as the analogues
of (9) in the ontext of shok stability. The proof of Theorem 2.2 in this ase relies
on arguments from dynamial systems theory, whih are due to S. Osher and J.
Ralston (see [17℄; similar ideas are developed by D. Amadori and D. Serre in [1℄).
The aim is to prove that the ω-limit set of the trajetory Stu0 is redued to {V },
by using a suitable Lyapunov funtion. Hene, we rst prove that the ω-limit set,
denoted by Ω, is non-empty, then we state some properties of the ω-limit set, and
eventually we prove that Ω = {V }.
First step. Compatness in L1 of the trajetories.
Throughout this setion, we set w(t) := Stu0 − V . Notie rst that by the
omparison priniple for equation (1), inequality (23) is preserved by the semi-
group St: for all t ≥ 0, we have
U− ≤ Stu0 ≤ U+.
Hene, for all t ≥ 0,
U− − U ≤ w(t) ≤ U+ − U.
Sine U+ − U and U− − U are integrable funtions, the family {w(t)}t≥0 is equi-
integrable in L1. Moreover, sine U+ −U and U −U− are bounded, it follows that
w is uniformly bounded in L∞. The funtion w satises a linear paraboli equation
of the type
∂tw + ∂y(b(t, y)w)− ∂yyw = 0, t > 0, y ∈ R,
with b ∈ L∞([0,∞) × R). Theorem 10.1 in Chapter III of [13℄ then implies that
there exists α > 0 suh that for all t0 ≥ 1, for all R > 0,
‖u(t)‖Hα/2,α((t0,t0+1)×(−R,R)) <∞.
Thus the family {w(t)}t≥0 is also equi-ontinuous in L1.
Whene it follows from the Riesz-Fréhet-Kolmogorov Theorem that the family
{w(t)}t≥0 is relatively ompat in L1(R). Thus the ω-limit set
Ω :=
{
W ∈ V + L1(R), ∃(tn)n∈N, tn −→
n→∞
∞, Stnu0 →W in L1(R)
}
is non-empty.
Seond step. Properties of the ω-limit set Ω.
First, Ω is forward and bakward invariant by the semi-group St, meaning that
for all t ≥ 0,
StΩ = Ω.
This important property is a generi one for ω-limit sets. It follows immediately,
thanks to paraboli regularity, that all funtions in Ω are smooth: Ω ⊂ H1
lo
(R), for
instane. As a onsequene, if W ∈ Ω and w1(t) := StW , Theorem 6.1 in Chapter
III of [13℄ entails that w1 ∈ L2([0, T ], H2(BR))∩H1([0, T ], L2(BR)) for all T,R > 0.
The seond property whih is important for our analysis is the LaSalle invariane
priniple (see [14℄), whih requires the existene of a Lyapunov funtion. In the ase
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of salar onservation laws, a lassial hoie for a Lyapunov funtion is F [u] =
‖u − V ‖1. The Contration priniple entails that t 7→ F [Stu0] is non-inreasing.
Thus F takes a onstant value on Ω, whih we denote by C0.
Eventually, using the onservation of mass, we dedue that Ω is a subset of
V + L10.
Third step. Conlusion.
We now prove, using the paraboli struture of equation (24), that Ω = {V }.
Let W0 ∈ Ω be arbitrary, and let W (t) = St(W0). Notie that W (t) ∈ Ω for all
t ≥ 0, aording to the previous step. Moreover, W − V satises
∂t(W − V ) + ∂y (A(y,W )−A(y, V ))− ∂yy(W − V ) = 0.
Multiplying the above equation by sgn(W − V ), we obtain
∂t|W −V |+∂y [sgn(W − V ) (A(y,W (t))−A(y, V ))]− sgn(W −V )∂yy(W −V ) = 0.
Let φ be a ut-o funtion, i.e. φ ∈ C∞0 (R), φ ≥ 0 and φ ≡ 1 in a neighbourhood
of zero. For R > 0, we set φR := φ(·/R). We now multiply the above equality by
φR and integrate on [t, t
′] × R. Realling that ∫
R
|W (t) − V | = C0 for all t, we
infer that for all t′ > t ≥ 0, there exists a funtion εt,t′ : [0,∞)→ [0,∞) suh that
limR→∞ εt,t′(R) = 0 and∣∣∣∣∣
∫ t′
t
∫
R
sgn(W (s)− V )∂yy(W (s, y)− V (y))φR(y) ds dy
∣∣∣∣∣ ≤ εt,t′(R).
Thus, using a slightly modied version of Lemma 1 in the Appendix, we infer that
sgn(W (s)− V )∂yy(W (s)− V ) = ∂yy|(W (s) − V )|
almost everywhere and in the sense of distributions. Consequently, the funtion
|W − V | is a non-negative solution of a paraboli equation of the type
∂t|W − v|+ ∂y(b(t, y)|W − V |)− ∂yy|W − V | = 0,
with b ∈ L∞([0,∞R). We now onlude thanks to Harnak's inequality (see [8℄):
let x0 ∈ R be arbitrary, and let K be any ompat set in R suh that x0 ∈ K. Then
there exists a onstant CK suh that
|(W0 − V )(x0)| ≤ sup
x∈K
|(W0 − V )(x)| ≤ CK inf
x∈K
|(W|s=1 − V )(x)|.
Now, (W|s=1 − V ) ∈ L10 ∩H1
lo
(R), and thus there exists x1 ∈ R suh that
W (1, x1)− V (x1) = 0.
Choose K suh that x1 ∈ K. Then W0 − V vanishes uniformly on K, and in
partiular, (W0 − V )(x0) = 0. Sine x0 was hosen arbitrarily, we dedue that
W0 = V . Hene Ω = {V }, and Theorem 2.2 is proved.
5. Uniform in time a priori bounds for visous salar onservation
laws
This setion is devoted to the proof of Proposition 2.2. As far as possible, we
will treat both models simultaneously. We set
w(t) := Stu0 − U0, t ≥ 0.
The funtion w satises the following equation
(24) ∂tw(t, y) + divyB(y, w(t, y)) −∆yw(t, y) = 0, t > 0, y ∈ Q,
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where
B(y, w) = A(y, U0(y) + w) −A(y, U0(y)), y ∈ Q, w ∈ R.
Due to the Contration priniple realled in Setion 2, it is known that w is
bounded in L∞([0,∞), L1(Q)), and
(25) ∀t ∈ R+, ‖w(t)‖L1 ≤ ‖u0 − U0‖L1.
The idea of this setion is to use this uniform L1 bound in order to derive uniform
Lp bounds on w for all p ∈ [1,∞]. To that end, we proeed by indution on the
exponent p. The rst step is dediated to the derivation of a dierential inequality
relating the derivative of the Lp norm to a visous dissipation term. The alulations
are very similar to those developed in [5℄ to derive a priori bounds for solutions
of equation (5). Then, we use Poinaré inequalities to ontrol the Lp norm by the
dissipation. Eventually, we onlude thanks to a Gronwall type argument.
Preliminary for the whole spae ase.
We begin by realling some regularity results about the solutions of equation (1)
in the ase Q = R. Aording to the papers by Kruºkov [11, 12℄, it is kown that
w ∈ L∞
lo
([0,∞), L∞(Q)). As a onsequene, w ∈ L∞
lo
([0,∞), Lp(Q)) for all p.
Then, multiplying (24) by wχ where χ ∈ C∞0 (R) is an arbitrary non-negative
ut-o funtion, and integrating in spae and time, it is easily proved that for all
T > 0, w satises an inequality of the type∫ T
0
∫
R
|∂yw(s, y)|2χ(y) dy ds ≤ CT ,
where the onstant CT depends on T , ‖w‖L∞([0,T ]×R) and ‖wt=0‖1, but not on χ.
We dedue that ∂yw ∈ L2
lo
([0,∞), L2(R)).
First step. A dierential inequality.
In this step, we treat the periodi and the full spae models simultaneously; our
goal is to prove an inequality of the type
d
dt
∫
|w|q+1 + cq
∫ ∣∣∣∇|w| q+12 ∣∣∣2 ≤ Cq
(∫
|w|q+n +
∫
|w|q+1
)
,
where q ≥ 1 is arbitrary, n is the exponent appearing in (8), and the onstants cq
and Cq depend on q, n, N , and ‖U0‖W 1,∞ .
To that end, we take q ≥ 1, multiply (24) by w|w|q−1 and integrate on Q; we
obtain
1
q + 1
d
dt
∫
Q
|w|q+1 + q
∫
Q
|∇w|2|w|q−1 =
= q
∫
Q
∇yw(t, y) ·B(y, w(t, y))|w(t, y)|q−1 dy.
Notie that all terms are well-dened thanks to the preliminary step.
For (y, w) ∈ Q × R, set
bq(y, w) = q
∫ w
0
B(y, w′)|w′|q−1dw′;
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then
−q
∫
T
∇yw(t, y) · B(y, w(t, y))|w(t, y)|q−1 dy
=
∫
T
[−divy (bq(y, w(t, y))) + (divybq)(y, w(t, y))] dy
= q
∫
T
∫ w(t,y)
0
(divyB)(y, w
′)|w′|q−1 dw′.
Thus, we now ompute, for (y, w′) ∈ Q× R,
divyB(y, w
′) = divy [A(y, U0(y) + w
′)−A(y, U0(y))]
= (divyA)(y, U0(y) + w
′)− (divyA)(y, U0(y))
+ ∇yU0 · [(∂vA)(y, U0(y) + w′)− (∂vA)(y, U0(y))] .
Consequently, aording to hypothesis (8), we dedue that there exists a positive
onstant C depending only on ‖U0‖W 1,∞ and q suh that∣∣∣∣q
∫
∇yw(t, y) · B(y, w(t, y))|w(t, y)|q−1 dy
∣∣∣∣ ≤ C
(∫
|w(t)|q+1 +
∫
|w(t)|q+n
)
.
Eventually, we infer that for all q ≥ 1, there exist positive onstants cq, Cq suh
that for all t > 0,
(26)
d
dt
∫
|w(t)|q+1 + cq
∫ ∣∣∣∇|w(t)| q+12 ∣∣∣2 ≤ Cq
(∫
|w(t)|q+1 +
∫
|w(t)|q+n
)
.
Seond step. Control of Lp norms by the dissipation term (Poinaré inequalities).
In this step, we treat the periodi ase and the whole spae ase separately, and
we begin with the periodi ase.
First, remember that for all p ∈ (1,∞) suh that 1p ≥ 12 − 1N , there exists a
positive onstant Cp suh that for all φ ∈ H1
per
(TN ),
(27) ‖φ− 〈φ〉‖p ≤ Cp ‖∇φ‖2 .
Taking φ = |w| q+12 , we dedue that
‖w‖r ≤ Cr
(∥∥∥∇|w| q+12 ∥∥∥ 2q+1
2
+ ‖w‖ q+1
2
)
,
where r ∈ (1,∞) is suh that
(28)
1
r
≥ 1
q + 1
− 2
N(q + 1)
.
Now, the idea is to interpolate the Ln+q and the Lq+1 norms in the right-hand
side of inequality (26) between L1 and Lr, where r satises the onstraint above.
It an be easily heked that when n < N + 2)/N , we have
1
n+ q
>
1
q + 1
− 2
N(q + 1)
;
hene the interpolation is always possible, and we have
‖w‖q+1 ≤ ‖w‖1−α1 ‖w‖αr ,
‖w‖q+n ≤ ‖w‖1−β1 ‖w‖βr ,
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where
1
q + 1
= 1− α+ α
r
,
1
q + n
= 1− β + β
r
.
Gathering all inequalities, we infer that
d
dt
‖w‖q+1q+1 + Cq
∥∥∥∇|w| q+12 ∥∥∥2
2
≤ C‖w‖(q+1)(1−α)1
∥∥∥∇|w| q+12 ∥∥∥2α
2
+ C‖w‖(q+1)(1−α)1 ‖w‖α(q+1)q+1
2
+ C‖w‖(q+n)(1−β)1
∥∥∥∇|w| q+12 ∥∥∥ 2β(q+n)q+1
2
+ C‖w‖(q+n)(1−β)1 ‖w‖β(q+n)q+1
2
.
Remember that the L1 norm is bounded. For the time being, we leave aside the
L
q+1
2
norms of the right-hand side: those will be treated in the very last step. In
order to ontrol the right-hand side by the dissipation term in the left-hand side, it
sues to nd r (and thus α and β) suh that
(29) 2α < 2,
2β(q + n)
q + 1
< 2.
Remembering the denition of β, we dedue that we have to nd r ∈ (q + 1,∞)
satisfying the two inequalities
1− 1
r
>
q + n− 1
q + 1
,
1
r
≥ 1
q + 1
− 2
N(q + 1)
.
This is possible if and only if the ouple (n, q) satises

q + n− 1
q + 1
< 1,
1
q + 1
− 2
N(q + 1)
< 1− q + n− 1
q + 1
whih amounts to the ondition n < min(2, (N + 2)/N). In the ase when N = 1,
this yields n < 2, whih is more restritive than the assumption of Proposition 2.2
(n < 3). However, when N = 1, the same arguments as in the whole spae ase an
be used (see below), and lead to n < 3. Thus, under the hypotheses of Theorem
2.1, for all q ≥ 1, we may nd r > max(q+1, q+n) suh that onditions (28), (29)
are fullled. The Cauhy-Shwarz inequality then implies that
(30)
d
dt
∫
|w(t)|q+1 + C1
∫ ∣∣∣∇|w(t)| q+12 ∣∣∣2 ≤ C2 (‖w(t)‖p1q+1
2
+ ‖w(t)‖p2q+1
2
)
,
where the onstant C2 depends on ‖u0 − U0‖1, and the exponents p1, p2 on n, q
and N . Aording to the Poinaré-Wirtinger inequality, we have∥∥∥∇|w| q+12 ∥∥∥2
2
≥ c
∥∥∥|w| q+12 − 〈|w| q+12 〉∥∥∥2
2
= c
(∥∥∥|w| q+12 ∥∥∥2
2
−
〈
|w| q+12
〉2)
= c
(∫
|w|q+1 − ‖w‖q+1q+1
2
)
.
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Eventually, we dedue that for all q ≥ 1, there exists onstants C1, C2, p1, p2 suh
that
(31)
d
dt
∫
|w(t)|q+1 + C1
∫
|w(t)|q+1 ≤ C2
(
‖w(t)‖p1q+1
2
+ ‖w(t)‖p2q+1
2
)
.
Let us now treat the one-dimensional model set in the whole spae. In dimension
one, the H1 and L1 norms ontrol the L∞ norm. Hene we now interpolate the
two integrals in the right-hand side of (26) between L
q+1
2
and L∞:∫
|w|q+1 ≤ ‖w‖
q+1
2
q+1
2
‖w‖
q+1
2
∞ ,∫
|w|q+n ≤ ‖w‖
q+1
2
q+1
2
‖w‖
q+2n−1
2
∞ .
We use the following Poinaré inequality, whih involves the dissipation term in
the right-hand side of (26) (the proof of this inequality is lassial and left to the
reader: we refer to [10℄ for the proof of similar inequalities): there exists a onstant
Cq, depending only on q, suh that for all w ∈ L1 ∩ L∞ ∩H1(R)1
‖w‖∞ ≤ Cq‖w‖1/3q+1
2
(∫ ∣∣∣∂y|w| q+12 ∣∣∣2
) 2
3(q+1)
.
Consequently, there exist positive onstants C, p suh that for all w ∈ L1 ∩ L∞ ∩
H1(R), ∫
|w|q+n ≤ C‖w‖pq+1
2
(∫ ∣∣∣∂y|w| q+12 ∣∣∣2
) q+2n−1
3(q+1)
.
Hene, in order that the dissipation term ontrols the right-hand side of (26), the
exponent n should satisfy
q + 2n− 1
3(q + 1)
< 1 ∀q ≥ 1,
whih leads to the ondition n < 3. Using Young's inequality, we onlude that
(30) is satised. Moreover, the Poinaré inequality used above entails that for all
λ > 0, ∫
|w|q+1 ≤ C‖w‖
2(q+1)
3
q+1
2
(∫ ∣∣∣∂y|w| q+12 ∣∣∣2
)1/3
≤ C
λ2
‖w‖q+1q+1
2
+ λ
∫ ∣∣∣∂y|w| q+12 ∣∣∣2 .
Eventually, we dedue that inequality (31) is also satised in the whole spae ase.
Third step. Uniform bounds in Lq for all q <∞.
We now onlude thanks to Gronwall's lemma, using an indutive argument.
Notie indeed that inequality (31) implies that for all q ≥ 1,
(32) w ∈ L∞([0,∞), Lq(Q))⇒ w ∈ L∞([0,∞), L2q(Q)).
1
If w ∈ L∞ ∩H1(T), the orresponding inequality is
‖w‖L∞(T) ≤ Cq‖w‖
1/3
q+1
2
 „Z ˛˛˛
∂y |w|
q+1
2
˛˛˛2« 23(q+1)
+ ‖w‖
2/3
q+1
2
!
.
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Indeed, assume that w ∈ L∞([0,∞), Lq) for some q ≥ 1. Aording to (31), we
have
d
dt
∫
|w(t)|2q + C1
∫
|w(t)|2q ≤ C2,
where the onstant C2 depends on ‖U0‖W 1,∞ and on ‖w‖L∞([0,∞),L1), so that, using
Gronwall's lemma,∫
|w(t)|2q ≤ e−C1t
∫
|w|t=0|2q +
C2
C1
(1 − e−C1t) ≤ C.
Thus w ∈ L∞([0,∞), L2q) and (32) is proved. Sine w ∈ L∞([0,∞), L1), we dedue
that w ∈ L∞([0,∞), Lq) for all q ∈ [1,∞).
Fourth step. Uniform bounds in L∞ and W 1,p.
We now derive some L∞ bounds thanks to paraboli regularity results. First,
notie that in equation (24), the ux B an be written as
B(y, w(t, y)) = b(t, y)w,
where
b(t, y) =
∫ 1
0
a(y, v0(y) + τw(t, y)) dτ.
Aording to the previous steps, b(t, y) ∈ L∞([0,∞), Lq
lo
(Q)) for all q > 0; in
partiular, in the whole spae ase, for all q > 1 there exists a onstant Cq suh
that for all y0 ∈ R,
sup
t≥0
‖b(t)‖Lq(y0−2,y0+2) ≤ Cq.
We now use Theorem 8.1 in Chapter III of [13℄: we have, for all y0 ∈ Q, for all
t0 ≥ 1,
|w(t0, y0)| ≤ C
(
‖w‖L2(Qt0,y0 ), ‖b‖Lq(Qt0,y0 )
)
,
where Qt0,y0 := (t0 − 1, t0 + 1) × (y0 − 1, y0 + 1) and q is some parameter hosen
suiently large. The right-hand side is bounded uniformly in y0 and t0 by a
positive onstant C, and we infer that for all y0 ∈ Q, t0 ≥ 1,
|w(t0, y0)| ≤ C.
Thus w ∈ L∞([0,∞) × Q). Using Theorem 10.1 in Chapter III of [13℄, we also
dedue that there exists α > 0 and a onstant C > 0 suh that for all t0 ≥ 1, for
all x0 ∈ Q,
‖w‖Hα/2,α((t0,t0+1)×(x0−1,x0+1)) ≤ C.
As a onsequene, we obtain
‖w‖L∞([1,∞),Cα(Q)) ≤ C.
6. Long time behaviour of solutions for the periodi model
Throughout this setion, we assume that Q = TN , and we onsider a solution
u(t) = Stu0 of equation (1) (t ≥ 0). Our goal is to prove, under the assumptions of
Theorem 2.1, that u(t)− v(〈u0〉) vanishes in L∞ as t→∞. The idea is to prove in
a rst step the onvergene for initial data whih are bounded from above or from
below by a solution of equation (5), and then to extend this result to arbitrary initial
data thanks to the L∞ bounds proved in the previous setion (see Proposition 2.2).
We thus begin with the following Proposition:
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Proposition 6.1. Let u0 ∈ L∞(TN ) suh that
(33) ∃p0 ∈ R, u0(y) ≤ v(y, p0) for a.e. y ∈ TN .
Let u(t) = Stu0 for t ≥ 0. Then, as t→∞,
u(t)→ v(·, 〈u0〉) in L∞(TN ).
Of ourse, the same result holds when the upper-bound is replaed by a lower-
bound:
Corollary 6.1. Let u0 ∈ L∞(TN ) suh that
(34) ∃p0 ∈ R, u0(y) ≥ v(y, p0) for a.e. y ∈ TN .
Let u(t) = Stu0 for t ≥ 0. Then, as t→∞,
u(t)→ v(·, 〈u0〉) in L∞(TN ).
Proof of Proposition 6.1. Aording to the previous setion (see Proposition 2.2),
sup
t≥0
‖u(t)‖L∞(TN ) < +∞.
Additionally, the Comparison priniple yields
u(t, y) ≤ v(y, p0) ∀t > 0, ∀y ∈ TN .
From now on, the proof is very lose to that in [6℄, Setion 2: we reall the main
steps for the reader's onveniene. Set
U(t, y) := sup
t′≥t
u(t′, y), t ≥ 0, y ∈ TN ,
p∗(t) := inf
{
p ∈ R, v(y, p) ≥ U(t, y) for a.e. y ∈ TN} , t ≥ 0.
Then U belongs to L∞([0,∞) × TN ) (sine u is uniformly bounded in time), and
U is learly a non-inreasing funtion. Moreover, U satises
U(t, y) ≤ v(y, p0) ∀t > 0, ∀y ∈ TN .
As a onsequene, p∗(t) is bounded from above by p0, and p
∗
is a non-inreasing
funtion. Moreover, p∗ is bounded from below, sine for almost every y ∈ TN ,
v(y, p∗(t)) ≥ U(t, y) ≥ −‖u‖L∞([0,∞)×TN),
and thus
∀t ≥ 0, p∗(t) = 〈v(·, p∗(t))〉 ≥ −‖u‖L∞([0,∞)×TN).
Hene p∗ is a bounded dereasing funtion, and thus p∗(t) has a nite limit, whih
we denote by p¯∗, as t→∞.
The idea is to prove that u(t) − v(·, p¯∗) onverges towards zero as t → ∞. Let
ε > 0 be arbitrary. We rst hoose t0 > 0 suh that
‖v(p∗(t))− v(p¯∗)‖∞ ≤ ε ∀t ≥ t0,
and then we pik p < p¯∗ and y0 ∈ TN suh that
v(y0, p¯
∗)− ε ≤ v(y0, p) ≤ U(t0 + 1, y0) ≤ v(y0, p∗(t0 + 1)) ≤ v(y0, p¯∗) + ε.
Now, hoose t1 ≥ t0 + 1 suh that
U(t0 + 1, y0)− ε ≤ u(t1, y0) ≤ U(t0 + 1, y0).
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By onstrution, the funtion
V : (s, y) ∈ (−1, 1)× TN 7→ v(y, p∗(t0))− u(t1 + s, y)
is a non-negative solution of a linear diusion equation of the type
∂tV + divy(bV )−∆yV = 0
for some vetor eld b ∈ L∞([−1, 1]×TN )N . Hene by Harnak's inequality, there
exists a onstant C suh that
sup
y∈TN
V
(
−1
2
, y
)
≤ C inf
y∈TN
V (0, y) ≤ Cε.
Thus, there exists a sequene of positive numbers (tn) suh that limn→∞ tn =
+∞ and suh that u(tn) onverges towards v(p¯∗) in L∞. The L1 ontration
priniple, together with paraboli regularity results, entails that the whole family
u(t) onverges. Eventually, we obtain that p¯∗ = 〈u0〉 by onservation of mass.

The ore of the proof of Theorem 2.1 then lies in the following argument: if
u0 ∈ L∞ is arbitrary, we set
u˜0 := inf(u0, v(p)),
u˜ := Stu˜0.
The value of parameter p above is irrelevant. One an hoose for instane p = 0,
or p = 〈w0〉.
The funtion u˜0 obviously satises the assumptions of Proposition 6.1. Hene as
t→∞,
u˜(t)→ v (〈u˜0〉) in L∞,
and thus there exists a positive time t0 suh that for t ≥ t0, for all y ∈ TN ,
u˜(t, y) ≥ v (y, 〈u˜0〉 − 1) .
On the other hand, notie that u˜0 ≤ u0 by denition, and thus by the omparison
priniple,
u˜(t) ≤ u(t) ∀t.
Hene, for t ≥ t0,
u(t) ≥ v (〈u˜0〉 − 1) .
In partiular, u(t0) satises the assumptions of Corollary 6.1, and thus, as t→∞,
Stu(t0)→ v (〈u(t0)〉) .
Sine
u(t) = St−t0u(t0)
and 〈u(t0)〉 = 〈u0〉 by the Conservation property, we dedue eventually that
u(t)→ v (〈u0〉) as t→∞.
Thus Theorem 2.1 is proved.
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7. Stability of shok profiles in one spae dimension - Part II
This setion is devoted to the proof of additional results on shok stability in the
whole spae ase. We start by proving Proposition 2.5, and then we prove that the
onlusion of Proposition 2.5 still holds when (H) is replaed by (H'). We have
not been able to prove that (H') is satised for arbitrary uxes. Thus, at the end
of this setion, we prove Proposition 2.6 and thereby provide expliit examples for
whih (H') is satised. We also explain whih diulties are enountered when
trying to prove (H').
We start by introduing some notation. Following [19℄, we denote by G the set
of shok proles onneting v(pl) to v(pr), and we set
A := {u ∈ L∞
lo
(R), ∃U ∈ G, u ∈ U + L1(R)} ,
A0 := {u ∈ A, v(min(pl, pr)) ≤ u ≤ v(max(pl, pr))} .
Our goal is to prove that for all u0 ∈ A,
d(Stu0,G) = 0,
where d(u,A) denotes the L1 distane from u to a set A. Notie that the Contration
priniple easily entails that the funtion t 7→ d(Stu0,G) is dereasing. Hene, its
limit as t→∞ exists; for all u0 ∈ A, set
ℓ0(u0) := lim
t→∞
d(Stu0,G).
Theorem 2.2 states that ℓ0(u) = 0 for all u ∈ A0. Moreover, it follows from the
Contration priniple that ℓ0(u0) is a ontration, i.e.
|ℓ0(u)− ℓ0(v)| ≤ ‖u− v‖L1 ∀u, v ∈ A.
Additionally, for all t ≥ 0 and for all u ∈ A,
ℓ0(u) = ℓ0(Stu).
Similarly, we dene, for all u0 ∈ A,
ℓ1(u0) := lim
t→∞
d(Stu0,A0).
The funtion ℓ1 is well-dened: indeed, the Comparison property entails that A0
is stable by the semi-group St. Consequently, by the Contration priniple, the
funtion t 7→ d(Stu0,A0) is dereasing and non-negative, and thus has a nite limit
as t → ∞. Moreover, the funtional ℓ1 enjoys the same properties as ℓ0: ℓ1 is a
ontration on A and ℓ1(u) = ℓ1(Stu) for all t ≥ 0. Eventually, sine G ⊂ A0, we
dedue that
ℓ1(u) ≤ ℓ0(u) ∀u ∈ A.
7.1. Proof of Proposition 2.5. We now takle the proof of Proposition 2.5, whih
is very similar to [19℄, paragraph 3.5. Let u0 ∈ A be arbitrary. For all v ∈ A0, we
have
ℓ0(u0) ≤ ℓ0(v) + ‖u0 − v‖1 ≤ ‖u0 − v‖1.
Thus for all u0 ∈ A,
ℓ0(u0) ≤ d(u0,A0).
Replaing u0 by Stu0 in the previous inequality, we infer that for all u0 ∈ A0,
ℓ0(u0) ≤ lim
t→∞
d(Stu0,A0) = ℓ1(u0).
LONG TIME BEHAVIOUR OF VISCOUS SCALAR CONSERVATION LAWS 27
Thus ℓ0 and ℓ1 take the same values on A, and it sues to prove that
(35) ℓ1(u0) = lim
t→∞
d(Stu0,A0) = 0.
Notie that if u ∈ A, then, with p+ = max(pl, pr), p− = min(pl, pr),
d(u,A0) =
∥∥∥(u− v(p+))+
∥∥∥
1
+
∥∥∥(u− v(p−))−
∥∥∥
1
.
We now prove that assumption (H) implies (35). Aording to Lemma 3.4, there
exists a shok prole U suh that u ∈ U + L10(R). We now dene funtions a+, a−
in v(p+) + L10 and v(p
−) + L10 respetively, suh that
a−(y) ≤ u0(y) ≤ a+(y).
Let us explain for instane the onstrution of a+. If u0(y) > v(y, p
+), we set
a+(y) = u0(y).
On the other hand, sine u ∈ U +L1 and U is asymptoti to v(p+), v(p−), we have∫
R
(v(y, p+)− u0(y))+ dy ≥
∫
(v(p+)− U)− ‖u0 − U‖1 = +∞.
Hene there is enough room, between the graphs of v(y, p+) and u0(y) (restrited
to the set where u0(y) ≤ v(y, p+)), to insert a funtion b+ suh that
u0(y) ≤ v(y, p+) ⇒ u0(y) ≤ b+(y) ≤ v(y, p+),∫
R
1u0≤v(y,p+)(v(y, p
+)− b+(y)) dy =
∫
R
1u0>v(y,p+)(u0(y)− v(y, p+)) dy.
On the set where u0(y) ≤ v(y, p+), we dene a+(y) = b+(y). It is obvious that the
funtion a+ belongs to v(p+) + L10 and that u0 ≤ a+. The funtion a− is dened
in a similar fashion. Thanks to the omparison priniple, we have
Sta
− ≤ Stu0 ≤ Sta+ ∀t ≥ 0.
Consequently,
(36) d(Stu0,A0) ≤
∥∥Sta+ − v(p+)∥∥L1 + ∥∥Sta− − v(p−)∥∥L1 .
From the above inequality, it is lear that (H) entails (35): if Sta
± − v(p±) vanish
in L1, then ℓ1(u0) = 0. In other words, the stability of shok proles follows from
to the stability of solutions of equation (5) in L10. Thus, we now fous on the ase
when merely (H') is satised.
Let δ > 0. If u0 ∈ A is suh that
‖(u0 − v(p+))+‖1 ≤ δ, ‖(u0 − v(p−))−‖1 ≤ δ,
then by onstrution
‖a+ − v(p+)‖1 ≤ 2δ, ‖a− − v(p−)‖1 ≤ 2δ.
And aording to (H'), there exists δ0 > 0 suh that if δ ≤ δ0, then
lim
t→∞
‖Sta± − v(p±)‖1 = 0,
and thus the right-hand side of (36) vanishes as t→∞. Thus ℓ1(u0) = 0.
Hene we now fous on the ase where
‖(u0 − v(p+))+‖1 ≥ δ0 or ‖(u0 − v(p−))−‖1 ≥ δ0.
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We then dene the funtion
u¯0(y) :=


v(y, p+) + α+(u0 − v(p+)) if u0(y) > v(y, p+),
u0(y) if v(y, p
−) ≤ u0(y) ≤ v(y, p+),
v(y, p−) + α−(u0 − v(p−)) if u0(y) < v(y, p−),
where
α± =
{
‖(u0−v(p
±))±‖1
δ0
if ‖(u0 − v(p±))±‖1 > δ0,
0 else.
Sine u¯0 − u0 ∈ L1(R), u¯0 ∈ A. Moreover,
‖u¯0 − u0‖1 = (1− α+)‖(u0 − v(p+))+‖1 + (1 − α−)‖(u0 − v(p−))−‖1
≤ d(u0,A0)− δ0.
Notie that ℓ1(u¯0) = 0. Sine ℓ1 is a ontration, we have
(37) ℓ1(u0) ≤ ℓ1(u¯0) + ‖u0 − u¯0‖1 ≤ d(u0,A0)− δ0.
We now argue by ontradition. Assume that for all t ≥ 0,
‖(Stu0 − v(p+))+‖1 ≥ δ0 or ‖(Stu0 − v(p−))−‖1 ≥ δ0.
Then we may replae u0 by Stu0, for t ≥ 0 arbitrary, in inequality (37). We obtain
ℓ1(u0) = ℓ1(Stu0) ≤ d(Stu0,A0)− δ0.
Passing to the limit as t→∞, we infer
ℓ1(u0) ≤ ℓ1(u0)− δ0,
whih is absurd. Hene there exists t0 ≥ 0 suh that
‖(St0u0 − v(p+))+‖1 < δ0 and ‖(St0u0 − v(p−))−‖1 < δ0.
We have already proved that ℓ1(St0u0) = 0. We dedue that ℓ1(u0) = 0, and thus
ℓ(u0) = 0.
Consequently, assumption (H') entails that ℓ(u) = 0 for all u ∈ A.
7.2. Stability of stationary periodi solutions in L1. We onlude this arti-
le by presenting some situations in whih (H) or (H') hold true. We begin by
explaining the linear ase: assume that there exists a funtion b ∈ C
per
(R) suh
that
A(y, p) = b(y)p ∀(y, p) ∈ [0, 1]× R.
In this ase, the stability of periodi solutions is a onsequene of a result of Adrien
Blanhet, Jean Dolbeault, and Mihal Kowalzyk (see [3, 4℄): indeed, set ω = −〈b〉,
and let ψ ∈ C2
per
(R) suh that ψ′ = 〈b〉 − b. Let p ∈ R be arbitrary, and let
u0 ∈ v(p) + L10. Then, by linearity, w(t) =: Stu0 − v(p) solves an equation on the
type
∂tw + ∂y(b(y)w) − ∂yyw = 0,
w|t=0 = w0 ∈ L10(R).
It is then easily heked that the funtion f dened by
f(t, x) = w(t, x − ωt)
solves
(38) ∂tf(t, x) = ∂xxf(t, x) + ∂x (ψ
′(x− ωt)f(t, x)) .
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This is preisely the ase studied by Blanhet, Dolbeault and Kowalzyk. Let us
reall briey their method of analysis before stating their result. The rst idea is to
study the motion in the moving frame assoiated with the enter of mass. Indeed,
set
x¯(t) :=
∫
R
xf(t, x) dx.
Then it an be easily proved, using the linearity of the evolution equation and the
periodiity of ψ′, that
lim
t→∞
dx¯
dt
(t) =
∫ 1
0
ψ′m,
where m is the unique probability measure on [0, 1] solving
(39) −m′′ + ∂x((ω + ψ′)m) = −m′′ + ∂x(bm) = 0.
Set c := 〈ψ′m〉. The next idea is to perform a paraboli hange of oordinates in
the equation satised by f , in order to fous on the long-time behavior. Preisely,
dene U suh that
f(t, x) =
1√
1 + 2t
U
(
log
√
1 + 2t,
x− ct√
1 + 2t
)
.
Then U solves an equation of Fokker-Plank type, with a penalization growing ex-
ponentially with time, and with oeients whih have fast osillations for large
times. Hene, this leads to the use of homogenization tehniques, with the ad-
ditional diulty that the size of the osillations in spae depends on the time
variable. An approximate solution is onstruted thanks to a two-sale Ansatz.
The onvergene proof then relies on entropy dissipation methods. We are now
ready to state their result.
Proposition 7.1 (Blanhet, Dolbeault, Kowalzyk). Let w0 ∈ L10 ∩ L∞(R), and
let f be the solution of (38) with initial data f|t=0 = w0. Assume that there exists
a onstant C0 > 0 suh that
(40) sup
t≥0
1
(1 + 2t)2
∫
R
|f(t, x)| (x− ct)4 dx ≤ C0.
Then there exists a onstant C1, depending only on w0 and C0, and a positive
onstant α, depending only on b, suh that for all t ≥ 0,
‖f(t)‖1 ≤ C1
tα
.
Remark 4. In fat, the result of Blanhet, Dolbeault and Kowalzyk is a little more
aurate than the above proposition. Indeed, they prove that any non-negative
solution f of (38) behaves asymptotially like∫
f|t=0√
1 + 2t
m(x− ωt) h∞
(
x− ct√
1 + 2t
)
,
where h∞ is a Gaussian funtion. In the present ase, sine w0 ∈ L10, the solutions
f+ and f+ of (38) with initial data f±|t=0 = (w0)± have the same asymptoti
behaviour, and thus w = f+ − f− deays towards zero.
30 ANNE-LAURE DALIBARD
Consequently, in the linear ase, assumption (H) is always satised, provided
(40) holds. However, if the ux A is linear, standing shoks do not exist in general
(see Remark 3). Thus, we now modify slightly the setting in order to use the
results of the linear ase, but in a non-linear ontext. Preisely, we now prove
Proposition 2.6, whih, as we have already stressed, provides an expliit example of
shok stability without any assumption of the initial data exept (42) (see Corollary
2.2).
Thus, let A be a non-linear ux whih satises the assumptions of Proposition
2.6 for some p ∈ R. Let u0 ∈ v(p) +L10 be arbitrary. Notie that we do not assume
that
‖u0 − v(p)‖∞ ≤ η,
so that the use of the linear setting is not straightforward. The idea is to prove,
using dispersion inequalities, that
(41) lim
t→∞
‖Stu0 − v(p)‖∞ = 0,
provided ‖u0 − v(p)‖1 is suiently small. If the above onvergene is true, there
exists t0 ≥ 0 suh that for t ≥ t0, for all y, (Stu0)(y) ∈ [v(y, p)− η, v(y, p)+ η], and
thus
A(y, Stu0(y)) = A(y, v(y, p)) + b(y)w(t, y) ∀t ≥ t0, ∀y ∈ R,
with w(t) = Stu0 − v(p). Consequently, for t ≥ t0, w solves a linear paraboli
equation, and we an apply the previous analysis. The assumption on the moments
of order four then beomes
(42) ∃t0 ≥ 0, sup
t≥t0
1
(1 + 2t)2
∫
R
|w(t, y)| (y − γt)4 dy <∞,
where γ := c−ω. Notie that γ = A¯′(p) in the present setting. Thus, we now fous
on the proof of (41).
As observed before, the funtion w(t) = Stu0 − v(·, p) (t ≥ 0) is a solution of
∂tw + ∂yB(y, w) − ∂yyw = 0,
where the ux B is dened by
B(y, ξ) = A(y, v(y, p) + ξ)−A(y, v(y, p)), y ∈ R, ξ ∈ R.
The idea is to linearize the ux B(·, ξ) around ξ = 0, and to use energy methods.
Let
b(y) = ∂vA(y, v(y, p)),
B˜(y, ξ) = A(y, v(y, p) + ξ)−A(y, v(y, p))− b(y)ξ.
Sine A ∈ W 2,∞(T × R), the ux B˜ is quadrati in a neighbourhood of ξ = 0.
Aording to Proposition 2.2, w is bounded in L∞([0,∞) × R), and thus there
exists a onstant C suh that
|B˜(y, w(t, y))| ≤ C|w(t, y)|2, ∀t ≥ 0, ∀y ∈ R.
The funtion w solves
(43) ∂tw + ∂y(b(y)w)− ∂yyw = −∂yB˜(y, w).
Following an idea of Philippe Mihel, Stéphane Mishler and Benoît Perthame (see
[16℄), we onsider the invariant measurem, dened by (39). Notie that m = ∂v/∂p
in the present ase, and there exists a positive onstant C ≥ 1 suh that
C−1 ≤ m ≤ C, |∂ym| ≤ C a.e.
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Moreover, aording to [16℄, the following identity holds
∂t
(
m
∣∣∣w
m
∣∣∣2)+ ∂y
(
m
∣∣∣w
m
∣∣∣2)− ∂yy
(
m
∣∣∣w
m
∣∣∣2) = −2m ∣∣∣∂y (w
m
)∣∣∣2− 2w
m
∂yB˜(y, w).
Integrating the above equation on R, we obtain
1
2
d
dt
∫
R
m
∣∣∣w
m
∣∣∣2 + ∫
R
m
∣∣∣∂y w
m
∣∣∣2 ≤ C ∫
R
|w|2
∣∣∣∂y w
m
∣∣∣
≤ C
∥∥∥w
m
∥∥∥2
L4(m(y)dy)
∥∥∥∇w
m
∥∥∥
L2(m(y)dy)
.
Notie that for all p ∈ [1,∞), the Lp norm is equivalent to the Lp(m(y)dy) norm.
We now use the following Poinaré inequality: there exists a positive onstant C,
suh that for all φ ∈ L1(R) ∩H1(R), there holds
(44) ‖φ‖L4(R) ≤ C‖φ′‖1/2L2(R)‖φ‖
1/2
L1(R).
Taking φ = w/m, we are led to
1
2
d
dt
∫
R
m
∣∣∣w
m
∣∣∣2 + ∫
R
m
∣∣∣∇w
m
∣∣∣2 ≤ C‖w‖L1(R)
∫
R
m
∣∣∣∇w
m
∣∣∣2
≤ C‖w0‖L1(R)
∫
R
m
∣∣∣∇w
m
∣∣∣2 .
Now, if ‖w0‖L1(R) is suiently small, we obtain
(45)
d
dt
∫
R
m
∣∣∣w
m
∣∣∣2 + ∫
R
m
∣∣∣∇w
m
∣∣∣2 ≤ 0.
We then proeed as in [19℄ (Paragraph 1.1): using the Nash inequality together
with the deay of the L1 norm, we dedue that for all t ≥ 0∥∥∥∥w(t)m
∥∥∥∥
L2(m)
≤ C‖w(t)‖2/3L1
∥∥∥∥∇w(t)m
∥∥∥∥
1/3
L2(m)
≤ C‖w0‖2/3L1
∥∥∥∥∇w(t)m
∥∥∥∥
1/3
L2(m)
,
and thus we infer
d
dt
∫
R
m
∣∣∣w
m
∣∣∣2 + C‖w0‖4L1
(∫
R
m
∣∣∣w
m
∣∣∣2)3 ≤ 0.
Integrating the above dierential inequality, we obtain eventually
‖w(t)‖L2(R) ≤ C
∥∥∥w
m
∥∥∥
L2(m)
≤ C ‖w0‖L1
t1/4
.
Thus the L2 norm deays with an algebrai rate.
We now use a paraboli regularity result, from whih the deay of the L∞ norm
immediately follows. The key point lies in the following inequality: there exists a
onstant C suh that for all t ≥ 1,
‖w(t)‖∞ ≤ C‖w(t− 1)‖2.
Indeed, w satises an equation of the type
(46) ∂tw + ∂y(a(t, y)w(t, y)) − ∂yyw = 0,
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where the oeient a is bounded in L∞([0,∞] × R). Using an energy estimate,
it an be easily proved that there exists a positive onstant α, depending only on
‖a‖∞, suh that if W is any solution of (46), then for any t ≥ s ≥ 0
‖W (t)‖2 ≤ eα(t−s)‖W (s)‖2.
Moreover, aording to Harnak's inequality, there exists a onstant C suh that
for any non-negative solution W of (46), for all t ≥ 0,
W (t, y) ≤ C inf
z∈[y−1,y+1]
W (t+ 1, z) dz.
And if t ≥ 1,
inf
z∈[y−1,y+1]
W (t+ 1, z) dz ≤
(
1
2
∫ y+1
y−1
W 2(t+ 1, z) dz
)1/2
≤ C
(∫ y+1
y−1
W 2(t− 1, z) dz
)1/2
≤ C‖W (t− 1)‖L2(R).
Now, let t ≥ 1 be arbitrary, and let W 01 := (w(t − 1))+, W 02 := (w(t − 1))−. For
s ≥ t−1, onsider the solutionWi of (46) suh thatWi|s=t−1 = W 0i . The funtions
Wi are non-negative by the maximum priniple. Consequently, for all y ∈ R, we
have
Wi(t, y) ≤ C‖W 0i ‖2.
Sine w = W1 −W2, we dedue that
sup
y∈R
|w(t, y)| ≤ C‖w(t− 1)‖2.
The deay of the L∞ norm follows. This onludes the proof of Proposition 2.6. 
In fat, the deay of all Lp norms for p ∈ (1,∞] is a general property, whih
is true even when the ux A does not satisfy the assumptions of Proposition 2.6.
However, if the ux A is not linear in a neighbourhood of v(p±), then we are unable
to onlude to the stability of periodi solutions. Let us now explain briey where
the diulty lies: a natural idea would be to treat the term B˜ as a perturbation in
(43), and to write a Duhamel formula of the type
w(t) = S0tw0 +
∫ t
0
S0t−s
[
∂yB˜(·, w(s))
]
ds,
where S0 is the (linear) semi-group assoiated with the equation
∂tw + ∂y(bw) − ∂yyw = 0.
This is exatly the method used in [19℄ in order to prove the stability of onstants
in the visous model. Thanks to the results of [3℄, it is already known that S0tw0
deays in L1 as t → ∞. However, the method used in [19℄ annot be used here,
essentially beause of the ompliated dependane of the onstant C1 appearing in
Proposition 7.1 on the funtion w0. Indeed, looking arefully at the proof in [3℄, it
an be heked that
C1 ≤ C‖w0‖1
(∫
R
w+0
‖w+0 ‖1
ln
(
w+0
‖w+0 ‖1h∞
)
+
∫
R
w−0
‖w−0 ‖1
ln
(
w−0
‖w−0 ‖1h∞
)
+ C0
)1/2
,
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where h∞ is a normalized gaussian funtion, w
+
0 , w
−
0 are the positive and negative
real parts of w0, and
C0 := sup
t≥0
1
(1 + 2t)2
∫
R
|Stw0|(x− A¯′(p)t)4.
The dependane of C1 with respet to C0 and the relative entropies of w
+
0 and w
−
0
is disastrous for the use of the Duhamel formula: indeed, one has to ontrol, for
instane, ∫
R
(∂yB˜(·, w(s)))+
‖∂yB˜(·, w(s)))+‖1
ln
(
∂yB˜(·, w(s)))+
‖∂yB˜(·, w(s)))+‖1h∞
)
.
Consequently, another approah must ertainly be hosen in order to prove the
stability of periodi solutions in the general ase. Given the omplexity of the
proof in the mere linear setting (see [3℄), this question goes beyong the sope of
this artile. Also, we emphasize that it is not lear that the methods of [3℄ an be
adapted to a nonlinear setting: indeed, the proof of onvergene relies on the use of
entropy dissipation tehniques, whih are more adapted to the linear ase. We refer
to [7℄ for additional results and tehniques onerning the asymptoti behaviour of
non linear visous onservation laws in the homogeneous ase.
Appendix A - Proof of Lemma 3.6
Assume that the ux A is onvex, and let p1, p2 ∈ R suh that p1 6= p2, and let
λ ∈ (0, 1). In the following, we set
vi(y) = v(y, pi), i = 1, 2,
w = λv1 + (1 − λ)v2, p = λp1 + (1− λ)p2,
u(y) = v(y, λp1 + (1− λ)p2).
By denition of v(·, p) and of the homogenized ux A¯, we have
−v′i +A(y, vi(y)) = A¯(pi),
−u′ +A(y, u(y)) = A¯(λp1 + (1− λ)p2).
Consequently, using the onvexity of the ux A, we dedue that for all y ∈ TN ,
− w′(y) +A(y, w(y)) ≤ −w′(y) + λA(y, v1(y)) + (1− λ)A(y, v2(y))(47)
= λA¯(p1) + (1− λ)A¯(p2).
Assume that A¯(λp1 + (1− λ)p2) > λA¯(p1) + (1− λ)A¯(p2), and write u,w as
u = p+ f ′, w = p+ g′,
with f, g ∈ C2
per
(TN ). Sine f and g are dened up to the addition of onstants, we
an assume that f < g almost everywhere. Moreover, notie that
sup
y∈TN
(−g′′(y) +A(y, p+ g′(y))) < inf
y∈TN
(−f ′′(y) +A(y, p+ f ′(y))) .
Thus there exists α > 0 suh that
−g′′ +A(y, p+ g′(y)) + αg ≤ −f ′′ +A(y, p+ f ′(y)) + αf.
Hene, by the maximum priniple, we infer that g ≤ f , whih is absurd. Thus
A¯(λp1 + (1 − λ)p2) ≤ λA¯(p1) + (1− λ)A¯(p2).
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If the ux A is stritly onvex, then inequality (47) is strit for all y ∈ TN
(remember that the family v(y, p) is stritly inreasing with p for all y ∈ TN ).
Consequently, the same argument as above leads to
A¯(λp1 + (1− λ)p2) < λA¯(p1) + (1− λ)A¯(p2)
Appendix B
Lemma 1. Let w ∈ L1 ∩L∞(R) suh that w′ ∈ L2(R) and w′′ ∈ L1
lo
(R). Assume
that w is suh that
lim
R→∞
∫
R
sgn(w(y))w′′(y)φ
( y
R
)
dy = 0
for all φ ∈ C∞0 (R) suh that φ ≡ 1 in a neighbourhood of zero. Then
lim
δ→0
1
δ
∫
R
|w′|21|w|<δ = 0.
As a onsequene,
∂yy|w| = sgn(w)w′′ in D′(R).
Proof. For δ > 0, let
ψδ(x) :=
{
sgn(x) if |x| ≥ δ,
x
δ
else.
Then
ψ′δ(x) =
1
δ
1|x|<δ,
and for all R > 0, we have, using the hain rule∫
|w′|2ψ′δ(w)φR = −
∫
w′′ψδ(w)φR −
∫
w′ψδ(w)φ
′
R,
where φR = φ(·/R).
Sine w′ ∈ L2, we infer∣∣∣∣
∫
w′ψδ(w)φ
′
R
∣∣∣∣ ≤
∫
|w′| |φ′R| ≤ R−1/2‖w′‖L2‖φ′‖L2.
Thus the above term vanishes as R→∞, uniformly in δ.
On the other hand,
lim
δ→0
∫
w′′ψδ(w)φR =
∫
w′′sgn(w)φR,
and the right-hand side vanishes as R→∞ by assumption. We dedue that
lim
R→∞
lim sup
δ→0
∫
|w′|2ψ′δ(w)φR = 0.
Now, sine the integral
∫ |w′|2ψ′δ(w)φR is non-negative and inreasing with re-
spet to R, we dedue that
lim
δ→0
∫
|w′|2ψ′δ(w)φR = 0 ∀R,
and thus the rst part of the lemma is proved.
Consider Sδ ∈ W 2,1
lo
(R) suh that
S′δ = ψδ and Sδ(0) = 0,
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where the funtion ψδ was dened earlier. Then
Sδ(w) → |w| in L1
lo
(R),
and aording to the hain rule,
∂yySδ(w) = w
′′ψδ(w) + |w′|2
1|w|≤δ
δ
.
Passing to the limit in the sense of distributions in the above equality yields
∂yy|w| = w′′sgn(w).

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