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Abstract
This paper studies the numerical approximation for an European option pricing model with jump-di(usion.
Equivalence of the Binomial tree method and an explicit di(erence scheme is discussed. The optimal error
estimation of the Binomial tree approximation is also given. Another explicit di(erence scheme is constructed,
which has higher accuracy than the Binomial tree method. Numerical results coincide with the theoretical
results.
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1. Introduction
Consider a ;nancial market with two assets (Bt; St). The ;rst one is a riskless asset whose price
Bt is governed by the equation dBt = rBt , where r is the constant positive interest rate, and the other
is a risky stock. In a given probability space (;F;P), the stock price evolves according to the
stochastic di(erential equation
dSt
St
=  dt + dWt + d

 Nt∑
j=1
Uj

 ; (1.1)
where the coe?cients ;  are constants, (Wt)t¿0 is a standard Brownian motion, (Nt)t¿0 is a Poisson
process with constant intensity , and the sequence (Uj)j¿1 are square integrable, independent,
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identically distributed variables taking values in (−1;∞). We assume that the -algebra generated,
respectively, by (Wt)t¿0; (Nt)t¿0 and (Uj)j¿1 are independent and for all t¿ 0, we denote by Ft the
-algebra generated by the random variables Ws; Ns for s6 t and UjIj6Nt . An intuitive explanation
about Eq. (1.1) can be given as following: the stock price St may have ;nitely many discontinuites
on each interval [0; t], i.e., it can jump at some random times controlled by the Poisson process
(Nt)t¿0 with  and Uj describing, respectively, the frequency and the relative amplitude of jumps,
and between two jumps, it follows a continuous lognormal random walk modeled by the Brownian
motion (Wt)t¿0.
Let K be the striking price of option, ST is the price of stock at maturity date T and z+ =
max{z; 0}. Then the payo( of an European option is h(ST ), where h(ST ) = (ST −K)+ (call options)
or h(ST ) = (K − ST )+ (put options). Because the market here is not complete, there is no way to
construct a riskless portfolio of stock and options, and hence the Black–Scholes [2] “no arbitrage”
technique cannot be employed. Merton [10] made the assumption that the jump risk is diversi;able
and derived a closed-form solution for European options. Other technology-based or preference-based
restrictions can also be imposed to price options (see e.g., [3,5,6]). Indeed, according to Harrison and
Kreps [7], each equivalent martingale measure Q de;nes an admissible price of contingent claim.
To simplify the analysis, we assume Q=P, then we must have = r− k where k=EU1 (see [9]).
Then the European option’s price Vt is given by
Vt = E[e−r(T−t)h(ST )|Ft]: (1.2)
From Itoˆ′s Lemma [8] and the independence of (Wt)t¿0; (Nt)t¿0 and (Uj)j¿1, we have Vt = V (S; t)
and solves the boundary value problem{
LˆV (S; t) = 0; S ¿ 0; 06 t ¡T;
V (S; T ) = h(S); S ¿ 0;
(1.3)
where Lˆ is the parabolic integro-partial di(erential operator
LˆV =
9V
9t +
2
2
S2
92V
9S2 + (r − k) S
9V
9S − (r + )V + 
∫ ∞
−1
V (S(1 + y); t) dN (y) = 0
and N (y) is the distribution function of U1.
The Binomial tree method, ;rst proposed by Cox et al. [4], is the most popular approach to pricing
options. The aim of this paper is to give a detailed numerical analysis of the Binomial tree method by
Amin [1] for pricing the European options with jump-di(usion. The rest of this paper is organized as
follows. In the next section, the equivalence of the Binomial tree method and an explicit di(erence
scheme is discussed. In Section 3, the strict error estimation of the explicit di(erence scheme is
given. By the equivalence between the Binomial tree method and the explicit di(erence scheme, we
obtain the optimal error estimation of the Binomial tree method. We also derive a more accurate
explicit di(erence scheme basing on the Black–Scholes formula in Section 4. Numerical results listed
in Section 5 coincide with the theoretical results of Sections 3 and 4. Finally, we give a proof of
some singularity estimation of the solution for related problems in appendix, which may be used in
Sections 2–4.
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2. Equivalence of the Binomial tree method and explicit dierence scheme
Let Z={l : l=0;±1;±2; : : :}, N is the number of discrete time points, Pt=T=N ,  =erPt ; u=e
√
Pt .
Amin [1] developed a simple, discrete model to value options when the underlying asset follows a
jump di(usion process. Di(erent from the Binomial tree model by Cox et al. [4], it is assumed that
the stock price S will take on values in a discrete set {Sul : l∈Z} after a small time interval Pt.
Here the Brownian motion (Wt)t¿0 in the continuous time case is responsible for “local” change of
the stock price: Su and Su−1, and when a Poisson jump occurs, the stock price “jump” to potentially
any state on the space grid at the next date.
Let Vnj be the option price at time point nPt with stock price e
j
√
Pt . We assume as Merton [10]
that the jump risk is diversi;able and we can eliminate the jump risk by taking expectations. Let ˆ
be the probability that a Poisson jump happen. Then (see [1])

 V nj = (1− ˆ)(qV n+1j+1 + (1− q)Vn+1j−1 ) + ˆ
∑
l∈Z
Vn+1j+l pˆl; j∈Z;
V Nj = h(e
j
√
Pt); j∈Z;
(2.1)
where
q=
( − ˆ(k + 1))=(1− ˆ)− u−1
u− u−1
and
pˆl =Prob
(
ln(1 + U1)∈
[(
l− 1
2
)

√
Pt;
(
l+
1
2
)

√
Pt
))
=N (e(l+1=2)
√
Pt − 1)− N (e(l−1=2)
√
Pt − 1):
In view of
 = erPt = 1 + rPt +O(Pt2); ˆ= Pte−Pt = Pt +O(Pt2);
q=
[ − ˆ(k + 1)]=(1− ˆ)− u−1
u− u−1
=
1
2
+
(
r − k − 
2
2
) √
Pt
2
+
1
2
(
r2
2
+ (k + 3)2 + r− 1
6
2
(
r − k − 
2
2
))
×Pt
√
Pt +O(Pt2);
Eq. (2.1) becomes
Vnj =F(Pt)V
n+1
j ; (2.2)
where
(1+rPt)F(Pt)Vn+1j = (1−Pt+O(Pt2))
((
1
2
+
(
r−k−
2
2
) √
Pt
2
+O(Pt3=2)
)
Vn+1j+1
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+
(
1
2
−
(
r − k − 
2
2
) √
Pt
2
+O(Pt3=2)
)
Vn+1j−1
)
+(Pt +O(Pt2))
∑
l∈Z
Vn+1j+l pˆl:
Next, let R be the set of all real numbers, QT = {(x; t) : 06 t ¡T; x∈R}. Using a simple trans-
formation S = ex, v(x; t) = V (S; t), Eq. (2.1) changes to the following constant-coe?cients problem{
Lv(x; t) = 0; (x; t)∈QT ;
v(x; T ) = h(ex); x∈R; (2.3)
where L is the following operator
Lv=
9v
9t +
2
2
92v
9x2 +
(
r − k − 
2
2
)
9v
9x − (r + )v+ 
∫
R
v(x + y; t) dN˜ (y) = 0;
and N˜ (y) = N (ey − 1).
We now present an explicit ;nite di(erence scheme for (2.3). Given mesh sizes Px;Pt; NPt=T ,
let Qh = {(nPt; jPx) : 06 n6N; j∈Z} stand for the set of lattice points, vnj represents the value
of numerical approximation of v(x; t) at (nPt; jPx)∈Qh. Then we have

vn+1j − vnj
Pt
+
2
2
vn+1j+1 − 2vn+1j + vn+1j−1
Px2
+
(
r − k − 
2
2
)
vn+1j+1 − vn+1j−1
2Px
− (r + )vnj + 
∑
l∈Z
vn+1j+l pl = 0; j∈Z; 06 n6N − 1;
vNj = h(e
jPx); j∈Z
(2.4)
or
(1 + rPt)vnj =
1
1+Pt=(1+rPt)
((
1−
2Pt
Px2
)
vn+1j +
(
2Pt
2Px2
+
(
r−k−
2
2
)
Pt
2Px
)
vn+1j+1
+
(
2Pt
2Px2
−
(
r − k − 
2
2
)
Pt
2Px
)
vn+1j−1
)
+
Pt
1 + Pt=(1 + rPt)
∑
l∈Z
vn+1j+l pl;
(2.5)
where
pl =
∫ (l+1=2)Px
(l−1=2)Px
dN˜ (y) = N˜ ((l+ 12)Px)− N˜ ((l− 12)Px):
If
2Pt
Px2
= 1; (2.6)
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then we have pl = p˜l and
(1 + rPt)vnj = (1− Pt +O(Pt2))
((
1
2
+
(
r − k − 
2
2
) √
Pt
2
)
vn+1j+1
+
(
1
2
−
(
r − k − 
2
2
) √
Pt
2
)
vn+1j−1
)
+ (Pt +O(Pt2))
∑
l∈Z
vn+1j+l pl:
Comparing the above with (2.2), we deduce the following result.
Theorem 2.1. The Binomial tree method (2.1) is equivalent to the explicit di4erence scheme (2.4)
with mesh sizes Px;Pt satisfying (2.6) in the sense that vnj =F(Pt)v
n+1
j if we neglect the higher
order terms of Pt3=2 in the coe6cients of operator F(Pt).
Hereafter, we denote by c a generic positive constant independent of any function, Px and Pt,
but may dependent on ; r; ; k; T , etc.
Remark 2.1. It is easy to see from (2.4) that for 2Pt=Px26 1,
06 vnj 6 e
jPx(1 + cPtO(Px2)); |vNj − vN−1j |6 cejPx
√
Pt: (2.7)
Next, we give a comparing result for problem (2.3).
Theorem 2.2. Let v(x; t) be a function satisfying{
Lv(x; t)6 0; (x; t)∈QT ;
v(x; T )¿ 0; x∈R: (2.8)
If v(x; t)e−x is bounded, then v(x; t)¿ 0 for all (x; t)∈QT .
The proof of above Theorem will be given in the appendix of this paper. It follows from
Theorem 2.2 that the solution of problem (2.3) is unique in the admissible set {v∈C2;1(QT ) ∩
C( UQT ) | ve−x is bounded}.
Remark 2.2. Let vP(x; t) be de;ned as the extension function of vnj in UQT :
vP(x; t)
=


vnj for x∈[(j− 12)Px; (j+12)Px); t∈[(n− 12)Pt; (n+12)Pt); j∈Z; 16n6N−1;
vNj for x∈[(j− 12)Px; (j+12)Px); t∈[(N − 12)Pt; T ]; j∈Z;
v0j for x∈[(j− 12)Px; (j+12)Px); t∈[0; 12Pt); j∈Z:
Then by a standard diagonal argument, the ;rst inequality of (2.7) and the uniqueness of problem
(2.3), it is not di?cult to check that v)(x; t) approximates the solution of the problem (2.3) when
Px;Pt → 0 in the sense of distribution. Moreover
06 v(x; t)6 ex: (2.9)
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This is an essential property for the price of option. Thus by Theorem 2.2, problem (2.3) has only
one meaningful solution.
3. Convergence of explicit dierence scheme
This section is devoted to the error estimation of scheme (2.4). Theorem 2.1 also gives the error
estimation of the Binomial tree method (2.1). Let )t be the di(erence operator of ;rst order for
variable t, )2x and Ix are the di(erence operator of second order and the center di(erence operator
of ;rst order for variable x, respectively. For any function v(x; t), denote by Ht1=2(v) the HVolder
coe?cient of v for variable t and index 12 . Firstly, we give some regularity results on the solution
of problem (2.3). The proof of them can be found in the appendix of this paper.
Theorem 3.1. Let v(x; t) be the solution of problem (2.3) with h(x) = (ex − K)+. Then for any
(x; t)∈QT ,∣∣∣∣9v9x (x; t)
∣∣∣∣6 cex; H t1=2(v)6 cex; (3.1)
∣∣∣∣92v9x2 (x; t)
∣∣∣∣6 c ex√T − t ;
∣∣∣∣9v9t (x; t)
∣∣∣∣6 c ex√T − t ; (3.2)∣∣∣∣93v9x3 (x; t)
∣∣∣∣6 c exT − t ; H t1=2
(
9v
9t
)
6 c
ex
T − t ; (3.3)∣∣∣∣94v9x4 (x; t)
∣∣∣∣6 c ex(T − t)3=2 ;
∣∣∣∣92v9t2 (x; t)
∣∣∣∣6 c ex(T − t)3=2 : (3.4)
Secondly, we give some technical preparation for the error estimation of scheme (2.4).
Lemma 3.1. (i) If v(x; t) satis:es (3.4), then for any (x; t)∈QT ,∣∣∣∣ )2xvPx2 (x; t)− 9
2v
9x2 (x; t)
∣∣∣∣6 c Px2(T − t)3=2 ex; (3.5)
for any (x; t), (x; t +Pt)∈QT ,∣∣∣∣)tvPt (x; t)− 9v9t (x; t)
∣∣∣∣6 c Pt(T − t −Pt)3=2 ex: (3.6)
(ii) If v(x; t) satis:es (3.3), then for any (x; t)∈QT ,∣∣∣∣ Ixv2Px (x; t)− 9v9x (x; t)
∣∣∣∣6 c Px2T − t ex: (3.7)
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(iii) If v(x; t) satis:es (3.2), then for any (x; t), (x; t +Pt)∈QT ,
|v(x; t +Pt)− v(x; t)|6 c Pt√
T − t −Pt e
x: (3.8)
Proof. It is easy to see that
v(x ±Px; t) = v(x; t)±Px9v9x (x; t) +
Px2
2
92v
9x2 (x; t)±
Px3
6
93v
9x3 (x; t)
+
1
6
∫ ±Px
0
(Px ∓ z)3 9
4v
9x4 (x + z; t) dz:
Hence
v(x +Px; t) + v(x −Px; t) = 2v(x; t) + Px2 9
2v
9x2 (x; t) +
1
6
∫ Px
0
(Px − z)3 9
4v
9x4 (x + z; t) dz
+
1
6
∫ −Px
0
(Px + z)3
94v
9x4 (x + z; t) dz:
The combination of (3.4) and the above equality implies (3.5).
Next, we prove (3.6). Since
v(x; t +Pt) = v(x; t) + Pt
9v
9t (x; t) +
∫ Pt
0
(Pt − z)9
2v
9t2 (x; t + z) dz;
we have
)tv
Pt
(x; t)− 9v9t (x; t) =
1
Pt
∫ Pt
0
(Pt − z)9
2v
9t2 (x; t + z) dz:
Thus by (3.4)∣∣∣∣)tvPt (x; t)− 9v9t (x; t)
∣∣∣∣6 1Pt
∫ Pt
0
(Pt − z)
∣∣∣∣9v9t (x; t + z)
∣∣∣∣ dz
6 c
ex
Pt(T − t −Pt)3=2
∫ Pt
0
(Pt − z) dz6 c e
x
(T − t −Pt)3=2 Pt:
(3.7) and (3.8) can also be proved in a similar way as the derivation of (3.5) and (3.6).
Lemma 3.2. If v(x; t) satis:es (3.1), then
)=
∣∣∣∣∣
∑
l∈Z
v(x + lPx; t)pl −
∫
R
v(x + y; t) dN˜ (y)
∣∣∣∣∣6 cexPx:
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Proof. It is easy to see that
)=
∣∣∣∣∣
∑
l∈Z
∫ (l+1=2)Px
(l−1=2)Px
v(x + lPx; t) dN˜ (y)−
∑
l∈Z
∫ (l+1=2)Px
(l−1=2)Px
v(x + y; t) dN˜ (y)
∣∣∣∣∣
=
∣∣∣∣∣
∑
l∈Z
∫ (l+1=2)Px
(l−1=2)Px
(v(x + lPx; t)− v(x + y; t)) dN˜ (y)
∣∣∣∣∣
=
∣∣∣∣∣
∑
l∈Z
∫ (l+1=2)Px
(l−1=2)Px
∫ lPx
y
9v
9x (x + z; t) dz dN˜ (y)
∣∣∣∣∣ :
So by virtue of (3.1), we deduce that
)= cex
∑
l∈Z
∫ (l+1=2)Px
(l−1=2)Px
∣∣∣∣
∫ lPx
y
ez dz
∣∣∣∣ dN˜ (y)6 cexPx:
We now turn to the main result of this section.
Theorem 3.2. Let v(x; t) be the solution of (2.3) with h(ex) = (ex − K)+; vnj be the solution of
the :nite explicit di4erence scheme (2.4). If 2Pt=Px26 1, then we have that for any j∈Z,
06 n6N ,
|vnj − v(jPx; nPt)|e−jPx6 c
Px2 + Pt√
Pt
: (3.9)
Proof. Let +nj = (v
n
j − v(jPx; nPt))e−jPx. Then by the second inequality of (2.7) and (3.1), we
observe that
|+N−1j | = |vN−1j − v(jPx; (N − 1)Pt)|e−jPx
6 |vN−1j − v(jPx; T )|e−jPx + |v(jPx; (N − 1)Pt)− v(jPx; T )|e−jPx
6 c
√
Pt: (3.10)
Next, by Lemmas 3.1 and 3.2 and Theorem 3.1, we obtain from (2.4) that for any j∈Z; 06 n6
N − 2,
+nj = a1+
n+1
j + a2+
n+1
j+1 + a3+
n+1
j−1 + a4
∑
l∈Z
+n+1j+l e
lPxpl + Rnj ; (3.11)
where
a1 =
1− 2Pt=Px2
1 + (r + )Pt
;
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a2 =
2Pt=2Px2 + (r − k − 2=2)Pt=2Px
1 + (r + )Pt
ePx;
a3 =
2Pt=2Px2 − (r − k − 2=2)Pt=2Px
1 + (r + )Pt
e−Px;
a4 =
Pt
1 + (r + )Pt
;
|Rnj |6 c
Px2 + Pt√
Pt(N − n− 1)3=2 + cPtPx:
Obviously, if 2Pt=Px26 1 and Px;Pt are small enough, then
ai¿ 0; i = 1; 2; 3; 4:
Furthermore, using the fact that
∫∞
−1 y dN (y) = k, it follows
A= a1 + a2 + a3 + a4
∑
l∈Z
elPxpl =
1 + (r + )Pt +PtO(Px2)
1 + (r + )Pt
¡ 1 + Pt:
Hence by (3.11),
max
j∈Z
| +nj |6A max
j∈Z
| +n+1j |+max
j∈Z
|Rnj |: (3.12)
Replacing n by N − 2, N − 3; : : : ; n, respectively, in the above inequality, using (3.10) and the fact
that An6 eT , we obtain that
max
j∈Z
|+nj |6AN−n−1 max
j∈Z
|+N−1j |+ c max
j∈Z
(AN−n−2|RN−2j |+ AN−n−3|RN−3j |+ · · ·+ |Rnj |)
6 c
√
Pt + c
(
1 +
1
23=2
+ · · ·+ 1
(N − n− 1)3=2
)
Px2 + Pt√
Pt
+ c(N − n− 1)PtPx
6 c
Px2 + Pt√
Pt
+ c(N − n− 1)PtPx:
Since (N − n− 1)Pt ¡NPt = T and 2Pt=Px26 1, we complete the proof of Theorem 3.2.
Remark 3.1. If 2Pt=Px2 = 1, then by Theorem 2.2,
|vnj − v(jPx; nPt)|e−jPx6 c
√
Pt:
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On the other hand, let Vnj be as in Section 2. Then by Theorem 2.1,
e−jPx|vnj − Vnj |6 a1e−jPx|vn+1j − Vn+1j |+ a2e−jPx|vn+1j+1 − Vn+1j+1 |+ a3e−jPx|vn+1j−1 − Vn+1j−1 |
+ a4
∑
l∈Z
e−jPx|vn+1j+l − Vn+1j+l |pl + |R˜nj |; j∈Z; 06 n6N;
where |R˜nj |6 cPt3=2. Similarly as in the proof of Theorem 3.2, we have
|vnj − Vnj |e−jPx6 c
√
Pt:
Thus by Theorem 3.2, we obtain the error estimation of Binomial tree method (2.1) as follows:
|Vnj − v(jPx; nPt)|e−jPx6 |Vnj − vnj |e−jPx + |vnj − v(jPx; nPt)|e−jPx6 c
√
Pt:
Remark 3.2. It is well known that for an explicit di(erence scheme of a linear parabolic PDE of
second order, we generally have the error order Px2 + Pt, if∣∣∣∣94v9x4 (x; t)
∣∣∣∣6 c;
∣∣∣∣92v9t2 (x; t)
∣∣∣∣6 c; (x; t)∈ UQT : (3.13)
But in this case, we only have the result (3.9). One reason is that (3.13) do not valid, in fact
v(x; t) has singularity at point (0,T), i.e., the singularity of solution v(x; t) destroys the order of
approximation. The other reason is that we approach the integral term in Eq. (2.3) by mid-point
formula, which generally has the error order of Px. In next section, we shall construct an explicit
di(erence scheme related to problem (2.3), which has the approximation order of Px2 + Pt.
In the end of this section, we present the so-called put-call parity of option with jump di(usion.
Proposition. Let c(x; t) and p(x; t) be the solutions of Eq. (2.3) with the terminal conditions
c(x; T ) = (ex − K)+ and p(x; T ) = (K − ex)+, respectively. Then
c(x; t) + Ke−r(T−t) = p(x; t) + ex:
Proof. Let W (x; t) = c(x; t)− p(x; t), then W (x; t) satis;es
LW = 0; (x; t)∈QT ;
W (x; T ) = h(ex); x∈R:
Set W (x; t) = p1(t)ex + p2(t). Noticing that
∫∞
−1 dN (y) = 1,
∫∞
−1 y dN (y) = k, we have
p′1(t) = 0; p1(T ) = 1;
p′2(t)− rp2(t) = 0; p2(T ) =−K:
So we have p1(t) = 1, p2(t) =−Ke−r(T−t) and
W (x; t) = ex − Ke−r(T−t):
This completes the proof.
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4. A higher order explicit dierence scheme
Let
L0u=
9u
9t +
2
2
92u
9x2 +
(
r − k − 
2
2
)
9u
9x − ru:
Theorem 4.1. Let v(x; t) be the solution of problem (2.3) with h(ex) = (ex − K)+. Then v(x; t) has
the decomposition
v(x; t) = u(x; t) + w(x; t); (4.1)
where u(x; t) is the solution of the problem
L0u= 0; (x; t)∈QT ;
u(x; T ) = h(ex); x∈R (4.2)
and w(x; t) is the solution of the problem

Lw = u(x; t)− 
∫
R
u(x + y; t) dN˜ (y); (x; t)∈QT ;
w(x; T ) = 0; x∈R:
(4.3)
Moreover,∣∣∣∣92w9x2 (x; t)
∣∣∣∣6 cex;
∣∣∣∣93w9x3 (x; t)
∣∣∣∣6 cex;
∣∣∣∣9w9t (x; t)
∣∣∣∣6 cex; (x; t)∈QT ; (4.4)
∣∣∣∣94w9x4 (x; t)
∣∣∣∣6 c ex√T − t ;
∣∣∣∣92w9t2 (x; t)
∣∣∣∣6 c ex√T − t ; (x; t)∈QT : (4.5)
The proof of the above theorem can be found in the appendix of this paper.
According to the Black–Scholes formula (see e.g., [2]), the solution of problem (4.2) can be
written as
u(x; t) = ex−k(T−t)N (d1)− e−r(T−t)KN (d2); (4.6)
where
N (d) =
1√
22
∫ d
−∞
e−!
2=2 d!; (4.7)
d1 =
x − lnK + (r − k + 2=2)(T − t)

√
T − t ; d2 =
x − lnK + (r − k − 2=2)(T − t)

√
T − t : (4.8)
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So to solve problem (2.3) numerically, we only need to solve problem (4.3) numerically. To do
this, let wnj approximate w(x; t) at (x; t) = (jPx; nPt). Then we have

wn+1j − wnj
Pt
+
2
2
wn+1j+1 − 2wn+1j + wn+1j−1
Px2
+
(
r − k − 
2
2
)
wn+1j+1 − wn+1j−1
2Px
− (r + )wnj + 
∑
l∈Z
(4lwn+1j+l + 5lw
n+1
j+l+1)p
∗
l = f
n+1
j ; j∈Z; 06 n6N − 1;
wNj = 0; j∈Z;
(4.9)
where
fn+1j = u(jPx; (n+ 1)Pt)
− 
∫
R
u(jPx + y; (n+ 1)Pt) dN˜ (y); j∈Z; 06 n6N − 1; (4.10)
p∗l =
∫ (l+1)Px
lPx
dN˜ (y) = N˜ ((l+ 1)Px)− N˜ (lPx);
4l; 5l are non-negative constants such that

4l + 5l = 1;
1
2
(4l − 5l)p∗l +
1
Px
∫ (l+1)Px
lPx
(
y −
(
l+
1
2
)
Px
)
dN˜ (y) = 0:
(4.11)
To study the convergence of scheme (4.9), we need following lemma. Let
)∗ =
∑
l∈Z
(4lw(x + lPx; t) + 5lw(x + (l+ 1)Px; t))p∗ −
∫
R
w(x + y; t) dN˜ (y):
Lemma 4.1. If w(x; t) satis:es (4.4) and (4.5), then∣∣∣∣)2xwPx2 (x; t)− 9
2w
9x2 (x; t)
∣∣∣∣6 c ex√T − tPx2; (4.12)∣∣∣∣)twPt (x; t)− 9w9t (x; t)
∣∣∣∣6 c ex√T − t −Pt Pt; (4.13)∣∣∣∣ Ixw2Px (x; t)− 9w9x (x; t)
∣∣∣∣6 cexPx2; (4.14)
|w(x; t +Pt)− w(x; t)|6 cexPt; (4.15)
|)∗|6 cPx2ex: (4.16)
C.-l. Xu et al. / Journal of Computational and Applied Mathematics 156 (2003) 23–45 35
Proof. Inequalities (4.12)–(4.15) can be easily proved in a similar way as in the proof of Lemmas
2.1 and 2.2. Next, we prove (4.16). It is obvious that
w(x + lPx; t) =w
(
x +
(
l+
1
2
)
Px; t
)
− Px
2
9w
9x
(
x +
(
l+
1
2
)
Px; t
)
+
∫ Px=2
0
(
Px
2
− z
)
92w
9x2
(
x +
(
l+
1
2
)
Px − z; t
)
dz;
w(x + (l+ 1)Px; t) =w
(
x +
(
l+
1
2
)
Px; t
)
+
Px
2
9w
9x
(
x +
(
l+
1
2
)
Px; t
)
+
∫ Px=2
0
(
Px
2
− z
)
92w
9x2
(
x +
(
l+
1
2
)
Px + z; t
)
dz:
Hence
4lw(x + lPx; t) + 5lw(x + (l+ 1)Px; t)
=w
(
x +
(
l+
1
2
)
Px; t
)
+
5l − 4l
2
Px
9w
9x
(
x +
(
l+
1
2
)
Px; t
)
+
∫ Px=2
0
(
Px
2
− z
)(
4l
92w
9x2
(
x +
(
l+
1
2
)
Px − z; t
)
+ 5l
92w
9x2
(
x +
(
l+
1
2
)
Px + z; t
))
dz: (4.17)
Similarly,
w(x + y; t) =w
(
x +
(
l+
1
2
)
Px; t
)
+
(
y −
(
l+
1
2
)
Px
)
9w
9x
(
x +
(
l+
1
2
)
Px; t
)
+
∫ y
(l+1=2)Px
(y − z)9
2w
9x2 (x + z; t) dz:
Thus we have∫ (l+1)Px
lPx
w(x + y; t) dN˜ (y)
=w
(
x+
(
l+
1
2
)
Px; t
)
p∗l+
9w
9x
(
x+
(
l+
1
2
)
Px; t
)∫ (l+1)Px
lPx
(
y−
(
l+
1
2
)
Px
)
dN˜ (y)
+
∫ (l+1)Px
lPx
∫ y
(l+1=2)Px
(y − z) 9
2w
9x2 (x + z; t) dz dN˜ (y): (4.18)
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By virtue of (4.11), (4.17) and (4.18), we deduce that
)∗=
∑
l∈Z
(4lw(x + lPx; t) + 5lw(x + (l+ 1)Px; t))p∗l −
∑
l∈Z
∫ (l+1)Px
lPx
w(x + y; t) dN˜ (y)
=
∑
l∈Z
(
p∗l
∫ Px=2
0
(
Px
2
− z
)(
4l
92w
9x2
(
x +
(
l+
1
2
)
Px − z; t
)
+ 5l
92w
9x2
(
x +
(
l+
1
2
)
Px + z; t
))
dz
−
∫ (l+1)Px
lPx
∫ y
(l+1=2)Px
(y − z) 9
2w
9x2 (x + z; t) dz dN˜ (y)
)
:
Inequalities (4.4) complete the proof.
Theorem 4.2. Let w(x; t) be the solution of (4.3), and let wnj solve (4.9). If 
2Pt=Px26 1,
then we have
|wnj − w(jPx; nPt)|e−jPx6 c(Px2 + Pt):
Proof. Let +nj = (w
n
j − w(jPx; nPt))e−jPx. By Lemma 4.1, we can get that for 06 n6N − 2,
max
j∈Z
|+nj |6A∗max
j∈Z
|+n+1j |+ C
(Px2 + Pt)
√
Pt√
N − n− 1 ;
where
A∗ =
1 + (r + )Pt +PtO(Px)
1 + (r + )Pt
:
Clearly, for small Px;Pt; A∗6 1 + Pt. Thus
max
j∈Z
|+nj |6 c
√
Pt(Px2 + Pt)
(
1√
1
+
1√
2
+ · · ·+ 1√
N − n− 1
)
+ c max
j∈Z
|+N−1j |: (4.19)
Next, the second equality of (4.3) and the third inequality of (4.4) lead to
|w(jPx; (N − 1)Pt)|= |w(jPx; (N − 1)Pt)− w(jPx; NPt)|6 cejPxPt:
By (4.9) and (4.10) and the fact |u(x; T )|= (ex − 1)+6 ex, we obtain
|wN−1j |6 cejPxPt:
So
|+N−1j |6 |wN−1j |e−jPx + |w(jPx; (N − 1)Pt)|e−jPx6 cPt: (4.20)
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(4.19) and (4.20) lead to
max
j∈Z
|+nj |6 c
√
Pt(Px2 + Pt)
∫ N−n−1
1
1√
z
dz + cPt
6 c
√
Pt(Px2 + Pt)(
√
N − n− 1− 1) + cPt:
Since
√
N − n− 1− 1¡√N =√T=Pt, we ;nally reach the conclusion.
5. Numerical results
We present some numerical results in this section. If the relative amplitude of jumps is constant,
then the corresponding problem is{
L0v− (v(x; t)− v(x + ln(1 + c))) = 0; (x; t)∈QT ;
v(x; T ) = (ex − K)+; x∈R; (5.1)
where c¿− 1 is a constant.
Problem (5.1) can be solved as
v(x; t) = e−(T−t)
∞∑
m=0
((T − t))m
m!
u(x + m ln(1 + c); t); (5.2)
where u(x; t) as in (4.6).
It is not di?cult to show that for ;xed t,
lim
x→+∞ e
−xv(x; t) = 1; lim
x→−∞e
−xv(x; t) = 0:
In actual computation, to save memory and computational work, the arti;cial boundary conditions
are imposed as follows:
e−xv(x; t)|x¿L = 1; e−xv(x; t)|x6−L = 0;
where L¿ 0 is a constant.
Taking r=0:08; K =1:0; 2 = 0:1; =0:1; c= k =e0:1− 1:0 and T =1:0, we use the schemes (2.1),
(2.4), (4.9) with (4.1) and (4.6) to solve (2.3). Let 0¡L16L,
E1 = sup
|jPx|6L1
nPt6T
|(Vnj − v(jPx; nPt))e−jPx|
be the weighted error of scheme (2.1),
E2 = sup
|jPx|6L1
nPt6T
|(vnj − v(jPx; nPt))e−jPx|
be the weighted error of the scheme (2.4), and let
E3 = sup
|jPx|6L1
nPt6T
|(u(jPx; nPt) + wnj − v(jPx; nPt))e−jPx|
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Table 1
The errors Ei (i = 1; 2; 3) with 2Pt=Px2 = 1, L= L1 = 20
Px Pt E1 E2 E3
0.1 0.1 1:0309E− 2 1:0308E− 2 1:2135E− 2
0.01 0.001 1:0102E− 3 1:0101E− 3 1:1330E− 4
0.001 0.00001 1:0106E− 4 1:0105E− 4 1:0010E− 6
be the weighted error of scheme (4.9). Table 1 shows that the L∞-error of the schemes (2.1) and
(2.4) decay like c
√
Pt, the L∞-error of scheme (4.9) decays like cPt. So the theoretical results in
Remark 3.1 and Theorem 4.2 are optimal. Table 1 also indicates the equivalence of schemes (2.1)
and (2.4) with 2Pt=Px2 = 1 and the high accuracy of scheme (4.9).
Appendix A
Proof of Theorem 2.2. For convenience, we let 8= T − t, Q˜T = {(x; 8) : x∈R; 0¡86T},
L˜v=−9v98 +
2
2
92v
9x2 +
(
r − k − 
2
2
)
9v
9x − (r + )v+ 
∫
R
v(x + y; t) dN˜ (y) = 0:
Then problem (2.8) becomes
L˜v(x; 8)6 0; (x; 8)∈ Q˜T ;
v(x; 0)¿ 0; x∈R:
Let
k1 =
∫ ∞
−1
(1 + y) ln(1 + y) dN (y); k2 =
∫ ∞
−1
(1 + y) ln2(1 + y) dN (y);
M; 4 are positive constants such that
|v(x; 8)e−x|6M;
(
r − k + 
2
2
+ k1
)2
+ 2 + k2 − 46 0; (A.1)
L∗v=−9v98 +
2
2
92v
9x2 +
(
r − k + 
2
2
)
9v
9x − (1 + k + )v
+ 
∫ ∞
−1
(1 + y)v(x + ln(1 + y); 8) dN (y):
Since U1 is square integrable as assumed in Section 1, we know that |k1|, |k2|6∞. For any B¿ 0,
let
v∗B(x; 8) =
M
B2
(x2 + 48) + e−(x+8)v(x; 8):
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Using the fact
∫∞
−1 dN (y) = 1,
∫∞
−1 y dN (y) = k, we obtain
L∗v∗B =
(
−x2 + 2x
(
r − k + 
2
2
+ k1
)
+ (2 + k2 − 4− 48)
)
M
B2
:
So under assumption (A.1), we have
L∗v∗B6 0; ∀(x; 8)∈ Q˜T : (A.2)
Hence we obtain that

L∗v∗B(x; 8)6 0; |x|¡B; 0¡86T;
v∗B(±L; 8)¿ 0; 06 86T;
v∗B(x; 0)¿ 0; |x|6B:
(A.3)
We want to prove v∗B(x; 8)¿ 0. It is obvious that v∗B(x; 8)¿ 0 for |x|¿B. Assume v∗B(x; t) reaches
its negative minimum at (x∗; 8∗), then |x∗|¡B, 0¡8∗6T , and so
v∗B(x
∗; 8∗)¡ 0;
9v∗B
9x (x
∗; 8∗) = 0;
9v∗B
98 (x
∗; 8∗)6 0;
92v∗B
9x2 (x
∗; 8∗)¿ 0:
Moreover,
L∗v∗B(x
∗; 8∗) = −9v
∗
B
98 (x
∗; 8∗) +
2
2
92v∗B
9x2 (x
∗; 8∗)− (1 + k + )v∗B(x∗; 8∗)
+ 
∫ ∞
−1
(1 + y)v∗B(x
∗ + ln(1 + y); 8∗) dN (y)
¿−9v
∗
B
98 (x
∗; 8∗) +
2
2
92v∗B
9x2 (x
∗; 8∗)− v∗B(x∗; 8∗)¿ 0:
Thus we have reached a contradiction.
Letting B →∞, we have that v(x; 8)¿ 0, ∀(x; 8)∈ Q˜T .
Proof of Theorems 3.1 and 4.1. Let u(x; t) and w(x; t) be as in (4.3). It su?ces to prove that for
any (x; t)∈QT ,∣∣∣∣9u9x (x; t)
∣∣∣∣6 cex; H t1=2(u)6 cex: (A.4)∣∣∣∣92u9x2 (x; t)
∣∣∣∣6 c ex√T − t ;
∣∣∣∣9u9t (x; t)
∣∣∣∣6 c ex√T − t ; (A.5)∣∣∣∣93u9x3 (x; t)
∣∣∣∣6 c exT − t ; H t1=2
(
9u
9t
)
6 c
ex
T − t ; (A.6)∣∣∣∣94u9x4 (x; t)
∣∣∣∣6 c ex(T − t)3=2 ;
∣∣∣∣92u9t2 (x; t)
∣∣∣∣6 c ex(T − t)3=2 ; (A.7)∣∣∣∣9w9x (x; t)
∣∣∣∣6 cex; H t1=2(w)6 cex; (A.8)
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∣∣∣∣92w9x2 (x; t)
∣∣∣∣6 cex;
∣∣∣∣9w9t (x; t)
∣∣∣∣6 cex; (A.9)∣∣∣∣93w9x3 (x; t)
∣∣∣∣6 cex; H t1=2
(
9w
9t
)
6 cex; (A.10)
∣∣∣∣94w9x4 (x; t)
∣∣∣∣6 c ex√T − t ;
∣∣∣∣92w9t2 (x; t)
∣∣∣∣6 c ex√T − t : (A.11)
By formula (4.6) and direct calculation, we have
9u
9x (x; t) = e
x−k(T−t)N (d1); (A.12)
92u
9x2 (x; t) = e
x−k(T−t)N (d1) +
ex−k(T−t)−d21=2

√
22(T − t) ; (A.13)
93u
9x3 (x; t) = e
x−k(T−t)N (d1) +
ex−k(T−t)−d21=2

√
22(T − t)
(
2− d1

√
T − t
)
: (A.14)
Hence ∣∣∣∣9u9x (x; t)
∣∣∣∣6 ex; (A.15)
∣∣∣∣92u9x2 (x; t)
∣∣∣∣6 ex−k(T−t)
(
1 +
1

√
22(T − t)
)
6 c
ex√
T − t ; (A.16)∣∣∣∣93u9x3 (x; t)
∣∣∣∣6 ex−k(T−t)
(
1 +
2

√
22(T − t) +
|d1|e−d21=2
2(T − t)√22
)
6 c
ex
T − t : (A.17)
Similarly, we can prove that∣∣∣∣94u9x4 (x; t)
∣∣∣∣6 c ex(T − t)3=2 : (A.18)
Now, we shall estimate Ht1=2(u). To do this, let : =
√
T − t and  (:) = u(x; t) = u(x; T − :2). By
(4.6) and direct calculation,
9 
9: (:) =−2k:e
x−k:2N (d1) + 2rk:Ke−r:
2
N (d2) +
√
22
ex−k:
2−d21=2
= 2(r − )k:ex−k:2N (d1)− 2rk:u(x; t) + √
22
ex−k:
2−d21=2;
we deduce that |9 9: (:)|6 cex, and so for any 06 t ¡ t16T ,
|u(x; t1)− u(x; t)|=
∣∣∣∣9 9: (:1)(√T − t1 −
√
T − t)
∣∣∣∣6 cex√t1 − t; (A.19)
which implies Ht1=2(u)6 ce
x.
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By (4.2),
9u
9t =−
2
2
92u
9x2 −
(
r − k − 
2
2
)
9u
9x + ru:
So by (A.15) and (A.16)∣∣∣∣9u9t (x; t)
∣∣∣∣6 c ex√T − t :
Similarly, by (4.2)
92u
9t2 =
4
4
94u
9x4 + 
2
(
r − k − 
2
2
)
93u
9x3 +
((
r − k − 
2
2
)2
− r2
)
92u
9x2
− 2r
(
r − k − 
2
2
)
9u
9x + r
2u:
So by (A.15)–(A.18)∣∣∣∣92u9t2 (x; t)
∣∣∣∣6 c ex(T − t)3=2 :
Next we shall prove Ht1=2(
9u
9t )6 c
ex
T−t . By (A.12), (A.13) and a similar method as the derivation of
the second inequality of (A.4), we have
Ht1=2
(
9u
9x
)
6 c
ex√
T − t ; H
t
1=2
(
92u
9x2
)
6 c
ex
T − t : (A.20)
Using (4.2) again leads to
Ht1=2
(
9u
9t
)
6
2
2
Ht1=2
(
92u
9x2
)
+
∣∣∣∣r − k − 22
∣∣∣∣Ht1=2
(
9u
9x
)
+ rH t1=2(u):
Hence by (A.4) and (A.20),
Ht1=2
(
9u
9t
)
6 c
ex
T − t :
Let
L˜0w =−9w98 +
2
2
92w
9x2 +
(
r − k − 
2
2
)
9w
9x − rw:
To prove (A.8)–(A.11), we need the following lemma.
Lemma A.1. Let w(x; 8) be the solution of the problem{
L˜0w(x; 8) = f(x; 8); (x; 8)∈ Q˜T ;
w(x; 0) = 0; x∈R:
(A.21)
(i) If |f(x; 8)|6 cex=√8, then∣∣∣∣9w9x (x; 8)
∣∣∣∣6 cex H81=2(w)6 cex:
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(ii) If |f(x; 8)|6 cex, |9f =9x(x; 8)|6 cex, H81=2(f)6 cex. Then∣∣∣∣92w9x2 (x; 8)
∣∣∣∣6 cex;
∣∣∣∣9w98 (x; 8)
∣∣∣∣6 cex; H 81=2
(
9w
98
)
6 cex:
Proof. (i) Let <(x; 8) be the fundamental solution of problem (A.21). Then <(x; 8) can be expressed
as
<(x; 8) =
1

√
228
e−x
2=228−[(r−k−(2=2))=2]x−[r+(r−k−(2=2))2=22]8;
and
w(x; 8) =
∫ 8
0
∫
R
<(x − =; 8− :)f(=; :) d= d::
So
9w
9x (x; 8) =−
∫ 8
0
∫
R
(
x − =
2(8− :) +
r − k − (2=2)
2
)
<(x − =; 8− :)f(=; :) d= d:;
∣∣∣∣9w9x (x; 8)
∣∣∣∣6 c
∫ 8
0
∫
R
( |x − =|
2(8− :) +
|r − k − 2=2|
2
)
<(x − =; 8− :) e
=
√
:
d= d:6 cex:
(A.22)
Next, for any 81 ¿8¿ 0,
w(x; 81)− w(x; 8) =
3∑
i=1
Ii;
where
I1 =
∫ 81
8
∫
R
<(x − =; 81 − :)f(=; :) d= d:;
I2 =
∫ 8
0
∫
R
(
<(x − =; 81 − :)−
√
81 − 8
8− : <(x − =; 81 − :)
)
f(=; :) d= d:;
I3 =
∫ 8
0
∫
R
(√
81 − :
8− : <(x − =; 81 − :)− <(x − =; 8− :)
)
f(=; :) d= d::
By a similar way as the derivation of (A.22), we deduce |Ii|6 cex
√
81 − 8, i = 1; 2; 3. Hence
H81=2(w)6 ce
x:
(ii) By a variable transformation, w(x; 8) can be rewritten as
w(x; 8) =
∫ 8
0
∫
R

√
2(8− :)<(
√
2(8− :); 8− :)f(x − =
√
2(8− :); :) d= d::
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So
9w
98 (x; 8)=f(x; 8)+
∫ 8
0
∫
R
9
98 (
√
2(8−:)<(
√
2(8−:); 8−:)f(x−=
√
2(8−:); :)) d= d:;
∣∣∣∣9w98 (x; 8)
∣∣∣∣6 cex:
Using a similar way as in the proof of (i), the inequality H81=2(9w=98)6 cex be proved. Di(erentiating
the ;rst equation of (A.21) for variable x, using the result (i) of Lemma A.1, we obtain∣∣∣∣92w9x2 (x; 8)
∣∣∣∣6 cex:
Thus we complete the proof of Lemma A.1.
Now, we turn to the proof of (A.8)–(A.11). Let w(x; t) be the solution of problem (4.3), we
rewrite (4.3) as

L0w = v(x; t)− 
∫
R
v(x + y; t) dN˜ (y); (x; t)∈QT ;
w(x; T ) = 0; x∈R:
(A.23)
By Lemma A.1(i) and the fact |v(x; t)|6 ex, we have∣∣∣∣9w9x (x; t)
∣∣∣∣6 cex; H t1=2(w)6 cex: (A.24)
By (A.4), (A.24) and Lemma A.1(ii), we obtain from (A.23) that∣∣∣∣92w9x2 (x; t)
∣∣∣∣6 cex;
∣∣∣∣9w9t (x; t)
∣∣∣∣6 cex; H t1=2
(
9w
9t
)
6 cex: (A.25)
Next, let
92w
9x2 = w1 + w2 + w3;
where wi satisfy

L0w1(x; t) = 
92w
9x2 (x; t)− 
∫
R
92w
9x2 (x + y; t) dN˜ (y); (x; t)∈QT ;
L0w2 = 
92u
9x2 (x; t); (x; t)∈QT ;
L0w3 =−
∫
R
92u
9x2 (x + y; t) dN˜ (y); (x; t)∈QT ;
wi(x; T ) = 0; i = 1; 2; 3; x∈R:
(A.26)
By Lemma A.1(i) and (A.25),∣∣∣∣9w19x (x; t)
∣∣∣∣6 cex; H t1=2(w1)6 cex: (A.27)
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On the other hand, it can be checked that
w2(x; t) =−(T − t)9
2u
9x2 (x; t); w3(x; t) = (T − t)
∫
R
92u
9x2 (x + y; t) dN˜ (y): (A.28)
So by (A.5), (A.6) and (A.18),∣∣∣∣9wi9x (x; t)
∣∣∣∣6 cex; H t1=2(wi)6 cex;
∣∣∣∣92wi9x2 (x; t)
∣∣∣∣6 c ex√T − t ; i = 2; 3: (A.29)
The combination of (A.27) and (A.29) leads to∣∣∣∣93w9x3 (x; t)
∣∣∣∣6
3∑
i=1
∣∣∣∣9wi9x (x; t)
∣∣∣∣6 cex; (A.30)
Ht1=2
(
92w
9x2
)
6
3∑
i=1
Ht1=2(wi)6 ce
x: (A.31)
Furthermore, by (A.25), (A.30) and (A.31) and Lemma A.1(ii), we obtain that∣∣∣∣92w19x2 (x; t)
∣∣∣∣6 cex: (A.32)
(A.29) and (A.32) lead to∣∣∣∣94w9x4 (x; t)
∣∣∣∣6
3∑
i=1
∣∣∣∣92wi9x2 (x; t)
∣∣∣∣6 c ex√T − t :
Finally, by the ;rst equation of (4.3),
92w
9t2 =
4
4
94w
9x4 + 
2
(
r − k − 
2
2
)
93w
9x3 +
((
r − k − 
2
2
)2
− 
2(r + )
2
)
92w
9x2
− (r + )
(
r − k − 
2
2
)
9w
9x +
2
2
∫
R
92w
9x2 (x + y; t) dN˜ (y)

(
r − k − 
2
2
)∫
R
9w
9x (x + y; t) dN˜ (y) + 2
9u
9t − 2
∫
R
9u
9t (x + y; t) dN˜ (y):
We reach the second inequality of (A.11) by above argument. Thus we complete the proof of
Theorem 3.1 and Theorem 4.1.
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