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KITES AND RESIDUATED LATTICES
MICHAL BOTUR1, ANATOLIJ DVURECˇENSKIJ1,2
Abstract. We investigate a construction of an integral residuated lattice
starting from an integral residuated lattice and two sets with an injective
mapping from one set into the second one. The resulting algebra has a shape
of a Chinese cascade kite, therefore, we call this algebra simply a kite. We
describe subdirectly irreducible kites and we classify them. We show that
the variety of integral residuated lattices generated by kites is generated by
all finite-dimensional kites. In particular, we describe some homomorphisms
among kites.
1. Introduction
There are many lattice-ordered structures that are very tightly connected with
lattice-ordered groups (= ℓ-groups). Such situations are observed for example with
MV-algebras, an algebraic semantics of the inifinite-valued  Lukasiewicz logic, see
[Cha], when by [Mun], every MV-algebra is an interval in a unique Abelian ℓ-
group with strong unit and vice versa. Similarly, every pseudo MV-algebra, a
non-commutative generalization of MV-algebras introduced in [GeIo, Rac], is an
interval in a unital ℓ-group not necessarily Abelian, and vice-versa. Moreover,
there is a categorical equivalence of the category of pseudo MV-algebras and the
category of unital ℓ-groups, see [Dvu1]. BL-algebras, introduced by Ha´jek [Haj],
are an algebraic semantics of the classical fuzzy logic generalizing MV-algebras, and
pseudo BL-algebras are a non-commutative generalization of BL-algebras which
were introduced in [DGI1, DGI2]. By [AgMo, Dvu2], every linearly ordered pseudo
BL-algebra can be decomposed into a family of negative cones and one negative
interval of some linearly ordered groups. These algebras give important cases of
integral residuated lattices which are connected with ℓ-groups.
Jipsen and Montagna [JiMo] constructed a subdirectly irreducible pseudo BL-
algebra starting from the negative and positive cone of the ℓ-group Z of integers that
was not a linearly ordered pseudo BL-algebra and no BL-algebra. This example was
used in [DGK] to show that an open problem from [DGI2, Problem 3.21]) whether
in every pseudo BL-algebra left negation and right negation mutually commute has
a negative solution. Because the example resembles a kite with (Z−)2 as a head and
Z
+ as a tail, this examples was said to be a kite. This construction was extended in
[DvKo] for an arbitrary ℓ-group and the resulting algebra is a pseudo BL-algebra,
called also a kite pseudo BL-algebra. The basic properties of kites, subdirectly
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irreducible kites, classification of kites, and situations when a kite gives a pseudo
MV-algebra are described in [DvKo] in details.
The aim of the present paper is to give a new type of a construction of an integral
residuated lattice starting from an integral residuated lattice, with two sets I0 and
I1 satisfying I1 ⊆ I0 and with an injective mapping λ : I1 → I0. The resulting
algebra will have a shape of a Chinese cascade kite, therefore it will be called a kite
residuated lattice or simply a kite. These new types of integral residuated lattices
enrich theory of residuated lattices and also show a way how residuated lattices can
start in particular from ℓ-groups.
The paper is organized as follows. Basic notions on residuated lattices are pre-
sented in Section 2. Section 3 presents a construction of kite residuated lattices.
In Section 4 we give some important examples of the construction of kite residu-
ated lattices. Subdirectly irreducible kites are completely described together with
classification in Section 5. In particular, we show that a necessary condition to be
a kite subdirectly irreducible is that the set I0 is at most countably infinite. We
also prove that every kite is a subdirect product of subdirectly irreducible kites.
Infinite-dimensional and finite-dimensional kites are described in Section 6, and we
show that the variety generated by all kites is generated by all finite-dimensional
kites. Finally, Section 7 describes some homomorphisms between two kites.
2. Basic Notions and Notations
We say that an algebra G = (G;∧,∨, ·, \, /, e) of type 〈2, 2, 2, 2, 2, 0〉 is a residu-
ated lattice if (G;∧,∨) is a lattice such that (G; ·, \, /, e) is a residuated monoid, i.e.
the product (or multiplication) · is associative with unit element e, and x · y ≤ z iff
y ≤ x\z iff x ≤ z/y for all x, y, z ∈ G.
A residuated (G;∧,∨, ·, \, /, e) is said to be an integral residuated lattice if the
unit element e satisfies x ≤ e for each x ∈ G.
The operations \ and / are called the left residuation (or the left division) and
the right residuation (or the right division), respectively. Multiplications bind
stronger than multiplication, which binds stronger than divisions, which in turn
binds stronger than the lattice operations ∧ and ∨. For more information about
residuated lattices see [BlTs, GaTs].
Now we introduce some equalities
(i) x(x\y) = x ∧ y = (y/x)x (divisibility),
(ii) x\y ∨ y\x = 1 = y/x ∨ x/y (prelinearity),
(iii) xy = yx (commutativity),
(iv) x/(y\x) = x ∨ y = (x/y)\x.
An integral residuated latticeG with a special element 0 such that 0 ≤ x for each
x ∈ G is said to be (1) a pseudo MV-algebra if identity (iv) holds. A pseudo MV-
algebra with commutativity is said to be an MV-algebra; (2) a pseudo BL-algebra
if divisibility and prelinearity holds in G. A commutative pseudo BL-algebra is a
BL-algebra. An integrated lattice G is (3) a GBL-algebra if it satisfied divisibility,
and a GBL-algebra satisfying prelinearity is said to be a basic pseudo hoop.
For example, let G = (G;∧,∨, ·,−1 , e) be an ℓ-group and let G− := {g ∈ G : g ≤
e} be the negative cone. Then G− = (G− : ∧,∨, ·, \, /, e), where · is the group
multiplication in G, x\y := (x−1y)∧e, y/x = (yx−1)∧e for x, y ∈ G−, is an integral
residuated lattice. The class LG− of negative cones of ℓ-groups is a variety whose
each member is cancellative [GaTs, Thm 2.12], and since the group Z generates the
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variety of Abelian ℓ-groups, the negative cone Z− = (Z−;∧,∨, ·, \, /, 0) generates
the variety ALG− of negative cones of Abelian ℓ-groups. If G is a doubly transitive
permutation group, then the variety generated by G− generates the whole variety
LG−, see [Gla, Lem 10.3.1].
3. Kites Residuated Lattices
We present a construction of kite residuated lattices starting from an integral
residuated lattice.
Let us have two sets I1 and I0 with I1 ⊆ I0 and an injective mapping λ : I1 −→ I0.
We define inductively, for each integer n ≥ 1, the following sets
In+1 = {i ∈ In : λ(i) ∈ In}.
Clearly, if i ∈ In then λ(i) ∈ In−1, and consequently, λm−n : Im −→ In is a correctly
defined mapping (for any m,n ∈ N such that n ≤ m). As usually, by N we denote
the set of all integers n ≥ 0.
Let G = (G;∧,∨, ·, \, /, e) be an integral residuated lattice. As usually, in resid-
uated monoids, multiplication has higher priority than divisions, and divisions are
stronger than lattice connectives ∨ and ∧. For any element x ∈ G, we define x0 = e
and xn+1 = xn · x, n ≥ 0.
We define a (lexicographic) order on the set⊎
n∈N
GIn
by 〈xi : i ∈ In〉 ≤ 〈yi : i ∈ Im〉 if and only if m < n holds or m = n and xi ≤ yi for
all i ∈ In. It is clear that (
⊎
n∈NG
In ;≤) is a lattice-ordered set. If we denote by 1
a unique element belonging to GI0 satisfying 1(i) = e for any i ∈ I0, then 1 is the
top element of
⊎
n∈NG
In . We notice that it can happen that some In is the empty
set. Then GIn is a singleton, we denote it e.g. as GIn = {〈e : i ∈ In〉}.
Moreover, we define operations ·, , and \\, product, right division and left
division, on the set
⊎
n∈NG
In as follows:
(·) For 〈xi : i ∈ Im〉, 〈yi : i ∈ In〉 ∈
⊎
n∈NG
In , we set
〈xi : i ∈ Im〉 · 〈yi : i ∈ In〉 = 〈xλn(i)yi : i ∈ Im+n〉.
() For 〈xi : i ∈ Im〉, 〈yi : i ∈ In〉 ∈
⊎
n∈NG
In , we set
〈yi : i ∈ In〉  〈xi : i ∈ Im〉 =
{
〈(y  x)i : i ∈ In−m〉 if m ≤ n
1 if m > n,
where
(y  x)i =
{
yλ−m(i)/xλ−m(i) if i ∈ In−m ∩ λ
m(In)
e if i ∈ In−m \ λm(In).
The injectivity of the mapping λm guarantees the existence of λ−m defined
on its domain, and λm(In) ⊆ In−m if m ≤ n, so that In−m ∩ λm(In) =
λm(In).
(\\) For 〈xi : i ∈ Im〉, 〈yi : i ∈ In〉 ∈
⊎
n∈NG
In , we set
〈yi : i ∈ In〉 \\ 〈xi : i ∈ Im〉 =
{
〈(y \\ x)i : i ∈ Im−n〉 if n ≤ m
1 if n > m,
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where
(y \\ x)i =
{
yλm−n(i)\xi if i ∈ Im−n ∩ Im
e if i ∈ Im−n \ Im.
Theorem 3.1. The algebra
KλI0,I1(G) := (
⊎
n∈NG
In ;∧,∨, ·, \\,, 1)
is an integral residuated lattice.
Proof. Having elements 〈xi : i ∈ Im〉, 〈yi : i ∈ In〉, 〈zi : i ∈ Ir〉 ∈
⊎
n∈NG
In and
using the definition of ·, we obtain:
〈xi : i ∈ Im〉 · (〈yi : i ∈ In〉 · 〈zi : i ∈ Ir〉)
= 〈xi : i ∈ Im〉 · 〈yλr(i)zi : i ∈ In+r〉 ·
= 〈xλn+r(i)yλr(i)zi : i ∈ Im+n+r〉
= 〈xλn(i)yi : i ∈ Im+n〉 · 〈zi : i ∈ Ir〉
= (〈xi : i ∈ Im〉 · 〈yi : i ∈ In〉) · 〈zi : i ∈ Ir〉.
It is easy to prove that 1 is a neutral element and thus (
⊎
n∈NG
In ; ·, 1) is a
monoid. It was mentioned that the above defined order is a lattice-one.
In the last part, we prove the adjointness property. Let us have elements 〈xi : i ∈
Im〉, 〈yi : i ∈ In〉, 〈zi : i ∈ Ir〉 ∈
⊎
n∈NG
In such that
〈xλn(i)yi : i ∈ Im+n〉 = 〈xi : i ∈ Im〉 · 〈yi : i ∈ In〉 ≤ 〈zi : i ∈ Ir〉.
The definition of the lexicographic ordering yields r ≤ m+ n. If r < m+ n, then
〈yi : i ∈ In〉 ≤ 〈xi : i ∈ Im〉 \\ 〈zi : i ∈ Ir〉 =
{
〈(x \\ z)i : i ∈ Ir−m〉 if m ≤ r
1 otherwise
and
〈xi : i ∈ Im〉 ≤ 〈zi : i ∈ Ir〉  〈yi : i ∈ In〉 =
{
〈(z  y)i : i ∈ Ir−n〉 if n ≤ r
1 otherwise
holds (because r −m < n and r − n < m).
If r = m+ n, we have yi ≤ e = (x \\ z)i for all i ∈ In \ Ir, and xλn(i)yi ≤ zi gives
us yi ≤ xλn(i)\zi = (x \\ z)i for all i ∈ Ir. Analogously, xi ≤ e = (z  y)i for all
i ∈ Im \ λm(Ir) holds. If i ∈ λm(Ir), then λ−m(i) ∈ Ir and
xiyλ−n(i) = xλnλ−n(i)yλ−n(i) ≤ zλ−n(i),
and also
xi ≤ zλ−n(i)/yλ−n(i) = (z  y)i.
Together we have established that
〈xi : i ∈ Im〉 · 〈yi : i ∈ In〉 ≤ 〈zi : i ∈ Ir〉
implies
〈yi : i ∈ In〉 ≤ 〈xi : i ∈ Im〉 \\ 〈zi : i ∈ Ir〉
and
〈xi : i ∈ Im〉 ≤ 〈zi : i ∈ Ir〉  〈yi : i ∈ In〉
and vice-versa. 
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The shape of the algebra KλI0,I1(G) := (
⊎
n∈NG
In ;∧,∨, ·, \\,, 1) resembles a
Chinese cascade kite (especially when some In is the empty set (consequently, so
are all Im for m ≥ n). Therefore, we call KλI0,I1(G) a kite residuated lattice, or
simply a kite. Another form of a kite pseudo BL-algebra was defined in [DvKo],
where powers of the positive and negative cone of an ℓ-group with two injective
mappings were used, and the resulting algebra was a pseudo BL-algebra.
Proposition 3.2. A kite residuated lattice KλI0,I1(G) with I0 6= ∅ satisfies prelin-
earity if and only if prelinearity holds for G.
Proof. Let prelinearity hold for G, i.e. (x\y)∨ (y\x) = 1 = (x/y)∨ (y/x), x, y ∈ G.
So take 〈xi : i ∈ Im〉 and 〈yi : i ∈ In〉 from
⊎
N
GIn . If n < m, then 〈xi : i ∈ Im〉 ≤
〈yi : i ∈ In〉 and 〈xi : i ∈ Im〉 \\ 〈yi : i ∈ In〉 = 1 so that (〈xi : i ∈ Im〉 \\ 〈yi : i ∈
In〉) ∨ (yi : i ∈ In〉 \\ 〈xi : i ∈ Im〉) = 1. The same is true if m < n.
Let m = n. Then 〈xi : i ∈ Im〉 \\ 〈yi : i ∈ In〉 = 〈(x \\ y)i : i ∈ I0〉, where
(x \\ y)i = xi\yi if i ∈ Im, otherwise it is equal e. Similarly 〈yi : i ∈ In〉 \\ 〈xi : i ∈
Im〉 = 〈(y \\ x)i : i ∈ I0〉, where (y \\ x)i = yi\xi if i ∈ Im, otherwise it is e.
Since prelinearity holds in G, we see that the first prelinearity condition holds in
KλI0,I1(G).
In the same way we establish the second prelinearity condition.
Now let prelinearity hold in KλI0,I1(G). Take x, y ∈ G and let x1 = 〈xi : i ∈ I0〉
and y1 = 〈yi : i ∈ I0〉 be defined as follows: xi = x and yi = y for each i ∈ I0.
Then (x \\ y)i = x\y and (y \\ x)i = y\x for each i ∈ I0, and prelinearity in the
kite KλI0,I1(G) implies (x\y) ∨ (y\x) = e in G. Similarly, (x  y)i = x/y and
(y  x)i = y/x if i ∈ I0, which establishes the second prelinearity condition for
G. 
It is worthy of recalling that if I0 is non-empty, then any identity holding in the
kite residuated lattice KλI0,I1(G) holds also in G. Indeed, the residuated lattice
GI0 is a subalgebra of the kite, and GI0 can be homomorphically mapped onto G.
We note that the divisibility equality x(x\y) = x∧ y = (y/x)x does not hold, in
general, even if it holds in G.
4. Examples of Kite Residuated Lattices
We present some important examples of kite residuated lattices.
4.1. Example 1. Let I0 = I1 = ∅ and G be an integral residuated lattice. Then
GI0 and GI1 are singletons and λ : I1 → I0 can be only the empty function, in
particular, λ is injective. Hence, In = ∅ for each n ≥ 0. If x ∈ GIn , then we can
represent it as x = 〈e : i ∈ In〉 for each n ≥ 0. Then K
∅
∅,∅(G) is isomorphic to the
commutative integral residuated lattice Z− = (Z− : ∧,∨,+, \, /, 0), the negative
cone of the group of integers, which is subdirectly irreducible. The isomorphism is
given by 〈e : i ∈ In〉 7→ −n, n ≥ 0. The same is true if G = {e}. Consequently, the
kite is linearly ordered, commutative and subdirectly irreducible.
In addition, the variety V(K∅∅,∅(G)) of integral residuated lattices generated by
the kite K∅∅,∅(G) is the variety ALG
− of the negative cones of Abelian ℓ-groups.
This is true also if G is a negative cone of a doubly transitive permutation ℓ-group,
nevertheless that this ℓ-group generates the variety LG of ℓ-groups, see [Gla, Lem
10.3.1].
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4.2. Example 2. We can define an antilexicographic product of G with Z−, writ-
ten as G
←−
× Z− as follows. The universe of G
←−
× Z− is the direct product G × Z−
ordered with the antilexicographic product and endowed with the product such
(x,−m) · (y,−n) = (x · y,m+ n), x, y ∈ G, m,n ∈ N and and with left and right
divisions \ and / such that (x,−m)\(y,−n) = (x\y,m − n) if m ≤ n otherwise
(x,−m)\(y,−n) = (e, 0) =: 1, and (y,−n)\(x,−m) = (y\x,m − n) if m ≤ n
otherwise (x,−m)\(y,−n) = (e, 0). Then G
←−
× Z− is an integral residuated lattice.
If I0 = I1 = {0}, then λ is the identity on I1, and In = {0} for each n ≥ 0.
Then KId{0},{0}(G)
∼= G
←−
× Z− under the isomorphism 〈x : i ∈ In〉 7→ (x,−n), x ∈ G,
n ≥ 0. This kite is subdirectly irreducible iff G is subdirectly irreducible, see the
criterion 5.4 below.
4.3. Example 3. Let I0 = {0} and I1 = ∅. The only function from I1 to I0 is the
empty function (whence an injection). In addition, Im = ∅ for m ≥ 2. Therefore,
GI0 = G, GIn are singletons for each n ≥ 1. This situation gives the kite K∅{0},∅(G)
which has the head and a long thin tail. In other words, this kite is an ordinal sum
of the G on the top and an infinite sequence of two-element Boolean algebras. This
kite is subdirectly irreducible iff so is G.
If G is a GBL-algebra, i.e. an integral residuated lattice satisfying divisibility,
then so is the kite K∅{0},∅(G). If G satisfies the prelinearity, by Proposition 3.2,
then the kite K∅{0},∅(G) satisfies prelinearity, too. If G is a basic pseudo hoop, then
the kite K∅{0},{0}(G) is also a basic pseudo hoop.
We recall that according to [Dvu2, Cor 4.2], the kite K∅{0},∅(G) is a linearly
ordered pseudo hoop iff G is the negative cone of some linearly ordered group G.
4.4. Example 4. Let I0 6= ∅ and I1 = ∅. The only function from I1 to I0 is the
empty function (whence an injection). In addition, Im = ∅ for m ≥ 2, and on the
top of the kite we have GI0 which is not a singleton if G is not trivial, and with an
infinite tail consisting of an infinite sequence of singletons. This case can be reduced
to the previous example if we change G to GI0 and an arbitrary non-empty I0 to
a singleton.
4.5. Example 5. If G is trivial, i.e. G = {e}, then GIn is a singleton for each
n ≥ 0 and whence, KλI0,I1(G)
∼= Z−. Then both G and KλI0,I1(G) are subdirectly
irreducible.
In Theorem 5.8 below we will describe all subdirectly irreducible kites with I0
finite and Theorem 5.11 will describe all subdirectly irreducible kites with infinite
I0 (and hence, countably infinite as we show further).
5. Subdirectly Irreducible Kites
In what follows, we will characterize subdirectly irreducible kites. We show that
every subdirectly kite has I0 at most infinitely countable. In addition, we present a
complete classification of subdirectly irreducible kites and we show that every kite
is a subdirect product of subdirectly irreducible kites.
Let G be an integral residuated lattice. A left conjugate of an element x ∈ G
by an element y ∈ G is the element λy(x) := y\xy, and its right conjugate is the
element ρy(x) := yx/y. We denote by Γ the set of all right and left conjugations in
G.
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We say that a subset F ⊆ G of an integral residuated lattice G is a filter if (i)
it contains the top element of G, (ii) if x, y ∈ F , then xy ∈ F , and (iii) if x ∈ F ,
y ∈ G and x ≤ y, then y ∈ F . A filter F is normal if it is closed under both
conjugates, i.e. for all x ∈ F and all y ∈ G, both y\xy, yx/y belong to F . We note
that congruences on G are in a one-to-correspondence with normal filters, see e.g.
[BlTs, Thm 4.12]: If F is a normal filter, then ∼F defined by x ∼F y iff x/y ∈ F
and y/x ∈ F (iff x\y ∈ F and y\x ∈ F ) is a congruence, and conversely, if ∼ is a
congruence, then F∼ := {x ∈ G : x ∼ e} is a normal filter of G. In addition, if F is
a normal filter of G, then the quotient G/F is an integral residuated lattice.
We note that according to [BlTs, Lem 5.3], if x is an element of G, then the
normal ideal F (x) of G generated by x is the set
F (x) = {y ∈ G : γ1(x) · · · γn(x) ≤ y, γi ∈ Γ, i = 1, . . . , n, n ≥ 1}. (5.1)
Proposition 5.1. Let KλI0,I1(G) be a kite residuation lattice corresponding to an
integral residuated lattice G. Then GI0 is a maximal normal filter of KλI0,I1(G).
Proof. It is straightforward to verify that F = GI0 is a filter. If x = 〈xi : i ∈ Ik〉 ∈ F
for some k ≥ 1, let Fx be the filter of KλI0,I1(G) generated by F ∪ {x}.
Then x · x = 〈xλm(i)xi : i ∈ I2k〉 ∈ Fx. Repeating this, we see that x
n :=
(xn−1 · x) ∈ GInk and xn ∈ Fx for each integer n ≥ 1. Hence, every GIn belongs to
Fx and Fx = K
λ
I0,I1
(G) proving F is maximal.
We show that GI0 is normal. So let x ∈ F and y ∈ GIn for some n ≥ 0. Then
it is easy to see that both y\xy and yx/y belong to F . There is another way
how to prove the normality of F : the mapping φ : KλI0,I1(G) → Z
− defined by
φ(GIn) = −n, is a homomorphism of residuated lattices, and F is the kernel of φ,
so that it is normal. 
Let KλI0,I1(G) be a kite residuation lattice. An element x = 〈xi : i ∈ In〉, where
n ≥ 0, is said to be α-dimensional for some cardinal α, if |{i ∈ In : xi 6= e}| = α. In
particular we have one-dimensional elements as well as a finite-dimensional element
x if α = 1 and α is a finite cardinal, respectively.
Proposition 5.2. Let F be a normal filter of an integral residuated lattice G. We
denote by F I0 the set
F I0 := {〈xi : i ∈ I0〉 : where xi ∈ N for all i ∈ I0}
and let F I0f be the system of finite-dimensional elements of F
I0 . Then F I0 and F I0f
are normal filters of the kite residuation lattice KλI0,I1(G).
Conversely, let F be a proper normal filter of KλI0,I1(G). Given k ∈ I0, let
πk(〈xi : i ∈ I0〉) = xk. Then πk(F ) = {πk(x) : x ∈ F} is a normal filter of G.
Proof. The proof of the first statement follows the same steps as the proof of Propo-
sition 5.1.
The second part: Since F is a proper filter of the kite, we have F ⊆ Gi0 .
Consequently, πk(F ) is a normal filter of G. 
Proposition 5.3. If KλI0,I1(G) with I0 6= ∅ is a subdirectly irreducible kite residua-
tion lattice corresponding to an integral residuated lattice G, then G is a subdirectly
irreducible residuation lattice.
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Proof. If G = {e}, the statement is satisfied trivially. So let G be non-trivial
and assume the opposite, i.e. G is not subdirectly irreducible. Then there is a
set {Ns : s ∈ S} of non-trivial normal filters of G such that
⋂
s∈S Ns = {e}. By
Proposition 5.2, every N I0s is a normal filter of the kite K
λ
I0,I1
(G). Let x = 〈xi : i ∈
I0〉 ∈
⋂
s∈S N
I0
s . Then πk(x) ∈ Ns for each coordinate k ∈ I0 for each s ∈ S. Hence,
πk(x) = {e} and x = 1 which shows that the system of normal filters {N I0s : s ∈ S}
intersects trivially. Thus, the kite KλI0,I1(G) is not subdirectly irreducible. 
Theorem 5.4. Let KλI0,I1(G) with I1 non-empty be a kite residuation lattice cor-
responding to a non-trivial integral residuated lattice G. The following statements
are equivalent:
(1) G is subdirectly irreducible and for all i, j ∈ I0, there is an integer m ≥ 0
such that λm(i) = j or λm(j) = i.
(2) KλI0,I1(G) is subdirectly irreducible.
Proof. (1) ⇒ (2). Let N be the least non-trivial normal filter of G. According
to Proposition 5.2, the set N I0f is a normal filter of the kite K
λ
I0,I1
(G). In what
follows, we show that N I0f is the least normal filter of the kite. We note that for
any element x ∈ N I0f \ {1}, there is a one-dimensional element x
′ ∈ N I0f such that
x ≤ x′ < 1. Therefore, to prove that N I0f is the least normal filter of the kite, it is
sufficient to show that any one-dimensional element x ∈ N I0f \ {1} generates N
I0
f .
Without loss of generality, assume x = 〈x0, e, . . .〉 where x0 6= e; this is possible in
view of a suitable reordering of I0 regardless of its cardinality. Since N is the least
non-trivial filter of G, the element x0 generates N . We claim that the element x
generates all one-dimensional elements of N I0f of the form 〈y0, e, e, . . .〉. Choose an
index i ∈ I0. By the assumptions, there is an integer m ≥ 0 such that λ
m(0) = i
or λm(i) = 0. Using (5.1), we have for the left and right conjugations λmy (x) and
ρmy (x), where x = 〈x0, e, e, . . .〉 and y = 〈y0, e, e, . . .〉, the following cases:
• if λm(0) = i, then λmy (x) = 〈e, . . . , e, λ
m
y0
(x0), e, . . .〉,
• if λm(i) = 0, then ρmy (x) = 〈e, . . . , e, ρ
m
y0
(x0), e, . . .〉.
Re-numbering I0 if necessary, we may assume that the elements λ
m
y0
(x0) and ρ
m
y0
(x0)
occur at the m-th co-ordinate. Therefore, the element x = 〈x0, e, e, . . .〉 generates
the normal filter N I0f .
(2) ⇒ (1). Let the kite KλI0,I1(G) be subdirectly irreducible. By Proposition
5.3, we can assume that G is subdirectly irreducible, and let (1) fail. Then there
are two indexes i, j ∈ I0 such that λm(i) 6= j and λm(j) 6= i for each integer
m ≥ 0. Similarly as in the proof of [DvKo, Thm 5.5], we say that such i and j are
disconnected; otherwise, i and j are connected. Let K be a maximal subset of I0
such that all elements of K are connected, we called it a connected component of I0.
Then I0 can be decompose into a system of mutually disjoint connected components
of I0. Let K1 and K2 be two different connected components of I0. Let N
K1 be
the system of all elements 〈xi : i ∈ I0〉 such that if xi 6= e, then i ∈ K2. In the
same way we define NK2 . Then NK1 and NK2 are filters of the kite. Applying
the left and right conjugations to NK1 and NK2 we have that both filters are also
normal. Since K1 and K2 are disjoint, N
K1 ∩ NK2 = {1}, which contradicts the
assumption that the kite is subdirectly irreducible. Therefore, all indexes i and j
of I0 are connected, which completes the proof. 
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We note that if (1) of the latter theorem holds, |I0| > 1, and I1 is non-empty,
then for each i ∈ I1, λ(i) 6= i.
In addition, if G is trivial (consequently G is subdirectly irreducible), then
KλI0,I1(G) is isomorphic to Z
− which is also subdirectly irreducible.
In what follows, we show that if the kite KλI0,I1(G) is subdirectly irreducible,
then I0 is at most countable and λ is bijective.
Proposition 5.5. Let KλI0,I1(G) be a subdirectly irreducible kite and G a non-
trivial integral residuated lattice. Then I0 = I1 ∪ λ(I1) and I0 is at most countably
infinite.
Proof. If I0 is empty, the statement is trivially satisfied. Thus, let I0 be non-void.
First, observe that if I0 \ (I1 ∪ λ(I1)) is non-empty, then any j ∈ I1 ∪ λ(I1) is
disconnected from any i ∈ I0 \ (I1 ∪ λ(I1)). Therefore, I0 = I1 ∪ λ(I1). It follows
that I0 is countable iff I1 is. Suppose I0 and I1 are uncountable and pick an i ∈ I0.
Consider the set P (i) = {λm(i) : such that λm(i) is defined,m ∈ Z}. Clearly P (i)
is at most countable; so there is a j ∈ I0 \ P (i). But P (i) exhausts all finite paths
of back-and-forth beginning from i. Then, i and j are disconnected, contradicting
Theorem 5.4. 
Remark 5.6. Under the conditions of Proposition 5.5, In = In+1 ∪ λ(In+1) for
n ≥ 1. This can be proved in the same way as the equality I0 = I1 ∪ λ(I1) was
proved in the foregoing statement. In particular, if |I0| = ℵ0, then |In| = ℵ0 for
each n ≥ 1.
We note that it can happen that, for a subdirectly irreducible kite KλI0,I1(G), λ
is not necessarily bijective:
Example 5.7. Let G be a subdirectly non-trivial integral residuated lattice.
(1) Let I0 = {0, 1, 2, 3}, I1 = {0, 1, 2}, λ : 0 7→ 1 7→ 2 7→ 3. Then I2 = {1, 2},
I3 = {2}, Im = ∅ for each m ≥ 4, I0 is a unique connected component of I0, and
KλI0,I1(G) is a subdirectly irreducible kite. Clearly, λ is not bijective.
(2) Let I0 = {0, 1, 2, 3}, I1 = {0, 1, 2, 3} and let λ be the identity on I1. Then
Im = I1 for each m ≥ 2 and KλI0,I1(G) is not subdirectly irreducible.
(3) Let I0 = {0, 1, 2} = I1 and let λ be the identity on I1. Then Im = I0 for each
m ≥ 1 and and KλI0,I1(G) is not subdirectly irreducible.
If I0 is a finite set, the kite K
λ
I0,I1
(G) is said to be finite-dimensional.
Now we present the following complete descriptions of subdirectly irreducible
finite-dimensional kites. In such a case, if I0 = {0, . . . ,m− 1} and I1 = {0, . . . , n−
1}, n,m ≥ 1, we will write Kλm,n(G) instead of K
λ
I0,I1
(G).
As from Example 4.5 it follows that if G is trivial, then the kite KλI0,I1(G) is
isomorphic to Z− which is subdirectly irreducible. For non-trivial G, we have the
following characterizations of subdirectly irreducible kites.
Theorem 5.8. Let G be a non-trivial integral residuated lattice, KλI0,I1(G) a sub-
directly irreducible kite, and I0 be finite. Then K
λ
I0,I1
(G) is isomorphic to one of
the following kites:
(1) (i) K∅∅,∅(G)
∼= Z−, (ii) KId{0},{0}(G)
∼= G
←−
× Z− and G subdirectly irre-
ducible, (iii) K∅{0},∅(G) and G subdirectly irreducible.
(2) Kλn,n(G) with λ(i) = i+ 1(mod n) for i = 0, . . . , n− 1 and n ≥ 2.
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(3) Kλn+1,n(G) with λ(i) = i+ 1 for i = 0, . . . , n− 1 and n ≥ 1.
Proof. Assume that |I0| = n = |I1|. If n = 0, 1, then KλI0,I1(G) is isomorphic to
corresponding Examples 4.1–4.3.
Now let n > 1. Then λ is a bijection on the set I1 = {0, 1, . . . , n− 1} = I0. We
assert that λ is cyclic. If not, then there are i, j ∈ I0 such that j does not belong
to the orbit P (i) = {λm(i) : such that λm(i) is defined,m ∈ Z} of the element i,
consequently, i and j are disconnected which contradicts Theorem 5.4. We can
renumber I1 following the cycle λ, so that λ(j) = j + 1(mod n), j ∈ I1.
Now assume that n = |I1| < |I0| = n +m. Suppose m > 1. Then we can find
two distinct elements k1, k2 ∈ I0 \ I1. An easy inspection shows that k1 and k2 are
disconnected, which contradicts Theorem 5.4, and it yields m = 1.
Hence, if n = 0, then n+m = 1 and the kite KλI0,I1(G) is isomorphic to the kite
K∅{0},∅(G) described in Example 4.3.
Assume I0 = {0, 1, . . . , n} and I1 = {0, 1, . . . , n− 1} for n ≥ 1. If n is not in the
range of λ, then n is disconnected from any i < n, so n must be in the range of λ.
Therefore, without loss of generality, we cam assume that the range of λ is the set
{1, . . . , n}. After renumbering, we can assume that λ(i) = i+1 for i = 0, . . . , n− 1.
Whence, Im = {0, 1, . . . , n−m} for m = 1, . . . , n and Im = ∅ for m > n. 
If the set I0 is infinite and the kite K
λ
I0,I1
(G) is subdirectly irreducible, then
according to Proposition 5.5, |I0| = ℵ0. In addition, |I1| = ℵ0.
Proposition 5.9. Let G be a non-trivial integral residuated lattice, KλI0,I1(G) a
subdirectly irreducible kite, and I0 = ℵ0. Then one of the following situations
happens:
(1) I0 = I1 and λ is bijective.
(2) λ is bijective and |λ(I1) \ I1| = 1.
(3) I0 = I1 and |I1 \ λ(I1)| = 1.
Proof. By Proposition 5.5, we have I0 = I1∪λ(I1). If there are two distinct indices
i, j ∈ I1 \ λ(I1), then i and j are disconnected. Therefore, |I1 \ λ(I1)| ≤ 1. In a
similar way, we have |λ(I1) \ I1| ≤ 1. We have the following four cases.
Case 1. Assume |I1 \ λ(I1)| = 1 and |λ(I1) \ I1| = 1.
Choose i ∈ I1 \λ(I1) and j ∈ λ(I1) \ I1. By Theorem 5.4, i and j are connected.
Therefore, there is an integer m ≥ 0 such that j = λm(i) (the second possibility
i = λm(j) is excluded because j /∈ I1). Define kn := λn(i) for each n = 0, . . . ,m.
Take k ∈ I0 \ {k0, . . . , km} and consider k0 = i; then k ∈ I1 ∩ λ(I1). Since k and j
are connected, there is an integer s ≥ 0 such λs(k) = j. Then λs(k) = λm(i). We
have three subcases: (a) s = m which yields k = i, a contradiction. (b) s < m,
then k = λm−s(i) which contradicts the choice of k. (c) s > m, then λs−m(k) = i.
Since s−m ≥ 1, we have i ∈ λ(I1) which is absurd, and Case 1 is excluded.
Case 2. Assume |I1 \ λ(I1)| = 1 and |λ(I1) \ I1| = 0.
Then λ(I1) ⊆ I1 and I0 = I1 ∪ λ(I1) = I1 which establishes (3).
Case 3. Assume |I1 \ λ(I1)| = 0 and |λ(I1) \ I1| = 1.
Then I1 ⊆ λ(I1) which gives I0 = I1 ∪ λ(I1) = λ(I1) and λ is bijective which
yields (2).
Case 4. Assume |I1 \ λ(I1)| = 0 = |λ(I1) \ I1|.
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Then I1 ⊆ λ(I1) ⊆ I1. Then I0 = λ(I1) = I1 and λ is bijective which proves
(1). 
Remark 5.10. Let the conditions of Proposition 5.9 hold. If some of cases (1)–(3),
holds, changing I1 by In and I0 by In−1, then the same case holds also for In and
In−1 for each n ≥ 1.
Situations following from Propositions 5.9 are characterized as follows:
Case (1): Kλ
Z,Z(G) with λ(i) = i+ 1.
Case (2): Kλ
N,N\{0}(G) with λ(i) = i− 1.
Case (3): Kλ
N,N(G) with λ(i) = i+ 1.
From the proof of Proposition 5.9, one follows that kites from Case (1)–Case (3)
are not mutually isomorphic.
Now we describe all subdirectly irreducible kites with G 6= {e} when I0 is count-
ably infinite.
Theorem 5.11. Let KλI0,I1(G) be a subdirectly irreducible kite, G non-trivial, and
|I0| = ℵ0. Then KλI0,I1(G) is isomorphic to just one of the following kites:
(1) Kλ
Z,Z(G) with λ(i) = i+ 1.
(2) Kλ
N,N\{0}(G) with λ(i) = i− 1.
(3) Kλ
N,N(G) with λ(i) = i+ 1.
Proof. We use Proposition 5.9. Case (1). Let λ be bijective. Then λ is cyclic, oth-
erwise there are i, j ∈ I0 such that j is not in the orbit P (i) = {λ
m(i) : such that
λm(i) is defined,m ∈ Z} of i, and i and j are disconnected, a contradiction. Hence,
we can assume that I0 = I1 = Z and λ(i) = i + 1, and K
λ
I0,I1
(G) is isomorphic to
Kλ
Z,Z(G).
Case (2). If there is a unique j ∈ I0 which does not belong to I1, we can assume
after renumbering that I1 = N \ {0}, I0 = N and λ(i) = i− 1.
Case (3). If there is a unique j ∈ I1 which does not belong to the range of λ,
then we can assume after renumbering that I0 = Z = I1 and λ(i) = i+ 1. 
In what follows we show that the following version of the Birkhoff Subdirect
Representation theorem holds which says that every kite is subdirectly embeddable
into a product of subdirectly irreducible kites.
Proposition 5.12. Let G be an integral residuated lattice which is subdirectly rep-
resentable as G ≤
∏
s∈SGs, where each Gs is an integral residuated lattice. Then
the kite KλI0,I1(G) is subdirectly representable as K
λ
I0,I1
(G) ≤
∏
s∈S K
λ
I0,I1
(Gs).
Proof. The proof is straightforward and it is based on Proposition 5.2. 
Before stating the next result, we recall that in the same way as there was defined
connectedness of two points of the set I0 and the connected component of I0, we can
define connectedness of any two points of the set I1 and the connected component of
I1. If C0 is a connected component of I0, then the set C1 := λ
−1(C0) is a connected
component of I1. Let I(I0) and I(I1) be the set of connected components of I1
and I0, respectively. Then I(I1) = {λ−1(C) : C ∈ I(I0)}.
Theorem 5.13. Every kite is a subdirect product of a system of subdirectly irre-
ducible kites.
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Proof. Let KλI0,I1(G) be an arbitrary kite associated with an integral residuated
lattice G. If G is trivial, by Example 4.5, the kite is isomorphic to the kite Z−
which is subdirectly irreducible and the statement is trivially satisfied.
Now letG be non-trivial and let I(I0), I(I1) be the set of connected components
of I0 and I1, respectively. For each C0 ∈ I(I1), let C1 = λ
−1(C0), and let λC0 :
C1 → C0 be the restriction of λ onto C1, C1 ∈ I(I1). Given C0 ∈ I(I0), we
define the new kite K
λC0
C0,C1
(G). In addition, we define the set NC0 as the set of all
elements 〈xi : i ∈ I0〉 ∈ GI0 such that i ∈ C0 implies xi = e. Then NC0 is a normal
filter of KλI0,I1(G), and it is possible to show that K
λ
I0,I1
(G)/NC0 is isomorphic to
K
λC0
C0,C1
(G).
As every two distinct connected components of I0 are mutually disjoint, we have⋂
{NC0 : C0 ∈ I(I0)} = {1} which proves that K
λ
I0,I1
(G) is subdirectly embeddable
into the product of the system of kites {K
λC0
C0,C1
(G) : C0 ∈ I(I0)}.
To finish the proof, we have to show that everyK
λC0
C0,C1
(G) is a subdirect product
of subdirectly irreducible kites. For G there is a system of integral subdirectly
irreducible residuated lattices {Gs : s ∈ S} such that G ≤
∏
s∈SGs, which by
Proposition 5.12 proves that every K
λC0
C0,C1
(G) ≤
∏
s∈S K
λC0
C0,C1
(Gs). Using the
criterion Theorem 5.4, every K
λC0
C0,C1
(Gs) for each s ∈ S is subdirectly irreducible,
which establishes the statement. 
The latter theorem implies directly the following result:
Theorem 5.14. The variety K of integral residuated lattices generated by all kites
is generated by all subdirectly irreducible kites.
6. Infinite-dimensional and Finite-dimensional Kites
In this section we show that the class of all finite-dimensional kites generates the
variety K of integral residuated lattices generated by all kites.
A finite-dimensional kite KλI0,I1(G) is said to be n-dimensional, if |I0| = n for
some integer n ≥ 0. We write Kn the class of n-dimensional kites, and let Kn be
the variety of integral residuated lattices generated by Kn.
Our method will be based on embedding every kite from Theorem 5.11 into some
product of finite-dimensional kites. If G = {e}, then by Example 4.5, KλI0,I1(G)
∼=
Z−, so the kite KλI0,I1(G) belongs to the variety generated by K1. Due to Theorems
5.11 and 5.13, it is enough to assume that that G is non-trivial and I0 is countably
infinite.
LetG be a non-trivial integral residuated monoid. First we start with embedding
the kite Kλ
N,N(G) with λ(i) = i+1 into the direct product
∏∞
k=1K
λk
k+1,k(G), where
λk(i) = i + 1. Then on one side, every element x ∈ KλN,N(G) is expressible in the
form x = 〈xi : i ∈ In〉, where In = N for each n ≥ 0.
On the other hand, each kite of the form Kλkk+1,k(G) for k ≥ 1 can be char-
acterized by the sequence of subsets {Ikn : n ≥ 0}, where I
k
n = {0, . . . , k − n} for
n = 0, . . . , k and Ikn = ∅ for n > k, and with an injective mapping λk : I
k
1 =
{0, . . . , k − 1} → Ik0 = {0, . . . , k} defined λk(i) = i+ 1, i = 0, . . . , k − 1.
Hence, we characterize an element x ∈
∏∞
k=1K
λk
k+1,k(G) by a sequence 〈〈x
k
i : i ∈
Ikmk〉 : k ≥ 1〉, where x
k
i ∈ G. Define a mapping φ1 : K
λ
N,N(G) →
∏∞
k=1K
λk
k+1,k(G)
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as follows
φ1(〈xi : i ∈ Im〉) := 〈〈xi : i ∈ I
k
m〉 : k ≥ 1〉, (6.1)
where if Ikm = ∅, we put as before, 〈xi : i ∈ ∅〉 := 〈e : i ∈ ∅〉. Then
φ1(〈xi : i ∈ Im〉 · 〈yi : i ∈ In〉) = φ1(〈xi+nyi : i ∈ Im+n〉)
= 〈〈xi+nyi : i ∈ I
k
n+m〉 : k ≥ 1〉,
φ1(〈xi : i ∈ Im〉) · φ1(〈yi : i ∈ In〉) = 〈〈xi : i ∈ I
k
m〉 : k ≥ 1〉 · 〈〈yi : i ∈ I
k
n〉 : k ≥ 1〉
= 〈〈xi+nyi : i ∈ I
k
m+n〉 : k ≥ 1〉,
so that φ1 preserves product, and φ1(1) = φ(〈e : i ∈ I0〉) = 〈〈e : i ∈ Ik0 〉 : k ≥ 1〉.
For m ≤ n, we have 〈yi : i ∈ In〉  〈xi : i ∈ Im〉 = 〈(y  x)i : i ∈ In−m〉, where
(y  x)i =
{
e if 0 ≤ i < m
yi−m/xi−m if m ≤ i,
for i ∈ In−m = N,
i.e. 〈(y  x)i : i ∈ In−m〉 = 〈e, . . . , e, y−m/x−m, y1−m/x1−m, . . . , yi−m/xi−m, . . .〉,
where e’s we have m-times if m > 0, otherwise, there is no e.
For the product we have 〈xki : i ∈ I
k
m〉 · 〈y
k
i : i ∈ I
k
n〉 = 〈x
k
ny
k
0 , . . . , x
k
k−my
k
k−m−n〉
if k ≥ m+ n.
In addition, for each integer k ≥ 1, we have 〈yi : i ∈ Ikn〉  〈xi : i ∈ I
k
m〉 =
〈(y  x)ki : i ∈ I
k
n−m〉, where
(y  x)ki =
{
e if 0 ≤ i < m
yi−m/xi−m if m ≤ i ≤ k − n+m,
which entails φ(〈yi : i ∈ In〉  〈xi : i ∈ Im〉) = φ1(〈yi : i ∈ In〉)  φ1(〈xi : i ∈ Im〉).
Similarly, for n ≤ m, we have 〈yi : i ∈ In〉 \\ 〈xi : i ∈ Im〉 = 〈(y \\ x)i : i ∈
Im−n〉 = 〈ym−n\x0, y1+m−n\x1, . . . , yi+m−n\xi, . . .〉, and for each integer k ≥ 1,
we have Ikm−n = {0, . . . , k −m + n} if k ≤ m − n, I
k
m−n = ∅ if m − n < k, and
〈yi : i ∈ Ikn〉 \\ 〈xi : i ∈ I
k
m〉 = 〈(y \\ x)
k
i : i ∈ I
k
m−n〉, where
(y \\ x)ki =
{
yi+m−n\xi if i ∈ Ikm = {0, . . . , k −m}
e if i ∈ Ikm−n \ I
k
m = {k −m+ 1, . . . , k −m+ n}
if m ≤ k and (y \\ x)i = e if k < m and i ∈ Ikm−n = ∅. Hence, for each k > m ≥ n,
〈(y \\ x)ki : i ∈ I
k
m〉 = 〈ym−n\x0, . . . , yi+m−n\xi, . . . , yk−n\xk−m, e, . . . , e〉, where e
is at the end of the sequence n-times. Consequently φ1 does not preserves \\ and
φ1 is no embedding. In what follows, we introduce a congruence ≈ such that φ1/ ≈
will be an embedding.
Let K1 be the subset of
∏∞
k=1K
λk
k+1,k(G) consisting of elements of the form
〈〈xki : i ∈ I
k
m〉 : k ≥ 1〉, where m ≥ 0. From the above calculation, we see that K1 is
an integral residuated subalgebra of the direct product
∏∞
k=1K
λk
k+1,k(G).
We define a relation ≈ between elements of K1 as follows x = 〈〈xki : i ∈ I
k
m〉 : k ≥
1〉 ≈ y = 〈〈yki : i ∈ I
k
n〉 : k ≥ 1〉 iff m = n and there exist integers k0 ≥ m and d
with 0 ≤ d ≤ k0 −m such that for each k ≥ k0, xki = y
k
i for i = 0, . . . , k −m− d.
Proposition 6.1. The relation ≈ is a congruence on K1.
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Proof. Reflexivity and symmetry are obvious. To prove transitivity, suppose x =
〈〈xki : i ∈ I
k
m〉 : k ≥ 1〉 ≈ y = 〈〈y
k
i : i ∈ I
k
m〉 : k ≥ 1〉 ≈ z = 〈〈z
k
i : i ∈ I
k
m〉 : k ≥ 1〉.
By definition, there are k1, k2 ≥ m, 0 ≤ d1 ≤ k1 − m, d2 ≤ k2 − m such that
for each k ≥ k0 = max{k1, k2}, xki = y
k
i for i = 0, . . . , k − m − d1 and yi = zi
for i = 0, . . . , k − m − d2. If we put d = max{d1, d2}, we have xki = z
k
i for
i = 0, . . . , k −m− d and transitivity of ≈ is established.
Now let x = 〈〈xki : i ∈ I
k
m〉 : k ≥ 1〉 ≈ y = 〈〈y
k
i : i ∈ I
k
m〉 : k ≥ 1〉 and u =
〈〈uki : i ∈ I
k
n〉 : k ≥ 1〉 ≈ v = 〈〈v
k
i : i ∈ I
k
n〉 : k ≥ 1〉. There are k1 ≥ m, k2 ≥ n, d1, d2
with 0 ≤ d1 ≤ k1 −m, 0 ≤ d2 ≤ k2 − n such that for each k ≥ k1, xki = y
k
i for
i = 0, . . . , k −m− d1 and for each k ≥ k2, uki = v
k
i for i = 0, . . . , k − n− d2.
x · u ≈ y · v: Let d = max{d1, d2} and let k ≥ k0 := max{k1, k2} +m + n + d.
Then k − m − n ≥ max{k1, k2} + m + n + d − m − n = max{k1, k2} + d > n,
and k −m − n − d ≤ k − n − d1, k −m − n − d ≤ k −m − d2, so that xki = y
k
i
for i = n, . . . , k −m − n − d, and uki = v
k
i for i = 0, . . . , k −m − n − d. So that
xkn+iu
k
i = y
k
n+iv
k
i for i = 0, . . . , k −m− n− d, i.e. x · u ≈ y · v.
To establish that ≈ preserves divisions, assume first  and m ≤ n. Then for
u  x = 〈(uk  xk)i : Ikn−m〉 and v  y = 〈(v
k  yk)i : I
k
n−m〉, where
(uk  xk)i =
{
e if 0 ≤ i < m
uki−m/x
k
i−m if m ≤ i ≤ k − n+m,
and
(vk  yk)i =
{
e if 0 ≤ i < m
vki−m/y
k
i−m if m ≤ i ≤ k − n+m.
If we take k ≥ k0 := max{k1, k2}+m+n−d, then k−n+m−d ≥ max{k1, k2}+
m + n − d + m − n − d = max{k1, k2} + 2m ≥ m, so that xki−m = y
k
i−m and
uki−m = v
k
i−m for i = m, . . . , k − n+m− d which yields u
k
i−m/x
k
i−m = v
k
i−m/y
k
i−m
for i = m, . . . , k − n + m − d. Consequently, (uk  xk)i = (v
k  yk)i for i =
0, . . . , k − n+m− d, and u  x ≈ v  y.
Now we establish that ≈ preserves \\. So let n ≤ m. Then u\\x = 〈(uk\\xk)i : i ∈
Ikm−n〉 and v \\ y = 〈(v
k \\ yk)i : i ∈ Ikm−n〉, where
(uk \\ xk)i =
{
uki+m−n\x
k
i if i ∈ {0, . . . , k −m}
e if i ∈ {k −m+ 1, . . . , k −m+ n}
if m ≤ k and (u \\ x)i = e if k < m and i ∈ I
k
m−n = ∅. Hence, for each k > m ≥ n,
〈(u\\x)ki : i ∈ I
k
m−n〉 = 〈u
k
m−n\x
k
0 , . . . , u
k
i+m−n\x
k
i , . . . , u
k
k−n\x
k
k−m, e, . . . , e〉, where
e is at the end of the sequence n-times. Similarly, for each k > m ≥ n, 〈(v \\y)i : i ∈
Ikm−n〉 = 〈v
k
m−n\y
k
0 , . . . , v
k
i+m−n\y
k
i , . . . , v
k
k−n\y
k
k−m, e, . . . , e〉.
Set d = max{d1, d2, n} and let k0 be an integer such that k0 ≥ max{k1, k2, 2(m−
n)+d}. Then for k ≥ k0, we have k−m+n−d ≥ 2(m−n)+d−m+n−d= m−n, so
that if i = 0, . . . , k−m+n−d, then uki+m−n = v
k
i+m−n as well for i = 0, . . . , k−m−d.
Hence, xki = y
k
i for i = 0, . . . , k−m− d which yields, u
k
i+m−n\x
k
i = v
k
i+m−n\y
k
i for
i = 0, . . . , k−m−d. Finally, (uk \\xk)i = (vk \\yk)i for i = 0, . . . , k−m+n−(d+n),
i.e. u \\ x ≈ v \\ y.
Summarizing all the above cases, we see that ≈ is a congruence of K1. 
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Proposition 6.2. Let Φ1 : K
λ
I0,I1
(G) 7→ φ1(KλI0,I1(G))/ ≈. Then Φ1 is an embed-
ding of KλI0,I1(G) into K1/ ≈.
Proof. As we have seen above, φ1 preserves product and . Now let n ≤ m and
let x = 〈xi : i ∈ Im〉 and y = 〈yi : i ∈ In〉. Then 〈yi : i ∈ In〉 \\ 〈xi : i ∈ Im〉 =
〈(y \\ x)i : i ∈ Im−n〉 = 〈ym−n\x0, y1+m−n\x1, . . . , yi+m−n\xi, . . .〉, and φ1(x) =
〈〈xki : i ∈ I
k
m〉 : k ≥ 1〉, φ1(y) = 〈〈y
k
i : i ∈ I
k
n〉 : k ≥ 1〉, φ1(y \\ x) = 〈〈z
k
i : i ∈
Ikm−n〉 : k ≥ 1〉, where x
k
i = y
k
i = z
k
i = e if k < m − n and x
k
i = xi, y
k
i = yi,
zki = yi+m−n\xi if m− n ≤ k.
On the other hand, for 〈(y \\ x)i : i ∈ Ikm−n〉, we have
(y \\ x)i =
{
yi+m−n\xi if i ∈ Ikm = {0, . . . , k −m}
e if i ∈ Ikm−n \ I
k
m = {k −m+ 1, . . . , k −m+ n}
if m ≤ k and (y \\ x)i = e if k < m and i ∈ Ikm−n = ∅. Hence, for each k > m ≥ n,
〈(y \\ x)i : i ∈ Ikm−m〉 = 〈ym−n\x0, . . . , yi+m−n\xi, . . . , yk−n\xk−m, e, . . . , e〉, where
e is at the end of the sequence n-times.
If m−n ≤ k, then 〈zki : i ∈ I
k
m−n〉 = 〈ym−n\x0, . . . , yi+m−n\xi, . . . , yk\xk−m+n〉.
Comparing the latter two vectors, we see that if d = n, and k ≥ k0 = m+ 1, then
zki = yi+m−n for i = 0, . . . , k − m + n − d, i.e. φ1(y \\ x) ≈ φ1(y) \\ φ1(x) and
Φ1(y \\ x) = Φ1(y) \\ Φ1(x).
We have established that Φ1 is a homomorphism. We claim that Φ1 is injective.
Let Φ1(x) = Φ1(y), where x = 〈xi : i ∈ Im〉 and y = 〈yi : i ∈ In〉. Then m = n, and
φ1(x) = 〈xki : i ∈ I
k
m〉 and φ1(y) = 〈y
k
i : i ∈ I
k
m〉 where x
k
i = y
k
i = e if k < m−n and
xki = xi, y
k
i = yi if m− n ≤ k. If k ≥ k0 = m and d = 0, then xi = x
k
i = y
k
i = yi.
Hence, xi = yi for each i ≥ 0 and x = y. 
Now we take a kite of the formKλ
Z,Z(G) with λ(i) = i+1 with I0 = Z = I1, where
G is a non-trivial integral residuated lattice. Then Im = Z for every m ≥ 0. For
each integer k ≥ 0, let Ik0 be the 2k+1-element set Z/(2k+1)Z which is the additive
group. We represent the set Ik0 as I
k
0 = {−k,−k+ 1, . . . ,−1, 0, 1, . . . , k − 1, k} and
we set Ik1 = I
k
0 with λk(i) = i+ 1(mod 2k + 1). The labeling of elements from this
2k + 1-element sets are counted as the additive group Z/(2k + 1)Z. Then Ikm = I
k
0
for each m ≥ 1. We set Kλkk (G) := K
λk
Ik
0
,Ik
1
(G) for each k ≥ 1. Define a mapping
φ2 : K
λ
Z,Z(G)→
∏∞
k=0K
λk
k (G) by
φ2(〈xi : i ∈ Im〉) = 〈〈xλk(i) : i ∈ I
k
m〉 : k ≥ 0〉. (6.2)
LetK2 be the subset of
∏∞
k=0K
λk
k (G) consisting of elements of the form 〈〈xi : i ∈
Ikm〉 : k ≥ 1〉, where m ≥ 0. Then K2 is a subalgebra of the product
∏∞
k=0K
λk
k (G).
Proposition 6.3. The mapping φ2 is an embedding of K
λ
Z,Z(G) into K2.
Proof. Let x = 〈xi : i ∈ Im〉 and y = 〈yi : i ∈ In〉. Then φ2(x) = 〈〈xλk(i) : i ∈
Ikm〉 : k ≥ 0〉 and φ2(y) = 〈〈yλk(i) : i ∈ I
k
n〉 : k ≥ 0〉.
Take product x · y = 〈xλn
k
(i)yi : i ∈ Im+n〉. Then φ2(x) · φ2(y) = 〈〈xλn
k
(i)yi : i ∈
Ikm+n〉 : k ≥ 0〉 = φ2(x · y).
If n ≤ m, then y \\ x = 〈yi+m−n : i ∈ Im−n, and φ2(y) \\ φ2(x) = 〈〈yλk(i) : i ∈
Ikn〉 : k ≥ 0〉 \\ 〈〈xλk(i) : i ∈ I
k
m〉 : k ≥ 0〉 = 〈〈yλm−n
k
(i)\xi : i ∈ I
k
m−n〉 : k ≥ 0〉 =
φ2(y \\ x).
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If n ≥ m, then y  x = 〈yi−m/xi−m : i ∈ In−m〉 : k ≥ 0〉, and φ2(y)  φ2(x) =
〈〈yλk(i) : i ∈ I
k
n〉 : k ≥ 0〉  〈〈xλk(i) : i ∈ I
k
m〉 : k ≥ 0〉 = 〈〈yλ−m
k
(i)/xλ−m
k
(i) : i ∈
Ikn−m〉 : k ≥ 0〉 = φ2(y  x).
We have proved that φ2 is a homomorphism. It is straightforward to see that φ2
is injective, which proves the proposition. 
It remains the last case, the infinite kite Kλ
N,N\{0}(G) with λ(i) = i − 1. Then
I0 = {0, 1, . . . , }, I1 = {1, 2, . . .} and In = {n, n+1, . . .}. For any integer k ≥ 1, we
set Ik0 = {0, . . . , k}, I
k
1 = {1, . . . , k} with λk(i) = i − 1. Then I
k
m = {m, . . . , k} if
m ≤ k, otherwise, Ikm = ∅. Let K
λk
k,k−1(G) := K
λk
Ik
0
,Ik
1
(G) for each k ≥ 1, and define
the direct product
∏∞
k=1K
λk
k,k−1(G).
Choose x = 〈xi : i ∈ Im〉 and y = 〈yi : i ∈ In〉. Then x ·y = 〈xi−nyi : i ∈ Im+n〉 =
〈xmym+n, xm+1ym+n+1, . . . , xi−nyi, . . .〉. If n ≤ m, then y \\ x = 〈(y \\ x)i : i ∈
Im−n〉, where
(y \\ x)i =
{
e if i ∈ Im−n \ Im = {m− n, . . . ,m− 1}
yi−m+n\xi if i ∈ Im = {m,m+ 1, . . .},
i.e., y \\ x = 〈e, . . . , e, yn\xm, . . . , yi−m+n\xi, . . .〉, where at the beginning of the
foregoing vector the element e is n-times.
Similarly, if m ≤ n, then y  x = 〈(y/x)i : i ∈ In−m〉, where
(y  x)i = yi+m/xi+m for i ∈ {n−m,n−m+ 1, . . .},
i.e. y  x = 〈yn/xn, . . . , yi+m/xi+m, . . .〉.
Now let k ≥ m + n. Then 〈xki : i ∈ I
k
m〉 · 〈y
k
i : i ∈ I
k
n〉 = 〈x
k
i−ny
k
i : i ∈ I
k
m+n〉 =
〈xkmy
k
m+n, . . . , x
k
i−ny
k
i , . . . , x
k
k−ny
k
k〉.
Let n ≤ m ≤ k. Then 〈yki : i ∈ I
k
n〉 \\ 〈x
k
i : i ∈ I
k
m〉 = 〈(y
k \\ xk)i : i ∈ Ikm−n〉,
where
(yk \\ xk)i =
{
e if i ∈ Ikm−n \ I
k
m = {m− n, . . . ,m− 1}
yki−m+n\x
k
i if i ∈ I
k
m = {m,m+ 1, . . . , k},
i.e., 〈yki : i ∈ I
k
n〉\\〈x
k
i : i ∈ I
k
m〉 = 〈e, . . . , e, y
k
n\x
k
m, . . . , y
k
i−m+n\x
k
i , . . . , y
k
k−m+n\x
k
k〉,
where at the beginning of the foregoing vector the element e is n-times.
Similarly, if m ≤ n ≤ k, then 〈yki : i ∈ I
k
n〉〈x
k
i : i ∈ I
k
m〉 = 〈(y
k/xk)i : i ∈ In−m〉,
where
(yk  xk)i =
{
yki+m/x
k
i+m if i ∈ I
k
n−m ∩ λ
m(Ikn) = {n−m, . . . , k −m}
e if i ∈ Ikn−m \ λ
m(Ikn) = {k −m+ 1, . . . , k},
i.e., 〈yki : i ∈ I
k
n〉  〈x
k
i : i ∈ I
k
m〉 = 〈y
k
n/x
k
n, . . . , y
k
i+m/x
k
i+m, . . . , y
k
k/x
k
k, e, . . . , e〉,
where e is m-times.
Let K3 be the subset of
∏∞
k=1K
λk
k,k−1(G) consisting of elements of the form
〈〈xki : i ∈ I
k
m〉 : k ≥ 1〉, where m ≥ 0. Then K3 is a subalgebra of the product∏∞
k=1K
λk
k,k−1(G). On K3 we define a relation ≈ as follows:
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Two vectors x = 〈〈xki : i ∈ I
k
m〉 : k ≥ 1〉 ≈ y = 〈〈y
k
i : i ∈ I
k
n〉 : k ≥ 1〉 iff m = n
and there exist integers k0 ≥ m and d with 0 ≤ d ≤ k0 − m such that for each
k ≥ k0, xki = y
k
i for i = m, . . . , k − d.
Proposition 6.4. The relation ≈ is a congruence on the subalgebra K3.
Proof. In the same way as in the proof of Proposition 6.1, we can establish that ≈
is an equivalency.
Now let x = 〈〈xki : i ∈ I
k
m〉 : k ≥ 1〉 ≈ y = 〈〈y
k
i : i ∈ I
k
m〉 : k ≥ 1〉 and u =
〈〈uki : i ∈ I
k
n〉 : k ≥ 1〉 ≈ v = 〈〈v
k
i : i ∈ I
k
n〉 : k ≥ 1〉. There are k1 ≥ m, k2 ≥ n,
0 ≤ d1 ≤ k1 − m and 0 ≤ d2 ≤ k2 − n such that for each k ≥ k1, xki = y
k
i for
i = m, . . . , k − d1 and for each k ≥ k2, uki = v
k
i for i = n, . . . , k − d2.
x · u ≈ y · v: Let d = max{d1, d2} and let k ≥ k0 := max{k1, k2} +m + n + d.
Then k− d ≥ max{k1, k2}+m+n+ d− d= max{k1, k2}+m+n ≥ m+n ≥ m,n.
So that xki = y
k
i for i = m, . . . , k− d, u
k
i = v
k
i for i = n, . . . ,m+n, . . . , k− d, which
gives xki u
k
i+n for i = m, . . . , k − d, i.e. x · u ≈ y · v.
For the division \\, let us assume n ≤ m ≤ k. Then 〈uki : i ∈ I
k
n〉\\〈x
k
i : i ∈ I
k
m〉 =
〈e, . . . , e, ukn\x
k
m, . . . , u
k
i−m+n\x
k
i , . . . , u
k
k−m+n\x
k
k〉, where at the beginning of the
foregoing vector the element e is n-times. If k ≥ k0 := max{k1, k2} +m + n + d,
then uki = v
k
i for i = n, . . . ,m, . . . , k − d and x
k
i = v
k
i for i = m, . . . , k. Hence,
uki−m+n\x
k
i = v
k
i−m+n\y
k
i for i = m, . . . , k. Then x \\ u ≈ y \\ v.
For the division , let us assumem ≤ n ≤ k. Then we have 〈uki : i ∈ I
k
n〉〈x
k
i : i ∈
Ikm〉 = 〈u
k
n/x
k
n, . . . , u
k
i+m/x
k
i+m, . . . , u
k
k/x
k
k, e, . . . , e〉, where e is m-times. We have
xki = y
k
i for i = m, . . . , n, . . . , k − d and u
k
i = v
k
i for i = n, . . . , k − d, which yields
uki /x
k
i+m = v
k
i /y
k
i+m for i = m, . . . , k−d which easily entails that ux ≈ vy. 
Proposition 6.5. Define a mapping Φ3 which maps K
λ
N,N\{0}(G) into K3/ ≈ by
Φ3(〈xi : i ∈ Im〉) := 〈〈xi : i ∈ I
k
m〉 : k ≥ 1〉/ ≈ .
Then Φ3 is an embedding of K
λ
N,N\{0}(G) into K3/ ≈.
Proof. Choose x = 〈xi : i ∈ Im〉 and y = 〈yi : i ∈ In〉. Then Φ3(x) = 〈〈xi : i ∈
Im〉 : k ≥ 1〉, Φ3(y) = 〈〈yi : i ∈ In〉 : k ≥ 1〉.
For the product, we have x · y = 〈xmym+n, xm+1ym+n+1, . . . , xi−nyi, . . .〉, and
Φ3(x · y) = 〈〈xi−nyi : i ∈ Ikm+n〉 : k ≥ 1〉/ ≈= Φ3(x) · Φ3(y)/ ≈.
In the similar way we can establish that Φ3 preserves \\ and , i.e. Φ3 is a
homomorphism. Now it is clear that Φ3 is injective. 
Now we present the main result of this section.
Theorem 6.6. The variety K of integral residuated lattices generated by all kites
is generated by all finite-dimensional kites.
Proof. By Theorem 5.14, the variety K is generated by all subdirectly irreducible
kites. Theorem 5.11 describes all infinite-dimensional subdirectly irreducible kites.
Up to isomorphism, there are only three non-isomorphic infinite-dimensional sub-
directly irreducible kites, and each of them can be embedded into the variety Kf ,
the variety generated by all finite-dimensional kites, as it follows from Propositions
6.2, 6.3, 6.5. Therefore, K = Kf . 
Corollary 6.7. The variety K is the varietal join of varieties Kn of integral resid-
uated lattices generated by n-dimensional kites, that is, K =
∨∞
n=0 Kn.
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7. Homomorphisms between Kites
In the section we show how we can simply construct a homomorphism from one
kite KκJ0,J1(G) into another one K
λ
I0,I1
(G).
In the previous sections we presented one construction of a kite which is an in-
tegral residuated lattice using an integral residuated lattice and the system of sets
I1 ⊆ I0 together with an injection λ : I1 −→ I0. We call this system a frame in this
section and we denote it by (I0, I1, λ). The main goal is a description of transfor-
mations of those frames which correspond (contravariantly) to homomorphisms of
residuated lattice.
Our construction is motivated by a well-known construction. Having two sets I
and J together with a mapping f : I −→ J , then for any algebra A of arbitrary
type, the mapping
Af : AJ −→ AI
defined by
Af (x)(i) = x(f(i)) for all x ∈ A and i ∈ I,
is a homomorphism. Analogously we define a new concept a “transformation of
frames”
t : (I0, I1, λ) −→ (J0, J1, κ)
leading to a homomorphism
K(t) : KκJ0,J1(G) −→ K
λ
I0,I1
(G)
for any integral residuated lattice G.
Definition 7.1. Let (I0, I1, λ) and (J0, J1, κ) be frames. Then the mapping t : I0 −→
J0 is a transformation of the frames (I0, I1, λ) and (J0, J1, κ) if it satisfies:
(1) t−1(J1) = I1,
(2) t−1κ(J1) = λ(I1),
(3) any i ∈ I1 satisfies tλ(i) = κt(i).
To state the main theorem of this section it is necessary to prove several easy
lemmas.
Lemma 7.2. Having a transformation t of the frames (I0, I1, λ) and (J0, J1, κ),
the equality t−1(Jn) = In holds for any n ∈ N.
Proof. Firstly, we inductively prove an inclusion In ⊆ t−1(Jn). The condition is
supposed in Definition 7.1(1) for n = 1. Let In ⊆ t−1(Jn) for some n ∈ N. If
i ∈ In+1, then λ(i) ∈ In ⊆ t−1(Jn) and consequently κt(i) = tλ(i) ∈ Jn. Thus
t(i) ∈ Jn+1 and i ∈ t−1(Jn+1).
Also the converse inclusion t−1(Jn) ⊆ In will be proved inductively. The case
n = 1 is clear. If t−1(Jn) ⊆ In holds for some n ∈ N. Then i ∈ t−1(Jn+1) implies
t(i) ∈ Jn+1 and also tλ(i) = κt(i) ∈ Jn. Finally, we obtain λ(i) ∈ t−1(Jn) ⊆ In
which give us i ∈ In+1. 
We recall that the injectivity of the mappings λ and κ guarantees the uniqueness
of inverses if it exists.
Lemma 7.3. Having a transformation t of the frames (I0, I1, λ) and (J0, J1, κ),
then for any i ∈ I0, the element λ−1(i) exists if and only if κ−1t(i) exists, and then
tλ−1(i) = κ−1t(i).
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Proof. If λ−1(i) exists, using Definition 7.1(3), we obtain κtλ−1(i) = tλλ−1(i) =
t(i) and thus κ−1t(i) exists and moreover tλ−1(i) = κ−1t(i) holds. Conversely,
if κ−1t(i) exists then evidently κ−1t(i) ∈ J1 and thus i ∈ t−1κ(J1) = λ(I1), see
Definition 7.1(2). The last proposition yields the existence of λ−1(i). 
Lemma 7.4. Having a frame (I0, I1, λ) and any m,n ∈ N such that m ≤ n, then
i ∈ λm+1(In+1) if and only if i ∈ In−m and λ
−1(i) ∈ λm(In).
Proof. If i ∈ λm+1(In+1) ⊆ In−m then λ−(m+1)(i) exists and λ−(m+1)(i) ∈ In+1 ⊆
In. Thus λ
−1(i) ∈ λm(In).
Conversely, having i ∈ In−m such that λ−1(i) ∈ λm(In), then there exists
λ−(m+1)(i) ∈ In. The proposition i ∈ In−m yields λ−(m+1)(i) ∈ In+1 and thus
i ∈ λm+1(In+1). 
Lemma 7.5. Having a transformation t of the frames (I0, I1, λ) and (J0, J1, κ),
the equality t−1κm(Jn) = λ
m(In) holds for any m,n ∈ N such that m ≤ n.
Proof. The part of this lemma for any n ∈ N and m = 0 was proved in Lemma 7.2.
The case 1 ≤ m ≤ n we prove inductively. It is clear that lemma holds for n = 0, 1.
Let us suppose that t−1κm(Jn) = λ
m(In) holds for some n ∈ N and any m ∈ N
such that m ≤ n. If 1 ≤ m ≤ n+1, using Lemmas 7.2–7.4, we obtain the following
equivalencies
i ∈ t−1κm(Jn+1)
⇔ t(i) ∈ κm(Jn+1)
⇔ κ−1t(i) ∈ κm−1(Jn) and t(i) ∈ Jn−m+1
⇔ tλ−1(i) ∈ κm−1(Jn) and i ∈ t
−1(Jn−m+1)
⇔ λ−1(i) ∈ t−1(κm−1(Jn)) = λ
m−1(In) and i ∈ In−m+1
⇔ i ∈ λm(In+1).

We have proved all claims to state the main theorem of the section.
Theorem 7.6. Let us have a transformation t of the frames (I0, I1, λ) and (J0, J1, κ),
and an integral residuated lattice G. There exists a homomorphism of residuated
lattices
K(t) : KκJ0,J1(G) −→ K
λ
I0,I1
(G)
defined by
K(t)(〈xi : i ∈ Jn〉) = 〈xt(i) : i ∈ In〉.
Proof. Firstly we prove that the mapping K(t) preserves supremas and infimas. Let
us have 〈xi : i ∈ Jn〉, 〈yi : i ∈ Jm〉 ∈ KκJ0,J1(G). If m 6= n, without lost of generality
we can assume m < n and thus
K(t)(〈xi : i ∈ Jn〉 ∨ 〈yi : i ∈ Jm〉) = K(t)(〈yi : i ∈ Jm〉)
= 〈yt(i) : i ∈ Im〉
= 〈xt(i) : i ∈ In〉 ∨ 〈yt(i) : i ∈ Im〉
= K(t)(〈xi : i ∈ Jn〉) ∨ K(t)(〈yi : i ∈ Jm〉)
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holds. If m = n, we obtain
K(t)(〈xi : i ∈ Jn〉 ∨ 〈yi : i ∈ Jn〉) = 〈(x ∨ y)t(i) : i ∈ In〉
= 〈xt(i) : i ∈ In〉 ∨ 〈yt(i) : i ∈ In〉
= K(t)(〈xi : i ∈ Jn〉) ∨ K(t)(〈yi : i ∈ Jn〉).
Analogously we can prove that the mapping K(t) preserves infimas.
To prove that the mapping K(t) preserves product, we compute
K(t)(〈xi : i ∈ Jn〉 · 〈yi : i ∈ Jn〉) = K(t)(〈xκ(i) · yi : i ∈ Jn+m〉)
= 〈xκmt(i) · yt(i) : i ∈ In+m〉
= 〈xtλm(i) · yt(i) : i ∈ In+m〉
= 〈xt(i) : i ∈ In〉 · 〈yt(i) : i ∈ Im〉
= K(t)(〈xi : i ∈ Jn〉) · K(t)(〈yi : i ∈ Jm〉).
Moreover, preservation of the unit 1 is clear.
We prove preservation of residuals. Let us have 〈xi : i ∈ Jn〉, 〈yi : i ∈ Jm〉 ∈
KκJ0,J1(G) be such that m ≤ n. Then
K(t)(〈yi : i ∈ Jm〉\〈xi : i ∈ Jn〉) = K(t)(〈zi : i ∈ Jn−m〉)
= 〈zt(i) : i ∈ In−m〉,
where
zj =
{
xκn−m(j)\yj if j ∈ Jn
e if j 6∈ Jn
and thus also
zt(i) =
{
xκn−mt(i)\yt(i) if t(i) ∈ Jn
e if t(i) 6∈ Jn.
On the other hand,
K(t)(〈yi : i ∈ Jm〉)\K(t)(〈xi : i ∈ Jn〉) = 〈yt(i) : i ∈ Im〉\〈xt(i) : i ∈ In〉
= 〈wi : i ∈ In−m〉,
where
wi =
{
xtλn−m(i)\yt(i) if i ∈ In
e if i 6∈ In.
Lemma 7.2 shows that i ∈ In if and only if t(i) ∈ Jn and consequently zt(i) = wi
for any i ∈ In−m. We have proved
K(t)(〈yi : i ∈ Jm〉\〈xi : i ∈ Jn〉) = K(t)(〈yi : i ∈ Jm〉)\K(t)(〈xi : i ∈ Jn〉).
Analogously to the previous case it satisfies
K(t)(〈xi : i ∈ Jn〉/〈yi : i ∈ Jm〉) = K(t)(〈zi : i ∈ Jn−m〉)
= 〈zt(i) : i ∈ In−m〉,
where
zj =
{
xκ−m(j)/yκ−m(j) if j ∈ κ
m(Jn)
e if j 6∈ κm(Jn).
and thus also
zt(i) =
{
xκ−mt(i)/yκ−mt(i) if t(i) ∈ κ
m(Jn)
e if t(i) 6∈ κm(Jn).
KITES AND RESIDUATED LATTICES 21
On the other hand,
K(t)(〈xi : i ∈ Jn〉)/K(t)(〈yi : i ∈ Jm〉) = 〈xt(i) : i ∈ In〉/〈yt(i) : i ∈ Im〉
= 〈wi : i ∈ In−m〉,
where
wi =
{
xtλ−m(i)/ytλ−m(i) if i ∈ λ
m(In)
e if i 6∈ λm(In).
Lemma 7.5 shows that i ∈ λm(In) if and only if t(i) ∈ κm(Jn) and consequently
zt(i) = wi for any i ∈ In−m. We have proved
K(t)(〈xi : i ∈ Jn〉/〈yi : i ∈ Jm〉) = K(t)(〈xi : i ∈ Jn〉)/K(t)(〈yi : i ∈ Jm〉).
Finally, we have established that K(t) is a homomorphism from the kite KκJ0,J1(G)
into the kite KλI0,I1(G). 
We note that we do not know general conditions to characterize a homomorphism
from one kite over G into another one over the same G.
8. Conclusion
In the paper we have presented a construction how from an integral residuated
lattice G and with an injection of one subset into another one we can build up
a new integral residuated lattice. The shape of the resulting algebra resembles a
Chinese cascade kite, therefore, we call simply this new algebra a kite, see Theorem
3.1. We have presented subdirectly irreducible kites, Theorem 5.4, and we classified
finite-dimensional kites by Theorem 5.8, as well as infinitely countable-dimensional
kites in Theorem 5.11. We have showed that the variety of integral residuated
lattices generated by kites is generated by the class of finite-dimensional kites, see
Theorem 6.6. Finally we have showed a simple condition, a frame, which describes
a homomorphism from one kite overG into another kite over the sameG, Theorem
7.6.
The presented paper enriches the class of integral residuated lattices starting
from one integral residuated lattice using two sets and an injection from one set
into another one.
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