The recent success of deep neural networks is attributed in part to large-scale well-labeled training data. However, with the ever-increasing size of modern datasets, combined with the difficulty of obtaining label information, semi-supervised learning (SSL) has become one of the most remarkable issues in data analysis. In this paper, we propose an Incremental Self-Labeling strategy for SSL based on Generative Adversarial Nets (ISL-GAN), which functions by constantly assigning unlabeled data with virtual labels for promoting the training process. Specifically, during the virtual labeling process, we introduce a temporal-based self-labeling strategy for safe and stable data labeling. Then, to dynamically assign more virtual labels to data during the training, we conduct a phased incremental label screening and updating strategy. Finally, to balance the contribution of samples with different loss during the training process, we further introduce the Balance factor Term (BT). The experimental results show that the proposed method gives rise to state-of-the-art semi-supervised learning results for the MNIST, CIFAR-10, and SVHN datasets. Particularly, our model performs well with fewer labeled conditions. With a dataset of only 1,000 labeled CIFAR-10 images with CONV-Large Net, a test error of 11.2% can be achieved, and nearly the same performance with a 3.5% test error can be achieved with both 500 and 1,000 image-labeled SVHN datasets.
I. INTRODUCTION
With the rapid development of deep learning [1] , its application scenarios continue to expand. However, the strict requirement of data volume has become a crucial issue for the further application of deep learning. For example, in medical image classification [2] and railway fault detection [3] , [4] , the training data are often much too difficult to obtain and are also expensive to properly annotate. Therefore, research on techniques such as efficient feature extraction [5] , [6] , deep transfer learning [7] , and semi-supervised deep learning (SSL) [8] are key to further promoting the effective application of deep learning.
Semi-supervised learning (SSL) is a method that relieves the inefficiencies in data collection and annotation and utilizes both labeled and unlabeled data in the learning process.
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For semi-supervised classification using generative adversarial networks (GANs) [9] , most of the prominent works carry out their methods by modifying the regular GAN's discriminator to produce k outputs corresponding to k classes [10] . To further exploit the unlabeled data for training, an extra (k + 1) th class is typically generated by the generator to enhance the discriminative ability of the discriminator [8] . By adding an extra class to the existing k classes, the discriminator is trained to extract more informative features that are capable of differentiating real data from fake data.
Considering the fact that the classifier has correctly identified a large amount of unlabeled data after a series of model updates, most conventional SSL methods [11] - [15] , however, assume that the classes of unlabeled data and labeled data are fixed, which may potentially waste the information hidden in the unlabeled samples. Therefore, how to further utilize these virtually 'labeled' data to assist in the updating of the model becomes the focus of this research.
However, in most machine learning methods, especially in deep learning, the training samples with label noise are often destructive [16] , [17] . Therefore, the combination of a safe virtual label updating strategy and robust semi-supervised deep model is a field worth exploring for SSL, which is also the focus of this paper.
First, we observe that the samples that are mislabeled by the deep model are often at the classification margin. Moreover, during a series of parameter updates, the outputs of the samples on the edge of the cluster are more likely to fluctuate than are the outputs of the samples in the center of the cluster. From this point of view, how to select more stable output samples and assign labels become two of the research foci of this paper.
Second, it is considered that more samples will be able to obtain their stable output tags if the training can be carried out stably. Moreover, to reduce the risk of false labeling, selecting samples with high confidence and regularly updating the virtually labeled database will further stabilize the updating of the model to a certain extent.
Finally, we notice a major phenomenon and problem faced by the virtual labeling strategy: although the virtually labeled samples with more stability and higher confidence can be correctly marked more reliably, their supervised loss is actually very small after they are converted into the labeled samples, so their contribution to the training is also limited. Therefore, how to further expand the loss and contribution of these high confidence labeled data is one of the key issues in this paper.
In response to the above analysis, this paper is dedicated to exploring an Incremental Self-Labeling strategy and embedding it into a robust semi-supervised leaning framework for boosting the performance of GAN in the area of classification: we name it ISL-GAN. The main contributions are summarized as follows. 1 We propose a temporal-based self-labeling strategy for unlabeled data, which uses semi-supervised learning. Through weighted recording and updating of historical data outputs, we maintain a relatively stable and safe virtual label for each training sample. 2 We propose a phased incremental label screening and updating strategy. By effectively filtering virtual labels, the unlabeled data are assigned to proper labels, and the training dataset is updated dynamically for further model training as the training progresses.
3 During the training process, we introduce the balance factor term (BT) to further balance the contribution of samples with small loss (virtually labeled data with high confidence) and the samples with large loss.
The rest of the paper is organized as follows. Section II reviews the background of semi-supervised deep learning. Section III details our proposed method for an incremental self-labeling strategy based semi-supervised learning. We will show our experimental details and results in Section IV. Finally, we present our study's conclusions and discuss several potential future research topics.
II. RELATED WORK
Currently, there is a large amount of research focusing on semi-supervised deep learning, among which, consistencybased models and GAN-based models are two promising branches that have achieved outstanding results.
A. CONSISTENCY-BASED MODELS
We briefly review semi-supervised learning with consistency-based models. This class of methods constrains predictions of inputs to remain similar under perturbations of data or networks. The following models are some of the most representative among these methods.
model is a subset of the ladder network [18] that introduces lateral connections into a clean encoder & corrupted encoder & denoised decoder type of network architecture for semi-supervised learning. The final consistency-based unsupervised loss term is computed as the squared difference between the outputs of the clean encoder and the denoised decoder.
model [19] uses two branches of corrupted encoder by twice perturbing data to perform a model. In contrast to the model of the ladder network, the consistency term is applied directly on network outputs, i.e., after Softmax activation, and there is no auxiliary denoising decoder between two branches. To further save training time, temporal ensembling (TE) is proposed, which uses an exponential moving average of historical output as one branch of the corrupted encoder for training.
MT model (mean teacher) [20] considers that the historical output targets change only once per epoch, and TE becomes unwieldy when learning large datasets. To overcome this problem, the MT model averages model weights instead of label predictions.
VAT (virtual adversarial training) [12] is similar to the model but with the other branch of input data perturbed in an adversarial direction, where the label for adversarial learning is assumed to be a virtual one, obtained during the training. Other than learning a perturbed noise, the adversarial dropout [14] alternatively learns dropout masks, the directions of which are optimized adversarially to the model's virtual label assignment.
fast-SWA (fast Stochastic Weight Averaging) [13] is proposed to further stabilize the training process and improve the generalization performance of the deep model. The model functions by averaging multiple points within each cycle of a cyclical learning rate schedule.
B. GAN-BASED MODELS
For the task of semi-supervised learning with GANs, most of the existing works use a GAN-based model by modifying the regular GAN's discriminator D(·) to determine k outputs corresponding to k classes [4] and, in most cases, a (k + 1) th virtual output corresponding to fake samples from the generator G(·) [21] - [23] .
To adjust the GAN from the work of generating to discriminating, in [8] , the authors propose a feature matching technique for improving the accuracy of semi-supervised learning. In [23] , the authors introduce adversarially learned inference (ALI), which jointly learns an encoder and decoder in a generator. To improve the semantic matching in ALI between the real data and decoded encoder and to counter the problem of class-switching, in [21] , the authors propose enhancements to ALI for learning the inverse mapping (i.e., the encoder), which greatly improve the semantic similarity between the reconstructed sample and the input sample. In [24] , the authors present the triple generative adversarial net (triple-GAN), which consists of three players of a generator, a discriminator and a classifier, where the generator and classifier characterize the conditional distributions between images and labels, and the discriminator solely focuses on identifying fake image-label pairs.
Recently, consistency-based GAN (CT-GAN) [11] was introduced to incorporate a consistency term and enable the generative model to perform more stabilized updating of the discriminator according to the Lipschitz constraint. In [25] , the authors propose a semi-supervised learning method, called selective self-training (SST), which selectively decides whether to include one unlabeled sample into the training process. Considering the outstanding performance of both consistency-based and GAN-based models for semisupervised learning and especially their robust and stable properties during training, in this paper, we introduce an incremental self-labeling strategy into the consistency-based GAN model for more efficient semi-supervised learning.
III. METHOD
First, we analyze the results observed in our simulated experiment to observe how many unlabeled training data are properly labeled as training proceeds. Figure 1 (a) shows the error prediction rate of the training data (not testing data) under different thresholds (only data with maximum prediction probability exceeding the threshold are counted) using the model on the CIFAR-10 dataset, where 4,000 out of 50,000 data are labeled for semi-supervised learning. It can be observed that most of the training data, including both labeled and unlabeled data, have been correctly predicted during the training process. More importantly, when we increase the threshold of virtual labeling, the proportion of correctly predicted unlabeled samples is further improved, while the proportion of samples that meet the threshold will naturally decrease ( Figure 1(b) ).
To further test the robustness of the model to label noise, we then include some erroneously labeled samples in the model training. Referring to our results in Figure 1 , we simulate the training samples when the threshold values are set to 99% and 90%. For 99% of the cases, we labeled 35,000 samples (˜5,0000 * 70%), of which 1,000 samples are randomly erroneously labeled (˜35000 * 3%). The final convergence curve is shown in Figure 2 and marked with 35000-1000. Similarly, we simulate the composition of data when the threshold is 90% (45000-3000). In addition, we also add one control experiment: the convergence curves without virtual labels (4,000 labeled training data are all correctly marked, 4000-0). From the experimental results shown in Figure 2 , we reach the following conclusions. 1. To a certain extent, expanding the virtual labels properly can produce a more accurate model; 2. a certain proportion of wrong labels will indeed affect the final test accuracy. Therefore, the purpose of this paper is to provide more unlabeled data with virtual labels while reducing the risk of wrong labeling, so as to approach the ideal test accuracy.
In the following, we will introduce our incremental selflabeling strategy for semi-supervised learning. As shown in Figure 3 , the proposed model consists of two parts. The first part is a consistent-based semi-supervised GAN model. The second part of incremental self-labeling is responsible for the weighted output recording of the unlabeled data, and after every certain interval of epochs, the data with high confidence output will be assigned with a virtual label to update the labeled training dataset.
A. CONSISTENCY-BASED SEMI-SUPERVISED GAN
Formally, in the semi-supervised setting, we denote labeled data as
, the perturbation can be generated by Gaussian noise, padding or dropout operations. We denote the two outputs corresponding to the perturbed inputs as D(x , w ) and D(x , w ), where w represents the weights along with the inner model operations. The consistency loss is typically expressed as in Equation (1):
Then, the total loss for training a consistency-based SSL classifier can be written as in Equation (2):
where CE denotes the cross-entropy loss between the model prediction of input x and its supervised label y. The hyperparameter of λ controls the relative importance of the consistency term in the overall loss.
Considering the strong stability regulation of unlabeled data by the consistency term during the training, here, we choose to integrate the consistency term into a semisupervised GAN as our base model for training. Formally, the unlabeled loss function of our consistency-based semisupervised GAN on the discriminator side is denoted as in Equation (3):
The hyperparameter of α controls the relative importance of the consistency constraint in the overall unsupervised loss. semigan is the semi-supervised GAN loss that functions by separating all real data from fake data, as expressed in Equation (4).
where z often represents a random vector obeying the P z distribution, and SP(·) denotes the Softmax_plus function. For further stabilizing the output of perturbed data through consistency constraint, we modify our cons into the form of Equation (5):
where D_(·) denotes the second-to-last layer of the discriminator. Note that the usp here will be performed on both labeled data and unlabeled data: that is, x ∈ D L ∪ D U . δ is a hyperparameter that controls the importance of the secondto-last layer's consistency loss in cons . Similar to Equation (5), by combining conventional supervised cross-entropy loss and unsupervised loss usp , the total loss on the discriminator side takes the following form:
For our generator, we choose to use a feature matching [2] constraint, as denoted in Equation (7):
In this part, we will detail our incremental self-labeling strategy for promoting the performance of semi-supervised learning.
It is known that for the samples with stable output in different training stages of the network, the probability of being misclassified is relatively low, and the samples that are easy to misclassify often appear near the classification margin, which inevitably leads to the instability of sample output. Considering this, to maintain a relatively stable and safe virtual label of each training sample, here, we choose to calculate the moving average of multiple historical outputs.
Formally, when learning the model in a consistency-based semi-supervised manner, the model takes all instances of data x(x ∈ D L ∪ D U ) as input and predicts their classification result D(x, w D t ). To further ensure the stability of sample output, we choose to use the perturbed training sample's output D t (x , w D t ) for averaging. Consequently, our moving average prediction output of each data x at epoch t is expressed as p t (x).
where β is the momentum weight for the moving average of recorded output, and w D t are the network weights at epoch t.
Consequently, we can obtain the same expression of p_ t (x) derived from D_(x , w D t ). We then denote the probability that the sample is classified as C(x) = max p t (x) . Considering a certain epoch of iteration through semisupervised learning, the model can correctly classify more than 90% of the training samples that exceed a certain probability threshold (C (x) > K ). Furthermore, as we noticed, samples with considerably larger C (x) are more likely to be classified into the correct category. We then naturally propose an incremental self-labeling strategy to update the training dataset by setting virtual labels for unlabeled data as their C (x) exceed K , and this operation will be leveraged for every certain interval after the training process reaches a certain epoch.
When we assign a virtual label to an unlabeled sample with high probability during the training, it can effectively expand the number of labeled samples in SSL. However, increasing the threshold for this credibility will inevitably result in reducing the impact on the supervised training by this virtual labeled sample. In an extreme case, if the sample already exhibits 100% confidence with respect to classifying the unlabeled sample, its loss during the virtually labeled training will be 0, which will also result in its contribution to supervised training being 0.
Therefore, to increase the contribution of virtually labeled samples that have already fitted the model with low loss, we introduce the balance factor term (BT) exp(p n i ) into the original cross-entropy loss CE , and the final supervised loss can be expressed by Equation (9):
where p i denotes the probability that an example belongs to category i (p = [p 1 , p 2 , . . . , p k ]), and y i stands for the ground truth probability that x is classified into (usually onehot embedding). The hyperparameter n is the balance factor that controls the loss weight, which we set to 2.0 by default. By doing so, we obtain a relatively larger weight for the sample with higher p i during the training. The final loss in the discriminator side of the GAN model can then be expressed as in Equation (10):
Additionally, through certain experimental observations, we found that the model tends to become more stable as the training progresses, which also leads to a stabilized updating of p t (x). Therefore, we further replace D(x , w D ) with p t (x) and rewrite Equation (5) as follows:
Note that p here is calculated before each update when conducting the back propagation of the network, so as to make a more reasonable prediction. As an added benefit, the modified calculation of cons can further save approximately half of the training time as compared with the conventional consistency-based models.
Algorithm 1 shows the complete algorithm for learning an ISL-GAN in this paper. The starting epoch S for self-labeling is set to be 1/3 of all epochs (Ep) by default, and the updating interval I is set to 20 epochs.
We first specify our training dataset as D L and D U for representing labeled and unlabeled data, respectively. We then record the original labeled dataset as D L and the virtually labeled dataset as d L = ∅. At the beginning, for each epoch of iterations, we implement Equations (7) and (11) to update our generator and discriminator, respectively, as shown in Line 2 ∼11. When the epoch reaches a certain time S, for every interval I , we will verify whether the probability values of all unlabeled examples exceed threshold K and then add set d L into D L to renew the labeled dataset D L , as shown in Line 12∼15.
Note that in Line 14 of Algorithm 1, for each updating of D L , we record the original labeled dataset D L and add new samples with virtual labels to it. The reason for doing so is that we noticed that some of the high probability examples may change into uncertain ones as the training processes; for iter = 1, . . . ,
end for 12: if t > S and t%I == 0 then 13: 15: end if 16 : end for to correct the previous unstable examples, we perform a phased update on the basis of the original correctly labeled dataset.
IV. EXPERIMENTAL RESULTS
We conduct experiments on the prevalent MNIST [26] , SVHN [27] , and CIFAR-10 [28] datasets. The code will be available soon after the paper is accepted to facilitate the reproducibility of our results (https://github.com/biuyq/ ISL-GAN).
A. MNIST
The MNIST dataset consists of 70,000 handwritten digits in total, and 10,000 of them are left out for the testing. Following the standard training/testing split of the dataset, we use only 100 labels in the training. We compare our semi-supervised learning results with those of several competitive methods in Table 1 , with each training repeated 10 times. Our approach is among the best for this MNIST dataset. [19] , except that we apply weight-norm rather than batchnorm. For the generator, we follow the CT-GAN structure. For the main hyperparameters, we set batch size b to 100, α = 0.3, β = 0.5, λ = 1.0, S = 100, I = 20, Ep = 300, and K = 0.90. Since we are using a fully connected network structure and the Gaussian noise added is considerably large, we omitted the consistency constraint on the second-to-last layer (the second part of Equation (5)).
B. CIFAR-10
CIFAR-10 contains natural images in 10 categories, and each image is resized into 32×32 pixels. For the semi-supervised learning approach, we follow the standard training/test split of the dataset but use only 1,000 and 4,000 labels in the training, respectively. Table 3 shows our testing results, where the mean and standard errors are obtained through 5 iterations of the experiments. In comparison with several very competitive methods, our approach is able to achieve stateof-the-art results with respect to the CONV-Large network structure. Furthermore, with only 1,000 labeled data, we can achieve a model with higher accuracy than most methods with 4,000 labels. Table 4 (CIFAR-10) details the network architecture used in our ISL-GAN for CIFAR-10 training. To enable a fair comparison, the discriminator here is Conv-Large, which is widely used in most semi-supervised networks, except that we apply weight-norm (WN) rather than batch-norm (BN) and replace the first Gaussian noise layer with a dropout layer. For the generator, we follow the GAN structure. For the main hyperparameters, we set batch size b to 100, α = 2.0, β = 0.6, δ = 0.2, λ = 2.0, S = 400, I = 20, Ep = 1, 200, and K = 0.99. Figure 4 shows the test accuracy curves of our ISL-GAN in the cases of 1,000 and 4,000 initial semi-supervised settings with respect to CIFAR-10, along with the number of training samples that are correctly labeled, as the training proceeds. From Figure 4 , we see that when we start our incremental self-labeling strategy, the error rate of the model has been further reduced, which also proves the effectiveness of the ISL strategy proposed in this paper. Moreover, we can observe that for semi-supervised learning under the conditions of 1,000 and 4,000 labels, as the training proceeds, more unlabeled data are given their correct labels, and the gap between them decreases. Furthermore, the proportion of mislabeled data is controlled at a reasonable level of approximately 4%, which is the main reason that the ISL-GAN offers outstanding performance under the condition of less labeled data.
C. SVHN
In SVHN (Street View House Numbers), each image is a close-up of a house number, and the class represents the identity of a single digit at the center of the image. The dataset contains 73,257 training samples and 26,032 test samples with a resolution of 32×32 pixels. We also follow the standard training/test split of the dataset but use only 500 and 1,000 labels in the training, respectively. We compare our testing results on SVHN with those of several competitive methods in Table 5 by repeating each training 10 times. Our approach is also among the best for this dataset. For the main hyperparameters, we set batch size b to 100, α = 2.0, For the network architecture used in our ISL-GAN for SVHN training, we utilize exactly the same settings as those used for CIFAR-10, as seen in Table 4 .
Similar to Figure 4 , Figure 5 shows the test accuracy curves of our ISL-GAN in the case of 500 and 1,000 initial semisupervised settings for SVHN, along with the number of training samples that are correctly labeled. When we start our incremental self-labeling strategy, the error rate of the model is further reduced. As the training proceeds, more unlabeled data are given their correct labels, and the gap of correct labeling between the initial conditions of 1,000 and 500 for SSL is also attenuated. Moreover, the proportion of mislabeled data is controlled at approximately 3.5%.
In summary, from the test results shown in Tables 1, 3, and 5, it can be observed that our model has achieved state-of-the-art SSL performance in most cases. It is worth noting that for the relatively complex CIFAR-10 and SVHN datasets, our model performs most effectively with a smaller number of labeled samples. Specifically, for CIFAR-10, the test accuracy we obtained under the condition of only 1,000 labeled samples available can compete with the accuracy of other models with 4,000 available samples. Additionally, the test accuracy for the SVHN dataset with only 500 labeled samples has exceeded the accuracy of most models under the condition of 1,000 labeled samples.
D. ABLATION STUDY
To further demonstrate that our three major contributions are indispensable for achieving state-of-the-art results, we implement the ablation study in this part. Table 6 lists the SSL test performance of our three different variants with respect to the CIFAR-10 dataset (4,000 labels), where the mislabel rate (Mislabel rate in the table), the number of correct labels (Num. correct labeling) and the final test error (Error) are compared. From the table, we can find that for methods without virtual label updating (without incre-updating), the error rate is the highest, even when there are no mislabeled training data. For the method without temporal-based labeling (without temp-labeling), the mislabeled rate is the highest, which highlights the necessity stable updating of virtual labels. The third variant we carried out is the method without balance factor term (without BT): from the table, we can observe that even with a slightly larger mislabel rate as compared to the method without temp-labeling, the Num.crt labeling is much larger, which leads to more accurate test accuracy. Finally, back to our full ISL-GAN (Full ISL-GAN), the proposed method controls the mislabeled rate to a relatively reasonable level while maintaining more correctly labeled samples, which thus achieves the lowest test error rate.
In summary, transforming a considerable number of unlabeled samples into labeled samples during the SSL training process can improve its accuracy. Moreover, a proper virtual labeling and updating strategy can further ensure that the model is updated safely and steadily, enhancing the performance of our semi-supervised learning results.
V. CONCLUSION AND FUTURE WORK
In this paper, we present an incremental self-labeling strategy to enhance the test accuracy of the SSL model. By introducing temporal-based virtual labeling strategy, a phased incremental label screening and updating strategy, and balance factor term (BT), our model enables more effective virtual labeling and reasonable control of supervised loss during the training, thus leading to state-of-the-art SSL performance. In particular, our model provides better test results under conditions with fewer labeled samples for three prevalent datasets.
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