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Resumen
Planificación de Desarrollo Cooperativo (PDC) es un modelo de planificación de Proyectos de
Cooperación y Desarrollo, implementado en el ONGIA, una prototipo de Inteligencia Artificial
para el estudio predictive de Proyectos de Desarrollo.
Los Proyectos de Cooperación y Desarrollo realizados por las ONGDs (Organizaciones No
Gubernamentales de Desarrollo) están marcados por un alto grado de incertidumbre, debido por
una parte, a la multiplicidad de intereses de los diferentes agentes que intervienen en la defini-
ción y ejecución del proyecto, así como a la naturaleza dinámica del contexto (entorno) que con-
vive con la evolución del proyecto, por la otra. Es por este motivo que se propone el modelo de
Planificación de Desarrollo Cooperativo, para la simulación de las fases: Identificación de los
Problemas, Definición de los Objetivos, Generación de los Planes Alternativos y Viabilidad de
los Planes, que nos permitirá consensuar a los distintos agentes que intervienen a lo largo del
desarrollo de un Proyecto de Cooperación y Desarrollo.
ONGIA está basado en una arquitectura de agentes distribuidos. Cada agente dispone de un
conocimiento especializado (el específico de cada grupo de usuarios del proyecto); una lógica
común a todo el grupo de agentes (un álgebra de valores de verdad que parte de los conjuntos
borrosos); y un conjunto de metareglas de control. El mecanismo de consenso en la definición
del problema y objetivos en el ONGIA se basa en la teoría de los Sistemas de Argumentación y
la de los Sistemas Multicontexto. El modelo para consensuar a los diferentes agentes en la defi-
nición de los planes abstractos alternativos utiliza la función de Beneficio Conjunto para llegar al
compromiso entre los distintos ejecutores del plan abstracto. La técnica utilizada para controlar
el problema de la cualifícación se basa en una Ordenación Aproximada Priorizada. Finalmente,
el modelo para simular la ejecución de cada plan abstracto se basa en la teoría de las Situaciones
Posibles y en la de la Entropía Termodinámica para describir la posible evolución del plan.
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Para introducir el contenido de la presente tesis es necesario hablar primero del problema que
queremos resolver y del tipo de solución que proponemos. Es muy importante fijar el tipo de
problema, así como qué clase de soluciones estaremos dispuestos a aceptar, es decir, las limita-
ciones prefijadas sobre el alcance de la tesis. En el presente capítulo se presenta a grandes rasgos
el problema, objetivo, objeto y principales contribuciones de la tesis.
1.1 Motivación
Las personas siempre han luchado contra la indeterminación impuesta por el entorno y el tiem-
po. En cada actividad del ser humano intervienen la incertidumbre, el riesgo y la vaguedad, cau-
sando una incerteza en la predicción del futuro. Cuando hablamos de incertidumbre nos referi-
mos a la dificultad de asertar con certeza absoluta algún hecho, por lo general referente al futuro;
al hablar de riesgo estamos realizando una predicción sobre el mismo hecho, basándonos en el
conocimiento de la frecuencia con que se ha comportado dicho hecho hasta el presente y, habla-
mos de vaguedad al establecer rangos de comportamiento sobre el hecho que estamos intentando
predecir.
Una de las actividades más marcadas por la incertidumbre, riesgo y vaguedad es la planifica-
ción. Planificar es el alcance de un objetivo mediante un conjunto ordenado de tareas, o mejor
dicho, una estrategia de actuación. En dicho proceso un agente o grupo de agentes utilizan sus
conocimientos y recursos disponibles para transformar el estado actual en el estado objetivo.
Desde el inicio del proceso, en la definición del problema, se presentan la incertidumbre, la va-
guedad y el riesgo; posteriormente se vuelven a presentaren la generación de los diferentes pla-
nes alternativos que pueden resolverlo; y finalmente, durante la ejecución del plan escogido.
Todos estos factores pueden llegar a desviar por completo la evolución del plan del objetivo que
había sido prefijado.
La principal motivación de esta tesis ha sido encontrar una solución, desde el punto de vista
de la Inteligencia Artificial y la Ingeniería de Proyectos, al problema de la incertidumbre en la
planificación de un tipo específico de proyectos: la planificación de Proyectos de Desarrollo.
1.1.1 Viabilidad de Proyectos de Desarrollo
La planificación de Proyectos de Desarrollo es un caso especial dentro de la planificación debi-
do a los siguientes factores:
• Los Proyectos de Desarrollo son un tipo de proyectos en los que el objetivo es de natura-
leza no lucrativa y marcadamente social, es decir, son proyectos cuyo objetivo es mejorar
(desarrollar) el nivel de vida de un grupo de personas (del país subdesarrollado), y no el
de sacar beneficio de dicha circunstancia (por parte de los cooperantes de los paises desa-
rrollados [práctica muy habitual en la década de los [70...) mediante la exportación de
tecnología]).
• A causa de la falta de un conocimiento común entre todos los agentes del proyecto, las
definiciones del problema a resolver y del objetivo requieren de la participación de todos
los agentes cooperantes para llegar a una descripción completa (teniendo en cuenta todos
los puntos de vista) y precisa (descripción no ambigua y con variables que aporten la in-
formación suficiente sobre el estado del proyecto) del alcance del proyecto.
• En los Proyectos de Desarrollo los agentes que intervienen presentan diferentes intereses
y motivaciones. Dicha dispersidad de intereses y motivaciones genera graves conflictos
en el acuerdo sobre el problema que se quiere resolver, y posteriormente, sobre el plan
que resuelve (obtiene) el problema (objetivo) planteado.
• Debido a los tres factores anteriores, los Proyectos de Desarrollo necesitan algún meca-
nismo de consenso y gestión del conocimiento entre los diversos participantes, para apro-
vechar los distintos conocimientos individuales y evitar la fuerza de presión de subgrupos
o individuos dentro del proyecto; para de esta manera, obtener un compromiso de alcan-
zar el objetivo fijado con los recursos disponibles.
• Por otro lado, habiendo llegado a un compromiso sobre un plan determinado a nivel abs-
tracto, la ejecución de dicho plan estará sujeto a sensibles fluctuaciones debido al desco-
nocimiento de: a) todas las precondiciones y condiciones de ejecución (factores letales)
para la finalización satisfactoria de cada una de las tareas planificadas; y b) el desconoci-
miento del comportamiento del contexto a medida que el plan evoluciona.
• A causa de los dos factores anteriores, la planificación de Proyectos de Desarrollo requie-
re de un mecanismo intuitivo y preciso para establecer las precondiciones y condiciones
de ejecución de cada una de las tareas, así como de un modelo útil para predecir los posi-
bles caminos que el plan podrá seguir influenciado por el contexto.
Hemos mostrado los diversos factores que causan la incertidumbre en los Proyectos de De-
sarrollo. En la presente tesis proponemos soluciones para cada uno de ellos, tanto al nivel de la
modelización conceptual como al de la implementación. En el siguiente apartado exponemos
brevemente los problemas de los que parte nuestro trabajo.
1.2 Los Problemas de la Planificación de Desarrollo
De cara a poder establecer cuales serán los objetivos, limitaciones y acotaciones de nuestro tra-
bajo, es necesario realizar una breve descripción y análisis de cada uno de los factores expuestos
en el subapartado anterior.
1.2.1 Modelizar el conocimiento común e individual en un grupo de agentes.
Según lo expuesto sobre el segundo factor que caracteriza a los Proyectos de Desarrollo, la falta
de conocimiento común es la causa de la indefinición del problema que se quiere resolver, y
como consecuencia, del objetivo.
El problema planteado nace de la propia naturaleza de los Proyectos de Desarrollo, ya que
cualquier Proyecto de Desarrollo parte de la demanda de uno o varios agentes (Acción Enfoca-
da). Dicha demanda plasma la necesidad de cambiar alguna circunstancia del estado actual, bien
porque ésta presenta un problema o porque es propicio para realizar mejoras. Sin embargo, los
grupos de usuarios suelen confundir hechos concretos, consecuencias de un problema más gene-
ral (común), con el problema central (global). Esta confusión entre la consecuencia y la causa es
generada por el conocimiento parcial del que dispone cada agente.
Para poder definir un modelo útil en la representación del conocimiento individual y común
en el grupo de agentes (actores del proyecto) es necesario tener en cuenta el concepto de conoci-
miento implícito, asi como disponer de la formalización de una estructura social en el grupo de
agentes, responsable de la estrategia de cooperación en el grupo.
También son necesarios mecanismos extras de gestión de conocimiento aproximado para el
grupo de agentes, y de transformación de sentencias pertenecientes al conocimiento de un agen-
te a sentencias interpretables por otro agente con una teoría de conocimiento distinta.
1.2.2 Modelizar el consenso en el grupo de agentes
La característica principal que diferencia a los Proyectos de Desarrollo de los demás tipos de
proyectos es su voluntad social y la consensuación en cada fase del proyecto.
En los inicios del desarrollo cooperativo, realizado por las ONGs públicas y privadas de los
años 60, prevalecía la relación desarrollado-subdesarrollado entre los paises participantes, gene-
rando todo tipo de submisiones y fuerzas de presión en ambos lados, respectivamente. Este tipo
de enfoque ha variado en los últimos años, naciendo un nuevo modelo de consenso entre las dis-
tintas partes.
Sin embargo, la relación de submisión-presión ha permanecido hasta la actualidad dentro de
los paises subdesarrollados, debido a las fuerzas de coacción (por razones culturales, económi-
cas o políticas) creadas por subgrupos del entorno en el que se ubica el proyecto.
Para poder establecer una relación de igualdad entre las distintas partes del proyecto, tanto a
nivel de paises como de grupos locales, es necesario representar el conocimiento, motivaciones,
objetivos, beneficios y costes de cada una de las entidades participantes. El conocimiento define
lo que cada agente sabe sobre un dominio parcial del problema; las motivaciones definen los he-
chos particulares que cada agente tiene para cambiar del estado actual (problema), definiendo
como objetivo la negación de dicho problema; el papel de los beneficios y costes definen la rela-
ción entre ganacia y pérdida que cada agente sufrirá en el caso de aceptar la tarea que resuelve el
objetivo especificado.
A partir del nivel explicado en el párrafo anterior, se debe definir un nivel social, correspon-
diente al grupo, que especificará el grado de consenso a partir de las relaciones beneficio-coste
del grupo para cada uno de los agentes participan tes. Para poder definir el nivel de consenso a
nivel del grupo será necesario extender el concepto de objetivo al de objetivo conjunto, además
de añadir el concepto que diferencia principalmente las acciones individuales de las cooperati-
vas: el compromiso.
1.2.3 Evitar el problema de la cualificación
Uno de los principales problemas con los que se ha encontrado la planificación es el problema
de la cualificación, que consiste en la dificultad de definir el inmenso número de precondiciones
para cada acción.
Junto al problema de la cualificación nos encontramos con el problema consistente en la di-
ficultad de indicar e inferir qué cosas no cambian cuando una acción es realizada y el tiempo
transcurre (problema del marcó). Consecuencia de este problema es el de la dificultad de regis-
trar todas las consecuencias de una acción (problema de la ramificación).
Los tres problemas expuestos impiden poder determinar la viabilidad de un plan, entendien-
do por viabilidad una probabilidad o grado de certidumbre. El problema de determinar dicha via-
bilidad fusiona el ámbito de la teoría de la decisión con el de la planificación, formando lo que
se puede denominar el problema de la planificación con incertidumbre.
El problema de la cualificación afecta a los Proyectos de Desarrollo de forma sensible me-
diante los denominados Factores Letales, siendo éstos aquellos factores que niegan la posibili-
dad de éxito en la realización de una determinada tarea (acción). Es necesario desarrollar un mo-
delo que permita cualificar las acciones (tareas en el plan abstracto) sin necesidad de explicitar
las infinitas precondiciones que se deben cumplir; para ello, debemos definir un modelo que je-
rarquice las precondiciones a partir de un grado de certeza indicado por el agente responsable de
la acción; el modelo deberá permitir la representación de razonamiento aproximado en la evalua-
ción de los hechos. Otro factor a tener en cuenta en el problema de la cualificación es el de
abarcar también las condiciones de ejecución, que son aquellas que se deberán cumplir durante
el intervalo de tiempo que se efectuará la acción. Queremos abarcar este factor, porque de él de-
penderán todas las situaciones posibles que se generarán de la aplicación de cada acción: efectos
determinados, disyuntivos y laterales.
1.2.4 Preveer la tendencia del contexto
Al explicitar las precondiciones y condiciones de ejecución en cada acción se generan un sub-
conjunto de situaciones posibles (debido a los efectos determinados, los efectos disyuntivos y a
las posibles amenazas). Entre este conjunto total de situaciones posibles, nos preguntamos cuál
será la tendencia del contexto, entendiendo por tendencia la situación con mayor posibilidad
entre el conjunto de situaciones posibles.
Quizás sea el concepto de Contexto el más difícil de modelizar, ya que no existe una concep-
ción clara sobre la entidad del contexto en el proceso de planificación. En el presente trabajo en-
tendemos por contexto el conjunto de situaciones posibles 5 en un instante í, en el que cada una
de las situaciones está construida por el conjunto de hechos que la describen y no contradicen las
restricciones del dominio.
Con éste enfoque, la tendencia del contexto se define como la situación más posible, es
decir, la situación que dispone de un conocimiento más impreciso, o lo que es lo mismo, la situa-
ción con la entropía de información mayor.
El hecho de utilizar la entropía como función de evaluación de la imprecisión parte de la
aplicación de dicha magnitud en la termodinámica, definiendo la situación más probable (posi-
ble en nuestro caso) como aquella en la que las partículas tienen una distribución más desorde-
nada, es decir, la que utiliza menos energía para mantenerse en dicho estado. El paralelismo con
las situaciones posibles se basa en entender dicho desorden como el nivel de incertidumbre
medio de todos los hechos que describen la situación.
1.3 Objetivo
La motivación de nuestro trabajo ha sido encontrar una solución real a cada uno de los proble-
mas identificados, es decir, encontrar una solución real al problema de la planificación de Pro-
yectos de Desarrollo. En la Figura 1.1 mostramos la relación de los problemas descritos con las
diferentes fases de la planificación de Proyectos de Desarrollo.
Fases de la Planificación Problemas
Identificación del









Figura 1.1: Los problemas en la planificación de Proyectos de Desarrollo.
El objetivo de nuestra tesis es resolverlos problemas descritos en el apartado 1.2 mediante
las teorías de la Inteligencia Artificial y la Ingeniería de Proyectos. Dicho objetivo requiere defi-
nir la ontologia (el conjunto de conceptos, relaciones, procesos de control y sistemas de evalua-
ción) que resolverá el conjunto de problemas planteados. El modelo que desarrollaremos, deno-
minado Planificación de Desarrollo Cooperativo, representa una mejora metodológica respecto a
los modelos que se están utilizando en la actualidad en la planificación de Proyectos de Desarro-
llo y Cooperación (EML, ZOPP).
1.4 Modelo Conceptual
En los siguientes cinco subapartados describimos brevemente la ontologia propuesta para la Pla-
nificación de Proyectos de Desarrollo.
1.4.1 Planificación de Desarrollo Cooperativo
El concepto principal de la tesis es el de Planificación de Desarrollo Cooperativo, dicho concep-
to proviene de la unificación de las metodologías de la Ingeniería de Proyectos en la planifica-
ción de Proyectos de Desarrollo y las teorías sobre Resolución Cooperativa de Problemas (RCP)
en Inteligencia Artificial. La Planificación de Desarrollo Cooperativo es el intento de definir un
modelo útil para la gestión de Proyectos de Desarrollo en las fases de Identificación de Proble-
mas, Generación de Planes Aternativos y Cálculo deViabilidad. Dicho modelo tiene como fina-
lidad resolver el problema de la incertidumbre en el proceso de planificación de Proyectos de
Desarrollo, proponiendo el plan (en el caso que exista) más viable. En la Figura 1.2 mostramos





















| Grupo Agentes |—se compone de —| Agente |—tiene —| Motivación |
A,
Definición Plan Viabilidad Plan Identificación
Problema
Figura 1.2: Esquema general de la Planificación de Desarrollo Cooperativo.
En la Planificación de Desarrollo Cooperativo un grupo de agentes intenta identificar el pro-
blema global que quieren resolver (problema central) a partir del conocimiento implícito forma-
do por los conocimientos parciales de cada agente. Una vez identificado el problema, su nega-
ción se convierte en el objetivo central del grupo y se genera un conjunto de planes alternativos
abstractos teniendo en cuenta el coste/beneficio de cada agente y el total; de dichos planes sólo
unos pocos podrán generar un compromiso entre todos los agentes del proyecto (debe existir una
aceptación unánime de la voluntad de querer realizar el plan). Finalmente, el conjunto de planes
alternativos aceptados son descompuestos para calcular su viabilidad, teniendo en cuenta las dis-
tintas incertidumbres generadas por las precondiciones, condiciones de ejecución, efectos latera-
les, efectos disyuntivos y tendencia del entorno. El plan escogido al finalizar dicho cálculo será
el plan con menor desorden y menor distancia al objetivo.
El proceso de Planificación de Desarrollo Cooperativo lo podemos esquematizar en las si-
guientes fases:
• Fase de Identificación de los Problemas: el grupo de agentes intenta inferir la/s causa/s de
cada uno de los subproblemas (estados actuales negativos) que cree susceptibles de mejo-
ra (o no está contento con ellos), para posteriormente establecer una lista priorizada de
objetivos (centrales-comunes y centrales-individuales).
• Fase de Generación de Planes Alternativos: a partir de la lista priorizada de objetivos
centrales el grupo de agentes intenta generar un conjunto de planes alternativos abstractos
que pueden resolver cada uno de los objetivos definidos. Posteriormente, el grupo debe
tener en cuenta los costes/beneficios de cada uno de los participantes de cara a poder es-
tablecer los posibles compromisos de realizar cada uno (o ninguno) de los planes pro-
puestos.
• Fase de Cálculo de Viabilidad: el grupo de agentes calcula la viabilidad de la lista de pla-
nes con compromiso; para ello, debe de tener en cuenta las incertidumbres generadas en
cada acción por las precondiciones y condiciones de ejecución, así como la tendencia del
contexto entre las distintas situaciones posibles debido a los efectos laterales, efectos dis-
yuntivos y desorden del sistema. La f ase debe finalizar con el plan con may or posibilidad
y mayor éxito (en el caso que exista).
En los subapartados 1.4.2, 1.4.3, 1.4.4 y 1.4.5 describimos los modelos propuestos para re-
solver cada una de las fases descritas (1.4.4 y 1.4.5 resuelven conjuntamente la Fase de Cálculo
de Viabilidad).
1.4.2 Agentes Distribuidos y Conocimiento
El modelo que proponemos para resolver la Fase de Identificación de los Problemas parte de
diferentes conceptualizaciones dentro del campo del razonamiento sobre el conocimiento.
La primera de ellas es la teoría de los Mundos Posibles, que formula el conocimiento de un
agente individual como las sentencias en un mundo WQ comunes a todos los mundos w¿ accesi-
bles desde WQ. De manera intuitiva, la teoría de los Mundos Posibles explicita lo que el agente
conoce mediante la exploración de todas las situaciones posibles en las que el agente se puede
encontrar y que no son contradictorias con su situación inicial, definiendo como conocimiento lo
que es común a todas ellas.
La segunda es la teoría de la Adecuación de Teorías, que parte a su vez, de la teoría del Con-
texto. La teoría de la Adecuación de Teorías se basa en la utilización de un espacio de teorías,
cada una de ellas con una base de conocimiento especializada, que pueden resolver (demostrar)
un hecho a partir de la navegación entre las distintas teorías mediante reglas de conexión (reglas
puente).
La tercera es la teoría del Conocimiento Implícito, basada en la resolución (demostración) de
un hecho mediante el conocimiento distribuido de un grupo de agentes.
Desde nuestro punto de vista, el problema de Identificación de los Problemas es la identifi-
cación de una serie de causas, comunes y no comunes, ordenadas, del conjunto de subproblemas
identificados por el grupo de agentes. Dicho proceso de identificación lo entendemos, desde el
punto de vista lógico, como el proceso deductivo colaborativo entre las teorías de todos los
agentes participantes que, por conocimiento implícito y adecuación de teorías, demuestra cada
uno de las causas de los subproblemas.
















(base creencias 2 +
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Figura 13: Identificación entre dos agentes de las causas de los subproblemas.
1.4.3 Agentes Sociales y Consenso
El modelo propuesto para resolver la Generación de Planes Alternativos parte de dos campos
de investigación en Inteligencia Artificial: la Resolución Cooperativa de Problemas y la Planifi-
cación Jerárquica.
La Resolución Cooperativa de Problemas es un tipo específico de interacción en sistemas de
Inteligencia Artificial Distribuida (IAD), que ocurre cuando un grupo de agentes distribuidos de-
ciden trabajar conjuntamente para llegar a un objetivo común. Dentro del campo de la Resolu-
ción Cooperativa de Problemas el modelo que más nos interesa es el de los Agentes Sociales;
dicho modelo define un nivel de conocimiento por encima de la Base de Conocimiento de cada
agente denominado Nivel Social, que es el concerniente con todos los aspectos sociales de un
sistema de múltiples agentes.
En el presente trabajo presentamos una ontologia del Nivel Social aplicado a los Proyectos
de Desarrollo denominada Planificación Cooperativa. En ella definimos los conceptos de proble-
ma, motivación y objetivo (individuales y conjuntos); así como los de oportunidad de coopera-
ción, compromiso y convenio. Dentro de la ontologia presentamos una estrategia de comporta-
miento del grupo de agentes, a partir de la relación de Coste/Beneficio de cada agente y el
grupo. En el caso de los Proyectos de Desarrollo la estrategia más adecuada es la de las Accio-
nes Sociales.
Junto a los conceptos mencionados anteriormente, presentamos los elementos que definen
una planificación jerárquica. En donde plan, tarea y acción son los tres niveles de abstracción.
Estos tres niveles de abstracción nos permiten trabajar con las relaciones siguientes:
Un plan resuelve un objetivo. El objetivo es un objetivo conjunto al grupo de agentes o
un conjunto de subobjetivos particulares y grupales.
• Un plan está descompuesto en un conjunto de tareas. El conjunto de tareas pertenece al
conocimiento implícito del grupo de agentes.
• Una tarea está resuelta por un conjunto de acciones. La resolución de la tarea pertenece al
agente responsable de la tarea (agente responsable individual).
En las figuras 1.4 y 1.5 se presentan el proceso de consenso entre el grupo de agentes y los





Figura 1.4: Proceso de consenso en el gmpo de agentes.











Figura 1.5: Los conceptos de la planificación jerárquica.
En la fase de Generación de Planes Alternativos el grupo de agentes debe generar un con-
junto de planes abstractos mediante el conocimiento implícito del grupo. De este conjunto de
planes abstractos no todos serán adecuados para llegar a un compromiso, por lo que sólo aque-
llos que por consenso generen un compromiso serán los objetos de estudio en la fase de Cálculo
de Viabilidad (no es necesario estudiar la viabilidad de un plan que el grupo de agentes no están
dispuestos a llevar a cabo).
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1.4.4 Cualifícación Priorizada
El problema de la viabilidad de un plan en un contexto de incertidumbre proviene de: a) el hecho
de desconocer, o no poder explicitar, la infinita cantidad de precondiciones y condiciones de eje-
cución de cada acción del plan, de cara a poder predecir los diferentes estados resultantes (situa-
ciones posibles), denominado cualificación; b) el hecho de no poder establecer cuál de entre las
situaciones posibles generadas (por efectos determinados, efectos laterales o efectos disyuntivos)
será la tendencia real del sistema. En este subapartado mostramos resumidamente el modelo uti-
lizado para resolver el primer factor.
La solución que proponemos se basa en tratar el conocimiento de cada agente como una teo-
ría priorizada mediante razonamiento aproximado. La solución se basa en dividir el conjunto de
precondiciones en dos particiones que se tratan por separado; la primera está compuesta por las
precondiciones necesarias y las amenazas inevitables, es decir, el conocimiento que el agente
debe tener en cuenta de manera obligatoria; la segunda está compuesta por las amenazas posi-
bles, los hechos que posiblemente (no necesariamente) pueden afectar al intento de la acción en
estudio. El subconjunto de amenazas posibles está ordenado de forma decreciente por el grado
de certidumbre (posibilidad), de esta manera se generan las distintas acciones que asegurarán el
intento de la acción. El mismo tratamiento se realiza en la fase de ejecución de la acción, con las
condiciones de ejecución necesarias, las amenazas de ejecución. En la ejecución, las distintas
amenazas generan las distintas situaciones posibles.
[precondiciones _ necesarias A —amenazas _ inevitables, —^amenazas _ posibles]
{condiciones _ ejecución, -amenazas _ ejecución}
El proceso propuesto para resolver el problema de la cualificación se basa en dos fases: estu-
dio del intento de la acción y estudio de la ejecución de la acción. En la primera fase se resuel-
ven todas la posibles amenazas para aplicar la acción; en la segunda fase se tienen en cuenta
todas las posibles amenazas durante la ejecución de la acción.
Tanto en la primera fase como en la segunda, las posibles amenazas son resueltas por el co-
nocimiento implícito del grupo de agentes, priorizando el conjunto de teorías (siendo la primera
la del agente que realizará la acción). El proceso de resolución de amenazas se muestra en la Fi-
gura 1.6.
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Figura 1.6: Resolución de amenazas.
1.4.5 Situaciones Posibles y Entropía
En este subapartado mostramos brevemente el modelo que proponemos para identificar cuál de
las situaciones posibles, generadas por la ejecución de una acción, es la tendente. El modelo
parte de la teoría de la entropía en termodinámica, adaptándola en nuestro caso al nivel de desor-
den de los hechos que describen cada situación posible, e interpretando la situación posible con
mayor entropía como la tendencia del sistema. Todo ello bajo la condición de que el grupo de
agentes no consuma energía externa.
A(/(sistema _ planificad n )) = O —» A(S(sistema_ planificad n))>0
situaciones _ posibles = W (acción, situad n _íransici n )
situaci n _efecto = primera(ordenar_por_S > (situaciones_posibles))
Mediante el modelo propuesto demostramos en nuestro trabajo la propiedad antisimétrica
del cambio respecto al tiempo. Sin embargo, al estar directamente relacionada con la energía in-
terna del sistema (el sumatorio de las energías internas de los agentes cooperativos), se puede re-
cuperar el grado de certidumbre (no siempre el total) en las diferentes situaciones posibles gene-
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radas ejecutando acciones adicionales (sensoriales o condicionales) y consumiendo parte de la
energía interna del sistema.
La estrategia adecuada para el grupo de agentes se basa en obtener el máximo incremento de
la certidumbre con el mínimo consumo de la energía interna del sistema, es decir, en la selección
de la situación posible más viable para aplicarle una acción adicional que genere la situación
efecto con el máximo de certidumbre, de entre todas las situaciones posibles y todas las acciones
adicionales disponibles por cada agente.
1.5 Trabajo relacionado
En este apartado realizamos un breve recorrido por los trabajos de investigación directamente re-
lacionados con el objeto de la tesis.
Los dos ámbitos principales en los que se enmarcan dichos trabajos son los de la Ingeniería
de Proyectos aplicada a la Planificación de Proyectos de Desarrollo y la Inteligencia Artificial
Distribuida aplicada a la Planificación.
Las tres fuentes de información han sido: material bibliográfico (libros, artículos e informes
técnicos); entrevistas con especialistas en el campo de la Inteligencia Artificial y la Planificación
de Proyectos; entrevistas con ONGs (Medicus Mundi, Médicos sin Fronteras, Setem, Vetermón,
Centre de Cooperació i Desenvolupament).
En el ámbito de Proyectos de Desarrollo (PDs) la mayoría de referencias están basadas en
casos, sin embargo, un buen estudio general sobre las distintas fases en PD lo encontramos en
(Beaudoux et al., 1992). Los cambios de enfoque en las estrategias utilizadas en PD se describen
y analizan en (Gordon, 1987; Verhaegen, 1987). En el campo de las metodologías de Planifica-
ción de Proyectos de Desarrollo, las más utilizadas son el EML (NORAD, 1989) y la ZOPP
(GTZ, 1987), o especializaciones de ellas en campos específicos de desarrollo (Vetermón, 1996;
Medicus Mundi, 1996).
En lo referente a la teoría de Agentes Inteligentes, el trabajo más completo a nivel general lo
encontramos en (Russell & Norvig, 1995). Una breve descripción de los problemas y objetivos
actuales se describen en (Wooldridge & Jennings, 1994c; Wooldridge & Jennings, 1995). El
nuevo enfoque de cooperación entre agentes inteligentes y agentes humanos, influenciado por
las teorías en las ciencias sociales, lo encontramos en (Terveen, 1993).
Es muy difícil hablar de Agentes Inteligentes sin mencionar las directas relaciones de este
campo de investigación con los inicios de los Sistemas de Inteligencia Artificial; así como el im-
portantísimo papel de la Lógica dentro de dichos formalismos. Los primeros intentos, así como
los primeros reconocimientos de la IA como ciencia autónoma, en definir sistemas inteligentes
artificiales parten de (McCarthy, 1959; McCarthy , 1969; McCarthy, 1977; McCarthy, 1978).
Uno de los formalismos más importantes sobre el uso de la Lógica en el diseño de Agentes Inte-
ligentes se presenta en (Newell, 1982); y en (Genesereth & Nilsson, 1987) encontramos un trata-
miento sistemático sobre Agentes Lógicos.
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En el tema del Razonamiento sobre el Conocimiento, partimos de las teorías sobre lógicas
epistémicas con el modelo de los Mundos Posibles (MP), expuestas por (Hintikka, 1962; Hintik-
ka, 1986; Kripke, 1963; Levesque, 1984; Halpern & Moses, 1985; Halpern, 1986). Para definir
el Conocimiento Común partimos de los trabajos de (Moses, 1986). El Conocimiento Implícito
se define en (Halpern & Moses, 1984; Fagin et al., 1996). La Teoría del Contexto parte de (Mc-
Carthy, 1993; McCarthy, 1994; ) y se expansiona con la Adecuación de Teorías en (Bouquet,
1994a; Bouquet & Giunchiglia, 1994b).
Una introducción sobre la Inteligencia Artificial Distribuida (IAD) entendida como búsque-
da distribuida la encontramos en (Lesser, 1989). También observamos los sistemas de DAI como
sistemas de interacción mediante (Brazier et al., 1996; Singh, 1996). La Resolución de Proble-
mas Cooperativa (RCP), un caso específico de los sistemas DAI, està enfocado desde los plante-
amientos teóricos sobre el nivel social de conocimiento en un grupo de agentes (Jennings,
1992a) y los conceptos de compromiso y convención (Jennings, 1992b; Jennings, 1993; Wool-
dridge & Jennings, 1994a; Wooldridge & Jennings, 1994b), concluyendo en el concepto de
Agentes Sociales (Jennings & Campos, 1997).
Para resolver los problemas de la cualificación y la tendencia del contexto partimos de la
evolución de la Inteligencia Artificial en el campo de la planificación: el primer enfoque, deno-
minada Planificación Clásica, se basa en los intentos iniciales en planificación, el cual da un
principal interés al concepto de búsqueda (Slagle, 1971; Fikes & Nilsson, 1971; Sacerdoti, 1975;
Lifschitz, 1986; Washington, 1990; Cimatti et al., 1991; Currie & Tate, 1991; Soderland &
Weld, 1991; Fink & Veloso, 1992; Minton et al., 1994; Tate et al., 1994; Veloso & Stone, 1995).
El segundo enfoque, Ontologías de la Planificación, se presenta como un esfuerzo conjunto en
definirlos distintos elementos, relaciones, evaluaciones y control en el campo de la planificación
(Stefik, 1981; Georgeff & Lansky, 1986; Ginsberg, 1986; Ginsberg & Smith, 1988a; Hass, 1986;
Morgenstern, 1986; Georgeff, 1988; Tate, 1994), en este apartado se realizan verdaderos avances
en la representación de los conceptos de Acción y Tiempo (Alien, 1984; Shoham, 1986a; Sho-
ham 1987; Shoham , 1988; Allen & Ferguson, 1994; Vila, 1994; Zhang & Barringer, 1994), así
como los de agente planificador (Hayes et al., 1993; Haddaway & Hanks, 1994). El tercer enfo-
que, denominado Planificación con Incertidumbre, marca el interés sobre los conceptos de ries-
go e incertidumbre; dentro de este enfoque encontramos distintas propuestas para los distintos
problemas que generan la incertidumbre en la planificación: los problemas del Marco (Mc-
Carthy, 1969; Hanks & McDermott, 1986; McDermott, 1986; Shoham, 1986b) y de la Cualifica-
ción (McCarthy, 1977; Ginsberg & Smith, 1988b; Bouquet & Giunchiglia, 1994; Thielscher,
1996); información incierta (Etzioni et al., 1992); modelos estocasticos (Thiébaux et al., 1993;
Hertzberg & Thiébaux, 1994); planificación contingente (Pryor & Collins, 1996); eventos exter-
nos (Blythe, 1994); y finalmente, decisión con probabilidades (Hanks & McDermott, 1993;
Haddaway, 1994a; Haddaway, 1994b) y entropía (Plank, 1962; Nilssson, 1986; Kane, 1989;
Buck, 1991).
Junto al tema de la planificación con incertidumbre, partimos de los trabajos sobre Lógica
no clásica (Lukasiewicz, 1967; Rasiowa, 1974; Trillas, 1980; Hájek, 1985; Negoita, 1985; Gil,
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1990, Zimmermann, 1991; Lazzari et al., 1994; Llerenaet al., 1994; Malheiro et al., 1994; Ra-
mírez, 1994; Sales, 1996; Valverde, 1996) para la evaluación de las posibilidades de las distintas
situaciones posibles generadas durante la planificación.
En lo referente al concepto y desarrollo de ontologías, tanto a nivel general como aplicado a
planificación, partimos de los trabajos de Gruber (Gruber, 1993; Gruber, 1997), el proyecto On-
toLingua del KSL (Knowledge Systems Lab.) del SRI (Standford Research International), basa-
do en el lenguaje KIF (Genesereth, 1995), los trabajos del KRSL Plan Ontology Group (KRSL-
POG, 1995; KRSL-POG, 1996), el trabajo del Object Modelong Working Group (Doyle, 1995),
y la Ontologia de Planificación de Tate (Tate, 1994; Tate, 1995).
1.6 ONGIA
ONGIA es el prototipo informático que integra los modelos propuestos en la tesis. La composi-
ción de ONGIA es un conjunto de entidades, siendo cada una de ellas un agente cooperativo.
Cada agente dispone de la ontologia general de planificación de Proyectos de Desarrollo Co-
operativo y el conocimiento parcial que percibe del contexto inicialmente.
Al nivel de grupo todos los agentes comparten una determinada estrategia de planificación,
que define el grado de riesgo que el grupo está dispuesto a asumir para alcanzar los objetivos del
proyecto. Todo el grupo participa en cada etapa del proyecto: Identificación de los Problemas,
Definición de los Objetivos, Generación de Planes Alternativos y Cálculo de Viabilidad.
Al nivel individual, cada agente dispone de una base de conocimiento de contexto sobre el
dominio del proyecto: problemas, consecuencias y causas; restricciones sociales, económicas,
tecnológicas e institucionales. Este dominio parcial es el utilizado en la identificación de los pro-
blemas centrales y en la definición de los objetivos específicos. Además, cada agente dispone de
una segunda base de conocimiento sobre el dominio de planificación. Este conocimiento integra
los dominios de la Planificación de Desarrollo Cooperativa, la Cualificación Priorizada y la Evo-
lución del Contexto. Dentro del conocimiento social se encuentran las diferentes estrategias de
acuerdo y consenso del grupo de agentes.
1.7 Principales Contribuciones
La principal contribución de la tesis es la definición de una ontologia para la Planificación de
Desarrollo Cooperativo, en donde un conjunto de modelos teóricos integra la planificación en
Inteligencia Artificial, con la Ingeniería de Proyectos aplicada a la Planificación y el estudio de
Sistemas Termodinámicos. Toda ontologia es de tipo composicional, la integración se obtiene
construyendo el cuerpo global desde los elementos que la componen. Éste es el motivo por el
cual la tesis ha sido estructurada a partir de lös elementos constitutivos de la ontologia. Por lo
tanto, el conjunto de contribuciones se pueden mostrar utilizando la misma estructura de la tesis.
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En el tema del Razonamiento sobre el Conocimiento, partimos de las teorías sobre lógicas
epistémicas con el modelo de los Mundos Posibles (MP), expuestas por (Hintikka, 1962; Hintik-
ka, 1986; Krípke, 1963; Levesque, 1984; Halpern & Moses, 1985; Halpern, 1986). Para definir
el Conocimiento Común partimos de los trabajos de (Moses, 1986). El Conocimiento Implícito
se define en (Halpern & Moses, 1984; Fagin et al., 1996). La Teoría del Contexto parte de (Mc-
Carthy, 1993; McCarthy, 1994; ) y se expansiona con la Adecuación de Teorías en (Bouquet,
1994a; Bouquet & Giunchiglia, 1994b).
Una introducción sobre la Inteligencia Artificial Distribuida (IAD) entendida como búsque-
da distribuida la encontramos en (Lesser, 1989). También observamos los sistemas de DAI como
sistemas de interacción mediante (Brazier étal., 1996; Singh, 1996). La Resolución de Proble-
mas Cooperativa (RCP), un caso específico de los sistemas DAI, està enfocado desde los plante-
amientos teóricos sobre el nivel social de conocimiento en un grupo de agentes (Jennings,
1992a) y los conceptos de compromiso y convención (Jennings, 1992b; Jennings, 1993; Wool-
dridge & Jennings, 1994a; Wooldridge & Jennings, 1994b), concluyendo en el concepto de
Agentes Sociales (Jennings & Campos, 1997).
Para resolver los problemas de la cualificación y la tendencia del contexto partimos de la
evolución de la Inteligencia Artificial en el campo de la planificación: el primer enfoque, deno-
minada Planificación Clásica, se basa en los intentos iniciales en planificación, el cual da un
principal interés al concepto de búsqueda (Slagle, 1971; Fikes & Nilsson, 1971; Sacerdoti, 1975;
Lifschitz, 1986; Washington, 1990; Cimatti et al., 1991; Currie & Tate, 1991; Soderland &
Weld, 1991; Fink & Veloso, 1992; Minton et al., 1994; Tate et al., 1994; Veloso & Stone, 1995).
El segundo enfoque, Ontologías de la Planificación, se presenta como un esfuerzo conjunto en
definirlos distintos elementos, relaciones, evaluaciones y control en el campo de la planificación
(Stefik, 1981; Georgeff & Lansky, 1986; Ginsberg, 1986; Ginsberg & Smith, 1988a; Hass, 1986;
Morgenstern, 1986; Georgeff, 1988; Tate, 1994), en este apartado se realizan verdaderos avances
en la representación de los conceptos de Acción y Tiempo (Alien, 1984; Shoham, 1986a; Sho-
ham 1987; Shoham , 1988; Allen & Ferguson, 1994; Vila, 1994; Zhang & Barringer, 1994), así
como los de agente planificador (Hayes et al., 1993; Haddaway & Hanks, 1994). El tercer enfo-
que, denominado Planificación con Incertidumbre, marca el interés sobre los conceptos de ries-
go e incertidumbre; dentro de este enfoque encontramos distintas propuestas para los distintos
problemas que generan la incertidumbre en la planificación: los problemas del Marco (Mc-
Carthy, 1969; Hanks & McDermott, 1986; McDermott, 1986; Shoham, 1986b) y de la Cualifica-
ción (McCarthy, 1977; Ginsberg & Smith, 1988b; Bouquet & Giunchiglia, 1994; Thielscher,
1996); información incierta (Etzioni et al., 1992); modelos estocasticos (Thiébaux et al., 1993;
Hertzberg & Thiébaux, 1994); planificación contingente (Pryor & Collins, 1996); eventos exter-
nos (Blythe, 1994); y finalmente, decisión con probabilidades (Hanks & McDermott, 1993;
Haddaway, 1994a; Haddaway, 1994b) y entropía (Plank, 1962; Nilssson, 1986; Kane, 1989;
Buck, 1991).
Junto al tema de la planificación con incertidumbre, partimos de los trabajos sobre Lógica
no clásica (Lukasiewicz, 1967; Rasiowa, 1974; Trillas, 1980; Hájek, 1985; Negoita, 1985; Gil,
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1990, Zimmermann, 1991; Lazzari et al., 1994; Llerenaet al., 1994; Malheiro et al., 1994; Ra-
mírez, 1994; Sales, 1996; Valverde, 1996) para la evaluación de las posibilidades de las distintas
situaciones posibles generadas durante la planificación.
En lo referente al concepto y desarrollo de ontologías, tanto a nivel general como aplicado a
planificación, partimos de los trabajos de Gruber (Gruber, 1993; Gruber, 1997), el proyecto On-
toLingua del KSL (Knowledge Systems Lab.) del SRI (Standford Research International), basa-
do en el lenguaje KIF (Genesereth, 1995), los trabajos del KRSL Plan Ontology Group (KRSL-
POG, 1995; KRSL-POG, 1996), el trabajo del Object Modelong Working Group (Doyle, 1995),
y la Ontologia de Planificación de Tate (Tate, 1994; Tate, 1995).
1.6 ONCIA
ONGIA es el prototipo informático que integra los modelos propuestos en la tesis. La composi-
ción de ONGIA es un conjunto de entidades, siendo cada una de ellas un agente cooperativo.
Cada agente dispone de la ontologia general de planificación de Proyectos de Desarrollo Co-
operativo y el conocimiento parcial que percibe del contexto inicialmente.
Al nivel de grupo todos los agentes comparten una determinada estrategia de planificación,
que define el grado de riesgo que el grupo está dispuesto a asumir para alcanzar los objetivos del
proyecto. Todo el grupo participa en cada etapa del proyecto: Identificación de los Problemas,
Definición de los Objetivos, Generación de Planes Alternativos y Cálculo de Viabilidad.
Al nivel individual, cada agente dispone de una base de conocimiento de contexto sobre el
dominio del proyecto: problemas, consecuencias y causas; restricciones sociales, económicas,
tecnológicas e institucionales. Este dominio parcial es el utilizado en la identificación de los pro-
blemas centrales y en la definición de los objetivos específicos. Además, cada agente dispone de
una segunda base de conocimiento sobre el dominio de planificación. Este conocimiento integra
los dominios de la Planificación de Desarrollo Cooperativa, la Cualificación Priorizada y la Evo-
lución del Contexto. Dentro del conocimiento social se encuentran las diferentes estrategias de
acuerdo y consenso del grupo de agentes.
1.7 Principales Contribuciones
La principal contribución de la tesis es la definición de una ontologia para la Planificación de
Desarrollo Cooperativo, en donde un conjunto de modelos teóricos integra la planificación en
Inteligencia Artificial, con la Ingeniería de Proyectos aplicada a la Planificación y el estudio de
Sistemas Termodinámicos. Toda ontologia es de tipo composicional, la integración se obtiene
construyendo el cuerpo global desde los elementos que la componen. Éste es el motivo por el
cual la tesis ha sido estructurada a partir de los elementos constitutivos de la ontologia. Por lo
tanto, el conjunto de contribuciones se pueden mostrar utilizando la misma estructura de la tesis.
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Capítulo 3. Identificación de problemas centrales en Proyectos de Desarrollo por el grupo
de agentes cooperativos.
La identificación de los problemas centrales en proyectos de desarrollo requiere la coope-
ración de todos los agentes del grupo, cada uno de ellos con un conocimiento parcial del
contexto, teniendo en cuenta el conocimiento común y el implícito del grupo. Cada agen-
te en ONGIA dispone de un conocimiento parcial del contexto, definido por una teoría
principal y un conjunto de reglas puente que la conectan con otras teorías relacionadas.
Los hechos definidos a priori en la teoría son conocimiento.
El conocimiento común es el conocimiento que es igual en todos los agentes del grupo (o
un subgrupo), es decir, un problema central es igual a la causa común de los subproble-
mas planteados al grupo (subgrupo). El conocimiento implícito es el conocimiento dis-
tribuido entre los agentes del grupo que define las causas de un problema identificado
(cada teoría puede establecer diferentes causas).
ONGIA genera, a partir de los conocimientos parciales de los diferentes agentes del
grupo, la lista de problemas centrales, ordenados por na de agentes identificadores, del
proyecto de desarrollo.
Capítulo 4. Definición de los objetivos centrales y generación de los planes abstractos al-
ternativos para el Proyecto de Desarrollo por el grupo de agentes cooperativos.
A partir de la lista de problemas centrales se debe generar la lista de objetivos centrales y
un conjunto de planes alternativos solución. El primero define los subobjetivos que se
deben resolver en el proyecto de desarrollo; el segundo resuelve cada uno de los subobje-
tivos planteados.
Así como la lista de problemas define los estados actuales del contexto, la definición de
la lista de objetivos centrales explicita los estados futuros a los que se quiere llegar. En
ONGIA se define un conjunto de problemas a resolver, compuestos por el estado inicial
y el estado final; cada uno de estos problemas son analizados por el grupo de agentes
para, mediante el conocimiento implícito del grupo, obtener el conjunto de planes alter-
nativos a nivel abstracto.
Para llegar a un compromiso entre el grupo de agentes, el grupo evalúa el coste y benefi-
cio conjunto del grupo, así como el de cada agente al que se le asigna una tarea. Del con-
junto de planes alternativos se obtiene, mediante el filtro de las evaluaciones descritas, un
subconjunto de planes con compromiso en los que se establece un convenio entre el
grupo de agentes para asegurar su ejecución. ONGIA genera los planes alternativos me-
diante planificación abstracta.
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Capítulo 5. Cálculo de la viabilidad de los planes alternativos mediante cualificación
priorizada y análisis de la tendencia del contexto mediante la entropía de las situacio-
nes posibles y aumento de la seguridad del plan mediante acciones sensoriales y condi-
cionales.
Para seleccionar el plan alternativo que mejor nos asegure la obtención del objetivo espe-
cífico planteado, debemos realizar una descomposición de cada plan alternativo estudian-
do todos los factores letales presentes en el contexto del proyecto.
ONGIA descompone cada tarea del plan abstracto en planes detallados, estudiando tanto
los efectos necesarios, como los disyuntivos y los laterales (letales). De esta manera, ge-
nera todas las situaciones posibles tras la ejecución de una acción. ONGIA permite la de-
finición de las precondiciones y condiciones de ejecución de los subconjuntos descritos
mediante una sintaxis descendiente de la del sistema STRIPS. También permite la defini-
ción de comportamientos (acciones especializadas por el tipo de argumento al que se
aplican).
Una vez generadas todas las situaciones posibles, tras la ejecución de una acción en la si-
mulación de un plan detallado, se debe poder establecer cuál será la tendencia del contex-
to; y en el caso de no llegar al grado de seguridad deseado, especificar las acciones adi-
cionales apropiadas para incrementar la seguridad del plan.
ONGIA establece la tendencia del contexto como la situación posible con mayor entro-
pía. Una vez establecida la tendencia, estudia que acciones adicionales se pueden añadir
al plan para incrementar la certidumbre de la situación posible establecida, teniendo en
cuenta: la estrategia del grupo (conservadora, moderada, arriesgada) y la energía interna
del sistema (recursos disponibles y energía de los agentes). Una vez generados todos los
planes específicos, ONGIA escoge aquel que presenta un menor desorden y menor dis-
tancia al objetivo.
Capítulo 6. Definición de la ontologia de Planificación de Desarrollo Cooperativo.
Para los modelos de Identificación de Problemas, Definición de Objetivos, Generación de
Planes Alternativos, Tendencia de las Situaciones Posibles; y Cualificación Priorizada; es
necesario un modelo de evaluación que permita la utilización de razonamiento aproxima-
do y el manejo de la incertidumbre.
ONGIA está compuesto por los tres niveles de una ontologia: Estructural y Asociativo;
Semántica de la Verdad y Semántica de Prueba (procesos de evaluación y de control).
Los tres niveles se describen e integran en este capítulo.
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1.8 Estructura de la Tesis
La tesis ha sido estrcuturada con el objetivo de ir adentrándose en el problema de la incertidum-
bre en Proyectos de Desarrollo a partir de las fases de la planificación. A partir de esta estructu-
ra, en la que se identifican los distintos problemas que generan la incertidumbre dentro de cada
fase, se proponen soluciones que irán formando parte de una ontologia de Planificación de Desa-
rrollo Cooperativa.
Capítulo 2: Inicialmente se hace un recorrido histórico de los Proyectos de Desarrollo. Se
describen las fases que componen un Proyecto de Desarrollo. Se analizan las distintas
metodologías utilizadas en este campo (Enfoque del Marco Lógico, Planificación Orien-
tada a Objetivos) y se identifican las deficiencias de dichas metodologías respecto al tra-
tamiento de la incertidumbre. Finalmente se especifican los problemas a resolver en la
presente tesis.
Capítulo 3: Se describen y analizan los antecedentes en IA sobre las teorías de Agentes In-
teligentes y el razonamiento sobre el conocimiento (Mundos Posibles, Conocimiento
Común y Distribuido, Teoría del Contexto); se define la arquitectura de los agentes en
Planificación de Desarrollo Cooperativo.
Capítulo 4: Se presentan y analizan los antecedentes de la Resolución Cooperativa de Pro-
blemas y la teoría de Agentes Sociales. A partir de los cuales, se define el Nivel Social de
un sistema de Planificación Cooperativa.
También se analizan en este capítulo los antecedentes de la Planificación Clásica en lo re-
ferente a la abstracción de planes (Planificación Jerárquica o Abstracta) y se define el
proceso de generación de planes alternativos a nivel abstracto, teniendo en cuenta los ni-
veles cooperativo y social.
Capítulo 5: Se analiza una serie de antecedentes en el tratamiento de la cualificación y on-
tologías propuestas en el campo de la planificación en IA. Se define una sintaxis para re-
presentar acciones y un método para priorizar las cualificaciones, de manera que se pue-
dan tener en cuenta todas las situaciones posibles generadas a partir de la teoría de un
agente. Se analizan y comentan los tres modelos principales utilizados para entender la
tendencia del contexto: Platónico, Probabilistico y Termodinàmico. Se recupera el mode-
lo Termodinàmico, conectándolo con las Situaciones Posibles definidas en el modelo de
la Tendencia del Contexto.
Capítulo 6: Se integran las ideas desarrolladas en los capítulos 3, 4 y 5 y se define toda la
ontologia de Planificación de Desarrollo Cooperativo. Se definen los elementos del nivel
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estructural y asociativo, la semántica de prueba, así como los procesos de cada fase de la
PDC.
Capítulo 7: Se muestran las conclusiones de la tesis y se presentan futuras líneas de trabajo
en el campo de la Planificación de Desarrollo Cooperativo.
Anexo A: Se presenta la metodología de Planificación de Desarrollo Cooperativo para su
utilización como marco global de un Proyecto de Cooperación y Desarrollo, indicando en
cada fase los pasos a realizar, las entradas y salidas,
Anexo B: Se muestran los formularios utilizados por algunas ONGDs para la evaluación de




Al hablar de desarrollo, hablamos de un conjunto de dinámicas sociales, económicas y políticas.
La integración de dichas dinámicas en una acción coherente es el objetivo de los Proyectos de
Desarrollo (PDs).
Las ONGDs son las entidades que apoyan y ayudan a llevar a cabo las acciones de desarro-
llo, ocupando un lugar importante en las relaciones sociales y políticas. Los elementos de un
Proyecto de Desarrollo (actores, problemas, objetivos, fases y metodologías) es la base de toda
Acción de Desarrollo. En este capítulo realizamos un estudio y análisis de dichos conceptos,
mostramos las deficiencias de las metodologías actuales, y finalmente, definimos las líneas de
nuestro trabajo para mejorar dichas deficiencias.
2.1 Introducción
En toda Acción de Desarrollo se pueden diferenciar tres niveles de función: la acción local, el
apoyo a la acción y la financiación. Estos tres niveles de función forman el esqueleto de la ac-
ción, que a su vez, se identifican los tres tipos de actores principales. Es importante que los tres
niveles de función se realicen conjuntamente por los tres tipos de actores para conseguir que la
envergadura de la acción transcienda de lo puramente local (geográfica y temporalmente). De
esta manera es como en la actualidad las ONGDs de fínanciamiento han adquirido un papel rele-
vante en la sociedad.
Un buen análisis de los marcos social, económico y político en el contexto del proyecto, así
como de las relaciones entre los distintos actores, ayuda a definir de manera realista los proble-
mas y objetivos del proyecto. Del mismo modo, explicitar las fases y responsabilidades de los
distintos actores mediante consenso ayuda a la cooperación y consecuentemente, asegura la ob-
tención del objetivo.
2.1.1 Los actores
Los actores de un Proyecto de Desarrollo son aquellas personas, grupos y entidades (materiales
o abstractas) que forman parte directa o indirecta del proyecto. La clasificación que realizamos,
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a partir de una ampliación1 de (Beaudoux et al. 1992), se divide en:
Actores de acción. Son aquellos actores que se encuentran en el contexto local del proyec-
to.
• Organizaciones de representación: son las responsables de representar a sus miembros
en la negociación con otros actores de acción o de apoyo.
• Comunidades: tienen una función más amplia que las organizaciones de representación,
ya que pueden realizar la función de representación y administrar los bienes comunes del
grupo.
• Asociaciones: son más limitadas que los grupos anteriores, ya que son de tipo volunta-
rio.
• El Medio Ambiente': es una entidad abstracta que establece las restricciones de tipo
ecológico sobre el objetivo del proyecto.
• Otras Acciones de Desarrollo ' : son otras acciones que se realizan en el mismo contexto
local al proyecto, que pueden generar conflictos o beneficios al proyecto actual.
Los actores de acción son subtipos de los tipos:
• Beneficiarios directos: son los actores que reciben directamente los beneficios de
la acción de desarrollo.
• Beneficiarios indirectos: son los actores que reciben de manera indirecta los bene-
ficios de la acción.
• Excluidos: son los actores que quedarán perjudicados tras la realización de la ac-
ción de desarrollo.
Actores de apoyo. Son aquellos organismos que se encargan de prestar un apoyo especia-
lizado a los actores de acción.
• ONGDs locales: son ONGDs especializadas en una actividad o en una área determina-
das. Prestan servicios de muchos tipos (legal, tecnológico, formación, etc) y hacen de fil-
tro identificando y seleccionando las acciones más viables. También hacen de interlocu-
tor entre los actores de acción y las ONGDs de financiamiento.
• Instituciones privadas: son instituciones locales que desempeñan un papel importante en
el contexto local, teniendo mucho peso, tanto de tipo social, como económico o político.
1
 Los actores añadidos se indican por f-
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• Administración Pública: son las instituciones que definen las restricciones legales o
ayudas al objetivo del proyecto.
• La Tecnología': es una entidad abstracta que establece las limitaciones o potencialida-
des del objetivo del proyecto a nivel tecnológico.
Actores de ayuda. Son las ONGDs externas que prestan una ayuda específica a los actores
de apoyo.
• ONGDs de financiación: son los organismos de los países desarrollados que disponen
de los medios económicos para apoyar las acciones de las ONGDs locales del Tercer
Mundo.
• ONGDs de ayuda técnica: son ONGDs de paises desarrollados especializadas en temas
tecnológicos. Estas ONGDs aportan ayudas a las ONGDs locales o realizan ellas mismas
acciones de desarrollo en el Tercer Mundo.
• Los Estados del Norte: realizan una política de cooperación con las ONGDs de ayuda,
cofinanciando la mayoría de las acciones de desarrollo.
En la Figura 2.1 se muestra las relaciones entre los diferentes actores del proyecto y los ni-
veles de función (tipo actor).
Figura 2.1: Los actores del proyecto.
Las organizaciones de representación, las comunidades, las asociaciones, el Medio Ambien-
te y otras acciones de desarrollo pueden tener un papel de beneficiarios directos, beneficiarios
indirectos o excluidos.
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Los actores son las entidades sujeto y objeto del proyecto, es decir, son las que participan di-
rectamente en el proyecto y las que sufren o se benefician de él. El conjunto de actores identifi-
cados no es una propiedad variable a lo largo de las fases del proyecto; ellos deben formar parte
activa de todo el ciclo de vida del proyecto.
2.1.2 Fases del Proyecto de Desarrollo
Los Proyectos de Desarrollo son de acción enfocada, es decir, a menudo la acción de desarrollo
parte de la solicitud particular de algún actor o grupo de actores. Dicha solicitud es por lo gene-
ral ambigua, definida por los deseos e ideas del actor/es demandante/s.
Las fases generales de los Proyectos de Desarrollo son: Identificación de los actores, Identi-
ficación de los problemas, Definición de los objetivos, Viabilidad del proyecto, Programación
del plan, Seguimiento de la ejecución y Evaluación de los resultados. Las fases que definen la
naturaleza de los Proyectos de Desarrollo, a diferencia de otro tipo de proyectos, son las de
Identificación de los actores, Identificación de los problemas y Definición de los objetivos, al
nivel de la dificultad de llegar a un consenso y la incertidumbre de la información inicial; y la
Viabilidad del proyecto, al nivel de realizar una predicción acertada del comportamiento dinámi-
co del proyecto y su contexto.
Una descripción detallada de las fases de los Proyectos de Desarrollo es:
Identiñcación de los actores. En esta fase se identifican todos los actores relacionados di-
recta o indirectamente con el proyecto, teniendo en cuenta la clasificación del apartado
2.1. Durante este proceso aún no se pueden identificar las clases de beneficiario directo,
beneficiario indirecto o excluido, ya que dichas clases dependen de la definición del obje-
tivo central y su relación con cada actor.
Identificación de los problemas. En esta fase el conjunto de actores explicitan los proble-
mas que perciben del estado actual e intentan encontrar la causa global de éstos. Los pro-
blemas se describen como estados negativos, no como deseos. La herramienta más utili-
zada en esta fase es el Árbol de Problemas.
Definición de los objetivos. El conjunto de actores construye un Árbol de Objetivos a par-
tir de la negación de los componentes del Árbol de Problemas.
Viabilidad del proyecto. Se estudia la viabilidad técnica, organizativa, política, económica,
social y ambiental del objetivo específico.
• Viabilidad técnica: posibilidad de realización del objetivo y capacidad de los actores de
acción para adaptarse a la técnica.
• Viabilidad organizativa: capacidad organizativa de los actores de acción.
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• Viabilidad política: sentido favorable o neutro del contexto político.
• Viabilidad económica: perdurabilidad y rentabilidad de la acción de desarrollo.
• Viabilidad social: posibles cambios de la estructura social que puede crear la acción de
desarrollo.
• Viabilidad ambiental: desequilibrios generados en el ambiente.
Programación del plan. En esta fase se describen las tareas a realizar para conseguir el ob-
jetivo. El plan se compone de las metas y las acciones que las resuelven, junto a la pro-
gramación de dichas acciones. Una de las herramientas más utilizadas es la Ficha de Ac-
ción.
Seguimiento de la ejecución. Es el proceso de evaluación continuada de las acciones del
plan. Su objetivo es el de adaptar cada acción a la circunstancia actual en el caso de sufrir
un desvío de su meta. Es un medio de control y de gestión. El seguimiento se debe reali-
zar por los tres niveles de función.
• Nivel de acción: los actores de acción deben averiguar si cada acción asignada cumple
con la programación establecida y sí los efectos de éstas son los esperados.
• Nivel de apoyo: los actores de apoyo deben vigilar el buen funcionamiento de las accio-
nes asignadas y prestar las herramientas de seguimiento adecuadas a los actores de ac-
ción.
• Nivel de ayuda: los actores de ayuda deben procurar que las acciones de desarrollo fi-
nanciadas evolucionen de forma regular y estar en contacto continuo con los actores de
apoyo.
Evaluación de los resultados. Es el proceso de análisis en profundidad de la distancia de
los resultados obtenidos respecto a los resultados esperados. Hay de tres tipos: a) externa,
que se realiza por actores externos a la acción de desarrollo que han sido contratados por
los actores de ayuda; b) interna, realizada por los actores de acción con la ayuda de los de
apoyo; c) mixta, realizada por los actores de acción con la ayuda de los externos.










Figura 2.2: Fases de un proyecto de desarrollo.
2.2 Metodologías de planificación en Proyectos de Desarro-
llo
Una vez clasificados los tipos de actores participantes en los tres niveles de función y descritas
las fases del proyecto, es necesario realizar un repaso a las metodologías más utilizadas dentro
del ámbito de las acciones de desarrollo: el Enfoque del Marco Lógico y la Planificación Orien-
tada a Objetivos. La función principal que cumplen dichas metodologías es enfocar/orientar la
acción de desarrollo a los objetivos colectivos del grupo de actores.
2.2.1 EML. Enfoque del Marco Lógico
El Enfoque del Marco Lógico (LFA, Logical Framework Approach ) es un método de planifica-
ción de proyectos de desarrollo elaborado por la US. AID a finales de los años sesenta (NORAD,
1990; IUDC, 1993).
El EML es una herramienta para planificación y gestión de proyectos orientada a objetivos.
La finalidad inicial del EML era conseguir un análisis sistemático y lógico de los elementos
clave del proyecto, junto a una mejora del entendimiento y comunicación entre los distintos par-
ticipantes.
El EML se apoya en la clarificación de la participación, el enfoque de los objetivos a los pro-
blemas y en un buen análisis del entorno local del proyecto. En el Enfoque del Marco Lógico se
considera que la adecuada realización de un proyecto es la consecuencia de un conjunto de rela-
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Figura 23: Los elementos y relaciones causales del EML.
En el EML se realizan las asumciones: a) los recursos disponibles son los necesarios para la
realización de cada actividad; b) los resultados están determinados lógicamente de la ejecución
de cada actividad; c) los resultados obtenidos resuelven el objetivo específico y finalmente; d) el
objetivo específico potencia el objetivo global. Todo ello teniendo en cuenta el comportamiento
incierto del contexto mediante los denominados factores externos.
El Taller EML es la herramienta que reúne la metodología de planificación orientada al
marco lógico. Sus fases son:
Análisis de la participación. En esta fase se realiza la identificación de las personas, gru-
pos e instituciones implicados directa o indirectamente con el proyecto. Los pasos a reali-
zar son:
• Identificación de la participación: se identifican todos los agentes, grupos e institucio-
nes relacionados con el proyecto.
• Categorización de la participación: se clasifican los agentes involucrados según las ca-
tegorías de beneficiario directo, beneficiario indirecto y excluido.
• Análisis de las relaciones: se analizan los intereses, potenciales y relaciones entre los
distintos agentes (cooperación, dependencia).
• Priorización: se realiza una priorización de los intereses para tenerlos en cuenta en el
Análisis de los Problemas.
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Análisis de los problemas. En esta fase se genera el denominado Árbol de Problemas, que
será la base para definir los objetivos del proyecto.
• Identificación de los problemas: se explicitan los estados negativos que existen en la ac-
tualidad. No se pueden definir estados futuros o deseos.
• Identificación del problema focal: se llega a un acuerdo sobre cuál es el problema cen-
tral (común) del proyecto.
• Identificación de causas: se linean por debajo del problema focal todas aquellas causas
sustanciales y directas que lo generan.
• Identificación de los efectos: se linean por encima del problema focal todos aquellos
efectos sustanciales y directos que son consecuencia de él.
• Construcción del Árbol de Problemas: se construye un árbol causal con el problema
focal, las causas y efectos definidos en los pasos anteriores.
Análisis de los objetivos. En esta fase se genera el Árbol de Objetivos, que definirá el
marco global del proyecto, delimitando los resultados que se deberán obtener por el equi-
po de acción.
• Transformación de los problemas en objetivos: se convierten todos los problemas (pro-
blema focal, causas y efectos) a forma positiva.
• Análisis de medios y fines: se analizan las relaciones causa-efecto apropiadas para con-
vertirse a relación medio-fin. Puede ser que algunas relaciones no se puedan convertir,
forzando la reformulación de los problemas originales.
• Contrucción del Árbol de Objetivos: se construye un árbol causal con el objetivo especí-
fico, subobjetivosy consecuencias. Se pueden eliminar aquellos objetivos que puedan pa-
recer irreales o innecesarios, o añadir subobjetivos adicionales.
Análisis de las alternativas. En estafase se definen las distintas soluciones alternativas que
pueden convertirse en la estrategia del proyecto.
• Identificación de alternativas: se transforman las ramas medios-finés del Árbol de Obje-
tivos en alternativas del proyecto.
• Selección de la alternativa más viable: se estuadia la viabilidad de las distintas alternati-
vas a partir del coste-beneficio, probabilidad de éxito y riesgos sociales.
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• Introducción de criterios adicionales: en el caso de no haber llegado a un acuerdo en el
paso anterior, se introducen criterios adicionales de factibilidad y se transforma en lo ne-
cesario el Árbol de Objetivos.
Definición de los elementos del proyecto. En esta fase se construye la Matriz del Proyecto,
que será la guía durante la ejecución del proyecto.
• Definición del objetivo global y el objetivo específico: se identifican en el Árbol de Ob-
jetivos transformado el objetivo a largo plazo y los efectos esperados del proyecto.
• Definición de los resultados y actividades: se identifican en el Árbol de Objetivos los
subobjetivos que el equipo de acción debe lograr y las acciones que los garantizarán.
• Definición de los recursos: se definen los recursos necesarios para la ejecución de cada
acción.
Análisis de los factores externos. En esta fase se explicitan las condiciones externas al
control que deben existir para que el proyecto tenga éxito.
• Análisis a nivel de actividad: se realiza un análisis de los hechos adicionales que deben
cumplirse para la satisfactoria pre-ejecución de cada actividad (acción).
• Análisis a nivel de resultados y objetivos: se analizan las condiciones adicionales que
deben cumplirse para obtener el resultado determinado de cada acción, comparándolo
con el resultado esperado.
• Evaluación de los factores externos: se evalúan los factores externos en todos los nive-
les mencionados por su grado de probabilidad, describiéndolos como condiciones positi-
vas. Todos aquellos factores externos que no dispongan de un grado de probabilidad
aceptable se califican como factores letales y se replantea el Árbol de Objetivos.
2.2.2 ZOPP. Planificación Orientada a Objetivos
El método ZOPP (GTZ, 1987; Fernández, 1989) parala planificación de proyectos de desarrollo,
sigla de Zielorientirte Projekplanung (Planificación Orientada a Objetivos), fue introducido ofi-
cialmente en 1983 por la Deutsche Gesellschaftfiir Technische Zusammenarbeit (GTZ), orga-
nismo colaborador del Ministerio Federal de Cooperación Económica alemán.
La finalidad del ZOPP era obtener una definición precisa y realista de los objetivos, junto a
una mejora de la comunicación y cooperación; todo ello a través de una planificación conjunta
entre todos los miembros del proyecto.
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Las fases del ZOPP se basan en los principios de consenso, análisis del problema central y
orientación por objetivos.
Análisis de la participación. El objetivo de la primera fase es tener una vista global de
todos los participantes del proyecto. Los pasos a seguir son:
• Identificación de los grupos y agentes: se identifican todos los organismos, grupos y
personas que se encuentran relacionados directa o indirectamente con el proyecto o su
área de influencia.
• Categorización de los grupos y agentes: se clasifican los participantes identificados en
el paso anterior según las categorías beneficiario directo, beneficiario indirecto. Se identi-
fican las relaciones existentes entre las distintas categorías (presión, submisión, etc).
• Estudio de cada agente: se analiza cada agente, grupo u organismo de forma más preci-
sa.
• Análisis de las consecuencias: se analizan las consecuencias que las relaciones entre los
distintos agentes pueden generar, y se evalúa la implicación en el buen desarrollo del pro-
yecto.
Análisis de los problemas. El objetivo de la segunda fase consiste en llegar a un consenso
en la definición del problema central. Los pasos son:
• Identificación de problemas: cada miembro del equipo de desarrollo expresa, como es-
tado negativo y de forma abstracta, el que considera el problema central.
• Obtención del consenso: este paso se repite las veces necesarias para obtener la defini-
ción de un problema central común. El proceso consiste en ordenar los problemas pro-
puestos según la relación causa-efecto y llegar a un acuerdo a partir de la nueva visión
del problema.
• Análisis de causas y efectos: una vez identificado el problema central (no tiene porque
existir únicamente uno), colocar las causas directas y esenciales debajo del problema cen-
tral en distribución paralela. Los efectos principales y directos se colocan encima del pro-
blema central con la misma distribución (Árbol de Problemas).
Análisis de los objetivos. El objetivo de la tercera fase es definirei estado objetivo que se
quiere obtener mediante un conjunto de acciones sobre el problema central. Los pasos
que la componen son:
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• Reformulación de los problemas: todos los problemas definidos en la fase anterior (cau-
sas, problema central, efectos) se expresan como estados positivos. El problema central
ya no se destaca como tal en las siguientes fases.
• Análisis de medios y fines: una vez generado el conjunto de objetivos se estudia las pa-
rejas de relación causa-efecto para convertirlas en medio-fin. No todas las parejas pueden
convertirse a esta relación (Árbol de Objetivos).
Análisis de las alternativas. En la cuarta fase se intenta identificar el conjunto de solucio-
nes alternativas que pueden convertirse en la estrategia del proyecto.
• Generación de soluciones: la generación de soluciones alternativas se realiza mediante
la identificación de las ramas medios-finés del Árbol de Objetivos.
• Evaluación de las soluciones: las distintas ramas seleccionadas son evaluadas según los
parámetros de disponibilidad de recursos, probabilidad de alcanzar el objetivo central,
riesgo social, factibilidad política, etc.
Matriz de planificación del proyecto. La última fase es el resumen integral de los aspectos
esenciales del proyecto. Los distintos aspectos del proyecto se dividen en una matriz de
cuatro columnas.
• Resumen de objetivos/actividades: en esta columna se especifica la finalidad del pro-
yecto, el objetivo central del proyecto, los resultados (definidos como hitos), requisito de
la obtención del objetivo central, y las actividades que asegurarán dichos resultados.
• Supuestos importantes: en esta columna se indican los factores externos al control del
proyecto que son necesarios para la obtención del objetivo superior, objetivo central, re-
sultados y actividades. Los supuestos se estudian como condiciones positivas adicionales.
En el caso de ser improbables se les denomina supuestos letales, forzando la modifica-
ción de la estrategia de solución.
• Indicadores: en esta columna se especifican los indicadores objetivos de la medida a la
que se ha llegado en los resultados, actividades, objetivo central y objetivo superior.
• Fuentes de verificación: en esta columna se indican cuáles son las fuentes de informa-
ción y agentes encargados para el seguimiento de los indicadores.
El riesgo total del proyecto comprende los riesgos de los resultados como las consecuencias
de las condiciones básicas para la ejecución de las actividades. Los supuestos letales o no, cum-
plen un papel importantísimo en la definición de las alternativas solución.
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La estrategia utilizada en el ZOPP es claramente conservadora; en el caso de encontrar un
supuesto letal, se elimina automáticamente la solución alternativa relacionada con él.
2.3 Problemas con las metodologías existentes
En este apartado vamos a realizar un análisis de los problemas intrínsecos en las metodologías
EML y ZOPP. Los problemas que identificaremos son comunes a ambos métodos.
En la Tabla 2.1 se muestran los conceptos utilizados en el EML y el ZOPP que analizaremos
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Tabla 2.1: Conceptos del EML y el ZOPP en el análisis.
2.3.1 Problemas de la identificación de los problemas
Tanto en el EML, como en el ZOPP, la fase de Identificación de los Problemas comienza con la
descripción de un conjunto de problemas por los actores involucrados. Una vez expuestos, se ge-
nera un árbol causal de los problemas y se selecciona por acuerdo del grupo el que se considera
el problema central. Posteriormente se enlaza dicho problema con sus causas y efectos.
En dicho proceso observamos las siguientes deficiencias:
Clasificación a priori de los tipos de actores. La clasificación de los actores se realiza
antes que la identificación de los problemas, cuando cada tipología es consecuencia de la
priorización de los problemas centrales.
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Definición ambigua del problema central. No hay un criterio racional para la identifica-
ción del problema central en el árbol causal de problemas. La definición de "acuerdo"
queda totalmente abierta a cualquier interpretación.
Falta de claridad en la clasificación de causas y efectos. No hay una jerarquía clara de las
causas y efectos. Tampoco existe una sensible diferencia entre las causas directas y las
sustanciales, uniéndolas todas en el nivel inmediato al problema central. El mismo pro-
blema sucede con los efectos.
Las dos últimas deficiencias presentes en la fase de Identificación de los Problemas son de
tipo epistemológico, y dentro de este campo, pertenecientes al conocimiento distribuido en un
grupo de agentes.
El conocimiento de cada actor es un conocimiento parcial del contexto local del proyecto.
Cuando un actor describe un problema existente, lo que está haciendo es una descripción de un
estado negativo, que no tiene porque ser el estado que define el problema central; puede ser tan
sólo una consecuencia directa de éste, una consecuencia secundaria, terciaria, etc.
Por otro lado, cada actor está describiendo un estado negativo a partir de la teoría interna
que él tiene del contexto local del proyecto; entendiendo por teoría el conjunto de hechos que el
actor conoce, las reglas lógicas pertenecientes a su dominio de conocimiento, y las reglas de in-
ferencia que su lógica interna utiliza para poder generar o demostrar conclusiones.
La teoría interna limita a cada actor acerca del entendimiento de todas las relaciones causa-
les del proyecto, sin embargo, dicha limitación puede ser reducida mediante una colaboración
entre el conjunto de teorías de los actores.
Los dos factores descritos nos muestran que en el caso de existir un problema central, éste
puede ser uno de los problemas existentes descritos por cada actor o una causa directa o indirec-
ta de ellos. En ambos casos, éste debería ser el estado negativo, consecuencia o causa, común a
todas las demostraciones realizadas por los actores involucrados; sin embargo, puede suceder
que no se llegue a encontrar un estado negativo común, o que paralelamente a él, existan otros
estados negativos que no dispongan de una causa común.
A partir de lo expuesto, la definición del problema central podría ser una única causa común
o la unión de una lista de causas particulares ordenadas por cantidad de actores que las han iden-
tificado, a partir de las demostraciones de los estados negativos expuestos por el grupo de acto-
res, incluyendo demostraciones realizadas en colaboración por un conjunto de actores.
Las figuras 2.4, 2.5 y 2.6 muestran los tres casos. El resultado en todos es una lista de causas
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Figura 2.4: El problema central como causa común.
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Figura 2.6: El problema central mediante colaboración de teorías.
En los tres casos debe existir un observador del grupo, encargado de establecer las relacio-
nes de intersección, unión o anidamiento entre las distintas demostraciones realizadas por los ac-
tores.
Una vez obtenido el problema central, como causa común, unión de causas o colaboración
de teorías, se pueden realizar las clasificaciones de los actores qué previamente han sido identifi-
cados cómo agentes involucrados en el proyecto. Para establecer dichas clasificaciones es nece-
sario la utilización de parámetros de beneficio-perdida relacionados con la aceptación o la desca-
lificación de las distintas causas identificadas.
A partir de las valoraciones individuales de beneficio-perdida se puede establecer qué acto-
res ganan o pierden si se decide resolver, o no, una causa identificada, con lo que obtenemos la
clasificación de los beneficiarios directos, beneficiarios indirectos y los excluidos.
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• Beneficiario directo: es aquel actor que recibe un beneficio al ser resuelta una causa
perteneciente a su teoría interna (causa común o unión de causas).
• Beneficiario indirecto: es aquel actor que recibe un beneficio al ser resuelta una causa
de su teoría interna, y ésta es consecuencia de una causa perteneciente a la teoría de otro
actor (colaboración de teorías).
• Excluido: es aquel actor que sufre pérdidas al resolverse todas las causas identificadas.
Por último, para la descripción final del problema central es necesaria la definición de una
estrategia social (relacionada únicamente con los aspectos de coordinación y acuerdo del grupo
de actores) que explicite un acuerdo en la selección de las causas identificadas. La lista obtenida
tras el filtro de la estrategia social será la lista definitiva que describirá el problema central del
proyecto.
La estrategia social que se utilice para filtrar las causas identificadas ha de tener en cuenta
un equilibrio de beneficio-perdida entre el grupo de actores y cada actor al decidir resolver cada
causa. La condición estará expresada por:
(BG\fPGvBAvPA)*(BG>CAvBA>CG)
siendo
BG Beneficio del Grupo si se resuelve la causa.
PG Pérdida del Grupo si no se resuelve la causa.
BA Beneficio del Agente si se resuelve la causa.
PA. Pérdida del Agente si no se resuelve la causa.
CG Coste de Cooperación del grupo para resolver la causa.
CA Coste de Cooperación del agente para resolver la causa.
BG' Beneficio del resto del grupo si se resuelve la causa.
CG' Coste de Cooperación del grupo para resolver la causa.
2.3.2 Problemas de la definición de objetivos
La fase de Definición de Objetivos, en el EML y el ZOPP, es la conversión del Árbol de Proble-
mas en el Árbol de Objetivos. El proceso consiste básicamente en transformar los estados nega-
tivos en positivos, para posteriormente, analizar las relaciones medios-finés del Árbol de Objeti-
vos generado.
Existe un problema muy importante en el enfoque mostrado por el EML y el ZOPP:
La negación de la causa no implica la negación de la consecuencia. Éste problema es de-
bido a la errónea evaluación de la conectiva lógica de implicación, consistente en creer
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que si un antecedente implica una consecuencia, su negación la niega. En lógica esta afir-
mación no es del todo cierta, ya que tanto la afirmación como la negación del antecedente
pueden implicar la afirmación de la consecuencia. En la tabla 2.2 se muestra la tabla de
















Tabla 2.2: Tabla de verdad de A -> B.
El error cometido en afirmar que la negación de la causa siempre niega la consecuencia se
basa en presumir que la consecuencia no puede existir por sí misma, debe haber una conexión
implícita entre la causa y la consecuencia.
Desde nuestro punto de vista, el tratamiento que se realiza sobre los objetivos en el EML y
el ZOPP puede ser adecuado, siempre que no se tengan en cuenta los objetivos generados como
estrategias de solución del proyecto.
El proceso de generación de soluciones alternativas debe ser un proceso adicional para crear
planes para la obtención del estado objetivo a partir del estado inicial del proyecto.
A partir de lo expuesto, el análisis de medios y fines no es oportuno en la fase de Definición
de Objetivos, siendo adecuada su ejecución en la fase de Generación de Soluciones Alternativas.
2.3.3 Problemas de la generación de soluciones alternativas
En la fase de Generación de Soluciones Alternativas el EML y el ZOPP identifican las ramas
medios-finés del Árbol de Objetivos como las posibles estrategias de solución del proyecto. Pos-
teriormente se realiza un estudio de viabilidad de cada alternativa a partir de los factores técni-
cos, económicos, sociales, etc.
Como ya hemos indicado en el apartado 2.3.2, las conexiones causa-consecuencia del Árbol
de Objetivos no tienen porque tener una transformación directa a conexiones medio-fin. Desde
nuestro punto de vista, el Árbol de Problemas y el Árbol de Objetivos definen en colaboración
los problemas del proyecto, descritos por los estados inicial y final; siendo las diferentes estrate-
gias de solución los planes que resuelvan cada uno de los problemas descritos. Con este nuevo
enfoque, la fase de Generación de Soluciones Alternativas se describe por los pasos:
Descripción de los problemas del proyecto. Se genera la lista de problemas del proyecto a
partir de la lista de problemas centrales, cada uno de ellos descrito por el estado inicial y
el estado final, obtenidos del Árbol de Problemas y el Árbol de Objetivos respectivamen-
te.
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Generación de los planes alternativos. Se generan todos los planes alternativos que resuel-
ven cada uno de los problemas. Los planes son descritos a un nivel abstracto (nivel de ta-
reas).
Acuerdo en la elección de las soluciones. Se evalúan los diferentes planes generados a par-
tir de una estrategia social (al igual que en el apartado 2.3.1) que, mediante acuerdo en el
grupo de actores, genere un compromiso de ejecutar cada solución elegida.
En el nuevo proceso de Generación de Planes Alternativos los planes se describen a un
nivel abstracto, es decir, se realizan una serie de asumciones generales que posteriormente serán
estudiadas al nivel de detalle en la fase de Viabilidad de las Soluciones.
Los distintos planes alternativos se generan a nivel cooperativo entre todos los actores invo-
lucrados. El proceso es similar al de Identificación de los Problemas pero añadiendo el dominio
de la planificación. Para ello, cada actor debe disponer del conocimiento referente a los concep-
tos de plan, tareas, precondiciones y efectos de cada tarea. En la Figura 2.7 se muestra el proceso
cooperativo para la generación de las soluciones alternativas.




cion 1-1, folucion 1-2) \
\
u .lve
(Solución^ i i 'Solució 1-2)
(Solución 2-1)
(Tarea 1-1-1, Tarea 1-1-2) \ ^^ (Tarea 2-1-1, Tarea 2-1-2, Tarea 2-1-3)
(Tarea 1-2-1, Tarea 1-2-2)- 'Tarea 1-1-3
Agente 1 Agente 2
Figura 2.7: Generación cooperativa de soluciones alternativas.
Como los actores trabajan a un nivel abstracto en la generación de los planes, no se tienen en
cuenta los conceptos de factor externo y factor letal. Estos conceptos son analizados en la fase
de Viabilidad de los Planes. Los resultados esperados a partir de la ejecución de los planes son
los estados finales de los problemas especificados.
El proceso de Acuerdo en la elección de las Soluciones trabaja al nivel social del grupo de
actores. De manera similar a la fase de Identificación de los Problemas, el acuerdo se realiza a
partir de una estrategia social, representada por:
(BG> CG v BA> CA) A(BG> CA y BA > CG]
siendo
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BG Beneficio del grupo al realizar una tarea.
CG Coste del grupo al realizar una tarea.
BA Beneficio del actor al realizar una tarea.
CA Coste del actor al realizar una tarea.
CG' Coste del resto de agentes que cooperan en la tarea.
BG' Beneficio del resto de agentes.
Una vez obtenida la lista de planes abstractos alternativos, cada tarea debe ser evaluada
según la expresión 2; sólo pueden ser objeto de acuerdo aquellos planes abstractos en los que
todas las tareas superen la evaluación. Aquellos planes que no pasen la evaluación no pueden ser
objeto de estudio de la viabilidad, ya que no han generado ningún compromiso en la fase presen-
te.
La nueva conceptualización de la fase de Generación de Soluciones Alternativas debe dar
como resultado un conjunto de planes abstractos que cada uno de ellos haya generado un com-
promiso por parte del grupo de actores. Cada compromiso ha de estar plasmado en un convenio,
es decir, la lista de parejas condición-objetivo que permitirá realizar el seguimiento de la ejecu-
ción de los planes en la fase de Viabilidad de las Soluciones.
2.3.4 Problemas de la viabilidad de las soluciones
En la fase de Viabilidad de las soluciones se realiza la programación de las actividades que
deben obtener los resultados definidos en la fase de Generación de Soluciones Alternativas, para
realizar el estudio de viabilidad a partir de los factores técnicos, económicos, sociales, etc.
Hay un grupo de problemas en la presente fase, pertenecientes a tres ámbitos distintos de co-
nocimiento: teoría de la planificación, simulación de procesos dinámicos y teoría de la decisión.
Concepción ideal de las acciones. En el modelo propuesto por el EML y el ZOPP no se
tiene en cuenta la naturaleza dinámica del concepto de acción. Dicha concepción hace
que no se estudien las etapas de intento y ejecución de las acciones. Consecuencia de ello
es tener en cuenta tan sólo los resultados determinados (de forma ideal) por la acción; no
se tienen en cuenta efectos disyuntivos o efectos letales.
Dirección unívoca de la evolución del plan. La evolución del plan, es decir, las posibles si-
tuaciones que se van generando en el tiempo, transcurren por un único camino, restringi-
do por las concepciones ideales de las acciones.
Estrategia de decisión conservadora. La única estrategia de decisión que se utiliza en
ambos modelos no permite márgenes de incertidumbre, limitando el abanico de posibles
soluciones.
Con el nuevo enfoque propuesto en los apartados 2.3.2 y 2.3.3, la fase de viabilidad tiene el
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objetivo de descomponer los planes abstractos y estudiar su viabilidad, teniendo en cuenta el
comportamiento dinámico del proyecto. Los conceptos necesarios para este enfoque son:
Conocimiento sobre las acciones. Para poder realizar el estudio de viabilidad, cada actor
debe disponer del conocimiento referente a los conceptos de acción, factores externos,
factores letales; así como de efectos necesarios, disyuntivos y letales.
Conocimiento sobre las situaciones y su tendencia. Para poder hallar la tendencia del plan
los actores deben disponer de alguna función de estado que permita comparar situaciones
diferentes, independientemente del camino utilizado para llegar a ellas.
Conocimiento sobre teoría de la decisión. Para poder guiar el plan a medida que éste
avanza por las posibles situaciones generadas, los actores deben disponer de funciones de
evaluación y estrategias de decisión que les permita dirigir el camino del plan.
2.4 Conclusiones
A partir de los problemas identificados en las distintas fases de la planificación en los métodos
EML y ZOPP observamos que la planificación de Proyectos de Desarrollo requiere la definición
de un nuevo modelo.
La ontologia que presentamos en los siguientes capítulos, denominada Planificación de De-
sarrollo Cooperativo, resuelve los cuatro grandes problemas relacionados con la planificación de
PDs.
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Como ya hemos comentado en el Capítulo 2, el problema del conocimiento parcial en el grupo
de actores, tanto al nivel de los hechos que se conocen del contexto del proyecto como al de las
reglas lógicas que se utilizan, dificulta las fases de Identificación de los Problemas y de Defini-
ción de los Objetivos, siendo estas dos fases primordiales para la correcta delimitación de la na-
turaleza del proyecto.
En este capítulo presentamos el modelo conceptual que nos permitirá gestionar el conoci-
miento distribuido en el grupo de actores, de manera que podamos obtener la identificación co-
rrecta de los problemas. El modelo se define a partir de una serie de atributos que consideramos
necesarios para el objetivo que nos hemos planteado.
Conocimiento local. Cada actor dispone de un conocimiento parcial del contexto del pro-
yecto. Dicho conocimiento está definido mediante una teoría: hechos, reglas y axiomas
deductivos.
Enlace de teorías. Las teorías pueden ser entendidas como conjuntos de conocimiento, de
manera que pueden tener intersecciones entre ellos. En el caso de existir una intersección
entre las reglas de dos teorías, estas dos teorías tienen un enlace que las conecta.
Coherencia entre las teorías. Las teorías que disponen de enlaces no pueden ser contradic-
torias. Todas las teorías deben complementarse entre sí conformando (como un puzzle)
una macroteoría.
Conocimiento social del grupo. El grupo debe disponer de un nivel de conocimiento supe-
rior al local en el que poder expresar conocimiento compartido, distribuido o común. Al
mismo tiempo, dicho conocimiento social debe disponer de métodos de evaluación para




Para desarrollar el modelo de conocimiento del grupo de actores partimos del marco teórico de
la Inteligencia Artificial.
Existen dos grandes tendencias de investigación en el campo de la IA. Estas dos líneas de
enfoque obedecen a objetivos totalmente opuestos: por un lado el estudio de los procesos del
pensamiento; por el otro, el estudio de los comportamientos. Ambas líneas a su vez, se dividen
en dos posturas diferenciadas: la humana, que intenta modelar los comportamientos humanos; y
la racional, basada en el concepto de una inteligencia ideal (Russell & Norvig, 1995).
De esta manera, la IA estudia los modelos computacionalesque sirven para simular o forma-
lizar las actividades inteligentes, entendiendo por actividades inteligentes [cognitivas (Cortés et
al., 1995)] la percepción, el razonamiento o el aprendizaje, entre otras (Winston, 1994).
Se ha de tener en cuenta la frontera entre la IA y otras ramas de la ciencia, como son la Psic-
ología o la Filosofía. El enfoque de la IA une las ramas de las Matemáticas y la Ingeniería para
poder crear artefactos que actúen de manera inteligente.
Una vez introducidos en el marco de la IA, nuestro enfoque sigue la postura de los raciona-
listas, resumidas en la definición de (Charniak y McDermott, 1985):
"El estudio de las facultades mentales a través del uso de modelos computacionales"
A partir de la modelización de las distintas facultades mentales (cognitivas), el objetivo pri-
mordial es la formalización de una actuación racional, apoyada en lo que se denomina un Agen-
te Inteligente, siendo éste el conjunto de componentes de Hardware y Software que es capaz de
realizar una o varias actividades cognitivas determinadas.
Lo primero que debemos formalizar al hablar de un comportamiento racional en un agente
es el concepto de conocimiento.
Hablar del conocimiento que posee un agente hace referencia a: a) el lenguaje que utiliza
dicho agente para representar los conceptos que percibe de su entorno y; b) el significado que
asigna a dichas representaciones.
El nivel introspectivo del conocimiento nos permite representar lo que el agente sabe que co-
noce o desconoce.
El nivel extensional, basado en la modularización del conocimiento, nos permite representar
los límites del conocimiento del agente sobre un dominio, o la descomposición de un dominio en
subdominios complementarios o jerarquizados.
El nivel distribuido, basado en las conexiones entre los conocimientos de un grupo de agen-
tes, se puede tratar: a) como el nivel extensional de un conjunto de subdominios, cada uno co-
rrespondiente a un agente; b) como el nivel introspectivo del grupo.
En el presente capítulo estamos interesados principalmente en los niveles extensional y dis-
tribuido, sin embargo, encontramos necesaria una introducción del nivel introspectivo para avan-
zar las bases teóricas del modelo que mostraremos en el Capítulo 5, puesto que el concepto de
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Situación Posible tiene una analogía directa con el de Mundo Posible.
3.2 Antecedentes
Ahora vamos a introducir los conceptos y teorías referentes a agentes inteligentes y al conoci-
miento (tanto al nivel introspectivo, el extensional como el distribuido): Agentes Inteligentes,
Teoría de Mundos Posibles y Teoría del Contexto. Previamente, es conveniente realizar una con-





















































Amenaza de Ejecución Posible








Tabla 3.1: Analogía nomenclaturas EML y PDC (I).
En la tabla 3.1 se muestra la analogía de la nomenclatura del EML con la nomenclatura de la
PDC. Los conceptos que vamos a tratar en el presente capítulo están indicados con el signo •.
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3.2.1 Agentes Inteligentes
El concepto de Agente Inteligente más difundido, dentro del campo de la Inteligencia Artificial,
está definido por un sistema informático (Hardware y Software) que cumple las siguientes carac-
terísticas (Wooldridge & Jennings, 1995):
Autonomía. Un agente actúa sin intervención humana, dispone de algún tipo de control
sobre sus acciones y su estado interno.
Comportamiento Social. Un agente interactúa con otros agentes (artificiales o humanos)
mediante un lenguaje de comunicación específico.
Reactividad. Un agente percibe su entorno y responde ante él, cambiando el estado del en-
torno y su propio estado interno.
Racionalidad. Un agente no se limita a actuar en respuesta a su entorno, es capaz de mos-
trar un comportamiento dirigido por sus objetivos.
Desde el enfoque de la psicología del comportamiento, un agente es una entidad creada para
realizar una tarea o un conjunto de tareas (Goodwin, 1993). Con este punto de vista, cualquier
característica de un agente debe ser definida a partir de la tarea y el entorno en el cual la tarea se
realiza. La característica más importante es la de que el agente tenga éxito en su tarea.
Para nosotros, el enfoque "reactivo" no es el apropiado, ya que lo que queremos es tener un
modelo de la interpretación que el agente realiza del entorno. Un Agente Inteligente debe poder
ser descrito por una serie de características mentales, como son el conocimiento, la creencia o la
intención, cuando lo que queremos es entender el comportamiento pasado y futuro del agente, y
dicho comportamiento puede ser similar al de una persona (McCarthy, 1978). Desde este punto
de vista, un Agente Inteligente es formalizado como un Sistema Intencional, capacitado con una










Tabla 3.2: Aptitudes de un Agente Inteligente.
Desde nuestro punto de vista, las aptitudes de información son las que expresan el conoci-
miento del agente, mientras que las pro-aptitudes son las que explicitan su control. Ambos tipos
de actitud están directamente relacionadas, ya que las intenciones se definen en base al conoci-
miento del agente, así como sus elecciones en base a las distintas alternativas que se le presentan
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y las creencias que el agente tiene de su entorno. Los dos tipos de actitud están conectados cau-
salmente (Maes, 1987).
Nuestro enfoque está en la línea de los denominados Agentes Deliberativos (Genesereth &
Nilsson, 1987), éstos disponen de una representación explícita del entorno en un modelo simbó-
lico, y realizan las decisiones a partir de un procesamiento lógico. Dichos agentes deben cumplir
la siguiente característica (añadida a las previamente expuestas):
Predictividad. Un agente debe ser capaz de predecir los resultados de sus acciones a partir
del conocimiento que tiene del estado actual del entorno.
Hasta aquí hemos visto la definición informal de lo que es un Agente Inteligente y las carac-
terísticas que debe cumplir. En los próximos dos apartados vamos a analizar los antecedentes en
lo referente a las actitudes de información que un agente puede disponer.
Las actitudes de información son aquellas que representan lo que un Agente Inteligente sabe
acerca de su entorno, descritas al nivel de creencias (doxástico) o al de conocimientos (epistémi-
co).
En el marco de esta tesis nos inclinamos por el enfoque doxástico, debido a que estamos
proyectando y no ejecutando un plan de desarrollo. A partir de dicha restricción, el concepto de
creencia es más apropiado que el de conocimiento. Una creencia es una evaluación a priori, no
un conocimiento a posteriori.
3.2.2 Mundos Posibles
El modelo clásico de conocimiento y creencia es el modelo de los Mundos Posibles (Hintikka,
1962). La idea intuitiva bajo esta teoría es que entre un conjunto de situaciones alternativas (al-
ternativas epistémicas), un agente conoce (cree) sólo aquellos hechos que son comunes a todas
ellas. Por ejemplo, un agente puede pensar en dos situaciones simultáneas en las que el mundo
se puede presentar: en una puede tener la gasolina del coche en reserva, en la otra a un tercio del
depósito. Sin embargo, en ambas tener el nivel de aceite correcto.
En el momento de formalizar el modelo de los Mundos Posibles, lo primero que necesitamos
es un lenguaje para representarlas situaciones posibles, lo segundo, una semántica para evaluar
la verdad o falsedad de las creencias sobre las situaciones representadas.
El lenguaje que necesitamos debe poder representar las situaciones del mundo, en forma de
lógica preposicional, creídas por un grupo de agentes (el caso general). Dado un conjunto de
proposiciones primitivas (*> = {P>Q>r>—} y un grupo de m agentes, se define un lenguaje
LMP^) como el conjunto mínimo conteniendo í>, cerrado por la negación -i, la conjunción A,
y el operador modal B>, i = l,...,m. De esta manera, si P y 4 son fórmulas de ^MP(^\ ~^P,
p A q y o,/?) también lo son ( <P se lee "el agente / cree p ").
La idea esencial en la semántica de los Mundos Posibles es que el conjunto de creencias de
un agente corresponde a la extensión que él puede determinar. Es decir, en un mundo determina-
do, se le puede asociar un conjunto de mundos que, en concordancia con las creencias del agen-
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te, podrían posiblemente representar el mundo real (Halpern & Moses, 1985). Entonces se puede
expresar que el agente cree el hecho P, sí P está presente en todos los mundos asociados, por
otro lado, se puede decir que P es admisible en el caso de que, como mínimo en un mundo aso-
ciado, P no está presente.
Las estructuras de Kripke (Kripke, 1963) son la herramienta formal adecuada para dar signi-
ficado al lenguaje Aw^). Una estructura de Kripke M se define por la tupia (¿•^»'p—'^J,
donde S es el conjunto de situaciones posibles, n es la asignación de valores de verdad a las
proposiciones primitivas para cada situación posible seS, de tal manera que
n(s,p)e {verdadero, falso} para ca£ja situación s y proposición primitiva P,y ' es la relación
binaria de posibilidad para el agente ' en ^  , para *= l.«»m. Sí ^ s's 'e ' entonces la situación
¿ es una situación posible desde la situación s, que es la situación en la que se encuentra el
agente '.
El concepto de situación que utilizamos aquí no representa una evolución temporal a partir
de transiciones entre situaciones posibles. Dentro del presente marco de Mundos Posibles, cada
situación posible hace referencia a un posible estado del mundo que el agente puede tener en
cuenta.
En base a la estructura de Kripke M se define la relación de satisfacibilidad k
M,s (= p
 sf n(s,p) = verdadero
M>s V p sí n(s>P) = fabo
M,s N p A q
 s£ M,s 1= p y M,s t q
M,s t= BiP sf M,s' N p para todo ¿ que (s,s' ) e Pt
La mejor forma de entender el modelo de los Mundos Posibles es mediante un ejemplo: la
FiguraS.1 muestra un grafo con tres situaciones posibles ^ = (s>s' 's" }para el agente 1. En la si-
tuación J el agente 1 cree la proposición p (leída como "el nivel de aceite es correcto") ya que
en las dos situaciones relacionadas •*' y s" p
 es verdadera. Sin embargo el agente 1 piensa que
q (leída como "el deposito de gasolina está en reserva") y r (leída como "el deposito está a un
tercio") son tan sólo admisibles en la situación s.
Figura 3.1: Grafo de Situaciones Posibles.
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que formalmente lo podemos expresar como:
M,s ¥ p A Btp A —\B¡q A —iB,r
El modelo de los Mundos Posibles que hemos presentado nos permite representar lo que un
agente cree y lo que no cree a partir de las situaciones posibles asociadas a la situación en la que
él se encuentra. Otra manera de enfocar el modelo de los Mundos Posibles es interpretar las si-
tuaciones posibles como los efectos posibles de la ejecución de una acción. Desde este enfoque,
un agente puede creer en un conjunto de efectos, los comunes a todas las situaciones generadas
(el conjunto mínimo intersección de las situaciones), y pensar que el resto de efectos tan sólo
son admisibles. Este es el enfoque que se utiliza en la Teoría de las Situaciones Posibles (Gins-
berg, 1986), y que analizaremos en el Capítulo 5, cuando estudiemos los efectos de una acción.
Otro enfoque propuesto para la representación de las creencias de un agente, desde el mismo
punto de vista que el modelo presentado en este capítulo, es el modelo sentencia! (Konolige,
1984). El modelo sentencial se basa en que un agente dispone de un conjunto de creencias explí-
citas ', y un conjunto de axiomas deductivos > (no tiene porque ser un conjunto de axiomas
7* T.
sólido) conformando una teoría «. Entonces, la proposición/? es satisfacible bajo la teoría ' sí
' *' P. En el siguiente apartado vamos a estudiar la denominada Teoría del Contexto, que se
apoya en el enfoque sentencial.
3.2.3 Teoría del Contexto
La Teoría del Contexto parte del intento inicial de controlar el problema de la generalidad de una
teoría mediante el tratamiento del conocimiento de un agente a nivel extensional (McCarthy,
1987), y como consecuencia, deber relacionar los distintos contextos (contextos específicos y
contextos generales).
Como comentamos en la Introducción de éste capítulo, nosotros estamos interesados justa-
mente en el nivel extensional del conocimiento, y específicamente, en el conocimiento distribui-
do a nivel extensional. Es decir, en el conocimiento repartido en un grupo de agentes, cada uno
de ellos con una teoría, y éstas relacionadas entre sí de forma no contradictoria.
John McCarthy introduce en (McCarthy, 1993) y (McCarthy, 1994) el concepto de contexto
como una entidad matemática abstracta sin intentar definirlo. El primer objetivo era enlazar
axiomas de un contexto específico a otro que realice un menor número de asumciones; el segun-
do, asociar un contexto con una situación particular.
La formalización se basa en la utilización del predicado esv\c··P), que describeque la propo-
sición P es verdadera en el contexto c. Sin embargo, el predicado esv siempre necesitado un
contexto externo (más general) para ser utilizado. Este contexto, denominado C0 lo identifica-
mos como el macrocontexto que contextualiza a todos los demás. Para entender mejor el con-
cepto de contexto mostramos el siguiente ejemplo, sacado de (McCarthy, 1993):
cQ:esv(contexto_de(" Historias Sherlock Holmes")," Holmes es detective")
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La función valor devuelve el contenido de un término dependiente de un contexto:
cO: valor(contexto _de(" Historias Sherlock Holmes"), "mujeres de Holmes") = O
McCarthy utiliza un procedimiento de salto entre contextos para poder transformar expresio-
nes de uno a otro. Este procedimiento es similar al uso de las reglas de reflexión de (Giunchiglia
et al., 1992a).
La utilidad más interesante para nosotros de la utilización de los contextos de McCarthy es
para la representación de los estados mentales. El proceso se basa en usar un contexto extemo
que presenta las creencias explícitas de un agente. En el momento de tener que realizar un proce-
so de razonamiento, a partir de una pregunta realizada al agente, se puede entrar en el contexto
interno, y una vez demostradas las causas de la pregunta, volver al contexto externo para explici-
tar que se trata de una creencia. El predicado esv(c,p)
 se transforma en cree\P) mediante
Vp presente(c, p)-^cree(p)
 Una modificación de este modelo del tipo
vR,O,p presen f e(R,p) — » cree(O,p)
 ser¿ jo que necesitaremos para representar las creencias
de un grupo de agentes <' ' ~ l>-»m
 t relacionados con un contexto externo Ot denominado Ob-
servador2 .
El segundo intento en la utilización de los contextos, tenía como objetivo representar el co-
nocimiento local de un agente mediante su extensión [lenguaje limitado, y/o creencias limitadas,
y/o axiomas deductivos limitados (Giunchiglia et al., 1992)]. El concepto de contexto es el que
define la teoría del agente a nivel extensional, y mediante el enlace entre contextos se consigue
combinar las teorías de un grupo de agentes (reales).
c = IL T \ iA nivel formal, se define un contexto como el sistema \ c> c' , siendo c el lenguaje
del contexto, y c su conjunto de teoremas. c ~ AP(^c>"c)
 es el conjunto mínimo de lenguaje
W Pgenerado mediante el conjunto de reglas sintácticas c aplicado al vocabulario del contexto c;
c - Ap(¿\c,iic) es ej conjunto mínimo de teoremas generado mediante el conjunto de axiomas
deductivos c aplicado a los axiomas del contexto c.
Definir el contexto C limitado, significa que sus deficiencias pueden pertenecer a cuatro ni-
veles distintos: incompletitud en el vocabulario, incompletitud en la sintaxis, incompletitud en
los axiomas, incompletitud en las reglas de decucción.
Mediante la utilización de un contexto C, se define el conocimiento de un agente real como
el conjunto de creencias explícitas (Levesque, 1984) de ese agente. A diferencia de las implíci-
tas, que serían aquellas que pertenecen a un agente ideal, y éste, con un lenguaje, reglas sintácti-
cas, axiomas y reglas deductivas completas respecto a un dominio dado.
2





Fig. 3.2: Agente real vs. agente ideal.
Para representar las creencias del agente real necesitamos de un contexto externo que haga
de observador del agente. La formalización de los dos agentes, el real y el observador, se realiza
mediante un sistema MBR (Giunchiglia et al., 1992).
Un sistema MBR es un sistema de Multiples Contextos (MC) MBR = v°'Rì' Ao«)
 en donde
O es el contexto del Observador, R el contexto del Agente Real, y OR son las reglas puente
entre ambos contextos. O está definido por el contexto ~ \ °' °'.E\ lenguaje de O dispone
del conjunto de fórmulas °, en el que se pueden construir fórmulas del tipo *"*( P ' para todo
P en ^R. o - •A/KA0,i¿0) es compieto y sólido. Por su lado, el agente real está definido por el
D /T T \ A




Es aconsejable que el observador sea completo y sólido, es decir, que sea un observador
ideal, mediante arríba ~ ab"J° ~ R. Lo que interesa es disponer de un observador ideal sobre un
agente real.
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En el caso de representar a un grupo de agentes, el sistema se compone de m agentes <,
i = l,...,m Cada agente está formado por un contexto ' ~ \ '' ' / . Puede existir una interacción
entre diferentes agentes, que es la capacidad de que un agente pueda deducir hechos, o demos-
trar causas, justamente porque uno o más agentes han deducido, o demostrado, otros hechos. De
manera que un grupo de agentes se puede formalizar como un sistema de Múltiples Contextos
rupo -\ j , )^ ¿Qjjje RP
 es ej conjunto de reglas puente que relaciona las distintas teorías
de los agentes (Giunchiglia et al., 1993).
La principal ventaja que ofrece la formalización de Giunchiglia es que cumple con tres de
los cuatro atributos que hemos definido como necesarios en la formalización de un grupo de




En este apartado vamos a definir todos los tipos de razonamiento que necesitamos para modelar
el conocimiento de un grupo de agentes. Esto nos permitirá definir en el Apartado 3.4 un mode-
lo para la fase de Identificación de los problemas en Planificación de Desarrollo Cooperativo.
Todos los tipos de razonamiento los definiremos a partir de los sistemas individuales (teoría
de cada agente), y de la relación que se establece entre estos sistemas: teorías locales, disyunción
de teorías, colaboración de teorías.
El último tipo de conocimiento, denominado social, está relacionado con el comportamiento
del grupo, no con los conocimientos del dominio del problema que cada agente dispone. Para
definirlo, recurriremos al concepto de Agente Social.
3.3.1 Razonamiento Local
Para formalizar el conocimiento de un agente debemos partir de una conceptualización del
mundo, también denominada teoría del dominio (Dean et al., 1995), que el agente realiza de un
dominio y sus relaciones (Russell & Norvig, 1995), también llamado cuerpo de conocimiento
(Cortés et al., 1995), el conjunto de objetos que se presumen importantes en el proceso del
mundo que queremos formalizar, y las interrelaciones entre estos objetos (Genesereth & Nilsson,
1987).
De esta manera, observamos que cualquier Sistema de Representación del
ConocimientoS"*-- = (CC,CCR,c)
 se formade dos partes: el cuerpo de conocimiento y el cuerpo
de conocimiento de representación, donde c es la correspondencia entre CC = (M,R) y
«* = ("••*•). siendo:
M el conjunto de objetos representado (dominio).
R las relaciones del conjunto de objetos representado.
j.
M las posibles representaciones del dominio (universo de discurso).
R las relaciones representables (funciones y relaciones).
Se dice que el cuerpo de conocimiento es adecuado ontològicamente (Russell & Norvig,
1995), o metafisicamente (McCarthy, 1969), cuando los objetos del dominio y sus relaciones re-
flejan de forma adecuada la naturaleza de la realidad. Éste es el problema más difícil de resolver
en un SRC, ya que hace referencia al modelo que creemos tener y queremos representar de la re-
alidad. Este problema siempre se presenta en los casos en los que disponemos de distintos mode-
los de una misma faceta de la realidad y éstos se contradicen. No es propiamente un problema
ontològico cuando éstos modelos se complementan (localidad del conocimiento), o se inscriben
unos en otros (generalidad del conocimiento).
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Junto a la adecuación ontològica, cualquier SRC debe cumplir cuatro propiedades importan-
tes: adecuación representacional, adecuación inferencial, eficiencia inferencial y eficiencia ad-
quisicional (Rich, 1980). Las dos primeras están relacionadas con el componente epistemológico
del conocimiento, y las dos segundas, con el componente heurístico (McCarthy, 1969).
Adecuación representational. La capacidad de representar y tratar todas las clases de co-
nocimiento que deben ser manipulables (complementados, inscritos) en un dominio.
Adecuación inferencial. La capacidad de manipular las estructuras representativas de ma-
nera que se puedan derivar nuevas, correspondiente al nuevo conocimiento.
Eficiencia inferència!. La capacidad de incorporar información adicional, en un nivel supe-
rior a la estructura objeto (metaconocimiento), para dirigir mejor los mecanismos de infe-
rencia.
Eficiencia adquisicional. La capacidad de incorporar nueva información con facilidad.
Teniendo en cuenta estas cuatro propiedades y la adecuación ontològica, la conceptualiza-
ción de un agente debe ser coherente con el modelo que tenemos de la realidad, debe disponer
de un lenguaje que sea adecuado al nivel representacional e inferencial, y ha de disponer de un
metaconocimiento y las herramientas que hagan fácil la adquisición de nuevo conocimiento.
Partiendo de que deseamos modelar el conocimiento parcial que un agente tiene de su con-
texto, la conceptualización del agente puede ser limitada, limitación tan sólo al nivel de los he-
chos que conoce, como al de las reglas que los conectan. Las causas del conocimiento parcial no
pueden ser incoherencias al nivel ontològico, deficiencias en la adecuación representacional y
adecuación inferencial, o limitaciones en la eficiencia inferencial.
| agente | cuerP° de conocimiento
Fig. 3.3: Relación entre el contexto y la conceptualización de un agente.
Ahora podemos definir la conceptualización del agente de manera que sea sólida y que al
mismo tiempo permita relacionarla con otras conceptualizaciones de otros agentes que disponen
de distintos conocimientos parciales. La idea intuitiva es que entre las diversas conceptualizacio-
nes se consigue el cuerpo de conocimiento total del modelo que el grupo de agentes tiene de su
contexto.
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El agente A dispone de una conceptualization de su contexto \LA>tíA/y donde ^A es el
lenguaje del agente, "A es el conjunto de creencias explícitas del agente. La componente heurís-
tica se definirá al nivel meta, permitiéndonos así decidir a conveniencia su implementación de-
clarativa o procedural.
LA - Ap(RSÁ,PA,CA) es g] conjunto mínimo de lenguaje generado a partir de la aplicación
de las reglas sintácticas *"¿ sobre las proposiciones *A y las conectivas lógicas ^ del lenguaje.
"A ~ Ap(RDA,HA,RA) es e] conjunto mínimo de creencias generado a partir de la aplicación de
las reglas deductivas *^A sobre los hechos "A que el agente conoce y las reglas "A que los re-
lacionan.
Lenguaje ^.
• El conjunto de proposiciones *A es:
- Las constantes lógicas Verdadero y Falso.
- Las proposiciones primitivas tales como camion_estropeado.
• El conjunto de conectivas Ç* es:
- El operador n-ario de conjunción A.
- El operador unario de la negación —>.
- El operador binario de la implicación ->.
- El operador n-ario ().
• El conjunto de reglas sintácticas ™A es:
Sentencia: Sentencia Atómica I Sentencia Compuesta
Sentencia Atómica: Constante Lógica I Proposición Primitiva
Constante Lógica: Verdadero I Falso
Proposicón Primitiva: Cadena de Símbolos
Sentencia Compuesta: (Sentencia) I Sentencia Conectiva Sentencia I
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—i Sentencia
Conectiva: A I — »
• La prioridad en las conectivas (de mayor a menor) es: — i, A, — ».
Creencias "A.
• El conjunto de hechos "A del agente son los hechos que el agente percibe del contexto a
nivel local. El agente no puede percibir todos los hechos del contexto. Por ejemplo:
carretera_NII_en_mal_estado
• El conjunto de reglas *M del agente son las reglas que el agente sabe que conectan a los di-
ferentes hechos del contexto, desde su percepción local. Por ejemplo:
carretera_NII_en_mal_estado A neumaticos_camion_l_gastados — »
pinchazo_de_camion_l
El conjunto de reglas deductivas A del agente son las reglas de inferencia que le permi-
ten al agente sacar deducciones preservando la verdad, es decir, deducciones que son ne-
cesariamente ciertas dado que las creencias que el agente dispone son ciertas. A este tipo
de reglas deductivas se las denomina sólidas.
La relación entre la validez de una sentencia con la base de creencias del agente se esta-
blece a partir de lo que se denomina un modelo, siendo éste el estado del mundo en que
la sentencia se valora como verdadera bajo una interpretación determinada. De esta ma-
nera, una sentencia es válida respecto auna base de creencias cuando la sentencia es ver-
dadera para todos los modelos de la base de creencias y dicha interpretación3. La relación
entre la satisfacibilidad de una sentencia con la base de creencias del agente se basa en
que al menos existe un modelo para dicha sentencia e interpretación en la base de creen-
cias del agente.
Cuando una sentencia se deduce como satisfacible de un conjunto de creencias se escribe
öCN p Cuando la sentencia se deriva (a nivel sintáctico) de un conjunto de creencias, o
base de conocimiento, mediante una regla deductiva RD se escribe "^ '"RoP. Por lo tanto,
el agente debe derivar y deducir dicha sentencia de su base de creencias. Las reglas de-
ductivas se aplican como patrones sobre las sentencias de la base de creencias del agente.
Por ejemplo: Modus Ponens, Eliminación de la Doble Negación o Resolución.
1
 Algunos autores denominan a las sentencias válidas tautologías.
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Ahora podemos mostrar de forma más desarrollada las relaciones que se deben establecer
entre el contexto y la conceptualization del agente para que éste disponga de un conocimiento
parcial.
contexto noturolezo
adecuación ontologica e parcial
cuerpo de conocimiento
t
I objetos | relaciones ]
adecuación representacional -completo
 cparcial
adecuación inferenaal ï J.
conceptuaiiizacion I lenguaje I creencias |
[sintaxis j semantico |
derivabtlidad I
satisfaciDilidad
Fig. 3.4: Adecuaciones entre el contexto, cuerpo de conocimiento y la conceptualización de un agente.
A partir de la Figura 3.4 observamos como el cuerpo de conocimiento del agente (dominio y
relaciones) es siempre un subconjunto de la realidad; tan sólo tenemos en cuenta aquellos obje-
tos y relaciones que nos parecen importantes para el modelo de la naturaleza que queremos re-
presentar. La conceptualización dispone de un lenguaje completo (universo de discurso), en rela-
ción a los objetos y relaciones que queremos expresar. Las creencias del agente (hechos y reglas)
son un subconjunto de los objetos y relaciones del cuerpo de conocimiento, coherente, debido a
la adecuación ontològica del cuerpo de conocimiento. Las reglas deductivas permiten la deriva-
bilidad de las sentencias, y los modelos de la base de creencias la satisfacibilidad de las deduc-
ciones representadas por dichas sentencias.
Una vez definido lo que es el conocimiento parcial de un agente, representado por el contex-
to A , el agente debe poder realizar las demostraciones de los problemas existentes que él perci-
be del contexto del proyecto. El agente realiza dicha demostración en función de las reglas de-
ductivas que dispone, aplicadas a las creencias y reglas de su base de conocimiento, que repre-
sentan el modelo del contexto del proyecto. A este proceso lo denominamos Razonamiento
Local.
El proceso que utiliza el agente para demostrar el problema existente identificado es el de
Reducción del Objetivo (Dean et al., 1995), también denominado Encadenamiento Regresivo
(Winston, 1991). Para ello, las reglas se representan en forma de Clausulas de Horn. Una Clau-
sula de Horn se formula por una sentencia compuesta, que es un conjunto de antecedentes (pre-
misas), y un consecuente (conclusión) como # A "• AP»~^^.
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El proceso de Reducción del Objetivo se basa en probar los antecedentes (causas) de la régla
que tiene como consecuente el problema existente identificado por el agente, es decir, los ante-
cedentes de la regla se convierten en los objetivos que se deben demostrar.
3.3.2 Razonamiento Distribuido
Ahora vamos a definir el proceso de razonamiento de un grupo de agentes. Para ello partimos de
la misma postura que (Beneceretti et al., 1996), en donde se formula que el proceso de razona-
miento sucede a nivel local en los agentes, con mínimas interacciones entre ellos, utilizando
contextos como la herramienta formal que representa el razonamiento local. De esta manera, for-
malizamos cada agente mediante un contexto, conectándolos mediante un conjunto de reglas
puente, y observados por un contexto que accede a cada uno de los agentes.
Formulamosel sistema GA = \O>Ai>RPGA>Ro&GA/t donde O es el observador del grupo; 4 es
cada agente, siendo ' = !>—>"•(" = N Agentes).^ KrCA SQn jag regias puente que enlazan las teorí-
as de los agentes; y KO&GA son las reflexiones entre el observador y los agentes.
Cada agente A- está definido por un contexto como en el subapartado 3.3.1. El observador
O está definido mediante el contexto = (Lo>Bo)^ donde Lo = AP(RSO'CO>LA)
 es el lenguaje
D C*
mínimo generado a partir de la aplicación de las reglas sintácticas ° del observador O sobre
sus conectivas ° y el lenguaje ^ generado por cada agente '. "o ~ AP(KO>"A) es el conjunto
mínimo de creencias generadas a partir de la reflexión ^° del observador aplicadas sobre las
creencias explicitas "A de cada agente >. Las reflexión del observador es:
,K
o¡(3(00,0)
indicando que el observador O sabe que el agente ' cree a debido a que a pertenece al
conjunto de creencias explícitas "A del agente >. Remarcamos como el observador O es com-
pleto, yaque LA^LO.
Las reglas puente entre los agentes son las reglas que conectan los diferentes contextos, su
representación es:
indicando que el agente J puede derivar la sentencia P sí el agente A ha podido derivar la
sentencia « . Este formalismo nos permite tratar el razonamiento a nivel local y añadir las inte-
racciones necesarias entre los distintos agentes.
El proceso que sigue el grupo de agentes para demostrar los problemas existentes identifica-
dos es el definido en el subapartado 3.3.1, cada agente intenta demostrar el conjunto de proble-
mas existentes que él percibe del contexto.
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A partir de la definición del grupo de agentes GA formulamos los distintos tipos de razona-
miento del grupo. El primero es el caso en el que no existen reglas puente entre los diferentes
contextos del grupo de agentes GA = ; a este conocimiento lo denominamos Razonamiento





Fig. 3.5: Razonamiento Distribuido en el grupo de agentes GA.
Como el conjunto de reglas puente entre los distintos contextos de los agentes es el conjunto
vacío, el conjunto de problemas existentes puede ser demostrado total o parcialmente, sin em-
bargo, no puede ser demostrado ningún problema mediante colaboración de contextos.
3.3.3 Razonamiento Colaborativo
El segundo caso es el que el conjunto de reglas puente entre los contextos conectan como míni-
mo a dos agentes ^ar(1^K"cA' - 1; a este tipo de razonamiento lo denominamos Razonamiento
Colaborativo. En la Figura 3.6 se muestra el esquema del RC.
El concepto de Razonamiento Colaborativo es similar al de Conocimiento Implícito de (Ge-
nesereth & Nilsson, 1987). El grupo de agentes tiene Conocimiento Implícito de P cuando
\"¡í P y
 t para ca<ja Q¡ hay un agente A que K^(1i) . Sí tenemos en cuenta que en la demos-
tración de P sólo pueden participar un subconjunto de agentes del grupo de agentes i^j ^
en el caso de que éstos estén conectados por sus correspondientes reglas puente, la colaboración







Fig. 3.6: Razonamiento Colaborativo en el grupo de agentes GA.
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KP c~ RPSe tiene que hacer diferencia entre la cantidad de reglas puente RC — GA utilizadas en la
demostración y el número de contextos que están en colaboración, éste es el número de agentes
que colaboran en la demostración, independientemente del número de colaboraciones que se rea-
A Alizan entre dos agentes ^ y >.
3.3.4 Problema Existente y Motivación
Los agentes del grupo GA identifican un conjunto de problemas existentes en el contexto del
proyecto, siendo un problema existente el estado negativo del contexto para el agente que lo
identifica. Este estado negativo se representa por la conjunción de un conjunto de hechos.
Como el agente desconoce el resto de estados negativos identificados por otros agentes del
grupo, sólo puede intentar buscar las causas del estado negativo a partir de su base de creencias,
mediante Razonamiento Local o Razonamiento Colaborativo con otros agentes.
El objetivo de cada agente en la fase de Identificación de los Problemas es encontrar las
causas de los problemas existentes identificados. El conjunto de justificaciones para la anulación
de cada problema existente identificado por el agente definen la motivación de por qué éste in-
terviene en el proyecto. En la Figura 3.7 se muestra la relación entre ambos conceptos.
| Agente | identificai
l ^ \
tiene anula
 se representa por




Fig. 3.7: Relación entre Problema Existente y Motivación.
3.3.5 Tipos de Causas
Una vez obtenida la lista de causas de cada problema existente mediante argumentación (Par-
sons, 1996), el grupo de agentes GA debe reorganizar dicha lista para encontrar, en el caso que
exista, el problema central del proyecto, o sinó una lista priorizada de problemas centrales.
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Encontramos dos tipos de causas en el conjunto de demostraciones del grupo de agentes:
Causa aislada. Es aquella causa de un problema existente, identificada mediante el razona-
miento local del agente identificador, o mediante razonamiento colaborativo. Este tipo de
causa puede ser directa o indirecta.
Causa común. Es aquella causa de dos o más problemas existentes, identificada por por dos
o más agentes del grupo, bien mediante razonamiento local (RL) o colaborativo (RC).
Este tipo de causa puede ser directa o indirecta.
La lista priorizada de problemas centrales generada es una lista que puede tener un único
problema, en el caso de ser la causa común a todos los problemas existentes; o una lista de pro-
blemas, pudiendo ser causas aisladas o comunes. En el segundo caso, la lista de problemas se or-
dena de forma decreciente por el número de agentes que han identificado cada causa. Mediante
esta representación, disponemos de una primera aproximación de la importancia de cada proble-
ma para el grupo de agentes.
Pr oblemasCentrales = {{problema ri° Agentes],...}
3.3.6 Comportamiento Social
La identificación exhaustiva de los problemas centrales no es la estrategia óptima en un Proyec-
to de Desarrollo. El conjunto de problemas centrales debe ser evaluado por cada uno de los
agentes que intervienen en el proyecto, de cara a obtener un consenso para el compromiso con-
junto de todos los agentes.
Lo primero que debemos definir es la categoría de los agentes que intervienen en un proyec-
to de desarrollo, ésta es la característica más diferenciada de otro tipo de proyectos. Partiendo de
los trabajos de Jennings y sus colaboradores (Kalenka & Jennings, 1995; Jennings & Campos,
1997) se definen tres categorías de agentes en la Resolución Cooperativa de Problemas (CPS) a
partir de las actitudes que los agentes toman en la resolución del problema. En (Kalenka & Jen-
nings, 1995) se definen las actitudes de la Tabla 3.3.
Tabla 3.3: Actitudes en la Resolución Cooperativa de Problemas.
No se ha de confundir el concepto de Agente Responsable con el de Agente Racional Indivi-
dual, el primero asume una serie de obligaciones respecto al grupo (el papel que le toca en él) y
nunca cuestiona dichas responsabilidades, el segundo tan sólo actúa para obtener un beneficio
individual. Tampoco significa que el Agente Responsable ayude siempre a otros agentes del
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grapo, ésta actitudes propia de un Agente Servicial o Cooperativo. La diferencia entre el Agente
Servicial y el Cooperativo es que el primero ayuda a otros agentes del grupo de manera incondi-
cional sin esperar nada a cambio, mientras que el segundo realiza la ayuda sí puede recibir una
asistencia recíproca del agente al que ayuda en el futuro.
Las tres categorías presentadas hacen referencia a la actitud de cada agente durante la fase
de ejecución, es decir, a las distintas actitudes que se pueden tomar durante el proceso dinámico
de la resolución del problema. Desde nuestro punto de vista, en la fase de Identificación de los
Problemas la categoría más apropiada es la de Agente Responsable, sin embargo necesitamos
definir cuál es la estrategia de grupo que se debe utilizar para asignar a cada agente su papel, es
decir, la relación entre cada agente y el grapo en sí.
Para poder definir la relación entre cada agente y el grapo necesitamos de un nivel de cono-
cimiento que esté por encima del nivel de conocimiento de cada agente, denominado Nivel So-
cial (Newell, 1982). En este nivel de conocimiento es donde se representan los conceptos rela-
cionados con los aspectos sociales del grupo: cooperación, acuerdo, coordinación, etc.
Los aspectos sociales que nos interesan en la fase de Identificación de los Problemas son
los de Acuerdo y Consenso, relacionados con la intención de resolver los problemas centrales
identificados, definiendo entre los dos la Estrategia Social del grapo de agentes. Para ello, defi-
nimos nueve parámetros que nos permitirán representar las pérdidas o ganancias de la resolución
de un problema central, conjuntamente al nivel de cooperación entre los agentes.
Benefìcio Agente. Es el beneficio individual que recibe un agente en el caso de resolverse
un problema central definido.
Benefìcio Grupo. Es el beneficio que reciben el resto de agentes del grapo al resolverse el
problema central definido.
Pérdida Agente. Es la pérdida que sufre el agente al no resolverse el problema central defi-
nido.
Pérdida Grupo. Es la pérdida que sufre el resto de agentes al no resolverse el problema
central definido.
Coste Agente. Es el coste que tiene un agente para resolver el problema central definido.
Coste Grupo. Es el coste que tiene el grapo para resolver el problema central definido.
Acuerdo. Es la relación entre los beneficios y las pérdidas (individuales y del grapo) que se
deben cumplir para cada problema central definido.
Consenso. El acuerdo definido debe cumplirse para cada problema central definido y para
todos los agentes que intervienen en el proyecto.
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Estrategia Social. Es la manera en que el grupo de agentes utiliza las funciones de Acuerdo
y Consenso.
En el marco de Proyectos de Desarrollo (PDs) definimos el Acuerdo de un agente para re-
solver un problema de la siguiente manera: existe acuerdo para un agente y un problema central
definido ¡ siempre que, existiendo beneficio o pérdida del grupo o bien de algún agente, se
cumpla que el beneficio del grupo sea mayor que el coste de ese agente o el beneficio de ese
agente sea mayor que el coste del grupo para resolver el problema central definido.
Acuerdo(PCí,Ai) = (BG(PCi) v PG(-fCi) v BA(PC¡tAi) v PA(-fCl,Ai))
A(5G(PC,.) > CA(PCi,Ai) v BA(PCi,Ai) > CG(PC¡))
habiendo Consenso sólo para aquellos problemas identificados en los que exista Acuerdo en
todos los agentes involucrados con el problema.
Cons(GA,PQ= M [ A Acuerdo(PCi,Ai)\
Piepet*'*™ J
De esta manera la Estrategia Social se define mediante un Acuerdo entre agentes con un
comportamiento Social y un Consenso en el grupo sobre los problemas centrales definidos. De-
nominamos Social al comportamiento de los agentes porque éstos aceptan los problemas que ge-
neran un beneficio para el grupo o para cada agente superior a las pérdidas que sufren, y al
mismo tiempo, cada agente puede aceptar un problema que a él no le repercute y éste es benefi-
cioso para el grupo, en cambio, nunca aceptará un problema que aunque le sea beneficioso resol-
verlo, genere pérdidas al grupo.
Mediante la Estrategia Social obtenemos una categorización denominada Agente Social Res-
ponsable, esta denominación obedece a que el agente tiene un comportamiento Social que le
mueve a ser Responsable con el grupo de agentes. El concepto de Agente Social Responsable
parte del trabajo de (Jennings & Campos, 1996), sin embargo, en dicho trabajo no quedan cla-
ros los tipos de actitud al no definirse de forma precisa la relación entre el Beneficio Agente y
Beneficio Grupo. En nuestro trabajo definimos el Beneficio Grupo como el beneficio de todos
los agentes del grupo excluyendo al agente que acepta el problema. En la Tabla 3.4 se muestra
























































































































Tabla 3.4: Evaluación de la función de Acuerdo.
Se puede observar en la Tabla 3.4 como los modelos con el patrón gris (filas 4, 8 y 12:16)
son aquellos en los que no se ha llegado a un acuerdo entre el grupo de agentes. Por otro lado,
las filas 1:3 muestran las situaciones favorables para el grupo y cada agente; 5:7 muestran la ac-
titud social del grupo o cada agente; y las filas 9:11 la ineficacia de la situación para el grupo o
cada agente. Las columnas 1 y 3 muestran la relación de beneficio/pérdida para el grupo y cada
agente; y las columnas 5 y 7 muestran el nivel de cooperatividad entre cada agente y el grupo. A
partir de los dos parámetros identificados (relación beneficio/pérdida y cooperación































Tabla 3.5: Clasificación de las actitudes sociales.
Actitud Social. Se presenta cuando el grupo y el agente ganan de la cooperación que realiza
uno de ellos, o las pérdidas de no mejorar no se pueden permitir.
Actitud Social Cooperativa. Se presenta cuando uno de los miembros gana de la coopera-
ción del otro.
Actitud Cooperativa. Se presenta cuando los dos miembros cooperan para el beneficio de
uno de ellos.
Actitud Individual. Se presenta cuando un agente se beneficia él solo sin la cooperación
del grupo.
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Actitud de Grupo. Se presenta cuando el grupo se beneficia sin la necesidad de la coopera-
ción del agente.
En el siguiente apartado vamos a ver un ejemplo en el que se utilizan los conceptos introdu-
cidos en el presente. Nuestra intención es poder comparar el modelo propuesto en la fase de
Identificación de los Problemas con el modelo de la metodología EML (el modelo ZOPP es un
subconjunto del EML) y demostrar las mejoras introducidas en la Planificación de Desarrollo
Cooperativo.
3.4 La Identificación de los Problemas (Ejemplo)
Para entender mejor los conceptos introducidos en el apartado 3.3 presentamos un ejemplo saca-
do de (IUDC, 1993). El ejemplo utilizado presenta todas las fases de un Proyecto de Desarrollo,
y lo utilizaremos a lo largo de todo el trabajo. En el presente capítulo nos referiremos únicamen-
te a la fase de Generación del Árbol de Problemas, incluido en el denominado Taller EML.
En el ejemplo original, la ciudad de Mango sufre una serie de problemas relacionados con la
seguridad viaria, debido a un aumento de los accidentes de los autobuses, causando retrasos y al-
gunas muertes. Los actores que se encuentran involucrados son una compañía de autobuses, los
pasajeros y los conductores de la compañía. Los actores se reúnen en un Taller EML y definen
los problemas de manera jerárquica mediante el denominado Árbol de Problemas, llegando a la
conclusión de que el problema central es el número alarmante de accidentes de autobuses que se
sufren. Posteriormente buscan las causas del problema central y consensúan que éstas son que
los conductores no tienen suficiente cuidado al conducir, que los autobuses se encuentran en
malas condiciones y que las carreteras están en mal estado.
Al conjunto de agentes del ejemplo original hemos añadido un agente denominado Adminis-
tración Local para representar el enfoque de ésta en el proyecto. Dicha adición nos permite mos-
trar la carencia de enfoque global del método EML.
3.4.1 Identificación de los Agentes
Los agentes involucrados en el ejemplo son:










3.4.2 Definición de las Teorías
Cada agente dispone de una teoría, que representa el conocimiento parcial que dispone del con-
texto del proyecto, compuesta por unos hechos, reglas y reglas puente que lo conectan con las
teorías de otros agentes.






Rl: ( (NO (Antiguedad_Autobuses GQ)
IMPLICA
(Seguridad_Autobuses GC) Muy_Alto)
R2: ( (NO (Seguridad_Autobuses GC))
IMPLICA
(Averias_Autobuses GC) Muy_Alto)
R3: ( (Num_Accidentes GC)
IMPLICA
(Autobuses_Fuera_de_Servicio GC) Muy_Alto)
R4: ( (Averias_Autobuses GC)
IMPLICA
(Autobuses_Fuera_de_Servicio GC) Muy_Alto)




R6: ( (Colapsos_Circulatorios GC)
IMPLICA
(Retrasos GC) Muy_Alto)
R7: ( (Num_Accidentes GC)
IMPLICA
(Retrasos GC) Muy_Alto)
















REGLAS PUENTE 4 :
RP1: (Vehiculos_en_Circulacion GQ






Rl: C (Num_Accidentes GC)
IMPLICA
(NurtuVictimas GC) Muy_Alto)















Rl: ( (Num_Accidentes GC)
IMPLICA
(Expedientes_Negativos GC) Muy_Alto)
R2: ( (NO (Aplicacion_Reglamento GC))
IMPLICA
(Expedientes_Negativos GC) Muy_Alto))
R3: ( (NO (Seguridad_Autobuses GC))
IMPLICA
(Victimas_Conductores GC) Alto)
R4: ( (Num_Accidentes GC)
IMPLICA
(Victimas_Conductores GC) Muy_Alto)





DEPENDE DE: (Antiguedad_Autobuses| GC)
DEL AGENTE: Al


















R3: C (Carreteras_en_mal_estado GC)
IMPLICA
(Num_Accidentes GC) Muy_Alto)
3.4.3 Identificación de los Problemas Existentes
Cada agente identifica una serie de problemas (estados negativos del contexto) que debe demos-
trar mediante su teoría, o en colaboración con las de otros agentes.


















3.4.4 Búsqueda de las Causas
En el proceso de búsqueda de las causas, cada agente intenta demostrar los problemas existentes
que ha identificado, utilizando su teoría, o la combinación de teorías con las que está relaciona-
do, mediante un Sistema de Argumentación (Elvang-G0ranssonet al., 1993; Krause et al., 1995;
Fox et al., 1996). Dicho SA le permitirá a cada agente evaluar la influencia del conocimiento
parcial que tiene del contexto sobre cada problema existente que ha identificado. Posteriormen-
te, el agente planificador O, que es el observador de los agentes involucrados en el proyecto,
compara todas las argumentaciones realizadas por los diferentes agentes para averiguar qué cau-
sas de los problemas existentes son comunes o individuales.
Para cada problema existente el proceso de argumentación se divide en dos fases: Construc-
ción de Argumentaciones y Combinación de Argumentaciones. En la primera, el agente busca
las distintas argumentaciones de las que se pueden derivar el problema existente, apuntando los
hechos y reglas que se han utilizado. En la segunda, las combina para averiguar su influencia
global sobre el problema existente.
Una Argumentación se representa por el problema identificado P, el conjunto de hechos y
reglas que lo demuestran CD, y la evaluación Ev que el agente asigna a dicho conjunto de de-
mostración.
La función de Evaluación se basa en el razonamiento aproximado (Negoita, 1985), utilizan-
do términos lingüísticos en la valoración de certeza de una proposición. El dominio de valores
utilizado en el conjunto de evaluaciones CE es:
CE= {Muy Bajo=0, Bajo=0.25, Normal=0.5, Alto=0.75, Muy Alto=l}
Cada Argumentación es un posible modelo de la sentencia que representa el problema cen-
tral. La propagación de los Grados de Certeza (Trillas, 1980), o Grados de Credibilidad GC (Pa-
niagua, 1995), sobre el conjunto de reglas y hechos que demuestran la sentencia se realiza me-
diante las funciones de propagación:
GC(Hecho) e ConjuntoEvaluaciones
GC( Consecuente, Re £/a) = Min(Aplicar(GC,Antecedentes(Regla))) * GC(Regla]
GC(Arg) = GC(PC(Arg),Primero(CD(Arg)))
GC(Consecuentet(Argl,...,ArgN) = Max(GC(Argl),...,GC(ArgN»




ARGl-1: (PI, (R5, R4, R2, Rl, Hl, H3), 0.75)
ARGl-2: (PI, (R5, R3, HZ, H3), 0.75)
GC(Pl) = Max(0.75, 0.75) = 0.75 (Alto)
P2: (Reduccion_Ingresos_Pasajeros Alto)
ARG2-1: (P2, (R10, R7, H2), 0.75)
ARG2-2: (P2, (R10, R6, R12, RP1), 0.75)
ARG2-3: (P2, (R10, R6, RII, R3, H2), 0.37)
ARG2-4: (P2, (R10, R6, RII, R4, R2, Rl, Hl), 0.37)
GC(P2) = Max(0.75, 0.75, 0.37, 0.37) = 0.75 (Alto)
P3: (Costes_Indemnizaciones Alto)
ARG3-1: (P3, (R9, R8, H2), 0.75)




ARGl-1: (PI, (RI, Hl), 0.75)
GC(Pl) = Max(0.75) =0.75 (Alto)
P2: (Retrasos Alto)
ARG2-1: (P2, (R2, Hl), 0.56)
ARG2-2: (P2, (R3, RP1), 0.75)




ARGl-1: (PI, (Rl, Hl), 0.75)
ARGl-2: (PI, (R2, H2), 0.75)
GC(Pl) = Max(0.75, 0.75) = 0.75 (Alto)
P2: (Victimas_Conductores Alto)
ARG2-1: (P2, (R4, Hl), 0.75)
ARG2-2: (P2, (R3, R5, RP1), 0.56)





ARG1-1: (PI, CR2, H3, HI), 0.75)
ARG1-2: (PI, CR2, R3, H4, H3), 0.75)
GC(P1) = Max(0.75, 0.75) = 0.75 (Alto)
P2: CColapsos_Hospitales Alto)
ARG2-1: (P2, (Rl, HI, H2), 0.75)
ARG2-2: (P2, (Rl, R3, H4, H2), 0.75)
GC(P2) = Max(0.75, 0.75) = 0.75 (Alto)
Una vez realizadas las demostraciones de los diferentes problemas existentes, y habiendo
analizado la influencia global de todas las argumentaciones correspondientes sobre cada uno de
ellos, el agente planificador O debe averiguar cuáles son las causas comunes o individuales.
Para realizarla búsqueda el agente planificador debe recibir las argumentaciones de los dife-
rentes agentes en forma de implicaciones entre hechos. Ya que cada argumentación es un mode-
lo que satisface el problema identificado desde el conocimiento parcial del agente que lo argu-
menta. Podemos entender cada argumentación como una cadena de implicaciones que se cum-
plen desde la interpretación del agente. Mediante esta representación el agente planificador
puede encontrar las uniones e intersecciones de las causas.
Para poder ponderar las teorías de los diferentes agentes utilizamos el Grado de Credibilidad
de cada agente como función de agregación.












MOD2-1 : (Reduccion_Ingresos_Pasa jeros
<- Retrasos
<- Num_Accidentes)

















































<- NO Capacidad_hospitales AND
Num_Accidentes)
MOD2-2: (Colapsos_Hospitales
<- NO Capacidad_Hospitales AND
Num_Accidentes
<- Carreteras_en_mal_estado)
A la hora de calcular las intersecciones entre los modelos se debe realizar la búsqueda entre
cada modelo de un agente con el resto de modelos de los demás agentes e ir eliminando modelos
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a medida que se va avanzando en la búsqueda. Como la intersección es conmutativa, el número
de comparaciones se va reduciendo considerablemente durante el proceso de búsqueda.
El proceso requiere un tratamiento previo de los modelos, consistente en la utilización de la









































































































































































(Al, A2, Al, A2, Al, A3, Al, A3, Al, A4, Al, A4, Al, A4, Al, A4, Al, A2,
Al, A2, Al, A3, Al, A3, Al, A4, Al, A4, Al, A4, Al, A4, Al, A2, Al, AZ,
Al, A3, Al, A3, Al, A4, Al, A4, Al, A4, Al, A4, Al, A3, Al, A3, Al, A4,
Al, A4, Al, A4, Al, A4, Â2, A3, A2, A3, A2, A4, A2, A4, A2, A4, A2, A4,
A2, A3, A2, A3, A2, A4, A2, A4, A2, A4, A2, A4, A3, A4, A3, A4, A3, A4,
A3, A4, A3, A4, A3, A4, A3, A4, A3, A4, A3, A4) O GA = CAI, A2, A3, A4)
Colapsos_Ci rculotorios:
(Al, A2, Al, A4, Al, A4, Al, A2, Al, A4, Al, A4, Al, A2, Al, A4, Al, A4,
A2, A4, A2, A4) O GA = CAI, A2, A4)
(NO Seguridad_Autobuses):
(Al, A3, Al, A3) O GA = (Al, A3)
Antiguedad_Autobuses:
(Al, A3, Al, A3) O GA = (Al, A3)
Retrasos:
(Al, A2, Al, A2, Al, A2, Al, A2, Al, A2, Al, A2, Al, A2, Al, A2) O GA =
(Al, A2)
Num_Victimas:
(Al, A2) n GA = (Al, A2)
Vehi culos_en_Ci rculacion:
(Al, A4, Al, A4) O GA = (Al, A4)
La lista de causas es (Num_Accidentes, Colapsos_Circulatorios, NO Seguridad_Autobuses,
Antiguedad_Autobuses, Retrasos, Num_Victimas, Vehiculos_en_Circulacion), añadiéndole la
causa intersección de la argumentación ARG2-1 del agente A4 (NO Capacidad_Hospitales). La
primera causa interviene en todas las argumentaciones de todos los problemas identificados por
el agente Al, menos en ARG1-1, ARG2-2 y ARG2-4; de todas las argumentaciones de A2
menos en la ARG2-2; de todas las de A3, menos en ARG 1-2 y ARG2-2; y de todas las realiza-
das por A4. La segunda interviene en la argumentación ARG2-2 del agente A2. La tercera, con-
secuencia de la cuarta, en las argumentaciones ARG1-1 y ARG2-4 del agente Al. La quinta es
consecuencia de la primera o segunda causas. La sexta es causa de la primera. La séptima es
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causa de la segunda. La octava es causa del problema existente ColapsosJHospitales. De esta
manera, la lista definitiva de problemas centrales es:




(Al, AZ, A3, A4)),
(Antiguedad_Autobuses (GC (Max (* Alto 1)
(* Alto 1)))
CAÍ, A3)),
(Vehiculos_en_Circulacion (GC (Max (* Alto 1)
(* Alto 1)))
CAÍ, A4)),
(NO Capacidad_Hospitales (GC (* Alto 1))
(A4)))
3.4.5 Estrategia Social del Grupo
En el último paso de la fase de Identificación de los Problemas el grupo de agentes GA debe
decidir qué problemas se intentarán resolver y eliminar aquellos que no. El proceso de elección
se realiza a partir de la función de acuerdo del grupo y mediante consenso. Para la evaluación de
los beneficios, pérdidas y costes de los agentes utilizamos el dominio de CE.
PC: Num_Accidentes
BA(Al,Num_Accidentes) = Muy_Alto
BA(A2, Num_Accidentes) = Muy_Alto
BA(A3, Num_Accidentes) = Muy_Alto
BA(A4, Num_Accidentes) = Alto
PACAI, NO Num_Accidentes) = Muy_Alto
PA(A2, NO Num_Accidentes) = Muy_Alto
PA(A3, NO Num_Accidentes) = Muy_Alto
PA(A4, NO Num_Accidentes) = Alto
CA(A1, Num_Accidentes) » Alto
CA(A2, Num_Accidentes) = Bajo
CA(A3, Num_Accidentes) » Alto
CA(A4, Num_Accidentes) = Alto
PC: Antiguedad_Autobuses
BA(A1, Antiguedad_Autobuses) « Muy_Alto
BA(A2, Antiguedad_Autobuses) = Muy_Alto
BA(A3, Antiguedad_Autobuses) = Muy_Alto
BA(A4, Antiguedad_Autobuses) = Alto
PACAI, NO Antiguedad_Autobuses) = Muy_Alto
PA(A2, NO Antiguedad_Autobuses) = Muy_Alto
PA(A3, NO Antiguedad_Autobuses) «= Muy_Alto
PA(A4, NO Antiguedad_Autobuses) = Alto
CA(A1, Antiguedad_Autobuses) •= Muy_Alto
CA(A2, Antiguedad_Autobuses) •= Muy_Bajo
CA(A3, Antiguedad_Autobuses) = Bajo
CA(A4, Antiguedad_Autobuses) = Muy_Bajo
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PC: Vehiculos_en_Circulacion
BA(A1, Vehiculos_en_Circulacion) = Muy_Alto
BA(A2, Vehiculos_en_Circulacion) = Muy_Alto
BA(A3, Vehiculos_en_Circulacion) = Muy_Alto
BA(A4, Vehiculos_en_circulacion) = Muy^ lto
PA(Al, NO Vehiculos_en_Circulacion) = Muy_Alto
PA(A2, NO Vehiculos_en_Circulacion) = Muy_Alto
PA(A3, NO Vehiculos_en_Circulacion) = Muy_Alto
PA(A4, NO Vehiculos_en_Circulacion) = Muy_Alto
CA(A1, Vehiculos_en_Circulacion) = Bajo
CA(A2, Vehiculos_en_Circulacion) = Bajo
CA(A3, Vehiculos_en_Circulacion) = Bajo
CA(A4, Vehiculos_en_Circulacion) = Alto
PC: NO Capacidad_Hospitales
BA(A1, NO Capacidad_Hospitales) = Normal
BA(A2, NO Capacidad_Hospitales) = Alto
BA(A3, NO Capacidad_Hospitales) = Alto
BA(A4, NO Capacidad_Hospitales) = Muy_Alto
PA(Al, Capacidad_Hospitales) = Normal
PA(A2, Capacidad_Hospitales) = Alto
PA(A3, Capacidad_Hospitales) = Alto
PA(A4, Capacidad_Hospitales) = Muy_Alto
CA(A1, NO Capacidad_Hospitales) = Bajo
CA(A2, NO Capacidad_Hospitales) = Bajo
CA(A3, NO Capacidad_Hospitales) = Bajo









































































































































































Tabla 3.9: Acuerdo del problema central "No Capacidad en Hospitales".
ConsensoCGA, PC) = (PCI, PC2, PC3, PC4)
El consenso del grupo acepta resolver todos los problemas centrales definidos. En la siguien-
te fase de "Definición de Objetivos" el grupo de agentes GA utiliza el conjunto PC para definir
los objetivos del proyecto. El tratamiento presente de consenso le permite al grupo de agentes
eliminar problemas centrales que no son beneficiosos, o que requieren una carga de cooperación
desproporcionada.
3.5 Conclusiones
En este capítulo hemos ido desarrollando un modelo de conocimiento para un sistema de multi-
agentes en el que cada agente dispone de un conocimiento parcial del contexto. La herramienta
formal para definir el conocimiento parcial de cada agente es el contexto; formado por un len-
guaje específico del agente, unas reglas sintácticas, una base de creencias compuesta por hechos
y reglas lógicas, y finalmente unas reglas deductivas que le permiten realizar deducciones o de-
mostraciones. Al mismo tiempo, cada agente puede enlazar su teoría con las de otros agentes
mediante las reglas puente.
El grupo de agentes identifica una serie de problemas existentes en el contexto, para poder
encontrar sus causas, comunes o individuales. Y finalmente, definir los problemas centrales del
proyecto. El uso del razonamiento aproximado nos permite definir evaluaciones subjetivas (va-
luación) de los hechos y reglas que utilizan los agentes. La herramienta que utilizan los agentes
para la demostración de cada problema existente es la reducción del objetivo, unida a un sistema
de argumentación con múltiples contextos (contexto = agente), permitiéndonos analizar la in-
fluencia de todos los posibles modelos que permiten derivar un problema determinado.
La utilización de un agente planificador, observador del grupo de agentes, nos permite bus-
car las intersecciones de hechos entre las distintas argumentaciones que realizan los agentes para
demostrar los diferentes problemas existentes.
La definición de un nivel social de conocimiento a partir de una estrategia social, compuesta
por una función de acuerdo y una regla de consenso, nos permite modelar las distintas relaciones
de sociabilidad y grado de cooperación entre los componentes del grupo. Como resumen, pode-
mos indicar las siguientes características del modelo:
Conocimiento Parcial. El conocimiento de un agente se define por un contexto, compuesto
por un lenguaje y una base de creencias. Siendo el primero el conjunto mínimo de senten-
74
cias generadas a partir de las reglas sintácticas del contexto aplicadas sobre las proposi-
ciones primitivas del lenguaje. Siendo la segunda el conjunto mínimo de creencias gene-
radas a partir de la combinación de los hechos y reglas lógicas enlazadas mediante las re-
glas deductivas del contexto.
Sistema Multi-Agentes. El grupo de agentes está definido por un conjunto de contextos, en
el que se encuentran los diferentes actores del proyecto y un agente observador. El agente
observador se conecta a los distintos agentes mediante las reglas de reflexión del sistema.
Los agentes conectan sus teorías mediante la reglas puente que disponen cada uno de
ellos.
Tipos de Razonamiento. A partir de las diferentes relaciones entre las teorías de los contex-
tos se definen tres tipos de razonamiento: local, distribuido y colaborativo.
Sistema de Argumentación. El modelo que utiliza cada agente para averiguar las causas de
un problema existente y la influencia global de éstas sobre el problema se basa en un sis-
tema de argumentación.
Tipos de Causas. Mediante la búsqueda de intersecciones entre las causas de los problemas
existentes se establecen dos tipos de causas diferenciadas: individual y común.
Conocimiento Social. El grupo de agentes selecciona qué problemas resolver a partir de
una estrategia social, compuesta por una función de acuerdo que se debe a plicar en con-




En el presente capítulo tenemos como objetivos: 1°) ampliar el modelo propuesto en el capítulo
anterior para resolverla fase de Definición de Objetivos; 2°) desarrollar el modelo de planifica-
ción de las tareas (grandes fases) del proyecto.
Como comentamos en el Capítulo 2, el principal problema relacionado con la fase de Defini-
ción de Objetivos es el mismo que la de su fase previa, el conocimiento parcial en el grupo de
actores (agentes). Por lo que la única ampliación necesaria es la de poder representar los concep-
tos de Objetivo y Objetivo Conjunto, para poder relacionarlos con un único agente o un subgru-
po del colectivo de agentes.
Por otro lado, también comentado en el Capítulo 2, el problema más importante en la fase de
Generación de Planes Alternativos es la falta de Comportamiento Social en el grupo de actores,
característica principal de los proyectos de desarrollo. En este caso, son necesarios la definición
de un modelo social que permita al grupo adquirir un Compromiso sobre las Tareas asignadas y
definir un Convenio que las monitorice en la Fase de Viabilidad, así como la definición de un
modelo de planificación abstracta en un sistema multi-agentes.
Del mismo modo que hemos hecho en el Capítulo 3, definimos un conjunto de característi-
cas que consideramos necesarias para los objetivos del presente capítulo.
estarObjetivos individuales y conjuntos. El conjunto de objetivos del proyecto puede
compuesto por objetivos individuales o conjuntos indistintamente.
Intenciones individuales y conjuntas. Cada agente puede tener intenciones individuales o
conjuntas con otros agentes del grupo. Una intención es el compromiso mutuo (indivi-
dual o conjunto) de realizar una acción/plan que resuelve el problema del agente/s.
Planes abstractos. La naturaleza de los planes alternativos para los distintos objetivos del
proyecto es de nivel abstracto en nivel de especificidad de las acciones, que se definen
por tareas.
Comportamiento determinista de las tareas. Las tareas se tratan de manera determinista
en relación con sus precondiciones, condiciones de ejecución y efectos. Este enfoque per-
76
mite buscar el máximo de planes alternativos al no tener en cuenta su viabilidad.
Compromiso y convenio de las tareas. Una vez definidos los distintos planes alternativos,
compuestos por tareas, el grupo de agentes debe de llegar a un compromiso de realiza-
ción, eliminando aquellos que no lo permitan. Éstos serán los que serán evaluados en la
fase de Cálculo de Viabilidad.
4.1 Introducción
Para ampliar el modelo de un grupo de agentes con conocimiento parcial desarrollado en el
Capítulo 3, debemos analizar lo que en el capítulo anterior hemos denominado las pro-aptitudes
en un agente inteligente.
Siguiendo la misma línea que en el capítulo anterior, utilizaremos al agente observador para
indicar las intenciones, objetivos individuales y objetivos conjuntos del grupo de agentes.
El siguiente paso es el desarrollo del modelo de planificación, éste modelo ha de tener en
cuenta que el espacio de búsqueda será el de planes parciales, de esta manera podremos utilizar
la estrategia de mínimo compromiso.
El tercer paso es la integración del proceso de planificación de los planes alternativos abs-
tractos con las pro-aptitudes de los agentes relacionadas con los acuerdos, compromisos y con-
venios del grupo.
Los antecedentes de cada uno de estos temas los vamos a analizar en el siguiente apartado.
Los conceptos relacionados con las pro-aptitudes de un agente se basa en las mismas referencias
del Capítulo 3; los conceptos de compromiso, acuerdo y convenio están relacionados con lo que
se denomina Resolución Cooperativa de Problemas; y los conceptos relacionados con la planifi-
cación se ubican en lo que se denomina Planificación Parcial y Mínimo Compromiso.
4.2 Antecedentes
En la Tabla 4.1 mostramos la analogía de la nomenclatura del EML con la de la PDC. Los con-




































• • Beneficiario Directo
















• • Condición de Ejecución
Amenaza de Ejecución Posible
Amenaza de Eiecucion Inevitable







Tabla 4.1: Conceptos del EML y PDC en el análisis (u).
4.2.1 Pro-Aptitudes de Agentes Inteligentes
Como ya habíamos comentado en el capítulo anterior, un agente inteligente se puede formalizar
por un Sistema Intencional (Dennet, 1987), ya que el razonamiento y comportamiento que que-
remos tratar, puede ser representado y analizado a través de un conjunto de aptitudes relacionado
con el conocimiento y el control.
En el Capítulo 3 vimos los conceptos y las distintas teorías relacionadas con el primer grupo
de aptitudes, las denominadas Aptitudes de la Información. En este capítulo analizamos las que
están relacionadas directamente con el control, es decir, las intenciones, los acuerdos y compro-
misos de un agente, denominadas Pro-Aptitudes (Wooldridge & Jennings, 1994).
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Una de las contribuciones más importantes en la teoría de las pro-aptitudes de un agente in-
teligente es el trabajo de (Cohén & Levesque, 1990), en el que los autores proponen una teoría
de la intención. El modelo presentado tiene dos niveles de detalle; un primer nivel en el que se
proponen las primitivas de una teoría de la acción, y uno segundo en el que se construyen los
conceptos de acción racional a partir de la primera.
El principal concepto propuesto en el modelo es el de objetivo persistente. Un agente A tiene
un objetivo persistente de conseguir el hecho G, relativo a la motivación M, sí las siguientes
condiciones permanecen: 1) A cree que G es actualmente falso; 2) A cree que G puede ser posi-
ble; 3) este grupo de circunstancias prevalece hasta que A crea que G es verdadero o que nunca
lo podrá ser, en tal caso el objetivo persistente a G dejará de tener sentido.
ObjPer(A,G) =
Antes((Bel(A,G) v
Mediante el concepto de objetivo persistente se define lo que es una intención, siendo ésta el
compromiso de realizar alguna acción, es decir, tener un objetivo persistente de realizar dicha
acción.
Intencion(A,acc) =
ObjPer(A, Hecho(A, Bel(A, Sucede(acc))ri\á)
Otro trabajo, previo al de Cohén y Levesque, es el realizado por (Tuomela & Miller, 1988),
en el que los autores proponen el concepto de Nos-Intención como una opción para describir si-
tuaciones colaborativas entre agentes. Una Nos-Intención es la base de cualquier actuación en
grupo. Un agente A es miembro de un grupo que tiene una Nos-Intención sobre G si: 1) A inten-
ta realizar su parte de G; 2) A cree que las oportunidades conjuntas de acción para obtener G son
ciertas; 3) A cree que existe creencia mútua de todos los miembros que las precondiciones para
el éxito son ciertas. Dentro de este marco, una intención se utiliza informalmente para represen-
tar el concepto de compromiso entre los agentes que intervienen en la Nos-Intención.
4.2.2 Resolución Cooperativa de Problemas
Uno de los temas de investigación en IA con mayor crecimiento en los últimos años es la Reso-
lución Cooperativa de Problemas con Agentes Inteligentes. Dentro de este tema existen una gran
diversidad de posturas, desde los formalistas hasta los pragmáticos, y uno de los grupos de in-
vestigación actuales más interesantes es el de AIRG, con Jennings a la cabeza. Este equipo de in-
vestigación tiende hacia el pragmatismo, pero con una base formal muy intuitiva.
En (Jennings, 1992a; Jennings, 1992b; Jennings, 1992c) se trata el tipo de interacción social
entre un grupo de agentes para resolver un problema común. Para ello, se define el Nivel de Co-
nocimiento de Cooperación.
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El Nivel de Conocimiento de Cooperación está representado por el entorno de responsabili-
dad. En él se utiliza el concepto de objetivo persistente común, nacido por la necesidad o por la
conveniencia de cooperación entre un conjunto de agentes, siendo revocable en el caso de que
éste se consiga obtener o no tenga nunca solución. Una vez definido el OPC se busca una se-
cuencia de acciones que pueda resolverlo, denominada compromiso de solución, que junto al
compromiso individual de cada agente que interviene en el plan solución, definen la llamada res-
ponsabilidad conjunta.
RespC(Grupo,Problema) =
MB(Grupo, ObPersC(Grupo, Pr oblemá)) A
MB(Grupo, Compromiso(Grupo, Pr oblemá))
Posteriormente en (Wooldridge & Jennings, 1994a; Wooldridge & Jennings, 1994b) se defi-
ne una opción de proceso más evolucionado de Resolución Cooperativa de Problemas en cuatro
fases:
Reconocimiento. Algún agente reconoce el potencial de cooperación. El reconocimiento
puede ocurrir por diversas causas: 1) por necesidad, es decir, el agente no es capaz de re-
solver el problema identificado debido a falta de recursos, sin embargo reconoce que a
nivel del grupo se podría resolver; 2) por conveniencia, el agente puede resolver el pro-
blema, pero prefiere utilizar los recursos del grupo.
PotencialCooperacion(A, P, G) =
Objetivo(A,P) A 3G.Bel(A,Pueden(G,P) A
(-J>uede(A,P))\t
Vacc\Plan.Agt(acc\Plan,A) A Resuelve(acc\Plan,P) ->
Objetivo(A, —i Re alizar(acc\Plan))}
Formación de equipo. Una vez reconocido el potencial de cooperación para resolver un ob-
jetivo de un agente del grupo, el agente solicita la ayuda del grupo, y en el caso de obte-
ner éxito, se establece un compromiso entre los agentes que pueden resolver conjunta-
mente el problema del agente.
VAí.Bel(Ai,PotCoop(Ai,P)) =»
03G3acc.Intentar(A¡,acc, preEquipo(G, P,A¡),
MBel(G, Objetivo(Ai, P) A Bel( At, Pueden(G, P)))
Generación de planes. Los agentes que han entrado en compromiso intentan crear un plan
conjunto que resuelva el problema.
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Acción del equipo. Una vez llegado a un compromiso en la forma de actuar para resolver el
problema, el euipo establece la intención conjunta de realizar el plan.
Equipo(Grupo,P,A¡) =
BPlan. Re suelve(Plan, P) A IntendonConjunta(Grupo, Plan, Objetivo(Ai, P))
4.2.3 Agentes Sociales
Uno de los últimos trabajos más interesantes en el intento de definir el comportamiento social en
un grupo de agentes en IA es el de (Jennings & Campos, 1997). En él se define una tipología de
agente, a partir del llamado Nivel Social, denominada Agente Responsable Social, miembro de
una Sociedad Responsable. El Nivel Social, introducido por (Newell, 1982), es el nivel de cono-
cimiento que está por encima del conocimiento específico del agente, y es el responsable de
todos las relaciones sociales del agente con el resto de agentes del grupo. El Nivel Social se des-
cribe a partir de:
El sistema. Es la entidad que define el nivel de conocimiento social. Jennings lo define
como una sociedad responsable.
Los Componentes. Los elementos primitivos que forman el sistema. Jennings define a los
miembros del grupo como los componentes que resuelven un problema. El elemento más
simple es un agente responsable social. También establece la diferencia entre el entorno y
el grupo de agentes, así como las vías por las cuales los agentes pueden interactuar: cana-
les de comunicación, el entorno, un agente mediador. Finalmente, incluye el concepto de
objetivo como componente del sistema, haciendo diferencia entre individuales y sociales.
Las leyes de composición. Son las reglas que definen cómo son combinados los componen-
tes para formar el sistema.
Las leyes de comportamiento. Son los mecanismos por los cuales se define el comporta-
miento del sistema a partir de los de sus componentes. Jennings define un tipo de com-
portamiento, en contraste con el Principio de Racionalidad de Newell, denominado Prin-
cipio de Racionalidad Social. Estableciendo que cualquier acción llevada a cabo por los
agentes del grupo debe tener un beneficio global neto positivo para la sociedad.
El medio. Son los elementos que el sistema utiliza para obtener el comportamiento para el
cual ha sido diseñado. Jenninga define dichos elementos como los medios necesarios
para cumplir el Principio de Racionalidad Social. Los tres elementos son el trato mutuo,






















Tabla 4.2: El Nivel Social de un agente.
Principio de Racionalidad Social. Si un miembro de una sociedad responsable puede reali-
zar una acción con un beneficio conjunto mayor que su pérdida conjunta, entonces el
agente puede seleccionar dicha acción,
De esta manera queda formulado el Principio de Racionalidad Social. Donde el beneficio
conjuntóse define como a(M,a) + 8(M,a)
 y ja pérdida conjunta como W.M,a) + co(M,a)t
siendo los primeros componentes de cada expresión el beneficio y pérdida del grupo, y los se-
gundos el beneficio y pérdida individual.
A partir de las relaciones que se pueden establecer entre A(^»Q), S(M,a)^ £l(M,a) y
Cu(M,a)
 se definen las cuatro clases de acciones disyuntas que puede realizar un agente
S(M) u /(M) u D(M) u F(M) = A(M)
 En ,a Tabla 43 se muestran las cuatro clases y las con.
diciones para la sociedad y el miembro.
Acciones sociales. Son aquellas que dan un beneficio neto a la sociedad, aunque no lo dan
para el agente que realiza la acción.
Acciones individuales. Son aquellas que dan el beneficio neto para el agente que realiza la
acción, pero la sociedad no ve incrementado su beneficio neto tras la realización de la ac-
ción.
Acciones divididas. Son aquellas que dan un beneficio neto, tanto a la sociedad, como al
agente que realiza la cción.


















Tabla 4.3: Clases de acciones en una sociedad responsable.
4.2.4 Planificación Abstracta Parcial
En este apartado analizamos un tipo de planificación en IA, denominada Planificación Abstracta
Parcial. Para ello, primero introducimos los conceptos relacionados con la planificación en gene-
ral, realizando un repaso a las distintas propuestas que han conformado la denominada Planifica-
ción Clásica.
Propuesta.
Cálculo de situaciones (McCarthy 1 960).
Sistema STRIPS (Fikes v Musson 1971).
Planificación jerárquica (Sacerdoti 1974).
Planificación parcial (Sacerdoti 1975).
Problema.
Problema de! marco 1 969
Problema de la cualificación 1977
Tabla 4.4: Cronología de las diferentes propuestas en Planificación Clásica.
4.2.4.1 Cálculo de Situaciones
Cálculo de Situaciones es el nombre que se le da a una manera particular de describir el cambio
en lógica de primer orden. Se basa en describir el mundo como una secuencia de situaciones,
que cada una de ellas es una "foto" del estado del mundo (la foto nunca describe al mundo com-
pletamente, es una descripción parcial (McCarthy, 1969)). El mundo persiste en una determina-
da situación hasta que una acción genera un cambio a una nueva situación5. La obtención de la
secuencia de acciones que resuelven el estado objetivo a partir de un estado inicial es denomina-
da una estrategia.
Cada acción está relacionada con la situación a la que puede ser aplicada y con la situación
nueva que genera mediante la descripción del par {precondiciones,efectos}. Para describir la
variación de un hecho respecto a cada situación se utilizad concepto de fluente proposicional,
que muestra las ocurrencias de cada hecho mapeandolo en cada situación a [V,F]. El tipo de ló-
gica utilizada es una lógica de primer orden argumentada.
5
 Hay que tener en cuenta que cuando McCarthy creo el Cálculo de situaciones aún no existía un estudio formal
sobre acciones en inteligencia artificial, el primer trabajo desarrollado sobre la teoría de acciones fue el de (von
Wright, 1963).
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El fluente preposicional más importantes es Mantener:
resultado_logzco = Mantener (hecho, situación)
El concepto de acción (efecto de una acción) es representado por el fluente Resultado:
nueva _situacion = ~R&sultado(accion, situación]
El concepto de causalidad se expresa mediante un fluente F 6 :
resultado _logico = F(hecho(situacion_nueva),situacion)
que afirma que tras la situación actual seguirá una situacion_nueva en la que se cumplirá el
hecho hecho.
Para poder representar el resultado de una acción se definen los denominados axiomas de
efecto o axiomas de acción.
V*, s —>Sujetar(x, Re sultado( Dejar, s))
Sin embargo, estos axiomas no son útiles para representar lo que debe permanecer tras la
ejecución de la acción, para ello se definen los axiomas de marco.
Va, x, s Sujetar(x, s) A (a # Dejar) => Sujetar(x, Re sultado(a, s)}
Uniendo ambos tipos de axiomas obtenemos los axiomas de estado sucesor (Elkan, 1992),
que fue la solución encontrada para resolver él problema del marco.
Va,x,s Sujetar(x, Re sultado(a, s )) <=>
[(Presente(x, s) A Portable(x)) v (Sujetar(x,s) A a & Dejar)]
El principal problema del enfoque del Cálculo de Situaciones era tener que proveer de mane-
ra explícita cada axioma de marco para cada acción y cada relación; otros tipos de problemas
son debidos a la lógica temporal que utilizaba, no pudiendo representar duración en las acciones,
ni cambio continuo, o concurrencia en las acciones7.
MacCarthy propuso en 1977 un método para resolver el problema del marco y el problema
de la cualificación denominado Circumpscrípción , basada en un tipo especial de lógica por de-
fecto, que define las precondiciones "mundanas" que pueden evitar la viabilidad de una acción,
y las cuales el agente planificador debe preveer para la ejecución de la acción. Un ejemplo de
circumpscripción sería a partir de los fenómenos:
6
 La adición de los operadores modales temporales no se realiza hasta 1969.
7
 Esto es debido a la utilización de una lógica temporal basada en el cambio.
84
Vx,y,s ((—ies_bloque(x) v —,es_bloque(y))
z> preveer(NO_BLOQUE,mover(x,y),situacion))
Vx, y, s ((—ilibre(x, situación) v —J,ibre(y, situación))
z> preveer(CUBIERTO, mover(x, y), situación))
Vx,y,s (es_pesado(x)
z> preveer(peso(x), mover(x, y), situación))
y de la descripción de la acción:
Vx, y, s( Vz—\preveer(z, mover(x, y), situación)
z> en(x, y, resultado(mover(x, y), s)))
circumpscrito por:
(-ies_bloque(A) v -,es_bïoque(B) z> ®(NO_BLOQUE)) A
(-,libre(A,situacionO) v -^libré(B,situacionO) u ^(CUBIERTO)) A
(es_pesado(A) z) <E>(peíoA)) A
Vz(í>(z) r> preveer(z,mover(A,B),situacionQ))
Z) Vz(preveer(z,mover(A,B),situacionO) D <I>(z))
4.2.4.2 Sistema STRIPS
El sistema STRIPS (STandford Research Institute Problem Solver) fue creado inicialmente
como un resolutor de problemas (fue más tarde cuando se empezó a hacer la distinción entre re-
solución de problemas y planificación).
El STRIPS es la principal alternativa al Cálculo de Situaciones para evitar la especificación
de un gran número de axiomas de marco, y que el agente planificador tenga que considerar di-
chos axiomas en cada punto del plan.
En el STRIPS, el mundo está representado por estados, cada estado está descrito por la con-
junción de sentencias, y las acciones o eventos están descritos por operadores. Cada operador
está definido por la cuatrupla:
[nombr~e_acción,precondiciones,lista_a adir ,lista__borrar}
en el que las precondiciones definen el estado en el que se puede aplicar el operador, la
lista_añadir define los hechos que serán ciertos en el estado resultante, y la lista_borrar define
los hechos que ya no siguen siendo ciertos.
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Por ejemplo, la acción Lleva_a puede estar definida por el operador Opl :
Op\:
[Acción: Lleva_a(x, z)
Pr econdiciones: En(x, y) A Re corrido(y, i)
Añadir: En(x,z)
Borrar: En(x,y)}
En realidad el sistema STRIPS define un tipo de lógica de primer orden, que es utilizada
como transformador sintáctico entre estados del mundo, y las reglas del STRIPS actúan como
reglas de inferencia en este tipo especial de lógica. Para que el sistema sea sólido se debe cum-
plir: 1) cada hecho que aparace en la lista_añadir debe ser cierta en el estado resultante de la ac-
ción, y 2) cada hecho del estado al que se aplica la acción, que no pertenezca a la lista_borrar,
también debe ser cierta en el estado resultante (Lifschitz, 1987). La base filosófica que reside
tras la solidez del sistema STRIPS es que el mundo no varía demasiado de un estado a otro, es
decir, los componentes de un estado del mundo no están muy interrelacionados ni son inestables,
por lo que cada acción no puede tener efectos profundos ni globales en el mundo (Nilsson,
1980).
Debido a su solidez, ¡y su base filosófica!, el sistema STRIPS resuelve el problema del
marco (perdiendo en expresividad frente al Cálculo de Situaciones), pero sufre graves deficien-
cias frente al problema de la ramificación, ya que todas las consecuencias de cada acción deben
ser descritas de forma explícita.
El problema de la cualificación queda tan poco resuelto con el sistema STRIPS como con el
Cálculo de situaciones. Veremos como este problema no se llega a resolver ni siquiera cuando:
1) se abandonan las lógicas monotónicas (completas y sólidas), 2) se extienden las lógicas tem-
porales8 , y 3) a nivel epistémico se introduce el concepto de probabilidad subjetiva y grado de
certidumbre.
4.2.4.3 Planificación Abstracta (Jerárquica)
La planificación jerárquica fue introducida en el ABSTRIPS (Sacerdoti, 1974), una variantedel
sistema STRIPS. La idea residía en poder crear planes a un alto nivel de abstracción, y descom-
poner cada acción de dicho plan en subplanes más especializados. A esta idea se la denominó
descomposición jerárquica.
Para poder realizar una descripción del plan se dividien los operadores en primitivos y no-
primitivos. En realidad esta distinción es aplicable al agente que realiza la planificación9. Ade-
más de la distinción entre operadores se deberá disponer de un método de descomposición, re-
presentado por:
8
 Se hace referencia a la creación de lógicas basadas en el tiempo frente a las basadas en el cambio (Shoham,
1988).
* Esta idea la utilizaremos en nuestra especificación del sistema.
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Descomponer(operador_ no_ primitivo, plan_ especializado)
Desde este enfoque, una descomposición es como un macro para un operador no-primitivo.
Un plan-especializado implementarà un operador no-primitivo sólo si este plan es completo y
consistente para el problema de alcanzar los objetivos del operador a partir de sus precondicio-
nes.
El concepto de planificación jerárquica permite al planificador especificar los problemas en
piezas de tamaño razonable; este hecho es importante de cara a desarrollar sistemas de planifica-
ción que trabajen en el mundo real.
Tanto el plan abstracto como cada uno de los especializados deben ser completos y consis-
tentes; en el caso de que un operador abstracto disponga de un plan especializado que lo resuel-
va, se pueden podar los demás operadores abstractos que eran descomposición del nivel supe-
rior.
La idea que nos interesa de la planificación jerárquica es poder descomponer el problema en
niveles de abstracción10 para retardar el compromiso de la asignación de operadores primitivos"
(Molgen, 1981), lo que significa, aplazar la resolución de las condiciones del nivel más especia-
lizado; combinando esta metodología con la de la planificación parcial obtendríamos un método
de planificación que nos permitiría aplazar la asignación de operadores y la especificación de ta-
reas al máximo.
4.2.4.4 Planificación Parcial
La planificación parcial está basada en el espacio de búsqueda que se realiza para generar un
plan; mientras que la planificación total (enfoque de la IO12 ) se basa en el espacio de estados13,
la planificación parcial14 utiliza el espacio de planes. El primer sistema fue el NOAH (Sacerdoti,
1975).
La búsqueda de la planificación parcial se realiza a partir de un plan inicial incompleto, lla-
mado plan_parcial, al que se le pueden aplicar operadores de tipo operador_refinamiento, o de
tipo operador_modificación.
Cada acción puede estar representada como en el sistema STRIPS {nombre, precondiciones,
lista_añadir, lista_borrar}, o uniendo {lista_añadir, lista_borrar} en una única lista {efectos}.
10
 Stefik propone una solución basada en la metaplanificación con el MOLGEN en 1981.
11
 La idea que se utiliza en el ABSTRIPS es la utilización de un nivel de criticidad en cada operador. El sistema
intenta resolver los operadores ordenados de forma decreciente.
12
 El enfoque utilizado en todos los algoritmos de búsqueda de la Investigación Operativa.
13
 También denominados situaciones.
14
 También denominada planificación no-lineal.
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El plan parcial inicial está representado por:
Plan_ parcial _ inicial:
[Pasos: {SI: Op(Accion: Inicio), 52: Op(Accion: Final)}
Ordenacion:{Sl < 52}
Asignaciones:^
Enlaces _ Causales: {}]








precondiciones: {descripción _ estado _ objetivo]
lista_añadir:{]
lista_borrar:{}]
El conjunto Pasos indica los estados-acción que se utilizan en el plan. La Ordenación define
el conjunto de restricciones de ordenación temporal entre pasos, ya que cualquier plan totalmen-
te ordenado derivado de las restricciones temporales del plan_parcial es una linearización de
dicho plan_parcial. La lista de Asignaciones contiene el conjunto de restricciones de ligadura, de
esta manera guardamos el entorno15 en cada paso y lo podemos relacionar con los demás entor-
nos del plan. La lista Enlaces_Causales16 es el conjunto de relaciones entre pasos del tipo:
que muestra como el paso i resuelve la precondition/? para el pasoy. El poder guardar las
relaciones causales nos permiten representar los objetivos de cada paso en el plan.
En la planificación parcial también se tratan los conceptos de completitud y consistencia. Ya
que una solución será sólo aquella que sea completa y consistente si:
(S, -4s,) A (Si < Sj) A -,(St 4s,) A (5; < 5, < 5,)
y no existe ninguna contradicción en la ordenación temporal de pasos, ni en las ligaduras
entre pasos.
15
 Es el conjunto de ligaduras locales a cada paso.
" También denominados Enlaces_protegidos, porque deben ser protegidos de otros operadores que los anulen.
La causa de que los Enlaces_Causales estén protegidos es para que ningún otro operador
pueda negar la precondición alcanzada; a este tipo de operadores se les denomina amenazas, y
deben ser trasladados delante del enlace causal (descenso) o después del enlace causal (adelanta-
miento) para evitar la contradicción (NONLIN (Tate, 1974)).
Lo que más nos interesa de la planificación parcial es el disponer de un plan parcial que
puede generar cualquier linearización a partir de las restricciones temporales; esto nos da más
adaptabilidad a la hora de decidir qué operadores asignamos finalmente, ya que podríamos estu-
diar la viabilidad de los operadores antes de asignarlos.
El segundo concepto de interés es el Enlace Causal, ya que nos permite descubrir amenazas
entre operadores y definir estrategias para evitarlas.
4.3 Proceso de Planificación Cooperativa
En este apartado vamos a definir un modelo de planificación en un sistema de múltiples agentes
basado en las teorías descritas en el apartado anterior. Esto nos permitirá en los apartados 4.4 y
4.5 resolver las fases de "Definición de Objetivos" y "Generación de Planes Alternativos" de un
proyecto de desarrollo.
El modelo que presentamos está compuesto por dos niveles de conocimiento distintos: el
primero define los conceptos principales de la planificación cooperativa en un grupo de agentes;
el segundo define el nivel objeto de la planificación (plan, tarea,...).
4.3.1 Objetivo Persistente
En nuestro modelo de Planificación Cooperativa definimos un Objetivo Persistente como el es-
tado del contexto que un agente, o grupo de agentes, quiere obtener. El estado está definido por
una situación compuesta por la intersección de un conjunto de hechos, o un único hecho (el caso
más simple).
Cuando un agente tiene un Objetivo Persistente, el agente cree que en la actualidad el estado
no es cierto, sin embargo, a diferencia de (Cohén & Levesque, 1990), el agente desconoce sí el
estado será resuelto en algún estado futuro o sí el estado nunca lo será.
Al mismo tiempo, el Objetivo Persistente no tiene porque ser la negación del Problema Cen-
tral, como es el caso en (IUDC, 1993), sinó el estado que el agente desea del futuro, el agente
utiliza la técnica del razonamiento aproximado para valorar los hechos y reglas de su base de co-
nocimiento.
Es decir, el agente utiliza un conjunto de variables lingüísticas que representan los hechos de
cada situación. Cada variable lingüística (Trillas, 1980; Valverde, 1992) está determinada por: 1)
su nombre VL', 2) el conjunto de términos asociados T(VL) a VL, como el conjunto de valores
lingüísticos; 3) un universo de discurso, U, en el que VL toma sus valores cuantitativos; 4) un
conjunto de reglas sintácticas/?S, que permite la generación de términos en T(VL); 5) una regla
semántica RV, que define la distribución de posibilidad de U a T(VL). Por ejemplo, en el caso
del Problema Central Num_Accidentes:
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VL: Num_Accidentes
T(Num_Accidentes): {Muy Bajo, Bajo, Normal, Alto, Muy Alto}
U(Num_Accidentes): {0, l, 5, 10, 25, 50, 100, 200}
KV
Fig. 4.1: Regla Semántica de la variable lingüística Num_Accidentes.
En este ejemplo: a) el agente podría utilizarla función monoaria de lógica difusa para la va-
luación de la negación M"1 ^ i-) = 1 - fJ.(VL). j,)
 o pO(jrfa establecer de forma explícita cuál será
el estado objetivo de la varaiable lingüística.
a) (Objetivo A (NO (Num_Accidente Muy_Alto))
b) (Objetivo A (Num_Accidentes Bajo))
Una vez establecida la forma de evaluar los estados que percibe el agente, podemos definir
lo que es un Objetivo Persistente (individual o conjunto).
ObjetivoPersistente(A,O) =
Bel(A,->O A (Resuelto(O) v Im posible(O) -> -^ObjetivoPersistente(A,O))}
En el caso de ser un Objetivo Persistente Conjunto, es conocimiento común que el objetivo
no es cierto en la actualidad.
ObjetivoPersistente(G,O) =
CBel(G,-iO A (Resuelto(O) v Im posible(O) -> ->ObjetivoPersislente(G,O))}
Cualquier subconjunto del grupo de agentes involucrados en el proyecto puede tener un Ob-
jetivo Persistente Conjunto lineado a un problema central; el subgrupo está compuesto por los
agentes que han identificado el problema central, y que han llegado al consenso de aceptar dicho
problema central. De esta manera, cada problema central está compuesto por un estado inicial y
un estado final. El estado final es el estado sobre el cual se establece el Objetivo Persistente para







4.3.2 Oportunidad de Cooperación
Una vez definido el Objetivo Persistente, el agente interesado (o grupo de agentes) debe averi-
guar sí él o un subconjunto del grupo de agentes es capaz de resolverlo.
Para saber sí un agente puede resolver el estado objetivo disponemos de:
Puede(A,O) =
3acc.Bel(A,Agt(acc,A) A (Resuelve(acc,Oi v Resuelve(acc,Pre(OW,
y para un grupo de agentes:
Pueden(G,O) =
3plan.CBel(G,Agt(plan,G) A (Resuelve(plan,O) v Resuelve(plan,Pre(O))}
Ambas fórmulas muestran la capacidad de resolver, individual o conjuntamente, el estado
objetivo. La forma de encontrar la solución es averiguar sí existe alguna acción o plan que pueda
obtener el estado objetivo, o la acción o plan que pueda obtener un estado precondición del esta-
do objetivo.
La manera de definir la Oportunidad de Cooperación para el objetivo persistente de un agen-
te A perteneciente al grupo es que exista un subgrupo G del grupo total de agentes (puede ser el
grupo total o un único individuo) que puede resolver el problema.
La petición de cooperación puede ser debida a: 1) que el agente A requiera de la coopera-
ción del subgrupo por necesidad, es decir, porque no puede resolverlo él solo; 2) o por conve-
niencia, es decir, el agente necesitara la cooperación del resto del grupo porque no puede obtener
un beneficio neto de la realización de la acción/plan.
OportunidadCooperacion(A, G, O) =
Objetivo?ersistente(A, 0) A 3G. ç (G, G) A Acuerdo(Pueden(G, O), G) A
(-J3uede(A, O) v -Acuerdo(Puede(A, 0), G))
En nuestro modelo, a diferencia con (Wooldridge & Jennings, 1994a; Wooldridge & Jen-
nings, 1994b) donde no se explicita en qué circunstancias le conviene al agente no realizar la ac-
ción, la Oportunidad de Cooperación se cumple cuando el Objetivo Persistente del agente A
puede resolverse por un sugrupo G' del grupo total de agentes que está de acuerdo en resolver
el OP y, o bien el agente no puede resolverlo, o no hay acuerdo entre el agente y el grupo para
resolver el OP. El concepto de Acuerdo se define en el Nivel Social del agente A.
4.3.3 Coste/Beneficio Conjunto
La relación de Beneficio Neto establece el equilibrio entre ganancia y pérdida para un agente al
realizar una acción determinada. Sin embargo, de cara a poder modelar un comportamiento so-
cial de naturaleza cooperativa es necesario tener en cuenta el beneficio y pérdida del grupo,
junto al individual.
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Siguiendo la línea del Subapartado 3.3.6, definimos una estrategia social de compromiso,
basada en el acuerdo de todos los agentes componentes de un plan. Dicha estrategia social está
vinculada al conocimiento de planificación, y no al de los problemas del proyecto. El acuerdo
establece que un agente está dispuesto a realizar una acción perteneciente a un plan sí: 1 ) la rela-
ción entre ganancia y pérdida del agente es positiva o, la relación entre ganancia y pérdida del
grupo es positiva; 2) o la relación entre ganancia del grupo y la pérdida del agente que realiza la
acción es positiva o, la relación entre ganancia del agente y la pérdida del resto de agntes es po-

























































































































labia 4.5: Beneficio Conjunto del agente y el grupo al realizar una acción.
Acción individual pura. Es la acción de la que el agente obtiene un beneficio neto indivi-
dual positivo. Sin afectar al beneficio neto del grupo.
Acción social pura. Es la acción de la que el agente obtiene un beneficio sin coste, a base
de un beneficio neto negativo del grupo.
Acción individual. Es la acción de la que el agente obtiene un beneficio neto positivo en
colaboración con el grupo.
Acción social. Es la de la que el grupo obtiene un beneficio neto positivo, gracias a la cola-
boración del agente que realiza la acción.
Siendo:
BG: Beneficio del Grupo G al realizarse la acción.
BA: Beneficio del agente A al realizar la acción.
BG': Beneficio del resto del grupo menos el agente A.
CG: Coste del Grupo en la colaboración de la acción.
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CA: Coste del agente A que realiza la acción.
CG ': Coste del resto del grupo menos el agente A.
BeneficioNeto(A,acc) = BA(A,acc) — CA(A,acc)
BeneficioNeto(A¡,acc)
^BeneficioNeto(G,acc) =
BenefìcioConjunto(G,A,acc) = (BG >CGvBA> CA) A (BG >CAvBA>CG}
4.3.4 Acuerdo y Compromiso en el Grupo de Agentes
Al definir el Beneficio Conjunto entre agente que realiza la acción y el grupo, establecemos un
filtro de acciones sociales adecuadas para un proyecto de desarrollo, es decir, el acuerdo de un
agente A respecto el grupo G al realizar una acción acc .
Acuerdo(A,acc,G) = BeneficioConjunto(A,acc,G)
Para llegar a un compromiso entre todos los agentes involucrados en el plan se debe evaluar
el acuerdo para cada acción perteneciente al plan.
Compromiso^Grupo, Plan) = /\ Acuerdo(R&sponsable(acc¡, Grupo),acc¡, Grupo]
occ. EPlan
Mediante el concepto de Compromiso y Oportunidad de Cooperación indicamos cuándo se
cumple una Cooperación entre el grupo de agentes respecto a un Problema Central del proyecto.




La fórmula muestra que existe Cooperación cuando existe un subgrupo de agentes G' que
puede resolver el estado final del problema central PC (objetivo persistente para el/los agente/s
que lo ha/n identificado) y ha llegado a un compromiso sobre el plan, teniendo el grupo G cre-
encia común de todo ello.
4.3.5 Convenio del Plan Abstracto
Se ha de tener en cuenta que programar un plan no es ejecutarlo. En la fase de Generación de
planes abstractos alternativos el grupo de agentes desconoce por completo el estado del contex-
to durante la futura ejecución del plan.
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Debido a dicho desconocimiento, el grupo necesita de un conocimiento explícito para poder
monitorizar (controlar el adecuado comportamiento) el plan abstracto programado. La herra-
mienta útil para dicho objetivo es el Convenio, siendo éste la relación entre el estado inicial de
cada tarea del plan y su estado final. Un Convenio refleja que para cada objetivo de cada tarea se
han de cumplir una serie de precondiciones, permitiendo de esta manera monitorizar el funcio-








En la Figura 4.2 mostramos de manera esquemática el proceso de planificación cooperativa.
[Compromiso?
i[Cooperación |
Fig. 4.2: Proceso de Planificación Cooperativa.
4.3.6 Planes Abstractos
Hasta aquí hemos descrito los conceptos relacionados con el proceso de planificación cooperati-
va en un grupo de agentes. En este subapartado vamos a describir los conceptos del nivel objeto
que manipula el conocimiento social del grupo, es decir, los planes, las tareas, y las precondicio-
nes y efectos relacionados con una tarea.
En un sistema de planificación con incertidumbre es importante el principio de mínimo com-
promiso, pero no en el sentido que hemos tratado en los apartados 3.3.6 y 4.3.4, sinó referente a
la ordenación de las tareas. El principio de mínimo compromiso nos permite realizar elecciones
sólo cuando realmente estamos seguros, pudiendo dejar inespecifícado el resto de elecciones
para más adelante.
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Para poder utilizar la estrategia de mínimo compromiso respecto a la ordenación de las tare-
as y las ligaduras de las variables necesitamos trabajar con el espacio de los planes, y no con el
de las acciones (tareas). Al tratar con el espacio de los planes, disponemos de un plan que está
ordenado parcialmente, el cual tiene un conjunto de linearizaciones, siendo cada una de ellas un
plan ordenado totalmente.
Los beneficios de utilizar la planificación con ordenación parcial son:
Mayor simplificación. Es más natural e intuitivo tratar con un plan parcialmente ordenado,
que tener que elegir entre todas las posibles linearizaciones de éste.
Mayor flexibilidad. Al tratar con un plan ordenado parcialmente es más fácil modificarlo
para adaptarlo a otros planes ordenados parcialmente, es decir, es más flexible.
En la presente fase nos interesa disponer de un plan ordenado parcialmente, que sea una po-
sible solución a un problema central del proyecto. Esta solución se define como un plan comple-
to y consistente que resuelve el objetivo del problema central. Siendo completo sí cada precondi-
ción de cada tarea del plan ha sido resuelta por otra tarea del plan, o ya es un estado inicial del
plan; y consistente sí no se encuentran contradicciones en la ordenación de las tareas.
Al mismo tiempo, se ha de tener en cuenta que en la fase actual del proyecto el grupo de
agentes está definiendo planes alternativos a un nivel de detalle abstracto. La decisión de utilizar
planes abstractos es debida a tres motivos:
Menor coste computacional. Al tratar con un dominio más pequeño que el de los planes
detallados, el coste de computación es menor.
Estrategia de mínimo compromiso. La utilización de planes abstractos le permite al grupo
de agentes retardar las decisiones sobre qué plan con ordenación total será el más adecua-
do.
Viabilidad incógnita. En la generación de planes abstractos no se evalúa la viabilidad de
las tareas, permitiendo generar el máximo de planes abstractos, y retardardando la deci-
sión sobre qué plan ordenado totalmente, de todos los planes que resuelven cada tarea, es
el más viable. Este cálculo se realiza en la fase de Viabilidad de los planes alternativos.
Ahora ya podemos definir el nivel objeto de la fase de Generación de planes alternativos:
Plan abstracto. Una plan abstracto es un plan que resuelve un problema central del proyec-
to para un subconjunto de agentes del grupo. El plan está compuesto por una serie de ta-
reas ordenadas parcialmente. La manera de representar la ordenación parcial es mediante
un conjunto de restricciones de orden entre las tareas y un conjunto de lincajes causales
95
(lincajes de protección) entre las tareas.
Restricción de ordenación. Una restricción de ordenación entre tareas define la relación de
orden parcial entre las tareas del plan abstracto.
Lincaje causal. Un lincaje causal indica como una tarea resuelve una precondición de otra
tarea en el plan, información necesaria para poder establecer las amenazas entre tareas.
Tarea. Cada tarea es una macro acción que será descompuesta por un plan ordenado total-
mente. La tarea está definida por un nombre, un conjunto de precondiciones que se debe
cumplir para poder realizar la tarea, y un conjunto efectos, consecuencia de haberse reali-
zado la tarea. Además, la tarea lleva asociada un Grado de Viabilidad, que será obtenido
del plan detallado que la descompone (este Grado de Viabilidad inicialmente es descono-
cido), y de un coste de realización.
En las figuras 4.3 y 4.4 mostramos las relaciones entre un plan abstracto y uno detallado, y
















I Plan Abs. l·—definido por —j Grupo Agentes |
I i
esta compuesto por pertenece a
| Tarea r^^—asignado a J Agente |
esta resuelta por
I Plan Pet. | realizada por
I
esta compuesto por
Fig. 43: Relaciones entre planes abstractos y planes detallados.
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Tarea forma —| Lincaje Causai |
| Precondiciones | Efectos |
Fig. 4.4: Estructura de un plan abstracto.
El proceso de planificación con ordenación parcial comienza con un plan parcial incomple-
to, en el que los estados inicial y final del plan son los mismos que los del problema central. Este
plan inicial esta compuesto por dos tareas: (Inicio, Fin), que definen los estados iniciales del
plan; el conjunto inicial de restricciones de ordenación: (Inicio < Fin); y el conjunto inicial de
lincajes causales también vacío.
El proceso de planificación se debe realizar con todo el grupo de agentes mediante la fun-
ción Pueden(Objetivo,Grupo), indicando el agente responsable de cada tarea en el plan genera-
do.
La función Pueden crea un plan parcial inicial con los estados inicial y final del problema
central e intenta generar un plan solución mediante un bucle de búsqueda de tareas incompletas,
tareas que resuelven las precondiciones de las tareas incompletas, y la resolución de las amena-
zas causadas por las nuevas tareas añadidas sobre el plan.
En el caso de llegar a un plan solución, la función devuelve el plan y el subgrupo que lo
puede realizar.
El algoritmo de la función Pueden parte del algoritmo POP (Russell & Norvig, 1995), y el
POP parte del SNLP (Soderland & Weld, 1991). En el Anexo A mostramos el algoritmo de la
función Pueden visto desde la perspectiva de la demostración de teoremas. Desde este punto de
vista, la generación de los planes alternativos abstractos se basa en la demostración de los objeti-
vos (estados finales) de los problemas centrales mediante un sistema de argumentación con múl-
tiples contextos.
En el siguiente apartado vamos a ver un ejemplo en el que se utilizan los conceptos introdu-
cidos sobre Planificación Cooperativa. Nuestra intención es poder comparar el modelo propues-
to en las fases de Definición de objetivos y de Generación de planes alternativos con el modelo
de la metodología EML, y demostrar las mejoras introducidas en la Planificación de Desarrollo
Cooperativo.
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4.4 La Definición de los Objetivos (Ejemplo)
Para entender mejor los conceptos introducidos en el apartado 4.3 continuaremos con el ejemplo
de (IUDC, 1993) presentado en el apartado 3.4. En la fase de Identificación de los problemas el


















Estadolnicial: '(NO Capacidad_Hospitales Alto)
EstadoFinal: nil
Agentes: '(A4)))
4.4.1 Obtención de los Objetivos a partir de los Problemas
Tal como comentamos en el subapartado 4.3.1, cada agente del grupo de agentes que identifica
un problema central puede definir el objetivo del problema central mediante la negación del es-
tado inicial, o explicitando cuál es el valor del término lingüístico que desea obtener. Este proce-
so tiene en cuenta la agregación de cada uno de los agentes que identifican el problema central
en la fase de Identificación de los problemas, ya que cada agente ha sido agregado a la valuación
del problema central a partir de su Grado de Credibilidad de cara al agente observador.
En las figuras 4.5, 4.6, 4.7 y 4.8 mostramos el término lingüístico que determina el estado




Fig. 4.5: Objetivo de Num_Accidentes.
AntiguedacLAutobuses
Fig. 4.6: Objetivo de Antiguedad_Autobuses.
Vehiculos_en_Circulac¡on
Veh¡culos/h




Fig. 4.8: Objetivo de Capacidad_Hospitales.
A partir de las reglas semánticas de cada variable lingüística podemos definir el objetivo
para cada problema central, bien mediante la valoración del Grado de Credibilidad o mediante el
valor en el universo de discurso de la variable. En este ejemplo utilizaremos un valor explícito
del universo de discurso.
PCI:
( EstadoFinal: (Num_Accidentes (<= N°Accidentes 10)))
PC2:
( EstadoFinal: (Antiguedad_Autobuses (<= N°Años 5)))
PC3:
C EstadoFinal: (Vehiculos_en_Circulacion (<= N°Vehiculos/h 750)))
PC4:
( EstadoFinal: (Capacidad_Hospitales (>= N°Camas 1000)))
4.5 La Generación de Planes Alternativos (Ejemplo)
En este apartado definiremos los conocimientos de los agentes del grupo al nivel objeto de la
planificación, es decir, las tareas que saben realizar; posteriormente utilizaremos la función Pue-
den para encontrar los planes alternativos solución a cada problema central; y finalmente averi-
guaremos cuándo hay compromiso y cooperación en el grupo de agentes.
4.5.1 Definición del Conocimiento de Planificación
Un plan abstracto está definido por un conjunto de tareas, que permiten pasar del estado inicial
al estado final del problema central. Al convertir el estado final del problema central en objetivo
del grupo de agentes que lo identificaron, éste objetivo puede ser resuelto sí lo son cada uno de
los subobjetivos que lo componen.
La manera de definir la relación causal entre los subobjetivos y el objetivo es mediante la
utilización de una regla, al igual que en el apartado 3.4.2, aquí añadiremos las reglas extras a las
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teorías de los agentes, de cara a poder relacionar la base de creencias con el conocimiento de
planificación.


















DEPENDE DE: (Capacidad_Aprendizaje_Conductores GC)
DEL AGENTE: A3)
RP3: ((Fatiga.Conductores GC)
DEPENDE DE: (Fatiga_Conductores GC)
DEL AGENTE: A3)
RP4: ((Disponibilidad_Conductores GC)
DEPENDE DE: (Oferta.Conductores GC)
DEL AGENTE: A4)
RP5: ((Concesion_Administracion GC)
DEPENDE DE: (Concesion_Administracion GC)
DEL AGENTE: A4)
Las tareas que cada agente sabe realizar se definen por un nombre, las precondiciones que
requieren y los efectos que generan.
TAREAS:












T3: ( NOMBRE: "Aumentar plantilla conductores"
PRECONDICIONES: (Disponibilidad^Conductores GC)























T7: ( NOMBRE: "Adquirir autobuses nuevos"
















DEPENDE DE: (Num.Conductores GC)
DEL AGENTE: Al)
TAREAS:
TI: ( NOMBRE: "Reducir horas trabajo seguidas"





























NOMBRE: "Aumentar impuesto de circulación"





























4.5.2 Generación de los Planes
En este subapartado vamos a generar los planes abstractos alternativos para cada uno de los pro-
blemas del grupo de agentes. Para una mejor comprensión del proceso, mostraremos el proceso
detallado con el primer plan que resuelve el problema de número de accidentes; con el resto de





EstadoFinal: '(Num_Accidentes (<= N°Accidentes 10))
Agentes: '(Al, A2, A3, A4))
Los pasos del proceso son:










RestriccionesOrdenacion: '((inicio < fin))
LincajesCausales: nil
Agentes: nil)
2 Se debe averiguar sí el plan inicial es solución, es decir, que se cumplan los hechos que
definen las precondiciones del objetivo del plan. Si lo es se devuelve el plan y el grupo
de agentes que lo realizan.
3 Sí no es solución, buscamos la primera tarea de las que no se ha resuelto alguna precon-
dición, definidas como las tareas por resolver (tarea-objetivo ). En el ejemplo la tarea
fin es la tarea por resolver, y la precondicion es el objetivo del plan.
4 Posteriormente analizamos si hay alguna tarea que pueda resolver la precondicion de la
tarea-objetivo , sí hay alguna, se modifica el plan a partir del paso 6.
5 Sí no se encuentra ninguna tarea que resuelva la precondicion de la tarea-objetivo , se
averigua sí hay alguna regla de las creencias de los agentes que pueda descomponer la
precondicion de la tarea-objetivo en subobjetivos. En el ejemplo, mediante la regla
R14 del agente Al podemos descomponer el objetivo en los subobjetivos SOI (NO
(Nivel_Teorico_Conductores GC)) y S02 (NO (Nivel_Practico_Conductores
GQ), introduciéndolos en la lista tareas ; también se añaden los lincajes causales (SOI
(Num_Accidentes GC) fin) y (S02 (Num_Accidentes GC) fin) , así como las res-
tricciones temporales (SOI < fin) y (S02 < fin) . Sí los subobjetivos añadidos son
nuevos, también se añaden las restricciones temporales (inicio < SOI < fin) y (ini -
ció < S02 < fin) . Si no se encuentran reglas que puedan descomponer la tarea-
objetivo el proceso debe devolver 'fallo .
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6 Sí se encuentra una tarea que resuelve la precondition o un subobjetivo el plan se modifi-
ca de la siguiente manera:
6.1 En el ejemplo encontramos que la tarea "Reciclar conductores nivel teórico" resuelve
el subobjetivo SOI mediante la precondition (Capacidad_Aprendizaje_Conductores
GC); y la tarea "Reciclar conductores nivel practico" resuelve el subobjetivo SO2 con la
precondition (Capacidad_Instructores_PracticaGC). Entonces añadimos las tareas TI y
T2 a las tareas de plan.
6.2 Añadimos las restricciones temporales '((TI Al) < SOI) y '((T2 Al) SO2) a la lista
RestriccionesOrdenacion de plan. Y sí las tareas añadidas al plan son nuevas en la lista
tareas, añadimos las restricciones temporales '(inicio < (TI Al) < fin) y '(inicio < (T2
Al) < fin).
6.3 Se añaden los enlaces causales '((TI Al) (NO (Nivel_Teorico_Conductores GC))
SOI) y '((T2 Al) (NO (Nivel_Practico_Conductores GC)) SO2).
7 Una vez añadidas las tareas se analiza sí se han creado amenazas en el nuevo plan. Se
deben mirar las tareas que pueden generar la negación de alguna precondition ya resuel-
ta. En el caso de existir una amenaza se ha de trasladar ésta temporalmente, bien hacia
delante o atrás del enlace causal que es amenazado. En el ejemplo aún no se ha creado
ninguna amenaza.
8 Una vez resueltas las amenazas se analiza sí el plan sigue siendo consistente. El análisis
se realiza recorriendo la lista tareas y averiguando sí hay incoherencias en las Restric -
cionesOrdenacion , en el caso de haberlas el proceso debe devolver ' fallo . En este pri-
mer paso del proceso no hay incoherencias en el plan.
2b Sólo se cumple un hecho de la tarea T2, ya que mediante el H5 del agente Al se demues-
tra la precondición (Capacidad_Instructores_Practica GC), pero el plan sigue sin
ser solución.
3b Se averigua que hay tareas por resolver, encontrando la precondición de la tarea TI (Ca -
pacidad_Aprendizaje_Conductores GQ por demostrar
4b No se encuentra ninguna tarea que pueda resolver la tarea incompleta.
5b Mediante la regla puente RP2 del agente Al se resuelve la precondición de la tarea Ti, ge-
nerando el subobjetivo S03. El agente Al requiere de la colaboración del agente A3 con el
hecho H3, mediante la regla puente RPZ. Posteriormente se debe añadir el lincaje causal
(S03 (Capacidad_Aprendizaje_Conductores GC) (TI Al)) , así como las restriccio-
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nés temporales (S03 < (TI Al) y (inicio < S03 < fin) .
En la figura 4.9 se muestra el esquema del plan solución. Las flechas delgadas indican la de-
pendencia causal, tanto entre reglas, como entre tareas. Las flechas gruesas indican la restricción










(NO (Nivel_Teorico_Conductores GCX and (NO (Nivel_PrayÇico_Conductores GC))
Pre: (NunuAcdMgntes GC')
Fin
Fig. 4.9: Plan solución PLAÑÍ del problema central PCI.




Tareas: '(inicio fin SOI S02 (TI Al) (T2 Al) S03)
RestriccionesOrdenacion: '( (inicio < fin)
(S03 < (TI Al))
(inicio < S03 < fin)
(inicio < (TI Al) < fin)
((TI Al) < SOI)
(SOI < fin)
(inicio < SOI < fin)
((T2 Al) < S02)
(inicio < (T2 Al) < fin)
(S02 < fin)
(inicio < S02 < fin))
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Obteniendo el Grado de Credibilidad de Num_Accidentes 0.18, es decir, Bajo, y en el Uni-




Tareas: '(inicio fin S04 S05 (T4 Al) (T5 Al) (T6 Al)
S06 (TI A3) 507 (T3 Al) S08)
RestriccionesOrdenacion: '( (inicio < fin)
(S08 < (T3 Al))
(inicio < S08 < fin)
(inicio < (T3 Al) < fin)
((T3 Al) < S07)
(inicio < S07 < fin)
(S07 < (TI A3))
(inicio < (TI A3) < fin)
((TI A3) < S06)
(S06 < fin)
(inicio < S06 < fin)
((T6 Al) < (T5 Al))
(inicio < (T6 Al) < fin)
((T5 Al) < (T4 Al))
(inicio < (T5 Al) < fin)
((T5 Al) < S04)
(inicio < (T5 Al) < fin)
(S04 < fin)
(inicio < S04 < fin))




































(inicio < S09 < fin)
(inicio < (T3 A4) < fin)
((T3 A4) < S09)
(inicio < (T4 A4) < fin)














Tareas: '(inicio fin S010 (T7 AD (T8 Al) SOU)






< S010 < fin)
< (T7 Al) < fin)
((T7 Al) < S010)
((T8 Al) < (T7 Al))
(inicio < (T8 Al) < fin)
(SOU < (T8 Al))

















Tareas: '(inicio fin S012 S013 (TI A4) (T2 A4))
RestriccionesOrdenacion: '( (inicio < fin)
(S012 < fin)
(inicio < S012 < fin)
(S013 < fin)
(inicio < S013 < fin)
((TI A4) < S012)
((T2 A4) < S013)
(inicio < (TI A4) < fin)
(inicio < (T2 A4) < fin))



















((T4 A4) < fin)




4.5.3 Acuerdos y Compromisos de los Planes
Una vez generados los planes abstractos, el grupo debe llegar a un compromiso de querer llevar
a cabo dichos planes. El compromiso se basa en el conocimiento común de todo el grupo de
agentes sobre que existe un subgrupo capaz de realizar el plan que resuelve el objetivo del pro-
blema, y que todos los miembros del subgrupo están de acuerdo en que el plan genera un benefi-
cio conjunto positivo para el grupo de agentes.
Los planes sobre los que no se logre llegar a un compromiso no deben pasar a la siguiente
fase del proyecto, Viabilidad de los planes, ya que ni siquiera son planes que el grupo de agentes













































































































































































Tabla 4.U: Acuerdo PLAN6.
El compromiso se consigue en los seis planes generados por el grupo de agentes. A partir de
lo cual, se puede pasar a la fase de Viabilidad de los planes, sin embargo, para ello debemos es-
pecificar los compromisos en convenios que permitan controlar la descomposición de cada plan.
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4.5.4 Convenios de los Compromisos
El último proceso de la fase de Generación de planes alternativos abstractos es el de definir los




























En este capítulo hemos ido desarrollando un modelo de planificación cooperativa para un siste-
ma de multi-agentes, en el que cada agente dispone de un conocimiento parcial del contexto y
unos intereses diferentes.
El conocimiento sobre planificación se divide en dos niveles: 1°) el nivel cooperativo y; 2°)
el nivel objeto. En el primer nivel, el grupo de agentes establece que existe cooperación sobre un
problema central cuando hay conocimiento común del grupo de que existe un subgrupo capaz de
realizar un plan que resuelve el objetivo del problema. Al segundo nivel, cada agente dispone de
un conjunto de tareas. Al igual que en el Capítulos, cada agente puede enlazar su teoría con las
de otros agentes mediante el uso de reglas puente.
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El grupo de agentes define una serie de objetivos, a parir de los problemas centrales que ha
identificado en el contexto del proyecto. El uso del razonamiento aproximado nos permite defi-
nir las evaluaciones subjetivas de los objetivos de los agentes, bien por la negación del estado
inicial de cada problema central, o por la explicitación del valor que se desea obtener en el uni-
verso de discurso de la variable lingüística que define el problema.
La herramienta que utilizan los agentes para la generación de los planes es la planificación
abstracta. La definición de un nivel social de conocimiento a partir de una estrategia social, com-
puesta por una función de acuerdo y una regla de consenso, nos permite establecer qué planes
generados por el grupo de agentes se llevarán a cabo, en el caso de que superen el estudio de
viabilidad de la siguiente fase en el proyecto.
Como resumen, podemos indicar las siguientes características del modelo:
Conocimiento de Planificación. El conocimiento de planificación se compone de dos nive-
les: el nivel cooperativo, perteneciente al nivel de conocimiento social de cada agente; y
el nivel objeto, perteneciente al conocimiento de nivel objeto de cada agente.
Planificación Abstracta. El grupo de agentes utiliza la herramienta de la planificación abs-
tracta para generar los planes alternativos. El uso de dicha herramienta nos permite gene-
rar planes más flexibles y no sufrir de un coste de cómputo excesivo. El proceso de plani-
ficación que hemos mostrado tiene muchas analogías con el de argumentación, ya que la
búsqueda también es regresiva, cambiando el orden de la búsqueda de los argumentos
(inicialmente tareas, posteriormente hechos, reglas y reglas puente), y añadiendo los con-
ceptos de restricciones de ordenación y lincajes causales.
Planificación Cooperativa. El comportamiento del grupo de agentes está basado en la pla-
nificación cooperativa. Este modelo establece las relaciones de acuerdo y compromiso
sobre un plan, que resuelve el objetivo persistente de un subgrupo de agentes.
En referencia a la metodología EML, el modelo que proponemos para la definición de los
objetivos no se limita a negar los estados iniciales de los problemas centrales; y la generación
de los planes, no se basa simplemente en seleccionar las ramas medios-finés del árbol de objeti-
vos, sinó que estudia el conjunto de tareas que permiten resolver cada uno de los objetivos del
grupo de agentes.
Se ha de tener en cuenta que existen múltiples planes abstractos que pueden resolver cada
objetivo. La decisión de aprovación o descalificación de cada plan dependerá, en última instan-
cia, de el estudio de viabilidad que se realice sobre cada plan, debiéndolo descomponer y anali-
zar todas las posibles evoluciones que éste pueda tener. Este estudio se realiza en el próximo ca-
pítulo, y forma parte exclusivamente de la metodología PDC, no incluido en la EML.
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