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Abstract
In this paper, we deﬁne the Green functions for a resistance form by using effective
resistance and harmonic functions. Then the Green functions and harmonic functions are
shown to be uniformly Lipschitz continuous with respect to the resistance metric. Making use
of this fact, we construct the Green operator and the (measure valued) Laplacian. The domain
of the Laplacian is shown to be a subset of uniformly Lipschitz continuous functions while the
domain of the resistance form in general consists of uniformly 1=2-Ho¨lder continuous
functions.
r 2003 Elsevier Inc. All rights reserved.
1. Introduction
The theory of resistance forms has been developed as the foundation of analysis
on post critically ﬁnite self-similar sets. See for example [16]. It should correspond to
a part of potential theory where each point has a positive capacity. In this paper, for
a resistance form, we give a simple deﬁnition of the Green function associated with a
boundary consisting of any ﬁnite number of points and show that the Green function
is always uniformly Lipschitz continuous with respect to the distance given by the
effective resistance. Then we will follow ramiﬁcations of this fact.
More precisely, let ðE;FÞ be a resistance form on a set X : Then there exists a
natural distance R on X associated with ðE;FÞ: R is called the resistance metric. See
Section 2 for details. In Section 4, we will deﬁne the Green function gB : X 
X-½0;þNÞ; where B is a non-empty ﬁnite subset of X : In Proposition 4.3, gB is
characterized as a reproducing kernel of ðE;FBÞ; where FB ¼ fu j uAF ; ujB 	 0g:
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deﬁne gxB : X-½0;þNÞ by gxBðyÞ ¼ gBðx; yÞ; then
Eðu; gxBÞ ¼ uðxÞ
for any uAFB and any xAX : Next in Theorem 4.5, the Green function gB is shown
to be uniformly Lipschitz continuous with respect to the resistance metric R:
Precisely,
jgBðx; yÞ  gBðx; zÞjpRðy; zÞ
for any x; y and z: This also implies that harmonic functions are uniformly Lipschitz
continuous with respect to the resistance metric. In Section 5, we will deﬁne the
Green operator GB from measures on X to FB: (Assuming that ðX ; RÞ is compact
for simplicity, we mean the dual space of the continuous functions on ðX ; RÞ by
measures.) Then we will deﬁne the domain of the Laplacian in the generalized
(or universal) sense, DL; by DL ¼ ImðGBÞ"HB; where HB is the collection of
harmonic functions on X with respect to the boundary B: (We use the word
‘‘generalized’’ (or universal) sense because the image of the Laplacian is measures in
general. In [22], we can ﬁnd an idea of the measure valued Laplacian in the case of
post critically ﬁnite self-similar sets.) In fact, DL is shown to be independent of B in
Theorem 5.5. Moreover, we will see that every element of DL is uniformly Lipschitz
continuous with respect the resistance metric. Also in Section 6, any uADL is shown
to have the Neumann derivative ðduÞx for any xAX : These facts will lead us to the
deﬁnition of Laplacians in the generalized sense and we will have the Dirichlet
Laplacian with boundary B; LB and the Neumann Laplacian L: D
L is the domain of
both LB and L: Furthermore, in Theorem 6.8, we have the following expression of
the resistance form:
Eðu; vÞ ¼
X
pAB
uðpÞðdvÞp  ðLBvÞðuÞ
for any uAF and any vADL: (We also obtain the counterpart of this for the
Neumann Laplacian L:) Note that all the notions (i.e. the Green function gB; the
Green operator GB; the domain of LaplaciansD
L; the Neumann derivative ðduÞp and
the Laplacians LB and L) are independent of measures. In this sense, these are
‘‘universal’’ objects.
In Section 8, we will introduce a measure m on X and consider measures which are
absolutely continuous with respect to m: Then the Green operator GB is realized as
GB;m : L
1ðX ; mÞ-FB: In the course of discussions, we will ﬁnally show that the
restriction of the universal Laplacians are the self-adjoint operator coming from the
Dirichlet form (the closed form) on L2ðX ; mÞ associated with the resistance form ðE;FÞ:
In Section 9, we will apply the results in the previous section to a self-similar
resistance form given by a regular harmonic structure on a post critically ﬁnite (p.c.f.
for short) self-similar structure. (Such a resistance form is discussed in [16] in detail.)
Indeed, by using probabilistic method, it has already shown that the Green function,
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harmonic functions and the elements in the domain of the Laplacian are uniformly
Lipschitz continuous with respect to the resistance metric. See for example
[6,8,13,18]. They ﬁrst establish a detailed short time offdiagonal estimate of the
heat kernel with respect to a special self-similar measure n; which is determined by
the harmonic structure, and then show the uniform Lipschitz continuity of the
above-mentioned functions. Since this method depends on the special measure n; one
can only know that the elements in the domain of the n-Laplacian are uniformly
Lipschitz continuous. In contrast, our method in this paper do not require any
measure and hence the discussions are more direct and simple. Moreover, the
elements in DL (the domain of universal Laplacians) are shown to be uniformly
Lipschitz continuous.
Also in Section 9, we will obtain relations betweenF; DL and CL; where CL is the
collection of uniformly Lipschitz continuous functions. In particular, we show that
DLCF-CL but DLaF-CL:
We can apply the results in this paper to other classes of fractals: the Sierpinski
carpets in R2 studied by Barlow-Bass [2–5] and Kusuoka-Zhou [19], the randomized
self-similar sets studied by Hambly [10–12] and the Markov (graph directed) p.c.f.
self-similar sets by Hambly–Nyberg [14] and Kigami–Strichartz–Walker [17]. For
these three classes of fractals, one can construct a regular local Dirichlet form with a
certain kind of self-similarity and those forms are known to be resistance forms.
Although we only consider ﬁnite sets as boundaries in this paper, it is interesting to
study the general case where the boundary can be an inﬁnite set. For the Sierpinski
gasket, such a case has been studied partly in [21]. The ﬁrst question should be to
determine a proper class of sets which can be thought of as boundaries. This problem
is worth exploring in the future.
2. Resistance form and harmonic functions
In this section we will brieﬂy review the theory of Dirichlet forms and Laplacians
on ﬁnite sets and resistance forms. See [16, Chapter 2] for details and complete
proofs.
Notation. For a set V ; we deﬁne cðVÞ ¼ ff j f : V-Rg: If V is a ﬁnite set, cðVÞ is
considered to be equipped with the standard inner product ð; ÞV deﬁned by
ðu; vÞV ¼
P
pAV uðpÞvðpÞ for any u; vAcðVÞ: Also jujV ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðu; uÞVp for any uAcðVÞ:
First we give a deﬁnition of Dirichlet forms on a ﬁnite set V :
Deﬁnition 2.1 (Dirichlet forms). Let V be a ﬁnite set. A symmetric bilinear form on
cðVÞ; E is called a Dirichlet form on V if it satisﬁes
(DF1) Eðu; uÞX0 for any uAcðVÞ;
(DF2) Eðu; uÞ ¼ 0 if and only if u is constant on V and
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(DF3) For any uAcðVÞ; Eðu; uÞXEð %u; %uÞ; where %u is deﬁned by
%uðpÞ ¼
1 if uðpÞX1;
uðpÞ if 0ouðpÞo1;
0 if uðpÞp0:
8><
>:
We use DFðVÞ to denote the collection of Dirichlet forms on V :
Condition (DF3) is called the Markov property.
Notation. Let V be a ﬁnite set. The characteristic function wVU of a subset UDV is
deﬁned by
wVUðqÞ ¼
1 if qAU ;
0 otherwise:
(
If no confusion can occur, we write wU instead of w
V
U : If U ¼ fpg for a point pAV ;
we write wp instead of wfpg: If H : cðVÞ-cðVÞ is a linear map, then we set
Hpq ¼ ðHwqÞðpÞ for p; qAV : For fAcðVÞ; ðHf ÞðpÞ ¼
P
qAV Hpqf ðqÞ:
Deﬁnition 2.2 (Laplacians). A symmetric linear operator H : cðVÞ-cðVÞ is called a
Laplacian on V if it satisﬁes
(L1) H is non-positive deﬁnite,
(L2) Hu ¼ 0 if and only if u is a constant on V and
(L3) HpqX0 for all paqAV :
We use LAðVÞ to denote the collection of Laplacians on V :
For HALAðVÞ; deﬁne a bilinear form EH on cðVÞ by EHðu; vÞ ¼ ðu; HvÞ: Then
EH is a Dirichlet form on V : This map from LAðVÞ to DFðVÞ gives a natural
bijective correspondence between LAðVÞ and DFðVÞ:
We may also associate an electrical network on V consisting of resistances to a
Laplacian HALAðVÞ: Let HALAðVÞ: For any p; qAV with paq; set Rpq ¼
ðHpqÞ1 and attach a resistor of resistance Rpq between terminals p and q: If electrical
potentials of p and q are vðpÞ and vðqÞ; respectively, then the current from q to p is
cpq ¼ ðRpqÞ1ðvðqÞ  vðpÞÞ: Hence the total current at p is
P
qAV HpqðvðqÞ  vðpÞÞ ¼
ðHvÞðpÞ: (Note that Hpp ¼ 
P
qAV \ p Hpq for any Laplacian.)
Deﬁnition 2.3 (Effective resistance). Let HALAðVÞ: For any p; qAV with paq;
deﬁne
RHðp; qÞ ¼ ðminfEHðu; uÞ j uAcðVÞ; uðpÞ ¼ 1; uðqÞ ¼ 0gÞ1:
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Also deﬁne RHðp; pÞ ¼ 0 for any pAV : RHðp; qÞ is called the effective resistance
between p and q with respect to H:
RHðp; qÞ is the actual resistance between p and q considering all the resistors
associated with a Laplacian H: The remarkable fact is that RHð; Þ is a distance
on V :
Proposition 2.4. Let HALAðVÞ; then RHð; Þ is a distance on V :
Deﬁnition 2.5. (1) Let V1 and V2 be ﬁnite sets and let HiALAðViÞ for i ¼ 1; 2: We
write ðV1; H1ÞpðV2; H2Þ if and only if V1DV2 and, for any uAcðV1Þ;
EH1ðu; uÞ ¼ minfEH2ðv; vÞ j vAcðV2Þ; vjV1 ¼ ug:
(2) Let Vi be a ﬁnite set for i ¼ 0; 1; 2;y and let HiALAðViÞ for any
iX0: S ¼ fðVm; HmÞgmX0 is called a compatible sequence if and only if
ðVm; HmÞpðVmþ1; Hmþ1Þ for any mX0:
If ðV1; H1ÞpðV2; H2Þ; then it is easy to see that RH1ðp; qÞ ¼ RH2ðp; qÞ for any
p; qAV1: In fact, the converse is also true.
Proposition 2.6. Let V1 and V2 be finite sets and let HiALAðViÞ for i ¼ 1; 2: Assume
that V1DV2: Divide H2 into four parts:
H2 ¼
T tJ
J X
 !
;
where T : cðV1Þ-cðV1Þ; J : cðV1Þ-cðV2 \V1Þ and X : cðV2 \V1Þ-cðV2 \V1Þ: Then
the following three conditions are equivalent:
(1) ðV1; H1ÞpðV2; H2Þ:
(2) H1 ¼ T  tJX1J:
(3) RH2 jV1V1 ¼ RH1 :
Remark. X in the above proposition is known to be negative deﬁnite. See
[16, Lemma 2.1.5] for details.
Deﬁnition 2.7. Let S ¼ fðVm; HmÞgmX0 be a compatible sequence. Then, deﬁne
V
*
¼ SmX0 Vm;
FðSÞ ¼ u j u :V
*
-R; lim
m-N
EHmðujVm ; ujVmÞoN
n o
:
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For any u; vAFðSÞ; deﬁne
ESðu; vÞ ¼ lim
m-N
EHmðujVm ; ujVmÞ:
Also for any p; qAV
*
; deﬁne
RSðp; qÞ ¼ RHmðp; qÞ;
where m is chosen so that p; qAVm:
Remark. Since S is a compatible sequence, EHmðujVm ; ujVmÞ is monotonically
increasing. So the limit appearing in the deﬁnition of FðSÞ does exists if we allow
N as the value of the limit.
By Proposition 2.6, the deﬁnition of RS is well deﬁned. Also Proposition 2.4,
implies that RSð; Þ is a distance on V* : Note that V* is merely a countable set.
Considering the completion of a metric space ðV
*
; RSÞ; however, we may get an
uncountable set. In fact, ðES;FðSÞÞ is a resistance form on V* deﬁned below.
Hence Theorem 2.12 justiﬁes the completion of ðV
*
; RSÞ:
Deﬁnition 2.8 (Resistance form). Let X be a set. A pair ðE;FÞ is called a resistance
form on X if it satisﬁes the following conditions:
(RF1)F is a linear subspace of cðXÞ containing constants and E is a non-negative
symmetric quadratic form on F: Eðu; uÞ ¼ 0 if and only if u is constant on X :
(RF2) LetB be an equivalent relation onF deﬁned by uBv if and only if u  v is
constant on X : Then ðF=B;EÞ is a Hilbert space.
(RF3) For any ﬁnite subset VCX and for any vAcðVÞ; there exists uAF such that
ujV ¼ v:
(RF4) For any p; qAX ;
sup
juðpÞ  uðqÞj2
Eðu; uÞ : uAF;Eðu; uÞ40
( )
is ﬁnite. The above supremum is denoted by RðE;FÞðp; qÞ:
(RF5) If uAF; then %uAF and Eð %u; %uÞpEðu; uÞ; where %u is deﬁned in the same
manner as (DF3) in Deﬁnition 2.1.
We use RFðX Þ to denote the collection of resistance forms on X :
Condition (RF5) is called the Markov property. By (RF5), we obtain the
following lemma.
Lemma 2.9. For real valued functions u and v on X ; define u3v and u4v by
ðu3vÞðxÞ ¼ maxfuðxÞ; vðxÞg and ðu4vÞðxÞ ¼ minfuðxÞ; vðxÞg
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for any xAX : Let ðE;FÞ be a resistance form on X : Then u3v and u4v belong to F
for any u; vAF:
Proposition 2.10. Let ðE;FÞ be a resistance form on a set X : Then, for any p; qAX ;
the supremum in (RF4) is the maximum. Moreover, for any finite set VDX ; there
exists a unique HVALAðVÞ such that RHV ¼ RðE;FÞjVV : In particular, RðE;FÞ is a
distance of X :
Deﬁnition 2.11. Let ðE;FÞ be a resistance form on a set X : RðE;FÞ is called the
resistance metric on X associated with the resistance form ðE;FÞ on X :
If no confusion can occur, we write RðE;FÞ ¼ R:
Let ðE;FÞ be a resistance form on X and let R be the associated resistance metric
on X : Then by (RF4), for any uAF and any p; qAX ;
Rðp; qÞEðu; uÞXjuðpÞ  uðqÞj2: ð2:1Þ
Hence every uAF is uniformly 1=2-Ho¨lder continuous with respect to R: So, if O is
the completion of X with respect to R; then any uAF is naturally extended to a
continuous function on O: Using this extension, we may always regard F as the
collection of functions on O:
Theorem 2.12. Let ðE;FÞ be a resistance form on X and let R be the associated
resistance metric on X : If O is the completion of X with respect to R; then ðE;FÞ is a
resistance form on O: Moreover, the resistance metric associated with ðE;FÞ on O is
the natural extension of the resistance metric R associated with ðE;FÞ on X :
By the virtue of this theorem, if ðE;FÞ is a resistance form on X and R is the
associated resistance metric, then ðX ; RÞ may be assumed to be complete.
Theorem 2.13. Let S ¼ fðVm; HmÞgmX0 be a compatible sequence. Then ðES;FðSÞÞ
is a resistance form on V
*
and the associated resistance metric coincides with RS:
Moreover, if ðO; RÞ is the completion of ðV
*
; RSÞ; then ðO; RÞ is separable and R is the
resistance metric associated with the resistance form ðES;FðSÞÞ on O:
By Theorem 2.13, from a compatible sequence, we can construct a resistance form
on a set which is complete and separable under the associated resistance metric. The
next theorem shows that the converse is also true.
Theorem 2.14. Let ðE;FÞ is a resistance form on X and let R be the associated
resistance metric on X : Assume that ðX ; RÞ is separable. If fVmgmX0 is a increasing
sequence of finite subsets of X ; then S ¼ fðVm; HVmÞgmX0; where HVm is defined in
Proposition 2.10, is a compatible sequence and RS ¼ R on
S
mX0 Vm: In particular, ifS
mX0 Vm is dense in X ; then RS ¼ R and ðE;FÞ ¼ ðES;FðSÞÞ:
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Next we will deﬁne the notion of harmonic functions.
Proposition 2.15. Let ðE;FÞ be a resistance form on X and let V be a finite subset of
X : Then for any rAcðVÞ; there exists a unique uAF such that ujV ¼ r and
Eðu; uÞ ¼ EHV ðr; rÞ ¼ minfEðv; vÞ j vAF; vjV ¼ rg:
Moreover, u is the unique element of F that satisfies, for any finite set UDX
containing V ;
HU ujU \V ¼ 0;
ujV ¼ r:
(
ð2:2Þ
Denoting u appearing in the above theorem by hV ðrÞ; we see that hV : cðVÞ-F is
linear.
Deﬁnition 2.16. Let ðE;FÞ be a resistance form on X and let V be a ﬁnite subset of
X : We deﬁne HV ¼ ImðhV Þ: An element of HV is called a V -harmonic function
with respect to ðE;FÞ: More precisely, if u ¼ hV ðrÞ for rAcðVÞ; then u is called the
V -harmonic function with boundary value r with respect to ðE;FÞ: Also, for any
pAV ; hV ðwVp Þ is denoted by cVp :
It is easy to see thatHV is spanned by fcVp gpAV : In fact, u ¼
P
pAV uðpÞcVp for any
uAHV :
The second characterization of harmonic functions, (2.2), immediately implies the
following proposition.
Proposition 2.17. Let ðE;FÞ be a resistance form on X : If U and V are finite subsets
of U and VDU ; then HVDHU :
We also obtain the following maximum principle.
Proposition 2.18. Let ðE;FÞ be a resistance form on X and let V be a finite subset of
X : If u is a V -harmonic function with respect to ðE;FÞ; then
min
pAV
uðpÞ ¼ min
xAX
uðxÞpmax
xAX
uðxÞ ¼ max
pAV
uðpÞ:
Proposition 2.19. Let Va| be a finite subset of X : Define FV ¼ fu j uAF; ujV 	 0g:
Then E is an inner product on FV and ðFV ;EÞ is a Hilbert space.
ðEV ;FV Þ may be regarded as a resistance form imposed Dirichlet boundary
condition on V :
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Proof. If uAFV and u is constant on X ; then u ¼ 0 on X : HenceFV can be thought
of as a closed subspace of ðF=B;EÞ: By (RF2), ðFV ;EÞ is complete. &
It follows that HV"FV ¼F: In fact, deﬁning PV :F-HV by PV ðuÞ ¼
hV ðujV Þ; we see that, for any uAF; u ¼ PV u þ ðu  PV uÞ; where PV uAHV and u 
PV uAFV : Although E is not an inner product onF; the following lemma says that
each of HV and FV may be thought of as the ‘‘orthogonal complement’’ of the
other with respect to E:
Lemma 2.20. Let Va| be a finite subset of X :
(1) For any uAHV and any vAFV ;
Eðu; vÞ ¼ 0:
(2) For any u; vAF;
Eðu; vÞ ¼Eðu  PV u; v  PV vÞ þ EðPV u; PV vÞ
¼Eðu  PV u; v  PV vÞ þ EHV ðujV ; vjV Þ;
where HV is the Laplacian on V associated with ðE;FÞ:
By this lemma, if uAHV and vAF; then Eðu; vÞ ¼ EHV ðujV ; vjV Þ:
Proof. (1) Since PV ðau þ vÞ ¼ au; we have Eðau þ v; au þ vÞXEðau; auÞ for any
aAR: Therefore Eðu; vÞ ¼ 0:
(2) By (1), Eðu; vÞ ¼ Eðu  PV u; v  PV ðvÞÞ þ EðPV u; PV vÞ: Now, Proposition 2.15
implies that EðPV u; PV vÞ ¼ EHV ðujV ; vjV Þ: &
3. Resistance between a point and a set
In this section we study resistance between a point and a set and introduce the
notion of shorted resistance form.
Throughout this section ðE;FÞ is a resistance form on a set X and R is the
associated resistance metric.
Proposition 3.1. Let Va| be a finite subset of X and let pAX \V : Define Rðp; VÞ ¼
EðcV,pp ;cV,pp Þ1: Then
Rðp; VÞ ¼ ðminfEðu; uÞ j uAF; uðpÞ ¼ 1; ujV 	 0gÞ1: ð3:1Þ
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Moreover, if H ¼ HV,p; then
Rðp; VÞ ¼ ðHppÞ1 ¼
X
qAV
Hpq
 !1
: ð3:2Þ
Rðp; VÞ is called the effective resistance between p and V : If pAV ; then we set
Rðp; VÞ ¼ 0:
Proof. Eq. (3.1) is immediate by Proposition 2.15 and Deﬁnition 2.16. Also by
Proposition 2.15,
EðcV,pp ;cV,pp Þ ¼ EHðwVp ; wVp Þ:
This implies (3.2). &
Next we state three useful lemmas. The ﬁrst lemma is used to prove the following
two lemmas. It says that the effective resistance between two terminals is no larger
than the resistance of the resistor directly attached between them.
Lemma 3.2. Let U be a finite subset of X and let H ¼ HU be the Laplacian
on U associated with ðE;FÞ: Define Rpq ¼ ðHpqÞ1 for any paqAU : Then
RpqXRðp; qÞ:
Proof. Let W ¼ fp; qg: Then by Proposition 2.15, there exists a W -harmonic
function cAF such that cðpÞ ¼ 1; cðqÞ ¼ 0 and Rðp; qÞ ¼ Eðc;cÞ1: Note
that Proposition 2.17 implies that c is also a U-harmonic function.
Hence Eðc;cÞ ¼ EHðcjU ;cjUÞ ¼
P
r;sAU HrsðcðrÞ  cðsÞÞ2=2XHpq: Therefore,
RpqXRðp; qÞ: &
Lemma 3.3. Let Va| be a finite subset of X : Then, for any pAX ;
ð#VÞ1 min
qAV
Rðp; qÞpRðp; VÞpmin
qAV
Rðp; qÞ;
where #V is the number of elements of V :
Proof. Let A ¼ fu j uAF; uðpÞ ¼ 1; ujV 	 0g: Also let Aq ¼ fu j uAF; uðpÞ ¼
1; uðqÞ ¼ 0g for each qAV : Since Aq+A; Rðp; qÞ1 ¼ minuAAq Eðu; uÞp
minuAA Eðu; uÞ ¼ Rðp; VÞ1: Hence Rðp; VÞpminqAV Rðp; qÞ:
Let H ¼ HV,p and let Rpq ¼ ðHpqÞ1 for any qAV : Then by (3.2), Rðp; VÞ ¼
ðPqAV ðRpqÞ1Þ1Xð#VÞ1 minqAV Rpq: Now the required inequality follows im-
mediately by Lemma 3.2. &
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Lemma 3.4. Let Va| be a finite subset of X : For any pAV and qAX \ p;
0pcVp ðqÞp
Rðq; VÞ
Rðp; qÞ :
Proof. Since cVp ðqÞ ¼ 0 for qAV ; we may assume that qeV : Let H ¼ HV,q:
By (2.2),
0 ¼ ðHcVp ÞðqÞ ¼
X
rAV
HrqðcpðrÞ  cVp ðqÞÞ ¼ Hpq 
X
rAV
Hrq
 !
cVp ðqÞ:
Using (3.2) and Lemma 3.2, we obtain cVp ðqÞ ¼ Rðq; VÞHpqpRðq; VÞ=Rðp; qÞ: &
Now we consider an electrical network shorted on a ﬁnite set.
Deﬁnition 3.5. Let Va| be a ﬁnite subset of X : Set
FV ¼ fu j uAF; u is constant on Vg
and deﬁne a quadratic form on FV ; EV by EV ðu; vÞ ¼ Eðu; vÞ for any u; vAFV : Let
X V ¼ ðX \VÞ,b; where b is an element of V :
XV is the set where V is retracted to one point b: If no confusion can occur, we
denote bAX V by V : Note that FV is identiﬁed with a collection of real valued
functions on X V :
Proposition 3.6. (1) ðEV ;FV Þ is a resistance form on X V :
(2) Let U be a finite subset of X which contains V : Then uAFV is a U-harmonic
function with respect to ðE;FÞ if and only if u is a UV -harmonic function with respect
to ðEV ;FV Þ; where UVCX V is defined by UV ¼ U \V,fVg:
(3) Let RV be the resistance metric associated with ðEV ;FV Þ: Then for any
x; yAX \V ; RV ðx; yÞpRðx; yÞ: Also, if xAX \V ; RV ðx; VÞ ¼ Rðx; VÞ:
ðEV ;FV Þ is called the V -shorted resistance form of ðE;FÞ:
Proof. (1) It is straightforward to show (RF1)–(RF5).
(2) Suppose that rAcðUÞ is constant on V : Note that r is naturally identiﬁed with
an element in cðUV Þ: Hence
minfEðv; vÞ j vAF; vjU ¼ rg ¼ minfEV ðv; vÞ j vAFV ; vjUV ¼ rg:
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This immediately implies (2).
(3)
Rðx; yÞ1 ¼minfEðu; uÞ j uAF; uðpÞ ¼ 1; uðqÞ ¼ 0g
pminfEV ðu; uÞ j uAFV ; uðpÞ ¼ 1; uðqÞ ¼ 0g ¼ RV ðx; yÞ1:
The rest is obvious by deﬁnitions of RV ðx; VÞ and Rðx; VÞ: &
4. Green function
In this section we will deﬁne the Green function associated with a resistance form
with Dirichlet boundary condition and show that the Green function is the
reproducing kernel of the form. Then, the Green function will be shown to be
uniformly Lipschitz continuous with respect to the resistance metric. Also we will see
that harmonic functions are uniformly Lipschitz continuous with respect to the
resistance metric as well.
Throughout this section we assume that ðE;FÞ is a resistance form on a set X ;
that R is the associated effective resistance on X and that B is a non-empty ﬁnite
subset of X :
Deﬁnition 4.1 (Green function). For any xAX ; deﬁne gxB ¼ Rðx; BÞcB,xx : Also
deﬁne gBðx; yÞ ¼ gxBðyÞ for any x; yAX : gB is called the Green function of
the resistance form ðE;FÞ associated with the boundary B or the B-Green function
of ðE;FÞ:
By the above deﬁnition, gxBAF
BCF: Also recalling Proposition 3.1, we have
EðcB,xx ;cB,xx Þ ¼ Rðx; BÞ1 for any xAX \B: These facts immediately imply the
following proposition.
Proposition 4.2. (1) gBðx; yÞX0 for any x; yAX : Also gBðx; yÞ ¼ 0 if xAB or yAB:
(2) EðgxB; gxBÞ ¼ Rðx; BÞ ¼ gBðx; xÞ for any xAX :
(3) gBðx; xÞXgBðx; yÞ for any x; yAX :
In fact, gB is symmetric.
Proposition 4.3. For any uAFB; EðgxB; uÞ ¼ uðxÞ: In particular, for any x; yAX ;
EðgxB; gyBÞ ¼ gBðx; yÞ ¼ gBðy; xÞ:
This fact shows that gB is the reproducing kernel of the form ðE;FBÞ: Recall that
ðFB;EÞ is a Hilbert space as we have shown in Proposition 2.19.
Also by this fact and Deﬁnition 4.1, we immediately have a relation between the
effective resistance and the hitting time (when a stochastic process is associated with
the resistance form). See Appendix B for details.
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Proof. Let V ¼ B,x and let D ¼ HVALAðVÞ be the Laplacian on V
associated with ðE;FÞ: Then since gxB is a V -harmonic function with respect to
ðE;FÞ;
EðgxB; uÞ ¼ EDðgxBjV ; ujV Þ ¼ gxBðxÞðDuÞðxÞ ¼ gBðx; xÞDxxuðxÞ: ð4:1Þ
Also by (3.2), Rðx; BÞ1 ¼ Dxx: This along with (4.1) implies that EðgxB; uÞ ¼
uðxÞ: &
Next we give an alternative expression of the Green function. Let V be a ﬁnite
subset of X containing B and let H ¼ HV be the Laplacian on V associated with
ðE;FÞ: Then there exist linear maps T : cðBÞ-cðBÞ; J : cðBÞ-cðV \BÞ and
X : cðV \BÞ-cðV \BÞ such that
H ¼ T
tJ
J X
 !
:
It is know that X is invertible. See [16, Lemma 2.1.5]. Set G ¼ ðXÞ1:
Proposition 4.4. In the above situation, gBðp; qÞ ¼ Gpq for any p; qAV \B: Also
g
p
B ¼
P
qAV \B Gpqc
V
q for any pAV \B:
Proof. For any uAHV-FB and any pAV \B;
uðpÞ ¼ Eðu; gpBÞ ¼ EHðu; gpBÞ ¼ ðujV \B; X ðgpBjV \BÞÞV \B;
where ð; ÞV \B is the standard inner-product deﬁned in Section 2. This immediately
implies that XðgpBjV \BÞ ¼ wV \Bp : Hence gBðp; qÞ ¼ Gpq for any p; qAV \B: Set
f ¼PqAV \B GpqcVq for pAV \B: Then both gpB and f are V -harmonic functions
and g
p
BjV ¼ f jV : Therefore gpB ¼ f : &
It is remarkable that the Green function is uniformly Lipschitz continuous with
respect to the resistance metric as follows.
Theorem 4.5. For any x; y; zAX ;
jgBðx; yÞ  gBðx; zÞjpRðy; zÞ:
Corollary 4.6. Let Va| be a finite subset of X and let D ¼ HVALAðVÞ be the
Laplacian on V associated with ðE;FÞ: If u is a V -harmonic function with respect to
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ðE;FÞ; then, for any x; yAX ;
juðxÞ  uðyÞjpðtrðDÞÞ max
p;qAV
juðpÞ  uðqÞj
 
Rðx; yÞ;
where trðÞ is the trace of matrices.
Proof. Set Vp ¼ V \ p for any pAV : Then gpVp ¼ Rðp; VpÞcVp : Hence Theorem 4.5
implies that
jcVp ðxÞ  cVp ðyÞjpRðp; VpÞ1Rðx; yÞ
for any x; yAX : Since u ¼PpAV uðpÞcVp ;
juðxÞ  uðyÞjp
X
pAV
juðpÞj
Rðp; VpÞ Rðx; yÞ:
Replacing u by u  a; we obtain
juðxÞ  uðyÞjp
X
pAV
juðpÞ  aj
Rðp; VpÞ Rðx; yÞ:
Note that Rðp; VpÞ1 ¼ EðcVp ;cVp Þ ¼ Dpp: If a ¼ uðp* Þ for some p*AV ; then
X
pAV
juðpÞ  uðp
*
Þj
Rðp; VpÞ p
X
pAV
Dpp max
p;qAV
juðpÞ  uðqÞj: &
The rest of this section is devoted to proving Theorem 4.5.
Lemma 4.7. (1) For any x; yAX ;
jgBðx; xÞ  gBðy; yÞjpRðx; yÞ:
(2) For any x; yAX ;
0pgBðx; xÞ þ gBðy; yÞ  2gBðx; yÞpRðx; yÞ:
Proof. (1) Consider the shorted resistance form ðEB;FBÞ on X B and the shorted
effective resistance RB: Since RB is a metric on X B; jRBðx; BÞ  RBðy; BÞjpRBðx; yÞ:
By Proposition 3.6, jRðx; BÞ  Rðy; BÞjpRðx; yÞ: This immediately implies the
required inequality.
(2) Let h ¼ gxB  gyB: Then Eðh; hÞ ¼ hðxÞ  hðyÞ ¼ gBðx; xÞ þ gBðy; yÞ  2gBðx; yÞ:
Since Eðh; hÞRðx; yÞXjhðxÞ  hðyÞj2; it follows that 0phðxÞ  hðyÞpRðx; yÞ: &
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Lemma 4.8. For any x; yAX ;
jgBðx; xÞ  gBðx; yÞjpRðx; yÞ:
Proof. By Lemma 4.7, 2jgðx; xÞ  gðx; yÞjpjgðx; xÞ þ gðy; yÞ  2gðx; yÞj þ jgðx; xÞ
gðy; yÞjp2Rðx; yÞ: &
Lemma 4.9. For any x; y; zAX ;
gBðy; yÞgBðz; xÞpgBðy; xÞgBðy; zÞ:
Proof. Fix y and z: Let uðxÞ ¼ gBðy; yÞgBðz; xÞ and let vðxÞ ¼ gBðy; xÞgBðy; zÞ: Then
uðxÞ and vðxÞ are harmonic functions with respect to ðX ;E;F; B,y,zÞ: Since
uðyÞ ¼ vðyÞ; ujB ¼ vB 	 0 and uðzÞ ¼ gBðy; yÞgBðz; zÞXgBðy; zÞ2 ¼ vðzÞ; the maximum
principle implies that uðxÞXvðxÞ for any xAX : &
Proof of Theorem 4.5. By Lemma 4.9,
gBðy; yÞX gBðx; yÞ
gBðy; yÞðgBðy; yÞ  gBðy; zÞÞ
X gBðx; yÞ  gBðx; yÞgBðy; zÞ
gBðy; yÞ Xgðx; yÞ  gðx; zÞ:
Exchanging y and z;
gBðz; zÞ  gBðz; yÞXgBðx; zÞ  gBðy; zÞ:
Hence by Lemma 4.8,
jgBðx; yÞ  gBðx; zÞjpmaxfgBðz; zÞ  gBðz; yÞ; gBðy; yÞ  gBðy; zÞgpRðy; zÞ: &
5. Green operators
By making use of the Green function gBðx; yÞ; the associated Green operator GB is
formally given by
ðGBf ÞðxÞ ¼
Z
X
gBðx; yÞf ðyÞmðdyÞ; ð5:1Þ
where m is a measure on X : In this section we will deﬁne Green operators in a rather
universal way in Theorem 5.5. Our Green operators coincide with the integral
operator given by (5.1) in restricted situations. Through Green operators, we will
ﬁnally obtain the universal domain of Laplacians, DL; in Deﬁnition 5.11.
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As in the last section ðE;FÞ is a resistance form on a set X and R is the associ-
ated resistance metric on X : Also we assume that ðX ; RÞ is separable in this section.
Deﬁnition 5.1. For any pAX and any u : X-R; we deﬁne
jjujj
p;
1
2
¼ sup
xAX
juðxÞjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ Rðx; pÞp ð5:2Þ
and
C1
2
ðX ; RÞ ¼ fu j u :X-R; u is continuous on X ; jjujj
p;
1
2
oNg
In (5.2), we allow N as a value of the supremum.
It is easy to see that the deﬁnition of C1
2
ðX ; RÞ does not depend on pAX : In fact,
jj  jj
p;
1
2
is a norm on C1
2
ðX ; RÞ and
ð1þ Rðp; qÞÞ12jjujj
q;
1
2
pjjujj
p;
1
2
pð1þ Rðp; qÞÞ12jjujj
q;
1
2
for any qAX and any u :X-R: Moreover, ðC1
2
ðX ; RÞ; jj  jj
p;
1
2
Þ is a Banach space.
Proposition 5.2. FCC1
2
ðX ; RÞ: Moreover, let Ba| be a finite subset of X : Then
the natural inclusion map from ðFB;EÞ to C1
2
ðX ; RÞ; jj  jj
p;
1
2
 
is continuous. In
particular, if pAB; then
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Eðu; uÞp Xjjujj
p;
1
2
:
Proof. By (2.1),
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Eðu; uÞ
p
þ juðpÞjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ Rðx; pÞp X
juðxÞjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ Rðx; pÞp
for any uAF: Hence
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Eðu; uÞp þ juðpÞjXjjujj
p;
1
2
: &
Hereafter, when no confusion can occur, we write jj  jj1
2
or, simply, jj  jj instead
of jj  jj
p;
1
2
:
Deﬁnition 5.3. Let C˜1
2
ðX ; RÞ be the completion of F with respect to jj  jj
p;
1
2
in
C1
2
ðX ; RÞ: The dual space of C˜1
2
ðX ; RÞ; jj  jj
p;
1
2
 
is denoted by MðX ; RÞ: For any
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jAMðX ; RÞ; jjjjjMðX ;RÞ is the dual norm:
jjjjjMðX ;RÞ ¼ sup jjðuÞj : uAC˜1
2
ðX ; RÞ; jjujj
p;
1
2
¼ 1
 
:
For ease of notation, we sometimes use jj  jj in place of jj  jjMðX ;RÞ:
Using Lemma 2.9, we immediately see the following lemma.
Lemma 5.4. For any u; vAC˜1
2
ðX ; RÞ; u3v and u4v belong to C˜1
2
ðX ; RÞ:
Let jAMðX ; RÞ: Then by Proposition 5.2, jjFB :FB-R is continuous with
respect to the inner product E on FB: Since ðFB;EÞ is a Hilbert space, the dual
space of ðFB;EÞ can be identiﬁed with ðFB;EÞ itself. Therefore, we have the
following theorem.
Theorem 5.5. Let Ba| be a finite subset of X : Then there exists a unique continuous
linear map GB : MðX ; RÞ-FB such that
EðGBj; uÞ ¼ jðuÞ ð5:3Þ
for any jAMðX ; RÞ and any uAFB: In particular,
ðGBjÞðxÞ ¼ jðgxBÞ: ð5:4Þ
for any jAMðX ; RÞ and any xAX : Moreover, for any jAMðX ; RÞ; GBj is uniformly
Lipschitz continuous with respect to R on X :
Proof. Existence of GBj satisfying (5.3) follows from the arguments above. By
Proposition 5.2,
EðGBj; GBjÞ ¼ jðGBjÞpjjjjjjjGBjjj
p;
1
2
pjjjjj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
EðGBj; GBjÞ
p
:
This implies
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
EðGBj; GBjÞ
p
pjjjjj: Hence GB is continuous. Making use of the
B-Green function, we obtain (5.4). By Theorem 4.5, jðGBjÞðxÞ  ðGBjÞðyÞjp
jjðgxB  gyBÞjpjjjjjRðx; yÞ: &
Deﬁnition 5.6. Let Ba| be a ﬁnite subset of X : Then GB is called the Green operator
associated with boundary B with respect to ðE;FÞ or the B-Green operator with
respect to ðE;FÞ:
The Green operator GB is, indeed, the universal version of the integral operator
given by (5.1). See Section 8 for details.
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Proposition 5.7. Let Ba| be a finite subset of X : Then, for any jAMðX ; RÞ and any
uAF;
EðGBj; uÞ ¼ jðuÞ 
X
pAB
jðcBp ÞuðpÞ: ð5:5Þ
In particular, ker GB ¼ f
P
pAB apdpg; where dp is the Dirac’s delta at p : dpðuÞ ¼ uðpÞ
for any uAC1
2
ðX ; RÞ:
Proof. Let uB ¼ PBu ¼
P
pAB uðpÞcBp : By Lemma 2.20 and (5.3)
EðGBj; uÞ ¼ EðGBj; u  uBÞ ¼ jðu  uBÞ:
This immediately implies (5.5). &
Lemma 5.8. Let Ba| be a finite subset of X : Then GBðdpÞ ¼ gpB for any pAX :
Proof. Let u ¼ GBðdpÞ: Then both u and gPB belong to FB: Also, for any vAFB;
Eðu; vÞ ¼ dpðvÞ ¼ vðpÞ ¼ EðgpB; uÞ: Then u ¼ gpB: &
In the rest of this section, we will study relations between the Green operators with
different boundaries.
Lemma 5.9. Let B1 and B2 be non-empty finite subsets of X satisfying B1DB2:
(1) fgpB1 ;cB1q j pAB2 \B1; qAB1g is a base of HB2 : In fact, for any uAHB2 ;
u ¼
X
pAB2 \B1
Eðu;cB2p ÞgpB1 þ
X
qAB1
uðqÞcB1q :
(2) For any jAMðX ; RÞ;
GB2j ¼ GB1j
X
pAB2 \B1
jðcB2p ÞgpB1 ¼ GB1 j
X
pAB2 \B1
jðcB2p Þdp
 !
:
Proof. (1) Set u1 ¼ u 
P
qAB1 uðqÞcB1q : Then u1 ¼ u  PB1u: Also since PB1uA
HB1DHB2 ; we see that u1AHB2 : Hence by Lemma 2.20, for any
vAFB1 ;
Eðu1; vÞ ¼ Eðu1; PB2vÞ ¼ E u1;
X
pAB2 \B1
vðpÞcB2p
 !
: ð5:6Þ
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Note that PB2vAFB1 : Again by EðPB1u; PB2vÞ ¼ 0: This along with (5.6) implies
Eðu1; vÞ ¼
P
pAB2 \B1 Eðu;cB2p ÞvðpÞ: Hence u1 ¼
P
pAB2 \B1 Eðu;cB2p Þg
p
B1
:
(2) By Proposition 5.7, EðGB2j; uÞ ¼ jðuÞ 
P
pAB2 \B1 jðcB2p ÞuðpÞ for any
uAFB1 : Hence EðGB1j GB2j; uÞ ¼
P
pAB2 \B1 jðcB2p ÞuðpÞ for any uAFB1 : Since
GB2jAFB2DFB1 ; we see that GB1j GB2j ¼
P
pAB2 \B1 jðcB2p Þg
p
B1
: Now combining
this with Lemma 5.8, we obtain the desired equality. &
The next theorem is the principal relation between the images of the Green
operators.
Theorem 5.10. (1) Let B1 and B2 be non-empty finite subsets of X satisfying B1DB2:
Then DLB1;0+D
L
B2;0
; where DLB;0 ¼ ImðGBÞ for any non-empty finite subset of X ; B:
(2) DLB;0 þHB is independent of B :DLB1;0 þHB1 ¼ DLB2;0 þHB2 for any non-empty
finite subsets of X ; B1 and B2:
Proof. (1) By Lemma 5.9(2), GB2jAImðGB1Þ for any jAMðX ; RÞ:
(2) Deﬁne DLB ¼ DLB;0 þHB for any non-empty ﬁnite subset of X ; B: It is enough
to show that DLB1 ¼ DLB2 if B1DB2: Note that HB1DHB2 : Since g
p
B1
AHB2 for any
pAB2 \B1; Lemma 5.9(2) implies that GB1jþ uADLB2 for any jAMðX ; RÞ and any
uAHB1 : Therefore D
L
B1
DDLB2 :
On the other hand, by Lemmas 5.8 and 5.9, we see that, for any uAHB2 ;
u ¼PpAB2 \B1 Eðu;jB2p ÞGB1dp þPqAB1 uðqÞcB1q ADLB1 : Combining this with (1), it
follows that GB1jþ uADLB1 for any jAMðX ; RÞ and uAHB2 : Therefore
DLB1+D
L
B2
: &
Deﬁnition 5.11. Deﬁne DLCF by DL ¼ DLB;0 þHB; where B is a non-empty ﬁnite
subset of X :
In the next section we will deﬁne Laplacians on DL; which may be thought of as
the universal domain of Laplacians. In Section 7, we give an characterization of DL
with respect to discrete Laplacians fHV j V is a finite subset of Xg associated with
ðE;FÞ:
If B ¼ fpg for pAX ; thenHB is the collection of constants on X : So, in such a case
DL ¼ DLp;0 þ R:
Proposition 5.12. For any uADL; u is uniformly Lipschitz continuous with respect to R
on X :
Proof. Let pAX and let B ¼ fpg: Then, for any uADL; there exist jAMðX ; RÞ and a
constant c such that u ¼ GBjþ c: As GBj is uniformly Lipschitz continuous by
Theorem 5.5, so is u: &
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Deﬁne
CLðX ; RÞ ¼ fu j u is uniformly Lipschitz continuous with respect to R on Xg:
ð5:7Þ
Knowing the above proposition, we might expect that CLðX ; RÞDF and that
DL ¼ CLðX ; RÞ-F: Both conjecture are not true however even if ðX ; RÞ is compact.
See Corollary 9.14.
6. Laplacians
In this section we continue to assume that ðE;FÞ is a resistance form on
a set X ; that R is the associated resistance metric on X and that ðX ; RÞ is
separable.
To deﬁne Laplacians, we need to know more about the space MðX ; RÞ: If ðX ; RÞ is
locally compact andF is dense in C1
2
ðX ; RÞ; then the Riesz theorem (see for example
[20]) implies that
MðX ; RÞ ¼ m j m ¼ mþ  m; where m7 are Borel regular measures on X

that satisfy
Z
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ Rðx; pÞ
p
m7ðdxÞoN

:
Although ðX ; RÞ may not be locally compact in general, we can still divide
jAMðX ; RÞ into the positive part jþ and the negative part j by similar arguments
to those in the proof of the Riesz theorem.
Deﬁnition 6.1. (1) Let u and v be real valued function on X : We write upv if and
only if uðxÞpvðxÞ for any xAX : Deﬁne C˜þ1
2
ðX ; RÞ ¼ u j uAC˜1
2
ðX ; RÞ; uX0
 
:
(2) We say jAMðX ; RÞ is non-negative if jðuÞX0 for any uAC˜þ1
2
ðX ; RÞ: Deﬁne
MþðX ; RÞ ¼ fj j jAMðX ; RÞ;j is non-negativeg:
Theorem 6.2. For any jAMðX ; RÞ; there exists a unique pair ðjþ;jÞAMþðX ; RÞ2
satisfying j ¼ jþ  j and
jþðuÞ þ jðuÞ ¼ sup
hAC˜1
2
ðX ;RÞ
0pjhjpu
jjðhÞj ð6:1Þ
for any uAC˜þ1
2
ðX ; RÞ:
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By analogy with the Riesz theorem, jþ þ j corresponds to the ‘‘total variation’’
of j:
Remark. We see nðj f jÞXjnð f Þj for any fAC˜1
2
ðX ; RÞ and any nAMþðX ; RÞ:
Therefore, (6.1) implies jjjjj ¼ jjjþ þ jjjXjjj7jj:
Proof. First, for uAC˜þ1
2
ðX ; RÞ; deﬁne Uu ¼ h j hAC˜þ1
2
ðX ; RÞ; 0phpu
 
and
jþðuÞ ¼ sup
hAUu
jðhÞ:
Since jð0Þ ¼ 0; jþðuÞX0: Let u and v belong to C˜þ1
2
ðX ; RÞ: Then,
jþðu þ vÞ ¼ sup
hAUuþv
jðhÞX sup
h1AUu;h2AUv
jðh1 þ h2Þ ¼ jþðuÞ þ jþðvÞ: ð6:2Þ
On the other hand, for any hAUuþv; deﬁne h1 and h2 by h1 ¼ h4u and h2 ¼ h  h1:
By Lemma 5.4, h1AUu and h2AUv: This immediately implies that equality holds in
(6.2). So we have obtained
jþðu þ vÞ ¼ jþðuÞ þ jþðvÞ ð6:3Þ
for any u; vAC˜þ1
2
ðX ; RÞ: Also it is easy to see that jþðauÞ ¼ ajþðuÞ for any
uAC˜þ1
2
ðX ; RÞ and aX0: Next we deﬁne jþðuÞ for any uAC˜1
2
ðX ; RÞ: Note that, for any
uAC˜1
2
ðX ; RÞ; there exist u1 and u2 such that u1; u2AC˜þ1
2
ðX ; RÞ and u ¼ u1  u2: In
fact, we may let u1 ¼ u30 and u2 ¼ u1  u: So, if u ¼ u1  u2 for u1; u2AC˜þ1
2
ðX ; RÞ;
then we set jþðuÞ ¼ jþðu1Þ  jþðu2Þ: By (6.3), jþðuÞ is well deﬁned: if u ¼
u1  u2 ¼ v1  v2 for u1; u2; v1; v2AC˜þ1
2
ðX ; RÞ; then jþðu1Þ  jþðu2Þ ¼ jþðv1Þ 
jþðv2Þ: It is routine to show that jþAMþðX ; RÞ: Deﬁning j ¼ jþ  j; we see
that j ¼ ðjÞþ: Obviously j ¼ jþ  j and j7AMþðX ; RÞ: Next we show (6.1).
Let uAC˜þ1
2
ðX ; RÞ: Note that jh1  h2jpu for any h1; h2AUu: On the other hand, for
any hAC˜1
2
ðX ; RÞ with 0pjhjpu; deﬁne hþ ¼ h30 and h ¼ ðhÞ30: Then h7AUu
and h ¼ hþ  h: Therefore, by the fact that j ¼ ðjÞþ; we have
jþðuÞ þ jðuÞ ¼ sup
h1;h2AUu
jðh1  h2Þ ¼ sup
hAC˜1
2
ðX ;RÞ
jhjpu
jjðhÞj: ð6:4Þ
Hence (6.1) holds.
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The remaining part is the uniqueness. Let j7 be the ones deﬁned above. Assume
that there exist n7AMþðX ; RÞ satisfying that j ¼ nþ  n and nþðuÞ þ nðuÞ ¼
suphAC˜1
2
ðX ;RÞ;0pjhjpu jjðhÞj: Then nþðuÞ þ nðuÞ ¼ jþðuÞ  jðuÞ: Since jþ  j ¼
nþ  n; it follows that nþ ¼ jþ and n ¼ j: &
Deﬁnition 6.3. Let fVmgmX0 be a family of ﬁnite subsets of X : We say that fVmgmX0
is an admissible sequence of ðX ; RÞ if and only if VmDVmþ1 for any mX0 and V* is
dense in ðX ; RÞ; where V
*
is deﬁned by V
*
¼ SmX0 Vm:
Lemma 6.4. Let fVmgmX0 be an admissible sequence of ðX ; RÞ: Then for any
pAV
*
and any jAMðX ; RÞ; jðcVmp Þ converges as m-N: Moreover, the limit
limm-N jðcVmp Þ does not depend on the choice of fVmgmX0 : if fUmgmX0 is an
admissible sequence of ðX ; RÞ and pAU
*
-V
*
; then limm-N jðcUmp Þ ¼
limm-N jðcVmp Þ:
Proof. By Theorem 6.2, we may assume that j is non-negative without loss of
generality. Note that both cVmp and c
Vmþ1
p are Vmþ1-harmonic functions. So, the
maximum principle implies that cVmp Xc
Vmþ1
p X0: Therefore, fjðcVmp ÞgmX0 is
monotonically decreasing and uniformly bounded. Hence, it converges as m-N:
Let a ¼ limm-N jðcVmp Þ and let b ¼ limm-N jðcUmp Þ: Assume that a4b: Then there
exists mX0 such that jðcUmp Þoa: Note that jðpVmp ÞXa and hence VmaUm: So,
V ¼ ðVm,UmÞ \Vm is not empty. Now by the maximum principle and Lemma 3.4,
sup
xAX
jcVkp ðxÞ  cVk,Vp ðxÞjpmax
qAV
cVkp ðqÞpmax
qAV
Rðq; VkÞ
Rðp; qÞ-0
as k-N: Therefore jjcVkp  cVk,Vp jjp;1
2
-0 as k-N: This implies the following
contradiction:
a ¼ lim
k-N
jðcVkp Þ ¼ lim
k-N
jðcVk,Vp ÞpjðcVm,Ump ÞpjðcUmp Þoa:
Hence a ¼ b: &
Deﬁnition 6.5. Let pAX and let fVmgmX0 be an admissible sequence of ðX ; RÞ with
pAV0: For any jAMðX ; RÞ; deﬁne jðpÞ ¼ limm-N jðcVmp Þ:
By Lemma 6.4, jðpÞ does not depend on a choice of fVmgmX0:
Next we deﬁne Neumann derivatives of uADL at pAX :
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Theorem 6.6. Let pAX and let fVmgmX0 be an admissible sequence of ðX ; RÞ with
pAV0: Then, for any uADL; ðHVm uÞðpÞ converges as m-N; where HVm is the
Laplacian on Vm associated with ðE;FÞ: Moreover, define
ðduÞp ¼  limm-N ðHVm uÞðpÞ:
Then ðduÞp is independent of a choice of fVmgmX0: ðduÞp is called the Neumann
derivative of u at p: In particular, if Ba| is a finite subset of X and u ¼ f  GBj;
where fAHB and jAMðX ; RÞ; then, for any xAX ;
ðduÞx ¼
ðHBf ÞðxÞ  jðxÞ þ jðcBx Þ if xAB;
jðxÞ if xeB;
(
where HB is the Laplacian on B associated with ðE;FÞ:
In Proposition 8.6, we will see that ðduÞp is ‘‘usually’’ equal to zero for peB:
Proof. First note that ðHVm uÞðpÞ ¼ Eðu;cVmp Þ by Lemma 2.20(2). Let Ba| be a
ﬁnite subset of X : Choose fVmgmX0 so that V0 ¼ B; that VmDVmþ1 and thatS
mX0 Vm is dense in ðX ; RÞ: Suppose u ¼ f  GBj for fAHB and jAMðX ; RÞ:
Then, for xAB; Lemma 2.20 along with (5.5) implies
Eðu;cmx Þ ¼ Eð f ;cBx Þ  EðGBj;cmx Þ ¼ ðHBf ÞðxÞ  jðcmx Þ þ jðcBx Þ;
where cmp ¼ cVmp : By Lemma 6.4, limm-N Eðu;cmx Þ ¼ ðHBf ÞðxÞ  jðxÞ þ jðcBx Þ:
When xeB; we assume that xAV1: Then Lemma 2.20 along with (5.5) implies
Eðu;cmx Þ ¼ Eð f ; PBcmx Þ  jðcmx Þ þ
X
qAB
jðcBq Þcmx ðqÞ:
Using Lemma 3.4, we see that cmx ðqÞ-0 as m-N for any qAB: Hence by Lemma
6.4, we obtain Eðu;cmx Þ- jðxÞ as m-N:
Choosing B ¼ fpg and using Lemma 6.4, we also verify that ðduÞp is independent
of a choice of fVmgmX0: &
Now we deﬁne ‘‘Laplacians’’. First we consider a Laplacian with boundary
condition on a ﬁnite set B:
Deﬁnition 6.7. Let B be a non-empty ﬁnite subset of X :
(1) Deﬁne MNAB ðX ; RÞ ¼ fj jjAMðX ; RÞ;jðpÞ ¼ 0 for any pABg:
(2) Deﬁne LB :D
L-MNAB ðX ; RÞ by LBu ¼ j
P
pAB jðpÞdp; where u ¼ uB  GBj
for uBAHB and jAMðX ; RÞ: LB is called the B-Laplacian on X associated
with the resistance form ðE;FÞ:
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Using Proposition 5.7, we see that LB is well deﬁned.
Theorem 6.8. For a non-empty finite set B; define GnB ¼ GBjMNA
B
ðX ;RÞ: Then
GnB :M
NA
B ðX ; RÞ-DLB;0 is bijective and ðGnBÞ1 ¼ LBjDLB;0 : Moreover,
(1) For any uAF and any vADL;
Eðu; vÞ ¼
X
pAB
uðpÞðdvÞp  ðLBvÞðuÞ: ð6:5Þ
(2) For any fAcðBÞ and any jAMNAB ðX ; RÞ;
LBu ¼ j and ujB ¼ f ð6:6Þ
if and only if
u ¼
X
pAB
f ðpÞcBp  GnBj: ð6:7Þ
Eqs. (6.5) and (6.6) are counterparts of the Gauss–Green formula and the
solution to the Dirichlet problem for Poisson’s equation, respectively. Eq. (6.7) is
equivalent to
uðxÞ ¼
X
pAB
f ðpÞcBp ðxÞ  jðgxBÞ
for any xAX :
Proof. Deﬁne prNAB : MðX ; RÞ-MNAB ðX ; RÞ by prNAB ðjÞ ¼ j
P
pAB jðpÞdp: Then
Proposition 5.7 implies that ker GB¼ker prNAB : Hence ImðGnBÞ¼DLB;0 and ker GnB ¼f0g:
Therefore GnB is bijective. By the deﬁnition of LB; it follows that ðGnBÞ1 ¼ LB:
This fact immediately implies that (6.6) is equivalent to (6.7).
To show (6.5), assume that v ¼ vB  GBj for vBAHB and jAMðX ; RÞ: Then by
(5.5) and Theorem 6.6,
Eðu; vÞ ¼Eðu; vBÞ  Eðu; GBjÞ
¼ 
X
pAB
uðpÞðHBvBÞðpÞ  jðuÞ 
X
pAB
uðpÞjðcVp Þ
 !
¼
X
pAV
uðpÞðdvÞp  ðLBvÞðuÞ: &
Corollary 6.9. Let B be a non-empty finite subset of X : Then, for vADL; define
LvAMðX ; RÞ by
Lv ¼ LBv 
X
pAB
ðdvÞpdp: ð6:8Þ
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Then L is independent of a choice of B and
Eðu; vÞ ¼ ðLvÞðuÞ ð6:9Þ
for any uAF:
L is called the Neumann Laplacian (or the N-Laplacian for short) on X
associated with ðE;FÞ: Comparing (6.9) with (6.5), we might regard L as LB with
B ¼ |:
Proof. Let B1 and B2 be non-empty ﬁnite subsets of X : Then, by (6.5),
X
pAB2
uðpÞðdvÞp  ðLB2vÞðuÞ ¼
X
pAB1
uðpÞðdvÞp  ðLB1vÞðuÞ
for any uAF: Note that F is dense in C˜1
2
ðX ; RÞ: Therefore,
X
pAB2
ðdvÞpdp  LB2v ¼
X
pAB1
ðdvÞpdp  LB1v:
Hence L is independent of B: Eq. (6.9) is obvious by (6.5). &
The following proposition express the basic property of L; that it is Fredholm with
index zero.
Proposition 6.10. Let jAMðX ; RÞ: There exists vADL such that Lv ¼ j if and
only if jð1Þ ¼ 0: Moreover, if Lv ¼ j; then Lðv þ cÞ ¼ j for any constant cAR:
In particular, ker L ¼ fu j u is constant on Xg and ImðLÞ ¼ fj jjAMðX ; RÞ;
jð1Þ ¼ 0g:
Proof. Since Eðv; 1Þ ¼ ðLvÞð1Þ ¼ 0; Lv ¼ j implies jð1Þ ¼ 0: Conversely, suppose
jð1Þ ¼ 0: Let v ¼ Gpj for pAX : Then by (5.5), Eðu; vÞ ¼ jðuÞ þ jð1ÞuðpÞ ¼
jðuÞ: Hence Lv ¼ j: The rest is obvious. &
By (6.5) and (6.8), we immediately deduce the following relations between
Laplacians.
Lemma 6.11. (1) Let B be non-empty finite subset of X : Then, for any vADL;
Lv ¼ LBv if and only if ðdvÞp ¼ 0 for any pAB:
(2) Let B1; B2 be non-empty finite subsets of X satisfying B1DB2: Then, for any
vADL; LB1v ¼ LB2v if and only if ðdvÞp ¼ 0 for any pAB2 \B1:
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Lemma 6.11(1) may be thought of as a special case of Lemma 6.11(2) with B2 ¼ B
and B1 ¼ |:
7. Characterization of the domain of the Laplacian
As in the previous section ðE;FÞ is a resistance form on X ; R is the resistance
metric on X associated with ðE;FÞ: ðX ; RÞ is assumed to be separable.
Deﬁnition 7.1. (1) CbðX ; RÞ is the collection of continuous and bounded functions
on X equipped with the supremum norm jj  jjN: Also C˜bðX ; RÞ is the completion of
F-CbðX ; RÞ with respect to the norm jj  jjN
(2) For any jAMðX ; RÞ; the total variation of j; jjjjjTV ; is deﬁned by
jjjjjTV ¼ jþð1Þ þ jð1Þ;
where j7 is deﬁned in Theorem 6.2.
By Theorem 6.2, the total variation of j is given by
jjjjjTV ¼ sup
hAC˜1
2
ðX ;RÞ
0pjhjp1
jjðhÞj: ð7:1Þ
Theorem 7.2. For any u : X-R; define
jjujjD ¼ sup
X
pAV
jðHV uÞðpÞj : V is a non-empty finite subset of X
( )
:
Then jjujjD ¼ jjLujjTVoþN for any uADL: Moreover, let fVmgmX0 be an admissible
sequence of ðX ; RÞ: Then limm-N
P
pAVm jðHVm uÞðpÞj ¼ jjujjD for any uADL:
Lemma 7.3. For any uADL and any non-empty finite set VDX ;X
pAV
jðHV uÞðpÞjpjjLujjTV :
Proof. Deﬁne aðpÞ ¼ 1 if ðHV uÞðpÞX0 and aðpÞ ¼ 1 if ðHV uÞðpÞo0: Set f ¼P
pAV aðpÞcVp : Since jðHV uÞðpÞj ¼ jEðu;cVp Þj; it follows that
P
pAV jðHV uÞðpÞj ¼
jEðu; f Þj ¼ jðLuÞð f Þj: By the maximum principle (Proposition 2.18), j f jp1: Hence
by the deﬁnition of jj  jjTV ; we obtain the desired inequality. &
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Proof of Theorem 7.2. Let uADL: For any e40; there exists fAC˜1
2
ðX ; RÞ-CbðX ; RÞ
such that jj f jjNp1 and
jjLujjTV  e=3pjðLuÞð f ÞjpjjLujjTV : ð7:2Þ
Note thatF is dense in C˜1
2
ðX ; RÞ: Hence we may choose hAF such that jjLujj jj f 
hjjpe=3: Set g ¼ ðh41Þ3ð1Þ: Then, by Lemma 2.9, gAF-CbðX ; RÞ and
jjgjjNp1: Moreover, since jj f jjNp1; it follows that j f ðxÞ  hðxÞjXj f ðxÞ  gðxÞj
for any xAX : This implies jðLuÞð f  gÞjpjjLujj jj f  gjjpjjLujj jj f  hjjpe=3:
By (7.2),
jjLujjTV  2e=3pjðLuÞðgÞjpjjLujjTV : ð7:3Þ
Now let fVmgmX0 be an admissible sequence of ðX ; RÞ: Then, for sufﬁciently large m;
jðLuÞðgÞ  ðLuÞðgmÞj ¼ jEðu; gÞ  Eðu; gmÞjpe=3;
where gm ¼ PVm g ¼
P
pAVm gðpÞcVmp : Hence by (7.3), jjLujjTV  epjEðu; gmÞj: On the
other hand, the fact that jjgjjNp1 along with Lemma 7.3 implies
jEðu; gmÞj ¼
X
pAVm
gðpÞðHVm uÞðpÞ

p
X
pAVm
jðHVm uÞðpÞjpjjLujjTV : ð7:4Þ
Therefore, jjLujjTV  ep
P
pAVm jðHVm uÞðpÞjpjjLujjTV : &
It is noteworthy that the sequence
P
pAVm jðHVmÞuðpÞj in Theorem 7.2 is
monotonically non-decreasing by the following lemma.
Lemma 7.4. Let U and V be non-empty finite subsets of X with VDU : Then for any
u : X-R;
ðHV uÞðpÞ ¼
X
qAU
cVp ðqÞðHU uÞðqÞ; ð7:5Þ
where HV and HU are Laplacians on V and U ; respectively, associated with ðE;FÞ: In
particular,
P
pAV jðHV uÞðpÞjp
P
pAU jðHU uÞðpÞj:
Proof. Divide HU into four parts as in Proposition 2.6:
HU ¼
T tJ
J X
 !
;
where T : cðVÞ-cðVÞ; J : cðVÞ-cðU \VÞ and X : cðU \VÞ-cðU \VÞ: Since
ðV ; HV ÞpðU ; HUÞ; Proposition 2.6 implies that HV ¼ T  tJX1J: For any
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uAlU ; set u0 ¼ ujV and u1 ¼ ujU \V : Then,
HV u1 ¼ðT  tJX1JÞu1 ¼ ðTu0 þ tJu1Þ  tJX1ðJu0 þ Xu1Þ
¼ ðHU uÞjV  tJX1ðHU uÞjU \V : ð7:6Þ
Now, cVp is the V -harmonic function with boundary value w
V
p : Hence c
V
p jU \V ¼
X1JwVp : Therefore ð tJX1Þpq ¼ cVp ðqÞ for any pAV and any qAU \V :
Combining this with (7.6), we immediately verify (7.5) and hence
jðHV uÞðpÞjp
X
qAU
cVp ðqÞjðHU uÞðqÞj:
The rest of the statement follows by summing this for all pAV : &
Theorem 7.5. Suppose that ðX ; RÞ is bounded. Then uADL if and only if uACbðX ; RÞ
and jjujjDoþN: Moreover, DL is a Banach space with respect to the norm jj  jjN þ
jj  jjD:
Proof. Suppose uACbðX ; RÞ and jjujjDoþN: Let fVmgmX0 be a sequence of ﬁnite
subsets of X satisfying that VmDVmþ1 for any mX0 and that
S
mX0 Vm is dense in
ðX ; RÞ: Note that FDC˜bðX ; RÞ ¼ C˜1
2
ðX ; RÞ because ðX ; RÞ is bounded. For any
vAF;
jEHVm ðvjVm ; ujVmÞjpjjvjjN
X
pAVm
jðHVm uÞðpÞj:
Therefore, uAF and jEðv; uÞjpjjvjjNjjujjD for any vAF: Since F is dense in
C˜bðX ; RÞ; Eð; uÞ can be extended to be a bounded linear functional on C˜bðX ; RÞ:
Hence there exists jAMðX ; RÞ such that Eðv; uÞ ¼ jðvÞ for any vAF: This implies
that uADL and j ¼ Lu:
Obviously jj  jjN þ jj  jjD is a norm on DL: We also see that DL is complete under
this norm. &
8. Realization of Green operator and Laplacian
Let ðE;FÞ be a resistance form on a set X and let R be the associated resistance
metric on R: We assume that ðX ; RÞ is separable and locally compact and that,
for any fAC0ðX ; RÞ; there exists a sequence ffngnX0CF-CbðX ; RÞ such that
jj f  fnjjN-0 as n-N; where C0ðX ; RÞ is the collection of continuous functions
with compact support. Also in this section m is a s-ﬁnite Radon measure on
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ðX ; RÞ : m is a s-ﬁnite Borel regular measure on ðX ; RÞ and mðKÞoþN for any
compact subset KDX : Under those assumptions, we obtain
Proposition 8.1. F-C0ðX ; RÞ is dense in C0ðX ; RÞ:
Proof. Let fAC0ðX ; RÞ and let K be the support of f : Deﬁne fþ ¼ f30 and f ¼
ðf Þ30: Then f7AC0ðX ; RÞ and f ¼ fþ  f: Now, for any eX0; there exists
gAF-CbðX ; RÞ such that jj fþ  gjjNoe=2: Set h ¼ ðg  e=2Þ30: The Markov
property of ðE;FÞ implies that hAF: Also if xeK ; then j fþðxÞ  gðxÞj ¼
jgðxÞjoe=2: Hence hAC0ðX ; RÞ and jj fþ  hjjoe: The same discussion implies that
jj f  ujjoe for some uAF-C0ðX ; RÞ: Therefore, F-C0ðX ; RÞ is dense in
C0ðX ; RÞ: &
Deﬁnition 8.2. If ðX ; RÞ is not bounded, then, for pAX ; deﬁne m
p;
1
2
by m
p;
1
2
ðAÞ ¼R
A
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ Rðx; pÞp mðdxÞ for any Borel set ADX : If ðX ; RÞ is bounded then we set
m
p;
1
2
¼ m for any pAX :
Note that if ðX ; RÞ is bounded, then C1
2
ðX ; RÞ ¼ CbðX ; RÞ and C˜1
2
ðX ; RÞ ¼
C˜bðX ; RÞ: Hereafter, if ðX ; RÞ is bounded, C1
2
ðX ; RÞ is regarded as equipped with the
supremum norm. Accordingly, we modify the deﬁnition of the norm jj  jjMðX ;RÞ as
follows:
jjjjjMðX ;RÞ ¼ supfjjðuÞj : uAC˜bðX ; RÞ; jjujjN ¼ 1g:
Proposition 8.3. For any fAL1ðX ; m
p;
1
2
Þ and any uAC˜1
2
ðX ; RÞ; define jf ðuÞ ¼R
X
f ðxÞuðxÞmðdxÞ: Then jfAMðX ; RÞ and jjjf jjMðX ;RÞ ¼ jj f jj1; where jj f jj1 is the
L1-norm with respect to m
p;
1
2
:
Proof. It is easy to see that jjf ðuÞjpjjujjjj f jj1 for any uAC˜1
2
ðX ; RÞ: The equality
jj f jj1 ¼ jjjf jjMðX ;RÞ is shown by routine arguments using the facts that m is
Borel regular and that C˜1
2
ðX ; RÞ contains C0ðX ; RÞ: (Note that C0ðX ; RÞDC˜1
2
ðX ; RÞ if F-C0ðX ; RÞ is dense in C0ðX ; RÞ with respect to the supremum
norm.) &
Deﬁne F : L1ðX ; m
p;
1
2
Þ-MðX ; RÞ by Fð f Þ ¼ jf : Then, by the above theorem, F is
an isometric embedding from L1ðX ; m
p;
1
2
Þ to MðX ; RÞ: Hereafter, through F; we
regard L1ðX ; m
p;
1
2
Þ as a subset of MðX ; RÞ:
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Theorem 8.4. Let Ba| be a finite subset of X : If GB;m ¼ GBjL1ðX ;m
p;
1
2
Þ; then
ðGB;mf ÞðxÞ ¼
Z
X
gBðx; yÞf ðyÞmðdyÞ ð8:1Þ
for any fAL1ðX ; m
p;
1
2
Þ:
Proof. By (5.4),
ðGB;mf ÞðxÞ ¼ ðGBjf ÞðxÞ ¼ jf ðgxBÞ
for any xAX : This immediately implies (8.1). &
Deﬁnition 8.5. Let Ba| be a ﬁnite subset of X : Deﬁne DLB;m;0 ¼ ImðGB;mÞ and
DLB;m ¼ DLB;m;0"HB:
Proposition 8.6. Assume that m is non-atomic: mðpÞ ¼ 0 for any pAX :
(1) Let Ba| be a finite subset of X : Then ðduÞp ¼ 0 for any uADLB;m and any
pAX \B:
(2) Let B1 and B2 be non-empty finite subsets of X with B1DB2: Then
DLB1;m ¼ fu j uADLB2;m; ðduÞp ¼ 0 for any pAB2 \B1g:
In particular, DLB1;mDD
L
B2;m:
Proof. (1) By Theorem 6.6, ðduÞx ¼ jf ðxÞ ¼ f ðxÞmðxÞ ¼ 0 for any xAX \B:
(2) Lemma 5.9(2) implies that GB1;mfAD
L
B2;m: Hence D
L
B1;mDD
L
B2;m: Moreover, by
(1), ðduÞx ¼ 0 for any uADLB1 and any xAB2 \B1:
Conversely let u ¼ uB2  GB2;mf for uB2AHB2 and fAL1ðX ; mp;1
2
Þ: Assume that
ðduÞp ¼ 0 for any pAB2 \B1: So using Theorem 6.6, we obtain
ðduÞp ¼ ðHB2uB2ÞðpÞ þ jf ðcB2p Þ ¼ 0 ð8:2Þ
for any pAB2 \B1: By Lemma 5.9,
u ¼ uB2  GB1;mf þ
X
pAB2 \B1
jf ðcB2p ÞgpB1
¼
X
pAB2 \B1
ðEðu;cB2p Þ þ jf ðcB2p ÞÞgpB1 þ
X
qAB1
uðqÞcB1q  GB1;mf : ð8:3Þ
Since Eðu;cB2p Þ ¼ ðHB2uB2ÞðpÞ by Lemma 2.20, (8.3) along with (8.2) implies
u ¼PqAB1 uðqÞcB1q  GB1;mf : Hence uADLB1;m: &
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Proposition 8.7. Suppose m is non-atomic. Let B be a non-empty finite subset of X :
Define DB;m :DLB;m-L
1ðX ; m
p;
1
2
Þ by DB;mu ¼ f for u ¼ uB  GB;mf where uBAHB and
fAL1ðX ; m
p;
1
2
Þ: Then,
(1) DB;mu ¼ LBu for any uADLB;m: In particular,
Eðv; uÞ ¼
X
pAB
vðpÞðduÞp 
Z
X
vDB;mu dm ð8:4Þ
for any vAF:
(2) For any fAL1ðX ; m
p;
1
2
Þ and any hAcðBÞ;
DB;mu ¼ f and ujB ¼ h
if and only if
uðxÞ ¼
X
pAB
hðpÞcBp ðxÞ 
Z
X
gBðx; yÞf ðyÞmðdyÞ
for any xAX : In particular, GB;m is invertible and DB;mjDLB;m;0 ¼ ðGB;mÞ
1:
(3) jjujjD ¼
P
pAB jðduÞpj þ
R
X
jDB;mf jdm:
(4) Let B1 and B2 be non-empty finite subsets of X with B1DB2: Then DB1;m ¼
DB2;mjDLB1 ;m :
Proof. Theorem 6.8 immediately implies (1) and (2).
(3) By Theorem 7.2, (7.1) and (8.4) imply
jjujjD ¼ sup
hAC˜1
2
ðX ;RÞ
0pjhjp1
X
pAB
hðpÞðduÞp 
Z
X
hDB;mu dm

:
Hence we see that jjujjDp
P
pAB jðduÞpj þ
R
X
jDB;mujdm: Now by Proposition 8.1,
C˜1
2
ðX ; RÞ contains C0ðX ; RÞ: This shows the equality.
(4) Combining Proposition 8.6(2) and (8.4), we obtain
Z
X
vDB1;mu dm ¼
Z
X
vDB2;mu dm
for any uADLB1;m and vAF: Since C0ðX ; RÞ-F is dense in C0ðX ; RÞ; it follows that
DB1;mu ¼ DB2;mu: &
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By (8.4), it follows that DB;mu is the unique element in L1ðX ; m
p;
1
2
Þ that satisﬁes
Eðu; vÞ ¼ 
Z
X
ðDB;muÞv dm
for any vAFB:
Deﬁnition 8.8. Suppose m is non-atomic. Deﬁne DLm by
DLm ¼ fu j uADLB;m; ðduÞp ¼ 0 for any pABg;
where B is a non-empty ﬁnite subset of X :
By Proposition 8.6, DLm is independent of a choice of B: In fact,
DLm ¼
\
B : Ba|
B is a finite set
DLB;m:
Proposition 8.9. Suppose m is non-atomic. LuAL1ðX ; m
p;
1
2
Þ for any uADLm : Let
Dm ¼ LjDLm : Then Dm ¼ DB;mjDLm for any non-empty finite set BDX and Dmu is the
unique element in L1ðX ; m
p;
1
2
Þ that satisfies
Eðu; vÞ ¼ 
Z
X
ðDmuÞv dm ð8:5Þ
for any vAF: Moreover jjujjD ¼
R
X
jDmujdm for any uADLm :
By Proposition 6.10, we see that ker Dm ¼ constants and ImðDmÞ ¼
ff j fAL1ðX ; mÞ; R
X
f dm ¼ 0g:
Proof. Let B be a non-empty ﬁnite subset of X : For any uADLm ; since ðduÞp ¼ 0 for
any pAX ; (8.4) implies that
Eðu; vÞ ¼ 
Z
X
vDB;mu dm ð8:6Þ
for any vAF: On the other hand, Eðu; vÞ ¼ ðLuÞðvÞ: Therefore, Lu ¼ DB;mu: &
Next, we identify DB;m and Dm with the non-negative self-adjoint operators on
L2ðX ; mÞ associated with ðE;FB-L2ðX ; mÞÞ and ðE;F-L2ðX ; mÞÞ: Using the results
in [16, Section 4] (in particular, Theorems 2.4.1 and 2.4.2), we immediately have the
following theorem.
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Theorem 8.10. Suppose m is non-atomic.
(1) Let B be a non-empty finite subset of X : Then ðE;FB-L2ðX \B; mÞÞ is a regular
Dirichlet form on L2ðX \B; mÞ:
(2) ðE;F-L2ðX ; mÞÞ is a regular Dirichlet form on L2ðX ; mÞ:
Remark. Ordinarily, one assumes that the space is locally compact for a
Dirichlet form. In the above theorem, however, ðX ; RÞ may not be locally
compact in general.
If m is non-atomic, then L2ðX \B; mÞ may be identiﬁed with L2ðX ; mÞ: Hence we
regard ðE;FBÞ as a Dirichlet form on L2ðX ; mÞ hereafter.
The next proposition gives direct relations between the non-negative
self-adjoint operators associated with the Dirichlet forms and the Laplacians DB;m
and Dm:
Proposition 8.11. Assume that m is non-atomic.
(1) Let B be a non-empty finite subset of X and let GB;m be the non-negative self-
adjoint operator on L2ðX ; mÞ associated with the Dirichlet form ðE;FBÞ: Then
L2ðX ; mÞ-GB;mðL2ðX ; mÞ-L1ðX ; m
p;
1
2
ÞÞDDomðGB;mÞ and GB;mu ¼ DB;mu for any
uAL2ðX ; mÞ-GB;mðL2ðX ; mÞ-L1ðX ; m
p;
1
2
ÞÞ:
(2) Let Gm be the non-negative self-adjoint operator on L2ðX ; mÞ associated with the
Dirichlet form ðE;FÞ: If uADLm-L2ðX ; mÞ and DmuAL2ðX ; mÞ; then uADomðGmÞ and
Gmu ¼ Dmu:
Proof. (1) By the deﬁnition of the non-negative self-adjoint operator associated with
a closed form (see for example [16, Appendix B.1]), uADomðGB;mÞ and GB;m ¼ f if
and only if
Eðu; vÞ ¼
Z
X
fv dm
for any vAF-L2ðX ; mÞ: This along with (8.6) immediately implies the desired
statement.
(2) Using (8.5), we immediately see the desired statement by similar arguments
as in (1). &
We have a simpler statement under a restricted situation.
Lemma 8.12. Suppose that m is non-atomic. If
R
X
ð1þ Rðx; pÞÞmðdxÞoN; then
FCL2ðX ; mÞCL1ðX ; m
p;
1
2
Þ:
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Proof. Let uAF: Then juðxÞ  uðpÞj2pRðx; pÞEðu; uÞ: This implies that
juðxÞj2p2Rðx; pÞEðu; uÞ þ 2juðpÞj2: Hence uAL2ðX ; mÞ: Next let uAL2ðX ; mÞ: ThenZ
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ Rðx; pÞ
p
uðxÞmðdxÞ

p
Z
X
ð1þ Rðx; pÞÞmðdxÞ
Z
X
juðxÞj2mðdxÞoN: &
Note that if
R
X
ð1þ Rðx; pÞÞmðdxÞoN; then GB;m and Gm have compact resolvents.
(See [16, Theorem 2.4.2] for a proof.)
Theorem 8.13. Assume that m is non-atomic. Suppose
R
X
ð1þ Rðp; xÞÞmðdxÞoN:
(1) Let B be a non-empty finite subset of X : Then DomðGB;mÞCDLB;m;0 and GB;mu ¼
DB;mu for any uADomðGB;mÞ: Moreover, ðGB;mÞ1 is a compact operator and
ðGB;mÞ1 ¼ GB;mjL2ðX ;mÞ
(2) DomðGmÞDDLm and Gmu ¼ DB;mu for any uADomðGmÞ:
Proof. (1) Since GB;m has compact resolvent and 0 is not an eigenvalue of GB;m;
GB;m is invertible and ðGB;mÞ1 is a compact operator. In particular, for any
fAL2ðX ; mÞ; there exists a unique uADomðGB;mÞ such that GB;mu ¼ f : For
any vAF;
Eðu; vÞ ¼
Z
X
fv ¼ EðGB;mf ; vÞ:
Hence u ¼ GB;mf : Therefore DomðGB;mÞ ¼ GB;mðL2ðX ; mÞÞ: By Proposition 8.11, it
follows that GB;mu ¼ DB;mu for any uADomðGB;mÞ:
(2) Let uADomðGmÞ: Then
Eðu; vÞ ¼
Z
X
vGmu dm
for any vAF: By Lemma 8.12, GmuAL1ðX ; m
p;
1
2
Þ: Since R
X
Gmu dm ¼ Eð1; uÞ ¼ 0; we
see that GmuAImðDmÞ: Therefore there exists hADLm such that Dmh ¼ Gmu: By (8.5),
Eðh; vÞ ¼ Eðu; vÞ for any uAF: Therefore u  h is a constant and hence uADLm :
Finally, by Proposition 8.11(2), Gmu ¼ Dmu: &
9. P.c.f. self-similar sets
In this section we apply the results in the previous section to self-similar resistance
forms (coming from harmonic structures) on post critically ﬁnite self-similar
structures. In particular, we show relations between the domain of resistance forms,
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F; the domain of Laplacian in generalized sense, DL; and uniformly Lipschitz
continuous functions.
First we give a quick review of the theory of analysis on post critically ﬁnite self-
similar sets. See [16, Chapter 3].
Deﬁnition 9.1. Let K be a compact metrizable topological space and let S be
a ﬁnite set. Also, let Fi; for iAS; be a continuous injection from K to itself.
Then, ðK ; S; fFigiASÞ is called a self-similar structure if there exists a continuous
surjection p :S-K such that Fi 3 p ¼ p 3 i for every iAS; where S ¼ SN is the
one-sided shift space and i :S-S is deﬁned by iðw1w2w3?Þ ¼ iw1w2w3? for each
w1w2w3?AS:
Note that if ðK ; S; fFigiASÞ is a self-similar structure, then K is self-similar in the
following sense:
K ¼
[
iAS
FiðKÞ: ð9:1Þ
Notation. Wm ¼ Sm is the collection of words with length m: For w ¼
w1w2?wmAWm; we deﬁne Fw : K-K by Fw ¼ Fw1 3? 3 Fwm and Kw ¼ FwðKÞ:
In particular, W0 ¼ f|g and F| is the identity map. Also we deﬁne
W
*
¼ SmX0 Wm:
Deﬁnition 9.2. Let ðK ; S; fFigiASÞ be a self-similar structure. We deﬁne the critical
set CCS and the post critical set PCS by
C ¼ p1
[
iaj
ðKi-KjÞ
 !
and P ¼
[
nX1
snðCÞ;
where s is the shift map from S to itself deﬁned by sðo1o2?Þ ¼ o2o3?: A self-
similar structure is called post critically ﬁnite (p.c.f. for short) if and only if #ðPÞ is
ﬁnite.
Now, we ﬁx a connected p.c.f. self-similar structure ðK ; S; fFigiASÞ:
Deﬁnition 9.3. Let V0 ¼ pðPÞ: For mX1: Also set
Vm ¼
[
wAWm
FwðpðPÞÞ and V* ¼
[
mX0
Vm:
It is easy to see that VmCVmþ1 and that K is the closure of V * :
Next we explain how to construct Laplacians on a p.c.f. self-similar set. First we
deﬁne a Laplacian on a ﬁnite set.
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Proposition 9.4. Let DALAðV0Þ and let r ¼ ðr1; r2;y; rNÞ; where ri40 for
iAS: Define a symmetric bilinear form EðmÞ on cðVmÞ by EðmÞðu; vÞ ¼P
wAWm r
1
w EDðu 3 Fw; v 3 FwÞ; where rw ¼ rw1?rwm for w ¼ w1w2?wmAWm: Then
EðmÞADFðVmÞ: We denote the Laplacian on Vm corresponding EðmÞ by Hm:
Deﬁnition 9.5. ðD; rÞ is called a harmonic structure if and only if the sequence
fðVm; HmÞgmX0 is a compatible sequence. Furthermore, a harmonic structure ðD; rÞ
is called regular if and only if 0orio1 for any iAS:
It is know that ðD; rÞ is a harmonic structure if and only if ðV0; DÞpðV1; H1Þ: See
[16, Proposition 3.1.3] for details. Hereafter we ﬁx a regular harmonic structure
ðD; rÞ on ðK ; S; fFigiASÞ:
If ðD; rÞ is a harmonic structure, then by Theorem 2.13, we have a resistance form
ðE;FÞ on V
*
associated with the compatible sequence fðVm; HmÞgmX0: Let R be the
resistance metric on V
*
corresponding to ðE;FÞ: Since ðD; rÞ is assumed to be
regular, we have the following fact.
Theorem 9.6. Let ðO; RÞ be the completion of ðV
*
; RÞ: Then O is naturally identified
with K : Through this identification, R gives the same topology to K as the original
distance of K : In particular, ðK ; RÞ is compact and F is a dense subset of CðK ; RÞ with
respect to the supremum norm.
See [16, Section 3.3] for the proof of the above theorem.
By this theorem, we may naturally think of CðK ; RÞ as a subset of cðV
*
Þ:
Also, if follows that C1
2
ðK; RÞ ¼ C˜1
2
ðK ; RÞ ¼ CðK ; RÞ: Hence MðK ; RÞ is the
dual space of CðK ; RÞ (i.e. measures on ðK ; RÞ). The following fact is a
immediate corollary of Theorems 6.6 and 7.5. Recall that DLCF-CLðK ; RÞ;
where CLðK ; RÞ is the collection of uniformly Lipschitz continuous functions on
K with respect to R:
Proposition 9.7. For any uAcðV
*
Þ; jjujjD ¼ limm-N
P
pAVm jðHmuÞðpÞj:
Also uADL if and only if jjujjDoN: Moreover, for any uADL and any
pAK ; Eðu;cVm,pp Þ ¼ ðHVm,puÞðpÞ converges as m-N: The limit is denoted
by ðduÞp:
The Green function gB coincides with the one deﬁned in [16, Appendix A.2] when
B is a ﬁnite subset of V
*
: T. Watanabe has studied the case where B is a general ﬁnite
subset of K in [23]. He has obtained the Green function, harmonic functions and
Laplacians and extended the results in [16]. He has also considered the case where the
harmonic structure is not regular.
Let m be a Borel regular measure on K with mðKÞ ¼ 1: Also we assume that m is
non-atomic. Then m
p;
1
2
¼ m and we may apply all the results in Section 8. DBm deﬁned
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in [16, Appendix A.2] is equal to GB;mðCðK ; RÞÞ"HB in our context, while DLB;m ¼
GB;mðL1ðK ; RÞÞ: So, the Laplacian DB;m in this paper maps DLB;m to L1ðK ; mÞ and
DB;mjGB;mðL2ðK;mÞÞ is the non-negative self adjoint operator on L2ðK ; mÞ associated
with the Dirichlet form ðE;FBÞ on L2ðK ; mÞ:
We will study relations between F;DL and CLðK ; RÞ in the rest of this
section.
Deﬁnition 9.8. (1) Deﬁne cmp ¼ cVmp for pAVm: Set iðpÞ ¼ m if pAVm \Vm1 for any
pAV
*
: (We think of V1 as |:) Then, deﬁne cp ¼ ciðpÞp :
(2) Deﬁne um ¼
P
pAVm uðpÞcmp for any uAcðV * Þ and any mX0:
Any function uAcðV
*
Þ has an expansion with respect to the basis fcpgpAV
*
:
Proposition 9.9. Let uAcðV
*
Þ: If apðuÞ ¼ uiðpÞðpÞ  uiðpÞ1ðpÞ for any pAV* ; then
uðxÞ ¼
X
pAV
*
apðuÞcpðxÞ ð9:2Þ
for any xAV
*
: (In the definition of apðuÞ; we set u1 ¼ 0 when iðpÞ ¼ 0:)
Note that the converse of the above proposition is also true: for given fapgpAV
*
;
letting u ¼PpAV
*
apcp; we see that there exists uAcðV* Þ such that apðuÞ ¼ ap for
any pAV
*
:
Deﬁnition 9.10. Let uAcðV
*
Þ and let wAW
*
: Deﬁne awðuÞAcðV1 \V0Þ by ðawðuÞÞq ¼
aFwðqÞðuÞ for any qAV1 \V0: Also deﬁne HwuAcðV1 \V0Þ by ðHwuÞq ¼
ðHjwjþ1uÞðFwðqÞÞ for any qAV1 \V0: Let awðuÞ ¼ ujwjþ1 3 Fw  ujwj 3 Fw:
It is easy to see that awðuÞ ¼
P
qAV1 \V0 aFwðqÞðuÞcq: In particular, awðuÞ ¼
awðuÞjV1 \V0 :
Lemma 9.11. For any uAcðV
*
Þ and any wAW
*
;
awðuÞ ¼ rwX1Hwu:
Proof. Let m ¼ jwj: Then, for any qAV1 \V0;
ðHmþ1uÞðFwðqÞÞ ¼ ðrwÞ1ðH1ðu 3 FwÞÞðqÞ ¼ ðrwÞ1ðH1ðumþ1 3 FwÞÞðqÞ:
Since ðH1um 3 FwÞðqÞ ¼ 0 for any qAV1 \V0; we have Hwu ¼ ðrwÞ1H1awðuÞ ¼
ðrwÞ1XawðuÞ: &
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Theorem 9.12. Let uAcðV
*
Þ:
(1) uAF if and only if X
mX0
X
wAWm
rwðjHwujV1 \V0Þ2oN: ð9:3Þ
(2) uACðKÞ if
X
mX0
max
wAWm
rwjHwujV1 \V0
 
oN: ð9:4Þ
(3) If uADL; then
sup
mX0
X
wAWm
jHwujV0 \V1
 !
oN: ð9:5Þ
(4) uACLðK ; RÞ if
X
mX0
max
wAWm
jHwujV1 \V0
 
oN: ð9:6Þ
This theorem will be proven at the end of this section. Meanwhile, applying the
theorem to a special class of functions, we show relations between F; DL and
CLðK ; RÞ:
Corollary 9.13. Let ðbiÞiASAcðSÞ and let cAcðV1 \V0Þ: Assume that ca0: Define
uAcðV
*
Þ by
apðuÞ ¼ 0 for any pAV0;
awðuÞ ¼ rwbwc for any wAW* ; ð9:7Þ
where bw ¼ bw1?bwm for w ¼ w1w2?wmAW* :
(1) uAF if and only if
P
iAS rijbij2o1:
(2) If maxiAS rijbijo1; then uACðKÞ:
(3) If uADL; then
P
iAS jbijp1:
(4) If maxiAS jbijo1; then uACLðK ; RÞ:
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Proof. By Lemma 9.11, Hwu ¼ bwXc: Hence Eqs. (9.3)–(9.6) is immediately
translated into the corresponding conditions on b: &
By Proposition 5.12, it follows that DLDF-CLðK ; RÞ: The next corollary says
that the converse is not true.
Corollary 9.14. (1) F-CLðK ; RÞ-ðDLÞca|:
(2)
P
iAS ri ¼ 1 if and only if CLðK ; RÞCF
Remark. By Kigami [15, Theorem 3.2], it follows that
P
iAS riX1: (We can prove
this fact by using (9.8) below as well. Let f be a nontrivial V0-harmonic function.
Then fACLðK ; RÞ-F and Emð f ; f Þ ¼ Eð f ; f Þ40: By (9.8),
P
iAS riX1:) Also by
Kigami [15, Theorem 3.2] (or [16, Theorem 4.1.2]),
P
iAS ri ¼ 1 if and only if the
Hausdorff dimension of ðK ; RÞ is one.
Proof. (1) Let u be given by (9.7). Set bi ¼ N1=2 for all iAS; where N is the number
of elements in S: Since 0orio1 for any iAS;
P
iAS rioN: This fact along with
Corollary 9.13 implies that uAF-CLðK ; RÞ-ðDLÞc:
(2) First assume
P
iAS ri41: Let u be given by (9.7) with bi ¼ ð
P
iAS riÞ1=2: Then
by Corollary 9.13, uAFc-CLðK ; RÞ:
Next we show the converse. Deﬁne Lð f Þ ¼ supx;yAK j f ðxÞ  f ðyÞj=Rðx; yÞ for
fACLðK ; RÞ: Note that there exists c40 such that
E0ðh; hÞpc max
p;qAV0
jhðpÞ  hðqÞj2
for any hAcðV0Þ: Using this and Theorem A.1, we see that
Emð f ; f Þ ¼
X
wAWm
1
rw
E0ð f 3 Fw; f 3 FwÞ
p c
X
wAWm
1
rw
max
p;qAV0
j f ðFwðpÞÞ  f ðFwðqÞÞj2
p cLð f Þ
X
wAWm
1
rw
max
p;qAV0
RðFwðpÞ; FwðqÞÞ2pc0Lð f Þ
X
iAS
ri
 !m
ð9:8Þ
for any mX0 and any fACLðK ; RÞ; where c0 ¼ c maxp;qAV0Rðp; qÞ2: If
P
iAS ri ¼ 1;
then (9.8) implies that Emð f ; f Þ is bounded and hence fAF: &
Example 9.15. Let K ¼ ½0; 1: Deﬁne Rðx; yÞ ¼ jx  yj for any x; yAK: Choose
r1; r240 with r1 þ r2 ¼ 1: Set F1ðxÞ ¼ r1x and F2ðxÞ ¼ r2x þ r1: Then K ¼
F1ðKÞ,F2ðKÞ and F1ðKÞ-F2ðKÞ ¼ fr1g: We see that ðK ; f1; 2g; fF1; F2gÞ is a
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p.c.f. self-similar structure. Let D ¼ 1 1
1 1
 
and let r ¼ ðr1; r2Þ: Then ðD; rÞ is a
regular harmonic structure. If ðE;FÞ is the resistance form corresponding this
harmonic structure, then F ¼ H1ð½0; 1Þ ¼ ff j f 0AL2ð½0; 1; dxÞg; where f 0 is the
derivative of f in the generalized sense, and Eð f ; gÞ ¼ R 10 f 0ðxÞg0ðxÞ dx: Also the
corresponding effective resistance is R: In this case,
DL ¼ ff j f 0 is bounded variationg;
CLðK ; RÞ ¼ ff j f 0 is boundedg
and CLðK ; RÞCF:
The rest of this section is devoted to proving Theorem 9.12.
Proof of Theorem 9.12. (1) By Kigami [16, Proposition 3.2.19] and Lemma 9.11,
uAF if and only if
P
mX0
P
wAWm rwðHwu;X1HwuÞV1 \V0 : Since X1 is positive
deﬁnite, this is equivalent to (9.3).
(2) Let um ¼
P
pAVm \Vm1 apcp for mX0; where V1 ¼ |: Then u ¼
P
mX0 um: Note
that umACðKÞ: By Lemma 9.11 and (9.4), it follows that
P
mX0 um is uniformly
convergent on K as m-N:
(3) If uADL; Theorem 7.2 implies that supmX0
P
pAVm jðHmuÞðpÞjoN: Therefore,
we obtain (9.5)
(4) Let um ¼
P
pAVm \Vm1 apðuÞcp for mX0: ðu0 ¼
P
pAV0 uðpÞcp:Þ Then u ¼P
mX0 um: Deﬁne em ¼ maxwAWm1 jHwuj: By (9.6),
P
mX0 emoN: Next we consider
the Lipschitz constant of um:
Case 1: Suppose that x; yAKw for some wAWm1: Set x1 ¼ ðFwÞ1ðxÞ and y1 ¼
ðFwÞ1ðyÞ: Note that cq is uniformly Lipschitz continuous for any qAV1 \V0: By
Theorem A.1, we see
jumðxÞ  umðyÞjp
X
qAV1 \V0
jaFwðqÞðuÞj jcqðx1Þ  cqðy1Þjpc1jawðuÞjRðx1; y1Þ
p c2jawðuÞjðrwÞ1Rðx; yÞpc3emRðx; yÞ;
where c1; c2 and c3 are independent of x; y; w and m:
Case 2: Suppose that w; w0AWm1; waw0; xAKw and yAK 0w: Then, for any
zAFwðV0Þ; the result of Case 1 along with Lemma 3.3 implies that
jumðxÞjpc3emRðx; zÞpc4emRðx; FwðV0ÞÞ;
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where c4 ¼ c3#ðV0Þ: In the same manner, jumðyÞjpc4emRðy; Fw0 ðV0ÞÞ: Note that
Rðx; FwðV0ÞÞ þ Rðy; Fw0 ðV0ÞÞ ¼ RV ðx; yÞpRðx; yÞ; where V ¼ FwðV0Þ,Fw0 ðV0Þ:
Hence jumðxÞ  umðyÞjpjumðxÞj þ jumðyÞjpc4emRðx; yÞ:
The above two cases implies that jumðxÞ  umðyÞjpc4emRðx; yÞ for any
x; yAK: Since u ¼PmX0 um; we see juðxÞ  uðyÞjpc4PmX0 emRðx; yÞ for any
x; yAK: &
Appendix A
Assume the same situation as in the last sectionL ¼ ðK ; S; fFigiASÞ is a p.c.f. self-
similar structure, ðD; rÞ is a regular harmonic structure onL; and ðE;FÞ and R are
the corresponding resistance form and the resistance metric respectively.
In this appendix, we show that Fi is asymptotically a similitude with a contraction
ratio ri under R: Precisely we have the following theorem.
Theorem A.1. There exists c1 such that
c1rwRðx; yÞpRðFwðxÞ; FwðyÞÞprwRðx; yÞ
for any wAW
*
and any x; yAK :
The upper estimate of RðFwðxÞ; FwðyÞÞ can be found in [16, Lemma 3.3.5]. So what
really matters here is the lower estimate. We will do this in several steps.
First, we prove the following result on resistance forms. It shows that if one moves
a resistor, the effective resistance between the new terminals of the resistor become
smaller than before.
Theorem A.2. Let ðE;FÞ be a resistance form on X and let R be the resistance metric
associated with ðE;FÞ: Let x; x1;y; xn; y; y1;y; ynAX and assume that xay: For
r1;y; rn40; define
E1ðu; vÞ ¼Eðu; vÞ þ
Xn
i¼1
1
ri
ðuðxiÞ  uðyiÞÞðvðxiÞ  vðyiÞÞ
E2ðu; vÞ ¼Eðu; vÞ þ
Xn
i¼1
1
ri
 !
ðuðxÞ  uðyÞÞðvðxÞ  vðyÞÞ;
for any u; vAF: Then ðE1;FÞ and ðE2;FÞ are resistance forms on X : Moreover, if R1
and R2 are the resistance metrics associated with E1 and E2; respectively, then
R1ðx; yÞXR2ðx; yÞ ¼ 1
Rðx; yÞ þ
Xn
i¼1
1
ri
 !1
:
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Proof. We may assume that n ¼ 1; because the general case easily follows by
induction. Without loss of generality, we may also suppose that X ¼ fx; y; x1; y1g:
We write p1 ¼ x; p2 ¼ y; p3 ¼ x1 and p4 ¼ y1: (X is assumed to contain exactly four
points; otherwise the following discussion is much easier.) Let
Eðu; vÞ ¼
X
1piojp4
1
rij
ðuðpiÞ  uðpjÞÞðvðpiÞ  vðpjÞÞ:
We denote a ¼ ðr14Þ1; b ¼ ðr13Þ1; c ¼ ðr24Þ1; d ¼ ðr23Þ1 and e ¼ ðr34Þ1: Writing
h ¼ ðr1Þ1 and letting H2ðhÞ ¼ R2ðx; yÞ1; we see that H2ðhÞ ¼ Rðx; yÞ1 þ h: On the
other hand, by an elementary calculation, it follows that
H1ðhÞ ¼ 1
r12
þ ða þ bÞðc þ dÞðh þ eÞ þ ðacðb þ dÞ þ dbða þ cÞÞða þ cÞðb þ dÞ þ ðh þ eÞða þ b þ c þ dÞ ;
where H1ðhÞ ¼ R1ðx; yÞ1: Therefore,
@H1
@h
¼ ðad  bcÞ
2
ðða þ cÞðb þ dÞ þ ðh þ eÞða þ b þ c þ dÞÞ2p 1:
Since H1ð0Þ ¼ H2ð0Þ ¼ Rðx; yÞ1; we obtain H1ðhÞXH2ðhÞ for any h40: This
immediately implies the desired result. &
Deﬁne
LðrÞ ¼ ft ¼ t1t2?tm j rt1t2?tm14rXrt1t2?tmg
for 0oro1: It is known that LðrÞ is a partition of S: (See [16, Chapter 1].) We write
L ¼ LðrwÞ;Lw ¼ ft j tAL; taw; Kw-Kta|g and L0w ¼ ft j tAL; Kw-Kt ¼ |g:
Then we have the following facts.
Lemma A.3 (Kigami [16, Lemma 4.2.3]). There exists B40 such that #ðLwÞpB for
any wAW
*
:
Lemma A.4 (Kigami [16, (3.3.1)]). For any u; vAF;
Eðu; vÞ ¼
X
tAL
1
rt
Eðu 3 Ft; u 3 FtÞ:
Next deﬁne VL ¼
S
tAL FtðV0Þ; V ¼ VL,fFwðxÞ; FwðyÞg and U ¼ V0,fx; yg:
Then V ¼ StALw,L0w FtðV0Þ,FwðUÞ: By Proposition 2.10, there exist
HVALAðVÞ such that RHV ¼ RjVV : In the same way, we have HUALAðUÞ:
Then Lemma A.4 implies the following fact. Note that D ¼ HV0 :
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Lemma A.5. For any u; vAcðVÞ;
EHV ðu; vÞ ¼
1
rw
EHU ðu 3 Fw; v 3 FwÞ þ
X
tALw,L0w
1
rt
EDðu 3 Ft; v 3 FtÞ:
Note that RðFwðxÞ; FwðyÞÞ ¼ RHV ðFwðxÞ; FwðyÞÞ:
Proof of Theorem A.1. Let V0 ¼ fp1;y; plg: If I ¼ fði; jÞ j ioj; Dpipja0g and
rij ¼ ðDpipj Þ1 for ði; jÞAI ; it follows that
EDðu; vÞ ¼
X
ði;jÞAI
1
rij
ðuðpiÞ  uðpjÞÞðvðpiÞ  vðpjÞÞ:
We consider the V \FwðUÞ-shorted resistance form of ðEHV ; cðVÞÞ and denote it by
ðE0;F0Þ; where F0 ¼ cðFwðUÞ,fbgÞ: (The one point b represents V \FwðUÞ:) Since
the points in FtðV0Þ for tAL0w contracts to the single point b; the part of EHV coming
from L0w;
P
tAL0wðrtÞ1EDðu 3 Ft; v 3 FtÞ; vanishes in the shorted form E0: The part
coming from Lw becomes
Xm
k¼1
1
r0k
ðuðxkÞ  uðykÞÞðvðxkÞ  vðykÞÞ;
where ðxk; ykÞAFwðV0Þ  ðFwðV0Þ,fbgÞ; mpB#ðIÞ and r0k ¼ rtrij for some tALw
and some ði; jÞAI : Hence,
E0ðu; vÞ ¼ 1
rw
EHuðu 3 Fw; v 3 FwÞ þ
Xm
k¼1
1
r0k
ðuðxkÞ  uðykÞÞðvðxkÞ  vðykÞÞ:
Denote E0 by E01 and deﬁne E
0
2 by
E02ðu; vÞ ¼
1
rw
EHU ðu 3 Fw; v 3 FwÞ
þ
Xm
k¼1
1
r0k
ðuðFwðxÞÞ  uðFwðyÞÞÞðvðFwðxÞÞ  vðFwðyÞÞ:
The effective resistance between FwðxÞ and FwðyÞ with respect to the
form ðrwÞ1EHU ðu 3 Fw; v 3 FwÞ is rwRðx; yÞ: By this fact along with
ARTICLE IN PRESS
J. Kigami / Journal of Functional Analysis 204 (2003) 399–444 441
Theorem A.2,
RðFwðxÞ; FwðyÞÞXR01ðFwðxÞ; FwðyÞÞ
XR02ðFwðxÞ; FwðyÞÞ ¼
1
rwRðx; yÞ þ
Xm
k¼1
1
r0k
 !1
;
where R0i and R
0
2 corresponds to the effective resistance with respect to E
0
i for i ¼ 1; 2:
Note that if c ¼ ðminiAS riÞðminði;jÞAI rijÞ; then r0kXcrw for any k: Hence,
R02ðFwðxÞ; FwðyÞÞX
1
rwRðx; yÞ þ
m
crw
 1
X
1
2
rw minfRðx; yÞ; Ag;
where A ¼ cðB#ðIÞÞ1: Now if rwRðx; yÞpA; then Rðx; yÞXrwRðx; yÞ=2: Otherwise,
let d ¼ supp;qAK Rðp; qÞ: Then A ¼XRðx; yÞA=d: This implies Rðx; yÞXrwRðx; yÞ
Að2dÞ1: Combining these, we see that RðFwðxÞ; FwðyÞÞXc1rwRðx; yÞ; where
c1 ¼ Að2dÞ1: &
Appendix B
In this appendix, we show a relation between the hitting time and the effective
resistance by using the deﬁnition of the Green function, Deﬁnition 4.1. This
relation is an extension of Theorem 4.27 and Corollary 4.28 in [1], which was
originally given in [7]. Let ðE;FÞ be a resistance form on X and let R be the
associated resistance metric on X : Also we assume that ðE;F-L2ðX ; mÞÞ is a
regular Dirichlet form on L2ðX ; mÞ; where m is assume to be a s-ﬁnite Borel regular
measure on X : Let ðfXtgt40; fPxgxAX Þ be the Hunt process associated with the
Dirichlet form ðE;F-L2ðX ; mÞÞ: See [9] about the relation between Dirichlet
forms and Hunt processes. For a subset ADX ; deﬁne TA ¼ infft j t40; XtAAg:
Then we see that
Lemma B.1. For any finite subset BCX and any xAX ;
ExðTBÞ ¼
Z
X
gBðx; yÞmðdyÞ:
This lemma along with the deﬁnition of the Green function, Deﬁnition 4.1,
immediately imply the following theorem.
Theorem B.2. (1) For any x; yAX ;
Rðx; yÞ ¼ ExðTyÞ þ EyðTxÞ:
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(2) For any finite subset BCX and any xAX ;
Rðx; BÞXExðTBÞ:
Note that ExðTBÞ ¼ Rðx; BÞ
R
X
cB,xx ðyÞmðdyÞ:
The above theorem holds for non-regular harmonic structures on p.c.f. self-similar
sets as well. More precisely, let ðK ; S; fFigiASÞ be a p.c.f. self-similar structure and let
ðD; rÞ be a harmonic structure on it. If ðD; rÞ is not regular (i.e. riX1 for some iAS),
then O is identiﬁed with a proper subset of K ; where O is deﬁned in Theorem 9.6.
Hence in such a case, R is not a distance on K : However, it has been shown in [23]
that the B-harmonic functions are naturally extended to continuous functions on K
if B is a ﬁnite subset of O: Therefore, Theorem B.2 remains true if x; y and B belong
to O:
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