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The characterization of microscopic properties in correlated low-dimensional materials is
a challenging problem due to the eects of dimensionality and the interplay between the
many dierent lattice and electronic degrees of freedom. Competition between these factors
gives rise to interesting and exotic magnetic phenomena. An understanding of how these
phenomena are driven by these degrees of freedom can be used for rational design of new
materials, to control and manipulate these degrees of freedom in order to obtain desired
properties. In this work, we study these eects in materials with small exchange interaction
between the magnetic ions such as metal-organic and inorganic dilute compounds. We
overcome the diculties in studying these kind of materials by combining classical and
quantum mechanical ab initio methods and many-body theory methods in an eective
theoretical approach. To treat metal-organic compounds we elaborate a novel two-step
methodology which allows one to include quantum eects while reducing the computational
cost. We show that our approach is an eective procedure, leading at each step, to additional
insights into the essential features of the phenomena and materials under study.
Our investigation is divided into two parts, the rst one concerning the exploration of the
fundamental physical properties of novel Cu(II) hydroquinone-based compounds. We have
studied two representatives of this family, a polymeric system Cu(II)-2,5-bis(pyrazol-1-yl)-
1,4-dihydroxybenzene (CuCCP) and a coupled system Cu2S2F6N8O12 (TK91). The second
part concerns the study of magnetic phenomena associated with the interplay between
dierent energy scales and dimensionality in zero-, one- and two-dimensional compounds.
In the zero-dimensional case, we have performed a comprehensive study of Cu4OCl6L4
with L=diallylcyanamide=NC-N-(CH2-CH=CH2)2 (Cu4OCl6daca4). Interpretations of
the magnetic properties for this tetrameric compound have been controversial and incon-
sistent. From our studies, we conclude that the common models usually applied to this
and other representatives in the same family of cluster systems fail to provide a consistent
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description of their low temperature magnetic properties and we thus postulate that in such
systems it is necessary to take into account quantum 
uctuations due to possible frustrated
behavior.
In the one-dimensional case, we studied polymeric Fe(II)-triazole compounds, which are
of special relevance due to the possibility of inducing a spin transition between low and
high spin state by applying a external perturbation. A long standing problem has been a
satisfactory microscopic explanation of this large cooperative phenomenon. A lack of X-ray
data has been one mitigating reason for the absence of microscopic studies. In this work,
we present a novel approach to the understanding of the microscopic mechanism of spin
crossover in such systems and show that in these kind of compounds magnetic exchange
between high spin Fe(II) centers plays an important role.
The correct description of the underlying physics in many materials is often hindered by
the presence of anisotropies. To illustrate this diculty, we have studied a two dimensional
dilute compound K2V3O8 which exhibits an unusual spin reorientation eect when applying
magnetic elds. While this eect can be understood when considering anisotropies in the
system, it is not sucient to reproduce experimental observations. Based on our studies
of the electronic and magnetic properties in this system, we predict an extra exchange
interaction and the presence of an additional magnetic moment at the non-magnetic V site.
This sheds a new light into the controversial recent experimental data for the magnetic
properties of this material.Contents
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Introduction
Low dimensional quantum spin systems containing transition metal ions have been a sub-
ject of intensive research in the last few decades in solid state theory as they allow a direct
comparison of experimental observations with theoretical predictions. Their many lattice
and electronic (orbital, charge and spin) degrees of freedom are coupled by eective interac-
tions such as hopping, Coulomb repulsion and Hund's rule coupling. When some of these
interactions are of similar magnitude, competing phases may exist. Low dimensional spin
systems refer to those materials where the magnetic interaction between the magnetic ions
extend to less than three dimensions. Such arrangement resemble sheets (two dimensional),
chains (one dimensional) or clusters (zero dimensional) with their short dimensions on the
scale of atoms. As one or more dimensions are restricted, connement eects play an impor-
tant role, giving rise to a variety of extremely interesting and unusual quantum-mechanical
phenomena. The theoretical study of such phenomena has been however hindered by the
large characteristic energy scales found in many materials. For instance, inorganic cuprates
have exchange constants of the order of J  1500 K [60]. In order to study magnetic-eld
induced transitions, the applied magnetic eld has to overcome the saturation eld which
for these materials is on the order of 3800 T. Experimentally it is possible to reduce the
energy scales in model materials by introducing defects, substituting components or doping
with non-magnetic ions (dilution). The recent discovery of low dimensional metal-organic
compounds and dilute compounds with metal-metal exchange couplings on the order of
few meV have brought renewed focus, both by experimentalists and theoreticians, to these
materials [98], [119].
Metal-organic compounds formed by transition metal centers bridged with organic ligands
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are being intensively discussed in the context of new molecule-based magnets and electronic
materials [54],[95]. They constitute a class of tunable materials in part due to their modu-
lar nature. The modular set-up has the advantage of allowing the modication of relevant
subunits chemically without changing the subsequent crystal engineering. Substitution of
organic groups and ligands in these systems plays the role of doping in the search for ma-
terials with the desired magnetic interaction strengths and charge carrier concentrations.
These ideas are pursued from a theoretical point of view in the rst part of this work. For
instance, systematic changes in existing metal-organic materials are introduced in order to
achieve desirable electronic or magnetic properties in the modied new structures. Such
study allows for a gradual understanding of the properties of these low-dimensional systems
and could provide a guide to systematic synthesis in the laboratory.
However, metal-organic compounds generally contain a large number of atoms in the unit
cell and a very low symmetry, making the computational study of its electronic and mag-
netic properties, under dierent conditions, very demanding. Moreover, since an accurate
determination of hydrogen positions with X-ray diractometry is very dicult, usually the
available structure data are poorly determined, often leading to unstable quantum mechani-
cal calculations. In some cases the crystal structures are not even known, due to the absence
of single crystals suitable for an X-ray structure analysis. Therefore, theoretical studies on
these compounds have been restricted to classical approaches. The nature of the organic
component in these materials plays an important role for the properties of the metal centers,
making it necessary to take into account such contributions when attempting to investigate
the ground state properties. One method that takes into account the eects of all the ma-
terial constituents is rst principles Density Functional Theory (DFT). This approach uses
the knowledge of atomic constituents and their arrangement within the compound in order
to calculate the many-body description of the ground state. This deceivingly simple con-
cept is quite powerful and has dramatically in
uenced the understanding of the microscopic
behavior of matter due to its accuracy complementing or even augmenting experimental
observations. Since rst principles or ab initio methods combine fundamental predictive
power with atomic resolution, they provide a quantitatively accurate rst step in the study
and characterization of new materials, describing with unprecedent control molecular ar-
chitectures exactly at those scales (hundreds to thousands of atoms) where most of the
promising properties are to be engineered.
DFT provides information about the electronic structure and hence the properties of ma-Chapter 1: Introduction 3
terials. An understanding of these properties allow us to design and model novel systems
with desired properties. First principles simulations give a unique connection between mi-
croscopic and macroscopic properties which, when combined with experimental tools, can
deliver insight and deeper understanding of the relation between the atomic arrangement
and the observed phenomena.
To perform controlled ab initio calculations on reliable structures, we elaborate on a novel
two-step approach, which combines classical with quantum-mechanical methods, to syste-
matically prepare model structures for metal-organic or polymeric coordination compound
systems and relax them to their equilibrium conguration. This procedure allows not only
to study the ground state properties of compounds but also to modify their constituents.
We show that this procedure is very eective, having the advantage of including quantum
eects while diminishing the computational eort and increasing the accuracy. Neglecting
these quantum eects can suppress interesting properties and can give rise to wrong conclu-
sions. Our theoretical procedure has been successfully applied to dierent kind of complex
metal-organic materials in this work.
Within the class of metal-organic compounds, we are particularly interested in
hydroquinone-derived linkers connecting Cu2+ ions. The advantage of using hydroquinone
linkers, is that they can be chemically modied in a way that in
uences the coordination
geometry of the Cu2+ ions while keeping the magnetic exchange at a moderate strength. We
studied the in
uence of organic linkers in the magnetic correlation between the metal cen-
ters in two representatives of a family of hydroquinone-based low-dimensional quantum-spin
systems, namely Cu2+-2,5-bis(pyrazol-1-yl)-1,4-dihydroxybenzene (CuCCP) which behaves
as 1D spin chain system and a coupled-dimer system TK91. Additionally we have intro-
duced theoretically, systematic changes to the CuCCP polymer in order to achieve desirable
electronic and magnetic properties in the modied new structures. This study allows for a
gradual understanding of the properties of these systems and provides a guide to systematic
synthesis in the laboratory.
We have also extended our study to investigate microscopically not only the in
uence of the
components and the dimensionality but also the eects of the geometrical arrangement and
the interplay between dierent energy scales in the magnetic phenomena observed in zero-,
one- and two-dimensional materials. For this purpose, we considered three dierent systems
containing 3d transition metal ions which have a small magnetic interaction parameter
between the magnetic centers, presenting very interesting properties when one apply anChapter 1: Introduction 4
external perturbation such as a magnetic eld or changes in the pressure or temperature.
The Cu4OCl6daca4 system shows characteristics of a quasi zero-dimensional material whose
magnetic building blocks are almost isolated tetrahedra of Cu ions surrounded by an oc-
tahedra of Cl atoms. Due to this geometric arrangement, it is possible to obtain dierent
ground state properties depending on the electronic state of the metal ions and the nature of
their magnetic interaction. This compound and members of the same family of compounds
exhibit anomalous magnetic behavior at low temperatures that cannot be accounted for
by simple Heisenberg isotropic exchange. Our calculations provide a route to understand
the experimental data collected for Cu4OCl6daca4 compound; this allow us to compare
our results with several scenarios proposed in the literature which attempt to explain the
anomalous low temperature behavior of the magnetization. We show that these previous
works fail to explain the experimental observations.
One intensively debated class of materials which have potential applications as optical
switches, sensors or memory devices are the spin-crossover polymer systems, which involve
transition metal ions linked by organic ligands. These systems show a sharp transition
triggered by variation of temperature, pressure or by light irradiation between a low-spin
(LS) state and a metastable high-spin (HS) state, which in many cases is accompanied by
a change in color and a thermal hysteresis loop. These are signals of the large magnitude
of the interactions between the active sites or cooperativity of the system. The origin of
this transition and its cooperativity has been mainly discussed in the framework of elastic
models, and only recently the possible role of magnetic exchange was suggested. However,
there has been to date no conclusive microscopic study where all important interactions are
incorporated and hence the origin of the large cooperativity has not been completely settled.
The main diculty in performing ab initio calculations for these kind of materials lies in
the lack of accurate crystal structures. In the present work, we overcome the inavailability
of structural data by predicting a crystallographic structure for a one-dimensional Fe(II)
spin-crossover crystal using known experimental constraints and the two step procedure we
have developed. We analyse the LS-HS phase transition and show, contrary to common
belief, that there exists an interplay between magnetic exchange and elastic properties that
is responsible for the large cooperativity in these systems. We corroborate the quality of our
designed structure by comparing with magnetic experiments performed on a real sample.
One particularly appealing material is K2V3O8, which behaves as an ideal 2D Heisenberg
antiferromagnet. Although it does not have any organic component, it exhibits a veryChapter 1: Introduction 5
small nearest neighbor exchange constant due to its dilute character. The term `dilute'
refers to materials formed by transition ions surrounded by non-magnetic transition ions
such as Zn2+ (3d10) or V5+ (3d0) and well separated from the next transition magnetic
metal ion. K2V3O8 presents an unusual spin reorientation eect when applying magnetic
eld. This eect can be understood when including anisotropies in the Hamiltonian which
describes the system. We show, however, that the proposed Hamiltonian fails to explain
the experimental observations. By studying the electronic and magnetic properties of this
compound, we show that our results present a new view over the controversy arising from
recent experimental results.
Our methodology and results on all the above mentioned compounds provide a new pers-
pective on the parameters underlying the traditional theoretical approaches, making our
study not only essential to understand future experimental results, but interesting in their
own right.
This thesis is organized as follows: the rst part of Chapter 2 is dedicated to the density
functional theory and to the basis sets used for solving the DFT Hamiltonian utilized in this
work, namely the FP-LAPW and LMTO/NMTO methods. The second part of Chapter
2 is dedicated to review the eective models employed in our study. Because electronic
properties are given in the reciprocal space, we provide in Chapter 3 the dierent Brillouin
zones associated to all of the unit cells for the studied compounds. In Chapter 4 we introduce
the concept of metal-organic framework and the current state of art in this eld. This is
followed by a description of the compounds studied and the signicant questions we address
in this thesis. In Chapter 5 we present our methodological procedure and our ndings.
Finally in Chapter 6 we give a brief summary and overlook.Chapter 2
Method
Our understanding of the electronic structure of matter is based upon theoretical
methods of quantum mechanics and statistical mechanics. In general, the quantum
mechanical methods attempt to obtain the properties of a system by calculating the
characteristic Hamiltonian. However due to the complex character of the problem of
matter, it has been necesary to use approximations that had evolved in a great variety
of methods and theories, like the Density Functional Theory (DFT). These methods
have a range of validity, due precisely, to the approximations done. In order to have a
deep understanding of complex systems and related phenomena and in designing new
compounds, it is often neccesary a combination of several methods, each being focused
to deal with one specic aspect. In this work, ab initio DFT has been combined
with many-body methods, in order to study the magnetic and electronic properties
of low-dimensional systems. The goal of this chapter is to present the main ideas
and concepts of the methods used in this work. In the rst section we present an
overview about the complexity of describing many-body interacting systems and the
simplications of this problems given by the DFT. The second section is dedicated
to the description of the Density Functional Theory as well as the basis-set used
for solving the DFT equations. An overview about classical ab initio and molecular
dynamics is presented at the end of the second section. In the last section the eective
models are introduced.
2.1 Describing the properties of matter
The microscopic description of the physical and chemical properties of matter is a complex
problem. In general, one has to deal with a collection of interacting atoms, which may also
be aected by an external perturbation like magnetic or electric elds. This ensemble of
particles may be in the gas, solid, liquid or even amorphous phase. In all cases the system
can be described, in a rst approximation, by a number of nuclei and electrons interacting
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through the Coulomb interaction. Formally, the Hamiltonian of such a system is written in
the following general form [63] :































where r = ri;i = 1::N, is a set of N electronic coordinates and R = RI;I = 1::: ~ N, is a set of
~ N nuclear coordinates. me, ZI and MI are the electron mass, the nuclear charges and masses
respectively. The rst two terms in Eq. (2.1) are the electronic and nuclear kinetic energies,
the next two terms are the electron-electron and nuclei-nuclei Coulomb interactions, the
last term is the electrostatic Coulomb interaction between nuclei and electrons. Here we
neglect relativistic eects which would add extra terms in this Hamiltonian like the spin-
orbit coupling. Electrons are fermions, therefore the total electronic wave function must
be antisymmetric with respect to exchange of two electrons. Strictly speaking, the atomic
nuclei, composed by protons and neutrons, can be of bosonic or fermionic nature depending
on whether the number of protons plus the number of neutrons is an even or odd number1.
All the ingredients are perfectly known and, in principle, the properties of the many-body
problem can be derived by solving the many-body stationary Schr odinger equation:
^ H	i(r;R) = Ei	i(r;R) (2.2)
Where 	 is the wave function of the many body system. In practice, this problem is
almost impossible to treat in a full quantum mechanical framework. Only in few cases a
complete analytic solution is available, and numerical solutions are also limited to a very
small number of particles. There are several features that contribute to this diculty. First,
this is a multicomponent many-body system, where each component obeys a particular
statistics. Second, the complete wave function cannot be easily factorized because of the
Coulomb interaction, therefore, in general, one has to deal with (3~ N+3N) spatial coupled
degrees of freedom. The usual way of minimizing the degrees of freedom in the many body
problem, is neglecting the kinetic energy of the nuclei in Eq. (2.1). This approximation is
justied by the fact that the ratio of mass me=MI  1=2000  1, therefore the movement
of the nuclei is much slower than that of the electrons. Thus, we can consider the electronic
1In solid state is common to dene the nuclei as the atomic nuclei of protons and neutrons plus the core
electrons in lled shellsChapter 2: Method 9
system at any time in equilibrium with the corresponding conguration of the nuclei. This
is the so called adiabatic approximation or Born-Oppenheimer approximation [17] which is
reasonable for most low energy excitations 2. This approximation allows us to rewrite the
Hamiltonian (2.1) in the following way:
























is the external potential operator, which in this case, represents the Coulomb interaction
between electrons and nuclei, however it can also represent the action of a external electro-
static or magnetic potential applied to the system under study. The many-body Schr odinger
equation (2.2), written with the Hamiltonian (2.1) will allow us to obtain, in principle, the
ground state energy and the wave function associated to the many body problem. However,
even with this approximation, the quantum many body problem obtained is still dicult to
solve and the wave function 	, associated to this equation, is still very complicated. The
wave function is the central quantity in quantum chemistry and physics because it contains
all the information about the particular state of the system under study. However, it cannot
be proved experimentally. Also, because it depends on the positions and therefore on the
number of electrons on the system (for real materials N  1024), any wave function will
soon reach an unmanageable size [62]. This not only makes a computational treatment very
dicult -if not impossible- but also reduces the possibility of a descriptive understanding.
Hence, one may wonder whether the complicated wave function is really needed for ob-
taining the energy and the physical and chemical properties of interest of the many body
2In cases where the electron-phonon coupling is strong or the phonon energies are high, this approximation
is inappropriateChapter 2: Method 10
system. A quantity with less degrees of freedom can provide all the useful information and
be chosen as the central variable. This is indeed the case and the main subject of density
functional theory.
2.2 Density Functional Theory (DFT)
Since its introduction by Hohenberg-Kohn and Kohn-Sham in the 1960s [47], [64] density
functional theory (DFT) has evolved into a powerful tool that is widely used in condensed
matter theory, computational materials science and quantum chemistry for the calculation
of electronic, magnetic and structural properties of molecules and solids. The method has
been remarkably successful in predicting, reproducing and explaining a wide variety of
physical and chemical properties materials.
The formulation of the two theorems of Hohenberg and Kohn is as follows:
 Theorem I: For any system of interacting particles in an external potential Vext(r),
the potential Vext(r) is determined uniquely, except for a constant, by the ground state
particle density 0(r).
An immediate consequence is that the ground state expectation value of any obser-
vable is a unique functional of the exact ground state electron density. Therefore all
properties of the system are completely determined given only the ground state density
0(r).
 Theorem II: A functional for the energy E[] in terms of the density (r) is dened:
E[(r)] =
Z
ext(r)(r)dr + F[(r)] (2.7)
where,
F[(r)] =< jT + Veej > (2.8)
the Hohenberg-Kohn density functional F[(r)] is universal for any many-electron
systems. E[(r)] reaches its minimal value for the ground state density corresponding
to Vext.Chapter 2: Method 11
The functional E[] alone is sucient to determine the exact ground state energy and
density. Unfortunately, the universal functional F[(r)] is not known and the theorems
provide no guidance for constructing the functionals. Therefore, these theorems alone do
not allow to solve the problem of nding the ground state properties of a system. The
ansatz given by Kohn and Sham in 1965 [64], provide a way to make these theorems useful,
calculating approximate ground state functionals for real systems of many electrons. The
ansatz of Kohn-Sham assumes that the ground state density of the original interacting
system is equal to that of some chosen non-interacting system. This leads to independent-
particle equations for the non-interacting system that can be considered exactly soluble,
with all the dicult many-body terms incorporated into an exchange-correlation functional
of the density. By solving the equations one nds the ground state density and energy of
the original interacting system with the accuracy limited only by the approximations in the
exchange-correlation functional.
Following this idea, the density functional F[(r)] for the interacting system is written as
a sum of the kinetic energies of a non-interacting electron gas Ts[] with the same density
(r) as the original one, and additional terms that describe the inter-particle interactions
F[] = Ts[] + VH[] + Exc[] (2.9)








and Exc[] is the so-called exchange-correlation energy and contains all many-body eects
not described by the other terms. In other words, Exc[] describes the dierence between
the real system and the eective non-interacting system (including the correction for the
kinetic energy and the Coulomb interactions):
Exc[] = fT[] + Vee[]g   fTs[] + VH[]g (2.11)
The dierence is usually expected to be small, and Exc[] principally contains the correction
of VH[] arising from the correlations between electrons. By imposing that the energy
functional E[(r)] for the interacting problem must be minimized by the same electron
density (r) that minimizes the energy Es[(r)] of the non-interacting electron gas, it is







i(r) = "ii(r) (2.12)
which is a single particle equation with an eective potential VKS,




dr0 + xc(r) (2.13)
With the Kohn-Sham potential VKS, the eective Hamiltonian describes a non-interacting
system, since all interactions have been included in VKS. The exchange-correlation potential





The Kohn-Sham energies "i have been introduced as Lagrange multipliers to ensure the
orthonormality of the the wave functions i.
Z
i(r)j(r)dr = ij (2.15)






The wave function i(r) appearing in the Kohn-Sham equations describe one-particle elec-
tronic orbitals for the auxiliary non-interacting gas; they are the eigenstates of the ctitious
single electron non-interacting problem and should not be considered as wave functions for
the electrons of the real system. Also the "i in the Kohn-Sham equation do not have the
meaning of energy. It is only the total energy and the electronic density (r) that have a
physical meaning. However, usually the Kohn-Sham energy levels give a good description
of band structure of the real crystalline solids.
Self-consistency
Notice in Eq. (2.13) that the Kohn-Sham potential VKS depends on the density (r) which
in turn, depends on the single-particle wave functions i. At the same time, the i are
obtained by solving Eq. (2.12). Therefore, we are dealing with a self-consistent problem.
The procedure for solving this self-consistent problem is to guess some starting density 0Chapter 2: Method 13
and to use it for solving the eigenvalue problem (2.12), which gives a set of 1. With this
set of wavefunctions a density 1 is derived from the expression (2.16). This new density
1 is used as an input density, to solve the eigenvalue problem, which will yield an output
density 2, and so on till the output density is the same as the input density. This nal
density is used to calculate the ground state properties of the system under study.
In practice, the starting density is obtained from the superposition of the densities for every
atom in the compound treated as a free atom. From the output density calculated in every
self-consistent calculation, the total energy and the charge distance between the last two
iterations are also calculated. These are monitored in every cycle till the dierence in charge
distance or total energy in the last two or three iterations is less than a parameter   10 6,
which can be modied accordingly with the desired precision for the calculations.
2.2.1 Approximations to the Exchange-Correlation energy functional
Although the exchange correlation energy functional, Exc[(r)], is well dened as a concept,
it is not known precisely, and therefore an approximate expression is necessary, to obtain
the ground state energy E[(r)]. Many eorts have been made to elaborate very exact ex-
pressions for the exchange-correlation energy functional and therefore exist in the literature
many versions of it. We introduce here only the approximations that have been used in this
work:3.
The local density approximation (LDA) has been for a long time the most widely used
approximation to the exchange-correlation energy functional. The main idea is to consider
the general inhomogeneous electronic systems as locally homogeneous, and then to use the
exchange-correlation energy per electron of a homogeneous electron gas xc for which there




where xc is the exchange-correlation energy per electron of a uniformly interacting electron
gas of the same density, . The LDA is strictly valid only if (r) is varying slowly, and
many extensions exist which give improved accuracy for systems with localized electrons.
For the LDA calculations performed in this work, we used the most recent and accurate t
to the Monte-Carlo simulations of Ceperley and Alder by Perdew and Wang [92].
3The choice of the approximation depends on how good it describes the properties under study, in our
case magnetic properties in low-dimensional metal-organic/inorganic materials.Chapter 2: Method 14
In magnetic systems or, in general, in systems where open electronic shells are involved,
better approximations to the exchange-correlation functional can be obtained by introducing
the two spins densities, "(r) and #(r), such that (r) = "(r) + #(r), and ((r) =
"(r)   #(r))=(r) is the magnetization density. The non-interacting kinetic energy splits
trivially into spin-up and a spin-down contributions, and the external and Hartree potentials
depend on the fully density (r), but the approximate exchange-correlation functional will
depend on both spin densities independently, Exc = Exc["(r);#(r)]. The density, given
by Eq. (2.16) contains a double summation, over the spin states and over the number of
electrons in each spin state. These latter have to be determined according to the single-
particle eigenvalues, by asking for the lowest N = N" + N# to be occupied.
The equivalent of the LDA in spin-polarized systems is the local spin density approximation







obtained for instance, by interpolating between the fully-polarized and fully-unpolarized
exchange-correlation energy densities using an appropriate expression that depends on (r).
To extend the local density approximation to systems with more signicant non-
homogeneous densities, several techniques have been proposed. The most successful one
is the generalized gradient approximation (GGA), where the real Exc[(r)] is expressed as a






where Fxc is a correction.
The GGA formalism gives a better description of inhomogeneous systems, like transition
metals, and it signicantly improves the binding and atomic energies, it improves bond
lengths, angles, predicting good results also in the cases where LDA fails. It improves ener-
getics, geometries and dynamical properties of water, ice and water clusters. GGA accounts
specically for density gradients that are neglected in pure LDA. For the GGA calculations
performed in this work, the Perdew-Burke-Ernzerhof (PBE96) [93] parameterization for
the exchange-correlation functional was used. This functional improves the description of
hydrogen-bonded systems.Chapter 2: Method 15
2.2.2 Orbital-dependent functionals: LDA+U method
The LDA approximation has proved to be very ecient for extended systems, such as large
molecules and solids. But it fails when calculating the ground state properties of strongly
correlated materials. Such systems usually contain transition metal or rare-earth metal
ions with partially lled d (or f) shells. When applying a one-electron method with an
orbital-independent potential like in the LDA, to transition metal compounds, one has as
a result a partially lled d band with metallic type electronic structure and itinerant d
electrons. This is denitely a wrong answer for the late-transition-metal oxides and rare-
earth metal compounds where d (f) electrons are well localized and there is a considerable
energy separation between occupied and unoccupied sub-bands (the lower Hubbard band
and the upper Hubbard band in a model Hamiltonian approach (the Hubbard model will be
explained in detail in Section 2.4)). There have been dierent attempts to improve on the
LDA in order to take into account strong electron-electron correlations, the most popular
one the LDA+U scheme.
The main idea of the LDA+U method is to separate electrons into two subsystems, localized
d or f electrons for which the Coulomb d   d (f   f) interaction should be taken into
account by the Hubbard term 1
2U
P
i6=j ninj in a model Hamiltonian and delocalized s and
p electrons which could be described by using an orbital-independent one electron potential
(LDA). There are three variants of this method, all with the common idea of introducing an
orbitally dependent potential, for the chosen d or f set of electron states, to LDA potentials.
Here we introduced two of them, which are the ones we have implemented in this work.
 LDA+U (AMF): In this version, introduced by Czyzyk and Sawatzky [31] as
`Around the Mean Field' (AMF) method, the additional potential which mimics the
Hubbard term, is zero when averaged over the chosen set of states. The center of
gravity of the state jl;ml;ms = +1=2i is preserved as well as the center of gravity of
the state jl;ml;ms =  1=2i i.e., average exchange splitting is the same as in LSDA.
The orbital-dependent potential is written as
V AMF
m = VLDA +
X
m0
U(nm0    n0) +
X
m6=m0
(U   J)(nm0   n0) (2.20)
where n0 is the average occupancy of the d (f) orbital, nm are spin -() and orbital-
(m) dependent occupancies. The U and J parameters, are the average on-site CoulombChapter 2: Method 16
and exchange interactions in the considered shell, respectively. This scheme is based
on the suggestion that LDA corresponds to the homogeneous solution of the Hartree-
Fock equations with averaged occupancy for all d orbitals.
 LDA+U (SIC): In this version, introduced by Anisimov et al. [10], the LDA inte-
raction is subtracted and replaced by a Hartree-Fock form for the electron-electron
interaction in the spherically symmetric atom. This has the advantage that the self-
interaction of the electrons is approximatively removed, hence it is usually referred
to as the self-interaction corrected (SIC) LDA+U method. The orbital-dependent
one-electron potential is written as:
V SIC
m = VLDA +
X
m0
(Umm0   Ueff)nm  +
X
m6=m0








where Ueff = U   1
2J, and the matrices Umm0 are used instead of the scalar value U.
The dierence between the two versions is clearly seen if the density matrix is diagonal and
the terms proportional to J are neglected, i.e., only the Hartree term is considered. The
additional potentials V AMF
m and V SIC
m are then
V AMF
m = U(n0   nm); V SIC
m = U(1=2   nm) (2.22)
The LDA+U(SIC) scheme is usually more appropriate for fully localized electrons, while
the LDA+U(AMF) scheme might be better for weakly correlated systems.
2.2.3 Solving the DFT equations: The LAPW and LMTO methods
In order to solve the Kohn-Sham equation, several approaches have been elaborated. There
are no fundamental disagreements: all agree when applied carefully and taken to con-
vergence. In fact, each of the approaches leads to instructive, complementary ways to
understand electronic structure and each can be developed into a general framework for
accurate calculations. Each method has its advantages and its pitfalls. In this work we
used the Atomic Sphere methods, which are the most general methods for the solution of
the Kohn-Sham equations, namely the LAPW and LMTO-NMTO methods. They are theChapter 2: Method 17
linearized form of the augmentation plane wave PAW and mun tin orbitals MTO methods
respectively. The disadvantage of augmentation is that the basis functions are energy de-
pendent, so that matching conditions must be satised separately for each eigenstate and
its eigenenergy. This leads to non-linear equations that make such methods complicated.
Linearization4 is achieved by dening augmentation functions as linear combinations of a
radial function  (E;r) and its derivative _  (E;r) evaluated at a chosen xed energy E.
In essence,  (E;r) and _  (E;r) form a basis adapted to a particular system that is sui-
table for calculation of all states in an energy \window". This has other advantages, e.g.
it facilitates construction of full potential methods not feasible in the original APW and
MTO methods.
APW and LAPW
The augmented plane waves method (APW), introduced by Slater [104], expands the eigen-
states of an independent-particle Schr odinger equation in terms of basis functions, its shape
depending on the region. The unit cell is divided in two regions: (I) spheres S of radius
R around the atoms, such sphere is called mun tin sphere and the (II) space between
the spheres or the interstitial region. This is illustrated in Figure 2.1. In the region around
each atom the potential is represented as a spherical potential, therefore the basis set in this
region will be expanded in terms of spherical harmonics. In the interstitial region, between
the atoms the potential is considered smooth and the electrons in this region are described
by plane waves.
In this situation the basis set is dened in terms of plane waves in the interstitial region












m(^ r) r < R
(2.23)
where k+K are vectors dened in the reciprocal space, r and ^ r are referred to an origin 
for each atom  in the unit cell and V is the volume of the unit cell. The Y `
m are spherical
harmonics. The coecients A
;k+K
`m are dened in such a way that the functions outside
and inside the sphere should match over the entire surface of the sphere S. The u
` (r;E)
are the solutions to the radial part of the Schr odinger equation for a free atom , and this






Figure 2.1: Schematic representation of the division of the unit cell done in APW/LAPW
method.
at the energy E. The requirement that the plane waves continue smoothly into the sphere
of radius R xes the expansion in spherical harmonics since a Y `max
m has at most 2`max
zeros around the sphere or `max=(R) nodes per unit of length, for a given `max. In order
to have a plane wave that matches with this, there should be plane waves with at least a
similar number of nodes per unit of length available, therefore the plane wave expansion
should have a cut-o Kmax which satises the condition RKmax = `max. This allows to
determine a good `max for a given Kmax.
This approximation allows for dramatic simplications, since the wavefunctions can be
represented in terms of the eigenstates in each region, reducing the entire problem into a
matching or boundary condition problem. The disadvantage is the diculty of matching
the functions and solving the resulting non-linear equations in this basis.
Its linearized version, suggested by Andersen [3], the linearized augmented plane waves
method LAPW, including the full potential generalization5 FP-LAPW, is the most accu-
rate and general method for electronic structure at the present time. The calculations can
be done for structures of arbitrary symmetry with no bias if the basis is extended to con-
vergence. This method takes into account all the core states, so that it allows to describe
eects like nuclear magnetic resonance chemical shifts, electric eld gradients at the nucleus
5The full potential generalization consists in including the matrix elements of the full non-spherical po-
tential V in the sphere and the full spatially varying potential in the interstitial. The basis functions are
still the same LAPW (or LMTO), which are derived from a spherical approximation to the full potential.Chapter 2: Method 19
and relativistic eects. The LAPW method expresses the basis set inside the sphere not
only in terms of the radial solution of the Schr odinger equation but also includes its rst







l (r;El) + B
;k+K
lm;k _ u
l (r;El)]Ylm(^ r) (2.24)
where ul(r;El) is the regular solution at the origin of the radial Schr odinger equation for
energy El and the spherical part of the potential inside sphere S; _ u
l (r;El) is the energy
derivative of u
l evaluated at the same energy El. A linear combination of these two func-




determined by requiring that this basis function matches in value and slope each plane wave
the corresponding basis function of the interstitial region. Each plane wave is augmented
by an atomic-like function in every atomic sphere.
In APW the accuracy of the plane wave basis set was determined by Kmax. For the LAPW
basis set, it is not incorrect to use the same criterion. However, a better quantity to judge
the accuracy in the LAPW is the product Rmin
 Kmax, between the smallest atomic sphere
radius Rmin
 and Kmax. In general, RmtKmax = 6   9 are reasonable values. Systems
containing C and H atoms are a special case because the mun tin spheres of this atoms
are usually very small, therefore the calculation needs a much smaller cuto value. A cuto
value of 3   4 give good results for this kind of systems.
The APW+lo method
Sj ostedt et. al. [103] have shown that the standard LAPW method is not the most ecient
way to linearize Slater's APW method. It can be made more ecient when one uses the
standard APW basis with the u
l (r;El) at a xed energy El in order to keep the linear
eigenvalue problem. Then, a new local orbital (lo) is added inside the mun tin sphere to
have enough variational 








` (r;El) + B
;lo
lm _ u
l (r;El)]Ylm(^ r) (2.25)




lm are determined by normalization, and by requiring that
the local orbital has zero value at the mun tin boundary (not zero slope). Hence, both the
APW and the local orbital are continuous at the sphere boundary, but for both their rstChapter 2: Method 20
derivative is discontinuous. Using this approach means that per atom 2` + 1 orbitals are
added to the basis set. This makes the basis considerably larger than the LAPW basis set.
This is compensated by the fact that a lower Rmin
 Kmax is needed for accurate results6. A
mixed LAPW/APW+lo mixed basis set can be used for dierent atoms and even dierent
`-values for the same atom. In general, APW+lo is used for describing those orbitals which
converge most slowly with the number of plane waves (like d- or f-orbitals) or the atoms
with a small sphere size, and the rest with ordinary LAPW's.
MTO and LMTO
Mun tin orbitals (MTO) form a basis of localized augmented orbitals introduced by An-
dersen [2] in 1971. It describes the electronic states in a small number of meaningful orbitals
that can be accurate because the MTOs are generated from the Kohn-Sham Hamiltonian
itself. An MTO can be understood in terms of a single atomic sphere with a 
at potential
in all space outside the sphere. It is dened to be a localized basis function continuous in






RLi is dened inside the sphere and j
RL(E)ii in the interstitial region.
jK0








where j RL(E)i are the solutions of the radial Schr odinger equation inside a mun tin
sphere, for certain energy E and angular momentum `. jK0
RLi fulll the conditions of
matching continuously and smoothly the angular momentum components at the surface of
the sphere. SR0L0;RL are the structure factors which depend only on the lattice structure and
are characterized by an energy 2(E   V0). For  = 0, the wavefunction in the interstitial
region, is equivalent to the electrostatic potential due to a multi-pole moment and therefore
satises the Laplace equation. The N(E) and P(E) are the normalization function and
the potential function respectively, which are chosen in such a way that make the join
smooth. They are dened in terms of the logarithmic derivative of the spherical Bessel
J and Neumann functions K.  is the screening constant, which is introduced due to
6the reduction of RKmax leads to smaller basis sets and thus the computational time is drastically reduced,
all this with the same eciency as with only LAPW basis setChapter 2: Method 21
the fact that the functions (2.26) are build up from screened Neumann functions, which
add them a localized character. The Eq. (2.26) is the wavefunction at the origin of the
sphere expressed as the sum of a `head function' jK0
RLi in that sphere plus the `tails' from
neighboring spheres j
RL(E)ii.







since the rst term on the right-hand side of (2.27) is already a solution inside the atomic
sphere, jj	(E)i can be an eigenfunction only if the linear combination of the last terms







RL] 1uRL(E) = 0 (2.29)
this expression has the form of a KKR-type equation7, but here SLL0 does not depend on
the energy.
Its linearized form, the LMTO basis [4], is written in terms of the solutions of the radial
Schr odinger equation j RL(E)i and its derivative with respect to the energy j _  RL(E)i, by
dierentiating the MTO basis Eq. (2.26),
jj _ 




this implies, that for certain energy E = E
jJ




then, the LMTO basis is constructed as,
jj











7KKR is a method developed by Korringa, Kohn and Rostoker, also called 'multiple-scattering theory'.
It is a rened method for calculating energy band structures, which nds the stationary values of the inverse
transition matrix T rather than the Hamiltonian.Chapter 2: Method 22
The simplest version of MTO equations results when replacing the mun tin spheres by
space lling spheres, this is justied by the fact that if there is only a short distance between
the spheres, as in a close-packed solid, the wavefunction will be nearly correct because it
has the correct value and slope at the sphere boundary. This is associated with the atomic
sphere approximation (ASA), in which the Wigner-Seitz sphere around each atom is replaced
by a sphere as shown schematically in Fig. 2.2. It is evident that for closed-packed cases
the distances between spheres are indeed short.
Figure 2.2: Atomic Sphere Approximation (ASA) in which the mun tin spheres are chosen
to have the same volume as the Wigner-Seitz cell, which leads to overlapping spheres [77].
Within the ASA approximation, the LMTOs are written as
jj
RL(E)i[N




R0L0j _  (E)i (2.33)
where,
h =  ( _ P) 1=2[P   S]( _ P) 1=2 (2.34)
Eq. (2.33) expresses the tail of an LMTO (function outside a sphere) extending into another
sphere in terms of functions centered on that sphere. Dening a function ', jRL(E)i =
N(E)N 1j'(E)i, so that ji = j'i and j _ i = _  + oji, this gives
jji = (I + ho) + h _  (2.35)
where I is the identity matrix. Finally, by orthogonalizing the LMTOs jj~ i = (I+ho) 1jji,
gives the Hamiltonian form (neglecting few small terms)
H = E + h(I + ho) 1 = E + h   hoh   ::: (2.36)Chapter 2: Method 23
The basis function dened in this way leads to an eigenvalue problem that is easier to
solve than the non-linear equations given by the MTOs. The advantage of using the ASA
approximation is that it removes the inconsistencies in the fact that the basis is complete to
1-th order inside the sphere while it is only complete to 0-th order in the interstital. With the
ASA aproximation is possible to expand the Hamiltonian in an orthogonal representation
as a power series in the two-centered tight-binding Hamiltonian h [5]:
h~ j(H   E)j~ i = h   hoh + :::: (2.37)
this is the principle for the ab initio tight-binding (the tight-binding approach will be ex-
plained in the next section). This transformation of the equations leads to very simple
expressions for the on-site terms and coupling between sites in terms of   and _  , providing
an orthonormal minimal basis tight-binding formulation in which there are only two-center
terms, with all Hamiltonian matrix elements determined from the underlying Kohn-Sham
dierential equation. The disadvantage is that all the terms are highly environment de-
pendent, i.e. each matrix element depends in detail upon the type and position of the
neighboring atoms.
Downfolding
In many cases the physics of the systems is contained in a few orbitals. The downfolding
technique [100] provides a useful way to derive few-orbital Hamiltonians starting from a
complicated full LDA or GGA Hamiltonian by integrating out degrees of freedom which
are not of interest. The downfolded orbitals are provided by the tails of the LMTOs. They
are selected by changing the order of the rows and columns in the KKR equation (Eq.
(2.29)) in such a way that they are grouped into low sets (LMTO's that keep the basis) and
























now the ui are eliminated from the lower equation
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l ) 1ul = 0 (2.40)
when linearizing and solving this equation, the downfolded bands are obtained. This method
has proved to be extremely successful for systems such as high-Tc cuprates [110] or low-
dimensional inorganic quantum spin systems [111].
2.2.4 NMTO
The order-N mun tin orbital (NMTO) (also known as third-generation MTOs) method
provides a formalism more consistent than MTO and LMTO, in which the interstitial region
is treated more accurately. The NMTO method treats the sphere and the interstitial equally
by working with MTO-type functions  L(En;r R) localized around site R and calculated
at xed energies En both inside the sphere and in the interstitial (assumed to have a 
at
mun tin potential). The NMTO basis function is then dened to be a linear combination







 L0(En;r   R0)LN
nL0R0;LR(;r) (2.41)
where LN
n () is the transformation matrix that includes the idea of screening (mixing states
on dierent sites) and a linear combination of states evaluated at N xed energies. The
basic idea is then, instead of using one MTO with one xed energy (N = 1) , N-energies
(N > 1) 0;:::;N are used to construct the MTO, which then have errors proportional to
(i   0);:::;(i   N). This is analogous to using Lagrange or Newton interpolation and is
far more practical.
Other important characteristics of these approach:
 The NMTO's are uniquely suited in materials with many bands and it provides a
quantitative description of a one-electron mean-eld theory with a minimal basis.
 The NMTO basis is a minimal set spanning all states in a wide energy range
 The energy selective and localized nature of NMTO basis makes the NMTO set 
exible
and may be chosen as truly minimal (=span selected bands with as few basis functions
as there are bands.)Chapter 2: Method 25
 If these bands are isolated, the NMTO set spans the Hilbert space of the Wannier
functions and the orthonormalized NMTOs are the Wannier functions.
 Even if the bands overlap with other bands, it is possible to pick out those few bands
and their corresponding Wannier-like functions with NMTO method.
 The NMTO method can thus be used for direct generation of Wannier or Wannier-like
functions
Wannier Functions









The summation is over all k-vectors in a Brillouin zone. This functions at dierent sites or
with dierent band indices are orthogonal. Since the complete set of Bloch functions can
be written as linear combinations of the Wannier functions, the Wannier functions form a
complete orthogonal set. They therefore oer an alternative basis for an exact description
of the independent electron levels in a crystal potential. Because the Wannier functions
are localized about individual points in the lattice, i.e., when r is larger than some length
one the atomic scale, (r) will be negligibly small, this functions oer an ideal tool for
discussing phenomena in which the spatial localization of electrons plays an important role,
as for example in magnetic phenomena.
2.2.5 Advantages and disadvantages: LAPW vs. LMTO
In this work the ground state properties were calculated with both LAPW and LMTO basis
sets. The LMTO calculations were compared with the LAPW ones, which is necessary in
order to ensure the ability of the results. The necessity of confronting these two methods
is related to the fact that the studied compounds are open-shell systems. This section is
dedicated to the review the advantages and disadvantages of both LAPW and LMTO basis
sets, in order to give an explanation about the necessity of combining dierent approaches
in order to obtain reliable results. The FP-LAPW is one of the most ecient and accurate
method for electronic structure at the present time, the ground state properties calculatedChapter 2: Method 26
within this basis set, the total energy, band structure, density of states, atomic forces, be-
tween others are very accurate and compare quite well with experimental results. However,
the accuracy comes at a price, it is necessary to use a large basis set of plane waves and high
angular momentum functions which in turn means that the potentials must be represented
accurately to twice the cutos in wavevectors and angular moments used for the wavefunc-
tions. The need of high angular momenta is required in order to match the spherical and
plane waves at the sphere boundary. Thus, calculations with this method will be in gen-
eral demanding. As a result, these calculations are slower than with other methods of less
precision. In the case of open shell systems, many more plane waves will be necessary in
order to ll the spaces between the spheres, making the calculations computationally very
demanding8.
On the other hand, the LMTO method makes use of a few basis functions for calculating
the ground state properties which can be accurate for close-packed systems when using
the ASA approximation. However, this approximation fails for open structures where the
interstitial region is large. Within the ASA approximation, the LMTO method is extremely
fast because it uses a minimal basis where only wavefunctions with ` corresponding to the
actual electronic states involved are needed. This is in contrast to the LAPW method
where is necessary to have high ` in order to fulll the continuity requirements. The price
for this speed and eciency, is that the interstitial region is not treated accurately. Open
structures can be treated only with correction terms or by using `empty spheres'. The choice
of empty spheres is problematic in general cases [77]. Finally, there is no way to achieve
full convergence as there is in the LAPW method. Thus the approximations in the LMTO
approach are dicult to control and care is needed to ensure robust results.
The results of the electronic properties in this work, are presented within the FP-LAPW
scheme because it gives the most accurate results. The LMTO calculations, which are cross-
checked with the LAPW calculations, are necessary as an input for the NMTO calculations,
which gives results for the magnetic properties of the systems. The comparison between
8Of course, this is a neccesary but not a sucient condition for judging whether a calculation is de-
manding or not, because the lower the symmetry and the higher the number of C-H bondings make the
calculations very demanding. The symmetries reduce the k-space where the numerical problem is solved,
higher symmetries allow a bigger reduction in the number of k-points in the k-space or in our case the
Brillouin zone. Also, the C-H bond lengths are usually small, which aect the size of the mun tin radii
of these atoms, which have to be choosen small. The matrix size to be solved is inversely related to the
smallest mun tin radii, i.e, the small the mun tin radii the bigger the matrix size, which increases the
computational requirements.Chapter 2: Method 27
LAPW and LMTO is then neccesary in order to obtain the correct description of the
electronic and magnetic properties.
2.2.6 Obtaining physical quantities with DFT
In order to determine the charge density and other quantities, it is necessary to evaluate
sums over the occupied states, which for crystals become integrals over the Brillouin zone
(The Brillouin zone will be presented in more detail in the next chapter.) These integrals are
necessarily calculated numerically using wavefunctions and eigenvalues at a nite number
of k-points in the zone. The quantities we are interested in, in our work are:






which gives the probability of nding an electron in a given volume V (in the 3D case)
or surface S (in the 2D case).
 Band structure: Once the Kohn-Sham orbitals are represented on a basis set (e.g.
LAPW, LMTO), we proceed to solve the self-consistent problem, Eq. (2.12)-(2.16),
in order to calculate the total energy. The resulting self-consistent solution in the
k space gives a set of eigenvalues "k for each k-point in the Brillouin zone (The
Brillouin zone will be introduced in the next chapter), which form the Kohn-Sham
band structure in a solid. The dispersion of the energy levels as a function of k gives
the band structure of a system. This band structure is often assumed to approximate
the true band structure of the interacting system. How closely the Kohn-Sham band
structure approximates the true band structure, depends not only on the choice of
the functional, but also on whether the system has spin-polarization or it is highly
correlated.
 Density of states: When solving the self-consistent Kohn-Sham equations for a crystal
lattice we get a set of n energy values n or eigenvalue spectrum, because we are dealing
with a problem with periodic boundary conditions. A very useful quantity obtained









The function g() is called the Density of states DOS, which is the number of states
per unit of energy.  is the Dirac delta function, k is any vector in the rst Brillouin
zone that corresponds to a plane wave that is commensurate with the macroscopic
crystal. VBZ is the volume of the rst Brillouin zone, and the integral is over the rst
Brillouin zone. The factor 2 is included to account explicitly for (degenerate) spin.Chapter 2: Method 29
2.3 An overview on classical ab initio and molecular dyna-
mics
Part of this work was developed as interdisciplinary projects between experimentalist and
theoreticians from the chemistry and physics areas. Due to the complexity and diversity
of the studied compounds, it was necessary in some cases, to develop a procedure which
combine dierent approaches. This will be presented in Section 5.1. This procedure includes
ab initio classical techniques and molecular dynamics relaxation. This section is dedicated
to present the general ideas about these methods.
2.3.1 The DREIDING force eld methods
A force eld is a mathematical function which returns the energy of a system as a function
of the conformation of the system. The idea is to consider a molecule as a collection of
atoms held together by elastic forces, these forces can be written in terms of potential
energy functions of various structural features such as bond lengths, bond angle, non-
bonded interactions and so on. The force eld is a combination of these potential energy
terms. Force eld methods were developed with the philosophy of carrying out simulations
for describing molecular structures and properties in an accurate way within a reasonable
amount of computational time and applicable to a large variety of systems. Dierent force
eld methods have been developed, every one for specic materials, in this work we have
used the simple generic DREIDING force eld [80], which is useful for predicting structures
and dynamics of organic, biological and main-group inorganic molecules. It writes the
force eld of a system based on simple hybridization considerations. It needs only 4 input
parameters namely, the atom type (N, B, etc.), the hybridization or geometry (1=linear
(sp1), 2=trigonal (sp2), 3=tetrahedral (sp3)), the oxidation state and the number of implicit
hydrogens. Then, the force eld is written as
E = Eval + Enb (2.45)
where Eval and Enb contains the valence interactions and the non-bonded interaction terms
respectively. In DREIDING the valence interactions consist of
Eval = EB + EA + ET + EI (2.46)Chapter 2: Method 30
where EB (two-body) is the bond stretch term, which is described either as a simple har-
monic oscillator or as a Morse function, EA (three-body) is the bond-angle bend, ET (four-
body) dihedral angle torsion and EI (four-body) inversion terms, while the non-bondend
interactions consist of the van der Waals or dispersion (Evdw), electrostatic (EQ) and explicit
hydrogen bonds (Ehb) terms,
Enb = Evdw + EQ + Ehb (2.47)
2.3.2 Car-Parinello molecular dynamics
The formulation introduced by Car and Parrinello [24], minimizes the Kohn-Sham functional
(Eq. (2.7)) considering as parameters the nuclear coordinates RI and the electronic degrees














I   E[ i;RI] + ij[
Z
d3r i j   ij] (2.48)
In Eq. (2.48) the dot indicates time derivative, MI are the physical ionic masses, and  is
an arbitrary parameter of appropiate units. This Lagrangean generates a dynamics for the
parameters  i and RI through the equations of motion:








MIRI =  rRIE = FI (2.50)
Which have the form of motion of classical objects given by the newtonian equations for
acceleration in terms of forces, subject to the constrain of orthogonality in the case of
electrons. Thus, the Car-Parrinello approach allows to perform calculations for the nuclei
treated classically and the electronic degrees of freedom, minimizing the energy of the
electrons and solving the equation of motion for the nuclei simultaneously (i.e the atoms
relax into their minimum energy conguration while the electron density is being rened). In
the Kohn-Sham scheme it is necessary to solve the electronic degrees of freedom iteratively
for a given atomic conguration and then move the atoms towards their minimum energy
conguration guided by the calculated forces acting upon them.Chapter 2: Method 31
2.4 Eective models
2.4.1 Tight-binding and Hubbard Hamiltonian
In the previous section it was discussed, that the LDA/GGA fails for systems with strong on-
site Coulomb correlations. In section 2.2.2, LDA+U was shown as a possible improvement
on LDA while retaining an eective single-particle scheme. Another way to take into account
the correlations that are poorly described by LDA is sketched in the following. For the low
energy physics, in most systems, only a small number of orbitals is relevant. These orbitals
can be extracted from a LDA calculation and its energy can be parameterized by tting a











i;cj; + h:c) (2.51)
where c
y
i; and ci; are creation or annihilation operators for an particle at site i or j,
respectively, for sake of simplicity, additional orbital indices are suppressed. The summation
hiji is over bonds connecting sites i and j, and "i is the so-called on-site energy of the orbital
i.
The Hamiltonian of the correlated system can be constructed by adding terms guessed on
the basis of physical intuition and adapted to the considered compound and problem. For
the simplest case of only one band, the sum over the on-site energies is a constant, and the
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this Hamiltonian is known as the Hubbard Hamiltonian [48]. The terms tij, usually called
hopping terms, represents the kinetic energy; it transfers an electron at the ith site to the jth
site without changing spin direction. U describes the Coulomb repulsion of two particles
at the same site i in addition to the mean eld repulsion contained in the tight binding
approach. If more than one band is required for a proper description of the system, the
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in Eq. (2.53), the on-site Coulomb repulsion Ui is generalized to be orbital dependent and
an intersite Coulomb interaction Vij is added.
2.4.2 Spin Hamiltonians
Direct exchange





JijSi  Sj (2.54)
where Si(j) is the spin operator of the electron at site i(j) and the coecients Jij are two-
atom exchange integrals. The exchange interaction originates from a quantum exchange
term of the Coulomb interaction between d electrons so that it has the coupling strength of
the Coulomb interaction. The Hamiltonian (2.54) describes the isotropic exchange coupling
in a system of N atoms with spins S1;S2;:::;SN without orbital degeneracy. The single-spin
Hamiltonian model takes into account eective crystal eld symmetry of the cluster.
Superexchange and magnetic anisotropy
Eective exchange interactions between spins on transition metal ions via oxygen or other
ligands are referred as superexchange interactions. A microscopic basis for superexchange
between magnetic ions was rst given by P. Anderson [9]. His calculation started from a
Hubbard Hamiltonian, Eq. (2.52), in which there is one electron per site in the limit of large
Coulomb interaction U. In this limit, the hopping elements is neglected and each electron
(hole) may be characterized by its spin. When the kinetic energy, described by the hopping
term, is included perturbatively, one nds a spin Hamiltonian, which neglecting high order
terms in the perturbation, is written as
H = JijSi  Sj (2.55)
this is an isotropic exchange interaction between nearest-neighbor spins, with Jij = 4t2
ij/U.
Moriya [85] used Anderson formalism to study the eect of spin-orbit interactions on su-
perexchange between magnetic ions. The Hamiltonian expressing the spin-orbit interaction
is given byChapter 2: Method 33
HSO = (L  S) (2.56)
the coecient  is the spin-orbit coecient. L and S are the orbital and spin momenta
operators respectively. In the case of d electrons, the spin-orbit term is usually small
compared with the crystal eld terms, therefore it is usually treated as a perturbation.
Applying perturbation theory till second order in the hopping perturbation, Moriya showed
that for suciently low symmetry the most general eective spin Hamiltonian for two spin-




(JijSi  Sj + Dij[Si  Sj] + Si  Aij  Sj) (2.57)
where Aij is a symmetric 3  3 tensor. The rst term represents the isotropic sym-
metric exchange, the second and third terms represent the antisymmetric and symmetric
anisotropies, respectively. The antisymmetric interaction was pointed out phenomenologi-
cally by Dzyaloshinsky [37] and the microscopic derivation was done by Moriya. Therefore
this interaction is called the Dzyaloshinsky- Moriya antisymmetric exchange. The vector D
does not vanish in the general case, except when the crystal eld surrounding the magnetic
ion has inversion symmetry with respect to the center between two magnetic ions. The
rules concerning the direction of the vector D, obtained by Moriya, are as follows: be AB
the line segment connecting the two spins, and C the midpoint of that line segment,
1. when there is a mirror plane perpendicular to AB through C: D?AB
2. when there is a mirror plane m including AB: D?m
3. when there is a two-fold rotation axis perpendicular to AB through C: D? two-fold
rotation axis
4. when there is a n-fold rotation (n > 2) axis along AB: DjjAB
By this interaction, the spins of sublattices aligned antiparallel to each other due to the
exchange interaction cant by a small angle  and posses a ferromagnetic component per-
pendicular to the spin axis of the antiferromagnet. The canting angle  is given by  =
Dz=(2jJj). The Dij vector and the Aij are related to the J parameter by
jDijj  (g=g)J; jAijj  (g=g)2J (2.58)Chapter 2: Method 34
where g is a shift in the value of the free-electron gyromagnetic ratio g due to the spin-orbit
interaction.Chapter 3
Crystal structures of the studied
compounds
The materials studied in this work are described as bulk materials with a well-dened
crystal structure. A crystal is an ordered state of matter in which the positions of
the nuclei are repeated periodically in space. The crystal is completely specied by
the type and positions of the nuclei in one unit (primitive unit cell), and the rules
that describe the repetition (translations). The set of translations which generates
the entire periodic crystal by repeating the basis, is a lattice of points in space called
the Bravais lattice. The crystalline order is described by its symmetry operations.
The set of translations with the addition operation forms a group. In addition there
may be other point operations that leave the crystal invariant, such as rotations,
re
ections, and inversions. The knowledge of the crystal lattice parameters, with the
basis set or atomic positions are requirements for performing ab initio calculations.
In this chapter, we present a brief description of the Bravais lattices corresponding to
the studied compounds in this thesis and we present the corresponding First Brillouin
Zone FBZ for the equivalent cell in the reciprocal space. The FBZ is the primitive cell
in the k-space which contains the symmetries of the Bravais lattice associated to it.
On this Zone one can dene high symmetry points which determine the irreducible
zone. These symmetry points dene the paths for studying the band structure on
compounds.
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3.1 Triclinic
This is the Bravais lattice generated by three primitive vectors with no special relationships
to one another, and is therefore the Bravais lattice with minimal symmetry. It is noted
by P1 and the only operation that contains is the identity. When within this group, the
system has invariance under an inversion in a lattice point and the identity, it is denoted
as  P1 [109]. A triclinic unit cell is characterized by having no constrains for the magnitude
of the primitive vectors and the angles between them, i.e., a 6= b 6= c and  6=  6= 

(see Figure 3.1). The volume of a unit cell can be calculated by evaluating a  b  c,
where a, b and c are the lattice vectors. The volume of a triclinic lattice is calculated as,
V = abc
p
1   cos2    cos2    cos2 
 + 2coscos cos
. The rst Brillouin zone for this
lattice is depicted in Figure 3.2. In it high symmetry points are also shown.







Figure 3.2: The Brillouin zone for a triclinic lattice. In it are shown high symmetry points:
  = (0;0;0), F=(0;1=2;0), B=(1=2;0;0) and G=(0;0;1=2), in units of (=a, =b, =c)
3.2 Monoclinic
This lattice is generated by requiring that one of the three primitive vectors be perpendicular
to the plane of the other two which are inclined toward each other at an oblique angle, i.e.,
 =  = 90 6= 
. There are no constraints for the magnitude of the primitive vectors
a 6= b 6= c. The monoclinic lattices can be dened as, primitive monoclinic lattice (P) where
the lattice positions are on the cell corners only, and a monoclinic lattice type (C) which is
a primitive lattice (P) with a lattice point at the centers of the basis faces. In our study we
have worked with a monoclinic lattice of type P, which is shown in Figure 3.3. The volume
of this unit cell is dened as V = abcsin
. The Brillouin zone and some high symmetry
points for this monoclinic lattice are shown in Figure 3.4.Chapter 3: Crystal structures of the studied compounds 38















Figure 3.4: The rst Brillouin zone for a monoclinic lattice. The high symmetry points
chosen in this work are:   = (0;0;0), Y=(0;1=2;0), B=(1=2;0;0) and Z=(0;0;1=2), in
units of (=a, =b, =c).Chapter 3: Crystal structures of the studied compounds 39
3.3 Tetragonal
This Bravais lattice is generated by requiring that three primitive vectors be perpendicular
to each other and one of them can have a dierent length than the other two, i.e.,  =
 = 
 = 90 and a = b 6= c. This unit cell will have a square basal plane. With this
characteristics, one denes two kinds of tetragonal lattices, a primitive tetragonal lattice
(P) in which the lattice points are at the cell corners only, and the body centered tetragonal
lattice (I) which contains one additional lattice point at the center of the cell. In our study
we have worked with a primitive tetragonal lattice of type P, it is shown in Figure 3.5. The
volume of this lattice is given by V = a2c. The First Brillouin Zone is shown in Figure 3.6.
























Figure 3.6: Schematic representation of the rst Brillouin zone of a primitive tetrago-
nal cell. The high symmetry points chosen in this work are   = (0;0;0), Z=(0;0;1=2),
R=(0;1=2;1;2), A=(1=2;1=2;1=2), X=(0;1=2;0), M=(1=2;1=2;0) and X=(0;1=2;0), in
units of (=a, =b, =c).Chapter 4
Low dimensional spin systems
Low dimensional correlated systems show a wide variety of physically interesting and
unusual properties, which depend not only on the dimensionality of the network but
also on the nature of their components. In this chapter we present the materials we
have investigated. Although our study is not limited to metal-organic frameworks,
we review in the rst section their importance focusing on their magnetic properties
which are not usually exploited due to the diculties associated to them. The second
section is dedicated to Cu(II)-hydroquinone based materials. We show the advantages
of linking Cu ions with quinoid linkers and motivate the study of two representatives
of this family of compounds, namely, a polymeric chain and a dimer-like system. In
the following sections we present materials with dierent dimensionality in which,
competing interactions are present, giving rise to interesting magnetic phenomena.
We introduce the structural properties for every of them and review experimental
data. We describe the dierent magnetic phenomena that arise in these materials and
review proposed scenarios that have attempted to explain the microscopic mechanisms
for these phenomena. Finally, our methodology to describe the underlying physics in
these systems and further goals are presented.
4.1 Metal-organic frameworks
Over the last decade, metal-organic frameworks (MOFs) also known as coordination poly-
mers, have emerged as an important class of new materials which has attracted great inte-
rest. These materials are synthesized in a self-assembly process in which metal vertices are
connected by organic linkers which do not involve direct metal-carbon bonding. Potential
applications of MOFs include molecular magnetism, materials for adsorption applications
(gas separation and gas storage) and heterogeneous catalysis. Because of the predictabili-
ty of the synthetic routes to MOFs and the nearly innite number of possible variations,
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molecular modelling is an attractive tool to further study the properties of these materials
and screen new structures before they are synthesized. This approach will ultimately lead
to developing a design strategy for MOFs with properties tailored towards specic appli-
cations by choosing the appropriate building blocks. So far, molecular modelling has been
applied for example to the following areas [86], [11],[45], [79]:
 Structure predictions from individual building blocks
 Nucleation and growth of MOF crystals
 Ab initio predictions of vibrational frequencies and magnetic properties (molecular
magnets)
 Investigating the stability of MOFs upon water uptake
 Optimization of interaction between MOFs and hydrogen molecules and prediction of
adsorption equilibria
As molecular magnets, in order to achieve optimally functioning systems, it is of advantage
to use ideas that have long been exploited heavily in the ne tuning of the properties of
inorganic crystals. For example, charge and spin densities are routinely being adjusted
in semiconductors and high-Tc superconductors by doping or by substituting the transition
metals with neighbors in the periodic table. The interest in metal-organic materials is partly
due to their modular nature: The extensive experience of organic synthetic chemistry can
be used for the assembly of the molecular constituents of the metal-organic crystal. Thus,
substitution of organic groups and formation of ligands can play the role of doping in the
search for materials with desired magnetic interaction strengths and charge carrier concen-
trations. This modular setup has the great advantage that functionalities are decoupled,
thus allowing to modify relevant subunits chemically while not changing the subsequent
crystal engineering. Therefore, metal-organic frameworks are promising candidates for the
development of new materials for technological applications. Organic molecules mediating
metal interactions has also the advantage that it can produce rather moderate to weak
coupling constants which allows experimentally to access regions of quantum criticality1.
Magnetic eld-induced or pressure-induced transitions are then possible to realize under
1The idea of criticality comes from phase transitions associated to quantum 
uctuations. A quantum
critical point occurs when the phase transition temperature of a material is suppressed to absolute zero.Chapter 4: Low dimensional spin systems 43
easily accessible conditions. This is not the case for many of the inorganic materials, where
often high magnetic elds or high pressures are needed to induce a quantum phase transi-
tion.
Due to these characteristics intense eorts have been dedicated to synthesize metal-organic
materials that had led to a vast variety of these kind of compounds which exhibit also a wide
variety of interesting phenomena, ranging from quantum criticality [106], spin transition [54]
and magnetic ordering at room temperature [49] between others.
However, most of the metal-organic compounds generally contain a large number of atoms
in the unit cell and a very low symmetry (usually triclinic or monoclinic), making the rst
principles study of the electronic and magnetic properties of these systems computationally
very demanding. Moreover, since and accurate determination of hydrogen positions with
X-ray diractometry is very dicult, usually the available structure data are poorly de-
termined, implying unstable quantum mechanical calculations. In some cases, the crystal
structures are not even known, due to the absence of single crystals suitable for an X-rays
structure analysis.
In order to overcome these shortcomings, this study was developed in a two-step approach
which allowed to perform accurate ab initio density functional theory (DFT) calculations on
reliable model structures for metal-organic compounds. The expression `ab initio prediction
of crystal structures' is also used in the sense of `a priori prediction', i.e. predictions
without reference to diraction data. If experimental data are known, e.g. from crystal
data of analogous structures, this knowledge should of course be used as far as possible
in order to generate reliable model structures and to calculate solid-state properties. This
procedure is explained in detail in Section 5.1. Additionally some of the metal-organic
compounds we have studied allow the possibility of studying spin transitions as in the
Fe(II)-triazole and magnetic frustration as in the Cu4OCl6daca4.Chapter 4: Low dimensional spin systems 44
4.2 1,4-hydroquinone ligands bridging Cu(II)-ions
With the goal of exploring new classes of molecule-based quantum magnets upon varia-
tions in their chemical and/or physical properties, a series of novel low-dimensional metal-
organic compounds have been synthesized and characterized in the experimental groups
of Prof. Mattias Wagner from the chemistry department and Prof. Michael Lang from
the physics department of the Johann Wolfgang Goethe-Frankfurt University. These com-
pounds are based on Cu(II) atoms and hydroquinone-derived linkers [117], [35], [118].
The 1,4-hydroquinone molecule belongs to the group of quinoid linkers (p benzoquinone,
o benzoquinone, hydroquinone), which are based on a non-aromatic six-membered carbon
ring. In particular, the hydroquinone with chemical formula C6H4(OH)2, it has two hydroxyl
(OH) groups bonded to a benzene ring as shown in Figure 4.1(b). The o benzoquinone
is one of the two isomers of quinone, the other being p benzoquinone, which is a form of
quinoid, is produced on oxidation of hydroquinone (Fig. 4.1). Their chemical formula is
C6H4O2 [13].
(a) (b) (c) (d)
Figure 4.1: Quinoid linkers: (a) hydroquinone, (b) p benzoquinone, (c) o benzoquinone.
The gure (d) shows a pyrazole ring, which together with the hydroquinone, is one of the
constituents of CuCCP.
Quinoid linkers are particularly attractive, because their redox activity2 is preserved after
they have been attached to the metal ions. They tend to dier in their molecular structures
as well as in their metal-ligand orbital interactions and therefore they allow to in
uence the
magnetic properties of the bulk material using electrochemical methods. For these reasons,
ligands built from a hydroquinone core appears to be a promising bridging unit for the gene-
2The redox process consists of electron transfer only and occurs stepwise with an intermediate radical
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ration of polymeric metal-containing materials. Other di-nuclear transition metal complexes
based on quinoid centers have been reported in the literature [16], [58]. Quinone linkers are
known to mediate a magnetic exchange between Cu(II) ions of moderate strength, i.e 10
K [61]. Most importantly, the hydroquinone linker can be chemically modied maintaining
the magnetic exchange between the Cu(II) ions at a moderate strength. Additionally,
the synthesized compounds contain Cu2+ bridged by these hydroquinone molecules. The
advantage of Cu2+ lies in the fact, that a square planar coordination sphere is preferred over
an octahedral one, which minimizes the chance of unwanted interchain crosslink formation.
Experimentally, a series of low-dimensional hydroquinone-based quantum-spin systems have
been synthesized[117], which includes an isolated Cu(II) dimer (TK102), coupled-dimers
systems (TK91, TK251) and Cu(II)-2,5-bis(pyrazol-1-yl)-1,4-dihydroxybenzene (known as
CuCCP), which constitutes a 1D uniform antiferromagnetic S = 1=2 Heisenberg spin chain
system. The aim of the present work is to study the electronic and magnetic properties
of two representatives of this family of compounds namely, the 1D chain CuCCP and the
Cu-dimer TK91, focusing on the in
uence of the bridging molecules over the metal centers.
The crystal structure of the salt TK91 is rather similar to the structure of the salt TK251.
The basic dierence is in the coordinated molecules, O3SCF3 in the TK91 and BF4 in
TK251. However we choose the TK91 over the TK215 because the former was obtained as
crystals and the later as powder.
The CuCCP compound oers the possibility of studying the physics of 1D systems and due
to its modular nature, it allows to introduce modications to the system in a straightforward
manner. Its study gives important information to understand the microscopic properties of
TK91, because the magnetic building blocks of TK91 are CuCCP polymers connected each
other in the unit cell, which could give origin to 2D or 3D networks.Chapter 4: Low dimensional spin systems 46
4.2.1 CuCCP
Dinnebier et al. reported the synthesis, magnetic structure and crystal structure determina-
tion of Cu(II)-2,5-bis(pyrazol-1-yl)-1,4-dihydroxybenzene compound obtained by layering a
solution of 2,5-bis(pyrazol-1-yl)-1,4-dihydroxybenzene in CH2Cl2 with a solution of CuBr2
in concentrated aqueous ammonia [35]. Its formula is CuC12N4O2H8, with one Cu-atom per
unit cell. The system, known also as CuCCP, crystallizes in the triclinic space group P 1 with
27 atoms per unit cell and a=5.1723(5)  A, b=7.9587(9)  A, c=8.2298(11)  A, =118.221(6),
=91.520(9) and 
=100.148(8). It tends to form independent polymeric chains consist-
ing of deprotonated 2,5-bis(pyrazol-1-yl)-1,4-dihydroxybenzene molecules bridged by Cu(II)
ions with a 3d9 conguration, which corresponds to a local spin 1/2 (Fig. 4.3). Exper-
imentally the susceptibility behavior shows that the system is a quasi one-dimensional
























Figure 4.2: Polymeric unit of Cu(II)-2,5-bis(pyrazol-1-yl)-1,4-dihydroxybenzene (CuCCP)
(X=;, R=H). We will consider the substitutions R=CN and R=NH2 and the ligands
X=H2O and X=NH3.
The chain axes are oriented along the c-axis of the crystal and the copper ions are located
at (1=2;1=2;1=2) and the center of the six-membered ring at (1=2;1=2;0) , which are both
situated on centers of symmetry of the space group P 1. The chains are arranged in stacks
along the a-axis of the crystal. The Cu{Cu distance along the approximate a-axis is about
5.169(1)  A, while along the b-axis is 7.961(1)  A and along the c-axis is 8.226(1)  A. TheChapter 4: Low dimensional spin systems 47
closest contact between hydrogen atoms of neighboring chains is approximately to 1.89  A.
(b) (a)
Figure 4.3: (a) CuCCP is arranged as chains along the c-axis, (b) along a- and b-axis it is
arranged in stacks
The Cu(II) ions in this compounds are coordinated in an almost square planar fashion by
two pyrazolyl nitrogen atoms and two oxygen atoms of the deprotonated dihydroxybenzene
groups. The pyrazole molecule constitutes a ve membered ring composed of three carbon
atoms and two nitrogen atoms in adjacent positions, with chemical formula C3H4N2 [13]
(Figure 4.1(d)). Assuming that the metal is located in the center of a cartesian coordinated
system, its 3d orbitals will be oriented as shown in Figure 4.4. If the ligand atoms are
located in the equatorial axis in a square planar fashion, the 3d9 electrons of the Cu2+ ions
are splitted in the way showed in Figure 4.5. The states dxy, dz2, dxz, dyz are full occupied
except for dx2 y2 which is half-occupied.
The crystal structure of CuCCP, was determined from X-ray powder diraction data; con-
sequently the overall structure and the arrangement of the chains are reliable, but the
individual atomic positions have an accuracy of only about 0.3  A; hence the information
about bond lengths and angles is limited. We will show in Section 5.2.1 that the inaccu-
racy of this crystal structure determination leads to instabilities in the ab initio quantum
mechanical calculations. Therefore, in order to achieve accurate DFT calculations we have,
initially, optimized the geometric structure of CuCCP compound with a combination of
classical and quantum mechanical methods, this will be shown is Section 5.1.Chapter 4: Low dimensional spin systems 48
Figure 4.4: Orientation of the 3d orbitals in a local coordinated system, where the metal
ions is located in the center of it.
The Cu{Cu interaction in CuCCP compound depends on the electronic nature of the linker.
Its properties can be tuned smoothly and predictably by changing the substitution pattern R
(see Figure 4.2) of the central carbon ring (hydroquinone), or by introduction of additional
ligands X in the apical axis of the Cu(II) ions. Following this scheme, i.e. by introdu-
cing synthetically feasible substitutions in the hydroquinone ring or by adding ligands,
we intend to modify the properties of the crystal in three ways: i) Change of eective
dimensionality: The one-dimensional nature of the original compound can thus be made
more two-dimensional or more three-dimensional, allowing for a controlled investigation
of the crossover between dimensionalities. ii) Change of eective, intra-chain interaction:
By in
uencing the charge density in the polymeric chain, substituents and ligands can be
used to tune the magnitude of magnetic interactions between the Cu(II) centers in the spin
chain. iii) Change of co-ordination and valence: Possible tuning of the valency of the Cu(II)
ions by changing the ligand co-ordination, may induce changes in the transport properties
along the one-dimensional chain by moving away from the Mott insulator at a half-lled
Cu 3dx2 y2 orbital.
With the above ideas in mind, we rst considered two possible H replacements in the
hydroquinone: an NH2 group, which acts as electron donating group, and a CN group, which
acts as electron withdrawing group. Furthermore, extensive crystallization trials showed
that crystallites of the Cu(II) polymer always contain lattice defects in high concentration.
In many compounds, the Cu(II) ions are coordinated by six nitrogen or oxygen atomsChapter 4: Low dimensional spin systems 49
Figure 4.5: Splitting of the 3d states in a square planar conguration. M denotes transition
metal ion.
instead of four ligands. The Cu(II) polymer is experimentally crystallized in a mixture of
water and ammonia solvents, and it is likely that H2O or NH3 molecules are built into the
crystal lattice. We have, therefore also considered the introduction of additional ligands
like H2O or NH3 at the Cu(II) ions in this simulation study.
4.2.2 TK91
The compound known as TK91 crystallizes in the triclinic space group  P1, with-
out inversion center, the unit cell parameters a=8.0083(12)  A, b=12.3677(14)  A and
c=13.1673(19)  A, =63.661(14), =88.820(13) and 
=77.488(11) with its chemical for-
mula Cu2S2F6N8O12C36H48 (for the sake of simplicity, we refer to it as TK91) [65]. The
name of the compound name makes reference to Tonia Kretz who synthesized it, in the
group of Prof. Matthias Wagner from the chemistry department of the Johann Wolfgang
Goethe-Frankfurt University. The basic structure of TK91 are polymeric chains as the
CuCCP polymer (introduced in Section 4.2.1) connected to each other as shown in Figure
4.6.
The Cu-Cu atoms are bridged by hydroquinone rings and the polymer is directed along the
a-axis. The cation is centrosymmetric and has a crystallographic inversion center at the
midpoint of the hydroquinone ring. O atoms belonging to the next polymer and to the DMFChapter 4: Low dimensional spin systems 50
n
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Figure 4.6: Schematic representation of the polymeric unit of Cu2S2F6N8O12C36H48
(TK91).
(DMF correspond to CF3SO3) coordinate the Cu ions in the apical positions. Therefore the
Cu atom has a distorted octahedral coordination. The Cu-N1, Cu-N2, Cu-O1 and Cu-O2
bonds are short equatorial bonds and there are two long axial Cu-O bonds: a Cu-O3 (DMF)
bond of 2.5652(16)  A and a Cu-O1 bond of 2.4344(13)  A to a neighboring dimer (the Cu
environment is shown in detail in Figure 4.7(b) below). As a result of these Cu-O contacts
in the O apical positions, the nearest neighbor Cu-Cu ions form dimer-like structures, with
a Cu-Cu distance of  3.27  A, which is the shortest intermolecular Cu-Cu distance in the
compound. The distances and angles are shown in Table 4.1.
Table 4.1: Bond lengths and angles in TK91
Distances ( A) Angles (deg)
Cu-O1 (plane) 1.9197(12) O1-Cu-N1 90.85(6)
Cu-N1 1.9653(16) O1-Cu-O2 88.07(5)
Cu-O2 2.001(14) N1-Cu-O2 175.04(6)
Cu-N2 2.0754(15) O1-Cu-N2 175.61(6)
Cu-O1 (apical) 2.4344(13) N1-Cu-N2 93.51(6)
Cu-O3 2.5652(16) O2-Cu-N2 87.55(6)
Figure 4.7 show the compound in dierent view-planes. The Cu environment has been
plotted with a polyhedra in order to make more visible the position of the Cu-Cu dimers in
the compound. The Cu-Cu distance along the polymer, which is directed along the a-axis of
the unit cell, is  8.36  A, along the c-axis the Cu-Cu distance is  13.16  A. The cations andChapter 4: Low dimensional spin systems 51
anions in this compound, are connected by intermolecular C-H...O and C-H...F hydrogen
bonds. In fact, TK91 has 13 dierent C-H...O contacts with H...O distances between 2.51
 A and 2.75  A and three dierent C-H...F contacts with H...F distances between 2.34  A


























Figure 4.7: (above) (a) bc-viewplane of TK91 compound, (b) the Cu environment is shown
in detail. (below) (a) ac- and (b) ab-viewplane of TK91 compound.Chapter 4: Low dimensional spin systems 52
Experimental reports and motivation
First ts of susceptibility measurements to an isolated-dimer model could qualitatively
reproduce the experimental observations and prove the existence of a spin gap due to the
singlet-triplet excitation spectrum on a dimer system [107]. Nevertheless such an isolated
dimer model was not able to reproduce the eld dependence of the magnetic heat data
at H> 4T, as shown in Figure 4.8. The deviation from the isolated-dimer model can be
attributed to non-zero interdimer interactions.
Depending on the magnitude of these interdimer interactions and on the 2D or 3D character
of the network, dierent interesting phases in the compound could develop. Our goal is
then, to nd through ab initio quantum mechanical calculations, the underlying interaction
network in TK91 which may dene it as a weakly coupled 2D or 3D dimer system. Our
results will be compared to the ones obtained for CuCCP, in order to understand the nature
of the chemical bonding and interaction pathes in TK91.
Figure 4.8: Cmag=T vs T at dierent applied magnetic elds in units of Tesla. Calculated
values for an isolated-dimer model with J1/kB = 9.6 K and g= 2.1 are shown by solid lines.
Figure taken from reference [107].Chapter 4: Low dimensional spin systems 53
4.3 Competing interactions in low dimensional systems
4.3.1 `Zero-dimensional' system with frustration
In order to give an overview about the complexity of this problem, we introduce in the rst
part of this section the experimental observations by our collaborator Dr. Oksana Zaharko
and her group from the Laboratory of Neutron Scattering, ETHZ & PSI in Switzerland.
In the second part, a brief description of the dierent proposed scenarios and at the end a
brief explanation of our goal is presented.
Geometric Structure of Cu4OCl6daca4
O. Zaharko et al. [123] have obtained single crystals of Cu4OCl6daca4 and have performed
extensive characterization of this compound by means of synchrotron X-ray diraction, mag-
netization, specic heat and inelastic neutron scattering measurements in the temperature
interval 80 K-340 K.
(b) (a)
Figure 4.9: (a) Magnetic unit of the system.(b) The bc projection of the Cu4OCl6daca4
clusters in the unit cell. For simplicity only the Cu clusters without the organic molecules
are shown.Chapter 4: Low dimensional spin systems 54
Figure 4.10: ab-plane view of the arrangement of Cu4OCl6daca4 clusters within the unit
cell. The Cu atoms are represented by turquoise spheres, Cl atoms in green, N atoms in
blue, C atoms in grey and H atoms in white. The O atoms are located behind Cl2 atoms
and therefore are not visible.
The structure spans a tetragonal structure with space group  P421c in the whole studied
temperature range. Figures 4.9 and 4.10 show the arrangement of the atoms within the
unit cell in this compound. There are two Cu4OCl6daca4 molecules per unit cell and they
are slightly twisted around the z axis (which is parallel to the c-axis). The oxygen is in the
center of the molecule, surrounded by a tetrahedron of Cu2+ ions with two dierent Cu-Cu
distances as seen in Table 4.2. The tetrahedron is enclosed by a distorted octahedron of
chlorine ions with four Cl atoms in the square base (which will be labelled as Cl1) and
two Cl in the apexes (which will be labelled Cl2). Each copper has trigonal bipyramidal
coordination: three Cl  ions form the triangular base of the bipyramid, while the central
O2  ion and a terminal ligand L are located in apical positions. The exchange paths Cu-O-Chapter 4: Low dimensional spin systems 55
Table 4.2: Characteristic intracluster distances (dintra ( A)) and angles (in degrees ()) for
Cu4OCl6daca4 at T=80 K and T=340 K. Also shown a comparison of the distances between
the centers of the molecules in the unit cell (dinter).



















Cu are identical, while the two Cu-Cl1-Cu and Cu-Cl2-Cu paths through the chlorine ions
slightly dier (see Table 4.2). Such geometry implies a D2d symmetry.
The X-ray synchrotron powder (XPD) and single crystal (XSCD) diraction experiments
indicate that there is a structural transition in the 230 K-280 K temperature range. The
volume of the compound expands in 7% with the increment in the temperature. The lattice
parameters at T=80 K are a=12.604(9)  A, c=12.730(4)  A and at T=340 K a=12.532(8)
 A, c=14.046(9)  A. The transition is not related to the Cu4OCl6daca4 core, but rather to
the organic part of the molecule. The branched ligands (N=C-N(CH2-CH=CH2)2) fold and
distances between the clusters decrease. The atomic positions in the Cu4OCl6daca4 cluster
itself change very little (Table 4.2). The only noticeable change in the Cu4Cl6N4 core is the
shift of the Cl1 ions by 0.2487  A while for Cu and Cl2 the shift is only 0.0462  A and 0.0282
 A respectively. Although the change in the core is small, it could in
uence the electronic
structure (and accordingly the density distribution) of the whole cluster.Chapter 4: Low dimensional spin systems 56
Low temperature behavior and motivation
Experimental curves of the magnetization per Cu ion as a function of temperature for all
members of the Cu-daca family of compounds present a bump in the low temperature region
similar as the one observed in Cu-daca shown in Figure 4.11 [123].
Figure 4.11: Temperature dependence of dc-magnetization (M/H) of a single crystal of
Cu4OCl6daca4 measured with magnetic eld H=0.2 T applied along three crystallographic
directions: [110] (green circles), [001] (red triangles) and [1-10] (blue squares), corresponding
to short, middle and long edges of the crystal. Inset: Field dependence of dc-magnetization
of single crystal and powder Cu4OCl6daca4 at 1.8 K. Obtained by O. Zaharko [123].
This anomalous behavior cannot be modelled by simple isotropic Heisenberg Hamiltonian
(introduced in Section 2.4.2). Dierent attempts to explain these characteristics include:
1. Modications to the isotropic Heisenberg spin Hamiltonian, following two routes:
 The rst one, developed by Dickinson et al. [34] assumed an antiferromagnetic
intracluster and a ferromagnetic intercluster exchange interaction. The diculty
with this model is that in order to agree with the experimental observations, the
intercluster interaction is assumed to be rather strong (of the order of magnitude
as the intracluster exchange interaction, in this work estimated as J  11 K)Chapter 4: Low dimensional spin systems 57
which is unlikely to be the case, since the intercluster distances are large, around
10  A.
 The second approach proposed by Lines et al. [72] includes in the Hamiltonian
antisymmetric and anisotropic terms, with the proposed Hamiltonian having the
form:















where Hiso is the isotropic Heisenberg Hamiltonian, Has is the antisymmetric and
Han the anisotropic terms. In order to t the experimental results, the authors
had to assume an orbital degenerate ground state for the Cu ions to obtain a good
agreement with the experimental observations. However, situations where orbital
eects are important for magnetic exchange in copper complexes are extremely
rare.
2. Another mechanism that might be realized in Cu4OCl6daca4 is a resonating mixed
valence state with extra electron(s)/hole(s) delocalized over the whole cluster and this
delocalization is temperature dependent. If this mechanism is realized, the hopping
of electron/hole should be considered as a dominant term in the Hamiltonian, while
magnetic exchange is a second order eect. It is shown [18] that for the d9-d9-d8-d8
tetramers electron transfer would lead not to a ferromagnetic spin alignment as would
happen in dimers, but to a `quasi' symmetrical energy spectrum with degenerate
ground states. Presence of only one crystallographically independent Cu site supports
such a mechanism. If the localization of a hole/electron on one Cu ion would take
place, there would be a structural distortion, bond lengths would dier, etc. However,
such a transfer is in contradiction with X-ray and specic heat data - the entropy
released up to 10 K is small (in the case of additional degrees of freedom - orbital,
hopping -entropy should be enhanced) and there is almost no change of interatomic
distances in the cluster as the temperature is lowered.
All these proposed scenarios had failed to some degree, to explain the anomalous behavior
of the magnetization at low temperatures. Our goal is to characterize the compound and
to study its ground state properties in order to explain the experimental observations. InChapter 4: Low dimensional spin systems 58
order to pursue this goal, this work combine experimental and theoretical eorts. Our
strategy is the following: substantial experimental data have been collected on Cu4OCl6L4
with L=diallylcyanamide=N C   N   (CH2   CH = CH2)2 which have been confronted
with ab initio calculations for the compound in both T=80 K and T=340 K regimes. Our
results are compared with the experimental observations, which allow us to accept or reject
the proposed models. Based on the experimental observations, we propose a model for
the ground state properties of the compound. This will be presented in Section 5.3.1.
Additionally, due to the tetrahedral conguration of the Cu atoms which is a characteristic
geometry in frustrated materials, the frustration phenomena in this material is studied.
4.3.2 Spin-Crossover in One-dimensional chains
In general, early transition metal atoms with an electronic conguration 3d4-3d7, immerse
in an octahedrally coordinated ligand eld can exist in either High-Spin (HS) or Low-Spin
(LS) conguration depending on the nature of the ligand eld. In some cases it is possible
to drive the system from one of these spin states to the another by applying an external
perturbation. This phenomenon known as spin crossover is one of the most spectacular
examples of molecular bistability [52]. A molecular system is said to be bistable when
it may be observed in two dierent electronic states within a given external perturbation
range. Usually, one of the two states is the stable one, the another is a metastable state.
The concept of molecular bistability concerns the molecular system and the perturbation in
an indissociable way. A system is said to be bistable with respect to a certain perturbation.
This section is devoted to Fe(II)-triazole based compounds, which usually experience a
change in their spin state when an external perturbation such as light irradiation, changes of
temperature or pressure, are applied to them. Dierent kinds of spin transition compounds
exist in literature, mononuclear [70], binuclear [94], trinuclear [112], forming 1D, 2D and 3D
networks [33], [69], [113], [78]. Our work is concerned with polymeric chains due to their
relevance for technological applications. In the rst part of this section the basic components
of polymeric compounds as well as the spin transition mechanism are presented followed
by a discussion on the responses shown by these kind of compounds when experiencing a
spin transition, and the advantage of polymeric compounds in comparison to 2D and 3D
networks. The dierent attempts to explain the microscopic mechanism of the spin-crossover





Figure 4.12: (a) Chain structure of the compounds [Fe(Rtrz)3]A2 as deduced from EXAFS
techniques [55], [12]. R represent the substituents and X the usually complicated counteri-
ons. (b) triazole molecule
second section. Finally, we introduce our novel theoretical methodology which allow to
study systematically the electronic properties of polymeric Fe(II)-triazole compounds in
every step of the spin transition and to investigate the role of the magnetic interactions in
the spin-crossover phenomena, which has not been taken into account to date.
Basic units of polymeric Fe(II)-triazole compounds
The basic structure of polymeric Fe(II)-triazole based compounds is illustrated in Figure
4.12(a). Its general formula is [Fe(Rtrz)3]A2  xH2O where Rtrz=4-R-1,2,4-triazole and A 
stands for anions or counterions and xH2O stands for non-coordinated water molecules.
In the gure, the substituents and the anions, which are usually large molecules or long
polymeric chains, have been reduced for simplicity, to molecules R and A respectively, in
order to show in detail the characteristic arrangement of Fe ions and the triazole molecules.
It is composed of Fe2+ ions with electronic conguration 3d6, immersed in an octahedral
environment formed by six N2  ions belonging to triazole rings. The 4-R-1,2,4-triazole
molecules (along the text we will refer to this molecule as triazole) are carbon rings, with
N substituted nitrogen atoms in the positions 1,2 and 4 (see Figure 4.12(b)). The N atoms
in positions 1 and 2 coordinate with the Fe ions. In this environment the Fe 3d orbitalsChapter 4: Low dimensional spin systems 60
split as shown in Figure 4.13 where it is assumed that the Fe is located in the center of a












Figure 4.13: Splitting of the 3d electrons in an octahedral environment. M stands for
transtion metal ion.
Because the orbitals dx2 y2 and dz2 of the Fe2+ ion point directly toward the N2  ions, its
energy increases much more than the energy of the other three dxy, dxz, dyz orbitals, as is
shown in Figure 4.13. The crystal eld of the six N2  ions therefore splits the degeneracy
of the ve 3d orbitals. By convention, the set of orbitals composed by dxy, dxz, dyz in
an octahedral complex are called the t2g orbitals, the set of composed by dx2 y2 and dz2
orbitals, on the other hand, are called eg orbitals. The dierence between the energies of
t2g and eg orbitals in an octahedral complex is represented by the symbol  and denotes
the crystal eld splitting. In weak ligand elds the ground state is HS where the spin
multiplicity is a maximum, the d electrons being distributed over the t2g and eg sets, in
the case of Fe, the HS state is (t2g)4(eg)2, whereas strong crystal ligand elds stabilize the
LS state with minimum multiplicity, the t2g being completely occupied, as shown in Fig.
4.14. The interplay between the Hund's rules, on-site Coulomb repulsion and the energy
associated to the crystal eld splitting determine the spin state of the system. In the case
of the compound we are concerned with, the application of an external perturbation could















Figure 4.14: Electronic conguration for a d6 iron, in the LS and the HS state.  stands
for the crystal eld splitting. With the application of a external perturbation is possible to
drive the system to a spin transition.
Cooperativity
The spin crossover phenomena was observed for the rst time in the 30s but only since
the last three decades many experimental and theoretical eorts have been oriented to this
eect. The reason for its attractiveness are the characteristics associated with the spin
transition, namely, a change in color when going from one state to the another state and
thermal hysteresis eects making these kind of compounds suitable candidates as active
elements of memory devices. As an example, we show in Figure 4.15 the typical plots, when
hysteresis is present, of the dependence of the magnetic susceptibility times the temperature
T vs. T for a HS to LS crossover of a representative of the Fe(II)-triazole family.
The existence of hysteresis confers a memory eect on the system because the state of the
system at certain temperature depends on its history and therefore, from a technological
point of view, it is desirable that the SC compound present a spin transition with a large
and abrupt hysteresis when both, warming and cooling the sample. The presence of an
hysteresis loop originates entirely from cooperative eects if there is not a change in the
crystallographic phase. The loop width is related with the strength of the cooperative
interactions. The cooperativity is related to the magnitude of the interactions between active
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Figure 4.15: T versus T plots in the warming and cooling modes for [Fe(Htrz)2(trz)](BF4).
Experimental curve taken from reference [66]
The rst known SC compounds were mononuclear systems, in which the sharpness of the
transition and the occurrence of thermal hysteresis have been linked to rst-order crysta-
llographic phase transitions [46], or to intermolecular interactions. These intermolecular
interactions are very weak, usually driven by van der Waals forces. In many cases uncoor-
dinated solvent molecules composed by hydrogen are present, which bounds to the crystal
lattice. These hydrogen bonds may enhance the intermolecular interactions but still are
insucient to produce strong cooperativity. One may expect that direct chemical bonding
could lead to an increase of the interactions between the active sites. Therefore, in polymeric
spin transition compounds one should expect that the interaction is propagated through
the entire crystal increasing the cooperative eects [52].
Keeping this idea in mind, intensive experimental studies have been devoted to the syn-
thesis of polymeric spin-crossover compounds. Monomers [70], binuclear [125] and trinu-
clear [112] systems have been obtained, but only very few polymeric compounds have been
reported so far [121], [66], [55], [82]. The most attractive members of polymers, which
fulll the criteria mentioned above, are the linear chain compounds of the general formula
[Fe(Rtrz)3]A2  xH2O where Rtrz=4-R-1,2,4-triazole and A  stands for anions or counterions
and xH2O stands for non-coordinated water molecules. For instance, the polymeric com-
pounds [Fe(Htrz)2(trz)](BF4) and [Fe(NH2trz)3](NO3)2 (Rtrz = 4-R-1,2,4-triazole) show a
very abrupt transition with a hysteresis loop and the later presents a well-pronounced ther-Chapter 4: Low dimensional spin systems 63
mochromism between the purple color in the LS state and the white color in the HS state
[53], [66].
Two essential characteristics are common to all synthesized Fe-based SC compounds: the
anions are not coordinated to the metal center and the Fe2+ ions are directly linked by triple
N atoms occupying the positions 1 and 2 in triazole molecules. These bridges are thought
to be the origin of the observed cooperativity phenomenon in these materials. Another
important point regarding linear [Fe(Rtrz)3] chains, is that they seem to remain the best
candidates for technological applications, because of the richness of possible substituents,
and the large range of spin-transition features accessible, due to the strong in
uence of
the anion used and the substituent. Experimentally it has been shown that the nature of
the substituent does not aect strongly the donor strength of the triazole molecule and its
eect is directly related with the transition temperature and reduces the cooperativity of
the transition only in the case when the size of the substitutents is so long that it reduces
the length of the Fe-triazole chains. The most important eect of the counterions is on the
transition temperature [99].
Attempts to understand the microscopic mechanism of the spin transition
It is important to note, that the spin transition is accompanied by a change in the metal-
ligands which causes a volume expansion of the molecules, of around  10% [121], which
is related to the increase in the Fe-N distance when increasing the temperature. This ex-
perimental fact has been the starting point for theories which attempted to explain the
cooperative phenomena in SC compounds. The transition has been attributed to coupling
to lattice vibrations, [127], cooperative Jahn-Teller type of interaction of the HS ions [56]
and elastic interaction between HS and LS ions via an image pressure that arises from
the stress-free boundary condition [90]. But the coupling parameters within those models
were either dicult to estimate or gave rise to disagreements and contradictions with the
experimental observations. H. Spiering et al. [115], [105] extended the image pressure model
deriving a phenomenological ansatz for the Gibbs free energy of the compounds. This model
considers each spin-crossover center as a point defect and explains to a certain extent the
spin crossover behavior in monomeric compounds. All the models mentioned above have
been the basis for the quantitative description of the spin transition in terms of elastic
e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A currently way of describing the spin transition is by a two-state Ising-like model, initially
proposed by Wajn
asz and Pick [114]. In this model, the HS and LS microscopic states of
the molecule are associated, respectively, with the eigenvalues +1 and -1 of the ctitious
spin operator s with their respective degeneracies g+ and g .











g = g+=g  is the degeneracy ratio and  the ligand eld energy (such that the LS state
is the ground state at 0 K). The sum
P
i6=j is over the interaction neighbors and J', which
is not an exchange magnetic coupling, represents the case when an attractive force (i.e.,
a ferroelastic interaction) acts between neighboring sites in the same state (LS-LS or HS-
HS) and a repulsive force acts between those in dierent states (LS-HS), which leads to
bistability of the LS and HS states. A most realistic treatment, which includes a spin-phonon
interaction, leads to obtaining a similar Hamiltonian as Eq. (4.2) with eective parameters
J' and , which depend on the distortions of the molecules at sites i, j [87]. Thus, J' and
 are considered as eective parameters that have an elastic origin. This model has been
widely used in trying to explain the SC phenomena, in fact the general trend for the models
that have been elaborated up to now in order to explain the spin crossover (SC) mechanism
have been mapped to 1D Ising-like equations. Despite of the drastic simplications of this
two-level system, it has been successfully applied to SC compounds with two-step spin
crossover behavior [21] and explains consistently the change from a smooth transition to
a rst order transition for spin conversion between LS and HS states as a function of the
parameters of the models [114],[88].
Further works have associated the SC phenomena to the interplay between long range
and short range elastic interactions[71], [59], to the interaction between phonons and the
electronic state of the system [19] and only recently magnetic interactions where considered
in the Ising-like model, associating the SC phenomena to a possible interplay between the
elastic interaction and the magnetic ordering [20]. These dierent theories in common, that
cannot be applied successfully to all SC Fe(II)-triazole based compounds. This is so in part,
due to the great variety of dierent kind of counterions which can in
uence dramatically
the hysteresis behavior and hence the cooperativity in these materials. Also, a microscopic
study where all important interactions are considered is still missing and the origin of the
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focused on the study of the electronic and magnetic properties of the fundamental blocks
of this family of compounds, namely the Fe ions bridged by triazole ligands by replacing
the complicated and usually long conterions and substituents to minimal units. This has
the advantage of focusing our study on the eect of the triazole molecules on the electronic
state of Fe(II) atoms, which are the basic components in all Fe(II)-triazole based compounds,
while minimizing the computational costs without aecting the accuracy of the calculations.
Building our model compound
To our knowledge, the only attempt to study the electronic properties of 1D Fe(II)-triazole
compounds used the extended H uckel method [57], which in general produces orbital e-
nergy trends quite well but it does not include explicit electron-electron interactions and
all the quantum eects which are possible to introduce within DFT theory. In order to
perform DFT ab initio calculations on Fe(II) SC compounds, it is necessary to obtain
reliable structural data. One of the major diculties in studying Fe(II)-triazole chains is
the lack of accurate crystallographic data, as it cannot be crystalized suciently well. X-
ray structural analysis have been limited to molecular compounds, e.g. trimers containing
three Fe(II) ions connected by six triazole ligands and six terminal water molecules [41].
Apart from a preliminary indexing of the chain-like structures [Fe(Htrz)2(trz)](BF4) and
[Fe(Htrz)3](BF4)2.H2O (Htrz = 1,2,4-4H-triazole; trz = 1,2,4-triazolato) [82], no structural
data have been published so far. For analogous polymeric Cu(II) compounds the structure
was conrmed by single crystal X-ray analysis [36], [43]3.
In the present work, we overcome the unavailability of reliable structural data by cons-
tructing, based on the above mentioned data, hypothetical polymer crystals. This has
been possible by applying the novel two-step procedure we elaborated in order to study
the ground state properties of metal-organic compounds (it will be introduced in Section
5.1). Due to the fact that usually Fe(II)-triazole compounds are very large and present a
very low symmetry, for an aordable all-electron calculation we have simplied the units,
as replacing the long polymeric substituents R and counterions X (see Figure 4.12) by the
smallest possible molecules. We could completely eliminate them, however they are nece-
ssary to ensure the neutrality of the unit cell. The replacement of units is supported by
the experimental fact that the type and size of the counter ions has an eect mainly in the
3Although single crystals of Cu(II)-triazole based compounds have been obtained, they do not show
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temperature at which the transition takes place [99]. It is not our objective to study the
eect of the counterions, nor to make studies regarding temperature changes but the role of
the basic units, the Fe ions linked by the triazole ligands, in the microscopic mechanism of
cooperativity. Therefore, the introduction of small substituents and counterions that allow
to keep high symmetry in the system adjust to our goal. We have also replaced the usually
slightly distorted Fe-N octahedron, by a perfect one in which all the N-Fe-N bonds make
right angles and the Fe-N distances are the same. In this way we can visualize how powerful
is our scheme, which allow to manipulate the structures in a desired way.
The methodology followed to build the model polymers and the resulting structures will be
shown in Section 5.3.2. Initially we built our Fe(II)-triazole polymer with Fe-N distances
dFe N  2.0  A and dFe N 2.2  A, which are the usual average Fe-N distances for LS state
and HS state found in the literature [66], [38]. Within two-step approach we have varied
these distances in such a way that we can consider intermediate distances values. This has
the advantage of being able to follow the track of the transition between the two spin states.
Thus we considered dFe N  2.05, 2.10 and 2.15  A distances. Later we built also structures
with dFe N  2.08, 2.09 and 2.12  A in order to determine whether the transition is abrupt
or not, and whether is possible to nd an intermediate state between the LS-HS states.
This is a novel procedure which allow to investigate the role of the electronic properties
on the spin-crossover including the eect of the magnetic interactions which has not been
totally explored in these kind of materials so far.
4.3.3 Magnetic anisotropies in a 2D-system
Quantum antiferromagnets in the presence of external magnetic elds exhibit a variety of
unusual quantum-mechanical phenomena of interest. Modern experimental technology a-
llows precise measurements in the regime of eld strengths comparable to the characteristic
exchange constant of a system. This has made possible the observations of condensation
of triplet excitations in a variety of chain, ladder and weakly coupled dimer compounds,
magnetization plateaux in frustrated magnets and other interesting eects [126], [51], [26].
It turns out that in many cases experimental data deviates signicantly from the theo-
retical predictions based on the pure isotropic Heisenberg model in external eld. Such
deviations are due to anisotropies, most notably Dzyaloshinskii-Moriya (DM) anisotropies,
which are usually small and often neglected from zero-eld considerations. Not only canChapter 4: Low dimensional spin systems 67
such anisotropies induce qualitatively dierent eects, but also the strength of such eects
seems to be signicantly amplied when applying magnetic elds to the system. It is com-
plementary in our study, to consider the eect of anisotropies in low-dimensional correlated
systems. Nowadays, many compounds contain anisotropies which give rise to interesting
phenomena in the presence of magnetic elds. Therefore, we have studied a 2D Heisenberg
antiferromagnetic compound such as K2V3O8 which presents also characteristics of a dilute
system. It contains in the basal plane of the unit cell, two mutually perpendicular DM
vectors which provides unusual spin reorientation eects with the applied magnetic elds.
Due to its dilute character it has a relatively small value of the nearest neighbors exchange
interaction J  12.6 K which could compete with other degrees of freedom in the system,
such as the DM interactions, lattice degrees of freedom etc. This system is therefore a good
candidate to study the interplay of these interactions, which has the advantage of having a
high symmetry in comparison to the above mentioned metal-organic compounds.
Many experimental studies have been done on this compound, which show properties that
have caused controversy and still nowadays is a topic of debate. With the goal of giving
new insights into this debate, we study its geometric, electronic and magnetic properties by
taking into account the many degrees of freedom involved in the system, which have been
neglected in many approaches in the literature. Furthermore, our methodological approach
allows to introduce other degrees of freedom which turn out to play an important role in the
ground state properties of the system. In this section the K2V3O8 compound is introduced.
Its structural characteristics are given followed by some experimental observations and the
specic goal of our study.
K2V3O8
K2V3O8 belongs to the family of fresonite-type vanadium oxides A2V3O8 (A=K, Rb, NH4),
which are tetragonal antiferromagnets [73]. It consists of slabs of corner-sharing VO5 (mag-
netic V4+) square pyramids and VO4 (non-magnetic V5+) tetrahedra, with K ions lying
between each layer as shown in Figure 4.16. The role of the alkali-metal ion is to separate
the magnetic layers, therefore this compound presents characteristics of a 2D system. At
room temperature, K2V3O8 crystallizes in the tetragonal space group P4bm with lattice
parameters a=8.87  A, c=5.215  A,  =  = 
 = 90.
















Figure 4.16: (above)(a) Basal plane view of the unit cell of K2V3O8. (b) Projection of the
crystal structure along the c-axis. (below) V4+O5 (V1) pyramids in grey linked by non-mag
netic V5+O4 (V2) tetrahedra shown in cyan. The intralayer coupling between S=1/2 V1
ions is shown by blue arrows.Chapter 4: Low dimensional spin systems 69
will be denoted as V1) and two V5+ per formula unit (it will be denoted as V2). The VO5
square pyramid is regular with the vanadium ion displaced from the basal plane towards the
apex oxygen. The V1-O bond length is 1.945  A, O being one of the four equivalent oxygen
ions forming the base of the pyramid. The distance from V1 to the apex oxygen is much
shorter, only 1.581  A indicating the formation of a vanadyl bond. Between the family of
fresonite-type vanadium oxides the vanadyl bond length in K2V3O8 is the shortest one [73].
This system has been described as a S=1/2 2D Heisenberg antiferromagnet with coupling
constant J=12.6 K and a g value of 1.89 [75]. It has a very small anisotropy with g
experimental values of gc=1.922 and gab=1.972 [96]. It orders magnetically at TN  4 K
and experiences a structural phase transition at around 110 K, driven by a distortion of the
apical oxygen of the pyramids and a distortion of the unit cell along the b direction [29].
Additionally it experiences a weaker relaxation near 60 K. The structure we have worked
with is the one at room temperature [28].
Figure 4.17 shows the experimental susceptibility measured on single crystals of K2V3O8.
The curve shows a relatively broad maximum in the susceptibility below  15 K, indicating
short-range magnetic correlations [73]. As seen in the gure, the susceptibility is the same
for Hjjc axis and H ? c-axis at `high' temperatures (above T  15 K). This isotropic
response implies that the vanadium magnetic moment is insensitive to its environment; it
does not feel the modied surroundings arising from the 110 K structural distortion [29].
This compound presents a startling and unexpected spin reorientation eect. Specically
it has been found that a magnetic eld applied in the plane of the square lattice causes
a continuous rotation of the spins from a zero eld orientation normal to the plane to an
in-plane orientation normal to the eld direction. This behavior is quite distinct from other,
more conventional spin reorientations, such as spin-
op transitions, and suggests a novel
competition between interactions in K2V3O8. It has been claimed that this eect can be
understood qualitatively in terms of the Heisenberg model incorporating Dzyaloshinskii-
Moriya interactions [75]. Typically, only the antisymmetric term of the DM interaction is
relevant, but the novel behavior in K2V3O8 relies heavily on the inclusion of the symmetric
component of the DM interaction (see Section 2.4.2).
M. D. Lumsden et al. have postulated [75] a two-spin, mean-eld Hamiltonian as
H = 8J~ S1  ~ S2 + 8Dz(~ S1  ~ S2)z + 8EzS1zS2z   gB ~ H  (~ S1 + ~ S2) (4.3)Chapter 4: Low dimensional spin systems 70
Figure 4.17: Experimental magnetic susceptibility applied parallel to the ab-plane direction
(solid squares) and to the c-axis (open squares). Figure taken from Ref. [29]
The factor of 8 comes from the four near neighbors and two sublattices. Ez represents
an additional c-axis anisotropy. The applied eld required to induce both the basal plane
spin reorientation and the c-axis spin 
op transition has been experimentally estimated as
Ez/J  0.0012 and Dz/J  0.04 (Ez and Dz are given in units of J) [75]. Using both
triple-axis and time-of-
ight inelastic neutron scattering, a small gap of 72  9  eV at
the antiferromagnetic zone center is found and the nearest-neighbor exchange constant is
determined to be 1.08  0.03 meV [74]. A nite ferromagnetic interplanar coupling along
the crystallographic c-axis was measured, with a resulting magnitude of  -0.0036  0.0006
meV. Detailed inelastic neutron scattering measurements and analysis of the zero magnetic
excitation spectrum of K2V3O8 reveals the presence of two modes in the excitation spectrum
in the immediate vicinity of the zone boundary (Figure 4.18).
These features have not been found in other compounds and cannot be described by the
Hamiltonian postulated for this compound. The fact that these modes vanish upon increa-
sing the temperature, indicates that both are of magnetic origin, ruling out the possibility of
a low-lying phonon mode interacting with the spin waves. To date, a consistent explanation
for the peculiar zone boundary properties of K2V3O8 has not been given, however there are
a number of possible explanations to be discussed:Chapter 4: Low dimensional spin systems 71
Figure 4.18: (left) Full triple-axis measured dispersion obtained from Ref. [74]. The solid
line corresponds to a t to linear spin-wave theory for data near the zone center. The
dashed line represents the quantum corrections to the dispersion. (right) Reciprocal space
diagram for K2V3O8. Structural Bragg re
ections are indicated by black circles and mag-
netic re
ections by gray circles. Some high symmetry zone boundary points are indicated
by gray diamonds. The dashed lines show the antiferromagnetic zone boundary around the
(1,0) zone center.
1. Additional couplings in the Hamiltonian: Compounds like La2CuO4 present
a double mode in the dispersion relation which shows evidence for substantial in-
teractions beyond the nearest-neighbor term and has been explained by introducing
additional coupling terms to its Hamiltonian [30]. It has been then found, that longer-
range interactions in this compounds manifest themselves most simply at the zone
boundary. Although the dispersion relation in La2CuO4 is quite dierent from the
one found in K2V3O8, we cannot exclude the possibility of long range interaction in
this compound.
2. In
uence of orbital degrees of freedom: Because this compound presents orbital
anisotropies which couples the spin and orbital degrees of freedom, it is natural to
think that it could in
uence the dispersion spectra of the system. A. Joshi et al. [50]
developed a wave theory for spin systems with orbital degeneracy and investigated the
elementary excitations of square lattices obtaining the energy dispersion for the cases
with pure spin, pure orbital and spin-orbital modes, assuming a system with twofold
orbital degeneracy. These calculations show that the orbital anisotropy splits the
spin-orbital modes into two-fold degenerate branches and the wave spectra presentsChapter 4: Low dimensional spin systems 72
similar characteristics to the ones observed for K2V3O8. This scenario requires an
understanding of the crystal-eld ground state together with the approximate energies
for the lowest excitations from this ground state.
3. Other possible explanations have been proposed as considering the compound as a di-
luted 2D antiferromagnet [108], [124] or the fact that fresonite structures are typically
sensitive to displacive structural phase transitions [28] resulting in incommesurately
modulated structures which aect the interactions between nearest-neighbor spin via
a long-wavelength modulation of the superexchange interactions, as in the case of the
isostructural compound Rb2V3O8 [116].
In order to present a new view on the controversy about the double mode observed in the
dispersion relation of this compound and to bring some information about the mechanisms
discussed above, we have combined ab initio calculations and many body theory methods to
calculate the ground state properties of the compound taking into account the many degrees
of freedom involved such as, Spin-Orbit coupling eects that give rise to anisotropies in the
system, lattice degrees of freedom and on-site Coulomb interaction. Our rst ab initio
calculations did not allow a study of the compound with the inclusion of spin polarization
and big forces between the atoms were obtained specially in the vanadyl bond. We have
optimized the volume and the atomic positions for dierent magnetic congurations within
the FP-LAPW basis set. From this we obtained a suitable structure for DFT studies. Our
calculations allow us to obtain the crystal eld splitting and the magnetic and electronic
properties of this compound with and without the inclusion of Spin-Orbit coupling. These
results allow us also to study the magnetocrystalline anisotropy of the compound. To our
knowledge, no other calculation of magnetocrystalline anisotropy has ever been reported for
any vanadate-base material. Our novel theoretical approach consists in the combination of
these results together with results obtained from many-body methods: by applying second-
order perturbation theory to the three-band Hubbard Hamiltonian for this system we have
obtained analytically the DM vector D and the spin-orbit coupling parameter. We show that
the proposed Hamiltonian found in the literature does not t the experimental susceptibility
and specic heat. Our results allow us to propose a slightly dierent model Hamiltonian
which matches the experimental observations.Chapter 5
Results and Discussion
5.1 Preparation of reliable structures for ab initio calcula-
tions
In the absence of diraction data, a method much used to a priori predict crystal structures,
is the force eld technique [102], [84]. While such calculations are computationally fast,
they rely on a classical ansatz and therefore miss all possible quantum mechanical eects,
which are important for the description of the electronic structure. Quantum mechanical
methods, on the other side, are computationally much more demanding, and they are in
this study, used for local optimization of the geometry after global optimization with force
eld methods. In order to study the ground state properties of CuCCP and the compounds
derived of it, we have developed an eective way of designing reliable crystal structures
which shares the advantages of both methods namely, fast calculations with classical force
eld methods and subsequent accurate quantum mechanical description with DFT ab initio
methods. Our procedure can be summarized in two steps:
1. Creation of a rough structure on the basis of crystallographic databases [25]. If no
crystal structures of similar compounds are known, a hypothetical crystal structure
is constructed having the highest possible symmetry, a small number of atoms per
unit cell and a sensible arrangement of the individual fragments. The crystal struc-
ture - atomic positions, cell parameters - is optimized by force eld methods, while
keeping the original symmetries. In this case, we have used the Cerius2 program
package [27] with a modied Dreiding force eld [80]; atomic charges were calculated
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by the Gasteiger and Marsili method [44]. This structure is used as an input for the
molecular dynamics method in order to improve the relaxation of the geometry [24].
The Car-Parrinello ab initio molecular dynamics calculations [24] are performed with
a projector augmented wave (PAW) basis set [15] (both methods were introduced in
Chapter 2).
After the relaxation of the structures, the forces are calculated with the FP-LAPW
method in order to obtain the best possible equilibrium structure even for demanding
transition metal complexes. We have performed non-spin polarized DFT calculations
- in contrast to spin-polarized ones - for the structure relaxation since the energy
associated with magnetism is much smaller than the cohesion energy and therefore,
possible changes on the atomic positions due to the magnetic energy can be assumed
to be negligible.
2. Once the reliable structures are obtained, we proceed to calculate and analyze the
electronic and magnetic properties with the FP-LAPW basis as implemented in the
Wien2k code [14]. Within this basis, calculations are done with both LDA and GGA
approximations in order to test these energy functionals. The choice of mun-tin
radii rmt, number of k-points in the irreducible FBZ and plane-wave cutos RKmax
were carefully tested for every compound. Finally, in order to extract the eective
microscopic Hamiltonian, the Cu-Cu hopping integrals were derived within the Nth
order mun tin orbital (NMTO) downfolding technique [6] [8] (see Chapter 2) as
implemented in the Stuttgart code [7]. Such estimates of the eective hopping inte-
grals are useful to dene the underlying low-energy magnetic model. More precisely,
the one-electron eective Cu-Cu hopping integral t, can be related to the Cu-Cu
magnetic exchange coupling interaction J via a second-order perturbative treatment
within the framework a many-body Hubbard model. Assuming that these couplings
are antiferromagnetic and neglecting ferromagnetic contributions, J can be estimated
as JAFM  4t2/Ueff where Ueff is the eective onsite Coulomb repulsion on the
magnetic ion site.
With this novel stepwise approach it has been possible to study complicated coordination
polymers, being also an eective procedure to obtain reliable structures for accurate quan-
tum mechanical analysis.Chapter 5: Results and Discussion 75
Due to the already discussed, characteristics of the metal-organic compounds, which make
them quite dicult to handle, the rst step of our theoretical methodology has been deve-
loped as a combination of eorts between dierent theoretical groups: the classical calcula-
tions were done together with Christian Buchsbaum and Prof. Martin Schmidt (Institute
for inorganic and analytic chemistry, JWG-Frankfurt University) and the geometry relaxa-
tions with molecular dynamics have been done by Harald Jeschke (Institute for theoretical
physics, JWG-Frankfurt University). This combined eort was applied only for the cases
of CuCCP and Fe(II)-triazole compounds due to the very demanding computational eort
require and the many derivatives of these compounds we have obtained.Chapter 5: Results and Discussion 76
5.2 New class of quantum magnets based on 1,4-
hydroquinone ligands
5.2.1 Geometry relaxation of CuCCP
A rst DFT analysis of the forces between the atoms shows that experimentally determined
CuCCP structure is still very unstable with forces of the order of 100mRyd per aB or
more for some atoms. As an example of the unstable results arising from the non-relaxed
structures, we show in Fig. 5.1 (a) the FP-LAPW density of states DOS within LDA approx-
imation for the experimental polymer structure CuCCP. In it is noticeable the pronounced
peak at the Fermi level, the presence of which is a consequence of the structural insta-
bility of the experimental structure (forces bigger than 100  mRyd=aB for some atoms).
Calculations with the GGA exchange correlation functional show very similar results for
the relaxed structure, therefore we show here only the LDA results. The hydrogen atom
contribution to the DOS has not been included because is not visible at this scale.
The pronounced peak disappears in the relaxed structure (see Fig. 5.1 (b)), and one can
observe characteristic quasi-one-dimensional van Hove singularities near the band edges
around the Fermi level. As a consequence of the relaxation, the bands between -4 eV
and -2 eV join together and the bands under -4 eV are shifted upwards in energy. Other
characteristics like the number of individual peaks in the structure without relaxation are
reduced in the relaxed one. The occupation of the states around the Fermi level does not
change after the relaxation. At the structural level, after the relaxation there were only
dierences in the values of the length bonds of the components, the nal obtained values
coincide with the standard ones found in the literature [1].
Electronic and magnetic properties
The following results were obtained with the FP-LAPW method. We have considered
mun tin values of 1.8, 1.3, 1,2, 1.1 and 0.79 u.a for Cu, O, N, C and H atoms respectively.
91 k-points in the irreducible FBZ has been used and a RKmax=3.8, which is reasonable
for systems containing hydrogen atoms. The calculations were done with both GGA and
LDA approximations for the exchange-correlation energy functionals. Both of them gave
us similar results, therefore we show in this section only the results obtained with the GGA







































Figure 5.1: Comparison between the total and partial DOS obtained for (a) the polymer
without relaxation (experimental structure) CuCCP and (b) the relaxed CuCCP polymer.
Figure 5.2 shows the orbital resolved Density of States (DOS) for the relaxed CuCCP. The
Fermi level has been adjusted to zero. In the unit cell there are two inequivalent N atoms
belonging to the pyrazole ring. In the DOS plot we identify them as N2 and N1, being N2
the one coordinating directly with the Cu ions. In this range of energy four regions are
dierenciated:
1. The region between -3.6 eV and -1.8 eV is governed by p orbitals of the O, N and C
atoms and the Cu 3d states. There is a small amount of N s and C s states in this
region, which is not possible to see in the plot due to the scale.
2. The region with a peak around -0.8 eV well separated from the other remaining states
in the valence band. This peak contain contributions from Cu dxy (as shown by the
band character in Fig. 5.3), O p and C p states and it is well separated from the otherChapter 5: Results and Discussion 78
regions.
3. The region corresponding to the DOS around the Fermi level has a predominant Cu
dx2 y2 character. It contains a signicant contribution from O p and N2 p states,
indicating important hybridization between these and the Cu d states. The presence
of C p and N2 s states in this region is a sign of the bonding nature of the organic
bridges which interconnect the Cu atoms.
4. The peak in the conduction region is well separated from the Fermi level. It is mainly
formed by C p states, with very small contribution from the N p and H s states.
The H s states in the compound contribute mainly in a range of energy lower than -1.6 eV














































Figure 5.2: Orbital resolved DOS for the relaxed structure CuCCP. The contribution of the
Cu s/O s/N1 s states are smaller than 0.1 % in this region and therefore are not shown.
In Fig. 5.3 the band structure for the relaxed CuCCP is shown, with the Cu d band character
denoted by bars on the side of the picture. The band character is calculated in the localChapter 5: Results and Discussion 79
coordinate frame of Cu which is dened with the local z direction pointing from the Cu to
out-of-plane N atom in the next layer and the y direction pointing from the Cu to in-plane
O atom. Cu is in a 3d9 conguration, with all d bands occupied except for the last band
which is half-lled. Both LDA and GGA predict a metallic behavior for this system.   
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Figure 5.3: Band structure for the relaxed Cu(II) polymer CuCCP in the GGA approxi-
mation along the path [22] F(0;1;0)- (0;0;0)-Z(0;0;1)-B(0:99; 0:13;0)- (0;0;0) in units
of =a, =b, =c. The bars indicate the dominant band character in the local coordinate
frame of Cu (see text for explanation).
Since the O-Cu-N angle in the CuO2N2 plane is not exactly 90, the various Cu d degrees
of freedom dened with respect to the local coordinate frame mentioned above show slight
admixtures. The arrangement of the Cu d states shown in the plot is the expected from
the usual splitting of 3d states in a square planar coordination as shown in chapter 4. In
particular, the Cu dx2 y2 band crossing the Fermi level contains also small contributions
from Cu dyz due to the distorted geometry. The gap between the Cu dx2 y2 state and
the next one, Cu dxy is around 1 eV. From the dispersion of the Cu d band at the Fermi
level we conrm the one-dimensional character of the structure. The paths F-  (parallelChapter 5: Results and Discussion 80
to the crystallographic b-direction) and B-  (parallel to the crystallographic a-direction)
which correspond to the inter-chain paths are almost dispersionless and the intrachain  -
Z-B (parallel to the c-direction) path shows a cosine-like behavior. An initial tight-binding
tting to the band around the Fermi level gives a hopping interaction between the Cu-
Cu ions along the chain (corresponding to the  -Z path in the band structure) of  79
meV. This one-electron hopping integral can be related to the Cu-Cu magnetic exchange
coupling interaction J via a second-order perturbative treatment starting with a many-body
Hubbard-like model. Calculations for the CuCCP in dierent magnetic congurations have
shown that the ground state of this polymer is antiferromagnetic. For antiferromagnetic
coupling and neglecting ferromagnetic contributions, we can use the estimate JAFM 
4t2
3/Ueff where Ueff is the eective onsite Coulomb repulsion on the Cu site. We consider
for Ueff typical values for Cu oxides [68] Ueff  4   6 eV. By choosing Ueff = 5 eV1,
we obtain nearest-neighbor coupling of JAFM  58 K which is somewhat larger than the
experimental estimate [118] J 21.5 K obtained by tting susceptibility data to an eective
nearest neighbor Heisenberg model, but remains of the same order of magnitude. A more
detailed calculation with massive downfolding procedure, by keeping only the Cu dx2 y2
degrees of freedom active and integrating out all the rest within the NMTO framework,
allows to obtain dierent hopping values corresponding to the directions shown in Figure
5.4. These values were calculated by B. Rahaman and T. Saha-Dasgupta from the S.N.
Bose National Center for Basic Sciences, India.
The largest hopping integral t3 = 79 meV which is directed along the chain (see Fig. 5.4),
agrees with the prior estimate from the FP-LAPW bands. All other hoppings correspond
to interchain Cu-Cu interactions and are almost an order of magnitude smaller: t1= 4
meV and t2= 8 meV correspond to the paths along a- and b-lattice directions respectively
(Cu-Cu distance  8  A). The t7=5 meV and t8=3 meV hoppings correspond to Cu-Cu
distances bigger than 8  A which are comparable with the intrachain Cu-Cu interactions t1
and t2. Due to the very small value of the intrachain hopping integrals in comparison with
the one along the chain, we still can argue that the compound has a quasi one-dimensional
character. A very useful tool to understand the obtained t hopping values is the charge
density plot obtained with the FP-LAPW method. It will be introduced when analyzed the
charge density for the CuCCP with substitutions in the following section.
1This is however, a very rough estimate since the Cu in this compound is surrounded by two O and two



















Figure 5.4: Cu-Cu interaction paths ti, where the index i = 1;2;3;7;8 denotes the ith
neighbor.
Spin-polarized calculations open a gap around the Fermi level as shown in Fig. 5.5. The Cu
d states are splitted in a lower occupied Hubbard band and an upper unoccupied Hubbard
band and the system is described as a Mott-Hubbard insulator.
The energy gap around the Fermi level is approximately 0.8 eV . The spin-polarization
splits also the contributions due to N, O and C atoms in order to keep the hybridizations
between Cu d states with N p and O p states but the ranges of energies, in comparison to the
non-spin polarized calculation (Fig. 5.2) remain almost unchanged except for the splitting
of the bands above and under the Fermi level. The cosinus-like character of the Cu-Cu
dx2 y2 band is kept in the spin-polarized case as shown in Figure 5.6. We obtain a total
magnetic moment per unit cell of 2 B, which correspond to two copper ions with S=1/2.
Inclusion of on-site electronic correlation with both LDA+U(AMF) and SIC schemes (see
Chapter 2) widens the gap between the Cu d upper and lower bands around the Fermi level



































Figure 5.5: Partial spin-polarized DOS for the relaxed CuCCP compound. In it the contri-
bution from spin up (upper panel) and spin down (lower panel) are shown. For simplicity
the total density of states have been removed.
5.2.2 Cu(II)-NH2 and Cu(II)-CN polymers
In order to construct the rst set of model structures, the H atoms in the hydroquinone
were replaced by aminophenol (NH2) and cyanophenol (CN) groups, in the following these
new structures will be referred as Cu(II)-NH2 and Cu(II)-CN compounds respectively. The
symmetry and cell parameters were kept unchanged with respect to the unsubstituted Cu
polymer system CuCCP and relaxing only the atomic positions of the light atoms. These
molecules were introduced with the constrain that the center of inversion in the center
of the hydroquinone ring must be preserved, then the structures were relaxed until the
forces on the atoms were suciently small to ensure stability of the quantum mechanical
calculations, following the procedure described in Section 5.1. The Appendix A contains
the relaxed structural data. Figure 5.7 shows the obtained structure Cu(II)-NH2. After
the nal relaxation, the H atoms belonging to the substituted amino group are tilted out of
the plane dened by the benzene rings, on the opposite, the cyano-group did not show any
distortion or tilting with respect to the hydroquinone ring in the Cu(II)-CN compound. In
order to account quantitatively the structural changes that the polymers undergoes under
the various substitutions, we dene the angle between the vector perpendicular to the
CuO2N2 plane and the vector perpendicular to the benzene ring (see Fig. 4.2) as the tiltingChapter 5: Results and Discussion 83
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Figure 5.6: Band structure for CuCCP in the spin-polarized calculation. (a) spin up and
(b) spin down.
angle #. The substitution of H by NH2 or CN in the hydroquinone rings induces a tilting
from #=34.9 in CuCCP to #=37.3 in Cu(II)-NH2 and #=36.3 in Cu(II)-CN.
We have used the same mun tin radii, RKmax, number of k-points in the irreducible FBZ
and exchange-correlation functionals used in the case of CuCCP, in order to confront the
obtained electronic and magnetic properties of the modied structures with the original one.
In Figs. 5.8 (a) and (b) we present the FP-LAPW orbital resolved DOS for the Cu(II)-NH2
and the Cu(II)-CN within the GGA approximation. It shows the contribution to the total
DOS of Cu, O, N, C atoms and the groups NH2 and CN.
One can observe a modication of the detailed shape of the DOS for Cu, O, N and C
between Figs. 5.8 (a) and 5.8 (b) and the DOS for the CuCCP:
 The bands, that in the CuCCP compound where located between -2 eV and -4 eV
are now extended above -2 eV and further below -4 eV. The gap between these bands
and the next one nearer to the Fermi level diminishes in 0.1 eV.
 The contribution of the N states to manyfold immediately under the one around theChapter 5: Results and Discussion 84
NH2
NH2
Figure 5.7: Four unit cells of CuCCP where two hydrogen atoms in the hydroquinone rings
have been substituted by two amino groups. Notice the tilting of the hydrogen atoms
belonging to the molecule NH2.
Fermi level diminishes in both cases. The N atoms belonging to the NH2 molecule
contributes to this peak. The value of the gap between these peak and the one around
the Fermi level remains the same in the case of the CN substitution but with the NH2
substitution, it diminishes in 0.2 eV.
 The peak around the Fermi level in both cases contains also contribution mainly from
the Cu d, O p and N p states, but the weight of the N p contribution in Cu(II)-CN in
comparison to the CuCCP is smaller.
 The manyfolds in the conduction band, composed mainly by C p states, are closer to
the Fermi level in Cu(II)-CN system than in the other two cases.
The most important feature is the dierent electronic nature of the NH2 and CN groups.
While the CN group contribution to the DOS lie in a low energy range into the valence
band, the NH2 group has appreciable contribution near the Fermi level, which indicates
its involvement in the eective interaction paths between copper atoms as will seen more
clearly in the study of the Wannier-like orbitals. The N s in both cases contributes to the
band around the Fermi level, as in the CuCCP, which is a sign of the nature of the bonding.
These characteristics re


















































































































Figure 5.8: Orbital resolved DOS for (a) Cu(II)-NH2 and (b) Cu(II)-CN; (c) comparison
between the contribution of NH2 and CN groups to the DOS at EF in a blown up scale,
the green line indicates the contribution of the N s states in this energy range.Chapter 5: Results and Discussion 86
Table 5.1: Comparison of the values (given in meV) for the Cu{Cu hopping integrals cal-
culated with the NMTO downfolding method for the relaxed CuCCP, Cu(II)-NH2 and
Cu(II)-CN structures. The subscripts i= 1,2,3,7,8,12 denote the ith Cu{Cu nearest neigh-
bors. Note that t4, t5, t6 are missing since these values are less than one hundredth of
1 meV in the calculation. See Figure 5.4.
Path CuCCP Cu(II)-NH2 Cu(II)-CN
t1 4 9 22
t2 8 3 0
t3 79 88 68
t7 5 1 9
t8 3 8 8
t12 0 0 9
CN respectively. Spin-polarized calculations as well as the inclusion of U correlations open
a gap around the Fermi level for these compounds, as in the CuCCP case. Therefore, both
compounds behave as a Mott insulator.
Figure 5.9 shows a comparison of the band structure for the relaxed CuCCP, Cu(II)-NH2 and
the Cu(II)-CN polymers in the energy range [-0.25 eV, 0.25 eV] where only the Cu dx2 y2
dominated band is involved. Though the basic nature of the dispersion remains the same
upon substitution, there are ne changes in details of the band dispersion induced by the
substitutions. While the NH2 seems to be the most eective substitution to increase the
intrachain Cu{Cu interaction (the bandwidth widens along the  -Z-B path for the Cu(II)-
NH2 system), the CN substitution reduces this interaction (note the bandwidth narrowing
along the  -Z-B path for the Cu(II)-CN system) but enhances certain interchain couplings.
The almost dispersionless behavior along F-  and B-  in the CuCCP polymer becomes more
dispersive with the introduction of the CN molecule. Description of such ne and subtle
changes needs some quantitative measures which can be best described by the changes in
eective Cu-Cu hoppings. This is shown in Table 5.1 which contains the hopping inte-
grals obtained within the NMTO downfolding method. These values were obtained by B.
Rahaman and T. Saha-Dasgupta from the S.N. Bose National Center for Basic Sciences,
India.
Note that the t1 hopping for the Cu(II)-CN system along the crystallographic a direction
is enhanced by a factor of 4.5. Similarly, t7 and t8 hopping terms for the Cu(II)-CN system
between neighboring Cu chains in the b direction (see Fig. 5.4) are almost 2-3 times larger
compared to that of the CuCCP system. The long-ranged t12 hopping parameter betweenChapter 5: Results and Discussion 87
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Figure 5.9: Comparison of the band around the Fermi level between (from top to bottom)
the relaxed CuCCP, Cu(II)-NH2 and Cu(II)-CN respectively. In all cases the same path in
the irreducible FBZ described for CuCCP was used.
neighboring chains along the a axis also attains appreciable enhancement compared to a
vanishing small value for the CuCCP system. Similarly, t1 and t8 are enhanced by factors
 2-3 in Cu(II)-NH2. Among all these hopping values, only t2 shows the exception of being
systematically decreased upon substitution. The predominant hopping t3 is enhanced in
Cu(II)-NH2 system and reduced in Cu(II)-CN system as already predicted from bandwidth
arguments.
A very helpful tool to understand the origin of the change in the hopping values discussed
previously, is the charge density plot. Figure 5.10 shows the 3D charge density plots for
the three Cu(II) models presented so far. The charge density has the expected Cu dx2 y2
symmetry at the central Cu site, with the bigger concentration of charge around it (i.e.,
in the Cu-O-N core). The shapes of the orbitals sitting at other sites correspond to the
characteristic charge distribution of hybridized s and p orbitals of the various components
of the polymers (known as  bonds). Note that the Cu d, O p and N p antibonding orbitals
in the basic CuN2O2 square plaquette remain similar in all three cases but the orbitalChapter 5: Results and Discussion 88
distribution in the hydroquinone ring is markedly dierent.
The changes are most prominent for the NH2 substituted case with the orbitals attaining
appreciable weight at the sites in the hydroquinone ring, which correspond to an increase in
the overlap of the p orbitals lobes of the carbon atoms in the ring. To be noticed also is the
occurrence of weight at the NH2 assembly which is in accordance with the orbital resolved
DOS study. This leads to an enhancement in both intra- and some interchain Cu{Cu
interactions, caused by the larger overlap of the orbitals. The enhancement happens via
two dierent routes: one is due to the dierent tilting of the benzene ring compared to
the original compound and the other one is the opening of additional interaction paths via
the NH2 group which enhances the intrachain t3 as well as interchain interactions t1 and
t8 as can be seen in the quantitative estimates of the hopping interactions in Table 5.1.
In the case of the CN substitution, there is not overlap of the carbon p lobes reducing
the possibility of the presence of additional intrachain pathways, which is re
ected in the
reduced intrachain (t3) hopping interaction. However the mechanism via the tilting of the
hydroquinone ring is still operative which is seen in the enhancement of several interchain
couplings, especially t1.
The one-electron hopping integrals between Cu atoms in Table 5.1 can be related to the
Cu-Cu magnetic exchange coupling interaction J via a second-order perturbative treatment
starting with a many-body Hubbard-like model as done previously for CuCCP polymer. The
JAFM values estimated for Cu(II)-NH2 are JAFM  72 K and for Cu(II)-CN is JAFM  43 K.
Out of these estimates one can predict the trend of enhancing the Cu{Cu interaction through
introduction of NH2 while reducing it through introduction of CN groups. The introduction
of CN groups on the other hand enhances some long-ranged interchain interaction paths
which were absent in the CuCCP polymer.
5.2.3 Cu(II)-H2O and Cu(II)-NH3
The second set of modications has been the introduction of two kinds of ligands, H2O and
NH3, in the CuCCP polymer (see Figs. 5.11 and 5.12).
The goal with these models is to study the eect of H2O and NH3 satellites on the CuCCP
structure as well as to search for possible routes to change the Cu coordination from planar
to octahedral. In the original crystal structure the chains are quite densely stacked. The




















Figure 5.10: 3D charge density in the energy isovalue  = 0.003 e/ A3 for (a) relaxed
CuCCP polymer, (b) Cu(II)-NH2 polymer, and (c) Cu(II)-CN polymer; (d) indicates the
atom positions common to (a)-(c). The N-C-C-C-H chain of atoms appearing above the









Figure 5.11: Crystal structure of the Cu(II) polymer with water ligands (Cu(II)-H2O).
Shown are also the unit cell (vectors a, b and c) and the hydrogen bonds (dashed lines).
molecular distances between the H2O (NH3) moieties and the neighboring chains, or to
a considerable increase of the distances between the chains, resulting in an unrealistically
loosely packed structure. Therefore the crystal structuctures of Cu(II)-H2O and Cu(II)-NH3
polymers were fully optimized, including an optimization of the lattice parameters. More-
over, in order to achieve a better packing of the Cu(II) polymer chains with a favourable
lattice energy, the Cu(II) chains shifted in the optimization process both sideways as well
as along the chain direction with respect to each other. In Table 5.2 is shown a comparison
between the lattice parameters and the volume of the original structure CuCCP and the
ones obtained for the modied structures. The resulting fractional positions are shown in
Appendix A. In Table 5.3 are shown the Cu-Cu interchain (along c-axis) and intrachain
(a- and b-axis) distances for CuCCP and the resulting ones for the relaxed Cu(II)-H2O and
Cu(II)-NH3 polymers. In general, the change of packing is characterized by the increase of
the Cu-Cu distance along the b-axis as well as in the volume.









Figure 5.12: Crystal structure of the Cu(II) polymer with ammonia ligands (Cu(II)-NH3).
Shown are also the unit cell (vectors a, b and c) and the hydrogen bonds (dashed lines).
distances of dCuO=2.17  A while the Cu-O and Cu-N in-plane distances are dCuO=1.99  A
and dCuN=2.01  A, respectively. This corresponds to a distorted octahedron elongated along
the Cu-H2O direction (see Fig. 5.11). For the case of the NH3 ligands the Cu-N (N of the
NH3 molecule) distances are dCuN=2.14  A, while the Cu-O and Cu-N in-plane distances
are dCuO=2.02  A and dCuN=2.03  A, also giving rise to an elongated octahedron along
the Cu-NH3 direction (see Fig. 5.12). The ligands close to the Cu(II) center also induce a
tilting of the hydroquinone ring with respect to the CuO2N2 plane. From the initial angle
of #=34.9 in CuCCP, the tilting due to the H2O ligand is quite signicant, leading to a
value #=42.9  in Cu(II)-H2O. The NH3 molecule, instead, leads to a lowering of this angle
to #=31.8  in Cu(II)-NH3.
For these calculations, within the FP-LAPW scheme, we have considered the same number
of k-points in the irreducible FBZ, RKmax values and exchange-correlation functional as
in the previous cases, however we had to use dierent mun tin values due to changes in
the lengths of bonds involving C and H. The mun tin values considered are 1.8, 1.2, 1,2,Chapter 5: Results and Discussion 92
Table 5.2: Lattice parameters for the structure CuCCP and models CuCCP-H2O and
CuCCP-NH3
Structure a ( A) b ( A) c( A) () () 
() V( A3)
CuCCP exp 5.172 7.959 8.230 118.221 91.520 100.148 291.47
CuCCP-H2O 5.234 11.249 8.072 117.611 68.822 127.155 330.43
CuCCP-NH3 5.459 11.597 8.349 118.423 68.840 130.883 350.49
Table 5.3: Comparison of the Cu-Cu distances between CuCCP and models CuCCP-H2O
and CuCCP-NH3.
Distance ( A) CuCCP CuCCP-H2O CuCCP-NH3
Cu-Cu (intrachain, along c-axis) 8.229 8.072 8.349
Cu-Cu (interchain, stack along a-axis) 5.172 5.234 5.459
Cu-Cu (interchain, stack along b-axis) 7.958 11.249 11.596
1.1 and 0.66 u.a for Cu, O, N, C and H atoms respectively. In Figure (5.13) is shown the
orbital resolved density of states for Cu(II)-H2O and Cu(II)-NH3 compounds within the
GGA approximation, where the contribution to the total DOS of Cu d, O p, N p/s, C p and
the molecules H2O and NH3 are shown in detail. The contribution to the DOS of O s and C
s are less than 0.1 % and therefore are not shown in the plots. Figures 5.14 and 5.15 contain
the band structure for the Cu(II)-H2O and Cu(II)-NH3 compounds respectively, with the
Cu-3d band character shown by bars on the right side. The band characters are given on
the local frame of Cu which is dened with the local z-direction pointing from the Cu to
the H2O molecule (or to the NH3 molecule in the case of the Cu(II)-NH3 polymer) and the
y-direction pointing from the Cu to the in-plane O atom. In this case is not straightforward
to compare the characteristics of the density of states with the one of the CuCCP polymer,
because for these new compounds, the lattice parameters and therefore the packing has
changed allowing for the inclusion of the new molecules.
The DOS, for both structures, is well dened in four regions as in the CuCCP case. The
Cu contribution to the DOS form well localized peaks, located mainly in the upper part
of the valence region under -1.8 eV. The main contribution from the rest of the atoms in
this region is located under these Cu peaks, indicating a small hybridization of these Cu
states with the rest of the atoms. Because this characteristic is similar in both compounds,
this could be an eect derived from the new packing. A well isolated manyfold composed
































































































Figure 5.13: Orbital resolved DOS for (a) Cu(II)-H2O and (b) Cu(II)-NH3.
eV in Cu(II)-NH3. We see from the band structure character (Figures 5.14 and 5.15),
these Cu peaks correspond to Cu dxy, dxz and dyz states. There is a well dened manyfold
very close to the one around the Fermi level of mainly Cu dz2 character, explaining the
presence of a signicant contribution of H2O states in the same energy range in the DOS
corresponding to Cu(II)-H2O. This accounts for the interaction between H2O and Cu dz2
states along the apical position of the Cu atom considered as the z-axis in the local reference
system of the Cu. In both polymers, all atoms (except the H2O molecules in Cu(II)-H2O)
contribute to the peak around the Fermi level. The Cu dx2 y2 state contribute to this
manyfold accounting for hybridizations between Cu d and N p and O p states.
In the Cu(II)-NH3 case, the Cu dz2 states are so close to the Fermi level that it seems toChapter 5: Results and Discussion 94
overlap the peak localized around the Fermi level in the DOS plot, however as seen in the
detailed plot of band structure, Figure 5.15(b), these manyfolds do not overlap. The over-
lapping seen in the DOS is due to the Gaussian broadening2. Interestingly, the contribution
of N p/s states is smaller and more localized around the Fermi level in comparison to all
the other cases. The NH3 states have a considerable contribution to this manyfold.
  
F  Γ  Z  B  Γ 



































F  Γ  Z  B  Γ 



















Figure 5.14: Band structure of Cu(II)-H2O compound. (a) the bars indicate the dominant
band character in the local coordinate frame of Cu (see text for explanation) (b) detailed
plot of the band structure around the Fermi level.
2In practice a temperature or a gaussian broadening is added to the DOS in order to take into account
the experimental broadening eects in spectral lines.Chapter 5: Results and Discussion 95
A more detailed analysis on the band structure of Cu(II)-H2O polymer (Fig. 5.14) reveals
it preserves the quasi 1D character present in the original CuCCP polymer. This is shown
by the cosinus-like character of the band along the  -Z path (along the chain), which is
seen in more detail in Figure 5.14(b). In this case (in fact in both compounds, as will be
shown below), the inclusion of molecules in the apical positions changes the arrangement
of the Cu 3d states, the Cu dz2 goes up in energy closer to the Cu dx2 y2 and the Cu dxy
states go down closer to the dxz and dyz states. This arrangement is similar to the splitting
of 3d states into two sets in an octahedral conguration, t2g and eg states. In Cu(II)-H2O
polymer, the octahedral environment is rather distorted splitting further the t2g and eg
states.
The most interesting eect is seen in the band structure of Cu(II)-NH3 (see Fig. 5.15). The
Cu dz2 states are rather close to the dx2 y2 states mixing in the band immediately below
the Fermi level. This mixing explains the cosinus-like shape of this band along the  -Z path
corresponding to the intrachain direction. The band around the Fermi level, formed by
dx2 y2 loose its cosinus-like behavior along the c-direction, which is the intrachain Cu-Cu
interaction. This is compensated by an increment in the Cu-Cu interchain interactions,
as shown by the non-
at dispersion of the bands along the interchain paths  -F and B-
 . As explained above, in this case, the arrangement of the Cu 3d states indicates the
successful change in coordination from planar to octahedral. Notice that in these two cases,
the dispersion along the path F-  is not 
at, opposite to what have been found in CuCCP,
Cu(II)-NH2 and Cu(II)-CN polymers, which could be also consequence of the change of
packing in the new structures.
In order to quantify the eect of the H2O and NH3 ligands on the electronic properties of
CuCCP, we show in Table 5.4 the values of the Cu{Cu hopping integrals calculated with the
NMTO downfolding method where the hopping parameters for the original CuCCP have
been included for comparison.
Note that the intrachain Cu{Cu coupling is reduced by a factor of 1.5-3.5 with the inclusion
of both ligands. The reduction is especially signicant with NH3, which is associated with
the mixing of Cu dz2 and dx2 y2 states near to the Fermi level and the almost 
at dispersion
along the intrachain Cu{Cu direction. The only Cu{Cu interchain path that is enhanced is
t1 which is between Cu in nearest neighbor chains (along F-  in the band structure) and
has its origin in the hydrogen bonds between the H of the H2O (NH3) molecule and the O of
the hydroquinone fragments in the chains. Relating the magnetic superexchange couplingChapter 5: Results and Discussion 96
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Figure 5.15: Band structure of Cu(II)-NH3 compound. (a) the bars indicate the dominant
band character in the local coordinate frame of Cu (see text for explanation.) (b) detailed
plot of the band structure around the Fermi level.Chapter 5: Results and Discussion 97
Table 5.4: Values for the Cu{Cu hopping integrals calculated with the NMTO downfol-
ding method for the relaxed CuCCP, Cu(II)-H2O and Cu(II)-NH3 structures. The values
are given in meV. The subscripts i = 1;2;3;7;8;12 denote the ith nearest neighbors. See
Fig. 5.4.
Path CuCCP Cu(II)-H2O Cu(II)-NH3
t1 4 8 11
t2 8 7 5
t3 79 57 22
t7 5 1 1
t8 3 0 0
t12 0 0 0
interaction J with the eective hopping interaction t via JAFM  4t2
3/Ueff as was done for
the rst substitutions, and using also Ueff  5 eV, the nearest-neighbor coupling for the
Cu(II)-H2O is calculated to be JAFM  28 K and for Cu(II)-NH3 to be JAFM  4.2 K.
Thus we have obtained compounds with very small exchange constants which are suitable
for studying physical phenomena in regions where the applied magnetic eld overcome the
J value.
Charge density calculations for this compounds for energies around the Fermi level showed a
mix between the Cu dx2 y2 and dz2 states because they are so close, which is not correct as
we see from the band structure. This problem is solved by using NMTO methods which are
able to pick-up just the states that belong to the band around the Fermi level integrating
out the other degrees of freedom, as explained in the Chapter 2. The Wannier orbital plots
are shown in Fig. 5.16. From it we can observe that the distorted octahedral environment
of the Cu in the Cu(II)-NH3 structures induces very little mixing of the Cu dz2 orbital to
the predominant dx2 y2. Also note the little contribution of weight in the hydroquinone
ring, in both Cu(II)-NH3 and Cu(II)-H2O, in contrast to the previous discussed systems
(see Fig. 5.10) which is a manifestation of the isolated nature of Cu in these structures.
The inclusion of the H2O and NH3 satellites, does not change the Cu oxidation state of
almost 2+ as observed in our calculations. While the GGA calculations give a metallic
behavior with a half-lled predominantly Cu dx2 y2 band, spin-polarized calculations and
the inclusion of correlation eects with LDA+U drive the system to an insulating state.






















Figure 5.16: Cu Wannier functions for (a) the Cu(II)-H2O and (b) Cu(II)-NH3 systems, (c)
indicates the atomic positions common to (a) and (b).Chapter 5: Results and Discussion 99
5.2.4 TK91
The following results have been obtained within the FP-LAPW method, for this calculations
we have considered mun tin values of 2.0, 1.2, 1,4, 1.0, 1.5, 1.5 and 0.79 u.a for Cu, O,
N, C, S, F and H atoms respectively. 100 k-points in the irreducible FBZ has been used
and a RKmax =3.44, which is reasonable for systems that contain hydrogen atoms. A
combination of LAPW/APW+lo was used for the Cu states. The calculations were done
with both GGA approximation for the exchange-correlation energy functionals because the
main building blocks of this compounds are CuCCP-type polymers and for this polymers
we got that both LDA and GGA give us similar results. Figure 5.20 shows the contribution
of all atoms belonging to the compound to the Density of States (the S p states contribute
in energy ranges lower than the energy range showed and therefore its contribution is not
shown) and Figure 5.18 shows the contribution to the DOS for the atoms surrounding the












































Figure 5.17: Partial density of states for TK91. The contribution from S s/p states in this
energy region are less than 0.1 % and therefore in this scale is not possible to see it.
The region between -4 eV and -1 eV contains contribution from all atoms states, mainly
from Cu d and O p. The Cu d atoms in this region have dxy, dyz and dxz which are located
between the axis that joins Cu and O and N atoms. The peak between -0.4 eV and -0.6 eVChapter 5: Results and Discussion 100
has a Cu dz2 which hybridizes in that energy region mainly with O p states. This manyfold
is separated in approximately 0.3 eV to the peak around the Fermi level. This peak has
a Cu dx2 y2 character with contributions from O p and N p and in smaller amount from
C p. This is a sign of the bonding nature of the bridges between Cu-Cu. The states in
the conduction region are well separated from the valence states and contain, in the energy
range shown in the gure, contributions from N p and C p states. The general characteristics
of the DOS for the Cu atoms are similar to the ones obtained for the CuCCP compound
(Fig. 5.2). As expected, the presence of extra components in TK91 in comparison to CuCPP
like for instance the apparent coupling of the chains, the DMF ligands, seem not to have a
stronger in
uence on the intrinsic properties of Cu ions coupled by hydroquinone linkers.
The most interesting feature is the lack of O3 p states around the Fermi level, as shown in
Figure 5.18, which could be an indication of the isolated nature of the dimers because its
completely lled states do not provide a route where the electrons can travel. Spin polarized
calculations show the Cu ions in this compound have a S=1/2 and the density of states
presents a gap around the Fermi level, in a similar way as in the CuCPP, revealing Mott


































































Figure 5.18: (left) Partial density of states from the atoms belonging to the Cu crystal eld,
(right) Cu crystal eld.
The FP-LAPW bands shown in Figure 5.19, plotted only in the region around the Fermi
level, reveal the weak quasi two dimensional character of the compound. The main Cu-Cu
interaction is directed along the chains, with a 
at band along the b-direction, which isChapter 5: Results and Discussion 101
Figure 5.19: Band structure around the Fermi level for TK91 in the GGA approximation.
the direction where the nearest neighbor Cu-Cu are connected and a small dispersion along
the c-direction, which is the direction of the longest Cu-Cu distance. The Table 5.5 shows
the calculated hopping values corresponding to the dierent paths shown in Figure 5.20,
obtained by tting the band around the Fermi level with tight-binding.
Table 5.5: Values for the Cu{Cu hopping integrals given in eV. The subscripts i= 1,2,3,de-
note the ith Cu{Cu nearest neighbors. Also shown the Cu-Cu distances corresponding to
these paths.
Path dCu Cu( A) t (eV) J (K)
1 (along a-axis) 8.36 0.007 5.39
2 (along b-axis) 3.27 0 0
3 (along c-axis) 13.16 0.001 0.11
As in the case of CuCCP compound, the superexchange coupling interaction J values are
related to the hopping parameters t via JAFM  4t2=U. In this case we used U=4 eV.
The coupling across the modied hydroquinone ligands is labelled J1, the coupling across
oxygen ions J2 and the coupling across anion sheets J3. The coupling constant obtained
underestimate the experimental value J1=kB = 9.4 K, while the same value calculated with
LMTO/NMTO (the estimation was performed by B. Rahaman and T. Saha-Dasgupta from
the S.N. Bose National Center for Basic Sciences, India) overestimate it, J1  10 K, however
while LMTO/NMTO gives a 3D character to this compound, with J2 and J3  1 K we have





Figure 5.20: Cu-Cu interaction paths in the TK91 compound.
coupling between the dimers, which is the behavior that is observed experimentally3. The
discrepancy between this two methods is due mainly to the fact that LMTO is a reliable
method for closed packed system, while in very open systems as TK91, small changes in
the mun-tin spheres can produce very dierent results in the results. Interestingly, the
apparent obvious dimer unity, which is the one between nearest neighbor coppers depicted
by polyhedra in Figure 5.20 is not such one, actually it is the dimer unit formed by copper
atoms linked by the hydroquinone ring, which has a Cu-Cu distance of approximately 8  A.
It is also interesting the fact that there is an interaction between the Cu-Cu atoms which
have a distance of  13  A, in contrast with the zero interaction between the Cu-Cu atoms
with the shortest distance in the material.
In order to understand this result, we have plotted the 3D charge density for the compound,
which is shown in Figure 5.21(a),(b).
It shows the charge is concentrated mainly in the Cu-N-O plane, with almost no charge in
the hydroquinone ring or in the region between the apparent Cu-Cu dimer. This charge con-
tained in the plane of the Cu atoms is known as a delta bonding, which explains that bigger
J is directed along the hydroquinone and the almost zero interaction between the nearest
neighbor Cu atoms. Figure 5.21(c) shows the charge density for the CuCCP calculated with







Figure 5.21: Charge density calculated for an isovalue =0.008 e/ A3 for TK91, (b) shows
in more detail the charge density along the polymeric chains of the compound and (c) is
the charge density of CuCCP for the same  value for comparison.
the same isovalue as for TK91. The very similar characteristics in both cases, indicates the
strong in
uence of the hydroquinone on the Cu-Cu interactions and its tendency of pre-
serve this behavior along dierent modications to the structures. This constitutes a very
interesting result which could be used when attempting to design materials with small J
interactions concentrated in only one direction.Chapter 5: Results and Discussion 104
5.3 Magnetic phenomena in zero-, one- and two-dimensional
compounds
5.3.1 Cu4OCl6daca4
The electronic and magnetic properties have been calculated for the compound at T=80 K
and T=340 K with the FP-LAPW basis set. In Table 5.6 the mun tin radii selected the
atoms in the compound are presented. Within the mun tin chosen for Cu, the 4s states
are excluded (the average radii for the wave functions belonging to these states is 2.7 u.a),
thus these states lie in the interstitial region. We have used a mixed LAPW/APW+lo basis
for the Cu atoms. The valence wave functions have been expanded up to `=10. A number
of 48 k-points in the irreducible FBZ and RKmax  3.41 were necessary for achieving a
good precision.
Table 5.6: Magnetic moment ((mB/atom)) within the mun-tin radii (rrmt) and its
% of the total moment. For the interstitial the moment is normalized per formula unit
(f.u=CuO0:25Cl1:5 daca)
.
Atom rmt  %
Cu 2.1 0.58350 58
O 1.4 0.44204 11
Cl1 1.6 0.08352 8.3
Cl2 1.6 0.09027 4.5
N1 1.2 0.14477 2.9
interstitial 0.14477 14
Figure 5.22 shows the orbital resolved density of states for the compound at T=80 K and
T=340 K within the GGA approximation for the exchange correlation energy functional.
Within the GGA approximation we obtain that the Cu d states are partially occupied and
therefore the system is metallic. In general, we observe a very narrow and sharp contribution
of Cu d and Cl p, N p and O p states in the manyfold around the Fermi level. This band
is well separated from the rest of the valence and conduction states at both temperatures.
These features indicate that these states strongly hybridize and that the system is almost
zero dimensional, formed by well isolated tetrahedra. The band at the Fermi level is narrow
with bandwidth less than 0.2 eV, indicating that there is almost no interaction between the
tetrahedra. This could be an indication that the interaction between the tetrahedra is veryChapter 5: Results and Discussion 105































































































Figure 5.22: Orbital resolved DOS for Cu-daca compound at T=80K (above) and T=340
K (below).
By comparing both DOS plots, we see that with the change of temperature which, induces
changes in the organic part of the compound, there is a redistribution of the states of the
organic links in the valence region. This reorganization induces changes in the qualitative
characteristics of the Cu d states, but the gap between the band around the Fermi level
and the next occupied states as well as the occupation of these states, remains the same atChapter 5: Results and Discussion 106
both temperatures.
Spin polarized calculations open a small gap at the Fermi level for the compound at both
temperatures T=80 K and T=340 K. Qualitatively they show the same characteristics
therefore, we show only one case in Figure 5.23. In it the contribution of the Cu d states to
the DOS for the majority (spin up) and minority (spin down) spin channels is presented.
The integral under the DOS curve corresponding to the Cu d states conrms that the Cu2+
ions are in the 3d9 conguration. From the gure it follows that the occupation of the
spin-up and spin-down Cu d states, which is obtained by calculating the area under the
DOS curve, are very similar giving a small magnetic d-moment. Table 5.6 contains the
magnetic moment at the cluster core inside the mun tin radii. The unpaired Cu electron
is strongly delocalized via hybridization mainly with oxygen and less strongly with chlorine
and nitrogen. These results exclude a mixed valence state in this compound, which is one


































Figure 5.23: Spin polarized DOS at T=80 K. The upper panel corresponds to the contri-
bution to the DOS of the majority channel, the lower panel the minority channel one.
Examination of the crystal eld splitting (Figure 5.24) in the local reference frame of the
CuCl3ON trigonal bipyramid, shows that the unpaired electron of the Cu2+ ion occupies
the dz2 singlet orbital with no angular momentum. The energy dierence between this
state and the next lowest one is around 900 meV, so the dz2 orbital remains nondegenerate.
With fact we reject the proposed model by Lines[72] who attempts to explain the anomalousChapter 5: Results and Discussion 107
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Figure 5.24: Crystal eld splitting of Cu ions in the bipyramidal coordination given in
Cu4OCl6daca4.
The dierence Fourier map through the N-O-N plane of the molecule (Fig. 5.25(a)) shows
additional electron density near Cu atoms at T=80 K. The tiny peaks (0.38 and 0.31 e/ A3)
are displaced along z by 0.84(5)  A and 0.73(10)  A from Cu towards O and N respectively.
At T=340 K (Fig. 5.25(b)) these peaks are less pronounced (0.24 e/ A3). These dierence
electron density peaks near Cu and O, N, C positions evidence the delocalization of e-density
in the O-Cu-NC bonds. No smearing of electron density near copper atoms or an increase
of their anisotropic displacement parameters is observed implying the absence of a static
and/or dynamic Jahn-Teller eect at T=80 K. The part (b) of the above mentioned gures
show the projection on the plane spanned by N-O-Cl of the calculated charge density map of
the band around the Fermi level which are agreement with the measured dierence Fourier
map from the T=80 K X-ray diraction experiment shown in Figure 5.25. Its explain the
additional electron density near Cu atoms, towards N and O described by the experimental
report. The presence of charge between N and Cu indicates the covalent character of the
bonding between them. The shape of the charge density in the Cu positions correspond
to the d2
z shape-like. In this case the mixing between dierent atomic orbitals is relatively
low, therefore is possible to distinguish the p states belonging to Cl, O and N. The charge
density at both temperatures show similar characteristics because the magnetic core does
not change with the change of temperature. This implies also, that the rearrangement of
the organic components of the compound does not have or have very small eect on theChapter 5: Results and Discussion 108










Figure 5.25: Comparison between (a) the dierence Fourier map of Cu4OCl6daca4 from
X-ray single data and (b) the 2D calculated charge density for the compound at T= 80 K
(above) and at T= 340 K (below).
Figure 5.26 shows the 3D charge density for the compound at T=80 K, the one at T=340
K presents the same characteristics and therefore is not presented here. Both of them show
the characteristic shape of the Cu dz2. The lobes are directed towards the O atom showing
the strong interaction between these orbitals and the O p orbital. The presence of a charge
in the Cl atom indicates its active role in the superexchange interaction between Cu-Cu by
means of Cl atoms.Chapter 5: Results and Discussion 109
Figure 5.26: 3D charge density of Cu4OCl6daca4 at T= 80 K, for a energy isovalue =0.01
e/ A.
Inspection of the interatomic distances and angles as presented in Section 4.3.1 suggests
the Cu-O-Cu magnetic exchange is antiferromagnetic (angle  108 ), while the Cu-Cl-Cu
(angle  80 ) one is ferromagnetic. Therefore it will be reasonable to postulate an scenario
were the intratetrahedral exchange couplings are not uniform. Such a picture is reinforced
by a M/H calculation for a model comprising two types of clusters, (i) with isotropic AFM
exchange J -20 K, (ii) with three AFM (J  -20 K) and three FM (J1j  20 K, j =2...4)
couplings, and a small paramagnetic contribution. In such case the magnetic susceptibility
(M/H) can be written as
 = 1 + 2 + 3 (5.1)
where 1 is the susceptibility of the isolated AFM clusters, 2 the susceptibility of the
AFM/FM clusters coupled via an AFM intercluster exchange. 3 is the paramagnetic con-Chapter 5: Results and Discussion 110
Figure 5.27: Calculated (black) and experimental (red) dc-magnetization (M/H) of the
single crystal as well as the separate contributions of AFM clusters 1 (violet), of AFM/FM
clusters 2 (blue) and the paramagnetic term 3 (green).
tribution. The best t for the susceptibility is presented in Figure 5.27. It was obtaining
by assuming that the crystal is composed of 1/3 of AFM clusters and 2/3 AFM/FM clus-
ters. According to the t, AFM/FM clusters are coupled by short range AFM intercluster
exchange. Neglecting this exchange or introducing intercluster exchange between AFM
clusters results in much worse ts. Surely such intercluster correlations is unrealistic for the
ideal Cu-daca system, as the distances between the molecules are too large. Yet the pres-
ence of such interactions is feasible when numerous defects on grain boundaries are taken
into account. These defects are formed while cooling (the quality of the samples decrease
dramatically) and are extremely dependent on sample growth and on thermal treatment.
Therefore, dierent single crystals have dierent 1, 2 and 3 contributions.
In order to support or reject this scenario, at the theoretical level, we have attempted
to calculate the exchange paths within the tetrahedra, by considering dierent magnetic
congurations, as the ones shown in Figure 5.28. However, due to the highly frustrated
nature of the compound the magnetic momenta of the system kept oscilating as well as the
dierence charge density and total energy criteria in the self-consistent calculations.
Although our calculations had shed a light in the understanding of the experimental results
observed, it is not possible to explain precisely the ground state properties of this compound
and to postulate an scenario that explains the low temperature behaviour. This is due toChapter 5: Results and Discussion 111
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Figure 5.28: Classical scheme of the magnetic congurations considered: (a) ferromagnetic
FM and antiferromagnetic (b) AFM1 and (c) AFM2.
the fact that the shape of the M/H curves change in dierent crystals of the same material
making a precise theoretical study dicult. The problems in real samples are due to the
isostructural order/disorder structural transition at T=282 K and to the high plasticity
of the Cu2+ coordination sphere, the quality of the crystals become worse during cooling.
This modies the exchange interactions weakening the AFM Cu-O-Cu exchange in favor of
the FM Cu-Cl-Cu one. Measurements of the bulk properties reveal that only part of the
clusters retain the spin singlet ground state, another part has magnetic ground state and
the ratio between these fractions is sample- and growth direction-dependent. Moreover,
apparently there exists an AFM intertetrahedral exchange between the AFM/FM clusters
and this exchange can be easily modied by applied magnetic eld. These complications of
the real samples, hinder answering the initial question which motivated our research. More
experiments on that compound are being performed at the moment this thesis was written,
in order to conrm/reject our postulated model. However, due to the highly frustrated
character we have found in this compound, we can conclude that in order to describe the
ground state properties of this compound it is necessary to include quantum 
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5.3.2 Fe(II)-triazole polymers
As it was discussed in Section 4.3.2 up to date it has not been possible to get an accurate
X-ray structure determination of Fe(II) spin crossover polymer systems, which is an indis-
pensable input for ab initio DFT calculations and therefore, to our knowledge, no reliable
ab initio structures have been performed. With the two step method described in Section
5.1, which is a combination of classical and quantum mechanical methods, we obtained -
based on known data for molecular Fe(II) spin crossover systems - optimized model polymer
structures which can be used as input for ab initio DFT calculations.
Since we aim at understanding the HS-LS transition with accurate all-electron DFT cal-
culations, which are computer intensive, we kept the essential features of the material
and simplied those elements that make the calculation more intensive, like the usually
long polymeric substituents R and the counterions X , which are reduced to R=CH3 and
X =F. The resulting chemical formula of the compound is [Fe(CH3trz)3]F2 (CH3trz=4-
CH3, -1,2,4-triazole), in the rest of the text we will name this structure Fe[CH3trz]. The
maximum possible crystal symmetry obtained was the monoclinic structure P1121/m. The
angles were kept xed from the beginning to =90, =90 and 
=90.1.
For simplicity, it has been assumed a perfect octahedral environment for the Fe2+ ions.
After building the structures and performing a classic relaxation with Force-Field methods,
we proceeded to the quantum mechanical relaxation. In this step it was not possible a
full relaxation of the compounds, therefore some constrains were applied, as keeping xed
the N-N bond length in the triazole molecule. This is justied by the fact that it has
been adjusted to the experimental value dN N=1.38  A and that the application of this
procedures to previous structures had lead to the bonding values near to the experimental
ones (as seen for the case of CuCCP in Section 5.2.1). One representative of the nal
structures are shown in Figure 5.29. In the top panel is shown the chain arrangement of the
compound directed along the c-axis. In the bottom panel is shown the view in the ab-plane.
The packing of the structure and the position of the non-coordinated anions are clearly seen
in the gure.
The compound has two formula units per unit cell. The Fe2+ ions are located on crystallo-
graphic inversion centers, whereas all triazole units contain a crystallographic mirror plane
between the neighboring nitrogen atoms. Initially it was chosen only the Fe-N distances
(dFe N) that correspond, experimentally, to the LS (dFe N  2.0  A) and HS (dFe N  2.2Chapter 5: Results and Discussion 113
Figure 5.29: Schematic representation of our model polymer Fe[CH3trz], (above) view along
the c-axis, (below) view in the ab-plane.Chapter 5: Results and Discussion 114
 A) situation (the atomic positions for the resulting structures are shown in Appendix B),
once we could reproduce the spin state in every compound we proceed to build structures
between the LS and HS ones in order to study the electronic behavior along the transi-
tion. Therefore, by changing dFe N in the LS structure, keeping all the characteristics
described before, we have obtained structures with dFe N =2.05  A, 2.08  A, 2.12  A, 2.15
 A, and later structures with dFe N= 2.09  A and 2.10  A were constructed. The resulting
atomic positions of all these structures are shown in Appendix B. The change in dFe N
leads automatically to a change in the lattice parameters, particularly the relative change
in the c-lattice parameter is larger than for the a- and b-lattice parameters. This means
that the volume of the unit cell also increases linearly from V=963.45  A for dFe N=2.0
 A to V=1083.08  A for dFe N=2.2  A as it is shown in Figure 5.30. Experimentally, the
transition from LS to HS is accompanied with a dilatation of the crystal lattice [42]. Due to
the change in volume, the Fe-Fe distances along the a-, b- and c-axis increases, the lattice
parameters values are also shown in Table 5.7. The Fe-Fe distance for the dFe N= 2.00  A
compound are 10.92  A along a-axis, 11.96  A along b-axis and 3.68  A along b-axis. For the
dFe N= 2.20  A compound, 11.25  A along a-axis, 12.29  A along b-axis and 3.92  A along
c-axis.
Table 5.7: Lattice parameters of the constructed Fe(II)-triazole structures
dFe N ( A) a b c
2.0 10.9205 11.9598 7.3766
2.05 11.0019 12.0414 7.4920
2.08 11.0509 12.0904 7.5613
2.09 11.0671 12.1067 7.5844
2.10 11.0834 12.1234 7.6075
2.12 11.1162 12.1558 7.6537
2.15 11.1650 12.2046 7.7230
2.2 11.2466 12.2861 7.8384
At this point, it is important to mention the energy scales that have some eect in- or
contribute to- the phase transition,
 The crystal eld splitting, which is the dierence in energy between the eg and t2g
states.
 The mean pairing energy which is accounted for by the Hund's exchange coupling
parameter JH.Chapter 5: Results and Discussion 115





























Figure 5.30: Volume vs. Fe-N distance in Fe[CH3trz]
 The phononic excitations
 The short-range and/or long range elastic interaction parameters
 The exchange interaction J due to nearest neighbors superexchange between Fe(II)
ions.
The competition between these energy scales determines the nature of the transition. In
our calculations, the crystal eld splitting energy is xed by the way the model structures
have been constructed. The role played by the phonons in driving the LS-HS transition
in spin-crossover has been widely discussed in terms of the elastic models we presented in
Chapter 4. In our calculations, the phononic degrees of freedom are frozen. The energy
scale eects we want to investigate is the exchange interaction J due to nearest neighbors
superexchange, the role of the electronic and magnetic degrees of freedom and their relation
with the microscopic origin of cooperativity in the HS-LS transition.Chapter 5: Results and Discussion 116
Electronic and magnetic properties
In order to obtain a qualitative and quantitative description of the electrons ordering accor-
ding to the dierence in distance Fe-N, we use spin-polarized version of the GGA appro-
ximation which follows the Hund's rules. The band structure calculated along the path
 (0,0,0)-Z(0,0,1=2) (it corresponds to the direction along the chain) and the total and partial
Fe 3d contribution to the density of states for the models with distances dFe N=2.0 A and
dFe N=2.2 A are shown in Figures 5.31 and 5.32. The Fermi energy Ef has been adjusted
to zero and it is showed by a red line; the shaded area in the DOS indicates the contribution
from d orbitals of the iron ions.
Figure 5.31: Band structure and density of states for our Fe(II)-triazole model with
dFe N=2.0 A
In the case of dFe N=2.0 A the Fe 3d6 states are occupied in both spin up and spin down
cases, as shown in Figure 5.31, the triazole bridging ligand push the neighboring irons
apart to  3.6  A, consistent with the Fe-Fe experimental distances [121], and thus there is
clearly no metal-metal bonding. The four bands with Fe d character above the Fermi level
correspond to the 4 eg states corresponding to the two iron atoms in the unit cell, they are
almost degenerate. The number of Fe d states immediately under the Fermi level are not
clear due to the presence of F states in the same energy range. This indicates the ionic
interaction between these two atoms in the compound. However, due to the two Fe atoms
in the unit cell, there should be six t2g states. The eg states are completely empty, the t2g
states are completely lled and are located, without taking into account the counterions,
above the bands that come from the triazole ligands. The separation between eg and t2gChapter 5: Results and Discussion 117
states is around 1.8 eV which is fairly consistent with the observed value of 2.4 eV for the
spin transition compound described by Kr ober et al. which has the general characteristics
our models presents [67]. Our calculations indicate this compound has spin S=0.
Figure 5.32: Band structure and density of states for our Fe(II)-triazole model with
dFe N=2.2 A
For the case dFe N=2.2 A eg states are not longer empty, the majority (spin up) contribution
for all Fe d states is totally occupied and the minority (spin down) is partially occupied as
seen in Figure 5.34, this is consistent with the Hund's rule which establish that the state
of minimum energy is the one with the maximum spin state. The imbalance between up
and down electron numbers is n"   n# = 4 which corresponds to the HS state S=2. In the
DOS for the majority spin, the four eg states are located between -2 eV and 0 eV and the
t2g states below -2.5 eV cannot be well distinguished from others. For the minority case,
the bands nearer to the Fermi level are the 6t2g states, although we nd only two bands of
this states above the Fermi level, there is one band doubly degenerate, the other two are
completely occupied located under this level, but cannot be well distinguished from others.
The bands above 1.8 eV correspond to the 4eg states, they are well separated from the t2g
states around 1 eV which is fairly consistent with an observed value of 1.5 eV in the HS
state [67]. The gap between occupied and unoccupied states is approximately 0.2 eV. The
Fe d contribution to the DOS are broader than in the LS model and more extended in the
energy range. This is an indication of the weaker ligand eld around the Fe. The bands are
almost 
at in both cases, indicating the small correlation between Fe-Fe.
In order to account for hybridizations and the role the bridging molecules play in the spin
state of the Fe ions, we have plotted in more detail the contribution of every atom of theChapter 5: Results and Discussion 118
models in Figure 5.33 for the model with dFe N=2.00  A and Figure 5.34 for the model
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Figure 5.33: Total and partial density of states in the GGA spin polarized approximation of
the structure with dFe N = 2.0  A. Both spin contributions have been plotted in the same
panel to account for the matching of the contributions.
For dFe N= 2.00  A it is evident the perfect match between the spin up and spin down
contributions from all atoms, which indicates the system has a zero total magnetic moment
(LS state). In the valence region the N p, C p and H s states contribute mainly to the
energy range below -2 eV with a very small contribution from Fe t2g states. These states
are mainly concentrated between -1 eV and the Fermi level, with a small contribution from
N p and C p states, which indicates the small hybridization between these and the Fe d
states. The F p states are highly localized in this energy range. The contribution from the
counterions, F atoms, is not of relevance in this analysis because it was introduced to replace
real physical counterions and to maintain the neutrality of the unit cell. However we could
argue that the fact that their contribution to the DOS is located in the same energy range
than the Fe ions accounts for the compensation to the Fe charge the F atoms introduce,
revealing its ionic character. The states in the conduction region are well separated from
the valence states, with a gap  1.8 eV and it extends above 4 eV. The contribution of the
Fe eg in this region are concentrated from 1.8 eV to 2.2 eV approximately.
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Figure 5.34: Total and partial density of states in the GGA spin polarized approximation of
the structure with dFe N = 2.2  A. Both spin contributions have been plotted in the same
panel.
the spin state of the metal atoms aects also the spin polarization of the states of the atoms
belonging to the triazole molecule, having a bigger eect in the N p states. The change
in the spin state aects also the distribution of the Fe 3d states in the DOS aecting the
states of the rest of the atoms in the compound, which is re
ected in the hybridizations.
In this case, the states under the Fermi level split in four peaks of spin up and one peak of
spin down, above the Fermi level, there are three peaks of spin down. This splitting of the
Fe 3d states push the states that before were located around -2 eV further, lower in energy.
Therefore, in this case, we distinguish more regions in the Total and partial DOS than in
the LS case. The rst region located from  -3 eV, contains the contribution from Fe d, N p,
C p and H s states. In this region, the N, C and H contributions are polarized, but specially
N which shows a stronger polarization. The peaks around -1.9 eV and between -2.1 eV and
-0.8 eV have Fe 3d nature, with a very small contribution from N p atoms, which evidence
the hybridization between these states. The third region, located immediately below the
Fermi energy is mainly composed of Fe d and F p states. Immediately above the Fermi
level the main contribution comes from the Fe atoms with a very small presence of N and
C states. The last region, located above 1.8 eV contains the contribution of all atoms, the
contribution of the Fe states are lower in energy in this region in comparison with the NChapter 5: Results and Discussion 120
and C atoms. Due to the broadening of the N p states, which is bigger in this case in
comparison with the LS model, the hybridization with this states increases.
From the analysis of the DOS for both LS and HS structures, we can give an important
conclusion: when going from LS to HS, the Fe 3d states rearrange themselves in energy, this
rearrangement push lower in energy the states of the triazole atoms, if this rearrangement
is propagated through the whole chain, we could argue that this repulsion between states
contribute also to the mechanism of cooperativity in this family of compounds.
Intermediate structures
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Figure 5.35: LS structures: (above) dFe N= 2.05  A, (below) dFe N= 2.08  AChapter 5: Results and Discussion 121
on the states of the triazole molecules, we have built with our two-step procedure, structures
with Fe-N distances between the ones for the LS and HS states. Thus, we have chosen the
distances dFe N= 2.5, 2.08, 2.12, 2.15  A. Figures 5.35 and 5.36 show the total and partial
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Figure 5.36: HS structures: (above) dFe N= 2.12  A, (below) dFe N= 2.15  A
The spin up and down density of states for the models with dFe N= 2.05  A and dFe N=
2.08  A (Figure 5.35) match perfectly indicating the diamagnetic character of these models.
In general, the qualitative characteristics of the DOS for these compounds are rather similar
to the DOS for the LS model with dFe N= 2.00  A. The DOS belonging to the models
with distances dFe N= 2.12  A and dFe N= 2.15  A (Figure 5.36) show similar qualitative
characteristics as the HS compound dFe N= 2.20  A. These compounds show also a totalChapter 5: Results and Discussion 122
spin S=2 and similar reorganization of the triazole states in the transition to the HS state.
In order to characterize the transition LS ! HS, we have collected the Fe 3d contribution
to the DOS from all built models in one graphic (see Fig. 5.37).
The upper part of every panel correspond to the spin up contribution, the lower part
correspond to the spin down contribution. When dFe N= 2.00  A the compound is in the
LS state, characterized by an equal distribution of Fe 3d spins, the t2g states are fully
occupied and the eg fully empty and this situation remain so, with only a decrease in the
distance between occupied and unoccupied states when increasing the Fe-N distance till
dFe N= 2.08  A. A further increment in the Fe-N distance makes the Fe d states get closer,
the t2g set is moved toward the region above the Fermi level and two electrons from it
jump to the upper eg states, letting both states partially occupied and opening a gap that
increases with the increasing in the Fe-N distance. The eg spin-up subset is moved toward
the region below the Fermi level. The empty eg states still remain near the Fermi level.
When going from 2.15  A to 2.2  A, the t2g spin-down subset and the eg spin up subset moves
to ranges lower in energy in comparison to the later case. The energy gap between the t2g
and the eg states is related to the magnitude of the crystal eld splitting  which has been
plotted in Figure 5.38. In it is also evident the decrease in the crystal eld splitting when
increasing the dFe N, from =2.66 eV when dFe N= 2.00  A to =2.22 eV when dFe N=
2.20  A.
In order to nd out whether the spin transition is abrupt or whether there is an intermediate
state between LS and HS, we have built two more structures between the ones with Fe-N
distances in the middle of dFe N= 2.08  A and dFe N= 2.12  A. A rst structure with
dFe N= 2.10  A is in the HS state with similar electronic characteristics as the other HS
compounds. The second structure with dFe N= 2.09  A did not converge, oscillating neither
in charge nor in energy, however, its spin state was showing a value near to S ' 1.5 per Fe ion.
This result indicates that the spin transition in homogeneous polymer systems is very sharp,
as observed experimentally [54]. At this point we can conclude that by carefully preparing
a series of model structures we have reproduced microscopically the LS-HS transition.
In order to quantify energetically the LS-HS transition, we have plotted the total energy
obtained with the FP-LAPW method for every elaborated compound, Fig. 5.39. Notice
that there is a discontinuous jump in the energy between the compounds with S=0 (LS)































































Figure 5.37: Spin resolved density of states for Fe 3d states for our Fe(II)-triazole model
with dierent dFe N distances. It is shown explicitly the spin up (upper panels) and spin
down (lower panels) contributions. The rst three structures in the upper part of the gure,
correspond to the spin state S=0, the three last gures in the lower part correspond to the
spin state S=2.Chapter 5: Results and Discussion 124



































Figure 5.38: Crystal eld splitting  vs. Fe-N distances.
and LS systems, given by E(HS)el E(LS)el
E(HS)el is about 10 5 which agrees with the relative energy
estimates for spin crossover molecular systems [91]. The energy value for the compound
with dFe N= 2.09  A was oscillating between the energies for dFe N= 2.08  A and dFe N=
2.10  A, but it is closer to the later.
Exchange interaction
Our ab initio calculations oer a unique opportunity to calculate exchange parameters
otherwise inferred from tting the eigenvalue spectrum of an appropriate spin interaction
Hamiltonian to magnetization, specic heat and neutron scattering measurements. There
are several ways to extract exchange parameters from the calculations. As seen for the case
of CuCCP based compounds, tight-binding tting of the bands around the Fermi level pro-
vide the hopping integrals corresponding to the interacting state Cu dx2 y2 for calculating
the J exchange parameter. However, in this case, every of the 3d6 states belonging to the
one of the Fe atoms interact with the 3d6 states belonging to the another Fe atom in the
unit cell, as a result we get a ve times ve matrix with the interaction values between these
states. The various hopping elements t are shown in Table 5.8. In this case the NMTO
method oers a unique opportunity to calculate these parameters because it allows to inte-
grate out the other atoms degrees of freedom, which mixes with the Fe d states making notChapter 5: Results and Discussion 125
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Figure 5.39: Ground state energies as function Fe-N distance, for the set of model structures
obtained within GGA-sp in the FP-LAPW basis set.
possible to distinguish between Fe d states and the others (this situation was shown in the
band structure plots). Therefore in this case, it was not possible to perform a tight-binding
tting.
In general, these hopping values range between 1 meV to 80 meV quantifying the strength
of the various interaction paths between neighboring Fe d orbitals. In order to extract
exchange parameters from our calculations we make use of total energy dierence methods,
which has a simple implementation in the case of a single exchange parameter. This method
relies on mapping the ab initio Hamiltonian onto a spin model Hamiltonian that in our case





which is the spin Hamiltonian between nearest neighbors Fe spins Si. The J parameter is
extracted from the ferromagnetic (FM) and antiferromagnetic (AFM) energies for two Fe






AFM)  2:1meV = 24K (5.2)
The results of our model calculations can now be compared with the magnetic properties ob-Chapter 5: Results and Discussion 126
Table 5.8: Hopping parameters obtained between the Fe 3d orbitals in our constructed
models.
Fe-N=2.00  A Fe-N=2.20  A
xy yz 3z2-1 xz x2-y2 xy yz 3z2-1 xz x2-y2
xy 64 -45 4 38 18 -12 16 20 22 -1
yz -45 16 -7 0 61 -16 15 -9 15 26
3z2-1 4 -7 83 9 8 20 9 -48 11 0
xz -38 0 9 56 -71 -22 15 -11 11 24
x2-y2 18 61 8 -71 -42 -1 -26 0 24 42
Fe-N=2.05  A Fe-N=2.15  A
xy 27 -23 -31 31 -1 0 -12 -27 30 1
yz 18 -15 -19 -23 46 12 9 -18 -14 34
3z2-1 -31 19 -61 -11 3 -27 18 -54 -9 0
xz -31 -23 11 -37 45 -30 -14 9 -4 34
x2-y2 -1 -46 3 -45 -46 1 -34 0 -34 -45
Fe-N=2.08  A Fe-N=2.12  A
xy 50 43 16 33 5 14 29 27 26 0
yz -43 -39 -5 34 57 -29 -11 -12 22 35
3z2-1 16 5 -43 1 1 27 12 -56 14 0
xz -33 34 -1 -53 -52 -26 22 -14 -8 -34
x2-y2 5 -57 1 52 -29 0 -35 0 34 -46
tained on real samples of polymeric compounds. For this work, Volodymyr Pashchenko from
Johann Wolfgang Goethe-Frankfurt University performed susceptibility  measurements on
the polymeric compound Fe[(hyetrz)3](4-chlorophenylsulfonate)2H2O. In Figure 5.40 the
T has been plotted versus T. The sample shows hysteresis at T=80 K with a width of
20 K. Since this system consists of spin S=2 Fe chains with weak interchain interactions,
the magnetic susceptibility have been analyzed in the frame of a spin S=2 Heisenberg chain
model.











where H is the Heisenberg Hamiltonian (introduced in Section 2.4), B is the Bohr magne-
ton, g is the gyromagnetic factor, kB is the Boltzmann constant, T is temperature and Sz
i is
the z-component of the spin on site i. In the thermodynamic limit, the bulk susceptibility
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For kBT=J > S(S + 1), Eq. 5.4 compares very well to quantum montecarlo data for spin
S = 2 chains [120]. The t of Eq. 5.4 to the measured susceptibility of Fig. 5.40 is best for
g= 2.2 K and J= 11 K. The J values obtained from our ab initio calculations (J  24 K)
are slightly larger than the J extracted from the susceptibility data (J= 11 K) on the real
sample, but remain in the same order of magnitude. Considering that i) we performed the
calculations in a model structure which was built with several approximations and ii) the
experimental measurements are aected by the quality of the samples, we can conclude that
the comparison is quite good and the designed structures are reliable.
An important topic is the analysis of the various energy scales that contribute to the coop-
erativity of the HS-LS transition in spin crossover systems. In our calculations we froze the
elastic degrees of freedom and concentrated on the electronic and magnetic properties for
which we have quantied the corresponding parameters. A comparison with the elastic cou-
pling constants estimated from Ising-like models [19] (in such an approach, a material with
a transition temperature of T=80 K would be described by elastic interactions of Jelastic 
20-30 K) shows that in one-dimensional Fe(II) triazole, the elastic coupling constants Jelastic
are of equal importance as the magnetic exchange for explaining the spin crossover transi-Chapter 5: Results and Discussion 128
tion, and the cooperativity should be understood as an interplay between elastic properties
and magnetic exchange. Cooling from the HS to the LS transition, while the elastic cou-
pling tends to drive the system to the LS state, the magnetic exchange tends to keep up
the magnetic state for a larger temperature range (see Fig. 5.40). In comparison, in the
heating process, the magnetic exchange is initially absent (LS) and therefore the elastic
interaction initially drives the transition which has its on-set at a higher temperature than
in the cooling process. The width of the transition between cooling and heating (hysteresis)
is therefore enhanced by the magnetic interaction.
A fundamental dierence between the polymeric systems we are dealing with in this work,
and the molecular bi-, tri-, tetra-...nuclear Fe systems is the connectivity between the Fe(II)
centers. While the molecular systems form isolated clusters of Fe(II) centers and there-
fore there is no strong connectivity between clusters, the polymers have important nearest
neighbor interactions in the thermodynamic limit. This implies that for the polymers, the
magnetic superexchange is not restricted to the cluster as in the molecular systems, but
rather becomes important for the nature of the HS-LS phase transition. In the work of
Desroches et al. [33] various estimates of the magnetic J for molecular systems have been
given. The values range between 4-6 K. Our estimated values for the present polymers are
larger, between 11-24 K and in the energy range of the elastic constants, what indicated as
described above that the cooperativity in these SC systems is most likely enhanced by the
exchange interactions.Chapter 5: Results and Discussion 129
5.3.3 K2V3O8
This section is dedicated to the understanding of the ground state properties of the 2D spin
1/2 Heisenberg compound K2V3O8, which were performed with the FP-LAPW method,
which are analyzed and combined with many body methods. Our results are discussed in
terms of the experimental observations and compared with the proposed mechanisms which
were explained in Section 4.3.3.
Structure optimization
The calculations were done within the FP-LAPW basis set, a mun tin radii of 2.0, 1.6
and 1.33 were use for K, V and O respectively. The convergence of the total energy was
tested with respect to the kmax and number of k-points in the irreducible FBZ. The optimal
values found were RKmax=7 and 99 k-points. A plane wave expansion cut o of 12 and a
combination of LAPW/APW+lo basis set for the V atom were used.
For the optimization process the experimentally obtained atomic positions were used for
the initial calculation and the free internal structural parameters were optimized using the
calculated forces on the atoms in an iterative way. A rst ab-initio calculation performed
for the experimental atomic positions given in reference [40] showed big forces between the
atoms, specially in the vanadyl bond, due probably to its small length. Additionally spin-
polarized calculations did not converge. We have then performed optimization of the lattice
parameters justied also, by a more recent determination of the atomic positions performed
with neutron powder diraction [28] which showed the sensitivity of the lattice parameters
and atomic positions with temperature. The optimization was performed in two steps:
 Unit cell optimization: The unit cell parameters have been optimized varying
the ratio c=a as a function of the energy, with both LDA and GGA in the non-
spin polarized scheme. Within the LDA approximation, the minima obtained was
for c=a  1:08%, in the GGA approximation c=a  1:3% with respect to the ratio
c=a from the experimental one. These results agree with the well known fact that
the LDA approximation tends to underestimate the volume meanwhile GGA tends to
overestimate it [23].
 Atomic positions relaxation: With the minima obtained when minimizing the c=a









Figure 5.41: Building units of K2V3O8. (a) VO5-square pyramid. (b) VO4 tetrahedra
the O atoms was not enough, therefore it was neccesary to relax all the atoms in the
unit cell. The forces were minimized with the constrain that the total energy and
charge distance should be minimized also.
It is important to note that, in the search for the equilibrium positions the symmetry
constrains of the space group were conserved. In the Table 5.9 are shown the experimental
and obtained values for the distances and angles related with the V1-V2 environment (see
Figure 5.41) in both LDA and GGA approximations. The positions obtained are showed in
Appendix C.
We have obtained that the energy given by GGA approximation (E  -18619.50078 Ryd) is
lower than the one given by the LDA approximation (E  -18569.87234 Ryd). Also, when
calculating the compound in dierent magnetic congurations, we obtain better agreement
with the experiment within the GGA approximation. Therefore, we use this approximation
for our analysis in the rest of the work.
From Table 5.9 we notice that in all cases, the V1 ion is not located in the centre of the
pyramid, but it is slightly displaced from the centre towards the O atom in the apical posi-
tion. The displacement is smaller for the relaxed structure with the GGA approximation,
which is compensated with the shortening of the distance V1-O4, which are the O atoms
in the equatorial plane. In the opposite, the V-O distances for all the O atoms of the tetra-
hedron increases for the GGA relaxed structure in comparison with the experimental one.
In summary, after the relaxation the pyramids shrink and the tetrahedras expand.
Our calculations within GGA approximation predict K2V3O8 has a metallic character,Chapter 5: Results and Discussion 131
which is opposite to the insulating trend found experimentally [97]. This is to be expected
due to the inability of GGA to describe Mott insulators, as discussed in Chapter 2.
Table 5.9: Comparison between distances and angles in K2V3O8 before and after the relax-
ation. The labelling of the atoms is according to Figure 5.41.
Exp Relaxed LDA Relaxed GGA
Distance ( A) Pyramid
V1-O7 1.5817 1.5951 1.6103
V1-O4 1.9453 1.9029 1.9181
O4-O4 2.6508 2.6014 2.6025
O4-O7 2.8644 2.7783 2.8311
Angles ()
O7-V1-O4 106.26 104.827 106.38
O4-V1-O4 85.49 86.2449 85.43
Distance ( A) Tetrahedron
V2-O5 1.6278 1.6336 1.6464
V2-O4 1.6994 1.7251 1.7329
V2-O6 1.7943 1.8005 1.8126
O6-O4 2.8457 2.8593 2.8628
O4-O4 2.7839 2.8248 2.8113
Angles ()
O5-V2-O4 110.54 110.29 111.19
O4-V2-O4 108.87 109.91 108.41
In order to nd the ground state, we have performed spin-polarized calculations for the
compound in ferromagnetic (FM) and antiferromagnetic (AFM) congurations based on
the relaxed structure. Because there are two magnetic vanadiums per unit cell, there is
only one possible magnetic conguration within the unit cell , namely, one of them with
spin up and the another with spin down in the AFM conguration, both spins are set
up parallel to each other in the FM conguration. We have found that the AFM is the
ground state with a dierence in energy respect to the FM state of  0.92 eV per formula
unit. This result is in agreement with neutron scattering experiments [75] which show that
V spins associated with the V1 sites, order antiferromagnetically at low temperature in a
simple alternating nearest neighbor pattern within the 2D V-sheets. The energy for the
antiferromagnetic conguration is 0.020 eV per formula unit below that of the non-spin
polarized calculation, re
ecting the Hund's coupling on the vanadyl V1-O1 ions. noindent
The band structure for the antiferromagnetic ground state, calculated along selected highChapter 5: Results and Discussion 132
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Figure 5.42: Band structure for K2V3O8 in the AFM conguration. The bars indicate
the dominant band character in the local coordina te frame of V1. The selected path co-
rrespond to  (0,0,0)-X(0,1=2,0)-M(1=2,1=2,0)- -Z(0,0,1=2)-R(0,1=2;1=2)-A(1=2;1=2;1=2)-
M in units of (=a;=b;=c).
symmetry lines within the FBZ corresponding to the tetragonal lattice, is shown in Fig. 5.42.
Projections of the density of states onto the V and the O LAPW spheres are shown in
Fig. 5.43. Due to the scale of the oxygen contribution, they had to be drawn in a separate
gure. The electronic structure shows a gap of  3 eV which separates a manifold of
occupied O p derived bands from an occupied valence band manifold of V 3d states. The
gap between the valence and the conduction bands is around 0.5 eV. There are two similar
bands immediately above and under the Fermi level. These are the exchange split vanadyl
majority and minority spin states which have V dxy character. These are very 
at bands,
and show practically the same dispersion, re
ecting the weak interaction of these split o










































































Figure 5.43: Orbital resolved DOS for the AFM conguration in the spin up channel for V
atoms (above) and O atoms (below). The K contribution to the DOS in this energy range
is very small and thus it have been omitted for simplicity.
conduction region, although there is a very small hybridization between these states in the
band immediately under the Fermi level.
In Section 4.3.3 it was discussed the possibility of having orbital degeneracy in the V1 d
states. This can be obtained from the results for the electronic properties of the compound
from which we can derive the crystal eld splitting of the magnetic vanadium atom. This
is done by locating the V1 atom in the center of the ligand eld formed by O atoms in a
square pyramidal arrangement, with the vanadyl bond along the z axis and the O4 atoms
in the xy plane of the reference system as shown in Figure 5.44(a).
Figure 5.44(b) shows the obtained crystal eld splitting. The V+4 ion yields a splitting of
















Figure 5.44: Crystal eld splitting obtained from the GGA results, calculated in the local
reference system of V1.
states into singlets (dx2 y2 and dz2). Then the only possibility of an orbitally degenerate
ground state would be the (dxz, dyz) doublet. In an ideal square pyramidal geometry,
where the cation sits in the center of the square plane of the pyramid, this doublet is indeed
the ground state. However, for V4+O5 square pyramids, the V4+ cation is signicantly
displaced from this square plane which lowers the energy of the dxy singlet relative to that
of the doublet. The dxy is the ground state with a rather large splitting to the lowest
excited state of approximately 1000 meV. The next unoccupied states dxz and dyz, have
a small dierence in energy of  1 meV, the octahedral eg states which are much higher
in energy, have a dierence in energy between them of  96 meV. We observe then, that
neither of the 3d orbitals are degenerate. This fact together with the large magnitude of
the splitting between the ground state and the next excited state eliminates orbital eects
from playing a signicant role on the qualitative characteristics observed in the dispersion
spectra. Therefore we rule out the possibility of the existence of a 
at excitation mode
generated by the mixing of the spin and orbital degrees of freedom in orbital degenerated
square lattice systems, which is responsible for the double dispersion mode near to the AFM
boundary in two-fold degenerated square lattices [50].
Superexchange parameters
Eliminating the second scenario proposed, we seek the possibility of additional exchange
parameters in the compound. We have calculated the V1-V1 hopping terms along the direc-
tions shown in Figure 5.45. The obtained hopping values calculated within the downfoldingChapter 5: Results and Discussion 135
LMTO/NMTO method by B. Rahaman and T. Saha-Dasgupta from the S.N. Bose National
Center for Basic Sciences, India, are shown in Table 5.10. The corresponding superexchange
J values were calculated considering J  4t2/U, with U  4-5 eV which are typical values
for vanadyl compounds [83]. J1 correspond to the weak ferromagnetic interaction between
planes along the c direction, J2 is the nearest neighbor interaction between V1, which is
found very similar to the experimental value. The J4 and J3 are the second and third
nearest neighbor interactions. Our calculation predict an interaction value, J4 which have
not been reported before and which, considered in the Hamiltonian of the compound, could












Figure 5.45: Chosen paths for the calculation of the J superexchange parameters in K2V3O8.
Table 5.10: Comparison between the experimental and calculated hopping parameters for
K2V3O8. The label of the parameters correspond to the paths showed in Figure 5.45.
dV 1 V 1 ( A) Hopping t (meV) Calculated J (K) Experimental J (K)
J1 5.215 3 0.079 0.040
J2 6.272 37 12.05 12.6
J3 8.157 0 0 -
J4 8.870 14 1.72 -
In order to understand the obtained hopping parameters we have calculated the 3D chargeChapter 5: Results and Discussion 136
density for this compound, which is shown in Figure 5.46. It has been calculated for
the manyfold around the Fermi level in the GGA approximation. The charge density is
concentrated in the V-O plane. There is not charge density in the K atom, and only a small
quantity in the O5 atom site, which is located in the apical position of the VO4 tetrahedra.
This small charge is then responsible for the small ferromagnetic coupling between V-O
planes. The charge density in the V1 site has a dxy character which is perpendicular to the
vanadyl bond. The fact that the occupied d orbital is in the V-O plane is also a cause for
the very weak magnetic exchange along the c-direction, because there is no overlap between
the occupied V1 d orbital and the O p orbitals of the O atom in the vanadyl bond. On the
other hand, the dxy orbital allows an obvious exchange path through the VO4 tetrahedra
to the next neighbor in the plane. The presence of a small amount of charge density in the
non-magnetic vanadium site shows it plays an important role in the interaction between the
magnetic vanadiums. This fact together with the charge density found in the O atoms that
are within the V-O planes are responsible for the rst nearest neighbors J1 and the second
nearest neighbors J4 interactions.
Spin-orbit coupling (SO) eects
Before discussing whether the obtained second nearest neighbor superexchange interaction
J, plays some signicant role in the thermodynamic properties of K2V3O8, it is mandatory
to consider the spin-orbit (SO) interaction into the electronic and magnetic properties of
the compound due to the presence of anisotropies manifested by Dzyaloshinskii-Moriya DM
vectors.
In order to consider the DM interactions in this compound, we have to consider the pro-
jection of the crystal structure onto the tetragonal basal plane as shown in Figure 5.47.
There is a plane of inversion symmetry between nearest neighbors magnetic vanadiums lo-
cated along (110), represented by the dashed lines in Figure 5.47, resulting in DM vectors
located in that inversion plane [85]. This gives a DM vector whose components are directed
along the (110) and (001) directions which we will denote as Dxy and Dz, respectively. The
conguration of these vectors within the unit cell are shown in Figure 5.47.
In the following we will show our results on the eects of the anisotropy in the compound
calculated within a density functional framework and complemented with a theoretical
















Figure 5.46: 3D charge density calculated in the GGA approximation. (above) the charge
density is calculated for and isovalue =0.005 e/ A3, (below) the charge density is calculated
with a smaller isovalue =0.002 e/ A3 in order to show the small charge around the O atoms









Figure 5.47: Components of the Dzyaloshinskii-Moriya vectors in the basal plane of K2V3O8.
Shown are the VO4 square pyramids and the VO5 tetrahedra.
SO eects studied within density functional theory
SO coupling eects are introduced in the DFT scheme as a variational eect [89]. We have
applied this eect for the AFM conguration which is the ground state one, along dierent
magnetization axis within the unit cell. The relative energies given with respect to the
calculated ground state energy ( ENE=E-EAFM), magnetic spin and orbital moments are
shown in Table 5.11.
Inspection of the energy dierences shows that the inclusion of so coupling with the mag-
netization directed along the c-axis lowers the energy with respect to the AFM state in
0.0011 eV, in contrast to the cases where the magnetization is directed in the basal plane
of the unit cell, in which case the energy is higher. This indicates that the c-axis is the easy
magnetization axis which agrees with experimental observations [75]. As a complementary
study we can obtain with these energies the magnetocrystalline anisotropy of the system
which is dened as the dierence between the ground state energies due to rotation of the
magnetic eld (magnetization direction). Due to the relative smallness of the magnetocrys-
talline anisotropies, usually being in the range from a few eV to a few meV per atom andChapter 5: Results and Discussion 139
Table 5.11: Comparison between energies, spin and orbital magnetic moments of V1, cal-
culated for the compound in the ground state, with and without spin-orbit coupling and
on-site Coulomb repulsion U.
 ENE (eV) Spin moment (B) Orbital moment (B)
AFM 0 - -
AFM+so-c -0.0011 0.5753 0.0169
AFM+so-ab +0.0010 0.5571 0.0065
AFM+so-c U=2.5 0.1574 0.6311 0.0195
AFM+so-c U=3.5 0.2533 0.6637 0.0212
AFM+so-c U=4.5 0.3492 0.6944 0.0228
AFM+so-c U=5.5 0.4427 0.7214 0.0244
several orders of magnitude smaller than the total energies involved, their evaluation puts
strong requirements on the accuracy of the numerical scheme involved. We have then dou-
bled the number of k-points nding that the magnetocrystalline anisotropy changes only in
1 10 4 Ryd.
The energy dierence E = E[001]   E[100] = 0.51 meV per formula unit, determines
the magnetocrystalline anisotropy. In agreement with experimental results, the magnetic
moments point along the crystallographic c direction perpendicular to the V-O planes [75].
We did not nd any report on experimental or theoretical magnetocrystalline anisotropy
for vanadium atoms so far, however it is a well known fact that LSDA calculations usually
result in a semiquantitative agreement with experiment, i.e., the correct order of magni-
tude and the correct easy axis is predicted although it tends to overestimate the value of
the magnetocrystalline anisotropy [32] [81]. The table contains also the orbital magnetic
moment on the V1 sites calculated for the dierent directions of the magnetization. The
V1 orbital moment clearly shows a pronounced anisotropy, while the spin moment is nearly
independent of the magnetization axis.
Figure 5.48(a) shows the band structure with the inclusion of spin-orbit eect from which we
deduce that its eect is so small in this compound that is not visible in the band structure,
when comparing it with respect to the one for the AFM state (Figure 5.42). However, when
including the on-site Coulomb parameter within the LDA+U scheme (which was introduced
in Section 2.2.2), some eects are visible as seen in Figure 5.48(b). In our calculation,
we have chosen U=4.5 eV and J=0.9 eV which are typical values for Vanadium-based
compounds [83].
From the gure we notice that the simultaneous inclusion of so coupling and U splits someChapter 5: Results and Discussion 140
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Figure 5.48: Band structure for the AFM conguration (a) with the inclusion of SO coupling
along the crystallographic axis c and (b) with the inclusion of SO along the c-axis and the
on-site Coulomb repulsion U (U=4.5 eV) simultaneously.
manyfolds in the band structure, but the splitting is very small, of the order of a few eV.
The main characteristic of the inclusion of the Coulomb repulsion is the broadening of the
gap between the occupied and unoccupied states from 0.65 eV to 1.2 eV, which is the typical
eect of the inclusion of an on-site term in the calculations.
We have also performed a systematic study of the variation of the spin and orbital moments
in function of U included simultaneously with the so coupling along the c-axis. The results
are shown in Table 5.11 for U values of 2.5, 3.5, 4.5 and 5.5 eV. The relative energies
with respect to the ground state energy are also shown in Table 5.11. The increment of
the energy is proporcional to the U value, which is expected because the total energy is
proportional to the LDA+U potential (see Chapter 2). We have plotted the spin and orbital
magnetic moments of V1 in function of U in order to see the dependency of these values
with U (see Figure 5.49). The inclusion of U increases both orbital and spin moment and
the increment is proporcional to the value of U. The orbital moment is increased by more
than one order of magnitude which manifest the tendency of the one-site Coulomb term UChapter 5: Results and Discussion 141
of localizing the V1 3d states. Because this localization, more charge is concentrated within
the V1 mun tin sphere, thus increasing the spin magnetic moment.







































Figure 5.49: Dependence of the spin and orbital magnetic moment of V1 (in units of B)
with U in the LDA+U calculation with inclusion of SO coupling.
Consideration of anisotropies within a perturbative approach
In order to calculate the DM vector one has to consider the spin-
op between the vanadiums
along the path V1-O-V2-O-V1, for simplication we consider the interaction between V1-
V1 by means of an eective t hopping between them, where the O-V2-O behaves as an
atom with a hole, and this atom interacts with the V1. Therefore we consider that the
hopping is between the dxy electron of V+4 and the 2p orbitals of this `pseudo-atom'. The
Hamiltonian for this system, is a three-band Hubbard model in which there are two active
sites in the V and one eective site between them. Every V1 atom interacts with the other
by means of the V1-O-V2-O-V1 path along all x and y directions within the xy-plane (see
Figure 5.45), then we consider only the spin-
op between V1-V1 along that path and no
direct V-V interaction. The notation is the following: d
y
i; is the creation operator for spin-
electrons in the V dxy orbital on site i (i=1,2) and by p
y
 the creation operator of spin-
electrons in the p orbital of the `pseudo-atom'.
The Hamiltonian is written:



































tdp denotes the charge transfer integral between the V dxy and p orbitals in the bond,
t =  t + i is the hopping of the electrons with spin  = 1 between the V dxy orbitals
in the bond. t is diagonal in the spin quantum numbers because we have chosen the
quantization axis for the spin to be along c, i.e. the main crystallographic axis. Here we
have discarded the hopping between the O-V2-O.
For evaluating the D vector we have considered the process which describes a spin 
ip
between two consecutive ions up to second order perturbation theory in H1:









t =  t + i








Assuming, H0  U,
Re(H(2)) = J;Im(H(2)) = D
We get an estimate of  and D using:
D  (g=g)J
where g is the gyromagnetic ratio of the Vanadium ion and  g is the corresponding
deviation from the free electron value. By considering the g values obtained from ESRChapter 5: Results and Discussion 143
measurements [96], experimental g=1.89, g for the free electron = 2.002319, the hopping
value obtained from NMTO-downfolding t=-37 meV and the usual U value for vanadyl
compounds U  5eV, we get: =2.146 meV, D=0.06264 meV = 0.058 J.











one obtain for Dz = 0;06033 meV.
Thermodynamic properties
In the last section we have found that the inclusion of SO coupling as a perturbation to
the system allow us to obtain an estimate of the DM vectors. The value we have found
agrees well with the estimate given by the experimental data [75]. Based on the argument
that neutron diraction measurements show that the magnetic unit cell contains two spins
in both zero and nonzero elds, M. D. Lumsden et al. [75] proposed a two-spin mean eld





JklSk  Sl + Dkl  (Sk  Sl) +
1
2
Sk  Akl  Sl

(5.10)
Where the rst term represents the isotropic symmetric exchange, the second and third
terms represent the antisymmetric (Dkl =  Dlk) and symmetric (Akl = Alk) anisotropies.
Figure 5.50 (a) shows the spin arrangement they used, assuming a sum between spin pairs
in the unit cell and then summing over four nearest neighbors and two sublattices (which
are shown with dierent colors in the gure), they obtained the following expression:
H12 = 8JS1S2 + 8Dz(S1  S2)z + 8EzS1zS2z   gBH  (S1 + S2) (5.11)
which is the Hamiltonian for a dimer with anisotropic and antisymmetric terms. The
expression (S1 S2)z is the z component of the vector cross product. By diagonalizing this











Figure 5.50: Schematic representation of the dierent spin congurations studied in (a)
reference [75] and (b) our model. The spheres represent the magnetic vanadium atoms with





[h(Sz)2i   hSzi2] (5.12)
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where Ei are the eigenvalues obtained from the diagonalization of the Hamiltonian 5.11.
The magnetic specic heat is determined as,
Cm =
NAk
T2 [h(E)2i   hEi2] (5.14)
With these expressions we have then calculated the susceptibility and specic heat of the
system based on the proposed Hamiltonian Eq. 5.11. But this Hamiltonian fails to t the
experimental observations as shown in Figure 5.51. In that gure we have also included other
spin lattice models as an isolated dimer and a two-dimensional lattice. Notice that these
two last models give even better agreement with the experimental observations than the
proposed model from reference [75]. The fact that the 2D curve does not t the experimental
observations comes from the size eects that are signicant in two dimensions.Chapter 5: Results and Discussion 145




































Figure 5.51: Comparison between the proposed model [75], an isolated dimer and a square
lattice models with the experimental data.
Aditionally, G. Liu and J. E. Greedan [73] made susceptibility measurements for dierent
members of the fresonite family. They tted the experimental susceptibility to a linear chain,
dimer and 2D system, concluding that only the last one give better agreement with the
experimental observations. We have therefore, rewritten the Hamiltonian 5.10, taking into
account a spin conguration as the one shown in Figure 5.50 (b), in which the vectors Dxy
cancel out. Additionally, this spin conguration allow us to include the extra superexchange
parameter between second nearest neighbors we found from our ab initio calculations, as
the diagonals of the square lattice formed by the spins. This conguration gives better
agreement with the experimental observations. Before showing our results, we would like
to discuss an important issue namely, the nite size eects. This 2D spin conguration
is signicantly aected by nite size eects and by periodic boundary conditions. We
had increased the number of lattices from one (with four spins) to four lattices in a leg
arrangement (with four spins) to four lattices every one connected to other four lattices in
a periodic arrangement, with and without the diagonal terms in the square lattice. These
two last calculations were done by Dr. Yuzhong Zhang from the Institut for theoretical
physics, JWG-Frankfurt University, with exact diagonalization techniques. Our results are
summarized in Figures 5.52 and 5.53
Figure 5.52 shows the results for the comparison of nite size without DM interaction





























Figure 5.52: Susceptibility per site calculated with exact diagonalization for two dierent
lattice sizes.
ladder with periodic boundary conditions and 4 sites per leg. For the 4-site spin system
it was necessary to diagonalize a 16  16 matrix. These plots were generated for the
experimental superexchange value J  12.6 K. It shows that an increase of the lattice size
produce results that are much closer to the experimental value.
Figure 5.53 shows the susceptibility per spin for the case with (labelled frustrated) and
without (labelled non-frustrated) the diagonal term. Because this diagonal exchange J4
term is very small in comparison to the nearest neighbor term J1, J4=J1  0:14 its eect on
the characteristics of the susceptibility are very small, however it is evident that the extra
term tends to shift the susceptibility curve to the left of the graphic.
At this point it is important to note down that we did not have direct access to the ex-
perimental data. We picked up the experimental points directly from the gures shown in
reference [29] for the susceptibility and from reference [101] for the magnetic specic heat,
therefore these experimental data are subject to inaccuracies. Our results show that the
susceptibility is not very sensible to the size eects and presence or absence of extra terms
in the Hamiltonian. We have also calculated the magnetic specic heat which is shown in
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Figure 5.53: Susceptibility per spin calculated for the 2D square lattice without (upper

















Figure 5.54: Comparison between theoretical and experimental specic heat results given
in reference [101].
and without the J4 term. Here the size eects and the eects of the introduction of extra
terms are more evident. Increasing the cluster size reduces considerably the curve, also
increasing the number of points shows characteristics like the extra peak located at around
3 K. The eect of the second nearest neighbor parameter is also to shift the curve to lower
T values, however the small peak is located at the same positions in both cases.
None of the calculated curves t the experimental results. In this case is much more dicult
to obtain agreement between theory and experiment due to many reasons, namely, the way
the data is obtained (experimentally, the magnetic contribution to the specic heat is not
calculated directly. Instead, it is estimated by substracting a Debye lattice contribution from
the total heat capacity) and experimental errors in the measurements which are taken into
account when plotting these curves. Because we did not count with the experimental data we
are not aware of the factor the experimentalists used for obtaining that curve and how they
substracted the phonon contribution from the specic heat. However, characteristics like
the position of the main peak and the extra small peak at low temperature are reproduced
theoretically, specially for the case with the extra exchange parameter, giving an indication
that it should be present in order to describe the ground state properties of this compound.Chapter 5: Results and Discussion 149
Further investigations in this eld should consider exact diagonalization with bigger number
of sites or Quantum Montecarlo calculations with our proposed model.Chapter 6
Summary and Outlook
The theoretical characterization of low dimensional materials is a very rich and broad eld.
Ground state properties of materials are strongly in
uenced by the dimensionality and
geometry of the network, as well as the environment in which its components, atoms or
molecules are immersed. In this work, we have studied compounds with dierent dimensio-
nalities, namely, zero-, one- and two-dimensional compounds which oer the opportunity to
investigate the dierent magnetic phenomena associated to them. All studied compounds
have in common that they contain transition metal ions and behave as Mott insulators, in
which correlation eects are important, and that the exchange interaction J between the
magnetic ions are relatively small, on the order of few eV. Due to the smallness of the
coupling constants, those kind of systems are of particular interest as the application of
moderate magnetic elds or pressure can drive the system into a phase transition.
In low dimensional structures the study of materials composed by metal ions bridged by
organic linkers materials is a challenging problem. These materials are characterized by
having a very low symmetry and a large number of atoms per unit cell, making their study
computationally very demanding and hence previously limited to semiempirical approaches.
We elaborated a novel stepwise approach in order to study complicated metal-organic ma-
terials and demonstrated that it is an eective procedure to obtain reliable structures for
subsequent accurate quantum mechanical analyses. We note that an exclusive use of only
one approach, namely ab initio molecular dynamics or FP-LAPW method, is very time-
consuming while the combination of classical and quantum approaches speeds up the re-
laxation process considerably. We rst employ a classical force eld to create and relax
plausible initial structures. In the second step, we proceed with ab initio molecular dy-
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namics to relax these structures towards a stable conguration. Finally we extract the
electronic properties with precise FP-LAPW methods which are combined with schemes
such as the LMTO/NMTO method. Our calculations have shown that the combination
of methods presented in this work is an ecient means to study properties of complex
systems and that prescription employed in the present study provides a plausible route to
manipulate properties related to general low-dimensional quantum spin systems.
In the search for low dimensional quantum spin systems with tunable properties, we shown
that hydroquinone based materials oer, among others, the possibility to replace or modify
constituents of the parent compound in a straightforward manner. We have chosen two
members of a family of hydroquinone-based compounds, namely CuCCP and TK91, in order
to study its ground state properties and the in
uence of substitutions and the dimensionality
in these compounds. We have proposed and analyzed various chemical modications to
the Cu-based polymeric coordination compound CuCCP. Our goal has been to tune, in
a controlled way, the magnetic interactions between Cu centers and to test the eciency
and feasibility of the combination of methods proposed here. We pursued two ways of
modifying the original CuCCP structure: i) by changing the substitution pattern in the
linker (hydroquinone) and 2) adding ligands to the system. Following the rst scheme
we considered two possible H substutions in the hydroquinone ring, namely an electron
donating group (NH2) and an electron withdrawing group (CN). For the second scheme,
we considered structures with H2O and NH3 ligands. From our study we conclude that
NH2 substitution in the hydroquinone is the most eective means to enhance the intra-
chain Cu-Cu interaction in CuCCP, while the CN substitution induces and enhances the
inter-chain interactions in the system which are either absent or very weak in the original
CuCCP compound. In contrast, the inclusion of H2O and NH3 ligands has the eect of
isolating the Cu ions. The eects observed in this study are very small, mainly due to weak
coupling constants in these kind of metal-organic materials.
We have shown that the compound known as TK91 behaves as a weakly-coupled two-
dimensional spin 1/2 dimer system, with the strongest Cu-Cu interaction located along the
polymeric hydroquinone-based chains and a weak interaction along the c-axis. The dimer
unity is not such one formed by the nearest Cu-Cu atoms in the unit cell but the one
formed by the Cu ions bridged by the hydroquinone linker and separated by a distance of
about 8  A. We showed that the microscopic parameters derived by our calculations are at
the same order of magnitude as the ones obtained by tting the experimental curves ofChapter 6: Summary and Outlook 152
susceptibility and specic heat at zero magnetic eld. Analysis of the electronic properties
for this compound reveals the presence of a dd  bonding contained in the plane of the O-
Cu-N atoms within the chain, which concentrates the interaction between coppers along the
polymeric chain. These characteristics together with a gap in the excitation spectra, make
this compound one possible candidate for studies of quantum critical phenomena. At the
time this thesis was being completed, a magnetic eld induced Bose-Einstein condensation of
magnons or a Kosterlitz-Thouless scenario were being discussed for this compound. However
more experimental studies are necessary to conrm or reject these hypothesis. Presently,
many experimental eorts are directed to this goal.
In general the hydroquinone molecule tends to strongly in
uence the magnetic interaction
between the metal centers, keeping moderate values of the interaction between the metal
centers and xing the direction of the strongest interaction to the one in
uenced directly
by this molecule.
The Cu4OCl6daca4 system is comprised of very interesting magnetic units formed by Cu
ions arranged in a tetrahedral way. Our calculations show that it is formed by an almost
isolated Cu2+ S=1/2 tetrahedron. The unpaired electron is only partially localized in the
Cu d states, transferred to the oxygen atom in the center of the tetrahedron and is then fur-
ther delocalized around atomic cores within the molecule. Dierent scenarios were proposed
in the literature, in an attempt to explain the anomalous behavior of the eective magnetic
moment which has been observed experimentally. Our ndings reject these previous sce-
narios, where the compound was considered as a valence mixed system as well as described
by an isotropic Heisenberg model with large anisotropy and orbital degeneracy. Due to the
geometry of the cluster, two exchange paths are possible, both antiferromagnetic Cu-O-Cu
via the central oxygen atom and ferromagnetic Cu-Cl-Cu via the peripheral chlorine atoms.
This, together with the fact that measurements of the bulk properties reveal that apparen-
tly there exists a very weak AFM inter-tetrahedral exchange between AFM/FM clusters,
has lead us to propose a model which includes AFM/FM and very weak AFM inter-cluster
correlations. Our DFT calculations of ferro- or antiferromagnetic intra-cluster interactions
turned out to be quite unstable with respect to the sign of J, which is a sign of the highly
frustrated behavior of the compound. The magnetic frustration together with the poor
sample quality and the anisotropic sample growth make dicult to conrm or reject this
scenario theoretically and experimentally. At the preparation of this thesis, additional ex-Chapter 6: Summary and Outlook 153
perimental eorts were directed to obtain higher quality crystals and to study the interplay
between electron delocalization and magnetic interaction in more detail.
In the case of Fe(II)-triazole, we have shown that by carefully preparing a series of model
structures, we had successfully simulated the spin transition from LS to HS. This turned out
to be an abrupt transition in the models structures we have elaborated. An advantage in
these models is that the basic units of in this family of polymers are used for the calculations,
while the usually varying counterions are replaced by small units that keep the unit cell
neutral. Our calculations can therefore be extrapolated to any polymeric material. In our
calculations the elastic degrees of freedom were frozen and we concentrated on the electronic
and magnetic properties for which we quantied the corresponding parameters. We have
shown that the magnetic interactions play an important role in the microscopic mechanism
of the spin transition providing a new interpretation about the origin of the parameters
underlying traditional theoretical approaches for polymeric spin-crossover materials. A next
step in future investigations should concern the inclusion of lattice dynamics (phonons) in
the ab initio calculations.
In the case of K2V3O8 compound, we have shown that in order to obtain the correct ground
state it is necessary to relax the forces between the structures, as it was shown in the case
of the metal-organic compounds. However, in this case we did not need the two step pro-
cedure because the compound has a high symmetry and low number of atoms per unit cell.
Although there are anisotropies present in the system they are small, and only in
uence the
properties of the compounds when applying magnetic elds, as has been observed experi-
mentally. Our calculations show that the system is well described by an antiferromagnetic
2D square lattice Heisenberg Hamiltonian with a nearest neighbor interaction of J  12 K
and diagonal superexchange terms of J'  1.7 K. This last term has not been predicted
or observed previously but it in
uences considerably the ground state properties, as shown
by our calculations of susceptibility and specic heat and give better agreement with the
experimental observations when including the diagonal terms. We have thus presented a
new approach which provide an improved treatment of the ground state properties for this
compound and rejects the scenarios of orbital degeneracy and two-spin models.
The present work shows that, in general, low dimensional materials composed of transi-
tion metal oxides with small exchange parameter comprise an extremely interesting class
of materials due to the rich variety of magnetic phenomena they exhibit. Their lattice and
electronic (orbital, charge and spin) degrees of freedom are coupled by eective interactionsChapter 6: Summary and Outlook 154
(electron-phonon coupling, hopping t, Coulomb repulsion U and Hund's rule coupling J)
and, when some of these are of similar magnitude, competing phases may exist. We studied
dierent representatives of these materials to examine how the interplay between these e-
nergy scales determines the ground state properties or dierent phenomena when applying
a external perturbation and how these energy scales can be changed by introducing sub-
stitutions or changing the coordination of the metal center. Due to the dierent energy
scales involved, we have shown that to correctly and completely describe these microscopic
mechanisms it is necessary to combine dierent approaches, namely at the ab initio level,
classical and quantum mechanical methods, as well as ab initio methods together with ef-
fective Hamiltonians. In doing so, we have managed not only to describe the structural,
magnetic and electronic properties of these compounds but also to predict new structures.
This can then provide a guide for synthesis in the laboratory and to design materials which
exhibit novel microscopic behavior. Using the present results, further work could proceed
along these lines: following our two-step approach, to study the eect of pressure and to
perform further substitutions in hydroquinone-based compounds and to study the eect
of electron-phonon coupling on Fe(II)-triazole compounds. In the case of Cu4OCl6daca4,
further studies at the theoretical level should consider dierent magnetic congurations in
the tetrahedra within one unit cell and the in
uence of quantum 
uctuations and molecu-
lar vibrations on the magnetic behavior at low temperatures. This should be followed by
experimental eorts concerning the synthesis of improved samples. Additionally an experi-
mental study of the interplay between electron delocalization and magnetic interactions our
calculations have predicted is required. When this thesis was in preparation, there were
already controversies regarding the zero-dimensional character of the compound and was
identied as a molecular magnet. Further work we have elaborated on this issue reject this
model [39]. Further progress in the understanding of the magnetic properties of K2V3O8
should study the magnon dispersion relation with the proposed Hamiltonian and consider
the role of the small weights found in the non-magnetic V positions on the spectra in our
calculations.Appendix A
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156Table A.1: Fractional atomic coordinates of nonequivalent atoms in the CuCCP relaxed
structure. For the lattice parameters, see Table 5.2
Atom x y z
Cu 0.50000000 0.50000000 0.50000000
O2 0.45807085 0.34945590 0.61867100
C3 0.47453250 0.42427727 0.79976209
C4 0.66964239 0.58689132 0.92934831
C5 0.03307743 0.77291193 0.67969033
C6 0.22055285 0.84552796 0.83633834
C7 0.10236956 0.77948528 0.94972154
C8 0.69708703 0.66146833 0.12029633
N9 0.85763836 0.67389511 0.86095005
N10 0.81088455 0.66923587 0.69559172
H11 0.17321893 0.79227770 0.08154772
H12 0.41931318 0.93171559 0.86071647
H13 0.04560064 0.78754151 0.55485514
H14 0.84710562 0.79189166 0.21212560Appendix A: Atomic coordinates for the relaxed CuCCP-based structures 158
Table A.2: Fractional atomic positions of nonequivalent atoms in Cu(II)-NH2 obtained after
relaxation.
Atom x y z
Cu 0.50000000 0.50000000 0.50000000
O 0.45952338 0.34384463 0.62047714
N1 0.87129861 0.67649196 0.85703667
N2 0.81592808 0.67403219 0.69273582
N3 0.89342131 0.81953377 0.25313235
C1 0.48379900 0.42607948 0.80332348
C2 0.68236558 0.58873536 0.92870320
C3 0.03998649 0.76736537 0.66677421
C4 0.23751744 0.83563448 0.81694695
C5 0.12514376 0.77281287 0.93447831
C6 0.70113966 0.66249861 0.12137891
H1 0.20669437 0.78002257 0.06146726
H2 0.43843580 0.91660682 0.83522646
H3 0.04936408 0.77481595 0.53807198
H4 0.82019516 0.86915420 0.37967013
H5 0.94873662 0.93065156 0.22239484
Table A.3: Fractional atomic positions of nonequivalent atoms in Cu(II)-CN obtained with
the PAW method. For the lattice parameters, see Table 5.2 (same as CuCCP).
Atom x y z
Cu 0.50000000 0.50000000 0.50000000
O2 0.45586047 0.34601917 0.61954812
C3 0.48225645 0.42521098 0.79980648
C4 0.67945058 0.58805578 0.92534823
C5 0.03840246 0.75931280 0.66201665
C6 0.23489475 0.83140998 0.81391636
C7 0.12391950 0.76942719 0.93099867
C8 0.69442255 0.66012194 0.11819527
C9 0.10296089 0.18115566 0.75982224
N10 0.86871330 0.67385342 0.85532789
N11 0.81516655 0.66763181 0.68801486
N12 0.91623888 0.05749851 0.67879026
H13 0.21036322 0.77929926 0.05704328
H14 0.43529131 0.91345668 0.83230517
H15 0.04931745 0.76810831 0.53464886Appendix A: Atomic coordinates for the relaxed CuCCP-based structures 159
Table A.4: Fractional atomic positions of nonequivalent atoms in Cu(II)-H2O obtained after
relaxation. For the lattice parameters, see Table 5.2.
Atom x y z
Cu 0.50000000 0.50000000 0.50000000
O1 0.54548630 0.39146013 0.61449576
O2 0.11104809 0.50997119 0.71612732
C1 0.50846703 0.44754970 0.80067207
C2 0.68032852 0.61183880 0.90724635
C3 0.05894527 0.84496851 0.61704992
C4 0.26950758 0.95163087 0.75697623
C5 0.15279255 0.87395244 0.88376263
C6 0.32801067 0.33993413 0.89980571
N1 0.88662263 0.72926141 0.81944391
N2 0.82847386 0.71119262 0.65595860
H1 0.23644016 0.90962503 0.01364916
H2 0.47761970 0.07047826 0.76570604
H3 0.05611367 0.85699006 0.49132676
H4 0.20991897 0.21421176 0.81558567
H5 0.02924495 0.44665601 0.79637256
H6 0.92725690 0.45505960 0.64249638
Table A.5: Fractional atomic positions of nonequivalent atoms in Cu(II)-NH3 obtained with
the PAW method. For the lattice parameters, see Table 5.2.
Atom x y z
Cu 0.50000000 0.50000000 0.50000000
O2 0.46792628 0.37997535 0.62845458
C3 0.47857169 0.44435792 0.80643875
C4 0.67614669 0.61476778 0.91027186
C5 0.08811637 0.85402562 0.62829276
C6 0.28665702 0.97094387 0.77525302
C7 0.15203987 0.89487447 0.90229372
C8 0.69320820 0.66296774 0.09556227
N9 0.88608232 0.73995911 0.83090719
N10 0.84894377 0.71586082 0.66309812
H11 0.22284424 0.94017554 0.03735531
H12 0.49773965 0.09575630 0.78918445
H13 0.09716036 0.86012825 0.49969803
H14 0.83131748 0.79172500 0.17927696
N15 0.85868062 0.47014482 0.31230695
H16 0.76116972 0.35073628 0.28122641
H17 0.07885375 0.54072073 0.36734836
H18 0.90882562 0.48724318 0.19073394Appendix B
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Table B.1: Fractional atomic positions of nonequivalent atoms for Fe-N distance 2.0  A
Atom x y z
Fe 0.50000000 0.50000000 0.50000000
F2 0.30651000 0.10168000 0.75000000
F3 0.93868000 0.32793000 0.75000000
N4 0.16504000 0.54583000 0.75000000
N5 0.62375000 0.21212000 0.75000000
N6 0.71102000 0.74188000 0.75000000
N7 0.35221000 0.52030000 0.65648000
N8 0.55467000 0.37294000 0.65653000
N9 0.59314000 0.60672000 0.65648000
C10 0.03247000 0.56372000 0.75000000
C11 0.67265000 0.09819000 0.75000000
C12 0.79450000 0.83758000 0.75000000
C13 0.23924000 0.53568000 0.60529000
C14 0.59632000 0.27586000 0.60517000
C15 0.66428000 0.68827000 0.60512000
H16 0.01352000 0.65232000 0.75000000
H17 0.59792000 0.03915000 0.75000000
H18 0.88791000 0.80811000 0.75000000
H19 0.99298000 0.52586000 0.63066000
H20 0.72817000 0.08549000 0.63125000
H21 0.77855000 0.88755000 0.63004000
H22 0.20647000 0.54127000 0.46751000
H23 0.68504000 0.71300000 0.46776000
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Table B.2: Fractional atomic positions of nonequivalent atoms for Fe-N distance 2.05  A
Atom x y z
Fe 0.50000000 0.50000000 0.50000000
F2 0.33132219 0.14087842 0.75000000
F3 0.88654614 0.37046367 0.75000000
N4 0.16518442 0.55712575 0.75000000
N5 0.62244295 0.20908205 0.75000000
N6 0.70705792 0.74724140 0.75000000
N7 0.34962994 0.52065997 0.65791993
N8 0.55561998 0.37064997 0.65796997
N9 0.59475995 0.60864996 0.65791993
C10 0.03537249 0.58303297 0.75000000
C11 0.65670021 0.09242721 0.75000000
C12 0.79093894 0.84131033 0.75000000
C13 0.23680430 0.54368581 0.60351494
C14 0.59601539 0.27229390 0.60622714
C15 0.66286124 0.69378071 0.60361488
H16 0.02299063 0.67390614 0.75000000
H17 0.57272218 0.04210771 0.75000000
H18 0.88551913 0.81098879 0.75000000
H19 0.99320883 0.54509254 0.63214722
H20 0.71127636 0.07527682 0.63004305
H21 0.77500994 0.88997817 0.62765063
H22 0.20317540 0.55910591 0.46488643
H23 0.67628193 0.72534100 0.46594206
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Table B.3: Fractional atomic positions of nonequivalent atoms for Fe-N distance 2.08  A
Atom x y z
Fe 0.50000000 0.50000000 0.50000000
F2 0.32569604 0.12482324 0.75000000
F3 0.90597412 0.35422893 0.75000000
N4 0.16337365 0.55327077 0.75000000
N5 0.62456975 0.20895069 0.75000000
N6 0.70882924 0.74717243 0.75000000
N7 0.34810995 0.52086995 0.65876991
N8 0.55617997 0.36929000 0.65882001
N9 0.59571997 0.60978997 0.65875999
C10 0.03296893 0.57384732 0.75000000
C11 0.66253189 0.09355855 0.75000000
C12 0.79263805 0.84090629 0.75000000
C13 0.23529819 0.54151314 0.60544464
C14 0.59756124 0.27166537 0.60752142
C15 0.66424277 0.69413955 0.60527798
H16 0.01613958 0.66369363 0.75000000
H17 0.58053636 0.04128601 0.75000000
H18 0.88667593 0.81042699 0.75000000
H19 0.99314260 0.53353434 0.63380905
H20 0.71738818 0.07813021 0.63107456
H21 0.77681666 0.88931125 0.62861733
H22 0.20211157 0.55612648 0.46906038
H23 0.67866896 0.72470740 0.46916039
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Table B.4: Fractional atomic positions of nonequivalent atoms for Fe-N distance 2.09  A
Atom x y z
Fe 0.50000000 0.50000000 0.50000000
F2 0.33342615 0.13990841 0.75000000
F3 0.88664544 0.36980824 0.75000000
N4 0.16409460 0.55652601 0.75000000
N5 0.6224853 0.20810188 0.75000000
N6 0.70733741 0.74821033 0.75000000
N7 0.34759995 0.52093997 0.65904002
N8 0.55636997 0.36883996 0.65908997
N9 0.59603999 0.61016996 0.65904002
C10 0.03458526 0.58042457 0.75000000
C11 0.65588576 0.09190211 0.75000000
C12 0.79084923 0.84170184 0.75000000
C13 0.23548675 0.54347097 0.60534668
C14 0.59629461 0.27104212 0.60795423
C15 0.66343796 0.69489771 0.60540921
H16 0.02053982 0.67059426 0.75000000
H17 0.57203560 0.04234526 0.75000000
H18 0.88484301 0.81145043 0.75000000
H19 0.99325272 0.54180423 0.63385046
H20 0.71003681 0.07460198 0.63148753
H21 0.77507611 0.89021801 0.62925016
H22 0.20245679 0.55845339 0.46830821
H23 0.67669669 0.72589580 0.46926277
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Table B.5: Fractional atomic positions of nonequivalent atoms for Fe-N distance 2.10  A
Atom x y z
Fe 0.50000000 0.50000000 0.50000000
F2 0.33214373 0.13554648 0.75000000
F3 0.89179173 0.36547926 0.75000000
N4 0.16356198 0.55551287 0.75000000
N5 0.62310722 0.20804256 0.75000000
N6 0.70779228 0.74825160 0.75000000
N7 0.34710001 0.52100999 0.65931991
N8 0.55655000 0.36839001 0.65936998
N9 0.59635994 0.61053997 0.65931991
C10 0.03391910 0.57794772 0.75000000
C11 0.65758597 0.09222540 0.75000000
C12 0.79122620 0.84165016 0.75000000
C13 0.23501999 0.54291125 0.60594812
C14 0.59675425 0.27082583 0.60837978
C15 0.66381732 0.69505583 0.60593469
H16 0.01866680 0.66781213 0.75000000
H17 0.57432274 0.04209292 0.75000000
H18 0.88505883 0.81139246 0.75000000
H19 0.99322986 0.53869431 0.63435898
H20 0.71182225 0.07543010 0.63183261
H21 0.77546391 0.89007871 0.62958243
H22 0.20209115 0.55772194 0.46963014
H23 0.67732501 0.72579452 0.47028904
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Table B.6: Fractional atomic positions of nonequivalent atoms for Fe-N distance 2.12  A
Atom x y z
Fe 0.50000000 0.50000000 0.50000000
F2 0.32939838 0.12713562 0.75000000
F3 0.90151882 0.35682543 0.75000000
N4 0.16254367 0.55356680 0.75000000
N5 0.62432921 0.20789738 0.75000000
N6 0.70884006 0.74826042 0.75000000
N7 0.34608995 0.52114998 0.65986999
N8 0.55691998 0.36749001 0.65992001
N9 0.59698992 0.61129994 0.65985993
C10 0.03271947 0.57318286 0.75000000
C11 0.66085857 0.09283636 0.75000000
C12 0.79217902 0.84143276 0.75000000
C13 0.23410802 0.54182359 0.60710461
C14 0.59766561 0.27038293 0.60921804
C15 0.66466288 0.69532491 0.60697001
H16 0.01514672 0.66242079 0.75000000
H17 0.57876223 0.04159434 0.75000000
H18 0.88567782 0.81112786 0.75000000
H19 0.99329727 0.53272393 0.63535508
H20 0.71523986 0.07700588 0.63251928
H21 0.77647911 0.88971605 0.63025437
H22 0.20143118 0.55617657 0.47205502
H23 0.67868579 0.72550467 0.47227742
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Table B.7: Fractional atomic positions of nonequivalent atoms for Fe-N distance 2.15  A
Atom x y z
Fe 0.50000000 0.50000000 0.50000000
F2 0.32765200 0.12029941 0.75000000
F3 0.90878319 0.34921868 0.75000000
N4 0.16142255 0.55196241 0.75000000
N5 0.62536825 0.20746089 0.75000000
N6 0.70997242 0.74846249 0.75000000
N7 0.34459997 0.52135998 0.66067990
N8 0.55746992 0.36615999 0.66071989
N9 0.59792993 0.61241999 0.66066993
C10 0.03172457 0.56907336 0.75000000
C11 0.66341986 0.09323065 0.75000000
C12 0.79310833 0.84125087 0.75000000
C13 0.23296589 0.54094204 0.60860758
C14 0.59852151 0.26961793 0.61045481
C15 0.66568120 0.69580994 0.60839730
H16 0.01213771 0.65757468 0.75000000
H17 0.58244523 0.04119841 0.75000000
H18 0.88615407 0.81096851 0.75000000
H19 0.99347664 0.52767148 0.63662199
H20 0.71780313 0.07819235 0.63356159
H21 0.77751275 0.88938796 0.63134750
H22 0.20070412 0.55467366 0.47496948
H23 0.68012573 0.72527073 0.47493916
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Table B.8: Fractional atomic positions of nonequivalent atoms for Fe-N distance 2.2  A
Atom x y z
Fe 0.50000000 0.50000000 0.50000000
F2 0.32896350 0.11707757 0.75000000
F3 0.91064062 0.34534154 0.75000000
N4 0.16006180 0.55117969 0.75000000
N5 0.62587650 0.20635497 0.75000000
N6 0.71089700 0.74932391 0.75000000
N7 0.34213995 0.52169995 0.66198999
N8 0.55837999 0.36394997 0.66203998
N9 0.59947993 0.61426993 0.66198999
C10 0.03102796 0.56652311 0.75000000
C11 0.66407900 0.09297989 0.75000000
C12 0.79355417 0.84143345 0.75000000
C13 0.23133010 0.54058401 0.61080274
C14 0.59917558 0.26814432 0.61247479
C15 0.66678671 0.69693206 0.61057526
H16 0.01011767 0.65415721 0.75000000
H17 0.58392072 0.04099757 0.75000000
H18 0.88591498 0.81132191 0.75000000
H19 0.99365318 0.52473736 0.63841087
H20 0.71815882 0.07824863 0.63529397
H21 0.77812308 0.88940423 0.63325687
H22 0.19968775 0.55363351 0.47907036
H23 0.68133525 0.72554207 0.47897265
H24 0.61036816 0.24149507 0.48108713Appendix C
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The obtained lattice values after relaxing the c=a ratio in the GGA approximation are
a=8.8542  A and c=5.2908  A.
Table C.1: Fractional atomic coordinates of nonequivalent atoms in the K2V3O8 relaxed
structure in the GGA approximation.
Atom x y z
K 0.66907000 0.16907000 0.17283915
V1 0.00000000 0.00000000 0.63161551
V2 0.36602359 0.13397641 0.64335752
O1 0.00000000 0.00000000 0.93587594
O2 0.18878065 0.08677589 0.52936466
O3 0.36982000 0.13018000 0.95431334
O4 0.00000000 0.50000000 0.51391578
The obtained lattice values after relaxing the c=a ratio in the LDA approximation are a=
8.8606  A and c= 5.2831  A.
Table C.2: Fractional atomic coordinates of nonequivalent atoms in the K2V3O8 relaxed
structure in the LDA approximation.
Atom x y z
K1 0.66907000 0.16907000 0.17407021
V1 0.00000000 0.00000000 0.62494906
V2 0.36607440 0.13392560 0.64170505
O1 0.00000000 0.00000000 0.92677612
O2 0.18907646 0.08556979 0.53280423
O3 0.36982000 0.13018000 0.95070083
O4 0.00000000 0.50000000 0.51854406Bibliography
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178Zusammenfasung
Niedrigdimensionale Quantenspinsysteme basierend auf  Ubergangsmetallionen standen in
den letzten Jahrzehnten im Mittelpunkt intensiver Forschung. Die grosse Anzahl ihrer
Freiheitsgrade (Orbital-, Ladungs- und Spinfreiheitsgrade) sind durch atomaren  Uberlapp
sowie Wechselwirkungen wie Coulombabstossung und den daraus resultierenden Hundschen
Regeln verkn upft. Konkurrierende Phasen treten auf, wenn einige dieser Wechselwirkungen
von vergleichbarer Gr osse sind. Der Begri 'niedrigdimensionale Spinsysteme' bezieht sich
auf Materialien, in denen sich die magnetischen Wechselwirkungen zwischen magnetischen
Ionen im Wesentlichen auf Ebenen (zweidimensional), Ketten (eindimensional) oder Clus-
tern (nulldimensional) beschr anken. Connement-Eekte spielen eine wichtige Rolle, die
zu einer Vielzahl interessanter und ungew ohnlicher Quantenph anomene f uhren. Die expe-
rimentelle Untersuchung dieser Ph anomene wird jedoch h aug durch die grossen charak-
teristischen Energieskalen vieler Materialien erschwert. So haben z.B. die anorganischen
Kuprate Austauschkonstanten in der Gr ossenordnung von J  1500 K [60]. Um magnet-
feldinduzierte  Uberg ange zu untersuchen, mu das angelegte Magnetfeld gr osser als das
S attigungsfeld sein, das f ur diese Materialien in der Gr ossenordnung von 3800 T liegt. Ex-
perimentell k onnen kleiner Energieskalen durch das Einbringen von Defekten, die Substitu-
tion von Komponenten oder durch Dotierung mit nichtmagnetischen Ionen (Verd unnung)
erreicht werden. Die j ungsten Entdeckungen von niedrigdimensionalen metallorganischen
Verbindungen mit Austauschkopplungen zwischen Metallen in der Gr ossenordnung einiger
meV, hat diese Materialien wieder in den Mittelpunkt des Interesses von Experimentatoren
und Theoretikern ger uckt [98], [119].
Metallorganische Verbindungen, in denen  Ubergangsmetallzentren  uber organische Ligan-
den gekoppelt sind, werden im Zusammenhang mit molekularen Magneten und elektro-
nischen Materialien diskutiert [54],[95]. Ihre Eigenschaften lassen sich wegen ihres mo-
dularen Aufbaus ver andern, ohne dass dabei der grundlegende Kristallaufbau ver andert
werden mu. Die Substitution organischer Gruppen oder Liganden kommt als m ogliche
Ladungstr ager-Dotierung bei der Suche nach Materialien mit den gew unschten magneti-
schen Wechselwirkungen und Ladungstr agerkonzentrationen eine wichtige Rolle zu. Diese
M oglichkeit wird im ersten Teil dieser Arbeit theoretisch untersucht. So werden beispiels-
weise systematische Substitutionen der metallorganischer Verbindungen dazu benutzt, die
gew unschten elektronischen und magnetischen Eigenschaften in neuen und modizierten
Strukturen zu erreichen. Diese Studien erlauben ein graduelles Verst andnis der Eigen-
schaften der niedrigdimensionalen Systeme und k onnen als Anleitung f ur die systematische
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Synthese im Labor dienen.
Die grosse Anzahl von Atomen in der Elementarzelle und die niedrige Symmetrie, die
man in der Regel bei metallorganischen Verbindungen vorndet, erschweren jedoch die
numerische Untersuchung ihrer elektronischen und magnetischen Eigenschaften erheblich.
Hinzu kommt, dass die Struktur h aug nur schlecht bestimmt ist, da eine genaue Bestim-
mung der Wasserstopositionen mit R ontgenstreuung sehr schwer ist. In einigen F allen ist
nicht einmal die Kristallstruktur bekannt, da es keine f ur die R ontgenanalyse geeigneten
Kristalle gibt. Deswegen waren theoretische Untersuchen dieser Verbindungen zumeist
Strukturuntersuchungen welche auf klassischen Ans atzen basierten. Die Art der organischen
Komponente hat einen wichtigen Ein
uss auf die Eigenschaften der metallischen Zentren,
so dass diese bei der Untersuchung der Grundzustandseigenschaften ber ucksichtigt werden
m ussen. Eine Methode, die den Ein
uss aller Konstituenten eines Materials ber ucksichtigt,
ist die Dichtefunktionaltheorie (DFT). Um kontrollierte DFT-Rechnungen f ur solche Struk-
turen durchzuf uhren, wird in dieser Arbeit ein neuer Zwei-Schritt-Ansatz verfolgt, bei
dem klassische und quantenmechanische Methoden dazu benutzt werden, um systematische
Modellstrukturen f ur metallorganische oder polymerische Verbindungen herzustellen und
zu ihrer Gleichgewichtsstruktur zu relaxieren. Diese Prozedur erlaubt es, nicht nur den
Grundzustand von Verbindungen zu studieren, sondern auch ihre Konstituenten zu modi-
zieren. Es wird gezeigt, dass diese Prozedur sehr eektiv ist und zudem den Vorteil be-
sitzt, quantenmechanische Eekte mit einzubeziehen. Eine Vernachl assigung der Quanten-
eekte kann zur Unterdr uckung interessanter Eigenschaften und falschen Schlussfolgerun-
gen f uhren. Diese theoretische Prozedur wurde in dieser Arbeit erfolgreich auf verschiedene
metallorganische Materialien angewandt.
In der Klasse der metallorganischen Verbindungen sind wir insbesondere an Hydrochinone-
abgeleiteten Linkern, die Cu2+-Ionen verbinden, interessiert. Der Vorteil ist, dass diese
chemisch so modiziert werden k onnen, dass die Koordinationsgeometrie der Cu2+-
Ionen beein
usst wird w ahrend die St arke der magnetischen Austausch-Wechselwirkung
moderat gehalten wird. F ur zwei Repr asentanten der Familie der hydroquinone-
basierten niedrigdimensionalen Quantenspinssysteme - Cu2+-2,5-bis(pyrazol-1-yl)-1,4-
dihydroxybenzene (CuCCP), das sich wie ein eindimensionales Spinkettensystem verh alt,
und das gekoppelte Dimersystem TK91 - wurde der Ein
u der organischen Linker auf
die magnetische Korrelation der Metallzentren untersucht. Zus atzlich wurden systematis-
che  Anderungen der CuCCP Polymere theoretisch untersucht, um gew unschte elektronischeZusammenfasung 181
und magnetische Eigenschaften in den neuen Strukturen zu erhalten. Diese Untersuchun-
gen erlauben ein graduelles Verst andnis der Eigenschaften dieser Systeme und geben eine
Hilfestellung f ur die systematische Synthese im Labor.
Es wurden verschiedene chemische Modikationen der Cu-basierten polymerischen Koor-
dinationsverbindung CuCCP analysiert. Unser Ziel war es, die magnetischen Wechsel-
wirkungen zwischen Cu-Zentren kontrolliert zu ver andern und damit die Ezienz und
Durchf uhrbarkeit unseres kombinierten Ansatzes zu  uberpr ufen. Dabei wurden zwei Wege
verfolgt um die urspr ungliche CuCCP-Struktur zu ver andern: i) durch unterschiedliche
Substitutionen im Linker (hydrochinone) ii) durch Hinzuf ugen von Liganden zum Sys-
tem. Im Rahmen des ersten Schemas wurden zwei unterschiedliche H-Substitutionen im
Hydrochinone-Ring untersucht, NH2 (das Elektronen zur Verf ugung stellt) und CN (das
Elektronen entzieht). Im Rahmen des zweiten Schemas wurden Strukturen mit H2O- und
NH3-Liganden untersucht. Das Ergebnis unserer Studie ist, dass NH2-Substitution in Hy-
drochinone die eektivste Methode ist, um die Cu-Cu-Wechselwirkungen innerhalb der
Kette im CuCCP zu erh ohen. Dagegen induziert oder verst arkt CN die Wechselwirkun-
gen zwischen den Ketten, die in der urspr unglichen CuCCP-Verbindung nicht oder nur
schwach vorhanden waren. Im Gegensatz dazu f uhrt der Zusatz von H2O und NH3 zu einer
Isolierung der Cu-Ionen. Die in dieser Untersuchung gefundenen Eekte sind sehr klein,
haupts achlich aufgrund der schwachen Kopplungskonstanten in dieser Art metallorganis-
cher Materialien.
Wir haben gezeigt, dass die als TK91 bekannte Verbindung sich wie ein schwach
gekoppeltes zweidimensionales Spin-1/2-Kettensystem verh alt, mit der st arksten Cu-Cu-
Wechselwirkung entlang den polymerischen Hydrochinone-basierten Ketten und einer
schwachen Wechselwirkung entlang der c-Achse. Die Dimer-Einheit wird dabei nicht durch
die direkt benachbarten Cu Atome, sondern durch die durch Hydroquinone-Linker verbun-
denen Cu-Ionen gebildet, die einen Abstand von 8  A haben. Die mikroskopischen Param-
eter, die sich aus unseren Rechnungen ergeben, sind von der gleichen Gr ossenordnung wie
diejenigen, die man aus Untersuchungen der experimentellen Kurven f ur die Suszeptibilit at
und f ur die spezische W arme bei verschwindendem Magnetfeld erh alt. Die Analyse der
elektronischen Eigenschaften dieser Verbindung zeigt, dass es in der Ebene der O-Cu-N-
Atome innerhalb der Kette eine dd -Bindung gibt, die zu einer Verst arkung der Wechsel-
wirkungen zwischen den Cu-Atomen entlang der Polymerkette f uhrt. Diese Eigenschaften
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m oglichen Kandidaten f ur Untersuchungen quantenkritischer Ph anomene. Zur Zeit der Fer-
tigstellung dieser Dissertation wurde eine magnetfeldinduzierte Bose-Einstein-Kondensation
von Magnonen oder ein Kosterlitz-Thouless-Szenario f ur diese Verbindung diskutiert. Es
sind jedoch noch weitere experimentelle Untersuchungen notwendig, um diese Hypothesen
zu best atigen oder zu widerlegen. Solche Untersuchungen werden z.Z. durchgef uhrt.
Zus atzlich haben wir weiter den Ein
u der geometrischen Anordnung und das Wechsel-
spiel verschiedener Energieskalen auf die magnetischen Ph anomenen, wie sie in null-, ein-
und zweidimensionalen Materialien beobachtet werden, untersucht. Hierf ur wurden drei
unterschiedliche Systeme mit 3d  Ubergangsmetall-Ionen betrachtet, in denen die magnetis-
chen Wechselwirkungsparameter zwischen den magnetischen Zentren klein sind, und die
im Magnetfeld oder unter  Anderung des Drucks oder der Temperatur sehr interessante
Eigenschaften zeigen.
F ur den nulldimensionalen Fall wurde eine ausf uhrliche Untersuchung von Cu4OCl6L4
mit L=diallylcyanamide=NC-N-(CH2-CH=CH2)2 (Cu4OCl6daca4) durchgef uhrt. Im
Cu4OCl6daca4-System sind die durch Cu-Ionen gebildeten magnetischen Einheiten
tetraedrisch angeordnet. Unsere Berechnungen zeigen, dass es sich um nahezu isolierte Cu2+
S=1/2 Tetraeder handelt. Das ungepaarte Elektron ist nur teilweise auf den Cu d-Zust anden
lokalisiert und wird teilweise auf das Sauerstoatom im Zentrum des Tetraeders und dann
weiter auf die Atome im Molek ul  ubertragen. Um das experimentell beobachtete anormale
Verhalten des eektiven Moments zu erkl aren, gab es unterschiedliche Erkl arungsversuche
in der Literatur. Unsere Ergebnisse weisen diejenigen Szenarien zur uck, bei denen die
Verbindung als System mit gemischten Valenzen oder als isotropes Heisenberg System mit
grosser Anisotropie und Orbitalentartung beschrieben wurde. Aufgrund der Geometrie des
Clusters sind zwei Austauschpfade m oglich. Zum einen ein antiferromagnetischer Cu-O-Cu-
Austausch  uber das zentrale Sauerstoatom, zum anderen ein ferromagnetischer Cu-Cl-Cu-
Austausch  uber die Chloratome in der Peripherie. Dies, zusammen mit der Tatsache, dass
Messungen der Bulkeigenschaften oensichtlich einen schwachen inter-tetraedrischen Aus-
tausch zwischen AFM/FM-Clustern zeigen, f uhrte uns dazu, ein Modell mit AFM/FM und
sehr schwachen AFM Inter-Cluster-Korrelationen vorzuschlagen. Unsere DFT-Rechnungen
f ur ferro- und antiferromagnetische Intra-Cluster-Wechselwirkungen haben sich als relativ
instabil bez uglich des Vorzeichens von J erwiesen, was auf ein hochfrustriertes Verhalten
dieser Verbindung hindeutet. Die magnetische Frustration zusammen mit der schlechten
Probenqualit at und dem anisotropen Probenwachstum machen es schwierig, dieses SzenarioZusammenfasung 183
experimentell zu best atigen oder zur uckzuweisen. Z.z. wird experimentell weiter versucht,
Kristalle h oherer Qualit at zu erhalten und das Wechselspielzwischen elektronischer De-
lokalisierung und magnetischer Wechselwirkung genauer zu untersuchen.
Im eindimensionalen Fall haben wir die polymerischen Fe(II)-Triazol-Verbindungen unter-
sucht, die von besonderer Bedeutung sind, da sich in ihnen m oglicherweise ein  Ubergang
zwischen einem Low- und High-Spin-Zustand (LS/HS) durch eine  aussere St orung in-
duzieren l asst. Nach einer zufriedenstellenden mikroskopischen Erkl arung dieses koope-
rativen Ph anomens wurde lange Zeit vergeblich gesucht. Einer der Gr unde hierf ur war
der Mangel an R ontgendaten. In dieser Arbeit entwickeln wir einen neuen mikroskopis-
chen Ansatz zur Kl arung des Mechanismus des Spin-Crossovers in solchen Systemen und
zeigen, dass in dieser Art von Verbindung der magnetische Austausch zwischen High-Spin
Fe(II)-Zentren eine wichtige Rolle spielt. F ur Fe(II)-triazole haben wir gezeigt, dass unter
Verwendung sorgf altig pr aparierter Modellstrukturen der  Ubergang von einem LS zu einem
HS Zustand simuliert werden kann. Ein Vorteil dieser Modellrechnungen ist, dass die Grun-
deinheiten dieser Polymerfamilie in den Rechnungen ber ucksichtigt werden, w ahrend die sich
normalerweise  andernden Counterionen durch kleine Einheiten ersetzt wurden, die die Ele-
mentarzelle neutral halten. Unsere Berechnungen k onnen daher auf beliebige polymerische
Materialien  ubertragen werden. In unseren Rechnungen wurden die elastischen Freiheits-
grade eingefroren und wir haben uns auf die elektronischen und magnetischen Eigenschaften
konzentriert, f ur die die entsprechenden Parameter quantiziert wurden. Wir haben gezeigt,
dass die magnetischen Wechselwirkungen eine wichtige Rolle im mikroskopischen Mecha-
nismus des Spin ubergangs spielen und damit eine mikroskopische Herleitung der Parameter
gefunden, die den traditionellen theoretischen Ans atzen f ur polymerische Spin-Crossover-
Materialien zugrunde liegen. Ein n achster Schritt f ur zuk unftige Untersuchungen sollte die
Gitterdynamik (Phononen) in den ab initio Berchnungen beinhalten.
Die korrekte Beschreibung der zugrunde liegenden Physik in vielen Materialien wird oft
durch die Anwesenheit von Anisotropien erschwert. Um diese Schwierigkeit zu verdeut-
lichen, haben wir eine zweidimensionale verd unnte K2V3O8-Verbindung untersucht, die
einen ungew ohnlichen Spin-Reorientierungseekt im Magnetfeld zeigt. F ur K2V3O8 haben
wir gezeigt, dass man,  ahnlich wie bei den metallorganischen Verbindungen, die atoma-
ren Kr afte in den Strukturen relaxieren muss, um den korrekten Grundzustand zu erhal-
ten. Aufgrund der hohen Symmetrie und der geringen Anzahl der Atome pro Elemen-
tarzelle, musste hier jedoch nicht die Zwei-Schritt-Prozedur angewandt werden. Es gibt zwarZusammenfasung 184
Anisotropien in diesen Systemen, diese sind jedoch klein und beein
ussen die experimentell
beobachteten Eigenschaften dieser Verbindungen nur im Magnetfeld. Unsere Berechnun-
gen zeigen, dass diese Systeme gut durch einen antiferromagnetischen zweidimensionalen
Heisenberg-Hamiltonoperator auf einem quadratischen Gitter beschrieben werden, mit einer
n achsten-Nachbar-Wechselwirkung J  12 K und einem diagonalen Superaustauschterm J'
 1.7 K. Dieser letzte Term wurde zuvor weder vorhergesagt noch beobachtet, beein
usst
aber die Grundzustandseigenschaften erheblich, wie durch unsere Berechnungen der Suszep-
tibilt at und der spezischen W arme gezeigt wird. Die Ber ucksichtung dieses Terms f uhrt zu
einer deutlich besseren Beschreibung der experimentellen Daten. Unser theoretischer Ansatz
erlaubt eine bessere Beschreibung der Grundzustandseigenschaften dieser Verbindungen als
solche Szenarien, die auf einer Orbitalentartung und einem Zwei-Spin-Modell basieren.Curriculum vitae
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