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Abstract— In this paper we address the problem of tracking
control of nonlinear systems via contraction analysis. The
necessary conditions of the systems which can achieve universal
asymptotic tracking are studied under several different cases.
We show the links to the well developed control contraction
metric, as well as its invariance under dynamic extension. In
terms of these conditions, we identify a differentially detectable
output, based on which a simple differential controller for
trajectory tracking is designed via damping injection. As
illustration we apply to electrostatic microactuators.
Index Terms— nonlinear systems, trajectory tracking, con-
traction analysis, incremental stability.
I. INTRODUCTION
Trajectory tracking is one of the most important objectives
in the area of motion control, particularly for autonomous
systems, robotics and electromechanical systems, which is
concerned with designing a feedback law to make the given
system asymptotically follow a time parameterized path. The
de facto standard technical route of tracking control is to
translate it into a stabilization problem by defining an error
dynamics, and then regulating to zero the induced nonlinear
systems, with many nonlinear control techniques applicable.
However, it brings the challenges to analyze nonlinear time-
varying systems.
An alternative route is to study control systems differ-
entially along their solutions, which is widely known as
contraction or incremental stability analysis [1, 2, 7, 13]. The
basic results on contraction analysis can be tracked back to
the field of differential equations, see for example [6, 14]. It
allows us to study the evolution of nearby trajectories to each
other from an auxiliary linearized dynamics, the stability of
which can be characterized by Finsler-Lyapunov functions
with an elegant geometric interpretation [7]. Nevertheless,
most works on contraction theory are devoted to systems
analysis, and in each case the corresponding constructive so-
lutions are rarely discussed, with notable exception [16, 17].
In [16] control contraction metric (CCM) is introduced as
a sufficient condition for exponential stabilizability of all
feasible trajectories of given nonlinear systems, the notion
of which resembles control Lyapunov functions (CLFs) for
asymptotic regulation of nonlinear systems. The obtained
controller based on CCM enjoys the benefit that the key
constructive procedure can be formulated as off-line convex
optimization. In [4], the CCM method is extended to Finsler
manifolds. On the application side the CCM technique has
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provided solutions to a wide variety of physical systems, see
[3, 19] for applications to human manipulation and motion
planning.
In this paper, we present some further results on asymp-
totic tracking in the context of contraction analysis. The main
contributions are twofold.
• Similarly to CLF which is necessary for asymptotic
controllability, the CCM is also a necessary condition
of universal asymptotic tracking for general nonlinear
systems. We also consider the cases of robust tracking
and with dynamic extension, and show that CCMs are
invariant under dynamic extension.
• Motivated by the proposed necessary conditions, we
provide a simple differential controller design, i.e.,
injecting damping along an elaborated differentially
passive output. The design is smooth globally, unlike
the one in [16] excluding a zero-Lebesgue set.
The paper is organized as follows. In Section II, we
give the problem formulation and some preliminaries on
differential dynamics. Section III presents the main results
of the paper on necessary conditions of universal asymp-
totic tracking from several perspectives. Based on them, we
discuss the tracking controller design in Section IV. Some
examples are given in Section V, and then the paper is
wrapped up by some concluding remarks.
Notations. All mappings are assumed smooth. For full-
rank matrix g ∈ Rn×m (m < n), we denote the general-
ized inverse as g† = [g>g]−1g> and g⊥ a full-rank left-
annihilator. Given a matrix M(x), a function V (x) and a
vector field f(x) with proper dimensions, we define the
directional derivative as ∂fM(x) =
∑
i
∂M(x)
∂xi
fi(x) and
LfV as the Lie derivative of V . For a square metrix A,
sym{A} represents 12 (A+A>).
II. PRELIMINARY
Consider the nonlinear control system
x˙ = f(x) +B(x)u, (1)
with states x ∈ Rn, input u ∈ Rm and x(0) = x0, where
the input matrix B(x) ∈ Rn×m (n > m) is full rank. We
denote its solution as x(t) = X(t, x0, u). The control target
is to track a predefined trajectory xd(t) generated by
x˙d = f(xd) +B(xd)ud(t), xd(0) = xd0 (2)
with input ud(t). Following standard practice in track-
ing control, we assume that the system (2) is forward
complete and define the feasible input set as Exd0 :=
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{
ud ∈ Lm∞ ∩ C1|∃X(t, xd0, ud), ∀t ≥ 0
}
for a given xd0. To
streamline the presentation, we recall some definitions first.
Definition 1 [2] Consider the system (1) under the control
u = α(x, t), the solution of which is forward invariant in
E ⊂ Rn. The closed-loop system in E is
(IAS) incrementally asymptotically stable if ∀(x1, x2) ∈ E ,
|X(t, x1, α(x1, t))−X(t, x2, α(x2, t))| ≤ κ(|x1 − x2|, t)
holds for any t ≥ 0 and some function κ of class KL.
(IES) incrementally exponentially stable if the system is IAS
with κ(a, t) = k1e−k2ta for some constants k1, k2 > 0.
Definition 2 For the system x˙ = F (x, t), a function V :
E × E → R+ is called IAS (or IES) Lyapunov function if
LF (x,t)V (x, ξ) + LF (ξ,t)V (x, ξ) < 0 (3)
[or ≤ λV (x, ξ)], and for some a1, a2 > 0 satisfying
a1|x− ξ|2 ≤ V (x, ξ) ≤ a2|x− ξ|2. (4)
The IAS of the system x˙ = F (x, t) is equivalent to the
existence of an IAS Lyapunov function for set stability of
x = ξ, by considering an auxiliary dynamics ξ˙ = F (ξ, t)
[2]. We are interested in designing a feedback law such that
lim
t→∞ |x(t)− xd(t)| = 0. (5)
Problem Formulation For the systems (1) and (2) with any
ud(t) ∈ Exd0 and ∀xd0 ∈ E , design a controller u = α(x, t)
achieving i) the IAS of the system (1) (or IES for exponential
tracking) and ii) invariance of {(x, xd) ∈ R2n|x = xd}.
Remark 1 The qualifier “universal” refers to target trajec-
tories generated by arbitrary ud ∈ Exd0 and xd0 ∈ Rn.
Another well-studied formulation of trajectory tracking is to
achieve (5) for a class of inputs ud, which is expected to
have weaker requirements on control systems. It, however,
involves additional excitation assumptions on desired trajec-
tories or equivalently on ud [9].
For any (xd0, x0) ∈ R2n, there exists a regular smooth
curve γ¯ : [0, 1] → Rn such that γ¯(0) = xd0, γ¯(1) =
x0. Considering the infinitesimal displacement δx(t) =
∂
∂sX(t, γ¯(s), us)|s=1 and δu := ∂∂sus|s=1, the time deriva-
tive of which is given by δx˙ = A(x, u)δx + B(x)δu, with
A(x, u) := ∂f(x)∂x +
∂B(x)u
∂x .
III. MAIN RESULTS OF NECESSARY CONDITIONS
In this section, we present the main results of the paper,
that is, identifying necessary conditions of the systems
which may achieve universal tracking, under several different
assumptions. The links to CCMs will also be clarified.
A. Necessary Condition of Universal Tracking
Let us consider the basic case of universal tracking, in
which we need the following.
Assumption 1 Consider the system (1) and the target dy-
namics (2) forward invariant in E ⊂ Rn with any input ud
and xd0. There exists a feedback law u = α(x, t)1 such that
• The set {(x, xd) ∈ E × E|x = xd} is forward invariant.
• The system x˙ = f(x) +B(x)α(x, t) := F (x, t) is IAS
(or IES) with the Lyapunov function in the sense of
Definition 2.
The above assumption characterizes the problem formula-
tion of universal tracking in terms of incremental stability.
Proposition 1 If Assumption 1 holds, then there exists a
symmetric matrix 2a1In ≤M(x) ≤ 2a2In such that
C1) for any non-zero v ∈ Rn, we have
v>M(x)B(x) = 0⇒ v>
[
∂fM(x) + 2M(x)
∂f(x)
∂x
]
v < 0
(6)
[or ≤ −λv>M(x)v for IES] and the PDEs for i = 1, . . . ,m
∂BiM(x) +
∂Bi(x)
∂x
>
M(x) +M(x)
∂Bi(x)
∂x
= 0. (7)
C2) The dual differential system
p˙ =
∂f(x)
∂x
>
p, yp = [M(x)B(x)]
>p (8)
is uniformly zero-state detectable (with exponential conver-
gence speed for IES).
Proof: Considering the IAS case, we define
∂2V
∂ξ2 (x, x) = M(x), which is motivated by [18]. According
to (4), it yields V (x, x) = 0 and 2a1In ≤ M(x) ≤ 2a2In.
For any pair (x, ξ) ∈ E×E , we parameterize ξ as ξ = x+rv
for any v ∈ Rn with |r| sufficiently small. We get
∂V
∂x
(x, x+ rv)F (x, t) +
∂V
∂ξ
(x, x+ rv)F (x+ rv, t) < 0.
A necessary condition to the above inequality is that the
second-order terms in the Taylor expansion with respect to
r are negative, that is
r2
2
[
∂
∂x
(
v>
∂2V
∂ξ2
v
)∣∣∣
(x,x)
+
∂
∂ξ
(
v>
∂2V
∂ξ2
v
)∣∣∣
(x,x)
]
F (x, t)
+ 2r2v>M(x)
∂F (x, t)
∂x
v < 0.
(9)
According to the definition of M(x), we have
∂
∂x
(v>Mv) =
∂
∂x
(
v>
∂2V
∂ξ2
v
)∣∣∣
(x,x)
+
∂
∂ξ
(
v>
∂2V
∂ξ2
v
)∣∣∣
(x,x)
,
thus the inequality (9) becomes
∂
∂x
(v>M(x)v)F + v>
[
∂F
∂x
>
M(x) +M(x)
∂F
∂x
]
v < 0,
(10)
1The feedback u = α(x, t) may also depend on xd(t) and ud(t), and
the ‘time-varying” form is adopted to show this point.
for any non-zero v ∈ Rn. This condition relies on the exis-
tence of a feedback α(x, t) satisfying the above inequality.
Now we decompose the feedback α(x, t) into
α(x, t) = α0(x, t) + ud. (11)
For any trajectory xd ∈ E , we assume that x = xd
is invariant in Assumption 1. That is, for x0 = xd0,
we have that x˙ − x˙d = f(x) + B(x)α(x, t) − f(xd) +
B(xd)ud, ⇒ α0(xd, t) = 0, where we used the full rank of
B(x) in the last implication. Invoking the Lagrange reminder
representation of the Taylor series expansion, we note that
α0(x, t) can be represented as α0(x, t) = α1(x, t)(x − xd)
for some function α1. Substituting (11) into the inequality
(10), we have
v>
[
∂(f+B(α0+ud))M + 2
(∂f
∂x
+B
∂α
∂x
)>
M+
+
n∑
i=1
[∂Bi
∂x
>
M +M
∂Bi
∂x
]
(α0 + ud)i
]
v < 0,
which is satisfied uniformly for arbitrary ud ∈ Exd0 with
∀xd0 ∈ E and v 6= 0, thus the PDEs (7) hold. Then, we have
v>
[
∂fM(x)+2
(∂f(x)
∂x
>
+
∂α(x, t)
∂x
>
B(x)>
)
M(x)
]
v < 0
for any non-zero v ∈ Rn, equivalently written as (6).
Let us consider the necessary condition C2, in which we
need to show that for the system (8)
yp ≡ 0 ⇒ lim
t→∞ p(t) = 0. (12)
Consider the Lyapunov function candidate V(x, p) =
p>M(x)p, the time derivative of which is
V˙ = p>
[
M˙(x) +
∂f(x)
∂x
>
M(x) +M(x)
∂f(x)
∂x
]
p,
where x is generated by (1). Consider the case yp ≡ 0 and
(6), we have V˙ < 0 for any p 6= 0, thus verifying (12). The
IES case can be proved mutatis mutandis.
Remark 2 The condition C1 for universal asymptotic track-
ing resembles the “stronger” CCM proposed in [16] but
without a fixed contracting rate. We underscore that the PDE
(7) is also a necessity of differential passivity [22]. The
condition C2 motivates us to construct tracking controllers
with an observation that stabilizing the differential system
can be translated into driving to zero the differential output.
Remark 3 As figured out in [16], the CCM resembles the
CLF for asymptotic stabilization of nonlinear systems [20].
The existence of a CLF is, indeed, a necessary condition
of asymptotic controllability of nonlinear systems. Similarly,
Proposition 1 verifies the CCM as necessity to achieve
universal asymptotic tracking.
B. Dynamic Extension is Unnecessary
The CCM was originally introduced for static feedback
control. On the other hand, dynamic feedback is a widely
popular technique in feedback control for different purposes,
e.g., achieving relative degree, output feedback, performance
enhancement and relaxing constraints. Particularly, it is
widely recognized that dynamic extension may make a given
nonlinear system achieve relative degree, then combining
with feedback linearization we can design a dynamic con-
troller to obtain an error system with linear time invari-
ant dynamics, in order to be able to track any feasible
trajectories [8, Section 5.4]. Therefore, a natural question
relies on whether we can simply the necessary conditions
by introducing dynamic extensions. Let us first consider the
following example.
Example 1 Consider the nonlinear system
x˙ =

−x1
x4
−x3 + x4
0
+

1 0
x23 + 1 0
0 0
0 1
u, y = [x1x2
]
(13)
with input u ∈ R2. A simple solution to output tracking
is via feedback linearization. Note that the system does
not have relative degree with the given output mapping
[8, Section 5.4]. However, we are able to achieve (vector)
relative degree [2, 2] w.r.t. the new input [v1 u2]> by adding
dynamic extension u1 = ξ, ξ˙ = v1, and then use feedback
linearization to solve the problem. It is easy to verify that
the system enjoys a CCM by performing a change of input
u = col((x23 + 1)(−x2 + v1), v2). It implies that a static
feedback can achieve universal tracking for this example.
The above example shows that relative degrees are not
fundamentally related to the universal stabilizability. We
are now in position to show that dynamic extension is
unnecessary to relax requirements in contraction analysis.
Consider the objective that the system (1) asymptotically
tracks the trajectory generated by the target system (2) with
an integral control2, that is
ud = θ, θ˙ = fc(xd, ξ) + u
d
I (14)
with the extended state θ ∈ Rm and udI ∈ Rm involving
in the integral action. We are interested in the necessary
conditions of universal tracking xd generated by (14).
Proposition 2 Consider the system (1) in closed loop as
x˙ = f(x) +B(x)uK, x˙c = uI, (15)
with the dynamic feedback (uK, uI). Suppose that the system
(15) is IAS and forward complete with xd generated under
(14) as a particular solution for any udI . Then there exists a
metric 2a1In ≤M(x) ≤ 2a2In satisfying the condition C1.
2It can be extended to the more general cases, but we here adopt the
basic case to streamline the underlying mechanism. See Remark 4.
Proof: The condition C1 is equivalent to the existence
of a dual metric W (x) = M−1(x) such that
B>⊥(x)
(
∂fW +
∂f(x)
∂x
W +W
∂f(x)
∂x
>)
B⊥(x) < 0
∂BiW (x)−
∂Bi(x)
∂x
W −W ∂Bi(x)
∂x
>
= 0,
(16)
for i = 1 . . . , n, with B⊥(x) a full-rank left annihilator.
When we introduce the additional degree of freedom
to design dynamic extensions, it is equivalent to ver-
ify the above condition for the extended dynamics χ˙ =
f¯(χ) + B¯(χ)col(uK, uI) with χ := col(x, xc), f¯(χ) =
col(f(x, 0m×1) and B¯(χ) = diag(B(x), Im). Since xc
can be any feasible trajectories in the target system (14),
following the proof of Proposition 1 and using the dual
property, the extended system should satisfy
B¯>⊥(χ)
(
∂f¯W¯ (x, xc) +
∂f¯(χ)
∂χ
W¯ + W¯
∂f¯(χ)
∂χ
>)
B¯⊥(χ) < 0
∂B¯iW¯ (x, xc)−
∂B¯i(χ)
∂χ
W¯ − W¯ ∂B¯i(χ)
∂χ
>
= 0, (17)
for some a¯1In+m ≤ W¯ (x, xc) ≤ a¯2In+m with a¯1, a¯2 > 0.
We partition the matrix W¯ (x, xc) conformally as
W¯ (x, xc) =
[
W¯x(x, xc) W¯xc(x, xc)
W¯xc(x, xc) W¯c(x, xc)
]
,
and note that W¯1(x, xc) is also positive definite. Computing
the (1, 1)-block of the second equation in (17) for i =
1 . . . , n, we may get ∂BiW¯x(x, xc)−2sym
{
∂Bi(x)
∂x W¯x
}
= 0
as a necessary condition, where we used ∂B¯iW¯x(x, xc) =
∂BiW¯x(x, xc) since the last m elements in B¯i(x) (i =
1, . . . , n) are zeros.
It is clear that a feasible full-rank annihilator of B¯(χ)
is B¯⊥(χ) = col(B⊥(x), 0), based on which we may
get the (1, 1)-block of the first inequality in (17) as
B>⊥(x)
(
∂fW¯x(x, xc)+
∂f(x)
∂x W¯x+W¯x
∂f(x)
∂x
>
)
B⊥(x) < 0.
Note that the above inequality holds for all (x, xc) ∈ Rn ×
Rm. Simply selecting M(x) = W¯−1x (x, 0), and invoking the
duality, we complete the proof.
In the above analysis we show that we cannot weaken the
necessary conditions via adding an integral action.
Remark 4 It is natural to consider the more general case of
dynamic extension u = α(x, xc), x˙c = η(x, xc) + γ(x, xc)v
with new input v and xc ∈ Rnc . If we have a radically
unbounded assumption on α(x, xc) for fixed x, C1 is still
a necessary condition. It shows the invariance of CCMs
under dynamic extension. Note that the additional radical
unboundedness assumption is used to force the PDEs (7) to
hold uniformly.
Remark 5 Invoking the fact that every feedback linearizable
system admits a CCM, we conclude that the system which
can achieve relative degree via dynamic extension also has a
CCM. Roughly speaking, if a nonlinear system can achieve
universal asymptotic tracking with desired trajectories gen-
erated by a dynamic controller, then the system has a CCM.
C. Necessary Condition for Robust Tracking
Now we are carrying out the analysis for robust universal
tracking control. Consider the closed loop
x˙ = f(x) +B(x)α(x, t) + w(t) (18)
under the feedback α(x, t), in the presence of perturbation
w(t) ∈ Le2, which asymptotically practically tracks the
trajectories of (2) with any ud(t) ∈ Exd0 and x ∈ Rn. With
a slight abuse of notations, we denote the solution of (18) as
XF (t, x0, w(t)) and F (x, t) := f(x) +B(x)α(x, t). To this
end, we require that the target trajectory xd generated by (2)
is a particular solution of (18) in the absence of w(t), and
the closed loop is incrementally input-to-state stable (ISS),
i.e., |XF (t, ξ1, w1) − XF (t, ξ2, w2)| ≤ β1(|ξ1 − ξ2|, t) +
β2(|w1 − w2|∞), with β1 ∈ KL and β2 ∈ K∞ for any
pairs (ξ1, ξ2) ∈ Rn × Rn. We need the following.
Definition 3 A smooth function V (x, ξ) : Rn × Rn →
R≥0 is called an incremental ISS Lyapunov function if (4)
holds and there exists β3 ∈ K∞ such that ∀w1, w2 ∈
U ⊂ Rn ∀x1, x2 ∈ Rn, we have β3(|x1 − x2|) ≥
|w1 − w2| ⇒ LF (x,t)+w1V (x, ξ) + LF (ξ,t)+w2V (x, ξ) <
−λV (x, ξ), with λ > 0.
Proposition 3 If Assumption 1 holds but with an incremen-
tal ISS Lyapunov function in the sense of Definition 3, then
there exists a metric 2a1In ≤M(x) ≤ 2a2In such that
v¯>col(M(x)B(x), 0n×m) = 0 ⇒
v¯>
[
∂fM + 2sym{M ∂f∂x}+ λIn M(x)
M(x) −γ0In
]
v¯ < 0
(19)
for any non-zero v¯ ∈ R2n and some γ0 > 0.
Proof: The proof is similar to the one of Proposition 1,
by selecting M(x) = ∂
2V (x,x)
∂ξ2 . If w1 = w2 = 0, this case re-
covers the results in Proposition 1, and thus we have (7). The
implication in Definition 3 is equivalent to ∂V (x,ξ)∂x (F (x, t)+
w1) +
∂V (x,ξ)
∂ξ (F (ξ, t) +w2) < −λV (x, ξ) + β4(|w1 −w2|)
with β4 ∈ K∞ [21, Remark 2.4, pp. 353]. If w1 = w2 = 0,
then the above inequality degenerates to the IES case studied
in Proposition 1, thus (6) and (7) also hold for this case.
For any pairs (x, ξ) ∈ E × E and (w1, w2) ∈ U × U ,
we parameterize ξ = x + rv, w1 = w2 − 2re with |r| and
|e| sufficiently small. Focusing on the second-order term in
the Taylor expansion with respect to r, we get the following
necessary condition
r2
2
[
∂
∂x
(
v>
∂2V
∂ξ2
v
)∣∣∣
(x,x)
+
∂
∂ξ
(
v>
∂2V
∂ξ2
v
)∣∣∣
(x,x)
]
F (x, t)
+ 2r2v>M(x)
∂F (x, t)
∂x
v − 2r2v> ∂
2V
∂x∂ξ
∣∣∣
(x,x)
e
< −λv> ∂
2V
∂2x
∣∣∣
(x,x)
v + γ0e
>e,
for some γ0 > 0. It can be written as[
v
e
]> [
∂fM + 2sym{M ∂F∂x }+ λM M
M −γ0In
] [
v
e
]
< 0
for any col(v, e) 6= 0, where we have used (4) and
∂2V
∂ξ2 |(x,x) = −M(x). Cancelling the input α(x, t) from the
above inequality, we may get the inequality (19).
Remark 6 In [2, Theorem 2], it was shown that the above
incremental ISS Lyapunov function is a sufficient and nec-
essary condition to the incremental ISS property of (18),
assuming that U is compact and α(·) is time invariant. It
is interesting to observe that the condition (19) is nothing,
but just the robust CCM proposed in [17] for nonlinear H∞
control, with the “output” y = x. The above analysis shows
the necessary perspective of the robust CCM in [17].
IV. FURTHER RESULTS
In this section, we discuss some further results of the pre-
sented necessary conditions, which are motivating to tracking
controller design. In [16], a Sontag’s type of differential
feedback controller δu is constructed in order to stabilize the
infinitesimal displacement δx, thus achieving IES. However,
the obtained differential controller cannot be guaranteed
smooth at δx = 0, since the small control property only
guarantees continuity. Overcoming this drawback is one of
the motivations.
Assumption 2 Given the system (1) and a forward invariant
target dynamics (2) under ud, there exists a metric pI ≤
M(x) ≤ p¯I satisfying the condition C1 of the IES case.
Unlike the CLF, the CCM defined on Riemannian mani-
fold enjoys a quadratic form, making it possible to conduct a
structural decomposition. The differential detectability con-
dition C2 motivates us to design carefully an output injection,
along which we can passivitify the differential system.
Proposition 4 Consider the system (1) satisfying Assump-
tion 2. Then, there exist globally defined smooth functions
γ : Rn → R≥0 such that the differential feedback controller
δu = −γ(x)R(x)δy + δv (20)
with the damping matrix R(x) := [(MB)>MB]−1 and the
differential output δy = [M(x)B(x)]>δx, makes the system
differentially passive with the input-output pair (δv, δy).
Furthermore, the damping injection δv = −γ0δy with
γ0 > 0 makes the origin of the differential dynamics
δx˙ = A(x, u)δx + B(x)δu asymptotically stable, and δv =
−γ0R(x)δy makes the origin exponentially stable.
Proof: For convenience, we denote P (x) :=
M(x)B(x), and decompose each infinitesimal displacement
δx into two parts, one of which is tangent to P (x) denoted as
δxp, and the other δxv is orthogonal to P (x), that is, δxp :=
P (x)P †(x)δx, and δxv := δx − δxp. It is easy to verify
δx>v P (x) = δx
>[I − P (P>P )−1P>]P = 0. We define a
differential storage function as V (x, δx) = 12δx
>M(x)δx,
the time derivative of which is
˙︷ ︷
V (x, δx)
≤δx>
[
1
2
∂fM(x) +
∂f(x)
∂x
>
M(x)
]
δx+ δx>M(x)δu
≤( 1
4r
− λ
2
)|δxv|2M(x) +
[r
p
Υ(x)2 − γ(x)
]
|δxp|2 + δv>δy
where u does not appear in the first inequality invok-
ing (7), we have substituted δx = δxp + δxv and
used δx>v P = 0 in the second one with Υ(x) :=∥∥∥∂fM(x) + 2sym{∂f(x)∂x >M(x)}∥∥∥ , and in the last inequal-
ity we have used R(x)P (x)> = P †(x) and δx>p P (x)δv =
δv>δy. For any r > 12λ , by selecting smooth function γ(x) ≥
r
pΥ(x)
2, ∀x ∈ Rn, we have ddtV (x, δx) ≤ δv>δy. It implies
that the given system can be differentially passivitified via
(20).
By adding a damping term δv = −γ0δy with γ0 > 0,
we have ddtV (x, δ) ≤ −|δy|2, thus limt→∞ δy(t) = 0,
in terms of Barbalats lemma. In the proof of Proposition
1 we have shown that the condition C1 implies the zero-
detectability of the differential system with the output δy =
P (x)>δx. It implies that the origin of the differential system
is exponentially stable.
For the case of δv = −γ0R(x)δy, we have
˙︷ ︷
V (x, δx) ≤ −1
2
(λ− 1
2r
)|δxv|2M(x) + δx>v P (x)δv
≤ −λ0V (x, δx)
with λ0 = min{λ− 12r , 2p}.
The above analysis shows that the differential controller
δu = −[γ(x) + γ0]R(x)δy := K(x)δx (21)
can exponentially stabilize the differential dynamics, which
is simply damping injection along the direction of the differ-
entially zero-detectable output δy, identified in the condition
C2. It guarantees ddtV (x, δx) ≤ −λ0V (x, δx).
Remark 7 The proposed differential controller enjoys global
smoothness, which is simpler than the Sontag’s type design
in [16]. The latter is not smooth in a zero Lebesgue measure
set. In [16] the well-known Finsler’s Lemma is point-wisely
applied to calculate the differential controller in the form
δu = ρ(x)δy and the metric M(x) simultaneously. Another
difference between the proposed design and the one in [16]
relies on the involvement of a rotation matrix R(x).
The last step is the construction of tracking controller
u = α(x, t) from the obtained differential feedback δu,
which is solvable if and only if ∇Ki(x) = [∇Ki(x)]>
with Ki(·) as the i-column of K(·). To circumvent the
integrability obstacle, path integral is suggested in [16]
to complete the design. However, the online computation
of geodesic has a relatively heavy burden [12, 23]. Here,
we propose an alternative method to realize the proposed
differential controller. Indeed, the above-mentioned PDE is
widely adopted in nonlinear observer design and adaptive
control, see [10] for a recent review. We have the following.
Due to the page limitation, we omit the proof here.
Proposition 5 Consider the system (1) and the target system
(2) satisfying Assumption 4 with xd ∈ L∞. The system (1)
is contracting under the dynamic feedback law
z˙ = f(x) +B(x)u− `(z − x) (22)
u = ud + β(x, z)− β(xd, z) (23)
with ` > 0, z(0), x0 ∈ Bε(xd0) for ε smaller than some
ε? > 0 and β(x, z) =
∫ x1
0
K1(µ, z2, . . . , zn)dµ + . . . +∫ xn
0
Km(z1, . . . , zn−1, µ)dµ, thus achieving the task (5).
V. EXAMPLE: ELECTROSTATIC MICROACTUATOR
To illustrate the results, let us consider the problem of
position tracking of the electrostatic microactuator, the model
of which is given by [15] q˙p˙
Q˙
 =
 1mp−k(q − 1)− 12AQ2 − bmp− 1RAqQ+ 1Ru
 , (24)
and we denote x := col(q, p,Q) representing the air gap, the
momentum and the charge of the device. The systems state
is defined on {(q, p,Q) ∈ R3 | 0 ≤ q ≤ 2, Q ≥ 0} due
to physical constraints. Solving the inequality (6), we get a
feasible solution
M−1 =
 12bk + b2+km2bk −m2 0−m2 km22b + m2b 0
0 0 1
 ,
which is positive definite uniformly in the parameters k >
0,m > 0 and b > 0. Noting that such example runs in a
bounded state space, we can simply use a constant γ > 0
for trajectory tracking. We give the simulation results in
Fig. 1 with normalized parameters m = 1, k = 1, b =
2, R = 1,A = 3 and  = 12 , and xd0 = [0.2 0 0]
> and
x0 = [1.5 1 2]
>. The control input of the target dynamics
is selected as ud = 12 | sin( 15 t) + cos(t)|, and we fix γ = 2.
The simulation results validate the theoretical part.
 
Fig. 1. Simulation results for the model of electrostatic microactuator
VI. CONCLUDING REMARKS
In this paper we have studied the necessary conditions
of the systems which can achieve trajectory tracking with
different cases, including universal asymptotic tracking, with
dynamic extension and robust case. The invariance of CCMs
under dynamic extension is clarified. We also show that the
proposed differential detectability condition is intuitive for
tracking controller design. The extensions in the following
directions are of interests: 1) it is of practical interests to
modify the results in Proposition 5 in order to get a semi-
global design; and 2) in this paper, we limit our attentions
to the general nonlinear systems in the form (1). For the
systems with specific structures, it is promising to get more
systematic constructive solutions.
REFERENCES
[1] V. Andrieu, B. Jayawardhana and L. Praly, Transverse exponential
stability and applications, IEEE Trans. Automatic Control, vol. 61,
pp. 3396–3411, 2016.
[2] D. Angeli, A Lyapunov approach to incremental stability properties,
IEEE Trans. Automatic Control, vol. 47, pp. 410–421, 2002.
[3] S. Bazzi and D. Sternard, Robustness in human manipulation of
dynamically complex objects through control contraction metrics,
IEEE Robotics and Automation Letters, vol. 5, pp. 2578–2585, 2020.
Springer-Verlag, 2007.
[4] T.L. Chaffey and I.R. Manchester, Control contraction metrics on
Finsler manifolds, American Control Conf., pp. 3626–3633, 2018.
[5] P.E. Crouch and A.J. van der Schaft, Variational and Hamiltonian
Control Systems, Springer-Verlag, New York, 1987.
[6] B.P. Demidovich, Dissipativity of nonlinear system of differential
equations, Vestnik Moscow Stat Univ., Ser. Mat. Mekh., 1961.
[7] F. Forni and R. Sepulchre, A differential Lyapunov framework for
contraction analysis, IEEE Trans. Automatic Control, vol. 59, pp. 614–
628, 2014.
[8] A. Isidori, Nonlinear Control Systems, Springer, 1995.
[9] Z.P. Jiang and H. Nijmeijer, Tracking control of mobile robots: A case
study in backstepping, Automatica, vol. 33, pp. 1393–1399, 1997.
[10] D. Karagiannis, M. Sassano and A. Astolfi, Dynamic scaling and
observer design with application to adaptive control, Automatica, vol.
45, pp. 2883–2889, 2009.
[11] H.K. Khalil, Nonlinear Systems, 3rd edition, Prentice Hall, NJ, 2002.
[12] K. Leung and I.R. Manchester, Nonlinear stabilization via control con-
traction metrics: A pseudospectral approach for computing geodesics,
American Control Conf., pp. 1284-1289, 2017.
[13] W. Lohmiller and J.-J.E. Slotine, On contraction analysis for non-linear
systems, Automatica, vol. 34, pp. 683–696, 1998.
[14] D.C. Lewis, Metric properties of differential equations, Amer. J. Math.,
vol. 71, pp. 294–312, 1949.
[15] D.H.S. Maithripala, J.M. Berg and W.P. Dayawansa, Nonlinear
dynamic output feedback stabilization of electrostatically actuated
MEMS, IEEE Conf. Decision and Control, pp. 61–66, 2003.
[16] I.R. Manchester and J.-J. E. Slotine, Control contraction metrics:
Convex and instrinsic criteria for nonlinear feedback design, IEEE
Trans. Automatic Control, vol. 62, pp. 3046–3053, 2017.
[17] I.R. Manchester and J.-J. E. Slotine, Robust control contraction
metrics: A convex approach to nonlinear state-feedback H∞ control,
IEEE Control Systems Letters, vol. 2, pp. 333–338, 2018.
[18] R.G. Sanfelice and L. Praly, Convergence of nonlinear observers on
Rn with a Riemannian metric (Part I), IEEE Trans. Automatic Control,
vol. 57, pp. 1709–1722, 2012.
[19] S. Singh, B. Landry, A. Majumdar, J.-J. Slotine and M. Pavon, Robust
feedback motion planning via contraction theory, ArXiv Preprint, 2019.
[20] E.D. Sontag, A ‘universal’ construction of Artstein’s theorem on
nonlinear stabilization, Systems & Control Letters, vol. 13, pp. 117–
123, 1989.
[21] E.D. Sontag and Y. Wang, On characterizations of the input-to-state
stability property, Systems & Control Letters, vol. 24, pp. 351–359,
1995.
[22] A.J. van der Schaft, On differential passivity, IFAC Symp. on Nonlinear
Control Syst., pp. 21–25, 2013.
[23] R. Wang and I. R. Manchester, Continuous-time dynamic realization
for nonlinear stabilization via control contraction metrics, American
Control Conf., 2020.
