Introduction
Coupling shafts are responsible for transferring kinetic energy between rotating components and machines. Applications can be found in different engineering areas such as power generation plants, machine tool spindles, robotics, marine, aeronautical and automotive propulsion systems. Depending on the purpose of the application, coupling shafts can be designed with different characteristics to satisfy the needs of the user. One of the absolute minimum requirements for every application is the safe and reliable operation of the shaft. Therefore, it is of major importance to be able to monitor the health status of rotor shafts to avoid catastrophic damages.
The condition monitoring of coupling shafts is a well investigated area, and as a result numerous reliable solutions can be found in literature. More specifically, the effectiveness of signal-based techniques using vibration measurements and spectrum or wavelet analysis has been reported in several studies (Cade et al. 2005; Tlaisi et al. 2012; Xiang et al. 2008; Chaubey et al. 2014) . Various model-based approaches have also been presented, Castejón et al. (Castejón et al. 2015) presented the use of artificial neural networks and multiresolution analysis for the automatic detection of rotor cracks. Sekhar (Sekhar 2004 ) showed an online model-based condition monitoring approach based on a rotor-bearing system redundant model using a Finite Element Model (FEM). The combination of FEMs and online system identification procedures has also been proven to be an effective tool for the detection of shaft damages (Seibold & Fritzen 1995; Seibold & Weinert 1996) . State of the art fault detection techniques are based on the identification of parameters with physical interpretation that can be found commonly in FEMs using various type of the Kalman filters (Yang et al. 2006; Hsieh et al. 2013; Wang et al. 2014; Calabrese et al. 2016 ).
This paper also focuses on the use of physically oriented models and Kalman filtering for the health monitoring of engine dynamometer shafts. However, the proposed coupling shaft health monitoring methodology is significantly simpler than the previously reported approaches. In particular, instead of using FEMs and non-linear recursive identification algorithm e.g. Extended Kalman Filter (EKF), a simple lumped-parameter coupling shaft model and a linear recursive identification algorithm are employed. This makes the monitoring system practically viable and more robust. Additionally, it is important to highlight that the proposed solution does not require any model training exercise compared to FEMs where experiments are need prior to the application to parameterise the models.
As aforementioned the proposed method is based on the on-line identification of two physical characteristics i.e. stiffness and damping coefficients, of a coupling using measurements that can be found commonly in industrial engine testing facilities. More specifically, these measurements are the speed and position of the dynamometer and engine separately, and the torque acting on the shaft. A schematic overview of the suggested monitoring system is presented in Fig. 1 . 
Theoretical Principles
The theoretical preliminaries that are required for the successful practical implementation of the proposed system are discussed in this section.
Engine Dynamometer Shaft Modelling
The suggested on-line condition monitoring system is based on a simple engine dynamometer shaft lumped-parameter model and the continuous tracking of its physical parameters using recursive identification algorithms. Considering the engine dynamometer shaft as a two degree of freedom rotating system, the free body diagram is drawn as in Assuming that the dynamometer is the primary source of the system and that the moment of inertia of the shaft is smaller than the moment of inertia of the dynamometer and the engine (Szabat et al. 2011) , the principle governing equations of the system can be expressed using state-space formalism.
here, system's output ( ), inputs ( ) and states ( ) are:
whilst, the parameters of the state-space coefficients are given bellow: where, the symbols , , , , and represent the torque, angular velocity, angular position, moment of inertia, the damping coefficient and the stiffness coefficient respectively, while the subscripts , and ℎ indicate the dynamometer, the engine and the shaft accordingly.
For more information regarding the mathematical formulation of the overall system model refer to (Souflas et al. 2014; Souflas et al. 2015) .
According to the above system, the torque of the shaft can be rewritten as follows:
The mathematical structure of the physical model of the coupling shaft (Eq. 2) is equivalent to the standard format of linear-in-the-parameter static systems (Åström & Eykhoff 1971) . 
where, ̂( ) is the state estimates, ( ) is the Kalman gain, and ( ) is the covariance matrix of the state estimates.
The Kalman filter (Eq. 4) can also be used for the estimation of parameters of a linear regression problem (e.g. Eq. 3) by setting,
This allows the formulation of a general optimal tracking recursive algorithm for linearin-the-parameter problems as follows (Eq. 5):
Notice that for the execution of the above recursive algorithm is required to have an initial estimate of the model parameters (̂(0) = 0 ) and the covariance matrix ( (0) = 0 ). Furthermore, the values of the observation covariance 1 and the parameter/process covariance matrix 2 need to be carefully selected in order to track the parameter estimates effectively. For instance, the appropriate selection of these matrices would enable the identification of systems with sudden changes and time-varying parameters.
However, these values are rarely known explicitly to the user, hence some ad-hoc values are usually chosen. Numerous ad-hoc alternatives can be found in literature, the three different algorithms that were used in this study are discussed in the following paragraphs.
Recursive Least Squares (RLS)
The standard recursive least squares is a well-known recursive identification algorithm.
The principal idea here is the minimisation of the sum of the least squares error between the observed ( ) = 0 and calculated responses ( ) ( ) (Eq. 6) by recursively adjusting the parameters of the model (Ljung 2002) .
The algorithm is identical to the Kalman filtering approach with the main difference located in the values of the observation covariance 1 and the parameter covariance 2 .
In particular, the measurement covariance matrix is assumed to be zero ( 1 = 0) while the parameter covariance matrix is set equal to one ( 2 = 0). Under those circumstances, the RLS algorithm is mainly applicable to systems where the parameters are constant i.e.
they don't vary overtime. Practically, this means that the standard RLS would not be the best tool for condition monitoring purposes as it would not track possible changes due to system malfunctions. On the other hand, in case where parameter changes are not expected, then it is indeed a very simple and convenient algorithm to use. The RLS algorithm is summarised below:
Algorithm 1 Recursive Least Squares -RLS
Require: Initialisation
As it can be seen in Algorithm 1 prior to the implementation of the RLS algorithm it is required to have initial estimates of the model parameters 0 and the covariance matrix 0 . These estimates are determined based on the level of the a-priori knowledge of the user about the system.
Where the subscript is the total number of parameters, 0 1, is a zero matrix (can be set to zero if no prior knowledge exists) with one row and number of columns, is an identity matrix of size , and the parameter (can be set to 1000 if no prior knowledge exists) represents the confidence in the initial parameter estimates i.e. the more accurate the initial parameter estimates the lower the value of .
Recursive Least Squares with Vector Forgetting Factor (RLSVEF)
One of the main disadvantages of the standard RLS algorithm is its incapacity to track time-varying system parameters. The so called RLS with Forgetting (RLSF) factor algorithm is another version of the standard RLS that allows the tracking of slowly timevarying parameters. The main difference compared to the standard RLS is located on the least squares minimisation criterion (Ljung 2002) :
where, is the so called forgetting factor which is exponentially proportional to the number of samples , and 0 ≤ ≤ 1. As a matter of fact can be either a scalar value, which means that is common for all of the parameters of the model, or a vector (Λ), which allows the allocation of multiple forgetting factors in models with multiple parameters.
Note that the initialisation of the model parameters 0 and the covariance matrix 0 is identical to the RLS algorithm, whilst the values of the vector forgetting Λ depend on the parameters of the system i.e. time-varying or time-invariant.
Algorithm 2 RLS with Vector Forgetting -RLSVEF
Ensure: Implementation
Discrete Square Root 
Test Rig
The condition monitoring system was developed and tested on a transient engine experimental facility consisting of an electric dynamometer, a single cylinder engine, a shaft with a spider coupling, and the related instrumentation/control system (Fig. 3 ). The physical characteristics of the coupling shaft unit were varied by changing the material of the spider coupling. This allowed the validation of the suggested approach as different spider materials resulted in different stiffness and damping coefficients of the coupling shaft. More specifically, three different spider couplers were employed to test the efficacy of the monitoring system (Fig. 4) . Practically speaking, the yellow spider (Fig. 4a) is suitable for low torque systems and have high damping properties, the red spider ( Fig. 4b ) offers medium torque capacity and damping properties, and the green spider ( Fig. 4c) 
Health Monitoring System
Turning to the instrumentation system, measurements from two quadrature encoders (installed at each end of the coupling shaft i.e. dynamometer and engine) and an in-line torque transducer had to be acquired on a crank-angle basis. This was necessary to ensure sufficient excitation in the measured signal especially during steady state conditions to eliminate windup of the recursive identification algorithm. Consequently for the needs of this study, a custom made high speed data acquisition system was developed using National Instruments hardware (NI-CompactRIO) and software (NI LabVIEW RealTime/FPGA). The sampling frequency of the data acquisition systems was determined using Eq. 9:
where, is the engine speed in RPM, and is equal to 2 and is used to take into account the Nyquist-Shannon criterion for sufficient sample-rate. Although the measurement signals were all synchronized using the engine encoder (event-based) to ensure equidistant sampling, special handling required to eliminate aliasing effects (Vigild et al. 2000) .
The core of the on-line condition monitoring system is a linear recursive estimator that is used to track the physical parameters of the coupling shaft model. The recursive estimator runs in parallel to the operation of the system whilst it makes use of the acquired position, velocity and torque measurements in order to compute the coupling shaft's stiffness and damping coefficients. As is can be seen in Fig. 5 the condition monitoring system consists of two separate modules namely the "Recursive Identification" module and the "Change Detection" module. The inputs to the recursive identification module are the angular position ( ) (Eq. 10) and velocity ( ) (Eq. 11) differences and the torque of the shaft ℎ .
Before the signals are fed into the recursive identification module they are first filtered using zero-phase distortion filters (forward and backward filtering) to eliminate measurement noises while avoiding phase artefacts. It should be noted that loop parallelism is introduced for the filtering task in order to have online processing of the data. After the filtering of the data, the information are used to estimate the parameters of the coupling shaft model i.e. stiffness ̂ℎ ( ) and damping ̂ℎ ( ) coefficients, by using linear recursive identification algorithms. For this application the efficacy of three linear recursive identification algorithms, the RLS, the RLSVEF, and the DSFC is addressed.
Finally, after the estimation of the parameters the change detection module compares the estimates with true value of the parameters ( ℎ ( ), ℎ ( )) ( Table 1 ) in order to determine the health condition of the coupling shaft. This is achieved simply by calculating the relative error ( ) between the parameter estimates (̂( )) and the healthy set of parameters ( ( )).
Note, that the relative error is calculated independently for each parameter of the coupling shaft i.e. stiffness and damping coefficients. Any change larger than a prescribed error bound indicates fault in the system. 
Results and Analysis
Overall, eight experiments were carried out and used for assessing the current damage detection method's effectiveness, six real world experiments under two shaft speeds and three types of shafts spiders and two simulation experiments under two types of damages.
More details and results from the practical implementation of the condition monitoring system are presented below.
Experimental Validation
The performance of the recursive estimators was tested under different operating conditions to ensure the robustness and repeatability of the health monitoring system. Fig. 7 is 10 seconds in total. As it will be shown later, the time was more than enough for the recursive estimators to converge and start tracking effectively the physical parameters of the coupling shaft. On the other hand, one practical issue that affected the quality of the identified coupling shaft parameters was the measurement of the velocity of the engine and the dynamometer. More specifically, as it can be seen in Fig. 6b and Fig. 7b the difference between the engine and dynamometer velocity (Eq. 11) does not obey a cyclic behaviour as for example the position difference (Eq. 10), see Fig. 6d and Fig. 7d . This observation implies that the velocity measurement was partly problematic and in fact the source of this problem is located in the selection of the time step that is used for the calculation of the velocity; note that the velocity is estimated using the angular position signal i.e. gradient of the position. The results from the implementation of the three different linear recursive estimators i.e. DSFC, RLS, and RLSVEF, for the constant speed experiment (Fig. 6 ) and the speed ramp experiment (Fig. 7) , are presented in Fig. 8 and Fig. 9 respectively. A first look at the results depicts that all of the applied estimators converge and identify within ± 5% of the true parameters of the coupling shaft within the first 5 seconds of the estimation window.
As far as the initialisation of the recursive algorithms is concerned, the parameter estimates were set to 0 for all different algorithms (to examine the performance of the estimators under worst case scenarios) while the confidence constant of the covariance (RLS, RLSVEF) and the square root covariance (DSFC) matrices was set equal to 1000
for all different test cases. It should be mentioned that the adjustment of those values could affect the speed of convergence of the estimator. Additionally the forgetting factors were set equal to 0.98 in RLSVEF and DSFC algorithm as slight changes in the parameters were expected. Regarding the repeatability of the estimators in respect to the various operating conditions, it can be said that they manage to identify the true parameters without any significant errors and this verifies the robustness of the proposed methodology. One general trend that was observed thought, is that the parameter estimates of the damping coefficient (Fig. 8d, Fig. 9d, Fig. 8e, Fig. 9d, Fig. 8f, Fig. 9f) seem to be noisier compared to the parameter estimates of the stiffness coefficient ( Fig.   8a , Fig. 9a , Fig. 8b , Fig. 9b , Fig. 8c, Fig. 9c ). This was caused by the problematic measurement of engine and dynamometer velocities (damping coefficient is proportional to the velocity difference (Eq. 11) while stiffness coefficient to the position difference (Eq. 10)).
A quantitative comparison among the three recursive estimators is presented in 
where, is the total number of samples, is the measured parameter (true) and is the predicted parameter (estimation). The higher the NMSE the less accurate the corresponding estimation.
According to the statistics presented in Fig. 10 , the algorithms estimate the stiffness coefficient with greater accuracy compared to the damping coefficient, in every occasion i.e. operating condition and coupling shaft configuration. This is another evidence which support the statement that the problematic velocity measurement affected the coupling shaft parameter estimates. Turning to the estimation accuracy, among the different algorithms, there is no clear evidence that a specific algorithm is superior to another. It is believed that more experimental data would be required in order to be conclusive about the actual performance of the various algorithms. Nonetheless, the main outcome of this comparison reveals that as far as the tracking performance is concerned there is no any significant practical difference between the algorithms. It should be clarified that differences related to the properties of the algorithms such as memory needs and execution time were not investigated as they are beyond the scope of this study.
Fault Simulation
Given the successful practical implementation of the proposed algorithms, it is attempted to generate some representative coupling shaft fault cases in order to evaluate the effectiveness of the on-line condition monitoring system to track and isolate possible faults. The faults were generated using a simulation model of the complete transient engine test cell, which as presented in (Souflas et al. 2014) . Two types of faults were examined, namely, process faults (Fig. 11) , and sensor faults (Fig. 12) . The process faults involved individual changes in the coupling shaft characteristics i.e. stiffness and damping coefficients, whilst the sensor fault was related to the readings of the dynamometer encoder i.e. change in the measured speed of the dynamometer. ], whilst only the DSFC algorthm was implemented for tracking any changes in the parameters. The forgetting factor was set to 0.98, as changes in the parameters were expected. Furthermore the DSFC algorithm was properly initialised (parameter estimates and square root of covariance matrix) as the healthy conditions of the coupling shaft were already known.
The simulation results revealed that the proposed condition monitoring system can effectively isolate different process faults, as when changes in stiffness coefficient ( Fig. 11a and Fig. 11c ) occur the damping coefficient ( Fig. 11b and Fig. 11d ) estimate is not affected and vice versa. Similarly in the case of the sensor fault, when the speed sensor of the dynamometer provides wrong readings, the parameter estimates of the coupling shaft are not affected. This is also what was expected as sensor faults should not result in misleading parameter estimates of the coupling shaft. Consequently, it can be said the suggested on-line condition monitoring method can be used to isolate various fault cases whether they are caused due to process or sensor errors.
Conclusions
A practically viable health monitoring system for engine dynamometer shafts based on adaptive identification was presented in this paper. The effectiveness of the methodology was demonstrated with real-world experiments on a prototype transient engine test cell but also with additional simulation studies. The results of this work prove that the condition monitoring of engine dynamometer shafts can be achieved using a simple shaft model and a linear recursive identification algorithm. However, it is also highlighted that the accuracy of the parameter estimates was considerably affected by noisy measurements e.g. velocity measurement and damping coefficient estimate.
The tracking performance of three different recursive algorithms namely RLS, RLSVEF, DFCI, was examined and the results revealed that there is no any significant practical difference between the algorithms. Future work could be focused on investigating the properties of the algorithms such as memory needs and execution time to understand if there are any practical difference as far as implementation is concerned.
Lastly, it is useful to mention that this piece of work is particularly useful in applications were the continues condition monitoring of rotating shafts is vital such as automotive and marine propulsions, machine tools and large-scale drilling devices.
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