Ant Lion Optimizer (ALO) is a new meta-heuristic algorithm that simulates the ant lion predator mechanism in nature. Five main steps of hunting include: random walks of ants, building traps, trapping in antlion's pits, sliding ants towards antlion, catching prey and re-building pits. As the predator radius of antlion decreases with the number of iterations, there is an unbalanced between the ant lion optimizer between exploration and exploitation, and it is easy to fall into the local optimal solution. An improved ant lion optimizer based on spiral complex path searching pattern is proposed, where eight spiral paths (Hypotrochoid, Rose spiral curve, Logarithmic spiral curve, Archimedes spiral curve, Epitrochoid, Inverse spiral curve, Cycloid, Overshoot parameter setting of the spiral) searching strategies were adopted to improve the diversity of the population and the ability of the algorithm to balance exploration and exploitation. The proposed algorithm can accelerate the convergence speed of ALO and improve its performance. The algorithm is verified by simulation experiments in three parts. Firstly, 28 function optimization problems were adopted to test the optimization performance of the improved ALO. Secondly, it is applied to the lightest design engineering problem of pressure vessels. Finally, the spiral complex path searching patterns are introduced into the muti-objective ALO and 4 typical muti-objective functions are optimized. Simulation results show that the superior performance of the proposed algorithm for exploiting the optimum and it has advantages in terms of exploration. The improved algorithm can better solve function optimization, classical engineering problems with constraints and multi-objective function optimization problems. The improved ALO based on the spiral complex path searching mode has the characteristics of balanced exploration and exploitation, fast convergence speed and high precision.
I. INTRODUCTION
The process of finding optimal values for specific parameters of a given system to meet all design requirements while considering the lowest possible cost is called optimization. Optimization problems exist in all fields of science. It is a challenging task to find the optimal solution. At present, swarm intelligence optimization algorithm is inspired by natural creatures [1] . A series of optimization methods for solving complex problems are proposed by simulation research of its swarm behavior [2] . Swarm intelligence optimization
The associate editor coordinating the review of this manuscript and approving it for publication was Xujie LI . algorithms are defined as problem-independent algorithms. It overcomes the limitations of traditional mathematical programming methods and shows strong optimization ability in dealing with discontinuous, non-linear, muti-variable, muticonstraint and non-convex optimization problems. Therefore, it has become a research focus that many researchers pay attention to. Although swarm intelligence optimization algorithms all come from the imitation of swarm intelligence behavior in nature and have a strong common character, because of the different objects of imitation, each algorithm also has its own characteristics and scope of application, interacting with the mathematical model [3] . Every method has its advantages, but it is not immune to its limitations. Therefore, through the fusion of various optimization algorithms and mutual learning, the hybrid optimization algorithm [4] is an effective means to overcome the limitations of a single algorithm and achieve better optimization performance and solution efficiency.
The concept of bionic algorithm was originally the Genetic Algorithm (GA) [5] proposed by Professor Holland, Popular algorithms in this field include: Particle Swarm Optimization (PSO) [6] , [7] , Differential Evolution (DE) [8] , Evolution Strategy (ES) [9] , Artificial Bee Colony algorithm (ABC) [10] , [11] , Cuckoo Search Algorithm (CS) [12] , Grey Wolf Optimizer (GWO) [13] , Dolphin Echolocation (DE) [14] , Dragonfly Algorithm (DA) [15] , Grasshopper Optimization Algorithm (GOA) [16] , Bat Algorithm (BA) [17] , Tree Growth Algorithm (TGA) [18] , Barnacles Mating Optimizer (BMO) [19] , Poor and Rich Optimization (PRO) [20] , Pathfinder Algorithm (PFA) [21] , Galactic Swarm Optimization (GSO) [22] , Farmland fertility [23] , Falcon Optimization Algorithm (FOA) [24] , SailFish Optimizer (SFO) [25] , Meerkats-inspired algorithm (MEA) [26] , Owl Optimization Algorithm (OOA) [27] , Interactive Search Algorithm (ISA) [28] , Coyote Optimization Algorithm (COA) [29] , Cheetah Based Optimization Algorithm (CBA) [30] , etc. So far, there are many complex optimization problems that are difficult to get the best solution. This is also an important reason why researchers have been committed to realistic optimization problems. Currently, many swarm intelligence algorithms are widely used in combination optimization [31] , function optimization [32] , muti-objective function optimization [33] , three-bar truss problem [34] , cantilever beam design problem [35] , gear train design problem [36] , constrained optimization problem [37] , etc. It can be seen that intelligent algorithms have a wide range of applications. From this, it can be determined that swarm intelligence algorithms have a great contribution to solve optimization problems.
Ant Lion Optimizer (ALO) is a swarm intelligence optimization algorithm inspired by antlion predator mechanism proposed by Seyedali Mirjalili in 2015 [38] . It mimics the hunting behavior of antlions in nature. The five main steps of hunting include: random walks of ants, building traps, trapping in antlion's pits, sliding ants towards antlion, catching prey and re-building pits. More and more researchers pay attention to ALO because it needs less parameters to be adjusted, has higher precision and is not constrained by the problem. However, there are still some limitations and unreliability in the optimization of solving practical problems. Because of these limitations, many scholars have done deeper research and improvement. Mirjalili S. et al proposed a mutiobjective ant lion optimizer in 2017 by adding a repository to store the non-dominated Patreo optimal solution [39] to solve the four-bar truss design problem [40] and the reducer design problem [41] . Majdi Mafarja et al. proposed an FS algorithm based on binary particle swarm optimization (PSO) and k-NN classifier to solve a NP problem-feature selection [42] . Ahmed Fathy et al. used the krill swarm optimization algorithm to optimize the total operating cost or total emissions of installed generating units represented by a single objective function and use the Antlion algorithm to solve the muti-objective function of total operating costs and emissions [43] . Kallol Roy et al. proposed an EMS intelligent scheduling algorithm based on recursive neural network (RNN) and ALO to solve the energy scheduling problem in MG [44] . Ali ES et al. proposed an optimal distribution and grading algorithm for renewable distributed power based on ant lion optimizer [45] . Waleed Yamany et al. adopted ALO to train multi-layer perceptron (MLP) [46] . Raju More et al applied the natural optimization technique of ant lion optimizer to simultaneously optimize the controller gain [47] .
The spiral complex path was first proposed based on the hunting method of the whale bubble search strategy in the whale optimization algorithm (WOA) that simulates the social behavior of humpback whales proposed by Mirjalili et al. [48] , [49] in 2016. The logarithmic spiral path is used to simulate the search strategy of whale predator. The moth-flame optimization (MFO) algorithm was proposed by Seyedali Mirjalili, whose main inspiration is the moth navigation method called lateral positioning. Moths fly at night by maintaining a fixed angle to the moon. This is a very effective mechanism that allows them to fly on long straight lines. However, these strange insects are trapped in a useless / lethal spiral path around artificial light [50] . Sun et al. [51] proposed an improved whale optimization algorithm based on eight different searching paths to optimize 23 functions, and finally obtained the optimal optimization effect of the search path using Archimedes spiral searching path. Tan et al. [52] use the spiral path search method to search for the best texture matching patches and the synthesis time can be decreased dramatically. Hassan and Liu [53] presents a Deformable Spiral Coverage Path Planning (DSCPP) algorithm for marine growth removal. Lee et al. [54] propose a new complete coverage path generation algorithm, linked-smooth-spiral-path (LSSP). Choi et al. [55] presents a sensor-based online coverage path planning algorithm. As the number of iterations increases, the predator-prey radius of ALO decreases, and there is an unbalance between exploration and exploitation. It is easy to fall into a local optimum, and the convergence speed and accuracy will be affected. In this paper, an improved ALO based on spiral complex path searching patterns [56] - [60] is proposed, where eight spiral path search strategies are used to improve the diversity of the population, balance the exploration and exploitation ability of the algorithm, and improve the convergence speed, Three simulation experiments were performed: (1) 28 benchmark test function functions are optimized [61]- [63] ; (2) pressure vessel optimization problems [64] ; (3) muti-objective function optimization. The validity of the proposed method is verified by these three simulation experiments.
II. BASIC PRINCIPLE OF ANT LION OPTIMIZER
In nature, the antlion belongs to the family Neuroptera and Ascalaphidae in classification. Both adult and larva VOLUME 8, 2020 are carnivorous. They feed on other insects, mainly ants. The predation method is very strange, and they can hunt prey like humans dig traps. The antlion digs a funnel-shaped sand pit in the sandy soil as shown in Fig. 1 . The direction of the arrow shows the ant sliding down the sand pit toward the antlion.
The antlion hides under the sand at the bottom of the pit and uses the big jaw to throw the sand outward, making the sand pit smooth and steep. When ants walk randomly and accidentally climb into the sand pit, it will slide down because the sand is loose and smooth, and the antlion will continuously throw out the sand, so that the prey is pushed into the bottom of the sand pit by the quicksand. Then the antlion takes the prey with its jaws, sucks the body fluid of the prey, drains the prey and throws it out of the sand pit, then rebuilds the trap again and waits for the next prey. The elite antlion has the best pits, so it's most likely to catch prey. The ant lion optimizer is an optimization model based on the phenomenon that ants walk randomly in the search space and the antlion builds a funnel trap to prey.
The mathematical model of the ALO is constructed based on the interaction between the antlion and the ants. During the optimization process, the position of the ants is recorded in a matrix shown in Eq. (1) .
In order to better evaluate each ant, the following matrix is used to save the fitness value calculated during the optimization process.
where, M ant is a matrix used to store the position of each ant, A i,j represents the value of the j − th dimension of the i − th ant, n represents the number of ants, d represents the dimension of the variable, M OA is the matrix storing the fitness value of each ant, and f represents the objective function.
Antlion stores antlion position and fitness values in the same way as above.
where, M antlion represents a matrix storing the position of each antlion, AL i,j represents the value of the j−th dimension of the i − th antlion, n represents the number of antlions, d represents the dimension of the variable, M OAL is the matrix storing the fitness value of each antlion, and f represents the objective function.
A. RANDOM WALKS OF ANTS
The ants walk at random in order to forage, and walk randomly for all the dimensions of each ant. The movement of ants in the whole process can be expressed as follows:
where, cumsum represents the cumulative sum function, n indicates the maximum number of iterations, t represents the step length of random walk, and r(t) is a random function defined by Eq. (6) .
where, t represents the step length of random walk, rand represents a random number generated by a uniform distribution in the interval of [0,1]. Fig. 2 shows the image trend of three random walks after 500 iterations. It can be seen from the figure that the random walk may have large fluctuations (yellow curve) near the origin, there is an upward trend (black curve), and a downward trend (red curve).
In order to ensure that the ants are within the specified search space, the following formula is applied for realizing the normalization.
where, a i represents the minimum value of random walk of the i−th variable, b i represents the maximum value of random walk of the i − th variable, c t i represents the minimum value of the i − th variable at t − th iteration, and d t i represents the maximum value of the i − th variable at t − th iteration. 
B. TRAPPING IN ANTLION'S PITS
Ants will be hindered by antlion traps in random walks. The expression of ants trapped in pits is described as:
where c t represents the minimum value of all variables at t − th iteration. d t represents the maximum value of all variables at t − th iteration. c t i is the minimum value of all variables of the i − th ant, d t i is the maximum value of all variables of the i − th ant, and Antlion t j represents the position of the j − th antlion selected at t − th iteration.
C. BUILDING TRAPS
The roulette method is adopted to simulate the behavior of antlions. We assume that the ant is trapped in a selected antlion. ALO needs to use roulette operation to select the antlion according to the fitness in the optimization process. Under the effect of this mechanism, more suitable antlions have more opportunities to catch ants.
D. ANTS SLIDING TOWARDS ANTLION
Once the ants enter the trap, the antlion will shoot sand out of the center of the trap, which will gradually reduce the radius of the sand pit. This behavior will slip down the trapped ants trying to escape. To mathematically model this behavior, the ant's random swimming hypersphere radius is adaptively reduced, which is defined as follows.
where c t represents the minimum value of all variables at t − th iteration, d t represents the maximum value of all variables at t − th iteration. I is the ratio, I = 10 ω t/t max , where t indicates the current number of iterations, t max represents the maximum number of iterations, ω is related to the current number of iterations t (ω = 2 when t > 0.1T , ω = 3 when t > 0.5T , ω = 4 when t > 0.75T , ω = 5 when t > 0.9T , ω = 6 when t > 0.95T ).
E. CATCHING PREY AND RE-BUILDING PITS
When the ants reach the bottom of the pit, they will be captured by the antlion. After that, in order to capture new prey, antlion must update its position. Predation behavior occurs when the fitness value of an ant is less than the fitness value of an antlion. This process can be expressed as:
where t is the current iteration, Antlion t j represents the position of the j − th antlion selected at t − th iteration, and Ant t i represents the position of the i − th ant selected at t − th iteration.
F. ELITISM
During the iteration process, the elite antlion should be retained to ensure the optimal solution. The elite antlion is the antlion with the best fitness value. The elite antlion can affect the movement of all ants in each iteration. The selected ant lion and elite antlion walk randomly to update their position, which can be expressed as follows.
where R t A represents a random walk around antlion's choice of roulette at t −th iteration, and R t E represents a random walk around the elite antlion during the t − th iteration.
III. IMPROVED ALO BASED ON SPIRAL CONPLEX PATH SEARCHING PATTERN A. SPIRAL COMPLEX PATH SEARCHING PATTERN
The random walks of ants around the elite in the ALO ensures the convergence of the optimization process, and the roulette method improves the global search ability to a certain extent. However, the following problems still exist with this algorithm alone: (1) with the increase of iterations, the predator radius of antlion decreases, and the diversity of population decreases gradually. It is easy to appear premature phenomenon, which induces the whole population into the local optimal solution. (2) If the current elite and roulette antlion are not in the global optimal region, then under the guidance of a single elite, the entire population can easily fall into a local optimal and the convergence speed will be affected. In order to overcome the situation where the ant lion optimizer easily falls into the local optimal solution, this paper proposes eight spirals as mathematical models of path interference factors for the ant lion optimizer to improve the diversity of the population and the ability of the algorithm to balance exploration and exploitation.
1) HYPOTROCHOID (HY)
Hypotrochoid (HY) is a turning trace obtained by tracking a point attached to a circle of radius b which rolls around the inside of a fixed circle of radius a. The distance from 14), and the two-dimensional image of Hypotrochoid is shown in Fig. 3 .
According to the characteristics of trigonometric function, rose spiral curve (RO) is a kind of curve with periodicity and arc envelope. The geometric structure of the curve depends on the value of equation parameters. Different parameters determine the size of rose spiral, the number of leaves and the variability of period. Here, the parameter a (envelope radius) controls the length of leaves, and the parameter n controls the number of leaves, the size of leaves and the length of period. The parameter equation of Rose spiral is shown in Eq. (15) , and the two-dimensional image of Rose spiral with four leaves is shown in Fig. 4 .
3) LOGARITHMIC SPIRAL CURVE (LO)
The logarithmic spiral (LO) is also called an equiangular spiral, and the logarithmic spiral refers to a spiral in which the distance of the arms increases in geometric steps. The parameter equation of the Logarithmic spiral is shown in Eq. (16) , and the two-dimensional image of the Logarithmic spiral is shown in Fig. 5 .
x = a · e l cos (nπl) y = a · e l sin (nπl)
4) ARCHIMEDES SPIRAL CURVE (AR)
Archimedes spiral (AR) is also called constant velocity spiral. Archimedes spiral is a trajectory generated when a point leaves a fixed point at a uniform speed and rotates around the fixed point at a fixed angular velocity. The parameter equation of Archimedes spiral is shown in Eq. (17), and the two-dimensional image is shown in Fig. 6 .
5) EPITROCHOID (EP)
Epitrochoid (EP) is a turning trace obtained by tracing a point attached to a circle of radius b rolling around the outside of a fixed circle of radius a. The distance from this point to the center of Epitrochoid is d. The parameter equation of Epitrochoid is shown in Eq. (18), and the two-dimensional image is shown in Fig. 7 .
Inverse spiral curve (IN) is also called a hyperbolic spiral, that is to say that the trajectory of a point whose polar diameter and polar angle are inversely proportional in a polar coordinate system. The parametric equation of the Inverse spiral is shown in Eq. (19) , and the two-dimensional image of the Inverse spiral is shown in Fig. 8 . 20), and the two-dimensional image of the Cycloid is shown in Fig. 9 .
8) OVERSHOOT PARAMETER SETTING OF THE SPIRAL (OV)
After deformation and overshoot parameter setting of Archimedes' spiral parameter equation through many experiments, an unequal parameter equation similar to Archimedes' spiral is obtained as shown in Eq. (21), and the twodimensional image of the Overshoot spiral is shown in Fig. 10 . 
B. AN IMPROVED ALO BASED ON SPIRAL COMPLEX PATHS 1) PRINCIPLE OF IMPROVED ALO
In order to make the ALO search closer to the location of the search agents. After each iteration, the roulette and random walk are adopted to get R A and R E , but it will not go directly to the next iteration. The search pattern of the spiral complex path is adopted to search the neighborhood of R A and R E to get R t A1 and R t E1 disturbed by the spiral complex path. In the following formula, the Logarithmic spiral path is taken as an example to get R t A1 and R t E1 , and get the update position of ants.
where
represents the ants and antlions selected after the spiral complex path perturbation at t − th iteration; b is a constant defining the logarithmic spiral shape, in this paper takes b = 1; l is a random number between [−1, 1], which is calculated by l = (a − 1) * rand + 1, where a decreases linearly VOLUME 8, 2020 from −1 to −2, and the calculation formula is a = −1 + t * ((−1) /T ); T is the maximum number of iterations.
The fitness value is calculated with the obtained update position of ant Ant t i and compared with the fitness value of the previous ant position Ant t i . If the fitness value of Ant t i is less than the fitness value of Ant t i , replace the fitness value of Ant t i with the fitness value of Ant t i . The flow chart of the improved ALO based on the spiral complex path is shown in Fig. 11 .
The algorithm steps of the improved ALO are described as follows.
Step 1: Randomly initialize the ant and antlion population size and position, the number of iterations, antlion trap size and other parameters.
Step 2: Calculate the fitness value of all ants and antlions, and select the antlion with the smallest fitness value as the elite antlion Elite by the Quick sort method, and the fitness value as f (Elite).
Step 3: By roulette selection of ants and random walk, the antlion goes greedy selection to get R A and R E . The ants randomly walk around R A and R E to get the position of the ant, and calculate the fitness value f (Ant).
Step 4: Search the neighborhoods of R A and R E using the search pattern of the spiral complex path, and obtain R t A1 and R t E1 disturbed by the spiral complex path from Eq. (21) and (22), respectively, and calculate the fitness value f Ant .
Step Step 6: Meet the conditions for stopping the algorithm and output the optimal solution f (Elite), otherwise return to Step 3.
The pseudo code of the improved ALO based on the spiral complex paths is described as follows:
Random initialization of ants and antlions population size and other parameters Calculate the fitness values of ants and antlions Select the antlion with the best fitness as the elite antlion Current_iter = 2 While Current_iter < T + 1 
3) CONVERGENCE ANALYSIS OF THE IMPROVED ALGORITHM
The convergence analysis of the algorithm uses Markov chain (a random process with no aftereffect) [67] . The principle of no aftereffect refers to the nature that once the state of a certain stage is determined, the evolution of the process is no longer affected by the previous states and decisions. That is to say, "the future has nothing to do with the past". The current state is a complete summary of the previous history, which can only influence the future evolution of the process through the current state. Specifically, if a problem is divided into different stages, the state in stage k can only be obtained by the state in stage k +1 through the state transition equation, which has nothing to do with other states, especially the state that has not occurred, this is no aftereffect. The improved algorithm repeats the behaviors of random walks of ants, building traps, trapping in antlion's pits, sliding ants towards antlion, catching prey and re-building pits. Each behavior is only related to the current group status, but to history Status is irrelevant.
Premise of proof: Suppose the search space H , these five behaviors of random walks of ants, building traps, trapping in antlion's pits, sliding ants towards antlion, catching prey and re-building pits will cause state transitions in the state space, so you can use the transition matrix S, M and W to express their influence, respectively. Then define the transition matrix of the Markov chain: P = S * M * W .
Definition 1: Let P ij be the transition probability matrix of the Markov chain. If ∀i, j ∈ H , there exists k ≥ 1 such that P k ij > 0, then the Markov chain is said to be irreducible. Definition 2: Assuming the non-empty set U = k|k ≥ 1, P k ij > 0, ∀i, j ∈ H , and the greatest common divisor of U is 1, the Markov chain is called aperiodic. Proof: Let Q k = {X 1 , X 2 , · · · X N } be the k-th population of the improved algorithm, where N is the total population and X is the state of the i-th antlion. On the one hand, all groups Q k are limited, which constitutes a limited Markov chain. On the other hand, since random walks of ants, building traps, trapping in antlion's pits, sliding ants towards antlion, catching prey, re-building pits and community updates in the improved algorithm are performed in an independent random process, each update of antlion inheritance of superior selection. The generation of the k + 1-th generation antlion depends only on the k-th generation antlion, but has nothing to do with the transition probability and the generation number k of each generation. At the same time, after the status update of antlion, an optimized solution sequence of an improved algorithm can be obtained. Therefore, the optimized solution sequence obtained through a series of independent random transformations of the improved algorithm is a finite homogeneous Markov chain.
Lemma 2: The Markov chain of the improved population sequence is an ergodic chain.
Proof First, the population sequence of the improved algorithm is proved to be an irreducible Markov chain. Since the group transition probability matrix P ij = P {Q k+1 = j|Q k = i, k ≥ 1} is only related to the states i, j, and Q k > 0, then the group transition probability matrix P is a positive definite matrix. Therefore, according to Definition 1, the population sequence of the improved algorithm is an irreducible Markov chain. Secondly, it is proved that the improved algorithm is an aperiodic irreducible Markov chain. For a given k > 0, we can know from the Markov chain that the improved algorithm is irreducible, ∃j ∈ H , so that P ij > 0, and k = 1 by definition 2. Therefore, the largest common divisor of set U is 1, and the improved algorithm is a non-periodic irreducible Markov chain.
It turns out that the improved algorithm is traversing the chain. H is the search space of antlion, and P is the transition probability of state i to state j after each behavior. Since the transition matrices S, M and W are all between (0,1), then 0 < P ij < 1. Let ε = max P ij : ∀i, j ∈ H . According to the Canchy-Riemann equation and Definition 3, u k = ∞ k kP k ij ≤ ∞ k kε k < ∞. In summary, the Markov chain of the improved algorithm is an ergodic chain.
Lemma 3: The literature [68] has proven that if an evolutionary algorithm satisfies the following two conditions.
(1) For any two points x 1 and x 2 in the feasible solution space, x 2 is x 1 reachable by various operators in the algorithm.
(2) If the population sequences Q 1 , Q 2 , · · · , Q N are monotonic, this evolutionary algorithm converges to the global optimal solution of the problem with probability 1.
Lemma 4: The improved algorithm converges to the global optimal solution of the problem with probability 1.
Proof: Since the Markov chain of the improved algorithm population sequence is ergodic, condition (1) is obviously true. Because random walks of ants, building traps, trapping in antlion's pits, sliding ants towards antlion, catching prey, re-building pits and group updates, and update the position and status of the antlion all reflect excellent solution retention strategies. In particular, according to Lemma 1, it can be known that the improved algorithm optimized solution sequence is a finite homogeneous Markov chain, and the position status of the individual Antlion individual will be updated only when it encounters a better solution. Therefore, any solution in the descendant Q k+1 produced by the improved algorithm is not inferior to or at least not worse than the solution in Q r . From this it is clear that the population sequence Q 1 , Q 2 , · · · , Q N is monotonic, so it is proved by Lemma 3 that the improved algorithm converges to the global optimal solution of the problem with probability 1.
IV. SIMULATION EXPERIMENTS AND RESULTS ANALYSIS A. FUNCTIONS OPTIMIZATION
In this section, in order to prove the ability of the improved ALO to balance exploration and exploitation, 28 standard test functions were selected as the performance comparison between the improved ALO based on eight kinds of spiral complex path searching patterns and ALO. In order to prove the superiority of the algorithm from many aspects, three groups of test functions with different characteristics are used, and the test functions are divided into three groups: one is single peak function, which has only one global optimal solution; the other is multi peak function, which has endless extreme points, so there is a local optimal value for multi peak function; another is combination function, which has three groups. The composite function is formed by rotating, shifting and offsetting various benchmark functions. Each of these test functions is simulated multiple times. For the fairness of experimental results, each algorithm takes a maximum of 500 iterations for the comprehensive test. The parameter settings of each algorithm are shown in Table 1 .
1) TEST FUNCTIONS
In order to prove the performance of the improved algorithm, 28 standard test functions are divided into unimodal functions including functions F 1 -F 7 and F 24 -F 26 , multimodal functions F 8 -F 13 and F 27 -F 28 , combinatorial function F 14 -F 23 . The function expressions are shown in Table 2 .
2) SIMULATION EXPERIMENT AND PERFORMANCE ANALYSIS
The single peak function and multi-peak function are both taken as 30 dimensions, and each iteration number is selected as 500 generations. Each algorithm runs 10 times on the test functions. The simulation experiment results are randomly counted and tested, and their respective average values and variances are calculated respectively. The results are analyzed as the verification results of the improved algorithm in Table 2 . These two indexes show which algorithm is more stable in solving test function. Generally, due to the randomness of the algorithm, the average value and standard deviation only compare the overall performance of the algorithm, while the statistical test considers the results of each run and proves that the results are statistically significant. Although the probability of 10 runs is very low, it is still possible to have an occasional advantage. Therefore, in order to compare the results of each run and determine the importance of the results, we conducted nonparametric statistical tests.
In this paper, Wilcoxon rank sum test [66] is used as nonparametric statistical test to determine the significance of the results. In this method, each pair of two populations is compared to calculate and analyze their differences. It also tests whether the distribution of the two populations is the same. The statistical test results determine the significance level of the two algorithms and are recorded as p-value. Table 4 highlights the significant superiority of the improved ALO based on the complex path searching pattern of spirals to ALO for most function results based on the p-values, which are less than 0.05.
For clarity and intuition, the convergence curves are drawn in Fig. 12 (1) - (28) . The optimal values of single peak function, multi peak function and combined function are obtained by ALO and the improved ALO based on the complex path searching pattern of spirals. From Fig. 12 (1) - (28) , it can be seen that when optimizing the function, the effect of the improved ALO based on eight kinds of spiral complex searching paths is mostly better than that of the ALO with faster convergence speed, higher optimization accuracy, and less likely to fall into local optimization.
From the statistical results of mean and standard deviation in Table 3 , we can draw a conclusion that for unimodal function, multimodal function and most combinatorial function functions, in particular, the optimization of the improved ALO based on Overshoot parameter setting of the spiral path search mode (OVALO) is the best, most of the functions can find the optimal value, and the variance is very stable and has a very fast convergence speed.
According to the results of the algorithms on the unimodal test functions in Table 3 and the convergence curve of the unimodal function, Fig 12. (1) -(4) and Fig 12. (24) -(26), it is evident that the OVALO algorithm outperforms other algorithms on the majority of the test cases, and then the optimization effects of ARALO and INALO rank second and third, respectively. As can be seen from the convergence in the figure, OVALO also has the fastest convergence, followed by the ARALO algorithm. From the mean and standard deviation of the functions F 5 and F 6 in Table 3 , it can be concluded that the EPALO algorithm is superior to other algorithms. In Table 4 , for the unimodal function, the p-value obtained by Wilcoxon rank sum test is less than 0.05, which shows the significant difference between the improved algorithm and ALO.
For the multimodal function, it can be seen from Fig 12.  (8) that the improved algorithm has a good optimization effect. and the convergence speed of CYALO optimization function F 8 is the fastest. The improved algorithm OVALO, ARALO and INALO can converge to the optimal value of 0 when optimizing functions F 9 and F 11 When optimizing functions F 10 and F 28 , OVALO has the best optimization effect, followed by ARALO, and the third is INALO algorithm. From the average value of F 12 in Table 3 , it can be seen that the convergence effect of EPALO is the best, and the optimization effect of ROALO is the second. From the average value of F 13 , we can get that the convergence effect of ROALO is the best, and then the optimization effect of CYALO is the second. When optimizing the unimodal function F 27 , the optimization result of the improved algorithm OVALO is the best, followed by EPALO optimization ranked second, and third is the optimization of CYALO. The values of p-value from the rank sum test in Table 4 are all less than 0.05, indicating that the improved algorithm has significant advantages.
For the combination functions of F 16 , F 17 , F 18 and F 19 , it can be seen from Table 3 that both ALO and the improved ALO based on the spiral path search mode can obtain the optimal solution. The p-value obtained by Wilcoxon rank sum test method in Table 4 indicates that the improved ALO based on the spiral path search mode is not significantly different from the ALO, however, from Fig. 12 (16) - (19) , it can be concluded that the improved ALO based on the spiral path search mode has faster convergence speed than the ALO. When the function F 14 is optimized, the optimization results of the improved algorithms HYALO, LOALO, EPALO, and OVALO are all stable and accurate. From the optimal values, average and standard deviation of F 20 -F 23 in Table 3 , we can see that the improved OVALO algorithm can converge to the optimal value 0. In summary, when optimizing unimodal functions, multimodal functions and combined functions, the improved ALO based on Overshoot parameter setting of the spiral path search mode (OVALO) has the highest optimization accuracy and the fastest convergence speed.
B. OPTIMAL DESIGN OF PRESSURE VESSELS
The lightest design of pressure vessels is a common type of optimization problem in practical engineering. On the premise of meeting the strength requirements, the lightest pressure vessel can be achieved through optimization design, so as to realize the purpose of saving materials and achieve the economy as much as possible on the premise of fully ensuring safety. The structure of the pressure vessel is shown in Fig. 13 .
Objective function:
Constraint condition:
where X 1 and X 2 are head (Th) and cylinder wall thickness (Ts), 0.0625 ≤ X 1 , X 2 ≤ 6.1875; X 3 is the radius of the cylinder and head (R), X 4 is the cylinder length (L), 10 ≤ X 3 , X 4 ≤ 200. Of the four variables, X 1 and X 2 are uniformly discrete variables with an interval of 0.0625, X 3 and X 4 are continuous variables.
Ant lion optimizer and the improved ant lion optimizer based on the spiral complex path searching pattern are used for the optimal design of pressure vessels. The maximum number of iterations is set to 500, the results of 10 times of operation are recorded and the optimal value is obtained. The statistical results of average value and variance are shown in Table 5 , the experimental results are shown in Table 6 , and the optimal convergence curves are shown in Fig. 14. From the convergence curves and the data record table, it can be concluded that the improved ALO based on Overshoot parameter setting of the spiral path search mode (OVALO) has the best effect on the pressure vessel under the condition of meeting the strength, and the variance also has a good stability performance. The application of the improved algorithm in engineering design shows that it is also suitable for solving challenging practical problems.
Pressure vessel optimization is a problem of constrained nonlinear programming. The method of sequential unconstrained minimization is penalty function method.
According to the characteristics of constraint conditions, the penalty function is constructed and then added into the objective function, which is transformed into an unconstrained problem. The solution of the new objective function is the same as that of the original objective function.
C. MUTI-OBJECTIVE FUNCTION OPTIMIZATION
The muti-objective ant lion optimizer is a muti-objective optimization algorithm proposed by mirjalili in 2016. Firstly, the repository is used to store the non-dominated Pareto optimal solution obtained so far. Then, the roulette mechanism based on the coverage of the solution is used to select a solution from the repository as the ant lion to guide ants to the promising area of muti-objective searching space forward. 
1) COMPREHENSIVE EVALUATION INDEX
Inverted Generational Distance (IGD) is a comprehensive performance evaluation indicator. In addition to reflecting the convergence of the solution set, it can also respond well to the uniformity and breadth of the distribution. It mainly evaluates the convergence performance and distribution performance of the algorithm by calculating the minimum distance sum between each point (individual) on the real Pareto front and the set of individuals obtained by the algorithm. The smaller the IGD value, the better the overall performance of the algorithm including convergence and distribution performance. The calculation of IGD is shown in Eq. (26) .
where P is the set of points uniformly distributed on the real Pareto surface, |P| is the number of individuals in the point set distributed on the real Pareto surface, Q represents the optimal Pareto optimal solution set obtained by the algorithm, and d (v, Q) is the minimum Euclidean distance between individual v and population Q in P. Therefore, IGD evaluates the overall performance of the algorithm by calculating the average of the minimum distance between the point set on the real Pareto surface and the acquired population. From the above formula, it can be seen that when the convergence performance of the algorithm is relatively good, d (v, Q) is relatively small, so that the convergence performance of the algorithm can be evaluated. However, when the distribution performance of the algorithm is very poor, most of the individuals in the population are concentrated in a small area. It can be known from the formula that d (v, Q) of many individuals will be large, so the distribution performance of the algorithm is evaluated. The results of the IGD indicators are shown in Table 8 .
Hypervolume is a comprehensive performance evaluation index of the solution set, which can simultaneously evaluate the convergence and distribution of the solution set. The accuracy of calculating the Hypervolume index depends on the selection of reference points, that is, when evaluating the same solution set, selecting different reference points will obtain different calculation results. The reference point (1, 1) can be selected, the larger the Hypervolume value, the closer the solution set is to the true Pareto. The evaluation method of the Hypervolume index is a Pareto-compliant evaluation method, that is, if one solution set S is better than another solution set S , Then the hypervolume index of solution set S will also be greater than the Hypervolume index of solution set S . The formula is as follows:
where δ stands for Lebesgue measure, which is used to measure volume. |S| represents the number of non-dominated solution sets, and v i represents the hypervolume formed by the reference point and the i − th solution in the solution set. The operating results of the Hypervolume indicator are shown in Table 9 .
2) DISTRIBUTION EVALUATION INDEX
The spacing metric is a spatial evaluation method. This metric was proposed by Deb et al. in 2002 to measure the distribution of non-dominated solutions, as shown in Eq. (28) below:
where N Is the number of non-dominated solutions found so far, parameters d f and d l are the Euclidean distance between the extreme solution and the boundary solution of the obtained non-dominated set; d i is the Euclidean distance between successive solutions in the obtained non-dominated solution set; d is the average of d i . The value of spacing index is 0, which means that all members of Pareto optimal solution are evenly distributed. The smaller the value, the better the distribution and diversity of the non-dominated solution.
3) CONVERGENCE EVALUATION INDEX
Generational Distance (GD) is an index for evaluating convergence and is used to represent the average minimum distance from each point in the solution set P to the reference set P * .
The smaller the GD value, the better the convergence.
GD (P, P * ) = y∈P min x∈P * dis (x, y) 2
|P|
where P is the solution set obtained by the algorithm, P is a set of uniformly distributed reference points sampled from PF, and dis (x, y) represents between point y in solution set P and point x in reference set P European distance.
In order to prove the effectiveness of the improved ALO, four standard test functions are used for testing. The expressions of these functions are shown in Table 7 , and The IGD index results of 10 tests run by each algorithm are shown in Table 8 . The operating results of the Hypervolume indicator are shown in Table 9 . The results of the spacing metric are shown in Table 10 . The results of the GD indicator are shown in Table 10 . The Pareto front results obtained from the experimental results of each algorithm are shown in the Fig. 15-18 .
It can be seen from Table 8 that the optimization effect of the improved muti-objective ALO based on the spiral complex path searching pattern better than that of the muti-objective ALO. The minimum distance between the individual sets obtained by the proposed algorithm and the value of IGD are also relatively smaller. The smaller the value of IGD, the better the overall performance of the algorithm including the convergence and distribution performance. Among them, the improved muti-objective ALO based on the complex path search mode of Hypotrochoid (HYMALO) optimizes the muti-objective function with the best convergence and its solution distribution is the most uniform. Table 9 shows the test results of the comprehensive evaluation index HV. The larger the HV value, the better the multi-objective optimization performance. From the experimental results in the table, it can be seen that for most functions, HYMOALO optimizes the multi-objective optimization effect. The selection of the reference point determines the accuracy of the hypervolume index to a certain extent. The results of the distribution evaluation index SP are shown in Table 10 . The average value of the SP value of the improved algorithm is mostly smaller than the average value of the SP value of the MOALO algorithm, indicating that the degree of distribution of the solution set obtained by the improved algorithm is wider. The results of the generation distance GD are shown in Table 11 . The smaller the generation distance is, the faster the convergence speed is. From the results of the average values in the table, the convergence speed of the improved muti-objective ALO based on the complex path search mode of Hypotrochoid (HYMALO) is the fastest.
In summary, from the overall results of these four indicators, the comprehensive performance of the HYMOALO optimized multi-objective function is the best among the nine algorithms in this paper.
V. CONCLUSION
ALO is prone to precocity, which induces the entire population to fall into a local optimal solution and affects the convergence speed. The improved ALO based on the spiral complex path searching mode proposed in this paper improves the diversity of the population and the ability of the algorithm to balance exploration and exploitation, avoids falling into local optimization and improves the convergence accuracy. For the three simulation experiments carried out in this paper, the experimental results for the optimization of the unimodal function, multimodal function, composite function and pressure vessel optimization design illustrate the optimization performance of the improved ALO based on Overshoot parameter setting of the spiral path search mode (OVALO) is the best. The results of optimization show that the improved ALO based on Overshoot parameter setting of the spiral path search mode (OVALO) is stable and can converge to the optimal value. The experimental results of muti-objective function optimization show that the improved muti-objective ALO based on the complex path search pattern of Hypotrochoid (HYMALO) has the best convergence and distribution performance. The limitation of the improved algorithm in this paper is that it does not optimize discrete engineering problems, such as the optimization of gear transmission. The improved algorithm in this paper can also be applied to the optimization of three-bar truss and PID control optimization in the future.
