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ABSTRACT
Next-generation wireless communication systems will need to contend with many ac-
tive mobile devices, each of which will require a very high data rate. To cope with
this growing demand, network deployments are becoming denser, leading to higher
interference between active users. Conventional architectures aim to mitigate this
interference through careful design of signaling and scheduling protocols. Unfortu-
nately, these methods become less effective as the device density increases. One
promising option is to enable cellular basestations (i.e., cell towers) to jointly process
their received signals for decoding users data packets as well as to jointly encode their
data packets to the users. This joint processing architecture is often enabled by a
cloud radio access network that links the basestations to a central processing unit via
dedicated connections.
One of the main contributions of this thesis is a novel end-to-end communications
architecture for cloud radio access networks as well as a detailed comparison to prior
approaches, both via theoretical bounds and numerical simulations. Recent work has
vi
that the following high-level approach has numerous advantages: each basestation
quantizes its observed signal and sends it to the central processing unit for decoding,
which in turn generates signals for the basestations to transmit, and sends them quan-
tized versions. This thesis follows an integer-forcing approach that uses the fact that,
if codewords are drawn from a linear codebook, then their integer-linear combinations
are themselves codewords. Overall, this architecture requires integer-forcing channel
coding from the users to the central processing unit and back, which handles inter-
ference between the users codewords, as well as integer-forcing source coding from
the basestations to the central processing unit and back, which handles correlations
between the basestations analog signals. Prior work on integer-forcing has proposed
and analyzed channel coding strategies as well as a source coding strategy for the
basestations to the central processing unit, and this thesis proposes a source coding
strategy for the other direction. Iterative algorithms are developed to optimize the
parameters of the proposed architecture, which involve real-valued beamforming and
equalization matrices and integer-valued coefficient matrices in a quadratic objective.
Beyond the cloud radio setting, it is argued that the integer-forcing approach is a
promising framework for interference alignment between multiple transmitter-receiver
pairs. In this scenario, the goal is to align the interfering data streams so that, from
the perspective of each receiver, there seems to be only a signal receiver. Integer-
forcing interference alignment accomplishes this objective by having each receiver
recover two linear combinations that can then be solved for the desired signal and
the sum of the interference. Finally, this thesis investigates the impact of channel
coherence on the integer-forcing strategy via numerical simulations.
vii
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1Chapter 1
Introduction
1.1 Motivation
Next-generation wireless communication systems are facing a growth in number of
mobile devices and a sharply-increased demand for higher data rate, which highlights
the need for techniques to mitigate interference between different users. Many of the
proposed systems and architectures for next-generation wireless will have to contend
with interference between devices. Conventional architectures aim to mitigate this in-
terference through careful design of signaling and scheduling protocols which become
less effective as the device density increases. Recently, Cloud radio access networks
(C-RANs) have emerged as a promising framework that enable us to use advanced
signal processing techniques to jointly process the received signals at different cellular
basestations for decoding users data packets as well as to jointly encode their data
packets to the users. This joint processing architecture is often enabled by using
dedicated links between the basestations and a central processing unit.
This has been extensively analyzed via simultaneous joint typicality encoding and
decoding, which is unfortunately not suitable for practical implementation. Practi-
cal architectures have been proposed that rely on sequential encoding and decoding,
and substantial effort has gone into the design of algorithms to optimize the asso-
ciated parameters. Alongside these efforts, a new wireless architecture, namely the
integer-forcing receiver [Zhan et al., 2014], was proposed and has been analyzed for
several basic communication building blocks, including MAC, broadcast, and dis-
2tributed source coding.
The integer-forcing receiver builds upon the compute-and-forward framework [Nazer
and Gastpar, 2011] proposed for the relay channel (i.e., the decoding is distributed
across the relays, not centralized in one receiver as in the MAC). In the compute-
and-forward strategy, the relay decodes integer-linear combinations of the desired
codeword along with the interference codewords, then forwards it to the destination.
Decoding integer-linear combinations is possible if all the users’ codewords were gen-
erated using the same lattice codebook due to the closure under addition property of
lattices.
For the MAC, the integer-forcing receiver first removes the noise by decoding
integer-linear combinations of the codewords. Then it removes the interference by
solving these combinations for the codewords themselves. This is unlike the conven-
tional linear receiver approach which uses equalization to eliminate the interference
between data streams before decoding, hence results in a poor performance due to
noise amplification or residual interference.
Integer-forcing decoders have been also introduced for the distributed source cod-
ing [Ordentlich and Erez, 2013]. The integer-forcing source decoder first recovers
integer-linear combinations of noisy sources’ observations, then solves these combina-
tions for the noisy sources’ observations. Since the sources are correlated, the com-
binations of the noisy sources’ observations can be chosen to have lower variances,
hence lower compression rates.
Here, we build on these efforts and propose several architectures for next-generation
wireless network topologies, such as C-RANs. The basic architecture of a C-RAN con-
sists of many users that communicate to several base stations (BSs) over a shared
wireless channel. Each BS has a finite-capacity fronthaul link to a central processor
(CP), which can employ joint encoding and decoding strategies to improve the overall
3rates. Part of the appeal of C-RANs is that in the uplink scenario the BSs do not need
to know the users’ codebooks, and can instead just forward their quantized channel
observations to the CP [Sanderovich et al., 2009]. Similarly, in the downlink scenario
the BSs decompress and transmit the recovered channel codewords to the users [Park
et al., 2013]. The CP can then employ sophisticated encoding/decoding procedures
to encode/decode the users’ messages. We extend integer-forcing to the uplink and
downlink C-RAN scenarios and develop algorithms to optimize the associated param-
eters. In the case when we are free to allocate the total transmitting power across
different transmitters and the fronthaul total capacity across different fronthaul links,
we established a sum-rate duality between the integer-forcing for uplink and downlink
C-RAN.
1.2 Integer-Forcing Background
In this section, we briefly review the IF schemes proposed in the literature for both
channel and source coding.
1.2.1 Integer-Forcing Channel Coding
Integer-forcing channel coding (IFCC), proposed in [Zhan et al., 2014] for the Gaus-
sian MIMO multiple access channel (MAC), shows a promising performance that
approaches the joint decoding performance on average when there is no channel state
information available at the transmitter (CSIT). However, the work in [Ordentlich
and Erez, 2015] showed that for some channel realizations, the sum-rate of IF can be
far from the sum-rate of joint decoding. As a workaround to achieve a constant gap
from the Gaussian MIMO capacity (i.e., centralized encoding), the authors proposed
using a universal (i.e., independent of the channel realization) space-time precoder at
the transmitter. Later, [Ordentlich et al., 2013] proposed successive integer-forcing
decoding in which the decoder uses previously decoded integer-linear combinations
4as side information to help reducing the effective noise variance affecting subsequent
decoding steps at the expense of using different lattice codebooks at the transmitters.
Alongside these contributions, [Hong and Caire, 2011] proposed a reverse compute-
and-forward scheme for the broadcast channel (BC) (i.e., distributed antenna sys-
tems). In the reverse compute-and-forward, the encoder precodes the messages in
the digital domain before performing channel encoding. This allows the distributed
decoders after decoding integer-linear combinations of the codewords to map each
combination to the desired message.
The work in [Zhan et al., 2014,Ordentlich and Erez, 2015,Ordentlich et al., 2013,
Hong and Caire, 2011] assumed that all transmitters have the same power constraint,
hence the nested lattice codebooks used had a single coarse lattice that enforces the
power constraints. Later, [Nazer et al., 2016] generalized the compute-and-forward
building block used in the aforementioned IF schemes to include asymmetric power
allocation across transmitters by using nested lattice codebooks with multiple nested
coarse lattices. Recently, the work in [He et al., 2018] extended the reverse compute-
and-forward scheme to the asymmetric power allocation case using a digital version of
dirty-paper precoding on the digital messages. This allowed the authors to establish
an uplink-downlink IF sum-rate duality under a total power constraint. The uplink-
downlink IF duality result helped the authors to develop an iterative algorithm to
optimize the downlink channel parameters.
1.2.2 Integer-Forcing Source Coding
Recently, the distributed lossy compression for jointly Gaussian random variables,
under quadratic distortion measure, has been studied extensively in [Pradhan and
Ramchandran, 2003,Wagner et al., 2008,Krithivasan and Pradhan, 2009,Zamir et al.,
2002]. For the scalar sources, [Wagner et al., 2008] proved that the Berger-Tung (BT)
quantize-and-bin strategy [Berger, 1977] is optimal. In the BT scheme, we first quan-
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to Slepian-Wolf binning to exploit the correlation between the sources. At the re-
ceiver, BT uses a joint typicality decoder which has implementation complexity that
scales exponentially with the number of sources, thus preventing it from being re-
alized in practice. Another way to exploit the correlation between the sources is
to use Wyner-Ziv scheme [Wyner and Ziv, 1976] by successively decompressing the
sources, using previously recovered sources as side information. Recently, integer-
forcing source coding (IFSC) [Ordentlich and Erez, 2017] was proposed to extend the
idea of IFCC to the distributed lossy compression problem with symmetric distortion.
The underlying idea of IFSC is to use single-user decoders to decode integer-linear
combinations of noisy realizations of the sources, then solve for these noisy observa-
tions. Decoding integer-linear combinations of the sources is possible when using the
same lattice quantizer at the distributed sources. The combinations can be selected
to have smaller variances than the sources, hence, for a fixed distortion, the encoders
can use codebooks with lower compression rates.
Later, [He and Nazer, 2016] extended the IFSC scheme to the asymmetric distor-
tion case by using nested lattice codebooks as quantizers at the encoders and alge-
braic successive decoding for the combinations at the decoder. Both IFSC schemes
are promising candidates for the uplink C-RAN, where distributed BSs can use sim-
ple lattice quantizers to quantize their observations. The CP can then use IFSC to
recover the BSs observations.
1.3 Related Work
In an uplink C-RAN, each BS can choose between decoding some users messages
[Kramer et al., 2005] (probably the users closest to it), compressing its observation
[Cover and El Gamal, 1979] or computing integer-linear combinations of the users
6messages [Nazer and Gastpar, 2011]. The BS then forwards the result to the CP.
On the other hand, several cooperation techniques were proposed for the downlink
C-RAN including data sharing [Simeone et al., 2009], reverse compute-and-forward
[Hong and Caire, 2011] and compress-and-forward (e.g., multivariate compression
[Park et al., 2014]). In the data-sharing scheme, the digital messages (or a subset
of the messages) are shared with each BS using the fronthaul links which creates a
cooperation opportunity that helps eliminate the interference at the user end. On
the other hand, in a reverse compute-and-forward scheme, the digital messages are
initially precoded at the CP, then forwarded through the fronthaul links to the BSs.
The users recover integer-linear combinations of the codewords transmitted from the
BSs where each combination at the user side can be mapped back to the originally
desired message at this user. Recent work [Ganguly and Kim, 2017] has proven that,
in a cloud-radio access network (C-RAN) set-up, compressing the relay’s signal and
forwarding it to the destination achieves the capacity within a constant gap in both
uplink and downlink scenarios. However, the achievability scheme in [Ganguly and
Kim, 2017] requires joint encoding/decoding at the CP which has implementation
complexity that scales exponentially with the number of users. Hence, recent papers
have developed strategies and optimization algorithms with lower implementation
complexity, like Wyner-Ziv-based compression [Gesbert et al., 2010,Park et al., 2014,
Zhou and Yu, 2014, Zhou and Yu, 2016] for the uplink scenario and multivariate
compression using successive compression [Park et al., 2013] for the downlink scenario.
1.3.1 Compression-Based Schemes for C-RAN
In compression-based uplink C-RAN, each BS compresses its observation and for-
wards it to the CP which first recovers the BSs’ observations with some quantization
noise, then use them to recover the users messages. In [Zhou and Yu, 2014], the
authors proposed a successive decoding scheme for both phases, in which the CP first
7successively recovers the BSs observations (i.e., Wyner-Ziv compression), then uses it
to successively decode the users messages. In [Zhou et al., 2016], the authors general-
ized the successive decoding to include all permutations between recovering both the
BSs’ observations and the users messages and proved that, under some conditions, it
recovers the performance of joint decoding.
Similarly to the uplink case, in a compression-based strategy the CP encodes the
digital messages to channel codewords, performs a linear precoding, compresses each
codeword and forwards it to a BS through the fronthaul links. Since the fronthaul
links have finite capacity, the BSs recover the codewords with some quantization
noise. The quantization noise from each BS is going to be combined at the users and
introducing a correlation between them can be beneficial [Park et al., 2014].
In this thesis, we will focus on developing low implementation complexity archi-
tectures that use single-user encoders/decoders instead for joint encoders/decoders
for compression-based uplink and downlink C-RAN.
Wyner-Ziv compression for uplink C-RAN
The simplest way to compress and decompress the BSs observations is to do it inde-
pendently discarding the correlation between these observations. However, discarding
some of the information yields a significant loss in performance. One can opt rather
to use previously decompressed observations at the CP as side information to help
reduce the compression rate under fixed distortion measure (or reduce the distortion
measure under fixed rate constraint) for subsequent recovered observations. This
can be done by Wyner-Ziv compression and successive decompression as suggested
by [Zhou and Yu, 2014]. In order to optimize their scheme, the authors developed
a successive convex approximation (SCA) algorithm to jointly choose the covariance
matrix of the quantization noise along with the channel precoding matrix (assuming
that the channel is known at the transmitter side). Furthermore, they proposed a
8heuristic approach for the decompression order which is essential to limit the SCA
algorithm’s complexity. Other than error propagation, the Wyner-Ziv compression
technique used in [Zhou and Yu, 2014] faces two drawbacks. The first is that the
optimization problem is non-convex and the proposed successive convex approxima-
tion algorithm is not guaranteed to converge (or may converge very slowly). The
second is that taking all possible decompression orders into consideration may render
it impractical and using the heuristic ordering suggested in [Zhou and Yu, 2014] may
result in a considerable loss in performance. Hence, a lower complexity scheme that
takes into consideration the correlation between BSs observations and is easy to op-
timize is needed. For that reason, we propose using IFSC with parallel or successive
single-user decoders as the compression scheme of the end-to-end IF uplink C-RAN.
One advantage for IFSC over Wyner-Ziv successive decompression is that IFSC could
be done using parallel single-user decoders instead of successive single-user decoders
which exhibit delay and error propagation. Furthermore, the structure of the single-
user decoders used in IFSC has lower implementation complexity than the single-user
decoders used in Wyner-Ziv decompression.
Multivariate compression for downlink C-RAN
In order to minimize the distortions affecting the reconstructed codewords at the BSs
in a downlink compression-based C-RAN, we should independently compress (decom-
press) the codewords at the CP (BSs), respectively. This can be performed efficiently
using a rate-distortion code. However, since the quantization noise impacting the
recovered codewords at the BSs will be combined later at the user’s end, [Park et al.,
2013] proposed a multivariate compression scheme that allows us to create correlated
quantization noise at the BSs, which ultimately lowers the effective variances of the
combined noise seen at the users. The multivariate compression, which demonstrated
a promising performance in [Park et al., 2013], is done using joint compression. As
9a lower complexity alternative, the authors also proposed successive single-user com-
pression to create the correlation between the quantization noise at the BSs. In
order to optimize the associated parameters, the authors proposed a successive con-
vex optimization algorithm for a given compression order. Similar to the Wyner-Ziv
compression for the uplink C-RAN, the optimization algorithm of this successive com-
pression strategy suffers from the same implementation drawbacks (i.e., convergence
issues and optimizing the compression order). This shows the need for an alternative
to multivariate compression or successive compression that has a lower implementa-
tion complexity and is easier to be optimized which we can use to create a correlation
between the quantization noise at different BSs. In this thesis, we propose a new
integer-forcing compression scheme, namely the reverse integer-forcing source coding,
that only uses parallel single-user encoders to create such a correlation. Furthermore,
this reverse IFSC scheme is easy to be optimized using the sum-rate duality that we
establish between both uplink and downlink IF architectures. Specifically, instead
of optimizing the reverse IFSC in the downlink, we optimize the IFSC in the uplink
then use the duality to get a solution for the reverse IFSC parameters that achieve
the same sum-rate as in the uplink.
1.4 Contributions
1.4.1 Integer-Forcing for Uplink C-RAN
For the uplink C-RAN channel, where the BSs are connected to a CP through fron-
thaul links with limited capacity, we
• Start by providing a simpler and complete achievability proof for IFSC with
algebraic successive cancellation proposed in [He and Nazer, 2016].
• Propose an end-to-end integer-forcing framework for compression-based uplink
cloud radio access network with lower implementation complexity and compa-
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rable performance over the state-of-the-art Wyner-Ziv-based compression with
successive interference cancellation.
• Prove that, when the channel state information is only known at the receiver
(CSIR), the IF outage probability is a constant gap from the optimal outage
probability.
• Develop an opportunistic IF compression scheme that combines both the IFSC
and single-user compression, for the important case when only local CSI is
available at the BSs (i.e., each BS only knows the channel from all users to
itself).
1.4.2 Integer-Forcing for Downlink C-RAN
In [Park et al., 2013], a multivariate compression coupled with dirty paper channel
coding is proposed which demonstrated a good performance despite its high imple-
mentation complexity. For that, we
• Introduce a novel reverse integer-forcing source coding, which uses only parallel
single-user encoders, instead of the joint or successive encoders used in the
multivariate compression, to create correlation between the quantization noise
at the BSs.
• Extend this compression technique to include algebraic successive encoding,
which can create quantization noise with a wider class of covariance matrices,
hence resulting in higher performance at the expense of using different lattice
codebook at each BS.
• Use the reverse IFSC to propose an end-to-end integer-forcing framework for
the downlink C-RAN with lower complexity than multivariate compression and
dirty paper coding.
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• Under total power constraint and total fronthaul rate constraint, we establish
a duality between the achievable end-to-end sum-rates using the proposed IF
schemes for uplink and downlink C-RAN.
1.4.3 Integer-Forcing Interference Alignment
Finally, we study the K-user MIMO interference channel, where some form of interfer-
ence alignment [Gomadam et al., 2011,Ntranos et al., 2013] is often needed to attain
the highest possible rates. For the important special case of linear alignment strate-
gies, many iterative optimization algorithms have been proposed that aim to maximize
the signal-to-interference-and-noise ratio (SINR) at each receiver. We propose a class
of iterative optimization algorithms for integer-forcing interference alignment (IFIA)
proposed in [Ntranos et al., 2013]. There are two main components: an aligned lattice
reduction algorithm and an equalization/beamforming optimization algorithm that
utilizes either uplink-downlink duality [He et al., 2018] or convexity. We also demon-
strate, via simulations, the rate gains of IFIA over the Max-SINR algorithm especially
in the low/moderate SNR regime. These gains are most pronounced in scenarios that
are not feasible [Yetis et al., 2010] for linear strategies in a degrees-of-freedom sense.
1.4.4 Time-Varying Integer-Forcing Linear Receivers
In many important scenarios, the channel may vary significantly within the span of a
single codeword (i.e., the coherence time of the channel is longer than the codeword
duration). For example, in orthogonal frequency division multiplexing (OFDM) sys-
tems, channel variation will occur across OFDM symbols if the channel is frequency
selective. Hence, the tacit assumption that the channel is fixed through the block
length that we assumed throughout this thesis work is not always true. Since relay
channels (e.g., C-RAN) is sophisticated to study in nature, we start first by assuming
a simple multiple access channel and extend the integer-forcing receivers for MAC to
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include time-varying channels and comparing its performance to conventional linear
receivers. The underlying idea of IF equalization is to approximate the channel to in-
tegers while decoding. Even if the channel is changing within the codeword duration,
the integer coefficients in the combination should be held fixed so that the lattice
closure property remains intact. We show that in the block-fading model, where the
channel is assumed to be fixed within a subblock but changes from subblock to an-
other, the IF performance still retains advantage over conventional linear receivers.
For the C-RAN, it remains an open question whether the proposed IF architectures
in this thesis still retain advantage over conventional decompression and decoding
strategies (e.g., Wyner-Ziv compression and successive MMSE decoding) or not.
1.5 Notation
In this work, we denote column vectors by boldface lowercase (e.g., x) and matrices by
boldface uppercase (e.g., X). Let X† denote the transpose of a matrix X and let XA,B
be the matrix composed of the rows and columns of X with indices in the sets A and
B, respectively. WhenA = B, we write XA,B as XA. Define log+(x) , max(0, log(x)).
For simplicity, we focus on real-valued channels.1 We use the superscripts ‘ul’ and ’dl’
to denote symbols defined for the uplink and downlink channels, respectively. It is
worth noting that throughout this dissertation, we calculate the outage and average
rates for a certain scheme by computing its CDF numerically using the closed form
expression for the achievable rate under that scheme.
1.6 Outline
The remainder of this dissertation is organized as follows. We first review some
basic lattice definitions in Chapter 2. In Chapter 3, we study the distributed lossy
1Note that complex-valued channels can be handled via their real-valued decompositions [Zhan
et al., 2014].
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compression problem and introduce a simpler proof for the successive integer-forcing
source coding with asymmetric distortion. Next, in Chapter 4, we study the uplink C-
RAN and propose an end-to-end IF scheme based on the integer-forcing channel and
source coding. In Chapter 5, we propose a low-complexity scheme for multivariate
compression based on lattice coding. In Chapter 6, we study the downlink C-RAN and
propose a low complexity end-to-end IF scheme, then establish an uplink-downlink
IF duality in Chapter 7. We propose an algorithm to optimize the parameters of the
integer-forcing interference alignment (IFIA) scheme in Chapter 8. In Chapter 9, we
extend the integer-forcing receiver to the time-varying channel and finally conclude
our work in Chapter 10.
Chapter 2
Preliminaries
We start with definitions and coding theorems for lattices that will be useful in our
strategies.
Definition 1. Lattice: A lattice is a discrete additive subgroup of RT that is closed
under addition and reflection. Given m linearly independent vectors (i.e., basis)
g1, ...,gm ∈ RT , the generated lattice is defined as
Λ(G) =
{
m∑
i=1
gizi : zi ∈ Z
}
= GZm
where G , [g1, ...,gm] is called the generator matrix of Λ(G). For a full-rank lattice
Λ (i.e., m=T), we define its dual lattice as Λ∗ , {G−†z : z ∈ ZT}.
The lattice quantizer maps any point in RT to the nearest point in Λ (breaking
ties in a systematic way),
QΛ(x) , arg min
λ∈Λ
‖x− λ‖2,
which in turns defines the Voronoi region V(Λ) as the set of points in RT that quantize
to the zero vector. The mod Λ operator returns the lattice quantization error
[x] mod Λ , x−QΛ(x).
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The second moment of a lattice is
σ2(Λ) , 1
T
E‖x‖2
for x ∼ Unif (V (Λ)).
Lemma 1 (Crypto Lemma). For a vector y ∈ RT and a dither u ∼ Unif(V(Λ))
independent of y, we have that q = [y + u] mod Λ is independent of y and q ∼
Unif(V(Λ)). See [Zamir, 2014] for a proof.
We say that the lattice ΛC is nested in the lattice ΛF if ΛC ⊂ ΛF . A nested lattice
codebook ΛF ∩ V(ΛC) consists of all of the fine lattice points inside the fundamental
Voronoi region of the coarse lattice. Note that nested lattices ΛC ⊂ ΛF satisfy a
distributive law, i.e., for any x,y ∈ RT and integers a, b ∈ Z,
[a [x] mod ΛC + b [y] mod ΛC ] mod ΛF (2.1)
= [ax + by] mod ΛF . (2.2)
The following theorem encapsulates some of the nested lattice existence results
from [Ordentlich and Erez, 2016] in a form suitable for establishing our integer-forcing
source coding results.
Lemma 2 ( [Ordentlich and Erez, 2016, Theorem 2]). For θ1, . . . , θK ∈ R,  > 0, and
T large enough, there exist a nested lattice chain ΛK ⊆ . . . ⊆ Λ1 (generated using
Construction A from a p-ary linear code for a large enough prime p) such that for
m = 1, . . . , L,
1. The second moment satistfies θm ≤ σ2(Λm) < θm + .
2. A mixture of Gaussian and lattice quantization noise will remain in the Voronoi
cell w.h.p. if its second moment is below θm. Specifically, if zeff = β0z0+
K∑
k=1
βnzk
where β0, . . . , βK ∈ R, z0 ∼ N (0, I), zk ∼ Unif(V(Λk)) and if β20 +
K∑
k=1
β2kθk <
θm, then Pr ([zeff] mod Λm 6= zeff) ≤ .
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3. The rate of the codebook formed by intersecting Λm with V(Λ`) satisfies
1
2
log
(
θ`
θm
)
≤ 1
T
log
∣∣Λm ∩ V(Λ`)∣∣ < 1
2
log
(
θ`
θm
)
+ .
The mth successive minimum of the full-rank lattice Λ(G), defined by the basis
G ∈ RT×T , is defined as
λm(G) = inf {r : dim (span (Λ(G) ∩ B(0, r))) ≥ m} (2.3)
where B(0, r) is a T -dimensional ball centered at the origin and has a radius r.
In other words, the mth successive minima is the radius of the smallest ball that
contains m linearly independent lattice points. The following transference theorem
due to Banaszczyk allows us to connect the successive minima of a lattice to those of
its dual.
Theorem 1 ( [Banaszczyk, 1993, Theorem 2.1]). For m = 1, . . . , T , we have that
λm(G)λT−m+1(G−†) ≤ T .
The successive minima are connected to the combinatorial L shortest independent
vectors problem (SIVP) [Bremner, 2012] by the following representation
λm(G) = min
am∈ZT :rank([a1 ··· am])=m
‖Gam‖2, m = 1, . . . , T. (2.4)
Despite the fact that the SIVP is an NP-hard problem, a good approximation for
the minimizers a1, . . . , aT can be obtained using polynomial-time lattice reduction
algorithms as LLL [Lenstra et al., 1982].
Definition 2. Algebraic Inverse: For a prime p, we define the algebraic inverse of
integer matrix A ∈ ZK×K over Zp as any integer matrix Ainv ∈ ZK×Kp that satisfies
[
AinvA
]
mod p = I. (2.5)
Chapter 3
Distributed Lossy Compression
In this chapter, we study the classical distributed lossy compression problem which
plays an important role in compression-based C-RAN strategies which is one of the
main topics in this work. We first recall the problem set-up, recall some conventional
compression schemes, then finally study recently proposed low-complexity compres-
sion schemes based on lattice codes.
3.1 Problem Formuation
s1
sL
Decoder
RL
R1
iL
i1Encoder 1
Encoder L
...
ŝ1
ŝL
...
Figure 3·1: The distributed lossy compression problem.
Consider the distributed compression problem in Fig. 3·1, where we have L dis-
tributed correlated sources that generate T i.i.d. realizations s(1) · · · s(T ) of a Gaus-
sian distribution with zero-mean and covariance matrix KSS and a single decoder.
The `th source is equipped with an encoder E` : RT → {1, . . . , 2TR`} that maps
s` , [s`(1) · · · s`(T )] to an index i` , E`(s`) with rate R`. The decoder has a func-
tion D : {1, . . . , 2TR1} × · · · × {1, . . . , 2TRL} → RT × · · · × RT that uses all received
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indices i1, . . . , iL to recover (ŝ1, . . . , ŝL) = D (i1, . . . , iL) where ŝ` , s` + q` is a noisy
version of s` with quantization noise q` that is characterized by its mean-square er-
ror 1
T
E‖q`‖2. We assume that the estimates ŝ` are unbiased estimates of s` (i.e.,
E[q`] = 0) for ` = 1, . . . , L. This allows us to assume that the quantization noise q` is
uncorrelated with the sources s1, . . . , sL, which is a desirable property for our C-RAN
application as we will see later in Chapter 4.
The compression rates Rscheme,`(KSS, d1, . . . , dL) for ` ∈ L are said to be achiev-
able, via a particular scheme, for distortion levels d1, . . . , dL, if there exist encoders
(with rates RScheme,`(KSS, d1, . . . , dL)) and a decoder such that for any  > 0 and T
large enough we have
1
T
E
[
T∑
t=1
q2`,t
]
≤ d` + , ` = 1, . . . , L.
Remark 1. Similarly, for fixed rates R1, . . . , RL, the distortion levels
dscheme,`(KSS, R1, . . . , RL) for ` ∈ L are said to be achievable, via a particular
scheme, if there exist encoders(with rates R1, . . . , RL) and a decoder such that for
any  > 0 and T large enough we have
1
T
E
[
T∑
t=1
q2`,t
]
≤ dscheme,`(KSS, R1, . . . , RL) + , ` = 1, . . . , L.
In some applications (e.g., compression-based C-RAN), KSS is not fixed and can
be assumed to be drawn from some distribution. In general, each compression rate
depends on KSS and all rates should be set jointly according to the realization of
KSS. However, if the realization of KSS is only fully known to the decoder and
partially known to the encoders (i.e., the `th encoder knows only KSS,`,`), we can
not set the rates jointly. In this case, each encoder can only set its compression rate
separately, depending only on its source’s variance. Hence, we can only use “single-
user” compression so that the quantized observation from the `th encoder can be
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reconstructed directly from the index i`. Unfortunately, this compression scheme does
not exploit the correlation between sources observations. We propose a workaround,
in which the sources fix the compression rates (along with the fixed distortion levels
) regardless of the value of KSS, so that the decoder can recover ŝ1, . . . , ŝL with
some positive probability (w.r.t. the distribution of KSS). Specifically, define the
compression outage probability, for a target symmetric distortion level dt and target
symmetric compression rate Rt, to be
poutage(Rt, dt) , P
(
max
`
Rscheme,`(KSS, dt) > Rt
)
(3.1)
where the probability is taken with respect to the covariance matrix KSS. Note that
we opt to use a symmetric distortion level dt when KSS is not fully known to the
encoders, since it is not clear how to best choose dt,1, . . . , dt,L to obtain a given outage
probability.
3.2 Conventional Distributed Compression Techniques
3.2.1 “Single-User” Compression
The simplest compression strategy is to ignore any correlations between s1, . . . , sL and
use i.i.d. Gaussian codebooks to compress each source independently. At the decoder,
we use single-user decoders to recover each source (i.e., ŝ` = D`(i`) for ` = 1, . . . , L).
Lemma 3 ( [Zhou and Yu, 2016, Equation (8)]). The achievable compression rates
for single-user (SU) compression are
RSU,`(KSS,`,`, d`) =
1
2
log
(
1 +
KSS,`,`
d`
)
, ∀` ∈ L (3.2)
where KSS,`,` denotes the variance of the `
th source and d` is the `
th distortion level.
Note that the “1 +” appears inside the logarithm since we insist upon unbiased
estimates.
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Remark 2. Since the SU compression does not exploit the correlation between the
sources, the `th achievable rate only depends on the `th variance KSS,`,`.
3.2.2 Wyner-Ziv Compression
Since the sources s1, . . . , sL are correlated, we can use a Wyner-Ziv (WZ) compression
strategy [Wyner and Ziv, 1976] to exploit this correlation using successive decompres-
sion. Assume the decompression order is specified by a permutation pis : L → L. The
basic idea behind WZ strategy is for the decoder to use previously decompressed
signals ŝpis(1), . . . , ŝpis(`−1) as side information while recovering ŝpis(`) to obtain a finer
reconstruction.
Lemma 4 ( [Zhou and Yu, 2016, Equation (28)]). The achievable compression rates
under Wyner-Ziv compression are given by
RWZ,pis(`)(KSS,DT`) =
1
2
log
( ∣∣KSS,T`,T` + DT`∣∣∣∣KSS,T`−1,T`−1 + DT`−1∣∣
)
− 1
2
log(dpis(`)), ∀` ∈ L
(3.3)
where T` , {pis(1), . . . , pis(`)} and D , diag(d1, . . . , dL).
See [Zhou and Yu, 2016] for a proof.
Remark 3. Unlike SU compression, all achievable rates via WZ compression do
depend on KSS. Hence, to find the achievable distortion levels subject to some rate
constraints, as we will see in Chapter 4 in our C-RAN application, we need the
knowledge of KSS at all encoders.
Note that WZ compression can be also extended to the case where KSS is only
available to the decoder and not to the encoders by setting a predetermined distortion
levels and tolerate some outage probability that one (or more) of these values falls
below the achievable distortion levels for WZ compression.
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3.2.3 Symmetric Berger-Tung Compression
The rate region for distributed Gaussian source coding remains an open problem.
However, the Berger-Tung (BT) quantize-and-bin strategy [Berger, 1977] is known to
be optimal for two (scalar) sources [Wagner et al., 2008]. Here, following the example
of [Ordentlich and Erez, 2017, Sec. II], we take the BT rate region, evaluated for
Gaussian test channels and with a symmetric distortion constraint, as a benchmark for
our compression schemes. This strategy relies upon joint typicality decoding, which
has substantially higher implementation complexity than the successive decoding used
for WZ compression.
Lemma 5 ( [Ordentlich and Erez, 2017, equation (6)]). The achievable symmetric
compression rate using the BT compression scheme is
RBT(KSS, dBT) =
1
2L
log
∣∣∣∣I + 1dBT KSS
∣∣∣∣ (3.4)
where KSS is the covariance matrix of the sources and dBT is the symmetric distortion
level.
3.3 Lattice Distributed Compression
3.3.1 Lattice-Based Single-User Compression
Lattice codes can be used to achieve the same rate and target distortion for the
single-user compression strategy presented in Section 3.2.1.
For clarity, define permutations piF and piC such that the target distortion levels
and the sources variances satisfy
dpiF (L) ≤ · · · ≤ dpiF (1)
KSS,piC(1),piC(1) ≤ · · · ≤ KSS,piC(L),piC(L).
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Codebook
Generate nested lattice codebooks C` , ΛF,` ∩ V(ΛC,`) with rates R` = 12 log
(
θC,`
θF,`
)
using nested lattices ΛC,piC(L) ⊆ · · · ⊆ ΛC,piC(1) ⊆ ΛF,piF (1) ⊆ · · · ⊆ ΛF,piF (L) selected
using Lemma 2 with parameters θF,` = d` and θC,` (to be chosen later), where d` is
the `th distortion level.
Compression
The `th encoder adds a random dither u` ∼ Unif(V(ΛF,`)) to its realization s`, then
takes modulo with respect to the coarse lattice ΛC,` to obtain its codeword
λ` =
[QΛF,` (y` + u`)] mod ΛC,` (3.5)
where λ` ∈ C`. Note that the dithers u1, . . . ,uL are independent and known to the
decoder1. The `th encoder then sends the index i` ∈
{
1, . . . , 2TR`
}
that corresponds
to the codeword λ` to the decoder.
Decompression
The decoder recovers the codewords λ1, . . . ,λL from the indices i1, . . . , iL, then re-
covers
ŝ` = [λ` − u`] mod ΛC,`
(a)
= [[s` + u` + q`] mod ΛC,` − u`] mod ΛC,`
(b)
= [s` + q`] mod ΛC,`
(c)
= s` + q` (3.6)
1The availability of random dithers at the transmitters and receivers is a standard assumption
made to streamline achievability proofs for nested lattice codes. It is straightforward to show that
the same rates are achievable by replacing these random dithers with deterministic ones. See, for
instance, [Nazer and Gastpar, 2011, App. C] for more details.
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where q` = −[s`+u`] mod ΛF,` is a quantization noise independent of s` and uniformly
distributed over V(ΛF,`) due to Lemma 1, (a) follows from the definition of the mod
operator, (b) follows from the distributive law, (c) follows with high probability by
the second property of Lemma 2 if the effective variance satisfies
1
T
E‖s` + q`‖2 = KSS,`,` + d` < θC,`, ∀` ∈ L. (3.7)
This is guaranteed if we choose θC,` such that
θC = KSS,`,` + d` −  (3.8)
where  goes to zero as the blocklength goes to infinity.
Lemma 6. For a target distortion levels d1, . . . , dL and covariance matrix KSS, the
achievable rates for lattice-based single-user compression are
RSU-lattice,` =
1
2
log
(
KSS,`,` + d`
d`
)
∀` ∈ L (3.9)
which matches the performance of the i.i.d. Gaussian codebooks from (3.2).
3.3.2 Symmetric Integer-Forcing Source Coding
For this section, let us assume symmetric distortion levels d1 = · · · = dL = d and
symmetric compression rate R1 = · · · = RL = R. In order to successfully recover the
sources’ realizations, we need to “break out” of the mod ΛC,` operation as in (3.6).
The distributive law (2.2) allows us to take integer-linear combinations of the sources
prior to removing the mod ΛC operation. Since the sources are correlated, we can
select the integer coefficients to reduce the variance, thus relaxing the requirements
on the second moment of the coarse lattice and decreasing the compression rate. If
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we recover L linearly independent integer combinations
vm ,
L∑
`=1
am,` ŝ`, am,` ∈ Z, m = 1, . . . , L, (3.10)
then we can solve these for the quantized sources ŝ1, . . . , ŝL. This is the main idea
behind integer-forcing source coding (IFSC).
Let A be the L× L integer matrix whose (m, `)th entry is am,` and note that we
can solve for the quantized sources if A is full-rank.
s` ⊕
u`
QΛF,` modΛC,` λ`
(a) The mth encoder.
λ1 	
	λL
...
u1
uL
A
modΛC,1
...
modΛC,L
v1
vL
A−1
ŝ1
...
ŝL
(b) The Decoder.
Figure 3·2: Integer-Forcing Source Coding, where the green arrows
denotes algebraic successive cancellation.
Codebook
Select a nested lattice pair ΛF ⊆ ΛC using Lemma 2 with parameters θF = d and
θC , where d is the symmetric distortion. The nested lattice pair forms the lattice
codebook C , ΛF ∩ V(ΛC) with rate R = 12 log
(
θC
θF
)
.
Compression
As in the lattice-based single-user compression, the `th encoder first quantizes its
observation s` using ΛF to obtain the lattice point
t` = QΛF (s` + u`) (3.11)
where u` is a random dither uniformly distributed over V(ΛF ) and independent of s`.
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Next, the `th encoder takes mod ΛC to obtain the lattice codeword λ` ∈ C as
follows:
λ` = [t`] mod ΛC . (3.12)
Finally, the `th encoder sends the index i` ∈
{
1, . . . , 2R
}
of λ` to the decoder.
Decompression
It will be useful to collect the dithers and sources’ realizations in matrices U ,
[u1 · · · uL]† and S , [s1 · · · sL]†, respectively.
For a fixed full-rank integer matrix A, the decoder first recovers the codeword
matrix Λ , [λ1 · · · λL]† from the indices i1, . . . , iL, then removes the dithers and
computes
V̂ = [A (Λ−U)] mod ΛC
(a)
= [A (T−U)] mod ΛC
(b)
= [A (S + Q)] mod ΛC
w.h.p.
= A (S + Q) (3.13)
where modΛC operates on each row, V̂ , [v̂1 · · · v̂L]†, v̂` is an estimate of v`,
T , [t1 · · · tL]†, (a) follows from the distributive law, (b) follows from substituting
by T = S + U + Q, Q , [q1 · · · qL]†,qk , −[sk + uk] mod ΛF is independent of sk
and uniformly distributed over V(ΛF ) by the Crypto Lemma and the last inequality
holds from Lemma 2 with high probability if all rows of A (S + Q) lies with high
probability in V(ΛC) which happens if
1
T
E‖a†m (S + Q) ‖2 < θC , m = 1, . . . , L.
This can be guaranteed by setting θF = d and θC = maxm a
†
m (KSS + dI) am + ,
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where 1
T
E
[
SS†
]
= KSS is the covariance matrix of the L sources,
1
T
E[QQ†] = dI is
the effective covariance matrix of the quantization noise Q and  goes to zero as the
blocklength goes to infinity.
Assuming correct recovery v̂m = vm, the decoder applies the inverse of A to
obtain
Ŝ , A−1V̂ = A−1V
= S + Q.
Lemma 7 ( [Ordentlich and Erez, 2017]). For a given covariance matrix KSS and
distortion level d, the symmetric IFSC achievable rate with parallel decompression is
RIFSC(KSS, d) = min
A∈ZL×L
Rank(A)=L
1
2
log+
 maxm=1,...,L a†m (KSS + dI) am
d
 . (3.14)
3.3.3 Asymmetric Integer-Forcing Source Coding
Let us recall the asymmetric IFSC introduced in [He and Nazer, 2016].
For a full-rank integer matrix A, assume that the combinations v1, . . . ,vL have
been re-indexed (i.e., the rows of A) such that their effective variances are mono-
tonically increasing (i.e., E‖v1‖2 ≤ · · · ≤ E‖vL‖2). Furthermore, assume that the
sources are re-indexed (i.e., the columns of A, columns and rows of KSS as well as
the diagonal elements of D) such that the full-rank integer matrix A has full-rank
sub-matrices As,[1:m], for m = 1, . . . , L.
Furthermore, define a permutation piF such that dpiF (L) ≤ · · · ≤ dpiF (1).
Codebook
Generate nested lattice codebooks C` , ΛF,` ∩ V(ΛC,`) with rates R` = 12 log
(
θC,`
θF,`
)
using nested lattices ΛC,L ⊆ · · · ⊆ ΛC,1 ⊆ ΛF,piF (1) ⊆ · · · ⊆ ΛF,piF (L) selected using
Lemma 2 with parameters θF,` = d` and θC,` (to be chosen later), where d` is the `
th
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distortion level.
Remark 4. Note that for the symmetric rate case R, the monotonically increasing
effective variances E‖v1‖2 ≤ · · · ≤ E‖vL‖2 induces a monotonically increasing dis-
tortion levels d1 ≤ · · · ≤ dL where piF is the identity permutation in this case.
Compression
The compression part is similar to IFSC in Section 3.3.2, however with asymmetric
fine lattice ΛF,` and coarse lattice ΛC,` such that the `
th encoder obtains
t` = QΛF,` (s` + u`)
λ` = [t`] mod ΛC,` (3.15)
where u` is a random dither that is independent of s` and uniformly distributed over
V(ΛF,`).
It is useful to write the ith combination as
v†i = a
†
i (T−U) , i = 1, . . . , L, (3.16)
where T = S+U+Q, Q , [q1 · · · qL]†,q` , −[s`+u`] mod ΛF,` and is independent
of s` and uniformly distributed over V(ΛF,`) from the Crypto Lemma.
Algebraic Successive Decompression
Recall that in parallel decompression in (3.13), we found that by computing [A(Λ−U)] mod
ΛC = [A([T] mod ΛC −U)] mod ΛC and using the distributive law, we were able to
recover [A(T−U)] mod ΛC , which can be written as [A (S + Q)] mod ΛC .
This was only possible since we were using a single coarse lattice ΛC . Unfortu-
nately, here at the mth decoding step, we take mod ΛC,m and this result does not
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hold. Alternatively, at the mth decoding step, we can compute
[L(Λ−U)] mod ΛC,m = [L(T−U)] mod ΛC,m = [L(S + Q)] mod ΛC,m
where the first equality holds using the distributive law if and only if L is an upper
triangular integer matrix. This is due to the fact that, the mth row of LΛ only
contains mod ΛC,` operations for ` ≥ m and for those values of ` we have ΛC,` ⊆ ΛC,m
(i.e., ΛC,m is finer than all ”inner” modΛC,` operations).
Furthermore, the upper triangular property of L means that the mth combination
will only contain the source vectors sm, . . . , sL. Using previously decoded combina-
tions v1, . . . ,vm−1 (assuming correct decoding) as side information, we can obtain the
missing part of the mth combination (i.e., fill out the zero elements in the mth row of
the upper triangular matrix L).
Towards this end, let us define a strictly lower triangular integer matrix C where its
mth row c†m contains the coefficients of previously successfully decoded combinations
v1, . . . ,vm−1, hence the strictly upper triangular condition on the matrix C.
Next, we discuss the details of our algebraic successive decompression. The de-
coder first recovers the lattice codewords λ1, . . . ,λL from the indices i1, . . . , iL, then
computes
v̂†m =
[
`†m (Λ−U)− c†mV̂
]
mod ΛC,m
(a)
=
[
`†m (T−U)− c†mV̂
]
mod ΛC,m
(b)
=
[(
`†m + c
†
mA
)
(T−U)] mod ΛC,m
(c)
=
[(
`†m + c
†
mA
)
(S + Q)
]
mod ΛC,m
(d)
=
[[
`†m + c
†
mA
]
mod p× (S + Q)] mod ΛC,m
(e)
=
[[
a†m
]
mod p× (S + Q)] mod ΛC,m
=
[
a†m (S + Q)
]
mod ΛC,m, m = 1, . . . , L (3.17)
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where V̂ , [v̂1 · · · v̂L]†, c†mV̂ is available at the mth decoding step since Cm,i = 0
for i ≥ m, (a) follows from the distributive law, (b) holds from assuming correct
decoding for previous combinations (i.e., v̂i = vi for i = 1, . . . ,m − 1) and using
(3.16), (c) holds from T = S + U + Q, Q , [q1 · · · qL]†,qk , −[sk + uk] mod ΛF,k
is independent of sk and uniformly distributed over V(ΛF,k) by the Crypto Lemma,
(d) holds from [Ordentlich et al., 2014, Theorem 2 (c)] and (e) holds from Lemma 28
in Appendix B which states that for any full-rank integer matrix A with full-rank
sub-matrices A[1:m] for m = 1, . . . , L, we can select an upper triangular integer matrix
L and a strictly lower triangular integer matrix C such that
[L + CA] mod p = [A] mod p. (3.18)
Furthermore, the mth estimated combination v̂†m = v
†
m, m = 1, . . . , L, if
a†m (S + Q) ∈ V (ΛC,m) which happens with high probability if
1
T
E‖a†m (S + Q) ‖2 < θC,m, m = 1, . . . , L.
This can be guaranteed by setting θF,` = d` for ` = 1, . . . , L and θC,m =
a†m (KSS + D) am + , where
1
T
E
[
SS†
]
= KSS is the covariance matrix of the L
sources, 1
T
E[QQ†] , D = diag (d1, . . . , dL) and  goes to zero as the blocklength goes
to infinity.
Finally, the decoder applies the inverse of A to obtain
Ŝ , A−1V̂ = A−1V
= S + Q.
Remark 5. The advantage from using L nested coarse lattices instead of a single one
as in the parallel decompression, is that each coarse lattice ΛC,m should tolerate only
one combination vm (i.e., vm ∈ V(ΛC,m) w.h.p.) instead of tolerating all combinations
30
v1, . . . ,vL (i.e., vm ∈ V(ΛC) w.h.p. for m = 1, . . . , L).
Theorem 2 ( [Bakoury and Nazer, 2017]). For a given distortion matrix D and
covariance matrix KSS, the asymmetric achievable rates for IFSC with algebraic suc-
cessive decompression are
RSIFSC,`(KSS,D) = min
A∈ZL×L
1
2
log+
(
a†` (KSS + D) a`
d`
)
, ` = 1, . . . , L (3.19)
where the minimization over all integer matrices A such that Rank(A[1:m]) = m for
m = 1, . . . , L and a†1 (KSS + D) a1 ≤ · · · ≤ a†L (KSS + D) aL.
Early, we have assumed that the sources have been re-indexed such that the matrix
A has full-rank sub-matrices A[1:m] for m = 1, . . . , L. Later, in our work, we will need
to write the achievable rates in terms of the original source order.
Lemma 8. Define the permutation piSIFSC as the combinations re-ordering
that we did in the beginning to ensure that after re-ordering, we have
a†piSIFSC(1) (KSS + D) apiSIFSC(1) ≤ · · · ≤ a
†
piSIFSC(L)
(KSS + D) apiSIFSC(L) and the permu-
tation pirank as the source re-ordering such that Rank(ApiSIFSC([1:m]),pirank([1:m])) = m for
m = 1, . . . , L. The achievable rates in Theorem 2 in terms of the original source
order can be written as
RSIFSC,pirank(`)(KSS,D) = min
A∈ZL×L
1
2
log+
(
a†piSIFSC(`) (KSS + D) apiSIFSC(`)
dpirank(`)
)
, ` = 1, . . . , L
(3.20)
where D = diag(d1, . . . , dL) and d` is the `
th distortion level at the `th source.
Remark 6. Note that, to achieve the compression rates in (3.14) or (3.19), all sources
need to know the covariance matrix KSS. On the other hand, to achieve the compres-
sion rates in (3.9), the `th source only needs to know its variance KSS,`,`.
3.3.4 Symmetric Integer-Forcing Source Coding with Outage
In the case where KSS is not fully known to all sources (i.e., the `
th source only
knows KSS,`,`), we must tolerate some probability of outage in order to exploit the
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correlations between s1, . . . , sL. Specifically, for a given symmetric target distortion
dt, we fix a rate R that ensures that the decoder can successfully decompress ŝ1, . . . , ŝL
with probability 1− ρs. We use the symmetric IFSC scheme from Section 3.3.2 with
target distortion dt and fixed symmetric rate R which can be determined using a
bisection search such that
poutage(R, dt) , P (RIFSC(KSS, dt) > R) = ρs, (3.21)
Then, using Lemma 2, we choose a codebook C , ΛF ∩ V(ΛC) with rate R. The
lattice quantizer QΛF (·) for this codebook should induce the target distortion level
dt, which suggests choosing θF = dt and θC = dt × 22R.
The compression and decompression processes are similar to the symmetric IFSC
with full knowledge of KSS. However, the codebook should be generated and held
fixed to attain the desired outage probability ρs and should not be generated/adapted
according to the current realization of KSS (assuming that KSS has a distribution
as we will see later in the C-RAN application).
3.3.5 Opportunistic Integer-Forcing Source Coding with Outage
Note that, under fixed symmetric compression rate R the achievable distortion levels
under SU compression in (3.9) can be written as
dSU,` ,
KSS,`,`
2R − 1 (3.22)
For some covariance matrix realizations KSS, dSU,` may in fact be smaller than the
fixed symmetric distortion dt in (3.21) that attains the desired outage probability
ρs. This observation suggests the following opportunistic scheme that combines both
IFSC and SUC schemes. First, we choose a lattice codebook with a fine lattice that
induces a distortion level dt as in Section 3.3.4. Then, for ` such that dSU,` < dt,
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the `th encoder scales its observation using a parameter β` such that the decoder
reconstructs s` up to distortion dSU,` before forming the linear combinations as in the
IFSC scheme. For the remaining ` such that dSU,` > dt, we proceed as in the basic
IFSC scheme. Note that the effective variance of the combinations will be reduced.
Next, we present the opportunistic scheme in details.
Codebook
Select a nested lattice pair ΛF ⊆ ΛC using Lemma 2 with parameters θF = dt and
θC = dt2
2R, where dt is the target symmetric distortion. The nested lattice pair forms
the lattice codebook C , ΛF ∩ V(ΛC) with rate R.
Compression
Using the codebook C, the `th encoder maps its observation s` to the lattice codeword
λ` = [QΛF (β`s` + u`)] mod ΛC (3.23)
where u` is a random dither uniformly distributed over V(ΛF ) and β` = 1 whenever
dSU,` > dt. However, when dSU,` < dt we have
RSU,`(KSS, dt) ,
1
2
log
(
KSS,`,` + dt
dt
)
< R (3.24)
and we can better utilize the corresponding fronthaul link by scaling up s` using
β` > 1 such that
β` =
√
dt (22R − 1)− 
KSS,`,`
. (3.25)
where  goes to zero as the blocklength goes to infinity.
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Decompression
First, the decoder recovers
s˜` , [λ` − u`] mod ΛC
(a)
= [β`s` + q˜`] mod ΛC
(b)
=

[s` + q˜`] mod ΛC if dSU,` > dt
β`s` + q˜` if dSU,` < dt
(3.26)
where q˜` = − [β`s` + u`] mod ΛF is independent of s` and uniformly distributed over
V(ΛF ) (due to the Crypto Lemma), (a) holds from the distributive law and (b) holds
with high probability if β2`KSS,`,` + dt < θC which holds by choosing β` as in (3.25).
Defining
t` = s˜`/β` =
{
[s` + q`] mod ΛC if dSU,` > dt
s` + q` if dSU,` < dt
where q` , q˜`/β` and 1TE‖q`‖2 = dt/β2` , the decoder then forms linear combinations
v̂m =
[
L∑
`=1
am,`t`
]
mod ΛC
(a)
=
[
L∑
`=1
am,` (s` + q`)
]
mod ΛC
(b)
=
L∑
`=1
as,m,` (s` + q`) (3.27)
where (a) holds from the distributive law and (b) holds w.h.p. if
1
T
E‖vm‖2 = a†m (KSS + D) am < θC ,
where D = diag(d1, . . . , dL) is the covariance matrix of the quantization noise Q and
d` = dt/β
2
` .
To guarantee correct recovery with probability at least 1 − ρs (i.e.,
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P (RIFSC,op(KSS, dt) > R) < ρs ), dt should be chosen such that
max
m
a†m (KSS + D) am ≥ θC (3.28)
with probability ρs. Finally, assuming correct recovery, the decoder applies the inverse
of A to obtain
Ŝ , A−1V = S + Q. (3.29)
Theorem 3. Under fixed compression rate R and for a target outage probability ρs,
the achievable distortion levels using opportunistic IFSC are given by
D = diag(dt/β
2
1 , . . . , dt/β
2
L) (3.30)
β` =

1 if dt ≤ KSS,`,`
22R − 1√
22R − 1
KSS,`,`
dt if dt >
KSS,`,`
22R − 1
(3.31)
where dt is chosen such that P(RIFSC,op(KSS, dt) > R) = ρs and
RIFSC,op(KSS, dt) = min
A∈ZL×L
Rank(A)=L
max
`
1
2
log+
(
a†` (KSS + D) a`
dt
)
. (3.32)
Chapter 4
Uplink Cloud-Radio Access Networks
In this chapter, we study the uplink C-RAN, under symmetric or total fronthaul
capacity constraints, and propose an end-to-end low complexity IF scheme. In this
scheme, we use IFSC to convey noisy versions of the BSs’ observations to the CP,
then use IF equalization to decode the users’ messages. We also establish approximate
optimality, in the sense that the end-to-end IF scheme achieves a constant gap from
the optimal outage probability when the channel is known only to the receiver (CSIR).
We also explore the important case when the channel is only locally known at the
receiver side (i.e., each BS only knows the channels from all users to itself).
4.1 System Model
Consider the uplink C-RAN scenario shown in Fig. 4·1, where a set K , {1, . . . , K}
of single-antenna users communicate to a set L , {1, . . . , L} of single-antenna base
stations1. The BSs are connected to the CP via noiseless fronthaul links with finite
capacities C1, . . . , CL as shown in Fig. 4·1. The fronthaul links either exhibit individ-
ual rate constraints2 C` = Csym,∀` ∈ L, or a total rate constraint
∑L
`=1C` = Ctot,
depending on the physical structure of the network.
1For simplicity, we assume single-antenna BSs, however, the proposed schemes can be extended
directly to deal with multiple-antenna BSs as in [Bakoury and Nazer, 2017].
2We assume symmetric fronthaul links constraints, however an extension to asymmetric individual
rate constraints is straightforward
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Tx 1
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yL
y1 BS 1
...
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C1
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CP
...
wˆ1
wˆK
Figure 4·1: Uplink C-RAN architecture with K users and L BSs.
The red dashed rectangle represents the distributed lossy compression
sub-problem, while the blue dashed rectangle represents the end-to-end
channel coding problem
4.1.1 The End-to-End Channel Coding Problem
The kth user encodes its message wk ∈ {1, 2, . . . , 2TR}, with symmetric rate R, into
a length-T codeword xk , [xk(1) · · · xk(T )]† ∈ RT satisfying the standard power
constraint ‖xk‖2 ≤ TP . The `th BS receives y`(t) ∈ R at time t and the vector of all
received signals y(t) , [y1(t) · · · yL(t)]† at time t can be expressed as
y(t) = Hx(t) + z(t) (4.1)
where H ∈ RL×K is the channel matrix which is only known to the receivers (i.e.,
CSIR), x(t) = [x1(t) · · · xK(t)]† is the vector of transmitted symbols at time t, and
z(t) is i.i.d. N (0, 1). For simplicity, we focus on real-valued channels and note that
complex-valued channels can be handled via their real-valued decompositions [Zhan
et al., 2014]. We also consider both cases, namely global CSIR and Local CSIR. In
global CSIR, all BSs knows the channel matrix H, while in local CSIR, the `th BS
knows only its local channel H`,K (i.e., the channel from all users K to itself).
The `th BS maps its observation y` , [y`(1) · · · y`(T )]† to an index i` ∈
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{1, . . . , 2TC`} and forwards it to the CP through the fronthaul link. Upon receiv-
ing indices i1, . . . , iL, the CP uses these indices to make estimates wˆ1, . . . , wˆK of the
transmitted messages.
We say that a symmetric rate R is achievable if, for any  > 0 and T large
enough, there exists encoders and decoders that can attain P
(∪Kk=1{wˆk 6= wk}) ≤ 
average probability of error at most . Since we assume that H is not known to the
transmitters, each user has to tolerate some outage probability.
For a target symmetric rate R, we define the outage probability of a scheme as
poutage(R) , P
(
Rscheme(H) < R
)
where Rscheme(H) is the achievable symmetric rate under H for this particular scheme.
Similarly, for a target outage probability ρ, we define the symmetric outage rate as
Routage(ρ) , sup
{
R : poutage(R) ≤ ρ
}
.
4.1.2 The Distributed Lossy Compression Sub-problem
In compression-based strategies, each BS uses the fronthaul link to send a compressed
version of its observation to the CP rather than decoding locally, and can thus be
oblivious to the codebooks employed by the users. The `th BS maps its received signal
y` , [y`(1) · · · y`(T )]† to an index i` ∈ {1, . . . , 2TRs`}, where Rs` is the compression
rate, and forwards it to the CP through a fronthaul link with fixed capacity C` (i.e.,
Rs` ≤ C`). Upon receiving indices i1, . . . , iL, the CP first reconstructs the signals
ŷ1, . . . , ŷL where ŷ` , [yˆ`(1) · · · yˆ`(T )], then uses these reconstructions to make
estimates wˆ1, . . . , wˆK of the transmitted messages.
Note that the CP can use other techniques to recover the messages w1, . . . , wK
from the indices i1, . . . , iL, however recovering ŷ1, . . . , ŷL first simplifies the fronthaul
network to the well studied distributed lossy compression problem which allows us to
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use one of the efficient schemes proposed in Chapter 3 to convey the BSs’ observations
to the CP.
Due to the limited fronthaul capacity, each decompressed signal
yˆ`(t) = y`(t) + q`(t), ∀` ∈ L
suffers from a quantization noise q`(t), which is characterized via its mean-squared
error (MSE) (i.e., distortion level) 1
T
E
[ T∑
t=1
(q`(t))
2
]
, which depends on the fronthaul
link capacity C` and the compression strategy. We assume that the yˆ`(t) are unbiased
estimates of y`(t), since this facilitates the interface between source and channel coding
by allowing the latter to assume that the quantization noise is uncorrelated with the
transmitted codewords.
The end-to-end effective channel can be written as
ŷ(t) = Hx(t) + z(t) + q(t), (4.2)
where ŷ(t) , [ŷ1(t) · · · ŷL(t)]† and q(t) , [q1(t) · · · qL(t)]†.
For the distributed lossy compression sub-problem, we denote the effective covari-
ance matrix for BSs’ observations Y , [y1 · · · yL]† as KY Y , 1TE[YY†] = PHH†+I.
Furthermore, the achievable compression rates via particular scheme are denoted by
Rsscheme,`(H, d1, . . . , dL) ≤ C`,∀` ∈ L for distortions d1, . . . , dL. It is worth noting that
for the local CSIR scenario, the `th BS knows only KY Y,`,` , P‖H`,K‖2 + 1.
For the special case where the fronthaul network has symmetric rate constraints
C1 = · · · = CL = Csym, the distortion achievable by a compression scheme is given
by,
dscheme(ρs) , inf
{
d : psoutage(Csym, d) ≤ ρs
}
where psoutage(Csym, d) is given in (3.1), ρs < ρ is the target compression outage and ρ
is the end-to-end outage probability.
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4.2 Conventional Receivers for Uplink C-RAN
In this section, we go over the techniques proposed in literature to deal with both
channel coding and distributed source coding problems. We assume fronthaul rate
allocation C1, . . . , CL.
Remark 7. (Local CSIR) Under local CSIR, the channel outage probability constraint
is reduced to 1−ρs, since the remaining probability ρs is reserved for the decompression
outage event. In our work, we choose ρs = ρ/2.
4.2.1 “Single-User” Decoding
The simplest conventional scheme to convey w1, . . . , wK to the CP is to use parallel
single user decoders for both; the decompression and the channel decoding stages.
In this scheme, each BS uses the single-user compression scheme, discussed in
Section 3.2.1, to independently convey its observation to the CP through its dedicated
fronthaul link. The CP independently recovers ŷ` for ` = 1, . . . , L, applies a linear
equalizer B to its reconstructed observations to get
Y˜ = BŶ
where Ŷ , [ŷ1 · · · ŷL]†, and then applies a single-user decoder to each row of Y˜ to
recover the individual codewords. Thus, each row of B should be selected to maximize
the SINR for the desired codeword, which corresponds to the MMSE equalization
vector.
Lemma 9. For a given channel matrix H, the achievable symmetric rate using SU
compression and MMSE linear receiver is
RSUC,MMSE(H,D) =
1
2
min
k∈K
log
1 + P (b†kHL,k)2
b†k(I + D)bk + P
∑
i 6=k
(b†kHL,i)2
 (4.3)
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where b†k = PH
†
L,k
(
P
K∑
j=1
HL,jH
†
L,j + I + D
)−1
is the `th row of the MMSE
equalization matrix B, HL,k is the kth column of the channel matrix H, D =
diag(dSU,1, . . . , dSU,L) and
dSU,` =
‖H`,K‖2P + 1
22C` − 1 , ∀` ∈ L.
See [Tse and Viswanath, 2005, Section 8.3.3] for more details on MMSE decoders.
Remark 8. Since the SU compression does not exploit the correlation between the
BSs observations (i.e., does not depend on cross channels), it is suitable for both
cases; local CSIR and global CSIR.
4.2.2 Successive Decoding
Using successive decoding can enhance the performance of both decompression
and channel decoding. In this scheme, first the CP successively reconstructs
ŷpis(1), . . . , ŷpis(L) for some decompression order pis : L → L. Next, the CP uses MMSE
decoder with successive interference cancellation (MMSE-SIC) to cancel out the effect
of previously decoded codewords xpic(1), . . . ,xpic(k−1) (assuming successful decoding),
for some decoding order pic : K → K, before decoding the current codeword xpic(k),
and then equalizes the result to get
y˜†k = b
†
k
(
Ŷ −
k−1∑
i=1
HL,pic(i)x
†
pic(i)
)
, (4.4)
which is subsequently fed to a single-user decoder to recover xpic(k) for k = 1, . . . , K.
Lemma 10. For a given channel matrix H, the achievable symmetric rate using WZ
compression and MMSE-SIC is
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RWZ,MMSE-SIC(H,D) =
1
2
max
pic
min
k∈K
log
1 + P (b†kHL,pic(k))2
b†k(I + D)bk + P
∑
i>k
(b†kHL,pic(i))2

(4.5)
where b†k = PH
†
L,pic(k)(P
∑
j≥k
HL,pic(j)H
†
L,pic(j) + I+D)
−1 is the MMSE-SIC equalization
vector and D , diag(dWZ,1, . . . , dWZ,L) is chosen such that
1
2
log
( ∣∣PHT`,K(HT`,K)† + I + DT`∣∣∣∣PHT`−1,K(HT`−1,K)† + I + DT`−1∣∣
)
− 1
2
log(dWZ,pis(`)) = Cpis(`), ∀` ∈ L
(4.6)
where T` , {pis(1), . . . , pis(`)}, pis is the decompression order and pic is the channel
decoding order.
See [Tse and Viswanath, 2005, Section 8.3.3] for more details on MMSE decoders
with SIC.
Remark 9. (Global CSIR) It can be shown that, for a fixed DT`−1, R
s
WZ,pis(`)
(H,DT`),
given in Lemma 4, is monotonically decreasing in dWZ,pis(`). This means that the
optimal dWZ,pis(`) for the global CSIR case can be obtained successively for ` = 1, . . . , L
(e.g., using a bisection search method) such that RsWZ,pis(`)(H,DT`) = Cpis(`), for a
given fronthaul rate allocation C1, . . . , CL.
Remark 10. (Local CSIR) Under local CSIR, H is only known to the CP. Thus,
the WZ compression rates in Lemma 4 are not known to the BSs and we can not
set the distortion levels accordingly. Furthermore, it is not clear how to optimize for
the asymmetric distortion levels d1, . . . , dL to satisfy a certain outage probability ρs.
Hence, we set a symmetric distortion dt such that
P
(∪L`=1 {RsWZ,`(H, dtI) > C`}) ≤ ρs. (4.7)
where RsWZ,`(H, dtI) is given in Lemma 4.
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It is worth noting that, the Wyner-Ziv compression scheme requires searching over
all L! decompression orders, which can be computationally expensive. To circumvent
this issue, [Zhou and Yu, 2016] proposed a heuristic ordering by placing the effective
variance of y1, . . . ,yL in increasing order. Numerical simulations indicate that this
heuristic ordering operates close to the performance of optimal ordering on average.
4.2.3 Joint Decoding
In this scheme, we employ a BT quantize-and-bin strategy [Berger, 1977] as a com-
pression scheme to convey the BSs’ observations to the CP. The BT rate region is
evaluated for Gaussian test channels and with a symmetric distortion constraint. This
converts the channel to a virtual MAC as mentioned earlier. The best performance
for the channel decoding part given Ŷ, is attained by simultaneously decoding all
codewords x1, . . . ,xK via a joint maximum likelihood (ML) decoder. Although, the
implementation complexity for both BT compression and joint ML decoding scales ex-
ponentially with number of users/BSs, we include it as a benchmark for our schemes.
Lemma 11. For a given channel matrix H, the achievable symmetric rate using BT
compression scheme and joint ML decoding is
RBT,ML(H, dBTI) = minS⊆K
1
2|S| log
(∣∣∣∣ PdBT + 1HL,SH†L,S + I
∣∣∣∣) . (4.8)
where dBT is chosen (e.g., using a bisection search) such that
1
2L
log
∣∣∣∣I + 1dBT KY Y
∣∣∣∣ = min` C` (4.9)
Lemma 11 follows from using joint typicality analysis and can be considered a special
case of [Zhou and Yu, 2014, Proposition 1].
Remark 11. (Local CSIR) For local CSIR, one can still implement the BT quantize-
and-bin strategy by fixing dBT, independent of the channel matrix H, to the smallest
value that satisfies
P
(
RsBT(H, dBT) > min
`
C`
)
≤ ρs
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where RsBT(H, dBT) is given by (3.4).
4.3 Integer-Forcing C-RAN Architecture
For this section, we assume that we have symmetric rate constraints on the fronthaul
links C1 = · · · = CL = Csym, however, the scheme can be directly extended to the
asymmetric constraints setting as we will see in Chapter 7.
4.3.1 Architecture
The end-to-end integer-forcing architecture for C-RAN is illustrated in Figure 4·2. It
employs one of the integer-forcing source coding schemes in Section 3.3, to convey
the channel observations to the CP, which then recovers the transmitted messages
via integer-forcing channel decoding discussed in Chapter 9. Specifically, for full-
rank integer matrices As and Ac, the CP first recovers integer-linear combinations
v†s,m = a
†
s,mŶ for m = 1, . . . , L, solves for the BSs observations Ŷ , [ŷ1 · · · ŷL]†,
then recovers integer-linear combinations v†c,m = a
†
c,mX for m = 1, . . . , L, then finally
solves for X , [x1 · · · xK ]†.
y1
yL
...
Lattice
Quantizer
Lattice
Quantizer
...
Csym
Csym
BS 1
BS L
Subtract
Dithers
Subtract
Dithers
As ...
modΛC
modΛC
vs,1
vs,L
A−1s
ŷ1
ŷL
...
Lattice
Decoder
Lattice
Decoder
vc,1
vc,K
A−1c
x̂1
x̂K
Central Processor
Figure 4·2: Integer-forcing architecture for C-RAN with
symmetric distortion.
For completeness, let us assume that the CP already recovered Ŷ up to distortion
levels d1, . . . , dL and recall briefly the IF channel decoding part.
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In order to decode x1, . . . ,xK , the CP first decodes integer-linear combinations of
the transmitted codewords, and then solves for the desired codewords. Specifically,
in order to decode the combinations
v†c,m , a†c,mX, m = 1, . . . , K
where ac,m ∈ ZK , the CP first applies linear equalizers b†c,m to get effective channels
y˜†m = b
†
c,mŶ
= a†c,m X︸ ︷︷ ︸
lattice codeword
+ (b†c,mH− a†c,m)X + b†c,m(Z + Q)︸ ︷︷ ︸
effective noise
= v†c,m + z
†
eff,m, m = 1, . . . , K (4.10)
where z†eff,m = (b
†
c,mH− a†c,m)X + b†c,m(Z + Q) is the effective noise due to the scaled
AWGN b†c,mZ, the scaled quantization noise b
†
c,mQ and the mismatch between the
equalized channel b†c,mH and the integer vector a
†
c,m. The CP then employs single-user
decoders to decode vc,1, . . . ,vc,K , and finally solves for x1, . . . ,xK .
The effective variance of zeff,m is
σ2eff,m ,
1
T
E‖zeff,m‖2 = ‖b†c,mH− a†c,m‖2P + b†c,m (I + D) bc,m (4.11)
where D , diag(d1, . . . , dL) is the covariance matrix of the quantization noise Q.
Using the MMSE equalizer that minimizes the noise variance in (4.11)
b†c,m = Pa
†
c,mH
† (PHH† + I + D)−1 ,
and applying Woodbury’s matrix identity, we can write (4.11) as
σ2eff,m = a
†
c,m
(
P−1I + H† (I + D)−1 H
)−1
ac,m = ‖Fcac,m‖2 (4.12)
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where Fc is any matrix satisfies the decomposition F
†
cFc =(
P−1I + H† (I + D)−1 H
)−1
.
Lemma 12. [Zhan et al., 2014, Theorem 4] For a given channel matrix H and
distortion matrix D, the achievable symmetric rate for the integer-forcing strategy
with parallel channel decoding is
RIFCC(H,D) = max
Ac∈ZK×K
rank(Ac)=K
min
m∈K
1
2
log+
(
P
‖Fcac,m‖2
)
. (4.13)
Remark 12. Similar to MMSE-SIC, successive decoding for the combinations
vc,1, . . . ,vc,K is possible and improves the achievable symmetric rate for IF receivers
on average. See [Ordentlich et al., 2013] for more details.
Remark 13. Note that both symmetric integer-forcing source coding and integer-
forcing channel coding only need parallel encoding/decoding.
Finally, the end-to-end IF performance can be measured by the next 3 Theorems.
Theorem 4. The achievable symmetric rate for the integer-forcing C-RAN strategy
with global CSIR, parallel decompression and parallel channel decoding is
RIF-CRAN(H) = max
d,Ac∈ZK×K
min
m∈K
1
2
log+
(
P
‖Fcac,m‖2
)
subject to Rank(Ac) = K (4.14)
RsIFSC(H, d) ≤ Csym,
where RsIFSC(H, d) is given by (3.14) and Fc is any matrix satisfying the decomposition
F†cFc =
(
P−1I + 1
d+1
H†H
)−1
.
Furthermore, the performance can be enhanced by using asymmetric distortions
for IFSC.
Theorem 5. The achievable symmetric rate for the IF C-RAN strategy with global
CSIR, algebraic SIC decompression and parallel channel decoding is
RIF-CRAN(H) = max
D,Ac∈ZK×K
min
m∈K
1
2
log+
(
P
‖Fcac,m‖2
)
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subject to Rank(Ac) = K (4.15)
RsIFSC,`(H,D) ≤ Csym,∀` ∈ L
where RsIFSC,`(H,D) is given by (3.19) and Fc is any matrix satisfying the decompo-
sition F†cFc =
(
P−1I + H† (I + D)−1 H
)−1
.
It can be shown that the two optimization problems in (4.14) and (4.15) are non-
convex problems. In the following section, we propose sub-optimal algorithms for
choosing the integer matrices As, Ac and the distortion levels D.
Theorem 6. The achievable symmetric rate for the IF C-RAN strategy with local
CSIR, opportunistic IFSC and parallel IF channel decoding is
RIF-CRAN(H) = max
dt,Ac∈ZK×K
min
m∈K
1
2
log+
(
P
‖Fcac,m‖2
)
(4.16)
subject to P
(
RsIFSC,op(H, dt) > Csym
) ≤ ρs
where RsIFSC,op(H, dt) is given by (3.32), Fc is any matrix satisfying the decomposition
F†cFc =
(
P−1I + H† (I + D)−1 H
)−1
, ρs is the compression outage probability, D =
diag(dt/β
2
1 , . . . , dt/β
2
L) and β` is given by (3.31).
4.3.2 Optimization Algorithms
In this section, we propose algorithms that can be used to select the parameters of
the IF-CRAN scheme proposed in Section 4.3.
IF-CRAN with Symmetric Distortion
The optimization problems in (4.14),(4.15) and (4.16) are challenging problems due
to the integer constraints on Ac and As. For a fixed distortion matrix D (d for
the symmetric case), the problem of finding the optimal As to meet the fronthaul
constraint or finding the optimal integer matrix Ac given As to maximize the IF
C-RAN symmetric rate are linked to the shortest vectors problem [Bremner, 2012].
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For a fixed matrix Ac, the overall rate in (4.14) is monotonically increasing in
d. Using a bisection search, we can quickly converge to the smallest d that meets
the fronthaul constraint (i.e., RIFSC(H, d) = Csym). During each iteration in the
search, As can be optimized using an LLL reduction [Lenstra et al., 1982] on Fs,
which provides approximate guarantees. A detailed algorithm is given in Algorithm
1. Finally, an approximate solution for the integer matrix Ac can be obtained using
an LLL reduction on the basis Fc.
Algorithm 1 Symmetric IFSC
1: procedure SIFSC(P,H, Csym,tol)
2: Initialization: Set dmin = 0 and dmax = d large enough such that RIFSC(H, d) <
Csym.
3: while Csym −RIFSC(H, d) > tol or RIFSC(H, d) > Csym do
4: if RIFSC(H, d) < Csym then
5: dmax = d/2.
6: else
7: dmin = d/2.
8: end if
9: d = (dmin + dmax)/2.
10: Fs = chol((1 +
1
d
)I + 1
d
PHH†)
11: As = LLL-reduction(Fs).
12: RIFSC(H, d) =
1
2
log+(‖Fsas,L‖2)
13: end while
14: return d.
15: end procedure
IF-CRAN with Asymmetric Distortion
In the symmetric case, we were able to decouple the problem of choosing the distortion
level d from the problem of choosing the integer matrix Ac. However, in the case
of asymmetric distortion levels in (4.15), the problems of distortion selection and
integer matrix selection are more tightly coupled. In order to tackle this problem, we
initially set all distortion levels to the symmetric value d such that RIFSC,`(H, dI) =
Csym, fix the integer matrix As, then find the distortion levels d1, . . . , dL such that
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RIFSC,`(H,D) = Csym,∀` ∈ L. With As fixed, the last step is equivalent to solving L
linear equations in D.
Note that, for algebraic successive cancellation to work, we need the sub-matrices
As,[1:m] to be full-rank which can be achieved by permuting the BSs (i.e., columns of
a full-rank matrix As). A detailed algorithm is given in Algorithm 2.
Algorithm 2 Asymmetric IFSC
1: procedure AIFSC(KY Y , Csym)
2: Initialization: Fix d` = d,∀` and solve d = SIFSC(H, Csym, tol).
3: Fix As and find piIF : {1, . . . , L} → {1, . . . , L} s.t. rank(As,[1:m],piIF([1:m])) =
m, ∀m = 1, . . . , L.
4: Find distortion levels d1, . . . , dL that satisfies
C[d1 · · · dL]† = e (4.17)
where C = 2Csym × I − As,L,piIF(L)  As,L,piIF(L) and e` =
a†s,piIF(`)KY Y as,piIF(`), ∀` ∈ L.
5: return D = diag(d1, . . . , dL).
6: end procedure
Remark 14. The asymmetric distortion levels obtained from Algorithm 2 are upper-
bounded by the distortion level obtained from Algorithm 1. This is because the sym-
metric distortion d that satisfies RIFSC(H, d) = Csym (i.e., Algorithm 2 result) also
guarantees that RIFSC,`(H, dI) ≤ Csym,∀` ∈ L, since for both cases, the integer matrix
As is the same and in IFSC with parallel decoding, all rates are constrained by the
combination with the largest variance. Second, decreasing one distortion level only
increases the compression rate of the corresponding BS and simultaneously decreases
the rate of the other BSs.
4.4 IF Outage Upper Bound
As noted in [Zhan et al., 2014], for some channel realizations H, the achievable rate
of IF channel coding can be far from the MIMO capacity. However, [Domanovitz and
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Erez, 2018] quantifies the measure of such channels H for the important special case
of Gaussian fading (i.e., H ∼ N (0, I)). A similar story holds for IF source coding as
shown in [Domanovitz and Erez, 2017]: for certain covariance matrices of the form
PHH†+ I, the performance falls short of BT compression, but, for i.i.d. Gaussian H,
the measure of such “difficult” channels can be bounded. Here, we combine ideas
from the proofs in [Domanovitz and Erez, 2018,Domanovitz and Erez, 2017] to bound
the measure of channels for which our IF-CRAN scheme falls significantly below the
uplink C-RAN capacity.
To this end, we apply Theorem 1 to find that, using the eigenvalue decomposition
US2U
† = P
d+1
H†H + I, the IF rate in (4.14) can be bounded by
RIF-CRAN(H) = −1
2
log
(
λ2K
(
S
− 1
2
2 U
†
))
≥ 1
2
log
λ21
(
S
1
2
2 U
†
)
K2

=
1
2
log
(
min
a∈ZK :a6=0
‖S
1
2
2 U
†a‖2
K2
)
. (4.18)
We now recall a result from [Domanovitz and Erez, 2018] that provides a bound on
the outage probability for integer-forcing over i.i.d. Gaussian fading. We make a slight
modification to the original proof by using the Banaszczyk transference theorem from
Theorem 1 to exchange α(K) in [Domanovitz and Erez, 2018, Equation 36] with K2,
which yields the following theorem, whose form is more convenient for our analysis.
Theorem 7 ( [Domanovitz and Erez, 2018, Theorem 1]). For the Gaussian MAC
(i.e., Csym =∞ and d = 0), we have
P
(
min
a∈ZK :a6=0
‖S
1
2
1 U
†a‖2 < 2 2(C−∆CMAC)K K2
)
≤ γ(K)2−∆CMAC (4.19)
where ∆CMAC > 0 is some constant, the orthogonal matrix U and the diagonal matrix
S1 comes from the eigenvalue decomposition US1U
† = PH†H + I, C = 1
2
log |S1| is
the MAC capacity and γ(K) is defined in [Domanovitz and Erez, 2018, Equation (59)]
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as c(K) with replacing α(K) by K2.
Let us define the probability that the difference between the IF C-RAN achievable
rate and a cut-set bound on the sum capacity is larger than some positive constant
∆C as
Pdiff(∆C) , P (KRIF-CRAN(H) < Cupper(H)−∆C)
where ∆C > 0 is some constant and Cupper(H) , min
{
LCsym,
1
2
log
(∣∣PH†H + I∣∣)}
is a cut-set bound for the sum capacity and the probability is taken with respect to
H ∼ N (0, I).
Theorem 8. For the uplink C-RAN channel with i.i.d. Gaussian fading, H ∼
N (0, I), the probability that the integer-forcing C-RAN strategy with global CSIR,
parallel decompression, and parallel channel decoding cannot operate within ∆C of
the sum-capacity is upper bounded as follows:
Pdiff(∆C) ≤ γ(max{K,L}) 2−∆C/3 (4.20)
where γ(max{K,L}) is defined in [Domanovitz and Erez, 2017, Equation (45)] as
c(max{K,L}) and only depends on max{K,L}.
Proof. The proof closely follows that of [Domanovitz and Erez, 2018, Theorem 1].
We start by bounding Pdiff(∆C) as
Pdiff(∆C) = P
(
KRIF-CRAN(H) < Cupper(H)−∆C
∣∣A)P (A)
+ P
(
KRIF-CRAN(H) < Cupper(H)−∆C
∣∣Ac)P (Ac)
≤ P (KRIF-CRAN(H) < Cupper(H)−∆C∣∣A)︸ ︷︷ ︸
(i)
+P (Ac)︸ ︷︷ ︸
(ii)
. (4.21)
where A , {RsIFSC(H, d∗) < RsBT(H, d∗) + ∆R} is the event that the IFSC rate is
within a constant ∆R > 0 (to be chosen later) from the BT compression rate and
d∗ > 0 is the distortion that saturates the fronthaul rate constraint RsIFSC(H, d
∗) =
Csym. For the rest of the proof, we will omit d
∗ from RsIFSC(H, d
∗) and RsBT(H, d
∗)
for for the sake of conciseness.
In order for the end-to-end IF scheme to work correctly, we need both the IF
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source coding part to work (i.e., to be able to recover the BSs observations correctly)
and the IF channel coding part to work (i.e., to be able to recover the users’ messages
correctly). Consequently, one interpretation to this bound is that (ii) measures the
probability that the IFSC rate RsIFSC(H) is not within a constant ∆R from the BT
rate RsBT(H) (i.e., the source coding part is the bottleneck), while (i) measures the
probability that the IFCC rate KRIF-CRAN(H) is not within a constant ∆C from the
cut-set bound Cupper(H), given that the IFSC rate is within a constant ∆R from the
BT rate (i.e., the channel coding part is the bottleneck). For the rest of the proof,
we will eliminate d∗ from RsIFSC(H, d
∗) and RsBT(H, d
∗) for clarity and try to bound
both (i) and (ii).
Using [Domanovitz and Erez, 2017, Theorem 1], we immediately have the upper
bound (ii) ≤ γ(L)2−∆R where γ(L) is defined in [Domanovitz and Erez, 2017, Equa-
tion (45)]. Next, in order to bound (i), we use (4.18) to get
(i) ≤ PU,S1
(
min
a
‖S1/22 U†a‖2 < K222(Cupper(H)−∆C)/K
∣∣A)
= PS1
[
PU|S1
(
min
a
‖S1/22 U†a‖2 < K22−2∆C/K min{|S1|1/K , 22LCsym/K}
∣∣A)]
(4.22)
where the minimization is over all non-zero integer vectors a ∈ ZK \ {0} and U, S1
and S2 come from the eigenvalue decompositions US1U
† = PH†H + I and US2U† =
P
d∗+1H
†H + I.
We now proceed to bound the inner probability in (4.22) for any value of S1.
PU|S1
(
min
a
‖S1/22 U†a‖2 < K22−2∆C/K min{|S1|1/K , 22LCsym/K}
∣∣∣∣A)
(a)
= PU|S1
(
min
a
‖S˜1/22 U†a‖2 < K22−2∆C/K min
{( |S1|
|S2|
)1/K
,
22LCsym/K
|S2|1/K
}∣∣∣∣A
)
(b)
≤ PU|S1
(
min
a
‖S˜1/22 U†a‖2 < K22
−2∆C
K min
{
(d∗ + 1)
L
K ,
2
2LCsym
K
2
2Rs
BT
(H)
K
(
d∗ + 1
d∗
) L
K
}∣∣∣∣A
)
(c)
≤ PU|S1
(
min
a
‖S˜1/22 U†a‖2 < K22
−2∆C
K min
{
(d∗ + 1)
L
K , 2
2∆R
K
(
d∗ + 1
d∗
) L
K
}∣∣∣∣A
)
(4.23)
where (a) holds from S˜2 , S2|S2|1/K , (b) holds from |S2| = |
1
d∗+1(S1 + d
∗I)| > | 1
d∗+1S1|
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and RsBT(H) =
1
2
log
∣∣ 1
d∗KY Y + I
∣∣ = 1
2
log
∣∣d∗+1
d∗ S2
∣∣ and (c) holds from RsBT(H) ≥
RsIFSC(H)−∆R = LCsym −∆R given A.
Next, we partition the space of possible values of S1 into B and Bc, where
B , {1
2
log |S1| > LCsym − L/2−∆R
}
and bound d∗ depending on the event B as in
Lemma 29 in Appendix C. Using (4.23), we can upper bound (i) by
PS1
[
PU|S1
(
min
a
‖S˜1/22 U†a‖2 < K22−2(∆C−∆R)/K
(
d∗ + 1
d∗
)L/K ∣∣∣∣A,B
)
1B
]
+ PS1
[
PU|S1
(
min
a
‖S˜1/22 U†a‖2 < K22−2∆C/K(d∗ + 1)L/K
∣∣∣∣A,Bc)1Bc]
(a)
≤ PS1
[
PU|S1
(
min
a
‖S˜1/22 U†a‖2 < K22−2(∆C−∆R)/K22(∆R+L)/K
∣∣∣∣A,B)1B]
+ PS1
[
PU|S1
(
min
a
‖S˜1/22 U†a‖2 < K22−2∆C/K2L/K
∣∣∣∣A,Bc)1Bc]
(b)
≤ γ(K)2−(∆C−2∆R)2L + γ(K)2−(∆C)2L/2 (4.24)
where 1 is the indicator function, (a) holds from Lemma 29 in Appendix C and (b)
holds from Theorem 7 by substituting ∆CMAC = ∆C − 2∆R − L and ∆CMAC =
∆C − L/2, respectively.
The rest of the proof follows by combining (i) and (ii) and taking ∆R = ∆C
3
so
that the exponential terms in (ii) and (4.24) are ∆C
3
.
For a fixed sum rate R, define the optimal outage probability as poptimal(R) ,
P (C(H) < R), where C(H) is the sum capacity of the uplink C-RAN channel.
Theorem 9. For a positive constant ∆C, the outage probability for the integer-forcing
C-RAN strategy with global CSIR, parallel decompression, and parallel channel decod-
ing is bounded by
pIF-CRAN(R−∆C) ≤ poptimal(R) + γ(max{K,L}) 2−∆C/3. (4.25)
Proof. Using the law of total probability, the IF-CRAN outage probability can be
written as
pIF-CRAN(R−∆C) = P ({KRIF-CRAN ≤ R−∆C} ∩ {C(H) ≥ R})
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+ P
(
KRIF-CRAN ≤ R−∆C
∣∣C(H) < R)P (C(H) < R)
≤ P (KRIF-CRAN ≤ C(H)−∆C) + P (C(H) < R)
≤ P (KRIF-CRAN ≤ Cupper(H)−∆C) + P (C(H) < R)
≤ γ(max{K,L}) 2−∆C/3 + poptimal(R) (4.26)
where Cupper(H) , min
{
LCsym,
1
2
log
∣∣PH†H + I∣∣} is a cut-set bound on the sum
capacity of the uplink C-RAN channel and we used Theorem 8 in the last step.
4.5 Numerical Results
For our simulations, we generated 1000 realizations for the channel matrix H, each
elementwise i.i.d. N (0, 1). Since joint decoding and joint decompression recently
proved to achieve the capacity within a constant gap [Ganguly and Kim, 2017], we
plot Berger-Tung (BT) compression with symmetric distortion and joint maximum
likelihood (ML) decoding as a benchmark.
In general, we expect the advantage conferred by IF channel coding to be more
pronounced when K > L (i.e., higher interference), while that of IF source coding
ought to be more pronounced when K < L (i.e., higher correlation). This is because
when the number of users is larger than the number of BSs (i.e., K > L), conventional
linear receivers (e.g., ZF and MMSE) fail to achieve the optimal degrees of freedom,
while the IF receiver does. On the other hand, when the number of BSs is larger
than the number of users (i.e., K < L), exploiting the correlation between the BSs’
observations using IF source coding becomes more important.
4.5.1 Global CSIR
We start by assuming global CSIR and fixing SNR = 25 dB. Fig. 4·3 and 4·4 show the
symmetric outage rates versus the fronthaul rate Csym for outage probability ρ = 0.05
and ρ = 0.02 and for the case when K > L and K < L, respectively.
The performance of asymmetric integer-forcing source coding (AIFSC) compres-
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sion with integer-forcing channel coding (IFCC) decoding, IFSC with IFCC decoding
and optimized3 Wyner-Ziv compression (WZC) with MMSE successive interference
cancellation (MMSE-SIC) decoding are plotted. In Fig 4·4, we also plot the perfor-
mance of the WZC with heuristic decompression order (heuristic WZC), single-user
compression (SUC) and parallel MMSE decoding without SIC. We note that the dif-
ference between heuristic WZC and optimal WZC can be large at limited fronthaul
rate constraint Csym.
Since the asymmetric distortion levels in Algorithm 2 are bounded below by the
symmetric distortion level in Algorithm 1, we see in both figures that the performance
of AIFSC compression with IFCC decoding is bounded below by the performance of
IFSC compression with IFCC decoding. Notice that the IF strategies outperforms
conventional schemes in the high fronthaul capacity regime. This is expected, since
as Csym increases, the C-RAN converges to a MAC, where IFCC is already known
to outperforms conventional linear decoders [Zhan et al., 2014]. More importantly,
the IF strategy (e.g., IFSC with IFCC and AIFSC with IFCC) still performs close
to WZ compression with MMSE decoding in low and moderate fronthaul capacity
regimes while retaining the advantage of its lower implementation complexity. It
is worth noting that IFSC, IFCC and MMSE only use parallel single-user decoding
while AIFSC, WZC and MMSE-SIC uses sequential decoding.
For the global CSIR scenario, we find the IF strategies are competitive with op-
timized Wyner-Ziv successive strategies coupled with successive MMSE decoding,
however IF strategies can be implemented using parallel single-user decoders.
4.5.2 Local CSIR
Regarding local CSIR, where each BS only knows the channel gains to itself, Fig. 4·5
and Fig. 4·6 compare the performance of local IFSC compression with IFCC decoding
3with an optimized decompression order
55
and opportunistic IFSC with IFCC decoding to conventional (parallel and successive)
compression and decoding schemes when K < L. At high SNR or Csym regimes, the
performance can be ordered from the highest symmetric rate to the lowest as follows:
opportunistic IFSC with IFCC, then local IFSC with IFCC, SUC with MMSE-SIC
then WZC with MMSE-SIC. The poor performance for WZC (even compared to SUC)
is due to the challenge to choose asymmetric distortion levels to achieve a certain
outage probability which left us with assuming symmetric distortion levels for WZC.
Since local IFSC can be considered a special case of opportunistic IFSC where we
do not recover any BS’s observation before forming the integer-linear combinations,
we can see that its performance is always bounded above by the performance of
opportunistic IFSC.
Fig. 4·7 and Fig. 4·8 show the same strategies when K > L and ρ = 0.1. In this
case, the advantage of IF schemes over the conventional schemes are more noticeable.
The poor performance of local IFSC at small fornthaul capacity relative to the op-
portunistic IFSC and SUC that we see in Fig. 4·5 and Fig. 4·7 can be attributed to
the fact that asymmetric distortion schemes better utilize the fronthaul links at small
fronthaul capacity.
Finally, Fig. 4·9 and Fig. 4·10 show the same strategies for a square channel matrix
H (i.e., K = L). Opportunistic IFSC with IFCC has the best performance almost
through all SNR and Csym values. Furthermore, the more pronounced difference be-
tween the opportunistic IFSC and local IFSC emphasizes the advantage of eliminating
some outage events at some BSs.
Overall, we find compression strategies with asymmetric distortion levels (e.g., op-
portunistic IFSC and SUC for local CSIR and asymmetric IFSC and WZC for global
CSIR) have advantages in limited fronthaul rate constraint or high SNR regimes.
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Figure 4·3: 5% out-
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SNR = 25 dB.
2 2.5 3 3.5 4 4.5 5
C
sym in Bits/Sec/Hz
0.5
1
1.5
2
2.5
3
3.5
4
O
ut
ag
e 
Ra
te
 in
 B
its
/S
ec
/H
z
BT + ML
Asymmetric IFSC+ IFCC
IFSCCC
Optimal WZC + MMSE-SIC
Heuristic WZC + MMSE-SIC
Optimal WZC + MMSE
Heuristic WZC + MMSE
SUC + MMSE
Figure 4·4: 2% out-
age rate for global CSIR
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age rate for local CSIR
Scenario with K = 3,
L = 6 and SNR = 25
dB.
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age rate for local CSIR
Scenario with K = 3,
L = 6 and C = 3
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Figure 4·7: 10% out-
age rate for local CSIR
Scenario with K = 6,
L = 3 and SNR = 25
dB.
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Figure 4·9: 10% out-
age rate for local CSIR
Scenario with K = L =
6 and SNR = 25 dB.
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Chapter 5
Distributed Lossy Decompression
5.1 Problem Formulation
s1
sL
... Encoder
RL
R1
λL
λ1 Decoder 1
Decoder L
...
ŝ1
ŝL
Figure 5·1: The distributed decompression problem.
Consider the distributed decompression problem in Fig. 5·1, where we have a single
encoder with T i.i.d. realizations of L sources s(1), . . . , s(T ) distributed according to
a Gaussian distribution with zero-mean and a covariance matrix KSS and L decoders.
The mth decoder is interested in the mth source vector sm , [sm(1) · · · sm(T )]†. The
encoder has a function E : RT × · · · ×RT → {1, . . . , 2TR1} × · · · × {1, . . . , 2TRL} that
maps (s1, . . . , sL) to indices (i1, . . . , iL) , E(s1, . . . , sL) with rate tuple (R1, . . . , RL).
The mth decoder has access only to the mth index im upon which it uses a function
Dm : {1, . . . , 2TRm} → RT to recover ŝm = Dm(im). Since the rate Rm is finite, we
can write the mth reconstruction as ŝm , sm + q˜m where q˜m is a quantization noise1.
The quantization noise Q˜ , [q˜1 · · · q˜L]† is characterized by its effective covariance
1We assume here unbiased estimates ŝm for sm, hence zero-mean quantization noise q˜m.
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matrix
1
T
E[Q˜Q˜†].
Suppose, for reasons to be clear later, that we are interested in recovering ŝ1, . . . , ŝL
with a desired effective covariance matrix Ω for the quantization noise. The rates
R`(KSS,Ω) for ` ∈ L are said to be achievable if for any  > 0 and T large enough,
there exists mappings E and Dm, m = 1, . . . , L, such that
1
T
E
[
T∑
t=1
q˜i,tq˜j,t
]
≤ Ωi,j + , ∀i, j ∈ L.
This desired correlation Ω can be useful in some applications like the downlink
C-RAN, which we will see in Chapter 6, where introducing correlation between quan-
tization noise across different BSs helps reducing the effective variance of the quanti-
zation noise when combined at the receivers [Park et al., 2013].
5.2 Conventional Compression Schemes
5.2.1 Single-User Compression
The simplest scheme is to use L parallel single-user encoders to quantize each source
independently (i.e., i` only depends on s`). This implies that the quantization noise
at different decoders is uncorrelated and we end up with a diagonal covariance matrix
Ω. Under i.i.d. Gaussian codebooks, the following rates are achievable.
Lemma 13. For a given source covariance matrix KSS and a target diagonal quan-
tization covariance matrix Ω = diag(Ω1,1, . . . ,ΩL,L), the achievable rates for the SU
compression are
RSU,` =
1
2
log
(
KSS,`,` + Ω`,`
Ω`,`
)
, ∀` ∈ L, (5.1)
where KSS,`,` is the (`, `)
th element of KSS (i.e., the variance of the `
th source) and
Ω`,` is the (`, `)
th element of Ω (i.e., the `th distortion level).
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Remark 15. Under fixed rates, single-user encoding minimizes the sum of the achiev-
able distortions
L∑`
=1
Ω`,`. However, the quantization noise is uncorrelated (i.e., diago-
nal Ω).
5.2.2 Multivariate Compression
The idea behind multivariate compression is to apply a joint typicality encoder that
searches for the indices i1, . . . , iL ∈
{
1, . . . , 2TR1
}× · · · × {1, . . . , 2TRL} such that the
corresponding reconstructions ŝ1, . . . , ŝL at the decoders are jointly typical with the
source vectors s1, . . . , sL according to a distribution (i.e., Gaussian test channel) with
the desired covariance matrix Ω.
Lemma 14. [Park et al., 2013, Lemma 2] For a target covariance matrix Ω, the
achievable rate region for the multivariate compression is given by any rate tuple
(RMV,1, . . . , RMV,L) that satisfies∑
i∈T
1
2
log (KSS,i,i + Ωi,i)− 1
2
log |ΩT ,T | ≤
∑
i∈T
RMV,i, ∀T ⊆ {1, . . . , L}, (5.2)
where KSS,i,i is the (i, i)
th element of KSS and Ωi,i is the (i, i)
th element of Ω.
Remark 16. The achievable rates in Lemma 14, can also be obtained using ana-
log successive compression (i.e., successive single-user encoders) which has smaller
implementation complexity.
5.3 The Reverse Integer-Forcing Source Coding
Now, we introduce a simple, yet effective, scheme to create correlations between
the quantization noise q1, . . . ,qL without using neither joint typicality encoding nor
a successive compression. We call this scheme reverse integer-forcing source coding
(RIFSC), since it mimics IFSC as proposed for distributed lossy compression in Chap-
ter 3. However, instead of recovering integer-linear combinations of the sources, we
61
create correlation between the quantization noise by forming integer-linear combina-
tions of the quantizers’ outputs. We also extend our results to include an algebraic
successive cancellation strategy, which can attain a larger class of covariance matrices.
5.3.1 Parallel Reverse Integer-Forcing Source Coding
The basic idea behind the RIFSC is to use nested lattice codebooks to quantize
the source vectors, then form integer-linear combinations of the quantizers’ outputs.
These integer-linear combinations are still valid codewords, due to the closure prop-
erty of lattice codebooks. Furthermore, since the mth decoder is interested in recov-
ering the mth source sm and not in an integer-linear combinations of s1, . . . , sL, we
need to pre-invert the sources in the analog domain before quantization.
Let A ∈ ZL×L be a full-rank integer matrix containing the coefficients of the
integer-linear combinations. Furthermore, define a permutation piC such that
KSS,piC(1),piC(1) + d‖apiC(1)‖2 ≤ · · · ≤ KSS,piC(L),piC(L) + d‖apiC(L)‖2
where d > 0 is the target distortion level and a` is the `
th row of the matrix A.
Codebook
Select nested lattices ΛC,piC(L) ⊆ · · · ⊆ ΛC,piC(1) ⊆ ΛF using Lemma 2 with parameters
θF = d, where d is the symmetric distortion and θC,L ≤ · · · ≤ θC,1, to be chosen later.
Each nested lattice pair ΛC,` ⊆ ΛF forms a lattice codebook C` , ΛF ∩ V(ΛC,`) with
rate R` =
1
2
log
(
θC,`
θF
)
.
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Compression
First, the encoder pre-inverts the full-rank integer matrix A and uses it to obtain the
combinations
V = A−1S (5.3)
where V , [v1 · · · vL]† and S , [s1 · · · sL]†.
Second, the encoder adds random dither matrix U , [u1 · · · uL]† to V, where
u1, . . . ,uL are independent dithers uniformly distributed over V (ΛF ), then quantizes
the result to obtain
Φ = QΛF (V + U) (5.4)
where the quantizer QΛF operates on each row separately.
Next, the encoder forms the integer-linear combinations T = AΦ and applies
mod ΛC,m to the m
th row of T (i.e., tm) to obtain the lattice codewords
λm = [tm] mod ΛC,m, m = 1, . . . , L. (5.5)
Finally, the index im ∈
{
1, . . . , 2TRm
}
of λm ∈ Cm is forwarded to the mth decoder.
Decompression
Upon receiving im, the m
th decoder recovers λm then removes the dithers and take
mod ΛC,m to get
ŝ†m =
[
λ†m − a†mU
]
mod ΛC,m
(a)
=
[
t†m − a†mU
]
mod ΛC,m
=
[
a†mΦ− a†mU
]
mod ΛC,m
(b)
=
[
a†m (V + U + Q)− a†mU
]
mod ΛC,m
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=
[
s†m + a
†
mQ
]
mod ΛC,m
w.h.p.
= s†m + a
†
mQ (5.6)
where a†m is the m
th row of the matrix A, (a) follows from the distributive law,
(b) follows from defining Q , [q1 · · · qL]† and for ` = 1, . . . , L, we have q` =
−[v` + u`] mod ΛF is independent of v` and uniformly distributed over V(ΛF ) by
the Crypto Lemma and finally the last equality follows from the second property of
Lemma 2 with high probability if
1
T
E‖s†m + a†mQ‖2 < θC,m. (5.7)
By setting θF = d and θC,m = KSS,m,m + d‖am‖2 +  where  goes to zero as T
goes to infinity, we satisfy (5.7) and the mth decoder is able to recover (5.6) with high
probability. Finally, Fig. 5·2 shows a detailed diagram for the encoder and decoders
of the RIFSC.
Remark 17. Note that Q˜ , AQ is the final correlated noise and the correlation is
determined by the integer matrix A along with θF = d since the effective covariance
matrix of Q˜ is
1
T
E[Q˜Q˜†] = dAA†.
Theorem 10. For a given covariance matrix KSS, target covariance matrix Ω =
dAA† for a full-rank integer matrix A ∈ ZL×L and distortion level d > 0, the following
rates are achievable using reverse integer-forcing source coding
RRIFSC,` ,
1
2
log
(
KSS,`,` + d‖a`‖2
d
)
, ` = 1, . . . , L, (5.8)
where KSS,`,` is the (`, `)
th element of KSS.
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Figure 5·2: Reverse Integer-Forcing Source Coding. Green arrows
indicate successive encoding.
5.3.2 Successive Reverse Integer-Forcing Compression
Instead of using a single fine lattice, one can better approximate a desired covariance
matrix by using L nested fine lattices ΛF,1 ⊆ · · · ⊆ ΛF,L (i.e., L different lattice
quantizers) with L different second moments θF,L ≤ · · · ≤ θF,1. Since the encoder
forms integer-linear combinations of the quantizers outputs, this limits us to the
finest resolution θF,L leading us back to the previous result with a single resolution
(i.e., single fine lattice ΛF,L). In order to solve this problem, we propose a ”digital”
successive quantization approach to eliminate the fine lattices {ΛF,k, k > m} from the
mth compression step.
For a full-rank integer matrix A, assume that the sources are re-indexed (i.e.,
the columns of A, columns and rows of KSS as well as the diagonal elements of D)
such that their distortion levels are monotonically increasing (i.e., dL ≤ · · · ≤ d1).
Furthermore, assume that the combinations a†1 (V + Q) , . . . , a
†
L (V + Q) has been
re-indexed (i.e., rows of A) such that the full-rank integer matrix A has full-rank
sub-matrices As,[1:m], for m = 1, . . . , L. Finally, similar to the parallel compression
in Section 5.3.1, we define a permutation piC such that E‖s†piC(1) + a
†
piC(1)
Q‖2 ≤ · · · ≤
E‖s†piC(L) + a
†
piC(L)
Q‖2) which determines the nested coarse lattices order.
65
Codebook
Generate nested lattice codebooks C` , ΛF,` ∩ V(ΛC,`) with rates R` = 12 log
(
θC,`
θF,`
)
using nested lattices ΛC,piC(L) ⊆ · · · ⊆ ΛC,piC(1) ⊆ ΛF,1 ⊆ · · · ⊆ ΛF,L selected using
Lemma 2 with parameters θF,` = d` and θC,` (to be chosen later), where d` is the `
th
distortion level.
Compression
Similar to the parallel compression, the encoder starts by pre-inverting an integer
matrix A, with full-rank sub-matrices A[1:m] for m = 1, . . . , L, and using it to obtain
the combinations
V = A−1S (5.9)
where V , [v1, · · · ,vL]† and S , [s1, · · · , sL]†.
Second, the encoder adds the dither and quantizes to get
Φ =
 QΛF,1(v1 + u1 + g1)
†
...
QΛF,L(vL + uL + gL)†
 (5.10)
where u1, . . . ,uL independent dithers with u` uniformly distributed over V (ΛF,`) and
g1, . . . ,gL are some auxiliary variables to be chosen later.
Next, unlike in the parallel compression, the encoder uses a lower triangular integer
matrix L to form the combinations
T = LΦ. (5.11)
Since each row of Φ is quantized with a different resolution (i.e., different fine
lattice), using a lower triangular integer matrix L allows tm (i.e., the m
th row of T)
to only contain the quantizers’ outputs with resolutions lower (coarser) than θF,m
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(i.e., ΛF,` for ` ≤ m ).
Finally, the encoder forms the lattice codewords
λm = [tm] mod ΛC,m, m = 1, . . . , L, (5.12)
where tm is the m
th row of T and λm ∈ Cm, then the index im ∈
{
1, . . . , 2TRm
}
of
λm is sent to the m
th decoder.
Decompression
Defining U , [u1 · · · uL]†,Q , [q1 · · · qL]†, qk , −[vk + uk + gk] mod ΛF,k, which
by the Crypto Lemma is uniformly distributed over V (ΛF,k) for k = 1, . . . , L and
G , [g1 · · · gL]†, we can write T as
T = LΦ
(a)
= L (V + U + Q + G)
(b)
= L (V + U + Q + CΦ)
(c)
= L (V + U + Q + C(V + U + Q + G))
(d)
= L
(
I + (I−C)−1C) (V + U + Q)
(e)
= LF (V + U + Q) (5.13)
where (a) holds from Q , [q1 · · · qL]†, (b) follows from choosing a recursive solution
G , CΦ for some strictly upper triangular integer matrix C, (c) holds as (a) by the
substitution Φ = V + U + Q + G, (d) holds from solving the recursive equation
G = C(V + U + Q + G)
for G and (e) from defining F , (I + (I−C)−1C) which is proved in Appendix E to
be an upper triangular integer matrix with unit diagonal entries.
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Finally, the mth decoder removes the dithers `†mFU from (5.13) and applies mod
ΛC,m to recover
[
λ†m − `†mFU
]
mod ΛC,m
(a)
=
[
t†m − `†mFU
]
mod ΛC,m
=
[
`†mF (V + Q)
]
mod ΛC,m
(b)
=
[[
`†mF
]
mod p (V + Q)
]
mod ΛC,m
(c)
=
[[
a†m
]
mod p (V + Q)
]
mod ΛC,m
(d)
=
[
a†m (V + Q)
]
mod ΛC,m
=
[
s†m + a
†
mQ
]
mod ΛC,m
w.h.p.
= s†m + a
†
mQ (5.14)
where (a) follows from the distributive law, (b) and (d) follows from [Ordentlich et al.,
2014, Theorem 2 (c)], (c) follows from Lemma 30 in Appendix D which states that,
for any full-rank integer matrix A with full-rank sub-matrices A[1:m] for m = 1, . . . , L,
there exists lower triangular integer matrix L and strictly upper triangular integer
matrix C such that [LF] mod p = [A] mod p and the last inequality holds with high
probability if
1
T
E‖s†m + a†mQ‖2 < θC,m.
Finally, setting θm = KSS,m,m+a
†
mDam+, where  goes to zero as the blocklength
goes to infinity insures that with high probability the mth decoder recovers ŝ†m =
s†m + a
†
mQ.
Remark 18. In Lemma 30, after obtaining F, we can find the corresponding C using
C = I− F−1. (5.15)
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Theorem 11. For a given covariance matrix KSS, target covariance matrix Ω =
ADA† for a full-rank A ∈ ZL×L with full-rank sub-matrices A[1:m] for m = 1, . . . , L,
distortion matrix D = diag(d1, . . . , dL) and dL ≤ · · · ≤ d1, the following rates are
achievable using successive reverse integer-forcing source coding
RSRIFSC,`(KSS,Ω) ,
1
2
log
(
KSS,`,` + a
†
`Da`
d`
)
, ` = 1, . . . , L. (5.16)
Lemma 15. Define the permutation piSRIFSC as the source re-ordering that we used
to ensure that dpiSRIFSC(L) ≤ · · · ≤ dpiSRIFSC(1) and the permutation pirank as the combina-
tion re-ordering such that Rank(Apirank([1:m]),piSRIFSC([1:m])) = m for m = 1, . . . , L. The
achievable rates in Theorem 11 in terms of the original source order can be written
as
RSRIFSC,piSRIFSC(`)(KSS,Ω) ,
1
2
log
(
KSS,pirank(`),pirank(`) + a
†
pirank(`)
Dapirank(`)
dpiSRIFSC(`)
)
, ` = 1, . . . , L
(5.17)
where D = diag(d1, . . . , dL).
Remark 19. The permutations piSRIFSC and pirank are essential for the algebraic suc-
cessive compression to work and determines which source should be mapped to which
combination, however the permutation piC is only used to define the nesting order of
the coarse lattices.
Finally, we present the next theorem that compares the performance of the pro-
posed successive reverse integer-forcing source coding to that of the multivariate com-
pression [Park et al., 2013].
Theorem 12. For a given covariance matrix KSS and a desired covariance matrix Ω
that can be decomposed into Ω = ADA†, where A is any unimodular integer matrix
and D is a real positive diagonal matrix, we have
L∑
`=1
RSRIFSC,`(KSS,Ω) =
L∑
`=1
RMV,`(KSS,Ω) (5.18)
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where RRIFSC,`(KSS,Ω) are the achievable rates using the RIFSC, while
RMV,`(KSS,Ω) are the achievable rates using the multivariate compression in
Lemma 14.
Proof. We proceed as in Lemma 15. First, find a permutation pi1 such that dpi1(L) ≤
· · · dpi1(1). Next, since A is a full-rank matrix, there exists a permutation pi2 such
that Rank(Api2([1:m]),pi1([1:m])) = m for m = 1, . . . , L. By permuting the sources and
combinations by pi1 and pi2, respectively we get the following achievable sum-rate
L∑
`=1
RSRIFSC,`(KSS,Ω)
(a)
=
L∑
`=1
1
2
log
(
KSS,pi2(`),pi2(`) + a
†
pi2(`),pi1(L)Dpi1(L),pi1(L)api2(`),pi1(L)
dpi1(`)
)
=
1
2
log

L∏`
=1
(
KSS,pi2(`),pi2(`) + a
†
pi2(`),pi1(L)Dpi1(L),pi1(L)api2(`),pi1(L)
)
L∏`
=1
dpi1(`)

=
1
2
log

L∏`
=1
(
KSS,`,` + a
†
`Da`
)
L∏`
=1
d`

=
1
2
log

L∏`
=1
(
KSS,`,` + a
†
`Da`
)
|ADA†|
+ 12 log(|A|2)
(b)
=
L∑
`=1
1
2
log
(
KSS,`,` + a
†
`Da`
)
− 1
2
log (|Ω|) + 1
2
log(|A|2)
=
L∑
`=1
1
2
log (KSS,`,` + Ω`,`)− 1
2
log (|Ω|) + 1
2
log(|A|2)
(c)
=
L∑
`=1
RMV,`(KSS,Ω) +
1
2
log(|A|2)
(d)
=
L∑
`=1
RMV,`(KSS,Ω) (5.19)
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where (a) holds by applying Theorem 11 to the sources re-indexed by pi1 and using
the integer matrix Api2(L),pi1(L) with full-rank sub-matrices Api2([1:m]),pi1([1:m]) for m =
1, . . . , L instead of A when forming V in (5.9), (b) holds from Ω = ADA†, (c) holds
from Lemma 14 and (d) holds from noting that |A| = ±1 for unimodular matrices.
Chapter 6
Downlink Cloud-Radio Access Networks
In this chapter, we study the downlink C-RAN, under total fronthaul capacity con-
straints. We propose an end-to-end low complexity IF scheme, in which we use
the RIFSC proposed in Chapter 5 to convey the users’ codewords, with correlated
quantization noises, to the BSs. This transforms the downlink C-RAN to a virtual
broadcast channel, for which we can use the reverse compute-and-forward [Hong and
Caire, 2012] to decode integer-linear combinations of the BSs codewords at the user
side, then map these combinations to the users’ messages. The parameters of the
scheme can be optimized using our duality result that will be established in the next
chapter.
w1
...
wK
CP
BS 1
BS L
...Ctot
x1
xL
User 1
User K
...
y1
yK
ŵ1
ŵK
Figure 6·1: The downlink C-RAN channel model.
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6.1 System Model
Consider the downlink C-RAN scenario shown in Fig. 6·1, where a CP is connected
to a set L of single-antenna BSs through noiseless fronthaul links with finite rates
C1, . . . , CL as shown in Fig. 6·1. The CP wants to communicate K messages wk ∈
{1, . . . , 2TRk}, with rate Rk, for k ∈ K, to a set of single-antenna users K, where
the kth user is interested in wk. The fronthaul links either exhibit symmetric rate
constraints1 C` = Csym,∀` ∈ L, or a total rate constraint
∑L
`=1C` = Ctot, depending
on the physical structure of the network.
6.1.1 The End-to-End Broadcast Channel
The CP maps the messages w1, . . . , wK into indices i1, . . . , iL, where i` ∈ {1, . . . , 2TC`}
for ` = 1, . . . , L, then forwards i` to the `
th BS through the fronthaul link. Next, the
`th BS transmits signal x` ∈ RT for ` = 1, . . . , L and the received signal across all
users is
Y = HX + Z (6.1)
where Y , [y1 · · · yK ]†, yk ∈ RT is the received signal at the kth user, H ∈ RK×L
is the channel matrix from the L BSs to the K users which is known to the CP, all
BSs and all users, X , [x1 · · · xL]† and Z ∈ RK×T is i.i.d. N (0, 1). The BSs have
total power constraint Tr
(
XX†
) ≤ TPtotal. The kth user makes an estimate ŵk of the
transmitted message based on its received signal yk. We say that the rates R1, . . . , RK
are achievable if, for any  > 0 and T large enough there exists encoders and decoders
that attain average probability of error at most  (i.e., P
(∪Kk=1{wˆk 6= wk}) ≤ ).
1We assume symmetric fronthaul links constraints, however an extension to asymmetric individual
rate constraints is straightforward.
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6.1.2 Compression-Based Strategies for Downlink C-RAN
In compression-based strategies for the downlink C-RAN, the CP jointly encodes the
messages w1, . . . , wK into channel codewords s1, . . . , sL (since we have L BSs) rather
than locally encoding each one at a separate BS. These strategies allows the BSs to
be oblivious to the codebooks employed by the users. The CP then compresses the
`th codeword s` into an index i` ∈ {1, . . . , 2TC`} and forwards it to the `th BS through
the fronthaul link. Upon receiving the index i`, the `
th BS reconstructs the signal ŝ`,
then uses it to transmit x` = ŝ`.
Due to the limited fronthaul capacity, the decompressed signal at the `th BS
ŝ` = s` + q`,∀` ∈ L (6.2)
suffers from a zero-mean quantization noise q`. The quantization noise Q ,
[q1 · · · qL]† is characterized by its covariance matrix 1TE[QQ†], which depends on the
fronthaul rates C1, . . . , CL and the compression strategy used at the CP/BSs. Similar
to the uplink, we assume zero-mean quantization noise, since this implies that the
quantization noises q1, . . . ,qL are independent of the channel codewords s1, . . . , sL
which facilitates the interface between source and channel coding.
6.2 Conventional Receivers for Downlink C-RAN
In this section, we briefly summarize the successive encoding scheme proposed in [Park
et al., 2013]. First, for a specific encoding order pic, the CP successively encodes the
messages wpic(1), . . . , wpic(K), into channel codewords s˜pic(1), . . . , s˜pic(K) of length T as
done in the dirty paper coding (DPC) [Costa, 1983]. Denote the diagonal matrix P ,
diag(P1, . . . , PK) =
1
T
E[S˜S˜†] as the effective covariance matrix of S˜ , [˜s1 · · · s˜K ]†.
Second, the CP applies a linear beamforming matrix B ∈ RL×K to obtain S , BS˜,
where S , [s1 · · · sL]†. Next, the CP jointly compresses the equalized codewords
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s1 · · · sL and forwards it to the BSs through the fronthaul links. This is done us-
ing the novel multivariate compression scheme discussed in 5.2.2. The multivariate
compression scheme helps creating correlation between quantization noise across BSs.
Since the quantization noise is going to be combined (naturally by the wireless chan-
nel) at the user side, the correlation can be chosen to reduce their effective variance at
the receiver, hence improve the end-to-end performance. Finally, the BSs recover and
re-transmit X = S + Q, where the quantization noise Q has an effective covariance
matrix 1
T
E[QQ†] = Ω.
Lemma 16. For a beamforming matrix B, diagonal coding power matrix P, effec-
tive covariance matrix Ω and encoding order pic, the rates achievable by DPC and
multivariate compression are
RDPC,pic(k)(H) =
1
2
log
1 +
(
h†pic(k)bpic(k)
)2
Ppic(k)
1 + h†pic(k)
(
K∑
`=k+1
bpic(`)b
†
pic(`)
+ Ω
)
hpic(k)
 (6.3)
where B, Ω and P should be chosen such that∑
i∈T
1
2
log
(
b†iPbi + Ωi,i
)
− 1
2
log |ΩT ,T | ≤
∑
i∈T
Ci, ∀T ⊆ {1, . . . , L},
Tr
(
BPB† + Ω
) ≤ Ptotal. (6.4)
Remark 20. The authors in [Park et al., 2013] have also proposed a successive convex
approximation algorithm in order to optimize the parameters of the aforementioned
scheme, for a given encoding permutation pic.
6.3 Integer-Forcing C-RAN Architecture
The end-to-end integer-forcing architecture for downlink C-RAN is illustrated in Fig-
ure. 6·2. In this scheme, the CP first pre-codes/pre-inverts the messages allowing
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each user at the end to map the decoded integer-linear combination of the transmit-
ted codewords to its desired message. The CP encodes the messages using nested
lattice channel codes, then uses the reverse-IFSC (RIFSC) proposed in Section 5.3
to convey these channel codewords to the BSs while introducing correlations between
the quantization noises.
Central Processor
w1
...
wK
Ainvc
w˜1
w˜K
E1
...
EK
...
s˜1
s˜K
B
s1
...
sL
A−1s
vs,1
vs,L
⊕
⊕
u1
uL
QΛF
QΛF
As
modΛC,1
...
modΛC,L
λ1
λL
	
	
U†as,1
U†as,L
modΛC,1
...
modΛC,L
x1
xL
BS 1
BS L
Figure 6·2: Integer-forcing architecture for Downlink C-RAN with
symmetric distortion. The green arrows denote the successive encoding
in [He et al., 2018, Section VI].
6.3.1 Channel Encoding
For simplicity, we only present integer-forcing beamforming for the special case of
symmetric rates, and point to [He et al., 2018, Section VI] for the asymmetric case.
The CP starts with ”digitally” precoding the K messages w1, . . . , wK by forming
W˜ =
[
Ainvc W
]
mod p (6.5)
where W˜ , [w˜1 · · · w˜K ]†, Ac ∈ ZK×K is a full-rank integer matrix, Ainvc is the
algebraic inverse of the matrix Ac over Zp, W , [w1 · · · wK ]†, wk is the p-ary
expansion of wk and p is a prime. The precoded messages w˜1, . . . , w˜K are then
mapped successively, as in Theorem [He et al., 2018, Theorem 6] to lattice codewords
s˜1, . . . , s˜K of length T and power
1
T
E‖s˜k‖2 = Pk for k = 1, . . . , K to form the channel
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codeword matrix S˜ , [˜s1 · · · s˜K ]† with effective covariance matrix 1TE[S˜S˜†] = P,
where P = diag(P1, . . . , PK). The precoding step in (6.5) allows the m
th user, after
successfully decoding the real integer-linear combination
v†c,m , a†c,mS˜,
to map it back to
[
a†c,mW˜
]
mod p =
[
a†c,m
[
Ainvc W
]
mod p
]
mod p
(a)
=
[
a†c,mA
inv
c W
]
mod p
(b)
=
[[
a†c,mA
inv
c
]
mod pW
]
mod p
= w†m (6.6)
which is the desired message at that user, where ac,m is the m
th row of Ac and both
(a) and (b) hold from the distributive law.
After forming the channel codeword matrix S˜, the CP uses a beamforming matrix
B ∈ RL×K to form
S , [s1 · · · sL]† = BS˜.
6.3.2 Backhaul Compression
In order to convey S to the BSs (i.e., convey the `th row of S to the `th BS) with
correlated quantization noises, we use the RIFSC scheme proposed in Section 5.3.
For simplicity of presentation, we summarize parallel RIFSC, however one can choose
to use algebraic successive cancellation to enhance the end-to-end performance.
The CP uses a full-rank integer matrix As to form linear combinations Vs = A
−1
s S,
then uses it to compute
λ†m =
[
a†s,mQΛF (Vs + U)
]
mod ΛC,m, m = 1, . . . , L, (6.7)
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where as,m is the m
th row of As, U is a random dither matrix discussed in Section
5.3. The CP then forwards the index im of λm through the fronthaul link.
Finally, the `th BS uses the index i` to recover λ`, then removes the dithers, applies
mod ΛC,` to obtain
ŝ†` =
[
λ` − a†s,`U
]
mod ΛC,`
w.h.p.
= s†` + a
†
s,`Q (6.8)
where the last equality holds with high probability as in (5.6), the quantization noise
Q has an effective covariance matrix Ω , 1
T
E[QQ†] = dAsA†s and d is the distortion
level. Finally, the `th BS transmits x` = ŝ`.
Remark 21 (RIFSC). In case of parallel RIFSC, the linear equalizer B, coding
power matrix P, integer matrix As and distortion level d should be chosen to satisfy
the constraints
1
2
log
(
b†`Pb` + ‖as,`‖2d
d
)
≤ C`, ∀` ∈ L
Tr
(
BPB† + AsDA†s
) ≤ Ptotal. (6.9)
Remark 22 (SRIFSC). In case of successive RIFSC, the linear equalizer B, coding
power matrix P, integer matrix As and distortion matrix D should be chosen to satisfy
the constraints
1
2
log
(
b†`Pb` + a
†
s,`Das,`
d`
)
≤ C`, ∀` ∈ L
rank(As,[1:m]) = m, ∀m ∈ L
dL ≤ · · · ≤ d1
Tr
(
BPB† + AsDA†s
) ≤ Ptotal. (6.10)
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6.3.3 Channel Decoding
The end-to-end channel can be written as
Y = H
(
BS˜ + AsQ
)
+ Z (6.11)
where Y = [y1 · · · yK ]†, yk is the received signal at the kth user.
As mentioned earlier in this section, the kth user is interested in decoding v†c,k ,
a†c,kS˜, which can be mapped later to the desired message w
†
k =
[
a†c,kW˜
]
mod p. In
order to accomplish this, the kth user equalizes (i.e., MMSE scaling) its received signal
yk by vk ∈ R to get
y˜†k , vky
†
k
= v†c,k + z
†
eff (6.12)
where z†eff , (vkh
†
kB − a†c,k)S˜ + vkz†k + vkh†kAsQ is an effective noise with effective
variance
σ2eff,k ,
1
T
E(‖zeff‖2) = ‖
(
vkh
†
kB− a†c,k
)
P
1
2‖2 + (vk)2 + (vk)2h†kAsDA†shk. (6.13)
Theorem 13. Similar to [Hong and Caire, 2011], it can be shown that the achievable
sum-rate for the IF strategy is
RIF-CRAN(H) = max
B∈RL×K ,Ac∈ZK×K
D=diag(d1,...,dL)
P=diag(P1,...,PL)
K∑
k=1
1
2
log+ (βk) (6.14)
subject to Rank(Ac) = K
RsRIFSC,`(BPB
†,D) ≤ C`,∀` ∈ L
Tr
(
BPB† + AsDA†s
) ≤ Ptotal,∀` ∈ L
where βk , Pk/σ2eff,k is the kth effective SINR for the kth user and RsSRIFSC,`(BPB†,D)
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is given in (5.16). The proof of Theorem 13 follows the same steps in [He et al., 2018,
Theorem 6], however, here we have the added quantization noise Q with effective
covariance matrix D.
Finally, the MMSE equalizer that minimizes the variance in (7.17) and the corre-
sponding variance are given by
vk =
a†c,kPB
†hk
1 + h†k
(
AsDA
†
s + BPB†
)
hk
(6.15)
σ2eff,k = ‖Fc,kac,k‖2 (6.16)
where Fc,k is any matrix that satisfies the decomposition
F†c,kFc,k =
(
P−1 + B†hk
(
1 + h†kAsDA
†
shk
)−1
h†kB
)−1
.
Similar to the uplink, under fixed rate allocation C1, . . . , CL for the fronthaul
network and assuming that the compression rates meet these constraints with equality,
we write the achievable downlink distortion matrix D in terms C1, . . . , CL as
D = diag (Re) (6.17)
where e` , b†`Pb` is the `th element of e, while
R ,
2
2C1 − (as,1,1)2 . . . −(as,1,L)2
...
. . .
...
−(as,L,1)2 . . . 22CL − (as,L,L)2

−1
. (6.18)
Chapter 7
Uplink-Downlink Integer-Forcing Duality
through Algebraic Successive Decoding
In this chapter, we prove a sum-rate duality between the end-to-end IF schemes pro-
posed in Chapters 4 and 6 for both the uplink and downlink C-RAN, respectively.
Recent work in [He et al., 2018] proved the sum-rate IF duality between the uplink
(i.e., MAC) and downlink (i.e., BC) channels where the authors only used channel
codes. In compression-based strategies, the uplink (downlink) C-RAN channel how-
ever has additional source codes that are used to convey the BSs observations (channel
codewords) from the BSs (CP) to the CP (BSs), respectively. These source codes adds
to the complexity of establishing the duality, since the end-to-end transmission rates
(i.e., channel code rate) depends on the distortion levels achieved in both directions
(i.e., uplink and downlink directions) as we saw in Theorems 5 and 13. The distor-
tion levels achieved depend consecutively on the compression rates allocation across
the fronthaul links in both directions which may be different. In this work, we link
both achievable distortion levels to the same compression rate allocation (e.g., the
uplink compression rate allocation), even if this allocation was not achievable1 for one
direction (e.g., the downlink channel).
For clarity, in this chapter we denote all uplink parameters by superscript ul and
all downlink parameters by superscript dl. We also assumes total fronthaul rates
1Even if the downlink rate allocation was not achievable, these downlink distortion levels can be
achieved using different rate allocation, however, we write it in terms of the unachievable uplink rate
allocation of the.
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Figure 7·1: The Uplink and downlink C-RAN channel models.
constraint Ctotal and total power constraint Ptotal.
7.1 Uplink C-RAN
7.1.1 Uplink C-RAN Channel
In the uplink C-RAN, the kth user has a message wulk ∈
{
1, . . . , 2TR
ul
k
}
to the CP with
rate Rulk . The k
th user maps wulk to a lattice codeword s
ul
k ∈ RT of length T , scales it
using vulk ∈ R, then transmits xulk = vulk sulk . The received signal at the BSs is given by
Yul = HulXul + Zul, (7.1)
where Yul , [yul1 · · · yulL ]†, yul` ∈ RT is the received signal at the `th BS, Hul ∈ RL×K
is the channel from all users to all BSs (assumed to be known to all terminals),
Xul , [xul1 · · · xulK ]† = VulSul, Vul , diag(vul1 , . . . , vulK) is the beamforming matrix,
Sul , [sul1 · · · sulK ]† is the codeword matrix and Zul ∈ RL×T is i.i.d. N (0, 1) noise. The
BSs have a total power constraint2 Tr
(
VulPulVul†
) ≤ Ptotal, where Pul , 1TE[SulSul†]
is a diagonal coding power matrix. The `th BS maps its received signal yul` into
an index iul` ∈ {1, . . . , 2TCul` }, where Cul1 , . . . , CulL are the L rates allocation to the L
fronthaul links and satisfy
∑L
`=1C
ul
` ≤ Ctotal. Upon receiving the indices iul1 , . . . , iulL ,
2Although standard uplink channel models employ individual power constraints on the users, a
total power constraint is necessary here to enable us to establish uplink-downlink duality.
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the CP makes estimates ŵul1 , . . . , ŵ
ul
K of the transmitted messages. We say that the
rates Rul1 , . . . , R
ul
K are achievable if, for any  > 0 and T large enough there exists
encoders and decoders that attains average probability of error at most .
7.1.2 Integer-Forcing for Uplink C-RAN
We begin with an overview of the integer-forcing scheme proposed in Chapter 4 for the
uplink C-RAN, however, we assume here a total power constraints on the transmitters
and that the channel H is known at the transmitters (CSIT), hence we can allocate
different rates to different transmitters. Without loss of generality, we assume for both
the source and channel coding stages that the identity permutation is admissible [He
et al., 2018, Definition 2], which will impose constraints on the effective noises and
integer matrices.
Specifically, for the channel coding part, this means that we first permute the
channel coding combinations vulc,1, . . . ,v
ul
c,K such that (σ
ul
1 )
2 ≤ · · · ≤ (σulK)2, then
permute the K users such that the integer matrix Aulc has full-rank sub-matrices
Aulc,[1:m] for m = 1, . . . , K.
On the other hand, for the source coding part, this means that we first permute
the BSs such that dulL ≤ · · · ≤ dul1 , then permutes the source coding combinations
vuls,1, . . . ,v
ul
s,L such that the integer matrix A
ul
s has full-rank sub-matrices A
ul
s,[1:m] for
m = 1, . . . , L.
Uplink Source Coding. The `th BS uses a lattice codebook C` , ΛF,` ∩ V(ΛC,`)
with rate Cul` to quantize its observation y
ul
` ,
λul` =
[QΛF,`(yul` + uul` )] mod ΛC,` (7.2)
where uul` is a random dither independent of y
ul
` and uniformly distributed over
V(ΛF,`). The `th BS then forwards the index iul` ∈
{
1, . . . , 2TC
ul
`
}
of λul` to the CP
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through the fronthaul link.
For a fixed integer matrix Auls , [auls,1 · · · auls,L]† with full-rank sub-matrices Auls,[1:m]
for m = 1, . . . , L, the CP uses the integer-forcing source coding with algebraic suc-
cessive cancellation in Section 3.3.3 to recover
Ŷul = HulVulSul + Zul + Qul (7.3)
where Qul , [qul1 · · · qulL ]† has effective covariance matrix Dul , 1TE[QulQul†] =
diag(dul1 , . . . , d
ul
L ). Since A
ul
s and D
ul should be chosen such that, the successive IFSC
rate RsSIFSC,` = C` for ` = 1, . . . , L, we can write the distortion levels d
ul
1 , . . . , d
ul
L in
terms of the fronthaul rate allocation Cul1 , . . . , C
ul
L as in the next Lemma.
Lemma 17. For the uplink C-RAN with sum-rate backhaul constraint Ctotal and an
integer matrix Auls that satisfies rank(A
ul
s,[1:m]) = m,∀m ∈ L, the achievable distortion
levels dul1 , . . . , d
ul
L can be written in terms of the rate allocation C
ul
1 , . . . , C
ul
L as
dul = Ruleul (7.4)
where dul` and e
ul
` , a
ul†
s,`(H
ulVulPulVul†Hul†+I)auls,` are the `
th elements of dul and eul,
respectively, while
Rul ,
22C
ul
1 − (auls,1,1)2 . . . −(auls,1,L)2
...
. . .
...
−(auls,L,1)2 . . . 22CulL − (auls,L,L)2

−1
. (7.5)
The proof of Lemma 17 follows from Theorem 2.
Uplink Channel Coding. The users draw their codewords sul1 , . . . , s
ul
K from nested
lattice codebooks, which are selected via Lemma 2. After reconstructing the quantized
BS observations Ŷul, the CP proceeds to successively decode integer-linear combina-
tions vulc,1, . . . ,v
ul
c,K of channel codewords s
ul
1 , . . . , s
ul
K , as in [Nazer et al., 2016, Lemma
16], where
vulc,m ,
K∑
k=1
aulc,m,ks
ul
k , ∀m ∈ K, ac,m,k ∈ Z.
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At the mth channel decoding step (i.e., when decoding vulc,m) and assuming correct
decoding of vulc,1, . . . ,v
ul
c,m−1, the CP first employs a linear equalizer b
ul
m to obtain
bul†m Ŷ
ul = vul†c,m + (b
ul†
m H
ulVul − aul†c,m)Sul + bul†m Zul + bul†m Qul︸ ︷︷ ︸
zul†eff,m
where the effective noise zuleff,m has an effective variance
(σulm)
2 , 1
T
E‖zuleff,m‖2 = ‖(bul†m HulVul − aul†c,m)Pul
1
2‖2 + ‖bulm‖2 + bul†m Dulbulm. (7.6)
Finally, it is worth noting that the MMSE equalizer that minimizes (7.6) and the
corresponding variance are given by
bul†m = a
ul†
c,mP
ul†Vul†Hul†
(
HulVulPulVul†Hul† + I + Dul
)−1
(7.7)
(σulm)
2 = ‖Fulc aulc,m‖2 (7.8)
where Fulc is any matrix that satisfies
Ful†c F
ul
c =
(
(Pul)−1 + Vul†Hul†
(
I + Dul
)−1
HulVul
)−1
. (7.9)
Lemma 18. For an uplink channel Hul, beamforming matrix Vul, coding power ma-
trix Pul, coding power vector ρul = diag(Pul) and equalization matrix Bul, we can
write (7.6) as (
I− diag(βul)Mul)ρul = Julβul (7.10)
where βul = [βul1 · · · βulK ]†, βulk = P ulk /(σulk )2 is the kth effective SINR, Jul =
diag(Jul1 , . . . , J
ul
K), J
ul
k = ‖bulk ‖2+
∑
i
∑
j(b
ul
k,i)
2Ruli,j‖auls,j‖2, Mulk,` = (bul†k hul` vul` −aulc,k,`)2+∑
i
∑
j(b
ul
k,i)
2Ruli,j(a
ul†
s,jh
ul
` )
2(vul` )
2 is the (k, `)th element of Mul and hul` is the `
th column
of Hul.
The proof of Lemma 18 is given in Appendix F.
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Finally, using the successive decoding in [Nazer et al., 2016, Lemma 16], the
achievable rates for the uplink IF-CRAN can be written in terms of effective SINR as
RUL-IF-CRAN,k(H
ul) =
1
2
log+
(
βulk
)
,∀k ∈ K (7.11)
where βulk = P
ul
k /(σ
ul
k )
2 is the kth effective SINR.
7.2 Downlink C-RAN
7.2.1 Downlink C-RAN Channel
In the downlink C-RAN, the CP has K messages wdlk ∈
{
1, . . . , 2TR
dl
k
}
with rate Rdlk ,
for k = 1, . . . , K, to the K users where the kth user is interested in the kth message
wdlk . The CP maps the K messages w
dl
1 , . . . , w
dl
K into L indices i
dl
1 , . . . , i
dl
L , where i
dl
` ∈
{1, . . . , 2TCdl` } has a rate Cdl` for ` = 1, . . . , L and the rates satisfy
∑L
`=1 C
dl
` ≤ Ctotal.
The idl` is then forwarded to the `
th BS through the fronthaul network. The `th BS
transmits the codeword x` ∈ RT .
The received signal across all users is
Ydl = HdlXdl + Zdl (7.12)
where Ydl , [ydl1 · · · ydlK ]†, ydlk ∈ RT is the received signal at the kth user, Hdl ∈ RK×L
is the channel matrix from the L BSs to the K users, Xdl , [xdl1 · · · xdlL ]† and
Zdl ∈ RK×T is i.i.d. N (0, 1). Similar to the uplink, we have a total power constraint
1
T
ETr
(
XdlXdl†
) ≤ Ptotal3. The kth user makes an estimate ŵdlk of the transmitted
message based on ydlk . We say that the rates R
dl
1 , . . . , R
dl
K are achievable if, for any
 > 0 and T large enough there exists encoders and decoders that attains average
probability of error at most .
3We assume equal power constraints Ptotal between the uplink and downlink channels since we
are seeking to prove duality between both proposed IF schemes, however, in a practical system, both
constraints should not be equal and the BSs usually have more power.
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7.2.2 Integer-Forcing for Downlink C-RAN
For the channel coding part, we use the integer-forcing beamforming strategy in-
troduced for the downlink channel in [Hong and Caire, 2012] for symmetric powers,
then extended in [He et al., 2018] to the asymmetric powers setting. For the source
coding part, we use the successive reverse integer-forcing source coding (SRIFSC) in
Section 5.3.2.
Downlink Channel Encoding.
The CP successively, as in [He et al., 2018, Section VI], maps the messages
wdl1 , . . . ,w
dl
K to lattice codewords s
dl
1 , . . . , s
dl
K with coding power matrix P
dl ,
1
T
E[SdlSdl†], where Sdl , [sdl1 · · · sdlK ]† is the channel codeword matrix, wdlk is the p-ary
expansion of wdlk and p is a prime.
Briefly, for a fixed integer matrix Adlc with full-rank sub-matrices A
dl
c,[1:m] for
m = 1, . . . , K, the CP first forms the precoded messages w˜dl1 , . . . , w˜
dl
K by succes-
sively applying the inverse of [Adlc,[1:m]] mod p over Zp to the messages wdl1 , . . . ,wdlK ,
then map w˜dlm to the lattice codeword s
dl
m for each encoding step m = 1, . . . , K.
Next, the CP uses a beamforming matrix Bdl ∈ RL×K to form S˜dl = BdlSdl, where
S˜dl , [˜sdl1 · · · s˜dlL ]†.
Downlink Source Coding. The CP then compresses s˜dl1 , . . . , s˜
dl
L using the SRIFSC
discussed in Section 5.3.2. This can be done by first pre-inverting S˜dl with integer
matrix Adls which has full-rank submatrices A
dl
s,[1:m] for m = 1, . . . , L to get
Vdls =
(
Adls
)−1
S˜dl (7.13)
where Vdls , [vdls,1 · · · vdls,L]†. Next, using lattice codebooks C` , ΛF,` ∩ V(ΛC,`), the
CP quantizes and forms integer-linear combinations
λdlm =
[
m∑
k=1
Ldlm,kQΛF,k(vdls,k + udlk + gdlk )
]
mod ΛC,m (7.14)
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where udl1 , . . . ,u
dl
L are independent dithers,L
dl
m,k is the (m, k)
th element of the lower tri-
angular matrix Ldl and gdlk is the k
th row of the matrix Gdl discussed in Section 5.3.2.
The BSs then recover and re-transmit
Xdl = S˜dl + Q˜dl
where Q˜dl , Adls Qdl and Qdl has effective covariance matrix Ddl , 1TE[QdlQdl†].
Since the achievable rates for both integer-forcing schemes (i.e., uplink and downlink)
depend on the achievable distortion levels, the next lemma helps us to express the
distortion levels achieved in the downlink channel in terms of the uplink parameters.
Lemma 19. For the downlink C-RAN with sum-rate capacity constraint Ctotal, the
following distortion levels ddl1 , . . . , d
dl
L are achievable using the SRIFSC compression
scheme
ddl = Rdledl (7.15)
where ddl` and e
dl
` , b
dl†
` P
dlbdl` are the `
th elements of ddl and edl, respectively, while
Rdl ,
22C
ul
1 − (adls,1,1)2 . . . −(adls,1,L)2
...
. . .
...
−(adls,L,1)2 . . . 22CulL − (adls,L,L)2

−1
where Cul1 , · · · , CulL are the uplink rate allocation. Furthermore, if we choose integer
matrix Adls = A
ul†
s , we have R
dl = Rul.
The proof of Lemma 19 is given in Appendix F.
Downlink Channel Decoding. The kth user attempt decoding vdl†c,k = a
dl†
c,kS
dl,
which (if successfully decoded) can be mapped back to its desired message wdlk . To
do so, it equalizes its received signal, using vdlk , to get
y˜dl†k , vdlk y
dl†
k
= vdl†c,k + z
dl†
eff (7.16)
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where zdl†eff , (vdlk h
dl†
k B
dl − adl†c,k)Sdl + vdlk zdl†k + vdlk hdl†k Adls Qdl is an effective noise with
effective variance
(σdlk )
2 , 1
T
E(‖zdleff‖2) = ‖
(
vdlk h
dl†
k B
dl − adl†c,k
)
Pdl
1
2‖2 + (vdlk )2 + (vdlk )2hdl†k Adls DdlAdl†s hdlk .
(7.17)
Lemma 20. Let
βdl ,
P dl1 /(σdl1 )2...
P dlK /(σ
dl
K)
2
 and ρdl ,
P dl1...
P dlK
 (7.18)
denote the effective SINR and coding power vectors, respectively, then (7.17) can be
written as (
I− diag(βdl)Mdl)ρdl = Jdlβdl (7.19)
where Mdl`,k = (h
dl†
` b
dl
k v
dl
` − adlc,`,k)2 +
∑
i
∑
j b
dl2
i,kR
dl
j,i(a˜
dl†
s,jh
dl
` )
2(vdl` )
2 is the (`, k)th el-
ement of Mdl, hdl` is the `
th column of Hdl, a˜dls,j is the j
th column of Adls and
Jdl = diag ((vdl1 )
2, . . . , (vdlK)
2).
The proof of Lemma 20 is given in Appendix F.
Finally, the asymmetric achievable rates for downlink IF-CRAN can be written in
terms of effective SINR as
RDL-IF-CRAN,k(H
dl) =
1
2
log+
(
βdlk
)
, ∀k ∈ K (7.20)
where βdlk = P
dl
k /(σ
dl
k )
2 is the kth effective SINR. This follows directly from [He et al.,
2018, Theorem 6].
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7.3 Duality
Lemma 21. For the dual channel Hdl = Hul† and by choosing Cdl` = C
ul
` for ` =
1, . . . , L, Bdl = Bul†,Vdl = Vul,Adlc = A
ul†
c and A
dl
s = A
ul†
s , we have
Rdl = Rul† (7.21)
Mdl = Mul† (7.22)
and the distortion matrix Ddl = diag
(
Rdledl
)
is achievable even though the downlink
compression rate allocation Cdl1 , . . . , C
dl
L may not be achievable.
The proof of Lemma 21 is straightforward and follows from both Lemma 18 and
Lemma 20.
Theorem 14. Let RulIF-CRAN be the achievable sum-rate using integer-forcing equal-
ization and compression for a given uplink channel Hul, integer matrices Aulc and
Auls , coding power matrix P
ul, equalization matrix Bul and beamforming matrix Vul
that satisfies the total power constraint Ptotal. Then, for the dual downlink channel
Hdl = Hul†, we can achieve a sum-rate
∑K
k=1RDL-IF-CRAN,k ≥
∑K
k=1RUL-IF-CRAN,k.
Proof. We start by defining a Z-matrix as any square matrix that has non-positive
off-diagonal elements. The Z-matrix is called an M-matrix if it has eigenvalues with
positive real parts. Next, we borrow the next theorem from the theory of non-negative
matrices.
Lemma 22. [Plemmons, 1977, Theorem 1] Let L be a Z-matrix, then the following
statements are equivalent.
1. L is an M-matrix.
2. L−1 exists and non-negative.
3. There exists x ≥ 0 such that Lx > 0.
4. Every real eigenvalue of L is positive.
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Now back to our proof. It follows from Lemma 21 that by setting Bdl,Vdl,Adlc
and Adls , we have M
dl = Mul†. Furthermore, from (7.5), it follows that
(
Rul
)−1
is a Z-
matrix. Furthermore, we can write the uplink achievable distortion levels
(
Dul
) ≥ 0
as a solution for (Rul)−1x = eul, where eul > 0. From Lemma 22, it follows that
(Rul)−1 is an M-matrix and that Rul is a non-negative matrix. Following the same
argument we can prove that (Rdl)−1 is an M-matrix and that Rdl is a non-negative
matrix. Now looking at the (k, `)th element of Mul, we can show that Mul is a
non-negative matrix as well (same result holds for Mdl since Mdl = Mul† ).
Next, we repeat the same argument for the matrix (I − diag (βul)Mul) instead
of
(
Rul
)−1
. Looking at the off-diagonal elements of (I − diag (βul)Mul) (i.e., the
off diagonal elements of −diag (βul)Mul), it follows that (I − diag (βul)Mul) is a Z-
matrix. Furthermore, since we have a positive uplink power allocation ρul ≥ 0 that
is a solution for (7.10) for positive Julβul, we have that (I − diag (βul)Mul) is an
M-matrix.
By setting βdl = βul and noting that both diag (βul)Mdl and diag (βul)Mul have
the same eigenvalues, we deduce that there exists a unique non-negative downlink
coding power vector
ρdl = (I− diag (βdl)Mdl)−1Jdlβdl (7.23)
that satisfies (7.19).
Finally, it remains to check that this coding power vector satisfies the total power
constraints. To this end, define
ρultot , Nulρul ∈ RK
ρdltot , Ndlρdl ∈ RL
as the power allocated across transmitters for the uplink and downlink, where Nul =
diag ((vul1 )
2, . . . , (vulK)
2) and Ndl`,k = (b
dl
`,k)
2 +
∑L
j=1
∑L
i=1(a
dl
s,`,j)
2Rdlj,i(b
dl
i,k)
2, ∀` ∈ L and
∀k ∈ K.
Since ρul satisfies the total power constraint, we have
Ptotal = 1
†ρultot
= 1†Nul(I− diag(βul)Mul)−1Julβul
= 1†Nul(I− diag(βul)Mul)−1diag(βul)Jul1
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= 1†Nul(diag(βul)−1 −Mul)−1Jul1
= 1†Jdl†(diag(βdl)−1 −Mdl†)−1Jul1
= 1†diag(βdl)Jdl†(I−Mdl†diag(βdl))−1Jul1
= βdl†Jdl†(I−Mdl†diag(βdl))−1Jul1
= βdl†Jdl†(I−Mdl†diag(βdl))−1Ndl†1
= ρdl†tot1.
Finally using (7.11) and (7.20), similar to [He et al., 2018], and since the achievable
SINRs for the uplink and downlink are equal, we have our result.
Theorem 15. Let RDL-IF-CRAN be the achievable rates using integer-forcing equaliza-
tion and compression for a given downlink channel Hd, integer matrices Ad,c and Ad,s,
coding power matrix Pd, equalization matrix Vd and beamforming matrix Bd that sat-
isfies the total power constraint Ptotal. Then, for the dual uplink channel Hu = H
†
d,
we can achieve a sum-rate
∑K
k=1RUL-IF-CRAN,k ≥
∑K
k=1RDL-IF-CRAN,k.
The proof is similar to the proof of Theorem 14.
7.4 Downlink C-RAN Optimization Algorithm Based on Du-
ality
Our approach is to first choose Aulc , B
ul, Auls and D
ul while maximizing the sum-rate
of the corresponding dual uplink channel Hul = Hdl†, then set Adlc ,B
dl,Adls and D
dl
as in Theorem 14 to achieve at least the same sum-rate as the dual uplink channel.
Unfortunately, optimizing Aulc , B
ul, Auls and D
ul for the corresponding uplink
channel is also challenging. However, in Chapter 4, we proposed a suboptimal solu-
tion for individual symmetric fronthaul rate constraints, which demonstrated good
performance via simulations. Hence, we use Algorithm 3 which is adapted for sum-
rate fronthaul links constraint to optimize the dual uplink channel. The details for
the optimization algorithm is given below in Algorithm 4. It is worth noting that, at
the end of Algorithm 3 and before using Algorithm 4, we need to permute the BSs
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such that we have full-rank sub-matrices Auls,[1:m] for m = 1, . . . , L.
Algorithm 3 Uplink IF-CRAN
1: procedure UIFCRAN(Hul,Vul,Pul, Ctotal,tol)
2: Initialization: Set dmin = 0 and dmax = d large enough such that∑L
`=1R
s
SIFSC,`(H
ul) < Ctotal.
3: while Ctotal −
∑L
`=1R
s
SIFSC,`(H
ul) > tol or
∑L
`=1R
s
SIFSC,`(H
ul) > Ctotal do
4: if
∑L
`=1R
s
SIFSC,`(H
ul) < Ctotal then
5: dmax = d/2.
6: else
7: dmin = d/2.
8: end if
9: d = (dmin + dmax)/2.
10: Fuls = chol((1 +
1
d
)I + 1
d
PHulVulPulVul†Hul†)
11: Auls = LLL-reduction(F
ul
s ).
12: RsSIFSC,`(H
ul) = 1
2
log+(‖Fuls auls,`‖2)
13: end while
14: return d.
15: end procedure
Algorithm 4 Downlink IF-CRAN
1: procedure DIFCRAN(Hdl, Ctotal,tol)
2: Initialization: Set Hul = Hdl†, Vul = I and Pul = SNR
K
I.
3: dul=UIFCRAN(Hul,Vul,Pul, Ctotal,tol).
4: Calculate Rul using (7.5).
5: Calculate Fulc using (7.9).
6: Aulc = LLL-reduction(F
ul
c ).
7: Calculate Bul using (7.7).
8: Set Adlc = A
ul†
c ,B
dl = Bul†,Adls = A
ul†
s and D
dl = diag(Rul†edl) according to
Theorem 14
9: return (Adlc ,B
dl,Adls ,D
dl).
10: end procedure
Finally, it is worth noting that similar to [He et al., 2018], one can develop an
iterative algorithm based on our IF duality result, in which each time we optimize
the parameters at the receiver side for one direction (e.g., uplink), then use the
duality to move these parameters to the transmitter side of the other direction (e.g.,
downlink), then repeat. However, preliminary simulations showed no extra gain from
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iteratively going back and forth between the uplink and downlink channels, hence we
only propose one-shot algorithm for downlink parameter optimization.
7.5 Numerical Results
In this section, we show the performance (in terms of average sum-rate in bits/sec/Hz)
of the proposed IF architecture and compare it to independent compression with suc-
cessive channel encoding as well as multivariate compression with successive channel
encoding. The optimization of the rate achieved by multivariate compression with
dirty paper encoding is carried out jointly using the successive convex approximation
algorithm proposed in [Park et al., 2013]. (Note that this optimization must be per-
formed over all K! possible decoding orders.) For more details about multivariate
compression, we refers the readers to [Park et al., 2013].
For our simulations, we generated 500 realizations for the channel matrix Hdl,
each elementwise i.i.d. N (0, 1). We also fix the number of BSs to L = 4. Figure
7·2 shows the case of L = 4 users where we fix the total SNR = 30dB and plot the
average sum-rate with the sum-rate of the backhaul network Csym. The performance
of the proposed IF scheme is quite close to that of multivariate compression combined
with dirty paper coding, and has an advantage over multivariate compression with
single-user decoding as well as single-user compression and channel coding. Figure 7·3
shows the average sum-rate against the SNR for fixed total backhaul rate Ctotal = 20
for the same 4 × 4 channel. Again, we observe that our integer-forcing scheme is
competitive with multivariate compression combined with dirty paper coding, and
outperforms schemes that rely on single-user source coding and/or channel coding.
We also note that, rather than a “one-shot” algorithm, we can iterate between
the uplink and downlink to optimize the parameters. However, our simulations did
not show any significant performance improvement for this iterative algorithm.
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Figure 7·2: The average sum-rate for K = 4 and SNR = 30dB
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Chapter 8
Integer-Forcing Interference Alignment
For the K-user MIMO interference channel, some form of interference alignment is
often needed to attain the highest possible rates. For the important special case of
linear alignment strategies, many iterative optimization algorithms have been pro-
posed that aim to maximize the signal-to-interference-and-noise ratio (SINR) at each
receiver. Recent work [Ntranos et al., 2013] has demonstrated the advantages of
integer-forcing interference alignment (IFIA), which combines both signal space and
signal scale interference alignment. This chapter proposes a class of iterative opti-
mization algorithms for IFIA and demonstrates its advantages via simulations.
8.0.1 Notation
We denote the matrix resulting from dropping the kth column of matrix A by A∼k and
the vector resulting from dropping the kth entry of vector a by a∼k. In this chapter,
we refer to the transmitter or the receiver index by superscripts. Particularly, we
index the transmitters by ` and the receivers by k. Subscripts is used to index the
elements in a vector (or vectors in a matrix).
8.0.2 System Model
For our system model, we assume the `th transmitter is equipped with N
[`]
Tx antennas
and the kth receiver has N
[k]
Rx antennas. We let T denotes the coding blocklength.
The `th transmitter has a message w[`] that is drawn independently and uniformly
from {1, 2, . . . , 2nR[`]}, where R[`] denotes the rate of w[`] measured in bits per channel
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use. The `th transmitter is equipped with an encoder E [`] : {1, 2, . . . , 2nR[`]} → RT
which maps the message w[`] into a codeword s[`] = E [`](w[`]). The `th transmitter
creates a channel input matrix
X[`] = v[`]s[`]† (8.1)
where v[`] ∈ RN [`]Tx is a beamforming vector. The resulting channel input satisfies an
average power constraint
1
T
E[Tr(X[`]X[`]†)] ≤ ρ (8.2)
where ρ is the average power available at each transmitter (assuming symmetric power
constraint across all transmitters).
The kth receiver observes the channel output
Y[k] =
K∑
`=1
H[k,`]X[`] + Z[k] (8.3)
where H[k,`] ∈ RN [k]Rx×N [`]Tx is the channel matrix from the `th transmitter to the kth
receiver and Z[k] ∈ RN [k]Rx×T is elementwise i.i.d. N (0, 1) representing the AWGN at
receiver k. The kth receiver applies an equalization matrix U[k] ∈ RN [k]Rx×M [k] to the
channel output and obtains an effective channel output
Y˜[k] = U[k]†Y[k]. (8.4)
Each receiver k is equipped with a decoder D[k] : RM [k]×T → {1, 2 . . . 2nR[k]} that
decodes wˆ[k] = D[k](Y˜[k]).
Remark 23. The M [k] equalization vectors (columns of U[k]) needed to decode w[k]
depend on the decoding technique used at the kth decoder.
We call the rate tuple (R[1], . . . , R[K]) is achievable if for any  > 0 and for large
98
enough T , there exist encoders, beamforming matrices, equalization matrices and
decoders such that
Pr
(
K⋃
k=1
{wˆ[k] 6= w[k]}
)
< . (8.5)
8.1 Signal Space Alignment and Max-SINR Algorithm
As mentioned earlier, interference alignment can be performed at both the signal
level, using structure codes, and the signal space, using beamforming vectors. The
later type of interference alignment aims to creating an interference-free space that
can be used by the desired signal. This is done by aligning the interference signals,
using beamforming vectors, in one space and projecting the received signal, using
equalization vectors, onto the space orthogonal to the interference. The work in
[Cadambe and Jafar, 2008] focused on the high SNR regime by studying the degrees
of freedom (DOF) achievable by interference alignment. While DOF is a good metric
for the performance of the interference alignment schemes at high SNR regimes, it is
not sufficient for the low or moderate SNR regimes. In [Gomadam et al., 2011], the
authors studied this problem and proposed an algorithm called Max-SINR algorithm
which aims to maximize the signal to interference and noise ratio (SINR) at the
receiver successively. The SINR metric is a good choice for the low to moderate SNR
regimes, since the achievable rate of the linear receiver is a monotonic function in the
SINR.
8.1.1 Objective and Optimization Problem
For a fixed channel realization, the rate of the linear receivers can be written as
R[k] =
1
2
log
(
1 + SINR[k](u[k],v[`],∀`)
)
(8.6)
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where SINR[k](u[k],v[`],∀`), the SINR at the kth receiver, is a function in the equal-
ization vector u[k] and all the beamforming vectors v[`].
In linear receivers, e.g., zero-forcing or MMSE receivers, the kth receiver decodes
directly its intended data stream s[k] treating the rest of interference data streams
as noise (i.e., s[`],∀` 6= k). Thus, M [k] = 1 equalization vector u[k] is needed. The
effective output can be expressed as
y˜[k]† = u[k]†Y[k] (8.7)
= u[k]†H[k,k]v[k]s[k]†︸ ︷︷ ︸
desired signal
+
∑
`6=k
u[k]†H[k,`]v[`]s[`]†︸ ︷︷ ︸
interference from the `th transmitter
+u[k]†Z[k] (8.8)
where s[`] here is drawn from an i.i.d. Gaussian codebook of power ρ and each
beamforming vector must satisfy ‖v[`]‖2 ≤ 1 to satisfy the power constraint1.
The resulting signal-to-interference-and-noise ratio (SINR) at the kth receiver is
SINR[k] =
ρu[k]†H[k,k]v[k]v[k]†H[k,k]†u[k]
u[k]†
(
ρ
∑`
6=k
H[k,`]v[`]v[`]†H[k,`]† + I
)−1
u[k]
(8.9)
Our goal is to choose u[k] and v[`] in order to maximize the sum rate. Formally,
we want to solve the following optimization problem.
max
u[k],v[`]
K∑
k=1
1
2
log
(
1 + SINR[k]
)
(8.10)
subject to ‖v[k]‖2 ≤ 1 ,∀k = 1, ..., K
where SINR[k] is given in (8.9).
1We employ unit-norm equalization and beamforming vectors (u[k] and v[`], respectively) to make
it easier to switch the roles of transmitters and receivers later in the dual channel.
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It can be shown that simultaneously choosing u[k] and v[`] to solve 8.10 is a non-
convex optimization problem.
8.1.2 Max-SINR Algorithm
The idea behind the Max-SINR algorithm is to use reciprocity of wireless networks
to relax the non-convex problem into an iterative optimization problem. Precisely,
the relaxation is done by, firstly, dividing the optimization over the unit-norm vectors
u[k] and v[`] into two separate problems. Secondly, further relaxing the problem of
finding the optimal beamforming vectors v[`] for a fixed u[k] using channel reciprocity.
To this end, let us consider the dual channel in which the roles of the transmitters
and receivers are reversed. Define the dual channel matrix
←−
H [k,`] = H[`,k]† which
represents the channel from the `th transmitter (`th receiver in the original problem)
to the kth receiver (kth transmitter in the original problem). In the dual channel,
the v[`] play the role of the equalization vectors and the u[k] play the role of the
beamforming vectors.
For the prime channel, the relaxed optimization problem becomes
max
u[k]
K∑
k=1
1
2
log
(
1 + SINR[k]
)
(8.11)
For a fixed choice of beamforming vectors v[`], the optimal solution of (8.11) can
be expressed in closed form as
u[k] =
(
ρ
∑`
6=k
H[k,`]v[`]v[`]†H[k,`]† + I
)−1
H[k,k]v[k]∥∥∥∥∥∥
(
ρ
∑`
6=k
H[k,`]v[`]v[`]†H[k,`]† + I
)−1
H[k,k]v[k]
∥∥∥∥∥∥
. (8.12)
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For the dual channel, the relaxed optimization problem becomes
max
v[k]
K∑
k=1
1
2
log
(
1 +
←−−−
SINR[k]
)
. (8.13)
Now, using the dual channel, while holding u[k] fixed, the optimal v[k] that maxi-
mizes (8.13) is
v[k] =
(
ρ
∑`
6=k
←−
H [k,`]u[`]u[`]†
←−
H [k,`]† + I
)−1←−
H [k,k]u
[k]
i∥∥∥∥∥∥
(
ρ
∑`
6=k
←−
H [k,`]u
[`]
j u
[`]†
j
←−
H [k,`]† + I
)−1←−
H [k,k]u[k]
∥∥∥∥∥∥
. (8.14)
Finally, the Max-SINR algorithm uses (8.12) and (8.14) iteratively to optimize
the beamforming and equalization vectors. For more details, we refer readers to
[Gomadam et al., 2011].
8.2 Integer-Forcing Interference Alignment
In this section, we give a high-level overview of the IFIA strategy, which builds on
previous results for compute-and-forward and integer-forcing from [Nazer and Gast-
par, 2011,Zhan et al., 2014,Ordentlich et al., 2014,Ntranos et al., 2013,Nazer et al.,
2016]. Our framework inherits the alignment idea from [Ntranos et al., 2013] as well
as the expanded framework for the compute-and-forward technique from [Nazer et al.,
2016]. For details, we refer readers to [Nazer et al., 2016]. Fig. 8·1 shows the structure
of the IFIA transmitters and receivers.
8.2.1 Achievable Rates
Let us assume that the `th transmitter selects a codeword s` ∈ Rn with power
ρ` =
1
n
E‖s[`]‖2 and a beamforming vector v[`] that meets the overall power constraint
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w[`] s
[`]†
v[`]s[`]†E [`] v[`]
1
N
[`]
Tx.
`th Tx.
Y[k] U[k] D[k]Y˜
[k] wˆ[k]
kth Rx.
N
[k]
Rx.
1
Figure 8·1: The structure of the
`th Tx. and the kth Rx. for IFIA scheme
ρ`‖v[`]‖2 = ρ. Let P = diag(ρ1, . . . , ρK) be the diagonal matrix of coding powers
and S , [s[1] · · · s[K]]† denote the matrix of transmitted codewords. We define the
beamforming matrix V as
V ,
 v
[1] · · · 0
N
[1]
Tx
...
. . .
...
0
N
[K]
Tx
· · · v[K]
 (8.15)
where 0N refers to the zero column vector of length N . Recall that H
[k,`] is the
channel matrix from the `th transmitter to the kth receiver. By defining the channel
matrix from all the K transmitters to the kth receiver as
H[k] , [H[k,1] · · · H[k,K]] , (8.16)
we can compactly write the kth receiver’s observation as
Y[k] = H[k]VS + Z[k] . (8.17)
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The kth receiver’s goal is to recover M [k] integer-linear combinations of codewords
which can be solved later for the desired codeword s[k]. The mth combination is given
by
r[k]†m = a
[k]†
m S, m = 1, . . . ,M
[k] (8.18)
where a
[k]
m ∈ ZK is the integer vector containing the coefficients of the mth linear
combination.
To recover the integer combination r
[k]
m , the kth receiver applies the equalization
vector u
[k]
m , the mth column of the matrix U[k], and obtains effective channel output
y˜[k]†m = u
[k]†
m Y
[k] (8.19)
= r[k]†m︸︷︷︸
Desired combination
+ z
[k]†
eff,m︸ ︷︷ ︸
Effective noise
(8.20)
where z
[k]†
eff,m = (u
[k]†
m H[k]V−a[k]†m )S+u[k]†m Z[k] is the effective noise due to the mismatch
between the actual effective channel u
[k]†
m H[k]V and the desired integer vector a
[k]†
m plus
the amplified AWGN after equalization. The power of the effective noise z
[k]
eff,m is given
by
(
σ
[k]
eff,m
)2
=
1
n
E
[
‖z[k]eff,m‖2
]
= ‖(u[k]†m H[k]V − a[k]†m )P
1
2‖2 + ‖u[k]m ‖2. (8.21)
In order to decode the mth integer-combination r
[k]
m at the kth receiver, all par-
ticipating users with non-zero coefficient in a
[k]†
m should design their codebook to
tolerate noise power
(
σ
[k]
eff,m
)2
given in (8.21). Successfully decoding the mth integer-
combination r
[k]
m at the kth receiver results in a set of constraints called the computation
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rates for the participating users, given as
R
[k]
comp,m,` =
1
2
log+
 ρ`(
σ
[k]
eff,m
)2
 for a[k]m,` 6= 0 (8.22)
where a
[k]
m,` is the `
th entry of a
[k]†
m . Here R
[k]
comp,m,` is a rate constraint on user ` only
if this user participates in the mth integer-combination at the the kth receiver (i.e.,
a
[k]
m,` 6= 0). The message from the `th transmitter (user) might participate in multiple
combinations at multiple receivers. Thus, the achievable rate for the `th transmitter
is the minimum computation rate among these combinations
R[`] = min
k=1,...,K
min
m:a
[k]
m,` 6=0
R
[k]
comp,m,`. (8.23)
It is worth noting, as we will see later, that usually the computation rate
constraints are ordered in a descending order (i.e., R
[k]
comp,1,` ≥ R[k]comp,2,` ≥ ... ≥
R
[k]
comp,K,`,∀`, k).
The rate expression in (8.23) can be further improved by implementing algebraic
successive cancellation introduced in [Ordentlich et al., 2014] which relaxes some of
the computation rate constraints in (8.23). We first review the basic idea of algebraic
successive cancellation and then show the improved achievable rates region.
Algebraic successive cancellation can be achieved by using previously decoded
integer-combinations to eliminate some of the users codewords participating in the
subsequent integer-combinations. This relaxes the corresponding computation rate
constraints on these, no longer participating, users.
In order to capture the order in which the codewords can be eliminated from
the integer-combinations, we define a mapping I [k] as a set of pair of the form
(m, `), where ` ∈ {1, . . . , K} denotes the user index, m ∈ {1, . . . ,M [k]} denotes
the integer-combination index and (m, `) ∈ I [k] means that the `th user can not
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be canceled out while decoding the mth integer-combination (i.e., R
[k]
comp,m,` is a con-
straint on R[`]). Only some mappings are admissible (depending on the integer matrix
A[k] , [a[k]1 , ..., a
[k]
M [k]
]†). A mapping I [k] is said to be admissible if there exists a lower
unitriangular2 matrix L[k] ∈ RM [k]×M [k] such that the (m, `)th entry of L[k]A[k] is
equal to zero for all (m, `) /∈ I [k]. The admissible mapping I [k] captures the possible
assignments of the computation rates to the users.
For any choice of integer matrices A[k], beamforming matrix V, equalization ma-
trices U[k], coding power matrix P and admissible mappings I [k], the following rates
are achievable
R[`] = min
k=1,...,K
min
m:(m,`)∈I[k]
R
[k]
comp,m,` (8.24)
For an in-depth discussion of the achievability proof, we refer interested readers to [Or-
dentlich et al., 2014,Ntranos et al., 2013] and [Nazer et al., 2016].
8.2.2 Integer Matrix A[k] structure
In the simple case where the kth receiver wants to decode all of the codewords (K
codewords), we need K independent integer-combinations such that
rank
(
A[k]
)
= K. (8.25)
Decoding all the codewords is essential in a multiple-access channel, where the
receiver is interested in all transmitted codewords. However, in the interference chan-
nel, this overconstrains the user rates as we will have K computation rate constraints
while the receiver only desires one message.
The kth receiver can choose to decode fewer integer-combinations (i.e., M [k] instead
of K), then solve for the desired codeword. In order to solve for the desired codeword,
2lower triangular matrix whose diagonal elements are equal to 1
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the following conditions are needed:
rank
(
A[k]
)
= M [k], (8.26)
rank
(
A
[k]
∼k
)
= M [k] − 1. (8.27)
The first condition, in (8.26), means that the M [k] integer-combinations should be
independent (since there is no need to decode additional dependent combination with
possibly lower computation rates). The second condition in (8.27) means that the
coefficients of the interference codewords, in the M [k] integer-combinations, should be
aligned in no more than M [k] − 1 dimensional space.
Example 1. In order to visualize (8.26) and (8.27), lets consider the case when
K = 3 and M [1] = 2. An example of the integer-combinations that could be decoded
at receiver 1 are
r
[1]
1 = 2s
[1] + s[2] + 2s[3] (8.28)
r
[1]
2 = 6s
[1] + 2(s[2] + 2s[3]). (8.29)
It can be shown that s[1] =
r
[1]
2 −2r[1]1
2
. The integer matrices A[1] and A
[1]
∼1 are
A[1] =
[
2 1 2
6 2 4
]
(8.30)
A
[1]
∼1 =
[
1 2
2 4
]
(8.31)
which satisfy the conditions in (8.26) and (8.27). Fig. 8·2 illustrates (8.26) and
(8.27) for this example.
8.2.3 Objective and Optimization Problem
Using equation (8.24), the problem of maximizing the sum of the user rates achieved
by IFIA strategy can be written as
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Figure 8·2: Example 1
max
I[k],U[k],v[`],A[k]∈ZM [k]×K ,P
K∑
`=1
min
k=1,...,K
min
m:(m,`)∈I[k]
1
2
log+
 ρ`(
σ
[k]
eff,m
)2
 (8.32)
subject to ‖v[`]‖2 ≤ 1 ∀` = 1, ..., K
rank(A[k]) = M [k]
rank(A
[k]
∼k) = M
[k] − 1
(8.32) is a challenging non convex optimization problem. It does not only has the
non convexity of choosing U[k] and v[`] jointly as we saw before, but it also has an
integer programming part for choosing A[k] ∈ ZM [k]×K . Furthermore, the mapping
I [k] between the computation rates and the user rates does not have an explicit form
that we can use. Hence, in this work, we try to relax this challenging problem to a
more tractable problem that we can solve.
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8.2.4 Problem Relaxation
Since (8.2) can be written as ρ`‖v[`]‖2 ≤ ρ, one can use this to relax the problem
of optimizing over the coding power matrix P by absorbing it into the choice of the
beamforming vectors v[`]. This can be done by selecting
ρ`‖v[`]‖2 = ρ, ∀` = 1, .., K. (8.33)
Also, assuming that all the users participate in all the combinations, this relaxes the
need to optimize over I [k]. Taking this into consideration, the relaxed problem is now
max
U[k],v[`],A[k]∈ZM [k]×K
K∑
`=1
min
k=1,...,K
min
m=1,..,M [k]
1
2
log+
 ρ`(
σ
[k]
eff,m
)2
 (8.34)
subject to ‖v[`]‖2 ≤ 1 ∀` = 1, ..., K
rank(A[k]) = M [k]
rank(A
[k]
∼k) = M
[k] − 1
Note that ρ` is a function in v
[`], which makes the numerator inside the log also
depends on v[`]. By replacing ρ` by its lower bound ρ the relaxed problem becomes
min
U[k],v[`],A[k]∈ZM [k]×K
max
k=1,...,K
max
m=1,..,M [k]
(
σ
[k]
eff,m
)2
(8.35)
subject to ‖v[`]‖2 ≤ 1 ∀` = 1, ..., K
rank(A[k]) = M [k]
rank(A
[k]
∼k) = M
[k] − 1
Unfortunately, even (8.35) can be shown to be a non-convex problem. To this
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end, we propose a suboptimal iterative algorithm.
First, we choose V and U[k] for a fixed integer matrix A[k]. This can be done
as in [Gomadam et al., 2011], using the duality results in [He et al., 2018]. We also
propose a novel solution method using convex optimization.
Second, we select A[k] while keeping V and U[k] fixed. A suboptimal algorithm
for this subproblem is given in the next subsection.
8.3 Aligned LLL
In this section, we discuss how to choose the integer-combinations coefficients A[k] to
maximize the sum of computation rates at the kth receiver. For simplicity, we propose
an algorithm to optimize the integer matrix A[k] for a fixed M [k] = 2 (decode two
integer-combinations) and given matrices V and U[k].
It has been shown in [Zhan et al., 2014] that for a given equivalent channel H[k]V,
coding power matrix P and integer vector a
[k]
m , the optimal equalization vector u
[k]
opt,m
that minimizes (8.21) is given by the MMSE equalizer
u
[k]†
opt,m = a
[k]†
m P
†V†H[k]†(I + H[k]VPV†H[k]†)−1. (8.36)
Substituting with (8.36) we can rewrite (8.21) as
(
σ
[k]
eff,m
)2
= a[k]†m
(
P−PV†H[k]†(I + H[k]VPV†H[k]†)−1H[k]VP) a[k]m (8.37)
,
∥∥F[k]a[k]m ∥∥2 (8.38)
where F[k] =
(
P−1+V†H[k]†H[k]V
)− 1
2 and the last inequality follows from Woodbury’s
matrix identity.
Recall that, for a fixed U[k] and v[`], (8.35) is relaxed to
min
A[k]∈ZM [k]×K
max
m=1,..,M [k]
(
σ
[k]
eff,m
)2
(8.39)
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subject to rank(A[k]) = M [k]
rank(A
[k]
∼k) = M
[k] − 1
which can be shown to be equivalent to
min
A[k]∈ZM [k]×K
M [k]∏
m=1
(
σ
[k]
eff,m
)2
(8.40)
subject to rank(A[k]) = M [k]
rank(A
[k]
∼k) = M
[k] − 1
Combining (8.37) with (8.40), such a problem is equivalent to finding the shortest
M [k] vectors in the lattice spanned by F[k] satisfying the constraints in (8.40).
Finding the shortest and independent M [k] vectors in a lattice spanned by F[k] is,
in general, a hard problem. Some polynomial time algorithms (e.g., LLL algorithm
[Lenstra et al., 1982]) can provide a good approximation, but there is no guarantee
for satisfying the conditions in (8.26) and (8.27). In order to solve this, we introduce a
lattice reduction method that we call the aligned LLL algorithm to obtain the desired
A[k]. For general case (M [k] ≥ 2), a generalization of this aligned LLL algorithm is
given in Appendix G as well as simulation results.
For a fixed M [k] = 2 (i.e., A[k] ∈ Z2×K), we need to align the coefficients of the
K − 1 interference codewords into a single combination. Recall that a[k]†m is the mth
row of A[k] for m = 1, 2 and a
[k]†
m∼k is the vector resulting from dropping the k
th entry
of vector a
[k]†
m (i.e., dropping the coefficient of the desired codeword). At the kth
receiver, the constraints in (8.26) and (8.27) can be rewritten as constraints for a
[k]†
1
and a
[k]†
2 such that
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a
[k]
1∼k = b
[k]
1,2a
[k]
int (8.41)
a
[k]
2∼k = b
[k]
2,2a
[k]
int (8.42)
a
[k]
1,k = b
[k]
1,1 (8.43)
a
[k]
2,k = b
[k]
2,1 (8.44)
rank
([
b
[k]
1,1 b
[k]
1,2
b
[k]
2,1 b
[k]
2,2
])
= 2 (8.45)
where a
[k]
int ∈ ZK−1 and b[k]m,i ∈ Z, ∀i,m = 1, 2.
Here the vector a
[k]
int represents the coefficients of an aligned function. Recall that
S , [s[1] · · · s[K]]† denote the matrix of codewords and let (S†)∼k be the matrix
resulting from dropping the kth column of S† (i.e., dropping the desired codeword).
Another way to view this, is to define an aligned function of interfering codewords as
g[k] = (S†)∼ka
[k]
int. (8.46)
Now, we decode two independent integer-combinations r
[k]
1 and r
[k]
2 given by
r
[k]
1 = b
[k]
1,1s
[k] + b
[k]
1,2g
[k], (8.47)
r
[k]
2 = b
[k]
2,1s
[k] + b
[k]
2,2g
[k]. (8.48)
If r
[k]
1 and r
[k]
2 are decoded successfully, we can solve for s
[k] (and g[k]). Our goal
is to find the optimal (or a good approximation) a
[k]†
1 and a
[k]†
2 given by the structure
in (8.41)-(8.44) to minimize the product of effective noise powers
∏
m=1,2
‖F[k]a[k]m ‖2.
We propose a method based on Minkowski’s second theorem [Cassels, 1957]. The
method allows us to get a theoretical lower-bound on the computation sum rate. For
any chosen interference function g[k] in (8.46), we choose two independent integer
112
vectors b
[k]
1 = [b
[k]
1,1 b
[k]
1,2]
† and b[k]2 = [b
[k]
2,1 b
[k]
2,2]
† to minimize
2∏
m=1
(σ
[k]
eff,m)
2 which can be
written as
2∏
m=1
(σ
[k]
eff,m)
2 =
2∏
m=1
‖F[k]a[k]m ‖2 (8.49)
=
2∏
m=1
‖b[k]m,1f [k]k + b[k]m,2F[k]∼ka[k]int‖2 (8.50)
=
2∏
m=1
‖F[k]redb[k]m ‖2 (8.51)
where F
[k]
red =
[
f
[k]
k F
[k]
∼ka
[k]
int
]
represents the basis of a new reduced lattice. The first
column of this basis corresponds to the desired signal s[k], while the second column
corresponds to the interference function g[k].
Since there is no constraints on b
[k]
1 and b
[k]
2 other than independence, (8.51) means
that minimizing
2∏
m=1
(σ
[k]
eff,m)
2 (for a given fixed a
[k]
int) is now mapped to finding the two
shortest non-zero vectors in this new lattice with basis F
[k]
red. The optimal b
[k]
1 and
b
[k]
2 are given as a function of a
[k]
int by
b
[k]
1 = arg min
b∈Z2,b6=0
‖F[k]redb‖2 (8.52)
b
[k]
2 = arg min
b∈Z2:rank([b[k]1 b])=2
‖F[k]redb‖2. (8.53)
Note that a lattice reduction algorithm (e.g., the LLL algorithm) can be used to
give the optimal solution since dim(F
[k]
red) = 2. The remaining question is how to
select a
[k]
int?
From [Feng et al., 2013] and (8.51), the powers of the effective noise in the two
integer-combinations are given by the first and second successive minima of the re-
duced lattice F
[k]
red such that (σ
[k]
eff,1)
2 = λ21(F
[k]
red) and (σ
[k]
eff,2)
2 = λ22(F
[k]
red). We can write
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the sum of the computation rates as
2∑
m=1
R[k]comp,m =
1
2
2∑
m=1
log
(
ρ
(σ
[k]
eff,m)
2
)
(8.54)
=
1
2
log
 ρ22∏
m=1
λ2m(F
[k]
red)
 (8.55)
(a)
≥ 1
2
log
(
ρ2
4| det(F[k]†red F[k]red)|
)
(8.56)
where (a) is due to Minkowski’s second theorem [Cassels, 1957]. Furthermore, we can
write det(F
[k]†
red F
[k]
red) as
det(F
[k]†
red F
[k]
red) = ‖f [k]k ‖2‖F[k]∼ka[k]int‖2 − (f [k]†k F[k]∼ka[k]int)2 (8.57)
= a
[k]†
int F
[k]†
∼k ‖f [k]k ‖
(
I− f
[k]
k f
[k]†
k
‖f [k]k ‖2
)
‖f [k]k ‖F[k]∼ka[k]int (8.58)
= ‖G[k]a[k]int‖2 (8.59)
where G[k] can be obtained by Cholesky factorization of
(F
[k]†
∼k ‖f [k]k ‖
(
I− f
[k]
k f
[k]†
k
‖f [k]k ‖2
)
‖f [k]k ‖F[k]∼k). Since minimizing the determinant in (8.57)
results in the sharpest bound in (8.56), the interference function g[k] (i.e., a
[k]
int) can
be obtained by lattice reduction on G[k]:
a
[k]
int = arg min
a∈ZK−1
‖G[k]a‖2 . (8.60)
Choosing a
[k]
int as in (8.60) guarantees that ‖G[k]a[k]int‖2 is the shortest vector in a
lattice with basis G[k] (i.e., λ21(G
[k])) and as a result we can bound the sum of the
computation rates as
2∑
m=1
R[k]comp,m ≥
1
2
log
(
SNR2
4λ21(G
[k])
)
(8.61)
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(a)
≥ 1
2
log
(
SNR2
4(K − 1) det(G[k]) 2K−1
)
(8.62)
where (a) is due to Minkowski’s first theorem [Cassels, 1957]. Algorithm 5 shows the
details of the aligned LLL algorithm for M [k] = 2.
Algorithm 5 Proposed Method A for decoding two integer-combinations
1. Step 1: Using the LLL algorithm, find the shortest vector in the lattice G[k]
a
[k]
int = arg min
a∈ZK−1
‖G[k]a‖2
where G[k] can be obtained by factoring G[k]†G[k] =
F
[k]†
∼k ‖f [k]k ‖
(
I− f
[k]
k f
[k]†
k
‖f [k]k ‖2
)
‖f [k]k ‖F[k]∼k using Cholesky decomposition.
2. Step 2: Using the LLL algorithm, find the shortest two vectors in the lattice
Fred
[k] =
[
f
[k]
k F
[k]
∼ka
[k]
int
]
b
[k]
i = arg min
b∈Z2:rank([b[k]1 ,...,b[k]i−1,b])=i
‖Fred[k]b‖2, i = 1, 2
3. Step 3: Calculate the integer matrix A[k] using
A˜[k] =
[
b
[k]
1,1 b
[k]
1,2a
[k]
int
b
[k]
2,1 b
[k]
2,2a
[k]
int
]
A[k] = L[k](A˜[k])
where L[k] is a permutation matrix which puts column 1 in between columns k
and k + 1 of A˜[k].
8.4 Beamforming and Equalization
In this section, we propose two methods to optimize beamforming matrix V and
equalization matrix U[k] while fixing A[k]. Even after fixing A[k], jointly optimizing
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V and U[k] is a non-convex problem, and we will relax this joint optimization problem
into two separate optimization problems.
For any given beamforming matrix, V, the columns of the optimal equalization
matrix U[k] is always in the form of MMSE equalizer as in (8.36). On the other
hand, for a given equalization matrix U[k], we develop two algorithms to update the
beamforming matrix V. The first algorithm relaxes the problem of choosing V, given
A[k] and U[k], to a convex optimization problem. Then uses a convex optimization
toolbox, like the CVX package [Grant and Boyd, 2014], to solve the relaxed convex
problem. The second algorithm optimizes V given U[k] using the idea of channel
reciprocity and uplink-downlink duality for integer-forcing [He et al., 2018]. Both
algorithms are iterative optimization algorithms in the sense that, we keep updating
U[k] and V given A[k] using these two methods. By the end of each iteration, the
integer matrix A[k] can be updated using the aligned LLL algorithm introduced in
Section 8.3 for fixed V and U[k].
We use the CVX package to solve the convex optimization problem for our first
algorithm, thus we name the first algorithm CVX-IFIA. The second algorithm is
called Dual-IFIA since it borrows the idea of duality for integer-forcing from [He
et al., 2018].
8.4.1 CVX-IFIA
Recall that our focus has been shifted towards maximizing the sum of the computation
rates rather than the sum of the user rates. This method further relaxes this goal by
maximizing the worst computation rate (i.e., largest effective noise power) across all
the receivers. Since this computation rate will be mapped to one of the user rates,
this corresponds to maximizing the symmetric rate.
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The relaxed problem can be written as
P1 : min
V,U[k]
(
max
k,m
(
σ
[k]
eff,m
)2)
s.t ‖v[`]‖2 ≤ 1, ∀`.
(8.63)
As mentioned earlier, the joint optimization problem P1 is a non-convex optimiza-
tion problem. However, for a fixed U[k], P1 can be rewritten as
P2 : min
V
(
max
k,m
(
σ
[k]
eff,m
)2)
s.t ‖v[`]‖2 ≤ 1, ∀`.
(8.64)
which is a convex optimization problem. Since for any fixed beamforming matrix V,
(8.36) gives the columns of the optimal U[k], one can iteratively optimize U[k] and V
using (8.36) and the solution of (8.64). The details of the algorithm is presented in
Algorithm 2. To guarantee better performance, the CVX-IFIA algorithm is initialized
by the beamforming vectors given by the Max-SINR algorithm described in Section
8.1.
8.4.2 Dual-IFIA
Before giving the details of the algorithm, we introduce the dual channel and dual
network for the IFIA. The dual channel for IFIA is a bit trickier than the dual
channel for linear receivers (introduced in Section 8.1). This is because the number of
transmitted codewords (beamforming vectors) from each transmitter and the number
of decoded combinations (equalization vectors) at each receiver are not always equal
anymore. In the primal network, each receiver k wants to decode M [k] combinations
and solve for the desired single codeword s[k] sent by the kth transmitter. Overall, we
have M =
∑K
k=1M
[k] ≥ K combinations decoded at all the receivers.
In the dual network, the receivers and transmitters roles are reversed. The `th pri-
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mal receiver becomes the `th dual transmitter and the kth primal transmitter becomes
the kth dual receiver (i.e., the dual channel matrix
←−
H [k,`] = H[`,k]†). In addition, the
beamforming (equalization) vectors of the primal network become the equalization
(beamforming) vectors of the dual network, respectively. As a result, in the dual net-
work, each dual transmitter ` wants to send M [`] messages, while each dual receiver
k wants to decode only one combination of these messages. We have dual beamform-
ing matrices
←−
V [`] ∈ RN [`]Rx×M [`] and the dual equalization vectors ←−u [k] ∈ RN [k]Tx . Let
A = [A[1]† · · · A[K]†]† ∈ ZM×K be the integer matrix of the primal channel, the dual
integer matrix can be represented as
←−
A = A† ∈ ZK×M (8.65)
where K here represents the total number of combinations and M represents the total
number of the transmitted messages. Define the channel to the kth dual receiver as
←−
H [k] =
[←−
H [k,1] · · · ←−H [k,K]
]
. (8.66)
Following the same steps as in the primal IFIA, the kth dual receiver decodes a single
combination and we can write the power of the effective noise on this combination as
(←−σ [k]eff)2 , ‖←−u [k]†‖2 + (←−u [k]†←−H [k]←−V −←−a [k]†)←−P(←−u [k]†←−H [k]←−V −←−a [k]†)†
where
←−
V is the block diagonal matrix of [
←−
V [1] · · · ←−V [K]] and←−P is the diagonal coding
power matrix with diagonal elements
←−
P i,i =
ρ
‖←−vi‖2 , i = 1, ...,M (8.67)
where ←−vi is the ith column of the matrix ←−V .
The optimal equalization vector ←−u [k]† which minimizes the effective noise power
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←−σ [k]eff at the kth dual receiver is
←−u [k]†opt =
←−
A [k]
←−
P †
←−
V†
←−
H [k]†(I +
←−
H [k]
←−
V
←−
P
←−
V†
←−
H [k]†)−1. (8.68)
In order to update V, we use the equalization vectors←−u [k] at the kth dual receiver
(after normalizing) and map it to the beamforming vectors v[k] for the kth primal
transmitter. Finally, We can iteratively use the closed form expressions in (8.36) and
(8.68) to optimize the beamforming and equalization vectors. The details of the the
proposed algorithm is given in Algorithm 6.
8.5 Simulation Results
We now briefly investigate the performance of our iterative algorithms. In our sim-
ulations, we consider the case of 500 channel realizations. Figure 8·3 shows the sum
rate of three users obtained after 20 iterations of each algorithm. For the first plot,
we have set K = 3 and M [k] = 2, ∀k (i.e., all terminals have two antennas). Recall
that this scenario satisfies the feasibility conditions in [Yetis et al., 2010] for the ex-
istence of a linear strategy. The elements of the channel matrices H[k,`] are drawn
i.i.d. N (0, 1). Notice that the Max-SINR algorithm is a special case of the IFIA al-
gorithm where the integer matrix A is set to the identity matrix. Thus, we can pick
the maximum sum rate between any IFIA algorithm as well as Max-SINR without
changing our decoding framework. In Fig 8·3, “max all” represents the maximum rate
achieved among “Dual-IFIA”, “ CVX-IFIA” and “Max-SINR”. “Decode All” is the
scenario where M [k] = 3,∀k and thus there is no interference alignment. For clarity,
we have omitted the plot of max(Max-SINR, Dual-IFIA) as well as max(Max-SINR,
CVX-IFIA) since they are close to “max all”. From Fig 8·3, it can be observed that
our IFIA algorithms attain the same slope as the Max-SINR algorithm. The perfor-
mance can be ordered from the highest sum rate to the lowest as follows: “max all”,
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Algorithm 6 Dual/CVX-IFIA Iterative Optimization
Given Iteration Number, power constraint ρ and H[k,`],∀k, `.
1. Initialization: counter=0, v[k], U[k], ρk = ρ, ∀k .
2. Run Max SINR algorithm and update v[k] and U[k], ∀k .
3. Choose A using Algorithm 1.
4. Optimize U[k] using (8.36), ∀k.
5. while counter < Iteration Number do
6.
(a) if Dual-IFIA
i. Set
←−
A = A†,
←−
H [k,`] = H[`,k]† and
←−
V [k] = U[k].
ii. Optimize ←−u [k]† using (8.68), ∀k.
iii. if ||←−u [k]||2 > 1 then
iv. Normalize ←−u [k].
v. end if
vi. Set v[k] =←−u [k] , ∀k.
else if CVX-IFIA
i. Using CVX package, solve P2
ii. Optimize U[k] using (8.36), ∀k.
end if
(b) Update ρk = ρ/||v[k]||2 , ∀k.
(c) Update A using Algorithm 1.
(d) counter=counter+1.
7. end while
8. Optimize U[k] using (8.36), ∀k.
9. Output ρk, A
[k], v[k] and U[k], ∀k.
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Figure 8·3: K = 3, N [k]Tx = N [k]Rx = 2, M [k] = 2, ∀k.
“Dual-IFIA”, “Max-SINR”, “CVX-IFIA”, “time sharing”, and “Decode All”.
For comparison, Fig 8·4 shows the sum rates for 4 users (K = 4), which is no
longer a feasible scenario [Yetis et al., 2010] for linear strategies in terms of degrees-of-
freedom. For clarity, we omit the plot of max(Max-SINR, CVX-IFIA) and max(Max-
SINR, Dual-IFIA), since they are only slightly higher than Dual-IFIA. In Fig 8·4,
“Decode All” is the scenario where M [k] = 4,∀k and “max all” represents the max-
imum rate achieved among “Dual-IFIA”, “Max-SINR”, “CVX-IFIA”, and “Decode
All”. It can be seen that IFIA outperforms Max-SINR significantly. It also outper-
forms “time sharing” at low SNR.
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Chapter 9
Time-Varying Integer-Forcing Receivers
In many important scenarios, the channel may vary significantly within the span
of a single codeword. For instance, under orthogonal frequency-division multiplex-
ing (OFDM), channel variation will occur across OFDM symbols if the channel is
frequency-selective [Knopp and Humblet, 2000]. In this chapter, we extend the
integer-forcing (IF) receiver to the time-varying channel setting and compare its per-
formance with conventional linear receivers.
9.1 Channel Models
For simplicity, we assume a discrete-time communication system
y(t) = H(t)x(t) + z(t), t = 1, ..., T (9.1)
w1
w2
...
wK
user 1
user 2
user K
Rx.
wˆ1
wˆ2
...
wˆK
Figure 9·1: MIMO MAC channel with K users
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H1 H2 HN. . .⌊
T
N
⌋
, subblock length
T , block length
Figure 9·2: The block fading model.
where y(t) ∈ RK is the received signal, H(t) ∈ RK×K is the real-valued1 channel
matrix, x(t) ,
[
x1(t) · · · xK(t)
]†
is the vector of channel inputs, T is the block
length, and z(t) ∼ N (0, I) is additive Gaussian noise. This system represents a
MIMO channel or MIMO MAC as in Fig 9·1.
9.1.1 Static Channels
Previously proposed IF schemes assume that the channel is fixed through the code-
word (i.e., H(t) = H, t = 1, . . . , T ), hence the communication system in (9.1) can be
written as
Y = HX + Z (9.2)
where Y , [y(1) · · · y(T )] ,X , [x(1) · · · x(T )] and Z , [z(1) · · · z(T )].
9.1.2 Block Fading Channels
In this more general model, the channel is assumed to be fixed within a subblock, but
changes from subblock to another. Formally, we model the block fading channel as
H(t) = Hn, (n− 1)
⌊
T
N
⌋
+ 1 ≤ t ≤ n
⌊
T
N
⌋
, n = 1, ..., N (9.3)
where N is the number of the subblocks in each block as shown in Figure 9·2.
The received signal during subblock n can be written as
1For simplicity, we consider real-valued channels since complex-valued channels can be handled
using a real-valued decomposition [Nazer and Gastpar, 2011].
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Yn = HnXn + Zn , ∀n = 1, ..., N (9.4)
where Xn ,
[
x
(
(n − 1)bT/Nc + 1) · · · x(nbT/Nc)],Yn , [y((n − 1)bT/Nc +
1
) · · · y(nbT/Nc)] and Zn , [z((n− 1)bT/Nc+ 1) · · · z(nbT/Nc)] are the trans-
mitted signal, received signal, and AWGN during the nth subblock, respectively. It
will be useful to define YN1 , {Y1, . . . ,YN} and HN1 , {H1, . . . ,HN} as the set of
observations and channel matrices across all N subblocks, respectively.
9.2 Problem Formulation
Consider the MIMO MAC shown in Figure 9·1, where a set K , {1, . . . , K} of single-
antenna transmitters want to communicate to a common receiver with K antennas.
The kth transmitter has a message wk ∈ {1, ..., 2TR}, where R (in bits/channel use)
denotes the symmetric rate. Using an encoder, the kth transmitter maps wk into
a channel input (codeword) xk , [xk(1) · · · xk(T )]† where it satisfies an average
power constraint 1
T
∑T
t=1(xk(t))
2 ≤ SNR. The receiver uses a decoder to obtain
estimates wˆ1, . . . , wˆK of the messages from its observations Y
N
1 . We say R(H
N
1 )
is an achievable symmetric rate if there exists encoders and decoders such that the
average error probability vanishes as long as R < R(HN1 ). Since the channel is only
known to the receiver (CSIR), the transmitters should be willing to tolerate some
outage probability ρ. The outage happens when the transmitting rate R > R(HN1 ).
The outage probability is Poutage(R) = Pr{R > R(HN1 )}. On the other hand, the
outage rate is Routage(ρ) = max{R : Poutage(R) ≤ ρ}.
9.3 Conventional Block Fading Receivers
Since the channel is not static, the effective noise statistics are not fixed and can not
be considered identically distributed anymore.
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9.3.1 Joint ML Receiver
The joint ML receiver for the static case can be directly extended to the block fading
case.
Theorem 16. (Joint ML Receiver): For a fixed set of channel matrices HN1 , joint
ML decoding is optimal and achieves the following rate
RML(H
N
1 ) = minS⊆{1,...,K}
1
2N |S|
N∑
n=1
log det(I + SNRHn,K,SH
†
n,K,S) (9.5)
where Hn,K,S is the submatrix consisting of the columns of Hn with indices in the
set S. The proof follows from using i.i.d. Gaussian encoding and simultaneous joint
typicality decoding.
9.3.2 MMSE Linear Receiver
Linear receivers are often employed as a means of reducin the implementation com-
plexity of multiple-input multipleoutput (MIMO) decoding.The basic idea is to first
separate the data streams via linear equalization and then recover them via single-
user decoding. However, in many scenarios, conventional linear receivers fall short of
the performance of optimal joint ML decoding of the data streams.
In order to decode xm, the receiver equalizes Yn using an adaptive equalizer b
†
n,m
for n = 1, . . . , N , to get
y˜†n,m = b
†
n,mYn (9.6)
=
(
b†n,mhn,m
)
x†n,m + z
†
eff,n,m
where hn,m is the m
th column of Hn, b
†
n,m is the m
th row of the equalizer Bn and
z†eff,n,m =
∑
k 6=m(b
†
n,mhn,m)x
†
n,k +b
†
n,mZn is the effective noise during the n
th subblock
and xn,m is the n
th subvector of the mth codeword xm. Note that the total effective
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noise z†eff,m , [z
†
eff,1,m · · · z†eff,N,m] is not identically distributed anymore across the
N subblocks since both the channel hn,k and the beamforming vectors bn,m are no
longer static.
For this elliptical noise (i.e., not identically distrobuted across subblocks), we
propose two different MMSE linear receivers.
The first MMSE receiver approximates this elliptical noise to a spherical noise
(i.e., identically distributed across subblocks), then uses a conventional SUD.
Theorem 17. (Linear AM-MMSE receiver): For a fixed set of channel matrices HN1
and a fixed set of equalization matrices BN1 , {B1, . . . ,BN}, the achievable rate for
the AM-MMSE receiver is
RAM,Linear(H
N
1 ,B
N
1 ) = min
m=1,...,NTx
1
2
log
 1
1
N
N∑
n=1
1
1+SINRn,m

SINRn,m =
SNR(b†n,mhn,m)
2
‖bn,m‖2 + SNR
∑
i 6=m
(b†n,mhn,i)2
. (9.7)
where b†n,m is the m
th row of the equalization matrix Bn, hn,m is the m
th column of
the channel matrix Hn and SINRn,m is the signal to interference and noise ratio. The
proof of Theorem 17 follows from Theorem 19 by plugging in A = I.
The second MMSE receivers uses the ambiguity decoder in [Loeliger, 1997] which
successfully decodes the desired codeword if the entropy of the noise falls below a
certain threshold.
Theorem 18. (Linear GM-MMSE receiver) : For a fixed set of channel matrices HN1
and a fixed set of equalization matrices BN1 , the achievable rate for the GM-MMSE
receiver is
RGM,Linear(H
N
1 ,B
N
1 ) = min
m=1,...,NTx
1
N
N∑
n=1
1
2
log (1 + SINRn,m) (9.8)
where SINRn,m is given in (9.7). The proof follows from plugging in A = I in Theorem
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20. For both AM-MMSE and GM-MMSE receivers, the optimal equalization matrix
Bn is
BMMSE,n = SNRH
†
n
(
I + SNRHnH
†
n
)−1
.
9.4 Block Fading IF Receiver
We now propose a class of IF receivers for the block fading case. The IF receiver
decodes integer-linear combinations
v†m , a†mX
=
K∑
`=1
am,`x
†
`, m = 1, ..., K
where am ∈ ZK is the mth row of a full-rank matrix A , [a1 · · · aK ]†, then applies
the inverse of A to V , [v1 · · · vK ]† = AX in order to recover the codewords X.
In order to decode v†m, the receiver applies an adaptive equalizer b
†
n,m to obtain
the effective channel
y˜†n,m = b
†
n,mYn
= a†mXn + z
†
eff,n,m, n = 1, . . . , N, (9.9)
where z†eff,n,m =
(
b†n,mHn − a†m
)
Xn+b
†
n,mZn is the effective noise encountered during
the nth subblock.
It is important to note that the integer coefficient vector am is fixed and does not
depend on the subblock index n, since changing it will destroy the closure property
of the underlying lattice codebook. It can be argued, similarly to [Zhan et al., 2014],
that the effective variance of zeff,n,m is
σ2eff,n,m(Hn,bn,m, am) ,
N
T
E‖zeff,n,m‖2 = ‖b†n,m‖2 + SNR‖b†n,mHn − a†m‖2. (9.10)
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Finally, the effective channel seen by the mth decoder across subblocks is
y˜†m = a
†
mX + z
†
eff,m (9.11)
where y˜†m = [y˜
†
1,m · · · y˜†N,m] and z†eff,m = [z†eff,1,m · · · z†eff,N,m]. Like the MMSE
receiver, zeff,m is not identically distributed and we will evaluate the rates for both
AM and GM decoders.
Theorem 19. (AM-IF receiver): For a given set HN1 , the achievable symmetric rate
for AM-IF receiver is
RAM,IF(H
N
1 ) = max
A∈ZK×K
rank(A)=K
min
m=1,...,K
1
2
log+
(
SNR
‖Feqam‖2
)
. (9.12)
where Feq is any matrix that satisfies F
†
eqFeq =
1
N
N∑
n=1
F†nFn where Fn = (SNR
−1I +
H†nHn)
−1/2. The proof of Theorem 19 is given in Appendix A.1
Theorem 20. (GM-IF receiver): For a given set HN1 , the achievable symmetric rate
for GM-IF receiver is
RGM,IF(H
N
1 ) = max
A∈ZK×K
rank(A)=K
min
m=1,...,K
1
2
log+
 SNRN∏
n=1
‖Fnam‖ 2N
 (9.13)
where Fn = (SNR
−1I + H†nHn)
−1/2. The proof of Theorem 20 is given in Ap-
pendix A.2
Note that the AM of the noise variance is greater than its GM due to AM-GM
inequality, therefore, the rate of the GM-IF receiver is at least as high as the rate of
the AM-IF receiver. Also note that, we can find approximate solutions for the integer
matrix A of the AM-IF receiver by applying the LLL algorithm [Bremner, 2012] to
the basis Feq. However, the problem of choosing A to optimize the GM-IF rate
expression does not directly correspond to a lattice reduction problem. It remains
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an open problem to find a polynomial-time algorithm that outputs a near-optimal
integer matrix A for the GM-IF receiver.
9.5 Simulation Results
Fig. 9·3 and Fig. 9·4 show the outage rate of IF receivers compared to the MMSE
linear receivers and the joint ML receiver. We also include both MMSE and IF
receivers with successive interference cancellation [Ordentlich et al., 2013]. The plots
are generated from 10000 channel realizations, where each is drawn according to an
i.i.d. Gaussian distribution. The outage probability ρ is 0.1. It is worth mentioning
that for both MMSE and IF strategies, we expect the GM receiver to outperform
the AM receiver since the GM SINR is at least as high as the AM SINR due to the
AM-GM inequality. We also expect the IF receiver’s rate (AM or GM) to be as high
as the MMSE receiver’s rate since the IF receiver with A = I is the MMSE receiver.
The performance can be ordered from the highest symmetric rate to the lowest as
follows: ”GM-SIF”, ”GM-MMSE-SIC”, ”GM-IF”, ”GM-MMSE”, ”AM-SIF”, ”AM-
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MMSE-SIC”, ”AM-IF” and ”AM-MMSE”. It is worth noting that the IF-GM receiver
requires exhaustive searching all possible2 integer matrices A since the problem of
maximizing its symmetric rate does not correspond to a lattice reduction algorithm.
It is also noted that the gain of IF receivers over MMSE receivers for both AM and
GM schemes becomes more pronounced as the number of users increases and at high
SNR.
2To limit the search space, in our simulations we only searched over all integer vectors with norm
less than
√
SNR.
Chapter 10
Conclusion and Future Work
10.1 Summary
In this dissertation, we proposed several low-complexity architectures for next-
generation wireless network topologies, such as C-RANs. Specifically, since the perfor-
mance of integer-forcing encoding/decoding approaches the joint encoding/decoding
performance for both source and channel coding separately, we build upon this and
propose an end-to-end integer-forcing architectures for the C-RANs that combine
both integer-forcing channel and source coding.
We started our work by studying the uplink C-RAN, where we proposed an end-
to-end integer-forcing architecture in which the BSs use integer-forcing source coding
to convey their observations to the CP. Our work in this problem also resulted in
a simpler proof for integer-forcing source coding with algebraic successive decoding
and iterative algorithms to optimize the associated parameters of the end-to-end
integer-forcing architecture. We also showed that the proposed IF C-RAN architec-
ture achieves the optimal outage probability within a constant gap.
Later, we proposed a novel standalone low-complexity compression strategy for the
distributed decompression problem, namely the reverse integer-forcing source coding.
The reverse IFSC strategy creates a correlation between the quantization noise across
distributed decoders. Furthermore, we extended the reverse IFSC to include algebraic
successive encoding, which achieves a wider class of target covariance matrices. The
reverse IFSC with algebraic successive encoding achieves the same performance as
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multivariate compression for a certain class of target covariance matrices. Specifically,
if the target covariance matrix can be decomposed using a unimodular integer matrix
and real diagonal matrix, then reverse IFSC sum rate is the same as the multivariate
compression sum rate.
For the downlink C-RAN, we used the reverse IFSC to develop an end-to-end IF
architecture that showed, via simulations, almost the same performance as sequen-
tial encoding strategies (i.e., multivariate compression and dirty paper coding) with
lower implementation complexity. We also established a duality between the sum-rate
achievable using IF in the uplink C-RAN and the sum-rate achievable using IF in the
downlink, under total power and total fronthaul link capacity constraints.
We also developed algorithms to optimize the performance of IFIA proposed for
the Gaussian interference channel, namely the aligned LLL reduction algorithm. Us-
ing the aligned LLL reduction algorithm, the performance of IFIA was also shown to
outperform the Max-SINR algorithm in low and moderate SNR regimes.
Finally, we studied the impact of channel variation on integer-forcing receivers for
the simple case of MAC where we showed that integer-forcing linear receivers still
retain an advantage over conventional linear receivers for MAC.
10.2 Future Work
Coding over frequency (e.g., OFDM systems) sometimes suffers from block fading
channels. Henc, extending the proposed time-varying integer-forcing MAC receivers
to other wireless applications (e.g., C-RAN and Ad-Hoc) is an interesting direction.
Also, finding other applications for IFSC beyond communications such as im-
age processing, where Wyner-Ziv based schemes [Puri et al., 2007] proved enhanced
performance in video encoding/decoding.
Another direction is to study coded distributed compression. Consider a dense
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wireless sensor network, where each sensor compresses its observation and sends it to
a master processor. The master processor has access to a number of cores, which can
be used to decompress the sensors (correlated) observations. One natural candidate
is to use IFSC, since it exploits the correlation between the observations and yet uses
parallel single-user decoders which naturally distribute the computation load over the
distributed cores. Specifically, each core can compute one modulo operation and then
a centralized ”fusion” node can combine these results to get the required observa-
tions. In the case, we have a number of cores equal to the number of observations,
we can use IFSC directly as in the uplink C-RAN. However, if we have more cores
than observations, we can use extra cores (with coding) to better minimize the com-
putation delay, since some of the cores can experience delay due to several reasons.
We can also use extra cores to minimize the work done per processor, or the commu-
nication between processors. One potential candidate to minimize the delay is to use
a maximum distance separable (MDS) code to determine the combinations that each
core should recover. However, since pre-existing MDS codes are not optimized to
minimize the effective variance of the integer-linear combinations as we saw in IFSC,
we may end up with very high compression rates (or high distortion in case of fixed
compression rates).
Another interesting direction is whether we can prove a channel-source coding du-
ality between reverse compute-and-forward and reverse integer-forcing source coding.
Appendix A
Arithmetic Mean and Geometric Mean
Decoders
A.1 AM Decoder
Consider the point to point channel
y† = a†X + z†eff,
where a ∈ ZK , X , [x1 · · · xK ]†, xk = [λk + uk] mod ΛC is a lattice codeword,
uk ∼ Unif (V(ΛF )) is a random dither independent of λk, λk ∈ C , V(ΛC) ∩ ΛF for
k = 1, . . . , L, ΛF and ΛC are nested lattices generated using Lemma 2 with parameters
θF and θC , respectively, z
†
eff = [z
†
eff,1, ..., z
†
eff,N ] is the effective noise through the block
and z†eff,n = (b
†
nHn − a†)Xn + b†nZn is the noise through the subblock n.
Furthermore, assume that ΛC can be decomposed, by construction, into
Λc = Λ˜c × ...× Λ˜c︸ ︷︷ ︸
N times
(A.1)
where Λ˜c is a lattice of dimension
T
N
. This is equivalent to coding over an effective1
blocklength T
N
.
1We assume that TN goes to infinity, as T goes to infinity. However, in practice, using an effective
blocklength TN instead of T should result in a penalty.
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The AM decoder estimates λeff =
[
K∑
k=1
akλk
]
mod ΛC by computing
λ̂eff =
[
QΛF
(
y −
K∑
k=1
akuk
)]
mod ΛC . (A.2)
Lemma 23. (AM decoder achievable rate): For a given set of channels HN1 , the
achievable symmetric rate for AM decoders is
R(HN1 ) =
1
2
log+
(
SNR
σ2AM
)
(A.3)
where σ2AM =
1
N
N∑
n=1
σ2n and σ
2
n = SNR‖b†nHn − a†‖2 + ‖b†n‖2.
Proof. The AM decoder estimates
λ̂eff =
[
QΛF
(
y −
∑
k=1
akuk
)]
mod ΛC
(a)
=
[QΛF ([y† − a†U] mod ΛC)] mod ΛC
(b)
=
[
QΛF
([
K∑
k=1
akλk + zeff
]
mod ΛC
)]
mod ΛC
(c)
=
[
QΛF
(
K∑
k=1
akλk + zeff
)]
mod ΛC
(d)
=
[
K∑
k=1
akλk +QΛF (zeff)
]
mod ΛC
(e)
=
[
K∑
k=1
akλk
]
mod ΛC
= λeff
where (a), (b) and (c) holds from the distributive law, (d) holds since
∑K
k=1 akλk ∈ ΛF
and finally (e) holds only if zeff ∈ V(ΛF ).
Note that, it follows from the Crypto Lemma that each dithered subvector x†n,m
is uniform over V(Λ˜c), hence x†m , [x†m,1 . . . x†m,N ] is uniform over V(ΛC). From
[Ordentlich and Erez, 2016, Theorem 3], we have that the mixture noise zeff is semi
norm-ergodic and from Property 2 in Lemma 2, it follows that by choosing θC = SNR
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and θF = σ
2
AM +  we have Pr (zeff /∈ V(ΛF)) ≤ ′ where  and ′ goes to zero as T
goes to infinity.
This is equivalent to approximating the mixed noise zeff to a spherical noise with
effective variance σ2AM for which we can use a classical lattice quantizer (i.e., nearest
neighbor decoder) to decode the transmitted codeword affected by the spherical noise.
It is worth noting that, since we can bound the distribution of zeff with a Gaussian
distribution having the same variance as in [Nazer and Gastpar, 2011], we can prove
the previous lemma by using an ambiguity decoder [Loeliger, 1997] with a spherical
decision region. This will become more clear in the next appendix when we define
the ambiguity decoder.
Finally, from plugging in the optimal MMSE equalization matrix BMMSE,n =
SNRAH†n
(
I + SNRHnH
†
n
)−1
and applying Woodbury’s matrix identity we have
σ2AM =
1
N
N∑
n=1
σ2n (A.4)
=
1
N
N∑
n=1
‖Fna‖2 = ‖Feqa‖2 (A.5)
where Feq is obtained by factoring F
T
eqFeq =
1
N
N∑
n=1
FTnFn where Fn = (SNR
−1I +
HTnHn)
−1/2 which proves Theorem 19.
A.2 GM Decoder
Lemma 24. [Nazer and Gastpar, 2011, Appendix A] Let zmix be the mixture noise
z†mix = c
†
1X + c
†
2Z
where Z ∈ RNTx×T is i.i.d. N (0, 1), X = [x1 · · · xNTx ]†, xm is uniformly distributed
over V(ΛC) and independent of Z, c1, c2 ∈ RNTx and ΛC is a lattice with dimension T
generated using Lemma 2, then there exists an i.i.d. Gaussian vector z∗ with variance
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σ2 equal to the effective variance of zmix
1
T
E(‖zmix‖2)→ σ2 as T →∞
and the pdf of zmix can be bounded by
fzmix(z) ≤ eNTxc(T )Tfz∗(z)
where c(T ) depends on the lattice ΛC and c(T )T converges to a constant as T goes to
∞.
Using the previous lemma, we can upper-bound the pdf of the effective noise of
the IF receiver for each subblock by a pdf of a Gaussian noise with the same effective
variance as in the following lemma.
Lemma 25 (Gaussian distribution upper bound). Consider the effective noise z†eff =
[z†eff,1 · · · z†eff,N ], where zeff,n and its effective variance σ2n are defined in Lemma 23,
the distribution of zeff can be upper bounded by
fzeff(z) ≤ eNTxc(
T
N
)Tfz∗(z) (A.6)
where c( T
N
)T converges to a constant as T goes to ∞, z∗† = [z∗1† · · · z∗1†] ∼ N (0,Σ)
and
Σ =
σ21I . . . 0... . . . ...
0 . . . σ2NI
 .
Proof. Recall that by the Crypto Lemma, the subvector xn,m is uniformly distributed
over Λ˜C , hence the vector xm = [x
†
1,m · · · x†N,m]† is uniformly distributed over ΛC ,
Λ˜C × · · · × Λ˜C .
Now, the pdf of zeff can be written as
fzeff(z)
(a)
=
N∏
n=1
fzeff,n(zn)
(b)
≤
N∏
n=1
eNTxc(
T
N
) T
N fz∗n(zn) (A.7)
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≤ eNTxc( TN )Tfz∗(z)
where (a) holds from the fact that zeff,1, . . . , zeff,N are independent, (b) holds from
using Lemma 24 and c( T
N
)T converges to a constant as T goes to ∞.
Since the distribution of the mixed noise can be upper bounded by the distribution
of a Gaussian noise with the same variance, a vanishing error probability under a
Gaussian noise z∗ means a vanishing error probability under the mixed noise zeff.
From this point on, we assume a non-identically distributed Gaussian noise. Instead
of approximating this non-identically distributed noise to an identical one, which
wastes some of the packing space, we develop a decoder that deals directly with the
elliptically-shaped noise. This is possible using the ambiguity decoder in [Loeliger,
1997] and [El Gamal et al., 2004] with elliptical decision region.
For simplicity, we assume a non-dithered point-to-point channel, since we can
remove the dithers at the receiver as in the AM decoder.
Lemma 26. GM decoder achievable rate : Consider a point to point channel
y = λeff + zeff (A.8)
where λeff ∈ V(ΛC)∩ΛF is a lattice codeword of length T , the nested lattices ΛC ⊆ ΛF
is generated using Lemma 2 with parameters θF =
N∏
n=1
(σ2n)
1
N and θC = SNR , z
†
eff =
[z†eff,1 · · · z†eff,N ], and zeff,n ∼ N (0, σ2nI) for n = 1, . . . , N , then the following rate is
achievable using the GM decoder
RGM =
1
2
log+
 SNRN∏
n=1
(σ2n)
1
N
 . (A.9)
Proof. Define an ambiguity decoder D : RT → ΛF as
D(y) = λˆ if
{
1. y ∈ ΩT, + λˆ
2. @λ′ ∈ ΛF s.t. y ∈ ΩT, + λ′ and λ′ 6= λ (A.10)
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with a decision region ΩT, =
{
z ∈ RT : z†Σ−1z ≤ T (1 + ),}, where
Σ =
σ21I . . . 0... . . . ...
0 . . . σ2NI
 .
In other words, the ambiguity decoder sends the region λ + ΩT, to λ. Taking
this into consideration, for a fixed decision region ΩT, and fine lattice ΛF, an error
happens only if the elliptical noise zeff exceeds the decision region ΩT, or there is an
ambiguity about decoding the received signal y (i.e., the intersection of two shifted
decision regions is non-empty ).
Formally, define the ambiguity A and error E events as
A = {y ∈ {ΩT, + λ} ∩ {ΩT, + λ′}} (A.11)
E = A ∪ {zeff /∈ ΩT,},
where λ 6= λ′. Using the union bound, the probability of error E , given ΩT, and ΛF,
is
Pe(ΩT,,ΛF) ≤ Pr(zeff /∈ ΩT,) + Pr(A). (A.12)
Lemma 27. Now, define VT , Vol(T -dimensional unit ball) and G(ΛC) = σ
2(ΛC)
Vol(ΛC)2/T
as the normalized second moment of lattice ΛC. Then, from [Ordentlich and Erez,
2016, Definition 5] and for any  > 0, we have
2pieG(ΛC) ≤ (1 + )
for large enough T and ΛC that is good for MSE quantization.
It would be also to write the rate of the lattice codebook as R = 1
T
ln
(
Vol(ΛC)
Vol(ΛF )
)
.
By averaging over Loeliger ensemble of lattices as in [Loeliger, 1997], we get
P¯e(ΩT,) ≤ EΛF (Pe(ΩT,,ΛF)) (A.13)
≤ Pr(zeff /∈ ΩT,) + (1 + δ())Vol(ΩT,)
Vol(ΛF)
(a)
≤ Pr(zeff /∈ ΩT,) + (1 + δ())Vol(ΩT,)
Vol(ΛC)
eTR
(b)
≤ Pr(zeff /∈ ΩT,) + (1 + δ())eT (R−RGM+δ′) (2pieG(ΛC))T/2
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(c)
≤ + (1 + δ())eT (R−RGM+δ′) (2pieG(ΛC))T/2
(d)
≤ ′
where (a) holds from using codebook ΛF ∩ V(ΛC) with rate R = 1T ln
(
Vol(ΛC)
Vol(ΛF)
)
, (b)
holds from Vol(ΩT,) = VT (T (1 + ))
T
2 det(Σ)
1
2 and
(
Vol(ΛC)
VT
)T/2
≥ T
2pie
Vol(ΛC)
T/2 =
T
2pie
(
θC
G(ΛC)
)
= T
2pie
(
SNR
G(ΛC)
)
, δ′ = 1
2
log(1 + ), (c) holds from the asymptotic equipar-
tition property for large enough T and finally (d) holds as long as R < RGM where 
′
goes to zero as T goes to infinity.
Finally, as any random coding argument, as long as there is an ensemble of nested
lattices such that the average probability of error converges to zero, there must be
at least one nested lattice sequence such that the probability of error converges to
zero.
Finally, from plugging in the optimal MMSE equalization matrix BMMSE,n =
SNRAH†n
(
I +SNRHnH
†
n
)−1
and applying Woodbury’s matrix identity we can prove
Theorem 20.
Appendix B
Existence of L and C in UL C-RAN
Lemma 28. For any full-rank integer matrix A with full-rank sub-matrices A[1:m] for
m = 1, . . . , L, we can select an upper triangular integer matrix L and a strictly lower
triangular integer matrix C such that
[L + CA] mod p = [A] mod p. (B.1)
Proof. Since C is a strictly lower triangular matrix, we can write (B.2) as

`†1
`†2
...
`†L
+

0†
C21a
†
1
...∑L−1
i=1 CL,ia
†
i

 mod p =


a†1
a†2
...
a†L

 mod p. (B.2)
For the first row of (B.2) to hold, it suffices to choose `†1 = a
†
1. Next, since the
first element in `2 is zero (i.e., `21 = 0) and in order to satisfy the first element in
the second row in (B.2), we choose C21 = a
inv
11 a21. This sets the first element in the
second row in the LHS to [C21a11] mod p = [a21] mod p = RHS. To satisfy the rest of
the equality for the rest of the elements in the second row, it follows that we have to
choose the rest of `2 as `2,[2:L] = a2,[2:L] − C21a1,[2:L].
Following the same steps for each row, generally, for m = 1, . . . , L − 1, it can be
shown that (B.2) follows by choosing the (m+ 1)th row of L and C as
c†m+1,[1:m] = a
†
m+1,[1:m]A
inv
[1:m]
`†m+1,[1:m] = a
†
m+1,[m+1:L] − c†m+1,[1:m]A[1:m],[m+1:L]. (B.3)
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Appendix C
Bounding d∗
Recall that S1 is the eigenvalue decomposition of
US1U
† = PH†H + I.
Lemma 29. Conditioning on A, the distortion d∗ that satisfies RSIFSC(H, d∗) = Csym
satisfies the following inequalities
d∗ > 2−(2∆R/L+1) if S1 ∈ B (C.1)
d∗ < 1 if S1 ∈ Bc (C.2)
where B = {1
2
log |S1| > LCsym−∆R−L/2} and A = {RsIFSC(H) < RsBT(H) + ∆R}.
Proof. In order to prove (C.1), assume for the sake of contradiction that d∗ ≤
2−(2∆R/L+1) and 1
2
log |S1| > LCsym −∆R− L/2. Then, we have
LCsym −∆R− L/2 = LRsIFSC(H)−∆R− L/2
(a)
≥ LRsBT(H)−∆R− L/2
=
1
2
log
∣∣∣∣ 1d∗KY Y + I
∣∣∣∣−∆R− L/2
=
1
2
log
∣∣∣∣PHH† + (d∗ + 1)Id∗
∣∣∣∣−∆R− L/2
>
1
2
log |S1| − L
2
log d∗22∆R/L+1
(b)
>
1
2
log |S1| (C.3)
where (a) holds from RsIFSC(H) ≥ RsBT(H) as shown in [Ordentlich and Erez, 2017]
and (b) is a contradiction that holds if d∗ < 2−(2∆R/L+1).
Now, in order to prove (C.2), assume that d∗ ≥ 1 and 1
2
log |S1| < LCsym −L/2−
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∆R and note that
LCsym − L/2−∆R = LRsIFSC(H)− L/2−∆R
(a)
≤ LRsBT(H)− L/2
=
1
2
log
∣∣∣∣PHH† + (d∗ + 1)I2d∗
∣∣∣∣
(b)
≤ 1
2
log
∣∣∣∣ P2d∗HH† + I
∣∣∣∣ < 12 log |S1| (C.4)
where (a) holds from the fact that RsIFSC(H) ≤ RsBT(H) + ∆R and (b) follows from
assuming d∗ ≥ 1. Finally, we reach a contradiction with our assumption. Hence, we
have d∗ < 1.
Appendix D
Existence of L and C in DL C-RAN
Lemma 30. For any full-rank integer matrix A with full-rank submatrices A[1:m] for
m = 1, . . . , L, there exists a lower triangular integer matrix L and a strictly upper
triangular integer matrix C such that
[LF] mod p = [A] mod p (D.1)
Proof. Let us start by expanding LF as
LF = [`1 `2 . . . `L]

1 f1,2 . . . f1,L−1 f1,L
0 1 . . .
...
...
...
. . . . . . fL−2,L−1 fL−2,L
0 0 . . . 1 fL−1,L
0 0 . . . 0 1

=
[
`1 `2 + f1,2`1 `3 + f1,3`1 + f2,3`2 . . . `L +
L−1∑
i=1
fi,L`i
]
. (D.2)
where `m is the m
th column of the matrix L.
First, by setting `1 = a1, the first column in (D.2) is satisfied. For the first element
in the second column in (D.2) to be satisfied and since `2 has a leading zero (i.e.,
`1,2 = 0), we have to choose f1,2 such that [f1,2`1,1] mod p = [a1,2] mod p which can
be done by setting f1,2 = `
inv
1,1a1,2 where `
inv
1,1 is the algebraic inverse of `1,1 as defined
in (2.5). Hence, in order to satisfy the rest of the elements of the second column and
with holding f1,2`1 fixed, we have to choose `k,2 = ak,2 − f1,2`k,1 for k > 1. Similarly,
for the third column, we first choose
[f1,3f2,3]
† = Linv[1:2]A[1:2],3
144
145
then proceed to choose `k,3 = ak,3 − f1,3`k,1 − f2,3`k,2 for k > 2.
Generally, we set `1 = a1 and for m = 1, . . . , L − 1, the (m + 1)th columns of
matrix F and L should be chosen as
F[1:m],m+1 = L
inv
[1:m]A[1:m],m+1
`[m+1:L],m+1 = a[m+1:L],m+1 − L[m+1:L],[1:m]F[1:m],m+1, k = m+ 1, . . . , L. (D.3)
It is worth noting that the existence of the algebraic inverse Linv[1:m] of the matrix
L[1:m], which is defined in (2.5), is guaranteed for m = 1, . . . , L since A[1:m] is full
rank and we have
det(A[1:m]) = det(L[1:m]) det(F[1:m])
= det(L[1:m]) (D.4)
where the last equality holds from recalling that F is an upper triangular matrices
with unit diagonal, hence unit determinant.
Appendix E
Matrix F Properties
Lemma 31. For a strictly upper triangular integer matrix C, the matrix F , I +
(I−C)−1C) is an upper triangular integer matrix with unit diagonal.
Proof. First, the matrix F is an integer-matrix since
F = I + (I−C)−1 C
(a)
= I +
( ∞∑
k=0
Ck
)
C
(b)
= I +
(
L−1∑
k=0
Ck
)
C
=
L−1∑
k=0
Ck (E.1)
where (a) holds from taylor expansion, (b) holds from the fact that for a strictly upper
triangular matrices CL = 0. Finally, since all powers of the matrix C, higher than
one, are strictly upper triangular matrices with integer entries, it follows that F is an
integer upper triangular matrix.
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Appendix F
Uplink Downlink Duality Appendix
F.1 Proof of Lemma 18
We start by multiplying (7.6) by P ulk /(σ
ul
k )
2 to get
P ulk
= βulk
(∑
`
(bul†k h
ul
` v
ul
` − aulc,k,`)2P ul` + ‖bulk ‖2 +
∑
i
(bulk,i)
2duli
)
= βulk
(∑
`
(bul†k h
ul
` v
ul
` − aulc,k,`)2P ul` +
∑
i
∑
j
(bulk,i)
2Culi,j‖auls,j‖2
+‖bulk ‖2 +
∑
i
∑
j
(bulk,i)
2Culi,ja
ul†
s,j (H
ulVulPulVul†Hul†)auls,j
)
= βulk
(∑
`
(bul†k h
ul
` v
ul
` − aulc,k,`)2P ul` + Julk,k
+
∑
i
∑
j
(bulk,i)
2Culi,ja
ul†
s,j
(∑
`
hul` h
ul†
` (v
ul
` )
2P ul`
)
auls,j
)
= βulk
∑
`
Mulk,`P
ul
` + β
ul
k J
ul
k,k (F.1)
Finally, (7.10) follows from the previous equation by taking k = 1, . . . , K.
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F.2 Proof of Lemma 20
Similar to Appendix F.1, multiplying (7.17) by P dlk /(σ
dl
k )
2, we get
P dlk = β
dl
k
∑
`
(bdl†` h
dl
k v
dl
k − adlc,k,`)2P dl` + βdlk (vdlk )2
+ βdlk (v
dl
k )
2
∑
j
(hdl†k a˜
dl
s,j)
2ddlj
= βdlk
∑
`
(bdl†` h
dl
k v
dl
k − adlc,k,`)2P dl` + βdlk (vdlk )2
+ βdlk
∑
j
(hdl†k a˜
dl
s,j)
2cdl†j e
dl
= βdlk
∑
`
(bdl†` h
dl
k v
dl
k − adlc,k,`)2P dl` + βdlk (vdlk )2
+ βdlk
∑
j
∑
i
(hdl†k a˜
dl
s,j)
2Cdlj,ib
dl†
i P
dlbdli
= βdlk
∑
`
(bdl†` h
dl
k v
dl
k − adlc,k,`)2P dl` + βdlk (vdlk )2
+ βdlk
∑
`
∑
j
∑
i
(hdl†k a˜
dl
s,j)
2Cdlj,i(b
dl
i,`)
2P dl`
= βdlk
∑
`
Mdlk,`P
dl
` + β
dl
k J
dl
k,k. (F.2)
Finally, (7.19) follows from the previous equation by taking k = 1, . . . , K.
F.3 Proof of Lemma 19
We start by computing ddl1 , . . . , d
dl
L such that
1
2
log
(
bdl†` P
dlbdl` + a
dl†
s,`D
dladls,`
ddl`
)
= Cul` , ` = 1, . . . , L (F.3)
where Cul1 , . . . , C
ul
L is the uplink fronthaul rate allocation. Since d
dl
1 , . . . , d
dl
L are not
necessarily monotonically decreasing, the rates in (F.3) may not be achievable and so
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are ddl1 , . . . , d
dl
L .
In order to argue that ddl1 , . . . , d
dl
L are indeed achievable, we find two permu-
tations pi1 and pi2 such that d
dl
pi1(1)
, . . . , ddlpi1(L) and rank(A
dl
s,pi2([1:m]),pi1([1:m])
) = m for
m = 1, . . . , L.
This implies that the following rates are achievable
RsSRIFSC,` =
1
2
log
(
bdl†pi2(`)P
dlbdlpi2(`) + a
dl†
s,pi2(`)
Ddladls,pi2(`)
ddlpi1(`)
)
(F.4)
if
∑L
`=1R
s
SRIFSC,` ≤ Ctotal.
The sum rate in the last equation can be written as
L∑
`=1
RsSRIFSC,` =
L∑
`=1
1
2
log
(
bdl†pi2(`)P
dlbdlpi2(`) + a
dl†
s,pi2(`)
Ddladls,pi2(`)
ddlpi1(`)
)
=
1
2
log

L∏`
=1
bdl†pi2(`)P
dlbdlpi2(`) + a
dl†
s,pi2(`)
Ddladls,pi2(`)
L∏`
=1
ddlpi1(`)

=
1
2
log

L∏`
=1
bdl†` P
dlbdl` + a
dl†
s,`D
dladls,`
L∏`
=1
ddl`

=
L∑
`=1
1
2
log
(
bdl†` P
dlbdl` + a
dl†
s,`D
dladls,`
ddl`
)
(F.5)
=
L∑
`=1
Cul` ≤ Ctot, ` = 1, . . . , L. (F.6)
which indicates that the rates RsSRIFSC,` for ` = 1, . . . , L are achievable and hence the
distortion levels computed from (F.3).
Appendix G
Aligned LLL for general M [k]
In this appendix, we propose two other methods for choosing the integer matrix
A[k], given U[k] and V. These methods can be used for any M [k] (if M [k] = 1 it
is equivalent to Max-SINR algorithm). When we combine these methods with the
proposed method in Section 8.3 and choose the best between them, we can slightly
improve the performance.
Both methods start by first searching for the integer vector a
[k]
int which constructs
the interference function g[k] according to a certain criteria. Next, they search for
the independent integer vectors b
[k]
1 and b
[k]
2 that minimize
2∏
i=1
‖F[k]a[k]i ‖2 given this
integer vector a
[k]
int.
Method B
The intuition behind this method is to choose the interference function g[k] that has
the smallest contribution on the effective noise power, regardless of the two integer-
combinations in s[k] and g[k] (i.e., the integers b
[k]
m,i).
G.0.1 Choosing the interference function g[k]
By eliminating the kth column of F[k] that corresponds to the desired codeword, we
can get a
[k]
int by solving
a
[k]
int = arg min
a∈ZK−1
‖F[k]∼ka‖2. (G.1)
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Note that any lattice reduction algorithm (i.e., LLL) can be used to give an
approximate solution for (G.1).
G.0.2 Finding the best two integer-combinations in g[k] and s[k]
For each interference function g[k] (i.e., a
[k]
int), we can get the best combination of g
[k]
and the desired codeword s[k] as in (8.52) and (8.53).
Method C
The difference between Methods B and C is that we choose the interference func-
tion g[k] (i.e., a
[k]
int)) to minimize ‖F[k]a[k]1 ‖2 instead of minimizing ‖F[k]∼ka[k]1,∼k‖2. This
guarantees that the first integer-combination in (8.47) will have the lowest effective
noise power. This can be done by finding the integer vector a
[k]
1 corresponding to the
shortest vector in the lattice with basis F[k], then dropping the kth element to get a
[k]
int
as follows
a
[k]
1 = arg min
a∈ZK
‖F[k]a‖2 (G.2)
a
[k]
int = a
[k]
1∼k. (G.3)
Finding the best two integer-combinations in g[k] and s[k] follows as in Method B.
A comparison between the performance of the three methods are shown in Table
G.1 for SNR = 25 dB. We also add the best (i.e., maximum) of all three methods to the
comparison, where the maximum is taken for each channel realization H separately.
We denote the method previously discussed in Section 8.3 by method A. As we can
see from Table G.1, none of the methods are consistently better (as the maximum is
strictly higher than any one of them). It is worth noting that the rate per user for the
4-user case is higher than the rate per user for the 3-user case for SNR higher than
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15 dB. This implies that time sharing between orthogonal groups of 3 users should
be done in moderate and high SNR regimes.
Method A Method B Method C Best
3 users 9.8316 9.757 (-0.758%) 9.6541(-1.805%) 10.0808(+2.53%)
4 users 8.9254 8.5276(-4.45%) 8.1259(-8.95%) 9.3343(+4.58%)
Table G.1: The sum rate (in bits/Sec/Hz) for different methods at 25
dB
G.1 Generalized Aligned LLL Algorithm
In Algorithm 7 we propose a generalized aligned LLL algorithm for M [k] combinations.
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Algorithm 7 Generalized Aligned LLL for M [k] integer-combinations.
1. Step 1: Using the LLL algorithm, find the shortest M [k]−1 vectors in the lattice
generated by F[k]
Method B: a
[k]
int,i = arg mina∈ZK−1 ‖F[k]∼ka‖2
Method C:
i) a
[k]
i = arg min
a∈ZK
‖F[k]a‖2, i = 1, . . . ,M [k] − 1
ii) a
[k]
int,i = a
[k]
i,∼k, i = 1, . . . ,M
[k] − 1
2. Step 2: Using the LLL algorithm, find the M [k] shortest vectors in the lattice
generated by F
[k]
red = [f
[k]
k F
[k]
∼kA¯
[k]]
b
[k]
i = arg min
b∈ZM [k] :rank([b[k]1 ,...,b[k]i−1,b])=i
‖F[k]redb‖2, i = 1, . . . ,M [k]
where A¯[k] = [a
[k]
int,1, . . . , a
[k]
int,M [k]−1]
3. Step 3: Calculate the integer matrix A[k] using
A˜[k] =

b
[k]
1,1
M [k]−1∑
j=1
b
[k]
1,j+1aint,j,1 . . .
M [k]−1∑
j=1
b
[k]
1,j+1aint,j,K−1
...
... . . .
...
b
[k]
M [k],1
M [k]−1∑
j=1
b
[k]
M [k],j+1
aint,j,1 . . .
M [k]−1∑
j=1
b
[k]
M [k],j+1
aint,j,K−1

A[k] = L[k](A˜[k])
where L[k] is a permutation matrix which put column 1 in between columns k
and k + 1 of A˜[k]
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