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Abstract
The objective of this dissertation is to study the phenomenon of ultra-fast diffusion
of Ni in hexagonal closed-packed Zr using atomistic simulating techniques. Our ma-
jor concern is the lack of understanding on the impurity size effects and its relation
to interstitial diffusion mechanisms in this lattice. We present an atomistic model
based on an empirical many-body potential, with interatomic interactions written in
the framework of the second moment approximation of the tight binding description
for transition metals. The parameters of the potential to describe the impurity-host
interactions are taken from fits of the potential form to the properties of Ni, Zr, and
the alloy NiZr 2. Based on static calculations of equilibrium energy and volume of two
other phases of the Ni-Zr diagrams, we find the cross interaction as fitted for the alloy
to be suitable for a description of a Ni impurity in the Zr lattice. The model accounts
for the exceptionally high values for the diffusion coefficient of small impurities in this
material.
Our results show that fast diffusion is due to a simple interstitial mechanism where
the impurity jumps between adjacent octahedral sites with diffusion coefficients values
calculated using Molecular Dynamics techniques between 10-6 - 10- 5 cm 2/s in the
temperature range of 900-1200 K, in excellent agreement with experimental values.
Contrary to the long standing belief that fast diffusion was due to small ion-core
overlap at the saddle point configurations, we demonstrate that, though small impurity
sizes are needed for stabilizing the octahedral interstitial site, it is not the determining
factor to allow for low saddle point configuration energies. Rather, fast diffusion is a
direct consequence of apparent low frequency resonant modes in the local vibrational
spectra of impurity and its Zr neighbors. These modes are characterized by collective
participation of all atoms in the lattice. High frequency local modes are also present
in the spectra, but they do not participate in the diffusion mechanism. These are
decoupled from the lattice and only the impurity and its first neighbors are involved in
the vibration. The local phonon spectra were calculated using the Recursion Method to

obtain the appropriate dynamical response functions to external perturbations (Green
functions). Resonances appear at 1.2 THz and 1.4 THz. The former is a two-fold
degenerate mode which transforms according to the E, irreducible representation of
the point group of the defect D3d, and has the appropriate symmetry required to drive
diffusion perpendicular to the c-axis of the hcp lattice. The former is non-degenerate,
transforms according to Al,, and its symmetry assists the diffusion process parallel
to the c-axis. Fast diffusion in the model is predicted from static calculations of the
diffusion coefficients within the harmonic approximation. We show that the resonances
being at low frequencies decreases the activation energy for the diffusion process to
values equal to .60 eV and .81 eV for diffusion parallel and perpendicular to the c-axis,
respectively. Therefore, the combination of appropriate symmetries and low frequency
character is the important ingredient in the model to allow for fast impurity diffusion
to occur.
The predicted dynamic behavior of the impurity is confirmed with extensive Mo-
lecular Dynamic trajectories calculated up to 14 ns. Fast diffusion is observed with
migration energies equal to .54 eV and .71 eV in excellent agreement with experiments
and with the static harmonic approximation results. Our model also reproduces the
experimental values for the anisotropy ratio Dll/D± falling in the range of 3-5 for tem-
peratures between 900 K and 1200 K. Temperature dependent anisotropy is inherited
in the mechanism not only because the jump distances for impurity motion parallel
and perpendicular to the c-axis are different, but also because diffusion in different
directions are driven by different resonances.
That diffusion occurs mostly by an octahedral-to-octahedral mechanism is verified
with an statistics analysis of the residence time of the impurity in the interstitial site,
which agree well with predicted Poisson distribution from the random walk theory.
Random diffusion is shown not to be in contradiction with the strong correlations
introduced by the resonances. This is demonstrated with the calculation of the velocity
auto-correlation functions for the impurity during its trajectory in the lattice, from
which we observe relaxation times associated with the correlations much smaller than
the mean residence times obtained from the statistics. This implies that, for most
of diffusion events, the impurity looses the memory from the previous jumps before
it performs the next. For the few apparent jumps with residence time less than the
relaxation time, the impurity is found to perform a forward double jump, in which
the impurity basically skips one site. These do not contribute significantly to the fast
diffusion process. Our results establish a different way to look into the problem of
interstitial impurity diffusion in the hcp lattice, so far only discussed in terms of size
effects, and set new directions for experiments in the field.
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Chapter 1
Introduction
Solid State Diffusion is among the oldest and most studied topics in Materials Science.
It is central to basically all kinetic phenomena involving materials transformations,
therefore playing key roles in very many technological processes. The understand-
ing of diffusion phenomena is now ample, with well formulated theories found in
many textbooks, and simple applications of them are often sufficient to describe a
wide range of interesting and important kinetic processes involving mass transport in
solids. Research in diffusion is nevertheless an active field, the classical theories being
insufficient to explain many aspects of particular diffusion processes. Several issues
remain unclear and some questions still unanswered.
This thesis revisits the long standing problem of fast impurity diffusion (FID) in
hexagonal close packed metals [1-5]. The phenomenon has also been addressed as
"ultra fast diffusion" and even "anomalously fast diffusion", due to the unexpectedly
large values measured for diffusion coefficients at relatively low temperatures. A good
amount of data has established this phenomenon for the group IVA transition metals
Ti, Zr, and Hf, all of which crystallize in the hcp phase at low temperatures. FID is
also found to take place in a number of other crystals [3], with the first experiments
dating back to 1896 with the work of Roberts-Austen [6] of Au diffusion in Pb, which
is, perhaps, the best know case of FID. Today, textbooks on diffusion [8, 9] still claim
that the mechanism of fast diffusion is not known.
When compared to phenomena like vacancy diffusion in bcc and fcc structure,
diffusion in hcp metals is still poorly understood, and research in this field is justified
by the ever growing technological applications of these metals. Like Silicon in the
electronic industry, Ti and Zr have had entire conferences dedicated to their prop-
erties, and they now have well established places in the materials' industry aiming
applications in, for instance, nuclear reactors, aeronautics, and bio-implants [7]. Their
processing involves one way or another alloying kinetics which is directly affected by
FID. As an example, FID is key to the meta-stabilization process of easily formed
amorphous phases via interdiffusion at relatively low temperatures [10].
The study of diffusion in group VIA metals has an extra degree of complexity
not present for most of other systems: these metals undergo a phase transformation,
stabilizing a bcc structure at high temperature. This renders the measurements of
intrinsic self-diffusion coefficients for the hcp phase very difficult since they need to
be made at low temperatures, and cannot be extrapolated from high temperature
data. The concentration of vacancies being very small, very long annealing times (up
to a month) are necessary and the short penetration depths of tracers is often a big
issue for experimentalists. Also, impurity precipitation becomes important and may
affect mass transport when their concentration is comparable to that of vacancies.
The analysis of diffusion data often shows anomalies in the log D versus 1/T curve,
which appear for both the hcp and bcc phases [11, 12]. Here, FID also has its share
of importance, as it has been correlated to the pronounced curvature present in the
Arrhenius curve for self-diffusion in hcp Zr [13].
A good part of this work describes the application of computer simulation tech-
niques to study the problem of fast diffusion. Increasing computational power has
driven an enormous research effort in the field of numerical physico-chemistry, and
we are now able to develop accurate atomistic models to study dynamics in solid sys-
tems. The large complexity of these models has made atomistic simulation a field on
its own, complementary to experiments and theory. However, contrary to what one
may think, it does not substitute either of them. Rather, it works as a means of direct
access to microscopic information which can eventually serve as input for theories or
for interpretation of experimental results. It is with this assumption that we present
this work.
In few words, Molecular Dynamics (MD) is a numerical simulation [14] technique
which consists of efficient algorithms for integrating Newton's equation of motion of
an assembly of interacting particles. As a result, one obtains realistic time evolution
of their position and momenta. Given appropriate constraints to these equations and
appropriate boundary conditions to the system, simulations can be performed at either
constant energy or temperature, and constant volume or pressure. Time averages of
physical constants then allow for the estimation of thermodynamic properties at a vari-
ety of statistical ensemble conditions. The success of MD in probing the microscopic
world relies on the development of realistic interatomic potentials, in the sense that the
fundamental and complex expressions for interatomic interactions can be substituted
by much simpler analytical forms, therefore permitting fast computation of energies
and forces.
The characteristic time and length scales of the problem being addressed determine
the possibility of implementing an MD simulation model [15]. These scales are key
factors and cannot be overlooked. A typical MD simulation involves from a few
hundred to a few thousand atoms, corresponding to a system size of L, = 10 - 100
A. Only processes occurring within a length scale A such that 1A < A < L, can be
considered. Time scales are determined by the time step in the integration process.
The maximum vibrational frequency in a solid is on the order of 10 Thz and therefore,
an accurate model will have an integration step St < 10-13s. Typical values used are
St P 10-' 5 s. Good phase space sampling is attained by running 105 to 10' integration
steps, which amounts to a total simulation time of .1 to 10 ns. As far as solid state
diffusion is concerned, the length scale is determined by the distance between lattice
sites, which is appropriate for MD. However, for an accurate calculation of the diffusion
coefficient, enough jumps should occur within the total time of the run. This imposes
a lower bound on the magnitude of D z (R 2(t))/2dt. Assuming we need a mean
diffusing distance of (R 2 (t)) - 10 A, a total time of simulation t = 10 ns, in a three
dimensional lattice (d = 3), we obtain a value D > 10-7 cm 2/s, for which accurate
MD calculations can be performed.
The length and time scales in FID processes are perfect candidates for an MD
model, with diffusion coefficients in the appropriate range at temperatures much smal-
ler than the melting temperature of the host. Our choice to study Zr with Ni as an
impurity is based on three important considerations. First, given its importance from
a technological point of view, Zr has been modeled by a number of authors [66, 67,
69, 70]. Second, the Ni-Zr system has received wide attention due to its easily formed
amorphous phases [10], and in particular, irradiation induced amorphization in Ni-Zr
compounds has been successfully studied with MD [58, 70]. Expressions for all in-
teratomic interactions are then readily available in the literature. Third, Ni is a fast
diffuser in hcp Zr with the lowest measured migration energy [2]. The assembly of all
these reasons described above make FID an appealing problem for a "simulator".
Our goal with this work is to identify the main causes which lead an Ni atom to
move in the Zr lattice with diffusion coefficients which are many orders of magnitude
greater than that of the host self-diffusion. With the implementation of an atomistic
model, we intend to clarify longstanding questions related to the problem of FID which
seem to be lingering in the literature. In particular, we will be focusing on the prob-
lem of size effect correlations with fast diffusion mechanisms [2]. The experimental
limitations are without any doubt the biggest stumbling block today to the develop-
ment of the field. Our approach with an atomistic model is new to the study of all
open problems concerning impurity diffusion and its effects in Zr. We feel that new
approaches are in high demand.
This thesis work is divided as follows. In Chapter 2 we overview the classical
theory of diffusion with emphasis on the random walk description of atomic motion
in a crystal lattice. We arrive at an expression for the diffusion coefficient and in-
terpret its parameters within the framework of FID. Experimental data on hcp Zr is
then discussed leading to the definition of the problem to be addressed. Chapter 3
is a description of the atomistic models for interatomic interaction. We explain the
physics underlying the potential form to be used in our calculations and comment
on its applicability to model transition metals. Most importantly, we state our ba-
sic assumption concerning the transferability of the impurity-host interaction to be
used. In Chapter 4 we assemble the results of our calculations are zero temperature.
The structure of the defect responsible for FID in hcp Zr is studied, and it is shown
that much information about impurity diffusion can be obtained by considering the
symmetry of the system and its influence on the local vibrational properties of the
impurity and its neighbors. We arrive at a simple description of the reasons under-
lying FID process in the hcp lattices. Our simulation results at finite temperatures
are reported in Chapter 5. We calculate the diffusion coefficient and show that the
mechanism proposed in Chapter 4 is observed in the dynamics. The predictions of
the random walk theory are then tested with the objective of determining possible
correlations between diffusion events, and their possible influence on fast diffusion.
Finally, in Chapter 6 we review the important contributions of this work to the field
of diffusion in hcp lattices.
Chapter 2
Fast Impurity Diffusion
2.1 The Diffusion Coefficient and Mechanisms
Mass transport is governed by a phenomenological parameter called the diffusion
coefficient D. It appears as a constant of proportionality relating the net flux of
matter J to a concentration gradient in the so called Fick's first law [16]:
J = -DVc(r, t) (2.1)
where D is a diagonal tensor with entries equal to the diffusion coefficients in each
of the directions of a three dimensional space. Eq. 2.1 serves as a definition for D
and expresses the tendency to eliminate inhomogeneities in the field c(r,t). When
combined with the continuity equation
ac/at = -VJ (2.2)
we arrive at Fick's second law:
ac/at = V(DVc(r, t)) (2.3)
Eq. 2.3 is the most "useful" expression in trying to characterize diffusion kinetics.
It assumes an even simpler form when D is independent of concentration (and therefore
independent of r)
ac/at = Dia 2c/ax? (2.4)
i=1,3
for which solutions can be analytically obtained given appropriate boundary condi-
tions. These phenomenological equations teach us a great deal of the evolution of
the concentration field in time, and since c(r, t) is a measurable quantity, Eq. 2.4 is
essential in any study of diffusion. However, they do not provide D with any inform-
ation on how the particles make their way in space. For the problem we are trying
to address in this thesis, it is of primary importance to understand the microscopic
physics behind the phenomenology described by the diffusion coefficient.
The first step in a microscopic theory for D is to realize that even though Fick's
first law defines the coefficient in terms of a non-equilibrium equation, the diffusion
process is fundamentally a result of random movement of particles, and takes place
even under equilibrium conditions [9]. Eq. 2.1 does not state that long range atomic
motion only occurs in the presence of a concentration gradient. Rather, it implies
that, as long as gradients persist, random particle movement will cause a net mass
flow. Within this context, we can assign a probability P,(r' - r) that an atom at r at
t = 0 will be at r' at t = r such that
P,(r' - r) = 1 P'(xI - xs) (2.5)
i=1,3
roo] P(xz - xi)dxi = 1 (2.6)
and if the probability only depends on the magnitude of the distance, the mean dis-
placement of an atom (xi) in all directions is zero
(xi) = (xi - xi)P.(x - xi)dxi = 0 (2.7)
-OO
The concentration field can then be expressed as
c(r', 7) = J c(r, 0)P,(r' - r)dr (2.8)
which becomes, in the limit of small 7
c(r', 0) + 7 ac/Odt + ...
= (cr', 0) + Z(x - xi) ac/axi
+ (1/2) (xJ - x,)(x' - xj) 'lc/9xi9xj +...P,(r - r)dr (2.9)
Using Eqs. 2.5-2.7 the first order and cross terms in Eq. 2.9 are zero and we arrive
at the expression for the local change in the concentration field
ac/at = E ((x?)/27) a2c/a2x (2.10)
i=1,3
Comparing Eqs. 2.10 and 2.4 we have
Di = (x?)/27 (2.11)
which is Einstein's equation for diffusion in one direction. For the case to be studied
here, the environment in which the particles diffuse is anisotropic. The mean square
displacement in the direction parallel to the hcp c-axis, say (z2 ) = (r'), will differ from
the other two in the xy plane for which the diffusion is isotropic, (x2 ) + (y2 ) = (r').
The process is then characterized by two diffusion coefficients
D11 = (r)/2r D.I = (rI)/4r (2.12)
Eq. 2.12 will be used in the calculations of the diffusion coefficients from Mo-
lecular Dynamics trajectories. The microscopic quantities (x?) depend on the specific
mechanism by which the particles move in the material. In a crystalline lattice, where
all atoms spend most of their time vibrating around specific sites, diffusion generally
occurs by individual atomic jumps which, due to the periodicity of the lattice, can only
be of certain types. For a large number of jumps N, the mean square displacement in
the direction x can then be written as
N 2
(x2) =(( Axk)
k=1
N N-1 N
= (AXk) 2 + 2 E (AxkAxi) (2.13)
k=1 k=1 l=k+l
where AXk is the displacement along the x direction of an atom in the kth jump. When
n types of jumps with non-zero Ax are possible, we define a mean jump frequency
a, = Nc,/7 for the type a jump. Using Eqs. 2.11 and 2.13 we obtain for the diffusion
coefficient in the direction x
D = -E " ,adfx (2.14)
where dax is the characteristic distance in the x direction of the ca jump. The numerical
constant fcx is a correlation factor which comes from the second term in Eq. 2.13
and, in the case of dilute concentration of defects responsible for diffusion, it only
depends on the geometry of the crystal lattice. For a diffusion mechanism governed
by uncorrelated consecutive jumps, as it will be the case of this work, fax = 1.
Eq. 2.14 is an important expression because it separates the geometrical paramet-
ers from the physics contained in the jump frequencies r,. All microscopic diffusion
theories must then concentrate in characterizing what determines the rate with which
individual atoms move from one site in the lattice to another. A basic assumption
always made is that all possible jumps will occur between adjacent lattice sites which
are labeled by a. Within this picture, a vibrating atom will have a probability per unit
time w, to hop to the specific neighbor position a given that this position is vacant.
The jump frequency is therefore given by the product of two probabilities
F'a = Pvwa (2.15)
Figure 2-1: Schematics of vacancy diffusion (a) and interstitial diffusion (b). The
arrows show the impurity movement at the jump time and correlated neighbor's dis-
placements.
where P, is the probability that a neighbor site is vacant which is in most cases inde-
pendent of a. For the vacancy mechanism, P, is equal to the equilibrium concentration
of vacancies, or unoccupied crystal sites in the lattice. Fig. 2-1(a) is an schematic
representation of a jump occurring by this mechanism, where an atom in a lattice site
jumps to the neighboring unoccupied one. P, is a strong function of temperature and
can be calculated using equilibrium statistical thermodynamics
Pv = exp(-G 1 /kT) (2.16)
where G1 = Hf - TS1 is the free energy of formation of a vacancy which, to a
good approximation, is taken to be temperature independent. While the entropy
term (sum of vibration and configuration parts) is of the order of 1kb, the breaking
of bonds needed to remove an atom from a lattice site brings the enthalpy term to
Hf 1  Ef z 2eV. Using these numbers, Eq. 2.16 gives a value of P ^ac 10-10 at
T = 1000K for a vacancy mechanism. In fact, H1 scales with the melting temperature
of the system, and can be abnormally low in some cases [8].
Fig. 2-1(b) schematically shows the jump of an atom by the interstitial mechanism,
in which hopping occurs without permanently displacing any of the matrix atoms from
their equilibrium positions. Since interstitial atoms strongly disturb the local structure
of the matrix, they are only present in very small concentrations. Therefore, the great
majority of them will have their neighboring interstitial sites vacant for diffusion to
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Figure 2-2: Internal energy of the system plotted as a function of the reaction coordin-
ate during the jump process of an interstitial atom.
occur, and pint = 1. The enormous difference in the P, values between a vacancy
and an interstitial mechanism make, in general, the diffusion coefficient of the latter
orders of magnitude larger, principally at low temperatures. But this depends on the
relative magnitude of the frequencies w,
An important aspect that is common to the both mechanisms depicted in Fig.
2-1 is that, as the atom hops from one stable site to another, its nearest neighbors
move away from their equilibrium positions. The energy of the system then increases
from its equilibrium value until it reaches a maximum when the diffusion atom is
midway to its new site, and the amount of local distortion in the lattice is greatest.
The schematics of Fig. 2-2 plots the energy of the system during a hypothetical jump
process as a function of the assembly of positions and momenta of all atoms which is
called the reaction coordinate. At the maximum of energy, the system is said to be at
the saddle point. Within the framework of classical rate theory [8, 9], a jump will then
be possible when equilibrium fluctuations in the energy are large enough to produce
c-
the saddle point configuration, and the jump frequency r, is written as
FP = v*exp(-(Hf + Hmig)/kT) (2.17)
where Hmig, E* - Eeq (Fig. 2-2) is the migration energy for the jump. The parameter
v* is called the attempt frequency and contains the entropy terms associated with
defect formation and the activation process. Though Hmi is a quantity with precise
physical meaning, a good interpretation for the pre-exponential V* factor is rather
hard to find in the literature. We will reconsider this problem further in Chapter 4.
Finally, Eqs. 2.14 and 2.17 allow us to write a general expression for the diffusion
coefficient in the Arrhenius form for thermally activated processes
D = Doexp(-Hd/kT) (2.18)
for which a plot of log D versus 1/kT is a straight line. Eq. 2.18 is well verified
experimentally.
An important remark should be made at this point about the diffusion picture
given by the mechanisms described above. The theory of random walk centers all
attention on the diffusing particle, and provides us with a way to calculate an indi-
vidual quantity, (92), which is directly related to the diffusion coefficient. However,
contrary to what one may be inclined to believe, diffusion in a lattice where all atoms
interact is not an individual process per se. In Fig. 2-1 we schematically represent the
displacements of the first neighbors during the jump process. Their movement away
from the hopping atom should be looked at as simultaneous cooperative motion which,
in fact, involves the whole lattice, rather than a consequence of forced distortions
caused by the diffusing particle. Hopping will occur when all atoms have the "good"
displacements at the same time. As we will see later in this thesis, this is very much
influenced by the symmetry introduced by the defect responsible for diffusion and by
the local bonding between atoms directly affected. The theory of random walk is not
inconsistent with this interpretation, but it incorporates all the physics into one single
constant, the jump frequency r,.
It is widely accepted that self-diffusion in pure metals occurs by the vacancy mech-
anism [8, 9]. Self-interstitials are very costly to the system and they can only be
produced in significant amounts under non-equilibrium condition such as particle ir-
radiation [17]. When this occurs, their position in the matrix is one of low symmetry,
forming the dumbbell or crowdian defect structures [17]. Diffusion in this case is not
a purely interstitial one. For fcc metals, for instance, the dumbbell structure is known
to dominate, in which two atoms divide one single matrix site [8]. It is then supposed
that a vacancy participate in the diffusion process and the mechanism is often referred
as intesticialcy. Other mechanisms such as double jumps, divacancies, exchange, and
ring have also discussed in the literature, but they are only thought to be active at
temperatures close to the melting point [8].
As for dilute solute diffusion, the bulk of experimental results show that most of
impurities diffuse "normally" in the lattice. By normal diffusion, one means that the
impurity coefficient Di,, does not differ from that of the self-diffusion of the host,
Dself, by more than one or two orders of magnitude, a direct consequence of the very
small difference between their values for Hd (Eq. 2.18). Our present understanding
is therefore that these impurities also diffuse by a vacancy mechanism. However,
one finds that, for some host metals, a number of metallic atoms, mainly transition
metals, have values for Dimp which can be up to eight orders of magnitude larger than
Dself [3]. These atoms are called fast, and in some cases, ultra-fast diffusers. As
one concludes that normal impurity diffusion is vacancy driven due to similar Dim,,
and Dstf values, the unexpected high values measured for fast diffusers supports a
different mechanism, with Hd's being as low as one fourth of the value for normal
diffusion. From the discussion above concerning the factor P, entering Eq. 2.15,
it is then not surprising that basically all interpretations of data on fast impurity
diffusion invoke the interstitial mechanism. In what follows, we present an analysis of
the arguments supporting this conclusion together with experimental data in hcp Zr.
2.2 Fast Impurity Diffusion in Zr
Until the first experiments showing this phenomenon in hcp Zr in 1968 [18], work in
FID had been basically all done in Pb [19-22]. The similarities on the data served
as good indication that what seemed to be a rather rare impurity diffusion behavior
could also be taking place in Zr. Today it is established that FID can occur in a
number of metal systems which can be grouped under the label of "open metals" [3].
Fig. 2-3 is a representation of the impurity "diffusion map" in hcp Zr. A rather clear
separation of solutes into three different regions is observed, with normal impurity
diffusion falling into the substitutional region of the plot. Our attention will be mainly
on the ultra fast diffusers Ni [29, 30], Fe [31], Co [32].
If we are to interpret that FID occurs by an interstitial mechanism, some degree
of interstitial dissolution is expected. As it has been experimentally verified, fast
diffusing species have very limited solid solubility in hcp phase Zr [1, 2], which amounts
to no more than 1 at% for Fe and Ni. This fact led Tendler et al. [4] to correlate limited
solubility with the relatively small size of these impurities using the classical Hume-
Rothery size-effect criterion for restricted solubility [23], which precludes extended
substitutional dissolution for Ri,,p/Rhost < .85, where Rimp and Rhot are the metallic
radius for 12-fold coordination of impurity and host, respectively, in their pure phase.
This rather arbitrary rule would indicate the possibility of interstitial dissolution for
small solutes. Fig. 2-4 is a plot of ln(Dimp/Dsei•) versus Rimp at T=1133K clearly
showing a separation of fast and ultra-fast diffusers from the normal substitutional
ones. More support to the effect of impurity size in hcp Zr came from the verification
[2, 28] that the activation energies Hd's followed an exponential law when plotted
against Ri,p
Hd = H - exp(F - GRimp) (2.19)
with H,F, and G constants. Fig. 2-5 plots the experimental values for Hd, verifying Eq.
2.19 to an excellent approximation and correlating the steep decrease of the activation
energy with the small radii of Ni, Fe, and Co.
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Figure 2-3: Diffusion map for hcp Zr (After Ref. [2]). Impurities can be well classified
into three groups. Ultra-fast diffusers: Fe, Co, and Ni; fast diffusers: Cu and Cr; nor-
mal diffusers fall into the substitutional (SUB) group. RE and Vac stand, respectively,
for Rare-earth and Vacancy.
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Figure 2-4: Relative impurity diffusion coefficients (p = Di,,p/D,elf) at T=l133K
versus impurity radius for 12-fold coordination (After Ref. [4]). Open circles, sub-
stituional diffusers; full circles, interstitial diffusers.
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Figure 2-5: Activation energies Hd versus impurity elemental radius. The data fit well
an exponential form (Eq. 2.19), assigning very low values for the small impurities Ni,
Co, and Fe. (After Ref. [2]).
That small impurity size correlates well with FID has been known for many systems
[24], the open nature of all of them supporting the claim small atoms dissolve as
interstitials. By an open structure we mean a small ionic radius ri,, compared to the
lattice parameter a. For hcp Zr, rio,, = .79A and a = 3.23A, which translates into
enough interstitial space to host a small atom with relatively small lattice distortion.
We exclude from our analysis the case of all metalloids (H, O, N, and C) which are
widely known for their interstitial character and extended solubility [2], concentrating
our attention on metallic impurities. Fig. 2-6 shows possible interstitials sites in the
hcp lattice which are usually considered in the study of Zr [25-27]. Due to volume and
symmetry considerations, the octahedral and tetrahedral positions are best candidates
to host a small impurity, the former being larger.
Though impurity size arguments seems to prevail in all discussions giving evidence
for an interstitial mechanism, a good amount of other experiments corroborates to the
existence of significant interstitial solution in a number of FID systems [24]. It is
important to point out here that diffusion enhancement due to grain boundaries or
dislocations is completely ruled out from the consistence of results from different
Figure 2-6: Possible interstitial sites in the HCP lattice. 0: octahedral; T: tetrahedral;
BO: base octahedral; BT: base tetrahedral; C: crowdian; S: split. (After Ref. [27]).
experiments, data in single crystals, and the low dislocation density of the samples
used [2]. The biggest limitation in all diffusion experiments in Zr comes from the
presence of a martensitic phase transformation occurring at T, = 1136 K (,: .5Tet,
TLet = 2125K), where the hcp structure at low temperatures (a-phase) transforms
into bcc (P/-phase) above T,. Experiments in the hcp phase must then be performed at
temperatures far from the melting point, where the concentration of intrinsic defects
are small.
Bcc Zr belongs to a group of metals with this structure presenting anomalies in
their phonon dispersion curves. This special dynamic behavior is characterized by very
low frequency modes in the [111] and [110] directions, which are preferential directions
for atomic jumps into nearest neighbor vacancies. Self-diffusion in this phase is known
to be anomalous due to the apparent upward curvature in its Arrhenius plot [34], a
signature of a strong temperature dependence of the activation energy, which has been
correlated to the temperature dependency of the soft modes' frequencies [12, 34, 35].
On the other hand, data for Fe and Co show good Arrhenius behavior [36], with values
for Dim, two orders of magnitude larger D,, 1f. Vogl [37] proposed a mechanism to
explain the relatively larger Dim,, values in which impurity diffusion is also assisted by
these soft modes. For the low temperature phase, anomalies in the phonon dispersion
curves have never been observed [39] and nevertheless the difference in D values may
reach up to eight orders of magnitude.
The difficulty concerning the low temperature range available for experiments in
hcp Zr is aggravated by the restricted solubility of fast diffusers in this phase. As
a result, anomalies in the Arrhenius curve are also observed at low temperatures.
Fig 2-7 plots the results of the famous experiments by Horvath et al. [11] on self
diffusion and by Nakajima et al. [31] on Fe diffusion in this matrix. The similar
non-linear behavior of both curves calls for attention on possible influences of fast
diffusing impurities on the vacancy mechanism responsible for self-diffusion. The
low temperature regime of the plot is generally associated with impurity precipitation
effects and large values for the activation energy Hd. Fe diffusion is then limited by the
equilibrium between dissolved atoms and precipitates, while self diffusion approaches
its intrinsicly slow character. As temperature increases and Fe goes into solution,
impurity diffusion assumes its intrinsic behavior with large Dimp values. The lowering
of Hd for self diffusion at high temperatures is interpreted in terms of strongly bound
vacancy-impurity pairs which would enhance the kinetics of vacancy migration. This
picture was first proposed by Hood [13] shortly after the results of Horvath et al.
as a parallel to the case of Pb, for which a linear enhancement of self diffusion as a
function of impurity content is believed to be driven by such a mechanism [22]. Further
experimental evidence was later obtained with careful experiments on high purity Zr
samples [33], where it was demonstrated that D,,ef is enhanced by the Fe content.
The nature of such a vacancy/impurity defect in a-Zr is still unclear, remaining a
rather speculative topic in the literature, and its importance to the mechanism of the
fast diffusing impurity has not yet been addressed.
Recently, we observe a increasing effort in obtaining microscopic information about
the nature of fast diffusion in Zr. This comes mostly from M6ssbauer spectroscopy
and quasielastic neutron scattering experiments [41-48]. These so called microscopic
techniques are able, at least in cases of simple mechanisms, to evidence both the
geometry and the dynamics of individual jump processes with the broadening and
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Figure 2-7: Self diffusion (open circles, ordinate on left-hand side) and Fe diffusion
(full circles, ordinate on right-hand side) anomalies in the hcp phase. (After Ref.
[31]).
intensity relaxation of resonance lines as a function of temperature. For the work we
present in this thesis, the importance of these experiments can be summarized as fol-
lows. First, they evidence the presence of precipitated phases [41, 42, 44] supporting
the interpretation of the data presented in Fig. 2-7 for the low temperature regime.
Second, they confirm the presence of interstitially dissolved atoms [45, 44]. Finally,
they indicate that two diffusion mechanisms are indeed at work [46-48]: a slow detect-
able one corresponding to substitutionally dissolved atoms, and a fast non-detectable
one which is assigned to interstitial diffusion. The latter dominates total mass trans-
port. The possibility of an equilibrium between substitutional and interstitial defects
constitutes the so called dissociative mechanism, for which the diffusion coefficient is
written as [2]
D = c,D, + ciDi (2.20)
where D, and Di are the respective intrinsic coefficients for substitutional and inter-
stitial diffusion, and c, and ci the respective fraction of defects. In the general case
II I I~ j I 1
0
o 0
0
I I I I __ __
where Di >> D,, Eq. 2.20 becomes
D c ciDi (2.21)
The assembly of all experimental evidence leads to the following conclusions: 1)
fast diffusers in hcp Zr are species with relatively small ionic radius; 2) these species
are partially dissolved in interstitial sites; 3) fast diffusion is due to some sort of inter-
stitial mechanism. Though the correlation between small impurity size and interstitial
dissolution (conclusions 1 and 2 above) can be reasonably well understood in terms of
phenomenological arguments, they do not necessarily imply fast diffusion (conclusion
3) [3]. A well known case is that of oxygen in Si [49], which diffuses interstitially
with activation energy equal to 2.43 eV. Another example is that of Na in Pb [50]
for which normal diffusion is observed. In other words, interstitial diffusion does not
always mean fast diffusion. Nevertheless, this seems to be the case for the systems
to be considered in this thesis. For self-diffusion in hcp Zr, the accepted value for
Hd = 3.31eV [2] and that of vacancy formation energy, 1.35 eV [66], give 1.96 eV for
the migration energy. We compare this value with .70 eV [29] for Ni diffusion in this
matrix, almost three times smaller.
The central question to be addressed in this work relates to the fundamental reas-
ons leading to the extremely low values of the migration energy for the small impurities
in hcp Zr, an issue that is much less discussed in the literature. Few qualitative ex-
planations [2, 40] have been given in terms of small ion-core overlap between diffuser
and host atoms at saddle point configurations. If this implies small lattice distortions
during the jump, one could associate low energy barriers with the process. Our inten-
tion with this work is to clarify this picture, with a detailed analysis of the dynamical
properties of the defect we believe to be responsible for fast diffusion.
Chapter 3
Atomistic Model For Interatomic
Interactions
Central to a simulation model is a good description of the the total Hamiltonian
and interatomic forces with the least possible number of parameters. A precise, first
principles consideration, including for instance electron-electron interactions, is still
computationally not feasible for large scale Molecular Dynamics (MD). Rather, one
seeks simple analytical expressions by "integrating out" a large number of degrees
of freedom into effective constants whose values are set according to the system to
be described. These expressions are generally called phenomenological potentials for
they represent the potential energy part of the total Hamiltonian.
3.1 Tight-Binding Approximation for d-band Metals
Besides computational speed, the availability of accurate potentials is key to the use-
fulness of Molecular Dynamics (MD) as a simulation technique. An excellent review
on the topic was written by Carlsson [51]. Up to the early 1980's, simulations were
mainly performed using pair potentials in which the total energy is written as a sum
of pair interactions, the best known of them being those of Lennard-Jones type. In-
herited in such a model of a solid is the fact that the cohesive energy of an atom scales
linearly with its coordination number of Z, and therefore the change in the total energy
(W
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Figure 3-1: Schematics of the electronic density of states in a d-band transition metal.
In the second moment approximation scheme, the narrow d-band in (a) is approxim-
ated by a rectangle of width W in (b).
per bond is constant. As it has been experimentally observed, this is not the case in
transition metals [51], where the cohesive energy can be much better written as
E, c, v2 (3.1)
As a consequence of its inability to describe Eq. 3.1, pair potentials fail to reproduce
three important physical properties of transition metals: 1 - it overestimates vacancy
formation energies [52]; 2 - it necessarily satisfies the Cauchy relation for elastic con-
stants, C12 = C14 [53], often violated in for these materials; 3 - it gives outward
relaxations of the first plane of atoms at a surface (inward relaxations are experiment-
ally verified) [54]. These reasons led to development of potentials that could reproduce
the physics contained in Eq. 3.1. Today, two equivalent [51] descriptions are widely
used for simulating transition metals: the Embedded Atom Method, often referred as
EAM, developed by Daw and Baskes [55], and the Second Moment Approximation of
Tight-Binding, an approach pioneered by Friedel [56] and Ducastelle [53]. The latter
is used in this thesis to model the system Ni-Zr.
Fig. 3-1(a) is a typical plot of the electronic density of states for a transition metal.
While the broad sp-band consists of extended states, the narrow d-band indicates a
large degree of localization, an ideal situation for a tight-binding formulation. The
chemical trends of transition metals have the interesting property that the cohesive
energy E, is to a good approximation a parabolic function of the filling of d-band
Nd (5 d-states, 0 < Nd < 10) [53]. This can be easily seen by approximating the
exact density of states by a rectangular one with width W and height 5/W, as in Fig.
3-1(b), which gives for the band structure energy
Eb,= 2 1n(E) E dE = Nd(10 - Nd) (3.2)Jo 20
with Nd given by
Nd = 2 n(E) dE (3.3)
Eq. 3.2 has the observed parabolic dependence on Nd. The width W can be further
associated with the second moment of the density of states
0E 5W 2  (34)
2 = n(E) E 2 dE = 1(34)
which is an approximation for the exact value obtained with the tight-binding theory
for the atom i
/12i = Z I (i a H 3, ) 12 (3.5)
a 3•
where a and 3 label the 5 d-orbitals and j are neighbors of i. If we now assume that
the matrix elements in Eq. 3.5 scale with interatomic distance rij as exp(-2qri,),
using Eqs. 3.4 we find
W 2 = 12 E/302 exp(-2qrij) (3.6)
where #0 is an average strength of the d - d interaction. Since the energy in Eq. 3.2
is proportional to the width W, the final expression for the energy of one atom may
be written as
Ej = A exp(-prij) - 2exp(-2qrij) (3.7)
where the first term is added to the band structure energy to account for nuclear
repulsion. The parameters A, p, ý, q are material dependent and are fit accordingly.
Expression 3.7 has the necessary square root dependence (Eq. 3.1) and can be gen-
eralized for an alloy with more than one type of atom. The final expression for the
total potential energy Et = Ej Ei is
N, Np [
Et = 1E E A e exp -pa -i
a i=l jZ=l
S (3.8)
where a and / label the atom types, Na and Np are the total number of atoms, and
ref =1 rna - ri .1  The parameters A,,p, ap, pp,3, and qa are fit at T=0K to the
thermodynamic properties of the pure phases for a = /3, and to alloy properties for
a /30. Interactions are calculated up to a radius rct and the constant daa is a
normalization factor equal to the nearest neighbor distance of the phase being fit.
"Square root potentials" were first proposed by Finnis and Sinclair [57] and later by
Rosato et al. [52] with the difference that the former used a polynomial form for
the overlap integrals in Eq. 3.5 while the later made the exponential approximation
used here. This treatment has been successful in describing static and thermodynamic
properties of fcc metals, but it has been relatively less explored for other pure phases
and alloys. The basic important feature of these potentials is the introduction of
a many-body term with the square root dependence on the number of neighbors.
This is particularly important in the calculation of forces for which the derivatives
of expression 3.8 extends the the interaction beyond the neighbors defined by rout.
In terms of computation time, this means that many-body potentials are more costly
than simple pair potentials. When compared to the EAM description, the tight-
binding scheme has the advantage of being expressed by a simple analytical form,
from which expressions for forces can be obtained with appropriate derivatives. In
the EAM method, the attractive part of the energy is obtained from the so called
embedding function [55], which requires an additional fitting procedure not necessary
in the tight-binding scheme. The resulting energy curve is not analytic, and the
forces are obtained numerically. However, as pointed out by Carlsson [51], the two
descriptions are equivalent, even in what concerns computation time, and both have
been successfully used to describe a number of properties of a number of solid systems.
3.2 Parameters
To model our system to study FID, impurity-Zr interactions need to be considered in
addition to the ones for impurity-impurity and Zr-Zr. Interest in Solid State Amorph-
ization processes led some authors to model the Ni-Zr system according to the tight
binding scheme described above [58], defining a cross interaction suitable for our cal-
culations. Ni has the advantage of having the lowest activation energy for diffusion, a
key factor in determining the extent to which Molecular Dynamics trajectories need
to be generated for a statistically good number of jumps to be sampled. For these
reasons we chose Ni as the impurity to be considered in the next two chapters, and
studied the applicability of the second moment approximation to this material.
3.2.1 Ni-Ni
The potential form in Eq. 3.8 is known to describe well the properties of fcc transition
metals [51]. A number of fits have been performed for various systems, some of which
may be found in references [52] and [63]. Here we describe our fit for the parameters
for the Ni-Ni interaction, used further in this Chapter to test the transferability of
the cross interaction between Ni and Zr to be used in Chapters 4 and 5. The two
parameters fixed in the fit are the cut-off radius rut and the nearest neighbor distance
dNiNi. For computational convenience, we arbitrarily chose r,,t = 6.8 A(7 neighbor
shells) to be equal to the one for the Zr-Zr interactions described below, for which much
more care in the choice of this parameter is necessary. A value for dNiNi was obtained
from an extrapolation of the experimental data to T=0 K (Fig. 3-4). The other
parameters were fit to simultaneously adjust the experimental value of the cohesive
energy and the elastic constants. The later can be calculated analytically from Eq.
3.8
1 a 2 ET
Cklmn = (3.9)
m o 8kl9E,,,
where Q0 is the atomic volume. The fit is performed with the requirement that the
viral pressure be zero at T=0 K
P= riF = 0 (3.10)
with the forces Ff given by
8ETFic E - T (3.11)
The results of our fit are summarized in Table 3.1, demonstrating an overall agree-
ment between experimental and calculated values for the elastic constants, for which
a difference up to 30% is usually acceptable. The vacancy formation energy Ev, not
included in the fit, is calculated by subtracting the cohesive energy of the ideal crystal
from the energy per atom Ed of a relaxed system of N particles with the defect
EV = N(Ed - Ec) (3.12)
Ev is an important test quantity for the potential. Our rather good value is in accord-
ance with the property of the second moment approximation of rendering values close
to the experimental data. The technique used to relax the lattice around the vacancy
(quenched MD) will be described in some detail in Chapter 4. Excellent agreement
is also obtained for the phonon dispersion curves in the principal cubic directions,
Table 3.1: Parameters for Ni-Ni interactions fit to the properties of the fcc structure
at T=0 K. The cohesive energy Ec, the vacancy formation energy, and the parameters
A and C are expressed in eV/atom; elastic constants in units of 1012 dyn/cm2 ; rc0 t
and d in A. Experimental data from Ref. [52] and references therein.
Fit Experiments
r,,t 6.8
d 2.479
p 10.270
q 2.635
A 0.136
C 1.670
Ec 4.44 4.44
E4 1.42 1.5-1.7
C11 2.70 2.61
C12 1.74 1.51
C44 1.14 1.32
B 2.22 1.88
with perhaps the exception of high frequency modes at the [100] zone boundary. The
corresponding spectrum is shown Fig. 3-3, and has the characteristic form for an fcc
material [52, 60].
The usual first test for the dynamics of the potential consists in determining its
thermal expansion behavior, which is plotted for our model Ni in Fig. 3-4. Calcula-
tions for the lattice parameters at various temperatures and zero pressure were made
with Molecular Dynamics combining the Nose constant temperature algorithm [61]
and the Parinello-Rahman constant pressure algorithm [62], which allows for volume
fluctuations of the system. In our case, we restrict the angles of the simulation box to
be 900. The agreement with experimental data is good, except at high temperatures,
signaling an excess of anharmonicity in the model. This is generally expected since the
fit is performed to elastic constants at low temperature, and therefore, the potential is
only guaranteed to work well in the harmonic part of the interaction curve. Excellent
agreement is however obtained for the temperature dependence of the mean square
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Figure 3-2: Phonon dispersion curves for
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Figure 3-3: Phonon spectrum for Ni calculated with the tight-binding potential.
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Figure 3-4: Ni Thermal Expansion. Open circles: our data; dotted line: experiment
Ref. [59].
displacements (MSD)
(u2) = ((x(t) -_)2) (3.13)
a quantity that measures the average vibrational amplitude of the atoms. The calcu-
lated values are plotted in Fig. 3-5. This quantity depends on system size, (u2) a L - 1
[52], and therefore the values in the plot are taken in the limit of large L.
3.2.2 Zr-Zr
Structures different from fcc are not so well described by the second moment ap-
proximation. The particularities involving the d-band bonding, principally its strong
directionality, cannot be described by expanding the energy only up to the second
moment of the electronic density of states [51, 53]. One of the most important con-
sequences are the difficulties in reproducing the large values of shear elastic constants
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Figure 3-5: Ni Mean Square Displacement. Open circles: our data; full squares:
experiments [64].
(C') of bcc transition metals. With interactions restricted to first neighbors, C' is
equal to zero [53, 66]. This is equally true in the EAM description [67]. Willaime [66]
pointed out that expansions of the energy up to the fifth moment of the density of
states are indeed necessary for a successful calculation of C', a rather strong comprom-
ise in terms of number of complexities introduced in the expression for the potential.
On the other hand, metals with small C' values may still have a good chance for a
reasonably good description under the simplicity of Eq. 3.8. Such is the case for Zr
in the bcc phase [68].
The elastic properties of hcp structures are nevertheless well described by the
second moment approximation, as well as by all other potentials of the square root
form in Eq. 3.1 [63, 66, 67, 69, 70]. What appears to be most difficult to reproduce with
these types of description is the non-ideal c/a ratio. The first potentials constructed for
Zr [66, 67], using the EAM or the tight binding scheme, give a value for this quantity
which is very close to the ideal one (c/a)ideal = 8/3. All other further attempts to
n nnn
I
Table 3.2: Parameters for Zr-Zr interactions fit to the properties of the hcp structure at
T=0 K [66]. The cohesive energy Ec, the vacancy formation energy, and the parameters
A and ( are expressed in eV/atom; elastic constants in units of 1012 dyn/cm2 ; r,,t
and d in A.
Fit Experiments
rct 6.8
d 3.1744
p 9.3
q 2.1
A 0.358728
6 2.20142
a 3.202 3.2261
c/a 1.6298 1.595
Ec 6.17 6.17
E, 2.07 1.32
C11 1.62 1.57
C12 0.77 0.70
C13 0.65 0.68
C44 0.30 0.37
B 1.01 .97
solve this problems either used unphysical forms for the interaction curves [71, 72],
or involve complicated fitting procedures, by introducing new parameters to allow for
extra degrees of freedom in the fit [69]. Also, only seldom are these potentials tested
for their thermal properties.
The parameters used in this work for the Zr-Zr interaction were fitted to the
properties of hcp Zr at zero temperature by Willaime and Massobrio [66] (WM) aiming
the study of the martensitic phase transition and the diffusion anomalies in the bcc
phase. The results of the fit are shown in Table 3.2. Their procedure followed the
same lines of our fit for Ni, except for some peculiarities related to the low symmetry
of the hcp structure. With the parameters fit to the hcp phase, the authors empirically
verified that the relative stability between the fcc, bcc, and hcp structures is strongly
dependent on the cut-off radius. To stabilize the hexagonal phase at low temperatures,
the value was therefore set at r,,t = 6.8A(6 neighbor shells).
As expected, the c/a ratio differs from the experimental value. The second moment
approximation with interactions cut on the first neighbors gives c/a exactly equal to
the ideal value 8/3 [73]. Therefore, the value given by the potential not being equal
to (c/a)ideal must be a consequence of extending rout beyond nearest neighbors. Values
for elastic constants are nevertheless close to the experimental ones, but the authors
did not considered in their fit the term due to inner relaxations in the unit cell, the so
called "inner elastic constants", for crystals lacking inversion symmetry at the atomic
site [74].
Contrary to the good value obtained for the vacancy formation energy in Ni, a
large discrepancy between calculated and experimental E l for hcp Zr is obtained.
Relaxations around the vacancies are small, decreasing the unrelaxed value (Ef )unrel
2.14 eV by only 3%. With respect to phonon properties, as shown in Fig. 3-6,
our calculated curves show satisfactory behavior when compared to the experimental
values, with the exception for the TOI and LO modes at high frequencies, for which
a large discrepancy is observed. This was already notice by the authors [66]. As
a consequence, a large peak in the phonon spectrum (Fig. 3-7) appears at high
frequency. As we will show in Chapter 4, the diffusion process we are to study is
governed by the low frequency part of the spectrum, where the potential reproduces
well the experimental values.
As for the thermal expansion behavior plotted in Fig. 3-8, the potential reproduces
well the values for the c direction, but not the ones in the basal plane. This is related
to the value of the anisotropy ratio, which is shown in Fig. 3-8 to be independent
of temperature, and close to the ideal value. On the other hand, the experiments
show a strong dependence of the c/a ratio with temperature. This is an important
result for us, since we will be discussing issues related to the reasons for impurity
diffusion anisotropy in this model. However, as in the case for our Ni potential, mean
square displacements for model Zr shown in Fig. 3-9 are surprisingly close to the
experimental values. The anisotropy is also not apparent for this quantity, as WM
mention in their article, but this seems to be consistent with the very few available
experimental data.
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Figure 3-6: Phonon dispersion for hcp Zr. Solid lines: calculated with the WM
potential; circles: experiment [39]. Notice large discrepancy on frequency values for
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Figure 3-7: Zr vibrational spectrum calculated with the WM potential. The large peak
at high frequencies originates from the discrepancy of frequency values calculated for
the TOL and LO modes.
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Figure 3-9: Mean square displacement for hcp Zr. Crosses: calculated values with
the WM potential; Open circles: experiment [66].
3.2.3 Ni-Zr
Fitting the potential parameters for cross interactions is limited by the availability
of experimental data for the different physical properties for the alloys in the Ni-Zr
phase diagram. Also, it is important to emphasize that the number of quantities that
can be accurately reproduced by a potential depends on the numbers of adjustable
parameters, and it is very unlikely that one set of values for {A, ý, p, d} will describe
the entire phase diagram. Though the enthalpy of mixing has been measured for
a number of compounds [75, 76], elastic constants are only available for NiZr 2 [77],
the phase modeled by Massobrio, Pontikis, and Martin (MPM) [58] with the second
moment approximation. We note here that the Ni-Zr system has been also modeled
in the framework of EAM [70], but we were unable to reproduce the results published
by the authors.
In their procedure to adjust the cross interaction in NiZr 2, MPM used parameters
for Ni-Ni and Zr-Zr which were adjusted to the pure phases with a cut-off radius
nn
Table 3.3: Parameters for Ni-Zr interactions fit to the properties of the NiZr 2 at T=0
K [58]. The cohesive energy Ec [76], and the parameters A and 6 are expressed in
eV/atom; elastic constants [77] are in units of 1012 dyn/cm2 ; r,,t, d, a, and c [79] are
given in A.
Fit Experiments
reut 5.3
a 5.124 5.267
c 6.611 6.483
d 2.761 2.761
p 8.36
q 2.23
A 0.2166
C 2.139
Ec 5.9 6.0
C11 1.47 1.59
C12  1.00 1.40
C13  .95 .86
C13  1.67 1.45
C13  .54 .24
C13  .59 .09
B 1.16 1.21
extending only up to the first neighbor shell. Their parameter values as well as
calculated properties at T=OK for pure Ni and Zr, were basically the same as those in
Tables 3.1 and 3.2. These were then fixed, with dNiz, set equal to the first neighbor
distance in NiZr 2 at room temperature, and with the cohesive energy of the alloy
calculated as
Ealoy =  NiEcNi + xzrEZr + AHmix (3.14)
where x, is the concentration of ac in the compound and AHmix the associated mixing
enthalpy. The fit was performed with r,,t = 5.3A. The results are collected in Table
3.3, showing that, with the exception of 044 and C66, an overall agreement with ex-
perimental properties is obtained. We calculated the lattice expansion behavior NiZr 2
using the cross interaction in Table 3.3 but extending the cut-off radius to 6.8A for
compatibility with the Ni-Ni and Zr-Zr parameters from Tables 3.1 and 3.2. Our
results are plotted in Fig. 3-10, showing that the structure is stable even at large tem-
peratures. Since no data on thermal expansion for this alloy was found, the behavior is
considered satisfactory. Moreover our calculated values do not differ from the values
calculated by MPM, demonstrating that we are not altering the behavior of the cross
interaction by extending r,,t to 6.8 A. From here on, the interactions used in all our
calculations will be those defined by the parameters in Tables 3.1, 3.2, and 3.3, with
rcut = 6.8A.
One important assumption of the work to be presented in next chapters can be
summarized in the following sentence: within the second moment approximation of
tight-binding, the interaction Ni-Zr in Table 3.3 fitted for NiZr2 also describes the
dynamic behavior of an Ni impurity in hcp Zr. Transferability of potentials is, in
principle, not justifiable, and in some cases, dangerous. Nevertheless, this is a quite
usual procedure for cases where no "fitable" experimental data is available, such as
that for a Ni interstitial in Zr, and justifications can be only made a posteriori with
calculated properties and their comparison with experiments. An exemplary case is
the study of metallic heterophase interfaces with EAM potentials fit to alloy properties
35.5
35.0
- 34.5
34.0
33.5
400 600 800 1000 1200 1400
T (K)
Figure 3-10: Volume Expansion of NiZr 2 . Open circles: data from MPM [58]; filled
squares: our calculations using the parameters for the cross interaction of Table 3.3,
and those for equal atom interaction from Tables 3.1 and 3.2. The cut-off radius used
was equal to 6.8 A
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Figure 3-11: Cohesive energy and lattice parameter calculated for NiZr and Ni 5Zr
using the parameters of Tables 3.1, 3.2, and 3.3, with cut-off radius equal to 6.8 A.
The ratio of the lattice parameters b/a and c/a listed in Table 3.4 are kept constant
in the calculation.
[79]. At this point, we can only anticipate that the consistency of the results of Chapter
4 and the diffusion coefficients calculated in Chapter 5 support our assumption.
As a preliminary test for the extent of transferability of the MPM cross interaction,
we calculated the cohesive energy and equilibrium lattice parameters for two arbitrarily
chosen compounds of the phase diagram, NiZr and NisZr, for various values of the
lattice parameter a, but maintaining the rations b/a and c/a constant and equal to the
experimental value. The minimum of the curves in Fig. 3-11 then define the calculated
zero temperature values for Ec, a, b, and c. The results are summarized in Table 3-
4. They show that the potential gives comparable values for both quantities, with
negative mixing enthalpy characteristic of the Ni/Zr system. We emphasize that this
is by no means a proof that the potential will work in all cases, nor are we certain that
-4.0D
-4.70
-4.75
-4.80
-4.85
-4.90
_- 057777'111,','
1/
Table 3.4: Cohesive energy and lattice parameters calculated at T=0K for three alloys
in the Ni-Zr phase diagram using the parameters from Tables 3.1, 3.2, and 3.3. The
cut-off radius is equal to 6.8 A. Energies are given in eV and distances in A.
NiZr 2 NiZr NisZr
E, (experiment) -6.00 -5.82 -5.10
E, (calculated) -5.90 -5.49 -4.90
AH,mi, (experiment) -.386 -.515 -.372
AHmi, (calculated) -.307 -.185 -.172
a (experiment) 6.48 3.27 6.70
a (calculated) 6.60 3.30 6.75
b/a (experiment) 1.00 3.04 1.00
c/a (experiment) 0.81 1.26 1.00
the dynamic behavior of these phases will be correctly described. It is nevertheless
an encouraging step if we are to take the cross interaction to a much different atomic
environment than that in NiZr 2.
Chapter 4
Defect Structure and Local
Vibrational Properties
With the potential in hand, we can study the local modifications in our model Zr due
to the presence of a foreign Ni atom in an interstitial site. A closed-packed structure
can be viewed as a sequence of hexagonal planes composed of hard spheres packed
in such a way that the spheres in one plane lie in the depression left in the center of
every other triangle in the planes directly above and below. What characterizes the
hcp lattice is that the packing is repeated every two planes, composing an alternate
structure of equivalent two dimensional hexagonal lattices which is often referred as
ABAB. When comparing with the fcc structure, for which ABCABC packing occurs,
the lack of a "C" plane in the hcp sequence introduces the strong anisotropy reflected
in a number of physical processes. Its symmetry, however, is not affected by the c/a
ratio, and the ideal value 8/3 is only a reference to the degree of validity of the hard
sphere model [80].
The appropriateness of the term "close-packed" in the case of Zr should be taken
cautiously when considering the amount of unoccupied space in the structure. As
already discussed in Chapter 2, its relatively large lattice parameter (a = 3.23 A)
and small ion-core radius (rio,, = .79 Afor Zr +4 ) make it a rather open metal to host
small impurities. Among all high symmetry interstitial sites in the hcp lattice, the
octahedral is the one whose volume could best host an ion with the least amount of
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Figure 4-1: Schematic representation of the hexagonal closed packed structure. Solid
lines connect sites of the octahedral interstitial sublattice. Dashed lines show position
of a tetrahedral interstitial site.
local distortion in the matrix. A rather simple criterion, based only on geometrical
considerations, would allow an interstitial solute of ionic radius less than 1.5A in an
octahedral with little or no overlap between ion cores, supporting the possibility of
a Ni atom occupying this position in the lattice (roN = .63 Afor Ni+3 and .78 Afor
Ni+2). In Fig. 4-1 we show the particular geometry formed by the octahedrals in the
hcp structure, composing a hexagonal sublattice inside the host matrix. Along the
c-direction, the absence of the fcc C planes allows the formation of a line of octahedral
sites separated by three Zr atoms in a (0001) plane, while in the basal plane, we find
three equivalent directions containing octahedrals. The figure also shows the position
of tetrahedral sites, for which the same geometrical argument restricts its occupation
for atoms with ionic radii less than 1.2 A, making it also available for Ni, but possibly
with a larger degree of local distortions.
4.1 Formation Energy and Structure Relaxations
The defect we will be considering throughout the rest of this work is a Ni atom inside
an octahedral site inside our model Zr. We obtain the equilibrium structure of this
A A A
system at T=O K by introducing the Ni atom in the geometrical center of an octahedral
site, as shown in Fig. 4-1, followed by an energy minimization procedure to relax the
structure to its equilibrium configuration. All our energy minimizations were done
using a biased Molecular Dynamics algorithm which can be summarized as follows.
To all atoms in their initial geometrical positions we assign velocities randomly chosen
from a Gaussian distribution centered around a mean corresponding to the initial
temperature given to the system. At each integration step of the equations of motion
at time t, the forces Fj acting upon the atom i are calculated and compared with
its instantaneous velocity in each direction. In the case that force and velocity have
opposite signs, its position in that direction is not updated, ria(t + At) = ri,(t),
and its velocity is set to zero, via(t + At) = 0. In the other case, the positions and
velocities are updated according to the Molecular Dynamics integration scheme. The
local effect of the algorithm is that it does not allow the atom to move away from the
direction determined by the force acting on it. In a one particle harmonic oscillator
situation, this is equivalent to moving the mass towards the minimum of its potential
energy well. Considering that the atomic equilibrium positions are not very far from
the initial geometrical ones, and that at equilibrium each atom is in a potential well,
the algorithm naturally brings the system to its minimum of energy. And since we
continuously remove temperature from the system by setting non-restoring velocities
to zero, equilibrium will be reached with zero temperature.
Fig. 4-2 shows the configuration of a system composed of 865 atoms before and
after energy minimizations, with disturbances concentrated near the defect. An es-
timation of the strain effect caused by the introduction of the interstitial can be given
by calculating the distance from a Zr atom to the impurity before (djo) and after (dif)
the energy minimization process. The strain is then
dio 
- di
= (4.1)dio
and is plotted in Fig. 4-3 against dio for different neighbor shells. Only the positions
of first neighbors are significantly altered from the geometrical ones by about 11%,
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Figure 4-2: View from the [0001] direction of the simulation cell of Zr with a Ni
impurity in an octahedral site. (a) geometrical structure; (b) relaxed structure at T=
OK. Notice small distortion close to the defected region in (b).
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Figure 4-3: Strain as calculated by Eq. 4.1 versus neighbor distance for the relaxed
configuration. Only first neighbors are significantly displaced from their equilibrium
positions.
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Figure 4-4: Angles formed between the line connecting the impurity and its neighbors
and the Cartesian axis before and after relaxation.
with a slight contraction of the second neighbors (, 1%) followed by an equally weak
expansion of the three next shells. One important remark should be made concerning
the geometry of the defected region in its relaxed configurations. As depicted in
Fig. 4-4, the angles formed between the vectors dio and di; of the first neighbors
and the Cartesian axis are not altered in the relaxation process. First neighbors
are then displaced outward the impurity and the point symmetry of the geometrical
configuration is preserved.
Table 4.1 collects the defect energies before and after relaxations calculated as
Edef = Etotal - NzrEZr - EN i (4.2)
where Eto,t, is the total energy of a relaxed or geometrical configuration containing
Nz, Zr atoms and one Ni atom as a defect. The energies Eczr and EN i are the
cohesive energies of the pure phases. The effect of relaxations is reflected on the large
decrease in energy from the geometrical configurations for the interstitial, showing
that regardless of the relatively small size of the impurity, the rather strong local
disturbances amounting up to 11% local strain bring the energy closer to that of a
substitutional defect (the energy of a self-interstitial is on the order of 4 eV). Therefore,
Table 4.1: Defect formation energies calculated for the geometrical and relaxed con-
figurations.
Octahedral Substitutional Vacancy Tetrahedral
Egeo (eV) 3.83 0.61 2.14 7.61
Ere (eV) 1.27 0.41 2.07 Unst
the size criterion described above should be taken with caution. Low interstitial energy
may not necessarily be related to small local distortions, but depends strongly on the
type of bonding introduced by the foreign atom. Ni-Zr is a particular system for
its large negative enthalpy of mixing. The expansion of the first neighbors in the
relaxation brings the bond length between Ni and Zr closer to its equilibrium value
given by the potential, therefore decreasing the energy and partially compensating for
the positive contribution from the new strained Zr-Zr bonds between first and second
neighbors. On the other hand, relatively weaker relaxation effects are observed for
substitutional Ni.
Lower values for the substitutional defect are consistent with the interpretation
from M6ssbauer experiments which show that the impurity is only partially dissolved
in interstitial sites [44, 45]. Moreover, the relatively close values for the formation
energies of both defects support the possibility of a dynamical equilibrium between
two types of solution, which is the basis for a dissociation mechanism as described in
Chapter 2. Using this defect formation values, we can calculate the ratio of number
of interstitial atoms Ni,, to that of substitutinal ones Nsb to be
Ninb = e-(Eint-Esub)/kT (4.3)
where Eint and Esub are the defect formation energies for interstitial and substitutional
Ni, respectively. At T=1000 K, Eq. 4.3 gives (Nin,/N,,b) = 5 x 10- 5 . The defect
energies can be also used to estimate the solubility limit of Ni in the model. Given
the small fraction of interstitial defects, we consider all Ni dissolved as substitutional,
and write the excess free energy as
AF = NiEs,,b + kT [xN; lnzXN + (1 - XNi) ln(1 - XNi)] (4.4)
where XNi is the fraction of atoms dissolved in the matrix as substitutionals. Beyound
the solubility limit, the solution is in equilibrium with the first compound of the phase
diagram, which is NiZr 2. The solubility limit can be calculated by constructing a
tangent to the free energy curve 4.4 that passes through the point of the excess free
energy AE,,,ix = .307 eV (Table 3.2.3) of the alloy with composition XNi = 1/3. In
the limit of very low solubility, we neglect the term In(1 - xNi) in the calculation, and
the equilibrium value for the fraction of atoms in solution is
XNi ; exp[(3AEmir - E,,b)IkT] = exp(-1. 33 eV/kT) (4.5)
At T=1100 K, Eq. 4.5 gives approximately .8 ppm for the maximum concentration
of Ni atoms dissolved in the matrix. This value should be compared with recent
experimental results [81] which give 14 ppm at T= 1073 K.
Table 4.1 also contains the value for the tetrahedral interstitial in the unrelaxed
form. We find this defect to be unstable for this potential as shown in Fig. 4-5. When
relaxing the original geometrical configuration, the impurity readily moves towards
an adjacent octahedral site, even when energy minimizations are performed with no
initial system temperature. We know of no experimental evidence for the occupation
of tetrahedral sites by a small impurity in Zr, though octahedral Fe was detected by
Yoshida et al. [45] with careful M6ssbauer experiments.
4.2 Local Vibrational Spectrum
Since our primary interest lie in the dynamical behavior of the impurity, we study
here the vibrational properties of hcp Zr with an interstitial Ni. The introduction of
new bonds and the large relaxations of first neighbors are likely to alter considerably
the way with which the atoms in the neighborhood of the defect vibrate, changing the
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Figure 4-5: Relaxation process for a geometrical tetrahedral interstitial. Arrows point
the way the impurity moves to the octahedral site during the energy minimization
process.
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phonon spectrum of hcp Zr calculated in Chapter 3 (Fig. 3-7). As we will briefly
explain, this changes must observe a number of symmetries constraints, which will be
directly related to the diffusion process we want to address. All the theory we present
in this part is described in detail in Refs. [82, 83].
In the limit of small vibrations, the total potential energy of a crystal lattice can be
expanded in a Taylor's series to second order in powers of the atomic displacements
1
Et = Eto + Ts + 2ses (4.6)
where Et is the potential given by Eq. 3.8 and the s is the vector containing the
displacements of all atoms in all directions. The coordinate /i,, is equal to minus the
force acting on atom i in the direction a which at equilibrium (s = 0) must be zero
Et
=iO =  0 (4.7)
The tensor D is the important quantity defining the dynamics of the lattice and its
entries are called the force constants. From the definition in Eq. 4.6
2Eiat = (4.8)
Taking appropriate derivatives from Eq. 4.6 the equations of motion in the harmonic
approximation are
MS* + (Ds = 0 (4.9)
where M is a diagonal tensor with entries equal to the atomic masses. When written
in Fourier space, Eq. 4.9 becomes
(4 - Mw2 )s = 0 (4.10)
By defining the "dynamic matrix" D and the normalized displacements C as
D = M-1/2sM - 1/2  s = M-1/2( (4.11)
the equations of motion are transformed into an eigenvalue problem
(D - w2)C = 0 (4.12)
The eigenvalues w2 of the dynamic matrix correspond to the frequencies of the normal
modes, or phonons, whose normalized displacements are given by the normalized
eigenvectors C. The dynamics of the system is therefore determined by a superposition
of these normal modes so that the displacement of an atom is a linear combination of
all C's.
sia(t) = AI(t)•(t) (4.13)
where I labels the different eigen modes. The vibrational properties of a single atom
i in the direction a are described by its local frequency spectrum, or local phonon
density of states, which is given by
-(W) = I1 6(w - W0) (4.14)
which is a sum of the projected amplitudes squared of all modes vibrating in the
frequency wl. Our goal here is to determine the n?(w) for the Ni impurity and its Zr
neighbors whose dynamics are significantly changed. The usual calculation of (' and Lw
is done by directly diagonalizing the dynamic matrix D, i.e., solving the eigen problem
defined in Eq. 4.12. For a perfect crystal with no impurities, the translation symmetry
simplifies the calculations down to a diagonalization of 3N x 3N matrices, with N
equal to the number of atoms in the unit cell. The eigenmodes are plane waves defined
by the frequency wI and a wave vector k in the Brillouin Zone. However, when a defect
is introduced in the crystal, the translation symmetry is broken and the problem must
be solved, in principle, for an infinite crystal. For this case, more complex calculations
are involved in the determination of (' . In what follows, we describe two different
approaches used in this work.
The first way to get around the problem of dealing with an infinite system is to
define what is called a supercell which we schematically show in Fig. 4-6. The infinite
crystal we want to study is approximated by a finite unit that contains the defect
and a large number of atoms belonging to the matrix. By repeating the unit cell in
all directions, just like in a crystal, we compose an infinite lattice that resembles the
system to be studied. Computationally speaking, this is a relatively easy problem to
handle, since only the N atoms in one unit cell need to be considered in the calculation,
taking into account periodic boundary conditions. The use of the supercell is justified
for a large value of N so that defects from different cells do not interact with each
other. Perhaps the biggest advantage of this method is that the problem is reduced
to the one of a perfect crystal that is solved with simple diagonalization of 3N x 3N
matrices. The disadvantage introduced by large values for N (and therefore possible
problems with respect to computer memory and long calculation times) is damped by
the very small volumes of the supercell's Brillouin Zone, which in most cases reduces
the calculation to only one diagonalization for kasper = 0. As a result, the frequencies
w1 and eigenvectors (' generated are used for the evaluation of the spectrum with
equation Eq. 4.14. Moreover, and most important for our case, is that the atomic
displacements for each mode I are readily obtained.
Inherited in the direct diagonalization of the dynamic matrix for a supercell is that
not all phonons with very long wavelength can be generated with one diagonalization
at ksuper = 0. For an ideal crystal, these phonons correspond mainly to those in the
acoustic linear region of the dispersion curves at k -+ 0, which, as shown in Fig. 4-6,
contribute to the parabolic part of the spectrum at very low frequencies. Any detailed
structure on the local spectrum of the impurity that appears in this region will con-
sequently be difficult to study with only one diagonalization of the supercell. This was
found to be the case in our trials using this method to determine the impurity spec-
trum, which, as we will see, is mostly concentrated at low frequencies. Many costly
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Figure 4-6: (a) Schematic representation of a supercell containing large repeated unit
cells of the crystal with the defect. (b) Linear region of the phonon dispersion curves
corresponding to acoustic modes with very long wavelength. The resulting spectrum
for this region is quadratic in frequency.
1
diagonalizations are necessary at different values of k,pe,, in the Brillouin Zone of the
superlattice. We then had to approach the problem with a different method to allow
many more atoms in the calculation to yield good long wavelength-low frequency res-
ults. The supercell was nevertheless used to obtain the atomic displacements allowing
the study of the symmetry of the eigen vectors.
We found the calculation of the spectrum possible by using the so called recursion
method [84], which we explain further in this Chapter, for generating the response
functions of individual atoms. These are called Green functions and are defined as
the solutions for the equation of motion 4.9 as
Mi Gd(t)+ +• €I•• 7G(t)= 6 6(t) (4.15)
k,-y
They have the following physical meaning: G?3(t) is the displacement of an atom i in
the direction a when an unit force is applied to atom j in the direction 3. They form
the Green function tensor G which contains all the information about the dynamical
response of the system. In Fourier form, Eq. 4.10 becomes
(4 - Mw2 )G(w) = I (4.16)
G(w) is said to be the resolvent of the equation of motion, as it is the inverse of the
operator L defined by
L = M(D-w 2 ) (4.17)
G(w) = M-I(D - w2)- 1  (4.18)
The behavior of the Green function tensor is somewhat special at the frequencies of
the normal modes wt where the inverse of L is not defined. The problem is then carried
to the complex plane by giving a small imaginary part to the frequency, w -+ w + in,
performing the calculation and then taking the limit i7 -- 0. It is in fact on the
imaginary part of G that we focus our interest. As a result of Eq. 4.18, we can write
the Green functions as a superposition of the eigenvectors C as
G1 a (4.19)/V11M,1 M Z I -(w + irj) 2
for which the imaginary part can be calculated in the limit r7 -+ 0. Setting i = j and
a = p we have
Im(G'"(w)) = 7r I kI12 ((W 1) (4.20)
When comparing Eqs. 4.20 and 4.14 we arrive at an expression for the local
spectrum in terms of the Green function
S2wMi
n? (w) = - Im(G?ý01(w)) (4.21)7r
Using this expression, we wish to determine n9a without having to deal with the
diagonalization of large matrices by calculating GPa (w) instead.
The recursion method is a technique that allows the calculation of the Green func-
tion by propagating a perturbation initially applied at the atom we want to study
(atom 1). The response of all other atoms is determined recursively by generating a
set of displacement vectors in the following way. We first order all atoms in the system
according to their distance to atom 1 and define the first vector of the sequence to be
10)=
U 1ix
Uly
U2 z
0
0
(4.22)
where the entries ulc's are the displacements representing the perturbation on atom 1.
They are chosen according to the direction we want to study. For instance, to calculate
nF(w), we set ul, = 1 and ul, = ulz = 0. The propagation of the perturbation to the
atoms close to atom 1 is obtained by multiplying the dynamic matrix defined in Eq.
4.11, generating the eigenvector 11)
bill) = DIO) - aolO) (4.23)
Similarly, we obtain the whole set In) with the recursion
bn+, n + 1) = Djn) - a,,n) - bnlin - 1) (4.24)
The coefficients {an, b,} are then calculated by requiring the set of vectors In) to
be normalized and orthogonal to each other. From Eq. 4.24,
an = (nlDIn)
b. = (n-lIDIn)
(4.25)
(4.26)
With this algorithm, we construct the operator L in Eq.
form in the basis defined by the vectors In)
w2 - a0
-bi
0
0
O
-b
02 _ a
-b2
o
0
-b2
w2 -- a2
-b 3
*
4.17 that has a tridiagonal
0
0
-b3
W2 
_ a3
(4.27)
In such a basis the inversion
the Green tensor can be written
1St =
L (Eq. 4.18) can be carried out analytically, and
the form of a continued fraction
(4.28)
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Figure 4-7:
all atoms in
Schematics
the crystal
of the recursion method. The perturbation
by recursively generating the vectors In).
is propagated to
Fig. 4-7 schematically shows the progression of the perturbation
of the process. A new shell n of atoms enters in the recursion when
performed. The amount of memory used to store the eigenvectors
for each iteration
iteration n - 1 is
scales as R, and
therefore depends on the range of the interactions defined by the cut-off radius. In
general R, = nr,t. With increasing n, the calculated spectrum converges to the final
desired form.
Using the relaxed configuration obtained with the Ni impurity in the octahedral
site, we performed the recursion up to 28 iterations, amounting to a total of 2 million
atoms in the last vector In) . After this stage, no significant changes in the spectra
were observed. The resulting sets of coefficients for Ni, one of its nearest neighbors,
and one Zr atom far from the defect are assembled in Tables 4.2,4.3, and 4.4. As
one usually finds, the coefficients oscillate around a value for which they converge, a
signal that no more iterations are necessary. For n > 28, the values for a, and bn are
0 0 0 ·
· · · ·
· · · ·
· · · ·
0 0 0 0
0 0 0 a
· · · · · · 0 0 0 0
therefore set equal to a28s and b28 continuing the expression 4.28 up to infinity. This
part can be solved analytically and is called the terminator of the continued fraction
t(w2) = {(w2 - a) - [(w2 - a)2 - 4b2] / j}  (4.29)
with a and b equal to the last calculated values.
The resulting spectrum for Ni is shown in Fig. 4-8 for all three directions calculated
separately. It depicts the peculiar dynamic behavior of the impurity concentrated
around a narrow region of low frequencies except for the two isolated modes at high
frequencies. For both x and y directions, the spectra is the same, a consequence of
symmetry considerations discussed in the next section, showing a single peak around
1.2 THz and a discrete mode at 8.2 THz. The peaks corresponding to the direction
parallel to the c-axis are slightly shifted to higher frequencies (1.4 THz and 8.3 THz).
The total spectrum
ntot(w) = nf(w) + n'(w) + nf (w) (4.30)
is plotted in Fig. 4-9(a) where it is compared to the that of pure Zr, as calculated
using the values of Table 4.4 for an atom far from the defected region. In this. case, the
the spectrum is extended along a wide frequency band varying from zero to wmaxl
6.1THz. In particular, it has low densities where the impurity peaks are located, which
correspond to the low wavelength parabolic part. A Zr atom neighboring the impurity,
however, has its vibrational behavior quite altered as shown in Fig. 4-9(b). Two major
changes from the pure case are the apparent in-band peaks at low frequencies and four
out-of-band discrete modes, two of which are also present in the Ni curve.
The best way to understand the nature of the localized vibrations for the impurity
and its neighbors is to rewrite the force constant tensor 4 and the mass tensor M as
a sum of an unperturbed part and a perturbation
4I = (o + A4 M = Mo + AM (4.31)
Table 4.2: Coefficients for the recursion method used to calculate the Green functions
for an octahedral Ni using a fully relaxed configuration. The calculation is done for
perturbations in the x, y, and z directions separately. The units are 1027 HZ2 except
for b0 which is in Hz2
x y z
n an bn an bn an bn
0 1.6095886 1.0000000 1.6096386 1.0000000 1.6852136 1.0000000
1 1.2159678 1.1652192 1.2159944 1.1652578 1.2386042 1.1847371
2 .9331316 .4244645 .9331260 .4244685 .9197165 .4183422
3 .7815921 .3548916 .7815181 .3548742 .7930409 .3342540
4 .7904450 .3313245 .7902402 .3312575 .7970490 .3581829
5 .7824019 .3619250 .7851632 .3619809 .7481812 .3586296
6 .7948490 .3638071 .8896923 .3727754 .8532863 .3809346
7 1.1835368 .4165720 1.8378803 .5848002 1.6340135 .5351018
8 1.9095229 .8372553 1.3374255 .9219956 1.4592532 .9394345
9 1.0128608 .7003732 .8087061 .4553090 .8034950 .4810971
10 .8706200 .4360727 .8027486 .3928531 .7680594 .3842910
11 .9846353 .4618613 .9823688 .4329982 .7805299 .3837923
12 1.3803163 .5491343 1.5562427 .6020548 .8064108 .3934322
13 1.6870242 .8593813 1.5256777 .8686767 .8427749 .4061045
14 .9815316 .6399092 .9928188 .5944271 .8703615 .4233426
15 .8013641 .4214275 .8413625 .4442333 1.1646916 .4691353
16 .7823706 .3873529 .7971671 .4003936 1.7974519 .7692384
17 .7846597 .3836427 .7862670 .3870703 1.1255975 .7480408
18 .8034998 .3898166 .8000311 .3889624 .8848975 .4644508
19 .8183108 .3995776 .8157550 .3977196 .8745932 .4355265
20 .8178329 .4041750 .8201203 .4040252 .8479225 .4279794
21 .7988308 .4003928 .8042853 .4026162 .8044879 .4089517
22 .7818910 .3905276 .7866997 .3932477 .7821542 .3925426
23 .7684188 .3835883 .7714089 .3855460 .7626407 .3814353
24 .7610964 .3785768 .7626488 .3796697 .7605860 .3766315
25 .7576957 .3757443 .7584285 .3762819 .7569676 .3758657
26 .7573404 .3739394 .7576743 .3741869 .7553554 .3738931
27 .7573031 .3746690 .7574559 .3747825 .7561232 .3742997
28 .7572354 .3738017 .7572987 .3738521 .7623813 .3751665
Table 4.3: Coefficients for the recursion method used to calculate the Green functions
for a first neighbor of the octahedral Ni in a fully relaxed configuration. The calcula-
tion is done for perturbations in the x, y, and z directions separately. The units are
1027 HZ2 except for b0 which is in Hz 2 .
x y z
n an anb an bn an bn
0 .9220278 .0000000 .6864572 .0000000 .8160828 .0000000
1 1.6669148 .7848198 1.5414213 .5848373 1.6300497 .7016814
2 1.4342901 .8296174 1.6321554 .8971721 1.5080421 .8609259
3 .9836490 .5388353 .9961149 .5527945 .9363894 .5352454
4 1.0871643 .4720227 1.0304787 .4902955 1.0417775 .4837514
5 1.8707285 .7309180 1.6970420 .6292023 1.7659180 .6523877
6 1.1854318 .7810167 1.4380834 .8876527 1.3998082 .8662597
7 .8847415 .4444497 .8989357 .5047367 .8949263 .4698727
8 .8869828 .4252227 .8598716 .4094171 .8811936 .4137164
9 .8481905 .4343547 .8688545 .4285438 .8633916 .4284360
10 .8014435 .4057043 .8449006 .4220931 .8334513 .4153375
11 .7731648 .3859440 .7938608 .4036335 .7915457 .4021369
12 .9194712 .3967371 .7717879 .3877801 .8570870 .3996260
13 1.8372115 .6525584 1.0342596 .4150290 1.7081548 .5808074
14 1.1901306 .8562980 1.8931977 .7589277 1.3628087 .9215094
15 .7790676 .4289464 1.0288209 .7473530 .8008221 .4644493
16 .7560039 .3768823 .7748858 .4054828 .7567452 .3762938
17 .7553813 .3735827 .7572259 .3744504 .7598282 .3707773
18 .7629012 .3710655 .7582958 .3685267 .7619172 .3692086
19 .7641895 .3726920 .7633226 .3724993 .7566422 .3712150
20 .7615883 .3725330 .7574045 .3726789 .7538716 .3730752
21 .7605233 .3729931 .7569168 .3725238 .7537167 .3736404
22 .7583795 .3759096 .7559950 .3761874 .7504416 .3753284
23 .7540941 .3783211 .7528102 .3771063 .7528525 .3769540
24 .7570100 .3779816 .7565878 .3758752 .7552657 .3752269
25 .7593435 .3781951 .7605206 .3773570 .7556644 .3742666
26 .7621652 .3762756 .7604677 .3757950 .7598513 .3743899
27 .7668113 .3748277 .7654159 .3735434 .7633075 .3738157
28 .7680877 .3747310 .7671369 .3750573 .7634813 .3743162
Table 4.4: Coefficients for the recursion method used to calculate the Green functions
for a Zr atom far from the octahedral Ni in a fully relaxed configuration. The calcu-
lation is done for perturbations in the x, y, and z directions separately. The units are
1027 Hz2 except for b0 which is in Hz 2.
x y z
n an bn an bn an bn
0 .6879820 .0000000 .6814921 .0000000 .7174841 .0000000
1 .8441438 .3985481 .8391970 .3940949 .8593107 .4142857
2 .7559694 .3517815 .7340124 .3482116 .8226278 .3423028
3 1.2652600 .4478524 1.0766133 .4120337 1.4298999 .5244114
4 1.7683334 .8542567 1.8286630 .7551166 1.6386660 .9247308
5 1.0743015 .6979233 1.1680186 .7916096 1.0378430 .5964494
6 .9661347 .4598875 .9231207 .4547157 .9696069 .4569134
7 1.4559788 .5514123 1.3397235 .5185726 1.6766857 .6112051
8 1.6826186 .8883269 1.7530583 .8530769 1.4747802 .8918658
9 .9924281 .6246271 1.0768028 .6905479 .9468510 .5531151
10 .8439757 .4301980 .8611531 .4517737 .8305442 .4179721
11 .8445613 .4178492 .8434486 .4189600 .8603012 .4249456
12 .8358492 .4164641 .8363212 .4138120 .8214621 .4219652
13 .8191956 .4132636 .8379429 .4157841 .8121655 .4058799
14 .8135284 .4015035 .8204952 .4100595 .8264495 .4016219
15 1.1449156 .4341969 1.0050519 .4195750 1.3652711 .4723092
16 1.8646398 .8133421 1.8592516 .6990534 1.7211994 .9097054
17 .9747144 .6886913 1.1344503 .8076011 .8775025 .5782799
18 .7654867 .3980421 .7811314 .4246212 .7688074 .3842460
19 .7600724 .3754545 .7635540 .3796900 .7613420 .3792689
20 .7525604 .3721781 .7517996 .3732067 .7558210 .3736669
21 .7541649 .3722275 .7567114 .3722961 .7573851 .3745518
22 .7521721 .3734272 .7536847 .3735438 .7518523 .3765467
23 .7564096 .3737942 .7564657 .3733820 .7611243 .3783388
24 .7514412 .3716425 .7525839 .3714898 .7574854 .3744668
25 .7556657 .3739039 .7555861 .3735847 .7577266 .3757012
26 .7551361 .3729754 .7533757 .3729014 .7622055 .3756984
27 .7569436 .3719680 .7560952 .3719908 .7657717 .3746313
28 .7559104 .3733576 .7545785 .3738676 .7565248 .3755599
1 * 1 1 1 I - I _
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Figure 4-8: Ni vibrational spectrum for different directions directions calculated using
the recursion method.
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Figure 4-9: Total local density of states for the Ni impurity (a) and one of its Zr first
neighbors (b) (solid lines) compared to that of a distant Zr atom (dotted line). Local
and resonant modes are labeled by the D3d irreducible representation according to
which they transform.
The equation of motion 4.10 becomes
(4o - Mow2)s = -AL(w)s (4.32)
AL(w) = A -AMw 2
with solutions
s = so - GoAL(w)s (4.33)
The displacements so are solutions of the unperturbed problem (pure Zr) and Go
is the corresponding Green function tensor for the ideal crystal. Solutions given by
Eq. 4.33 can be of two types. For frequencies outside the allowed band (w > w,,m),
no solution for the unperturbed problem exists, and we have so = 0. According to
Eq. 4.33, vibrations occur at frequencies w such that
det(1 + Go(w)AL(w)) = 0. (4.34)
Since the perturbation AL only have non-zero entries for atoms close to the defected
region, these frequencies form a discrete set of local modes that involve only the im-
purity and its neighbors. These types of modes, apparent in the spectrum of both
Ni and its neighbor, are decoupled from the rest of the lattice, vibrating independ-
ently. To a first approximation, they correspond to high frequency normal modes
of a hypothetical octahedral molecule composed by the impurity and its six nearest
neighbors.
For frequencies inside the allowed band (w < wmax), so is always defined. The
solutions s then involve all atoms in the lattice, and those close to the impurity have
their displacements strongly modified from so by AL(w). A particular case appears
when some of the modes of the hypothetical molecule may couple those of the host
lattice. Contrary to the situation for the local modes with discrete frequencies in the
spectrum, the coupling gives a resonant character for the impurity density of states
at in-band frequencies such that det(1 + Go(w)AL(w)) - 0 [83]. In our spectrum,
two such resonant modes appear. When the hypothetical molecule is placed inside
the Zr "bath of frequencies" it vibrates together with some long wavelength modes of
the crystal having frequencies that closely satisfy Eq. 4.34. As we will show next, the
resonances in our spectrum are key to the problem of Ni interstitial diffusion.
4.3 The Role of Symmetry
Since the local modes in Fig. 4-9 appear at isolated frequencies and are decoupled from
the rest of the system, we expect the displacement pattern of the few atoms involved to
be very close to that of the normal modes of the corresponding hypothetical molecule.
The complexity of the host lattice vibrations in the background of the resonance modes
make this case somewhat less trivial in terms of understanding the motion of the atoms
in the neighborhood of the impurity. By looking at the symmetry properties of the
hcp lattice with an impurity atom in the octahedral site we intend to give a simple
picture of the displacement pattern of the octahedral molecule at the resonant modes.
In Fig. 4-10 we show the symmetry operations belonging to the point group D3d
of the octahedral site in the hcp structure. When applied to the lattice with the
impurity fixed, they leave the crystal unchanged. These operations are: the identity
E; two three-fold rotations (C3) around the axis parallel to the c-axis; three two-
fold rotations (C'2) around three axes parallel to the basal plane; inversion (I) with
respect to the center of the octahedral; reflections in mirror planes (a,) perpendicular
to the basal plane; improper six fold rotations (S6) around the axis parallel to the
c-axis. All matrix operators corresponding to each of these operations commute with
the dynamic matrix D defined in Eq. 4.11. As a consequence, the eigenvectors C, will
have particular symmetries which follow from constraints imposed by the algebra of
the point group D3d [85].
These constraints are simply expressed in the character table of the point group
shown in Table 4.5. In the first column we list the labels of each irreducible rep-
resentation of this group, which can be considered as a set of matrices whose order
are the entries in the column belonging to the identity operator E. All the numbers,
(b)
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Figure 4-10: Symmetry operations belonging to the point group D3d of the octahedral
site in the hcp lattice. In (a) only one of the three two-fold rotation axes Cq is shown.
or characters, are the traces of these matrices. For the representations of order 1
(Alg, A 29, Aju, A 2u), the characters equal to the matrices themselves, while for those
of order 2 (Eg, E,), they are the sum of the diagonal. When diagonalizing the dynamic
matrix, the eigenvectors ý' are necessarily separated into subspaces, whose symmetry
properties are governed by the characters of one of the possible irreducible represent-
ations. For our group, only two types need consideration: one dimensional subspaces,
generated by one eigenvector with eigenvalue wi, and two dimensional ones, which are
two-fold degenerate with the same frequency.
A subspace being associated with a particular irreducible representation simply
means that, when considering one symmetry operation of the group, the transform-
ation of a vector in the subspace is obtained by applying the corresponding matrix
in that representation to the vector. We wish to use this rule to identify the rep-
resentations that transform the eigenmodes in which the impurity vibrates. A good
start is to consider the inversion symmetry I with respect to the impurity site. Since
the application of this operation leaves the impurity site unchanged the transformed
D3d of the octahedral site in the hcp lattice.
E 2C3 3C0 I 2S 6 3a,
Alg 1 1 1 1 1 1
A29  1 1 -1 1 1 -1
E, 2 -1 0 2 -1 0
Alu(z) 1 1 -1 -1 -1 1
A2, 1 1 1 -1 -1 -1
E,(x, y) 2 -1 0 -2 1 0
displacements are
iy -+ iy (4.35)
Niz Niz
The only representations whose matrices for I could allow such transformations for
displacements different from zero are those uneven under inversion, AIu, A2u , and Eu,
eliminating the even ones. Considering a displacement along the z direction only,
all three mirror planes leave the displacement unchanged under reflection, since they
contain the z-axis passing through the impurity. Therefore, of the three uneven rep-
resentations only Al, can perform such an operation and we conclude that all phonons
of the whole system in which the impurity vibrate in the direction parallel to the c-axis
must transform according to this representation. Confirming that the characters of
Al are consistent with impurity displacement along the z axis is straightforward.
For impurity displacement along x and y perpendicular to the c-axis, none of
the uneven one dimensional representations may transform the eigenvectors. This is
easily seen with the characters for C3 being equal to 1 while such a rotation (1200)
cannot leave these displacements unchanged. We are then left with the two dimension
representation Eu, for which a less trivial check can be done by writing appropriate
two dimensional matrices for the operations. In Fig. 4-9 we label the modes using
the irreducible representations according to which they transform. A two dimensional
Table 4.5: Character table of point group
subspace for displacements z and y means that the frequencies of the modes associated
with motion along these directions are the same. This two-fold degeneracy require the
spectrum for x and y in Fig. 4-8 to be same. It is important to bear in mind that two
eigenvectors are needed to span this subspace, and the impurity motion in the plane
perpendicular to the c-axis is due to their linear combinations.
Using the supercell method described in the preceding section, we calculated the
eigenvectors with direct diagonalization of a fully relaxed system containing 513 atoms.
Fig. 4-11 shows the displacements of the impurity and its first neighbors at local and
resonant modes with their corresponding frequencies. Since all symmetry operations
in D3d take the neighbors into themselves, we can easily check the consistency of the
displacements of the non-degenerate modes A'1 and A' with the character table. As
mentioned in the paragraph above, for the sets { E., E } and { E 3 , E.} extra attention
is needed when the two dimensional symmetry operators of the representation mix the
eigenvectors.
The local modes 4-11(e)-(f) are decoupled from the system and vibrate with the
exact symmetry depicted in the figure. For the resonances 4-11(a)-(c), however, the
vibrations occur for a range of frequencies of the crystal modes and the displacements
shown may be slightly changed without violating the symmetry requirements. A rigid
translation of the molecule along the z direction also transforms according to Ax.
and, therefore, to all displacements in mode Al a constant Sz can be added. Such
configurations, show schematically in Fig. 4-12, were mostly found away from the
maximum of the resonance. Equally valid arguments justify rigid translations of the
molecule along x and y for modes E' and E'. We therefore conclude that the symmetry
of the octahedral molecule embedded in the hcp lattice restricts the motion of the
impurity and its first neighbors at the resonances to vibrational patterns that can be
well represented by the ones in Fig. 4-11. These displacements are equivalent to the
ones calculated by Dettmann [86] for the same molecule but with cubic symmetry as,
for instance, the octahedral site in the fcc structure. In that case, the only irreducible
representation of the point group Oh allowing for impurity motion is the three fold
degenerate Flu, and the three eigenvectors have the same energy. The anisotropy of
Figure 4-11: Displacements of the impurity and its neighbors at resonant and local
modes labeled by the D3d representation according to which they transform and their
respective frequencies. (a), (b), and (c) are resonances; (d), (e), and (f) are local
modes with impurity motion; (g), (h), and (i) are local modes without impurity
motion.
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Figure 4-12: Combination of the mode depicted in Fig. 4-11 (a)-(c) with a rigid
translation along the z, x, and y directions respectively. Notice that the displacements
of neighbors are not along the lines connecting them to the impurity as in Fig. 4-11.
the hcp lattice decomposes this representation in our group D3d
Fl,(Oh) -+ Alu(D 3d) + E,(D 3d)
lifting the three fold degeneracy. This splitting is apparent in our spectra, with the
non-degenerate case Al appearing at slightly higher frequencies.
An important difference between the three local modes and their corresponding
resonances is that in the latter, the Zr atoms move in phase with Ni (Fig. 4-11(a) - (c))
while in the former, impurity and neighbors are out of phase (Fig. 4-11(d) - (f)).
In-phase low frequency vibrations are key to the interstitial diffusion mechanisms
[83]. Fig. 4-13 is a schematic representation of Ni jumps in the octahedral hexagonal
sublattice, where each site has two adjacent interstitial along the [0001] direction and
six in the xy plane. Saddle point configurations for possible jumps both parallel and
perpendicular to the c-axis must have the impurity placed midway between adjacent
sites and its closest Zr neighbors in the planes indicated in the figure by the dotted
line. As we will show next, when relaxing the system in this configuration, the closest
neighbors suffer important correlated displacements. Despite the small impurity size,
they are driven apart, away from the impurity, with distortions amounting to values
greater than 18% of their equilibrium distances. This corresponds to displacements
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Figure 4-13: Hypothetical Jump along the z axis (a) and parallel to the basal plane (b).
The arrows indicate motion towards an octahedral site and the dotted lines towards
a tetrahedral one. Dashed lines are projections of the planes containing the impurity
with the system at the saddle point configuration.
twice as large as the magnitude of the vibrational amplitude of Zr at 1200 K. From
a purely geometrical point of view, we see that the resonance A', and appropriate
linear combinations of E, and E. will facilitate eventual jumps.
4.4 Static Migration Energy
Though linear combinations of E1 and E. may also move the impurity towards the
neighboring tetrahedral sites (Fig. 4-13), we have already showed in Section 4.1 that
they are unstable for our potential. Therefore, we expect that, if diffusion is to occur in
the model, it will take place between octahedrals. In this section we study the potential
energy surface felt by the system when it is artificially moved from one equilibrium
configuration at T = OK to a different but adjacent one in the configuration space.
This may be done in a similar way the relaxations in Section 4.1 were performed,
except that a constraint is imposed in the energy minimization process.
Consider the schematics of such a calculation depicted in Fig. 4-14. In the initial
equilibrium configuration, the impurity is at site A with all atoms relaxed. The
minimum energy configurations at T=0 K of the entire system during a jump process
defines a path along which the impurity moves to reach its final position at C. We
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Figure 4-14: Representation of a calculation of the activation energy. The impurity is
artificially moved from A to C and relaxed configuration energies are calculated with
the constraint that the impurity remain on a plane P.
choose points B, in this path such that their projections along the vector A increases
in magnitude with n. The impurity is then located in the plane P perpendicular to
A that cuts the vector at B,. The minimization is performed at for N such points
by initially placing the impurity atom at B, and constraining its position to be in the
plane P. As a result we obtain the relaxed configuration n and its energy.
The result of our calculations along the x and z directions (Fig. 4-13) are shown in
Figs. 4-15, 4-16, and 4-17. Sine-like curves are obtained for the configuration energy as
a function of the reaction path at different impurity positions n, with an estimation for
the migration energy of the diffusion process equal to El~ = .58 eV and E'ig = .76 eV
for diffusion parallel and perpendicular to the c-axis, respectively. These extremely low
values for Em,ig are comparable to the experimental one, Emig = .70 eV [29], a rather
encouraging result in terms of feasibility for Molecular Dynamics studies. Further
comparison will be made with the dynamic values calculated in Chapter 5. For now,
it is important to notice that the statics of the model predicts significant temperature
dependent anisotropy as given by the difference in values of E ,- and Eig,, with
smaller values for diffusion parallel to the c-axis. This is also verified in almost all
experimental results with one exception which we will comment in discussing our
dynamical results.
Figs. 4-16 and 4-17 are drawings of the relative atomic positions of the impurity
B'
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Figure 4-15: Configuration energy as a function of the reaction path using the relax-
ation scheme represented in Fig. 4-14 (see text). Full circles: impurity motion along
the c-axis; full squares: impurity motion perpendicular to the c-axis.
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Figure 4-16: Static positions for impurity motion along the c-axis during the energy
minimization process represented in Fig. 4-14. The impurity remains in the three-
fold symmetry axis C3 .
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Figure 4-17: Static position for impurity motion along the a-axis (x) during the energy
minimization process represented in Fig. 4-14. The impurity remains in the two- fold
symmetry axis C2.
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and neighbors for consecutive steps in the calculation of the migration energy. Two
important things come out from these figures. First, though the impurity is allowed to
move in a plane perpendicular to the line connecting the octahedrals, it never leaves
its initial position B,, in the vector A~ during the minimization process. This is
consistent with the fact that both z and z axis passing through the center of the oc-
tahedrals are axes of symmetry of the crystal (C' and C3 in Fig. 4-10). Second, with
careful observation one notices that in the initial steps along the reaction coordinates,
the relaxations of the neighbors resemble those of the resonances in Fig. 4-11. This
is particularly clear for the z direction. Moreover, at the saddle point, we calculate
strains values greater than 18% (with respect to equilibrium positions) for the closest
neighbors in the plane containing the position of the impurity. The mean vibrational
amplitude at T=1000K in the model (Fig. 3-9) can only account for 9% of this dis-
placement. This completely eliminates an eventual association of the low migration
energies in the model with small saddle point distortions due to small impurity size.
In fact, low migration energies are only possible if we allow for relaxations. In Fig.
4-18 we plot the energies for configurations obtained by placing the impurity atom
at the points B, along the vector A without further relaxations of the Zr structure
corresponding to the initial equilibrium positions at T=0 K. The energies are unreas-
onably high, amounting up to 10 eV. When the impurity passes the midpoint between
the octahedrals, it sees a different atomic environment, accounting for the asymmetry
of the curve.
4.5 Diffusion in the Harmonic Approximation
The picture of a small impurity diffusing through the open "interstitial channels" in
Zr without distorting the lattice at the saddle points is not appropriate for our model.
Rather, we need the cooperation of the neighbors at each jump, by having them at
instantaneous positions which differ considerably from their equilibrium ones. We
already showed that the molecule motion at resonances provide us with the required
displacements necessary for the low energy saddle point configurations. That these
Ureaction coordinate
Figure 4-18: Energies of the configurations obtained by placing the impurity in the
path towards the saddle point not allowing for relaxations of its Zr neighbors.
resonances are in fact responsible for lowering the migration energy in the model can
be seen in the following way.
Assuming that energy curve in Fig. 4-15 has a sine shape, we can write an expres-
sion for it in terms of the displacement of the impurity sNia towards the saddle point
in the direction a [87]
E(SNa) = E,, [1' - cos(7rsNica/da)] (4.36)
where d, is the distance to the saddle point configuration (d± = a/2 % 1.6A, dll =
c/4 , 1.3A). Our goal is to show that the small values obtained for Emig in the model
are a consequence of the resonances being at small frequencies. We then consider the
application of a force FNia on the impurity in the direction a corresponding to jumps
parallel (a = z) or perpendicular (a = x) to the c-axis. The equations of motions
4.10 in the harmonic approximation become
(4 - Mw2 )s = F (4.37)
where the vector F has zero entries except for FNia. In the static limit, w -+ 0, all
atoms relax together with the impurity. The resolvent equation 4.18 can be used with
our calculated Green functions to solve Eq. 4.37 for the displacements s
s = G(w = O)F (4.38)
and the total elastic energy associated with the relaxation process is, within the har-
monic approximation,
1 1 -1Eel = F G(w = O) F = 2N i G (w = 0) FNi (4.39)
Since the application of the force in the direction a will move the impurity only in the
direction a, Eq. 4.38 gives FNia = GiNi-lsNia and we can write a final expression
for the elastic energy in terms of our calculated green functions
Eel = 21 aG Ni (W = )s a  (4.40)
A second order expansion of Eq. 4.36 around the origin reads
1
E(SNia) = -E,g (7r /2d.)sia (4.41)
Comparing Eqs. 4.40 and 4.41 we arrive at a final expression for the migration energy
in terms of the static Green function for Ni
E =aig (2/r2) d GNiNi(w = 0)] (4.42)
This expression has been used successfully in the calculation of the vacancy mi-
gration energy in bcc metals, giving values within 1% of the experimental ones [87].
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The Green function can be rewritten in terms of an integral of the density of states
(Eqs. 4.14 and 4.19)
GavNi(W = 0) = o n )2 dw' (4.43)
In our case, with the spectra of Fig. 4-8, the important contributions to the integral
come only from the two resonances and the local modes. Because these contributions
are weighed by w- 2 , the resonances being at very low frequencies increase the value
of G sNi, decreasing the value of the migration energy in Eq. 4.42. Therefore, besides
their appropriate symmetries, the position of the resonances in the spectra are essential
for fast diffusion between octahedrals. Our model has both of these ingredients.
When performing the calculation of Emi9 with Eq. 4.42, one improves the estima-
tion by averaging the curvatures at equilibrium and at saddle point, correcting for the
sine approximation
E, M (2/7r2) d2 [G;Ni(w = 0)] = (Gequil - Gsaddle)/ 2  (4.44)
Using the recursion method, we calculated the Green function at the saddle points
for the two jump directions, and obtained the values for Eig with expression 4.44.
The results are assembled in Table 4.6, and compare well with the migration energies
estimated with the relaxations in the previous section. In particular we note that
Ellg < E;i, for both calculations. Geometrical anisotropy is inherited in the diffusion
process due to different jump distances in different directions (dll < d±) multiplying
the jump frequency in Eq. 2.17. More important to our discussion is that Eqs. 4.44
or 4.42 show that they also originate temperature dependent anisotropy, which is also
related to the fact that the resonance peaks corresponding to motion perpendicular to
the c-axis have lower frequencies than the one corresponding to displacements along
this axis. Self-diffusion anisotropy in hcp materials is often discussed in terms of non-
ideality of the c/a ratio [2, 33, 38]. For the octahedral-to-octahedral mechanism for
impurity diffusion, temperature dependent anisotropy comes naturally from Eq. 4.42,
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Table 4.6: Values for parameters entering the expression for the diffusion coefficient
obtained within the framework of the harmonic approximation (HA), and with system
relaxations across the saddle point (REL).
El(eV) E,-(eV) D"(cm2/s) Do (cm 2/s) vi(THz) vI(THz)
HA .60 .81 4.0 x 10- 3  5.8 x 10- 3  5.8 3.7
REL .58 .76 - -
and has little to do with c/a not being ideal. We recall that in our model, c/a V/8/3
and nevertheless Ellg < EA1.
The importance of low frequency resonances for fast interstitial diffusion has been
also discussed for the case of self interstitials in fcc structures in the context of recov-
ery processes after particle irradiation. Measurements of the local spectra in Al using
neutron scattering techniques [88] confirmed the presence of resonant peaks with the
required symmetry for diffusion to occur with small activation barriers. In this case,
experiments are relatively simpler since the concentration of interstitials can be in-
creased with irradiation. For the low soluble impurities in hcp Zr, the intensity of the
scattering by the defects is weak making the experiments difficult if not impossible.
Today, the few attempts in studying the structure of the defect come from M6ssbauer
spectroscopy, which unavoidably show the presence of precipitates in the form of new
phases [41, 42]. One possible solution may be ion implantation with experiments
performed at very low temperatures . M6ssbauer spectroscopy data for implanted
Fe [45] confirmed the presence of a large fraction of atoms in the interstitial sites.
Nonetheless, no further efforts in measuring the local vibrational spectrum have yet
been undertaken.
The second parameter entering the diffusion coefficient is the attempt frequency v*
defined in Eq. 2.17. Like in the case for the migration energies, an estimation for v*
can also be calculated within the harmonic approximation. In configurational space,
two adjacent equilibrium points A and B will lie on the bottom of potential wells.
We define a surface S containing the saddle point between A and B and normal to
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the potential curve in the 3N dimensional hyperspace. The surface S separates the
configurational space into two. Rate theory [89] allow us to write an expression for
the transition probability of the system to go from A to B (or the jump frequency F
(Eq. 2.17)) as
kT fIse - /kT dS
27r Ae-l/kT dV (4.45)
where (I is the energy at one point in the hyperspace. The integrations are done
at the surface S and at the volume part of the space defined by S that contains
the equilibrium point A. The theory of Vineyard to calculate v* [90] consists in
approximating the energy D to second order (harmonic approximation) in the normal
vibration coordinates of the system, so that the integrals in 4.45 can be performed.
The result reads
F - v*e - [' * .addle- A]/kT (4.46)
with (,saddle - (A) equal to the migration energy. The frequency v* is given by
3N Vj) 3N-1 V (4.47)
w (u ) ( n -;) (4.47)j=1 j=1
where v and V' are the eigenvalues of the dynamic matrix for system configurations at
equilibrium and at the saddle point, respectively. At the saddle point, the configura-
tion is unstable under impurity displacement along the jump direction, and therefore,
only 3N - 1 eigen frequencies are positive. Eq. 4.47 illustrate the dynamical complex-
ity that is integrated in one single frequency v*, which cannot be viewed as a single
vibrating frequency of the system. Our calculated values, obtained from diagonaliza-
tion of the dynamic matrix for 513 atoms are listed in Table 4.6. When diagonalizing
the matrix with a saddle point configuration, we indeed find one negative frequency
whose eigenvector correspond to a displacement of the impurity along the jump dir-
ection with all other atoms at rest. The attempt frequency is found to be lower for
the direction perpendicular to the c-axis. Further comparison of these values with the
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experimental data will be done in the next Chapter together with the results from MD.
The tabulated values for Do are obtained with Eq. 2.14, using a correlation factor
fl, = f± = 1. For diffusion parallel to the c-axis, two jumps are possible with distances
equal to c/2 , 2.6 A(Fig 4-13), while for diffusion perpendicular to the c-axis we take
the x direction, with two jump distances equal to a 3.2A and four equal to aV//2.
The resulting expression for Do reads
Da = vu d gg/2 (4.48)
with g11 = 2, g± = 3, dll = c/2, and di = a. The calculated values for Do are also
discussed in the next Chapter.
It is important to point out at the end of this Chapter that by calculating diffusion
parameters in the harmonic approximation we do not intend to say that diffusion is
a harmonic process. The very fact that the system needs to reach a saddle point for
diffusion to take place reflects the non harmonic aspect of the problem. Moreover, the
frequencies vj in Eq. 4.47 do not have a real physical meaning in the sense that the
system does not vibrate in these frequencies. The calculation of diffusion parameters
in the harmonic approximation is more useful for systems with large activation ener-
gies, where MD cannot provide enough jump statistics. A recent study of interstitial
oxygen diffusion in Si (E,ig = 2.43 eV) showed the harmonic approximation to give
surprisingly close values to the experimental results [49]. In the context of this work,
Eq. 4.42 is of importance since, together with Eq. 4.43, it reveals the major role
of the low frequency resonances in decreasing the activation barrier for the diffusion
process, ruling out the participation of the high frequency local modes.
Fast impurity diffusion in hcp Zr has never been discussed in the context of low
frequency resonances in the local phonon spectrum. The consistency of the symmetry
analysis of the resonant eigen displacements with their low vibrational frequencies
strongly supports the picture of the diffusion being a collective process assisted by
the whole lattice, rather than an individual random phenomenon where only the Ni
atom participates. In this simplistic picture, all attention is concentrated in the im-
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purity. Our results for our model in this Chapter are strong evidence that eventual
impurity displacements leading to a saddle point configurations are highly correlated
to the movement of the first neighbors. The apparent randomness of diffusion, well
formulated by the random walk theory, is related to the system loosing its memory
between consecutive jumps. This will be further discussed in Chapter 5.
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Chapter 5
Molecular Dynamics Results
Considering the values for Emig and Do calculated in the preceding Chapter, we expect
the impurity diffusion coefficients to be on the order of 10- 5 cm 2/s for temperatures
close to 1000 K. As we have already mentioned, these are temperatures below half
of the melting point of Zr, and such large values for D are usually only obtained in
the liquid phase. Given the estimation in Chapter 1 of 10- 1 cm2/s for a lower bound
for feasibility of a Molecular Dynamics study, we find ourselves in a good position to
perform the calculation of diffusion coefficients at temperatures different from zero. In
this Chapter, we present results of our studies on the dynamic behavior of our model
and compare to the predictions of the harmonic approximation.
Molecular Dynamics is a well established technique in Materials Science, the details
of which can be found in many articles and books [14]. Once a good model describing
the energy and forces of interatomic interactions is implemented, one only needs an
integration algorithm for Newton's equation of motion to calculate the position and
velocities of all atoms as a function of time. Assuming that time averages are equal to
ensemble averages, thermodynamic properties are readily available after long enough
runs. A number of technical issues need to be resolved before good simulation can
be performed. These include time step in the integration algorithm, conservation of
energy, cell size, boundary conditions, and a fast algorithm for calculation of forces.
We do not discuss these details here, though they compose a large part of the work.
All our trajectory calculations were performed using the Verlet algorithm [14] to
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integrate the equations of motion with time step equal to 2 x 10-15 sec, and the Nos6
algorithm for constant temperature runs [61]. The simulation cell is a parallelepiped
(right angles) with Cartesian coordinates oriented as in Fig. 4-1. A total of 864
Zr atoms were used, with 1 Ni atom initially placed in an octahedral site. Periodic
boundary conditions are applied in the same way as the supercell schematically shown
in Fig. 4-6, composing an infinite lattice for impurity diffusion. For each desired
simulation temperature Tsim, an initial temperature equal to 2 Tsim is given to the
atoms at their geometrical positions to thermalize the system in the NVE ensemble
(5000 time steps) to a temperature close to Tsim. The final positions and velocities are
then used as initial configuration for the NVT runs at Tiim, with which we obtain the
trajectories used in our calculations. Good statistics were obtained after 7 x 106 time
steps for Tsi, = 900 K and Ti,m = 1000 K, 6 x 106 for T,,im = 1100 K, and 5 x 106
for Tiim = 1200 K. The maximum time span was therefore 14 ns for Tim, = 900 K.
Positions and velocities were recorded every 20 time steps, which translates to 4 x 10- 2
ps between consecutive configurations to be analyzed. Since all runs were performed
at constant volume determined by the lattice parameter at the desired temperature,
no transition to the bcc phase occurred at Ti,s = 1200 K (T,,•o = 1136 K), and the
hcp structure was preserved.
5.1 The Diffusion Coefficient
Fig. 5-1 plots the time evolution of the impurity coordinates for the first 400 ps at
400 K and 900 K. At the low temperature the atom vibrates in its original octahedral
site while at the high temperature, the diffusion process is already activated. Clear
from the plot is that the duration of a jump is much smaller than the residence time
of the impurity in the interstitial site. The thick arrow in the figure indicates the
distance traveled by the Ni atom during one jump, which is observed to be equal
to the distance between adjacent octahedrals both parallel and perpendicular to the
c-axis at this temperature. This is also apparent in Fig. 5-2 where we observe its
trajectory in the space composing the hexagonal lattice depicted in Fig. 4-1.
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Figure 5-1: Time evolution of the impurity coordinates at 400 K (a); and 900 K (b),
for the first 400 ps. At this time interval, the diffusion process is already activated at
T = 900 K. The thick arrow indicates the distance traveled by the atom during the
jump along the c-axis, which is equal to the distance between two octahedral sites in
this direction.
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Figure 5-2: Impurity trajectory in space composing the octahedral interstitial sublat-
tice in the hcp matrix.
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The analysis of the trajectories for calculating the diffusion coefficient is done in
the following way. If Naim is the total number of time steps St in the run, the mean
square distance traveled by the atom in a time window nSt is given by
(r2(nSt)) = Nim N  {r[(m + n)6St] - ro[mbt]}2  (5.1)
Ce m - n M=m=l
where a labels directions parallel and perpendicular to the c-axis. For each time
window nSt, only Nim - n points can be taken in the average, and therefore, the
statistics is only good for small n, for which we obtain the expected linear behavior
predicted by Eq. 2.11. In our case with the Nim values given above we were able
to extend the linear regime up to 20 ps. Our curves 5.1 are shown in Fig. 5-3. The
diffusion coefficients for the two different directions are given by the slope of these
lines, according to equation 2.12.
Fig. 5-4 shows the Arrhenius plot of our calculated values for the diffusion coef-
ficient together with the available experimental data. They agree well in order of
magnitude, principally with extrapolated the values for diffusion along an unspecified
direction. A linear fit to our data gives
DII(T) = (4.4 ± .1) x 10-3exp( .54 eV/ kT ) (5.2)
DL(T) = (6.9 ± .7) x 10-3 exp( .71 eV/ kT ) (5.3)
The values for Do and Emig in Eqs. 5.2 and 5.3 are within 15 % of those predicted
by the harmonic theory in the previous Chapter, which gives slightly higher values for
the migration energy. For comparison reasons, we list the parameters in Table 5.1.
Also, the values of the migration energies obtained from the MD runs are 10 % lower
than those estimated at 0 K using the relaxations. The relevance of this comparison
resides in the appreciation of the applicability of static techniques to calculate diffusion
coefficient parameters.
In Table 5.1 we also assemble the values for the diffusion parameters extracted
from linear fits to the experimental data plotted in Fig. 5-4. If we take Emi, for
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Figure 5-3: Mean square displacements calculated for the Ni impurity for four different
temperatures. (a) parallel to the c-axis; (b) perpendicular to the c-axis.
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Figure 5-4: Diffusion coefficients for Ni in hcp Zr. Circles correspond to values along
the c-axis (Dll), squares to values perpendicular to the c-axis (D±), and triangles
to experimental data of unspecified direction [29]. Open circles and squares are ex-
perimental data on single crystals [30]. Full circles and squares correspond to data
extracted from our MD runs.
Table 5.1: Values for parameters entering the expression for the diffusion coefficient
obtained from our MD runs, within the framework of the harmonic approximation
(HA), with static relaxations (REL), and extracted from the experimental data for
unspecified direction (UN) [29] and single crystals (SC) [30]. The attempt frequency
was calculated assuming an elementary octahedral interstitial mechanism according
to Eq. 4.50. For UN, it was calculated as an average for all three directions.
E (eV) E (eV) D (cm2/s) D&L(cm 2/s) Lu'(THz) vi(THz)
MD .54 .71 4.4 ± .1 x 10-3 6.9 + .7 x 10- 3  6.4 + .2 4.5 ± .5
HA .60 .81 4.0 x 10- 3  5.8 x 10- 3  5.8 3.7
REL .58 .76 - -
UN .70 1.7 x 10-2 13.6
SC .78 .57 1.8 x 10-2 5.3 x 10- 4 26.0 .5
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diffusion along an unspecified direction [29] to be an average of the two different
diffusion directions, then our results are in excellent agreement with this experiment.
Nevertheless, for the single crystal case [30], the analysis give values for E. < El.
To the best our knowledge, this is the only experimental result for fast impurity
diffusion in hcp Zr in which this was observed. In the same article where the results
were published, data for Fe and Cr show opposite behavior, similar to ours, with
smaller energy barriers for diffusion parallel to the c-axis. At low temperatures, the
single crystal curves are also in bad agreement with the results for the samples with
unspecified direction. It is important to bear in mind the difficulties associated with
obtaining intrinsic diffusion coefficients for these impurities due to their extremely
low solubility. In the high temperature regime of the plot, we observe the single
crystal points converging to our calculated values. As discussed in Chapter 2, at low
temperatures, precipitation effects are likely to alter the diffusion dynamics as a new
equilibrium between solute and the precipitated phases is established. Diffusion data
is therefore likely to be sample dependent, explaining the discrepancy between the two
experimental curves.
If we assume that in the high temperature regime the single crystal curve ap-
proaches the intrinsic value for the coefficients, we observe that our calculated ones
are one order of magnitude larger. At this stage of comparison, we cannot forget that
our model is based on a phenomenological potential fitted to the properties of one
alloy. One order of magnitude difference may very well be the best we can do with
this type of description. We nevertheless consider the overall comparison of Fig. 5-4
satisfactory to claim that the diffusion mechanism in the model reproduces well the
experimental results. However, if we allow ourselves to take one step further in the
interpretation of the data and bring up the possibility of a dissociative mechanism,
the experimental diffusion coefficient in the high temperature regime would read
Dex,p c1Di (5.4)
where Di is the interstitial diffusion coefficient, as calculated by us, and ci is the
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fraction of solute atoms in interstitials. Eq. 5.4 would then require us to decrease
our calculated values for ci < 1. Considering a simple statistical two-level system,
the defect formation energies for interstitial and substitution Ni in Table 4.1 give
ci 5 x 10-5 .
Regarding the pre-exponential factor Do, our values are one order of magnitude
different from both experimental results, which also show a large discrepancy between
them. In a fit to the Arrhenius plot, the value for this parameter is read from the
intercept of the line with the D axis, which is in In scale. Therefore, small changes
in the slope (Emig) affect the Do exponentially. Close agreement between different
experimental values are thus difficult to obtain, given the error associated with the
measurements of the diffusion coefficients. The discrepancy of calculated and experi-
mental data is reflected in the values for the attempt frequencies obtained using Eq.
4.48. The classical simplistic approach to diffusion in solids would take v* to be equal
to the Debye frequency VDb [8] of the material. For hcp Zr, VDb is approximately 5
THz [91], a value that lies between the calculated ones. A fit of the Debye model to
the parabolic part of the Zr spectrum with the potential used here (Fig. 3-7) gives
,Db"' = 5.1 THz. Our Do values are, therefore, to be considered as "normal", and as
far as fast diffusion is concerned, they play no significant role when compared to the
extremely low values of Emig.
In Fig. 5-5 we plot in In scale the anisotropy ratio D11/D. for our calculated
diffusion coefficients and those measured for the single crystal experiment. The dashed
line is an exponential fit to our data, with slope equal to .17 eV, consistent with the
expected temperature dependence
Emig - Ell
In(DII/D±) a mkT mig (5.5)
Reported data for all fast diffusing species give values for this ratio between 3 and 5
[1, 2], in good agreement with our calculated values. One note on the data of Fig. 5-5
should be made about the experimental values for the single crystal experiment. Eq.
5.5 predicts increasing values for DII/D±. for decreasing temperature if E;ig > E ig.
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Figure 5-5: Anisotropy ratio D11/D.L as a function of temperature. Full circles: our
data; open circles: experiments [30]; dashed line is a linear fit to our calculations.
With careful observation in the plot we notice the low temperature experimental value
to be much larger than the high temperature ones. If this signifies a trend of increasing
D11/D.. with decreasing temperature, we face an inconsistency with the measured
values for the migration energies.
5.2 Jump Statistics
From Fig. 5-1 we identify two characteristic times associated with the diffusion pro-
cess: a short one, Tjump, which measures the jump duration; and a long one, r,,es, the
residence time of the impurity in an equilibrium site between two consecutive jumps.
The latter is equal to the inverse of the jump frequency F defined in Eqs. 2.15 and
2.17 (note that P, in Eq. 2.15 equals 1 for our case). These characteristic times
are directly accessible from the MD trajectories with appropriate statistics performed
with the jumps.
In the analysis of the trajectories, the detection of a jump is performed according
to the following algorithm. At t = 0 the initial position of the atom is set as a
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reference, and the magnitude of the distance from subsequent positions to the reference
are calculated. We say that a jump occurs when this distance is greater than the
octahedral-to-octahedral distance minus the mean thermal vibrational amplitude of
the impurity at the temperature being considered. The new position and new time
after the jump are then set as references and we continue the calculation for the rest of
the trajectory. Establishing this criterion has one important consequence: we restrict
the analysis to one single diffusion mechanism. If other types of jumps are occurring,
we are bound to find deviations from the predicted distribution curve for Tre,. For
instance, consider a "double jump" along one of the directions in which the atom skips
its residence in the adjacent octahedral and moves to the next. This would be the
case in a situation where consecutive jumps are highly correlated. With our criterion,
we would obtain ;,double a 0 and a large number of these would make a single jump
analysis inappropriate.
Since our model requires that fast impurity diffusion be driven by very specific res-
onant modes, we are necessarily introducing the concept of strong correlations between
the movement of the impurity and the surrounding atoms. In fact, the resonant char-
acter of these oscillations implies a collective behavior where all atoms are involved.
Therefore, at least in principle, it is not unreasonable to discuss the possibility of
double jumps in our system. Evidence for highly correlated jumps exist for vacancy
diffusion at temperatures close to the melting point, where the diffusion coefficients
are on the same order of magnitude as ours [92, 93]. The possibility of a fast diffusion
mechanism controlled by double jumps in our simulation cannot be verified by simply
eye inspection of the trajectories.
Figs. 5-6 - 5-9 are a series of histograms for the distribution of rr, calculated with
the octahedral-to-octahedral criterion described above. The calculation was performed
for the four temperatures we are studying in the two diffusion directions. In the context
of a random walk interpretation, the probability of a jump to an adjacent octahedral
site occurring between the time t and t + dt is constant and equal the inverse of the
mean residence time Tres, leading to a Poisson distribution
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1 t) (5.6)p(.e = t) =  exp ( - t (56)Tres Tres
The curve drawn with the histograms is the plot of Eq. 5.6 with fr,, equal to the mean
obtained from the count statistics. We observe no significant anomalous behavior
close to Tr,, = 0, and Eq. 5.6 represent better the histograms with increasing number
of events. We therefore conclude that the diffusion process follows a random walk
description, with uncorrelated events, where the impurity jumps between adjacent
octahedral sites. We interpret the apparent large count close to T,ee = 0 in Fig. 5-6(b)
to insufficient statistics, and to the difficult representation of the data in a histogram
form for small number of events. Careful analysis of the trajectories at all temperatures
shows that the number of jumps with re, ; 0 ps is at most 2% at T=1200 K along
the c axis and less or equal than 1% for the other temperatures. These are in fact
double jumps and their count is given in Table 5.2. Given the total number of events
(reported in the histograms) at these temperatures, the contribution of double jumps to
the diffusion coefficient is negligible, and the degree of correlation between consecutive
events is small. In the next Section we will discuss this problem as well as the meaning
of Tree, , 0 in further details.
Much less can be said about the short characteristic time j,,mp, whose distributions
are shown in Fig. 5-10. A value for rj,,,p at each detected jump is obtained by
first calculating the mean vibrational amplitude of the impurity while residing at an
octahedral site for the directions parallel and perpendicular to the c-axis. We then
determine the departure from the initial position and the arrival at the adjacent one
by detecting the times at which the impurity leaves or reaches the neighborhood of
the respective site, which is defined by the calculated mean vibrational amplitude.
The difference of these times is equal to j,,,p. A classical approach would require
the mean of the distribution at temperature T to be equal to dc, m/kT [94], where
m is the mass of the diffusing particle, and d0 the jump distance in the direction a.
Fig. 5-11 plots our mean values for Tiump showing some degree of discrepancy with
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the values obtained with the classical expression. Though the criterion for detecting
the impurity's arrival and departure is somewhat arbitrary, the errors introduced will
be on the order of the integration time step, 10-14 s, two orders of magnitude lower
than the mean values for jiump. Our results do agree, however, in order of magnitude
with the classical approach, and one may point out the lack of statistics to explain the
discrepancy, principally at low temperatures.
Given the particularities of the local vibrational spectrum at the defected region, we
might be tempted to interpret the mean value for Tjump in a different way. Though the
statistics for Tre, are in perfect agreement with the picture of uncorrelated consecutive
jumps, we showed in the last Chapter that low migration energies are obtained with
correlated displacements between the impurity and its first neighbors. If we consider
a hypothetical jump driven by only one phonon at the peak of a resonance (Fig. 4-11),
the impurity starting at the center of the octahedral, we expect the time for arrival
at the saddle point to be just over rib/4, where Ti;b is the period of the vibration.
The total time of the jump would then be close to, but greater than, rib/2. For the
resonances in Fig. 4-9 we have at the center of the peaks frequency values v equal
to 1.2 and 1.4 THz, which give .41 ps and .36 ps for rvib/ 2. These values lie on the
left side of the histograms, below the mean, but they should be considered as lower
bounds for the estimation, as explained above. This interpretation should be taken
as qualitative since it supposes that the vibrational properties calculated around the
equilibrium position remain valid as the system reaches the saddle point. In this
context, is important to notice that the characteristic time associated with the local
modes ('vib/2 ; .06ps) is completely out of the range of the histograms in Fig. 5-10
confirming the fact that they do not participate in the diffusion process.
5.3 Velocity Auto-correlation Functions
With the exception of the discussion on the characteristic time Tjump, our interpretation
of the data obtained by MD trajectories did not rely on the fact that fast impurity
diffusion in our model is driven by the apparent resonances in the vibrational spectrum.
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Figure 5-6: Normalized histograms for the impurity residence time in an octahedral
site at T=900K. Jumps perpendicular to the c-axis, (a); parallel to the c-axis, (b).
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Figure 5-7: Normalized histograms for the impurity residence time in an octahedral
site at T=1000K. Jumps perpendicular to the c-axis, (a); parallel to the c-axis, (b).
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Figure 5-8: Normalized histograms for the impurity residence time in an octahedral
site at T=1100K. Jumps perpendicular to the c-axis, (a); parallel to the c-axis, (b).
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Figure 5-9: Normalized histograms for the impurity residence time in an octahedral
site at T=1200K. Jumps perpendicular to the c-axis, (a); parallel to the c-axis, (b).
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Table 5.2: Number of detected "double jumps" in the trajectories at each of the
temperatures studied for diffusion parallel to the c-axis. No such events were observed
for diffusion perpendicular to the c-axis during the time span of our runs.
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Figure 5-11: Jump duration as a function of temperature. Squares: classical approach;
circles: our data. Full symbols: diffusion parallel to the c-axis; open symbols: diffusion
perpendicular to the c-axis.
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The dynamics of the atom in the octahedral site, as predicted by our calculations at
zero temperature, is governed by two very narrow frequency regions separated by an
large gap where the host spectrum is mostly located. Therefore, we expect the analysis
of the time evolution of impurity related dynamical properties to be relatively simple.
Our intention in this section is to show that the underlying peculiar physics contained
in the impurity's phonon spectrum is reflected in simple way on directly accessible
quantities in our MD trajectories.
Many dynamical phenomena find their best description in terms of correlation
functions. When written as a function of time, they express the degree of memory
a system has of the value of a particular quantity at a particular time. In our case,
since cooperation of neighbors at the resonant vibrations is central to the diffusion
mechanism, we wish to characterize the extent to which this cooperation lives during
and after the jumps. The statistics for Tres are somewhat intriguing in the sense that
they fit well the predictions of the random walk theory in a highly correlated diffusing
environment. Moreover, the presence of few double jumps are an important sign that,
to some extent, correlation between consecutive jumps may exist. We wish to clarify
this situation by establishing a criterion under which correlated diffusion occurs in
our system, and understand the origin of the randomness in the process.
In a purely harmonic system, the velocity of the particles are totally correlated
in such a way that if a particular normal mode is excited, it will live forever, and
the velocities at any time can be known from the velocities at any other time in the
past. The introduction of an anharmonic part in the interacting potential is, however,
necessary to account for thermal expansion. This will cause the creation, destruction,
and the scattering of the normal modes, decreasing the degree of velocity correlation.
Nevertheless, the correlation introduced by one phonon may last for a certain time as
the collective vibrations persist in the system, principally at very short times before
its interaction with other phonons becomes significant. Mathematically, the degree of
correlation for the velocity of one particle in the direction a is given by
ga( t) = (v,(r + t)vD(T)), fo' va,( + t)v,(r)dr
(va(7)2), fo Va(_)2d
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The velocities will remain correlated as long ga,(t) 0 0. In a MD situation, the
total time is finite, and the average in Eq. 5.7 is done in the same way as in Eq. 5.1
1 Nsim-n
g,, (nSt) = (( va[(m + n)St]va[(m6t)] (5.8)(Nsim- n)(va(mr)2)m, m=1
with the normalization factor
Naim-n
(vc,(mar)2)m= E v(mct)2  (5.9)
m=l
In Fig. 5-12 we plot the calculated velocity auto-correlation functions for the Ni
impurity at three different temperatures. A number of important things come out
with careful observation of the curves. As expected from the static calculations of the
vibrational spectrum, the functions are modulated by two characteristic frequencies
corresponding to the local modes (high frequency modulation) and to the resonances
(low frequency modulation). This is an important signal showing the consistency of
our results, revealing that the resonances are indeed at work, assisting diffusion with
the appropriate symmetries. That these frequencies are the ones from the spectrum
can be seen by calculating the Fourier transform of g,,(t)
gaa (w) = j gac(t)eiwtdt (5.10)
In Fig. 5-13 we plot the power spectrum Ig~,(w) 12 which agrees with the calculated one
at zero temperature (Fig. 4-9). The apparent width at high frequency is in principle
not consistent with the picture of a local mode vibrating at only one frequency. This
is not a physical effect, but an inherited problem associated with the calculation of
Fourier transforms of discrete signals, which necessarily spreads the intensity of single
frequency sampled in time into neighboring frequencies [95]. The spreading increases
with increasing frequency, and therefore the effect is stronger at the local modes.
For our discussion, the important feature of the auto-correlation functions in Fig.
5-12 is the apparent damping of both modulated frequencies. As a first approximation,
we can consider that the Ni atom vibrates in the z direction (parallel to the c-axis) with
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Figure 5-13: Power Spectrum of the velocity auto-correlation function of the impurity
at T=400K.
only two frequencies vl, = 1.4 THz (center of the resonant mode) and v2, = 8.3 THz
(local), and in the xy directions (perpendicular to the c-axis) with uv, = vy, = 1.2
THz (resonance) and v2x = v2, = 8.2 THz (local). We assume frequencies to be
independent of temperature. We can then estimate the decay time of the oscillations
by fitting to the values of the autocorrelation functions an expression of the form
ga9(t) = exp(-t/rlj)cos(2irvl1 t) + exp(-t/r 2,)cos(27rv 2at) (5.11)
Tables 5.3 and 5.4 assemble the results for the resulting values of rn1 and 72a from
the fit at different temperatures. The decrease in the values for these relaxation times
with increasing temperature implies a decreasing degree of correlation.
Since diffusion in the model is driven by the resonances at low frequencies, we
turn our attention to the values of rlc and compare them with the values for the
mean residence time T.re. Both of them decrease with temperature, but not with the
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Table 5.3: Parameters for the fit of
parallel to the c-axis.
T (K)
400
800
900
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1100
1200
Table 5.4: Parameters for the fit
perpendicular to the c-axis.
T (K)
400
800
900
1000
1100
1200
the velocity auto-correlation function. Direction
-111 (ps)
.84 ± .05
.50 ± .05
.41 ± .05
.44 ± .05
.28 ± .03
.23 ± .04
T211 (ps)
1.00 ± .03
.40 ± .02
.33 ± .03
.29 ± .03
.26 ± .03
.18 ± .02
of the velocity auto-correlation function. Direction
1.10
.50
.40
.36
.33
.31
(ps)
- .06
- .05
± .04
± .04
±.05
± .05
721 (ps)
.94 ±.10
.33 ± .03
.24 + .02
.22 ± .02
.17 ± .02
.12 + .02
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Figure 5-14: Comparison between the relaxation times Tla with the mean residence
time in an octahedral as a function of temperature. Open circles: parallel to the
c-axis; full circles: perpendicular to the c-axis.
same rate. This is clearly shown in Fig. 5-14, where the ratio Tl,/Tre, is plotted as
a function of temperature. Larger values for the ratio with increasing temperature
has the following meaning: once the impurity arrives at the octahedral B from the
octahedral A, it has a higher probability to leave octahedral B to a third octahedral
C within the period of time for which its velocity still has a significant degree of
correlation with the velocity it had when arriving at octahedral B. Two successive
jumps for which the intermediate residence time satisfies Tr,,es < 7r, will be correlated in
the sense that the impurity will "remember" the end of the first jump at the beginning
of the second.
The values for r~, listed in Tables 5.3 and 5.4 show that the relaxation times
associated with the resonant modes are much smaller than the mean residence times.
Therefore, correlated diffusion events are only to happen for very small residence
times. Such is the case for the few double jumps reported in Table 5.2, which were
the ones detected using the criterion Tres < Ti,. That more jumps occurring with very
small residence times appear for high temperatures and for diffusion parallel to the
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Figure 5-15: "Double jump" correlation function as defined in Eq. 5.12 calculated for
T=1200 K and T=1100 K. The apparent positive increase in the value of ga for small
times implies an excess in the count of double jumps.
c-axis is not a surprise, since the ratio R~a/ T,, is higher as well as the total number
of events. Defining a jump along the positive z direction as "up", what is perhaps
remarkable when considering these rare events is that they are all either "up-up" or
"down-down", whereas the randomness of diffusion predicts an equal number for "up-
down" and "down-up" events. Based on this observation, the question we pose here
is whether the relaxation time rl, as defined by the velocity auto-correlation function
may serve as a criterion for correlated jumps as well.
In order to quantify the degree of correlation between consecutive jumps, we con-
struct the double jump correlation function gd(t) in the following way. Two consecutive
jumps is considered as one event i, and we estimate the total time rd' from the begin-
ning of the first to the end of the second. To every event, we assign a value 1V = +1 if
it is either "up-up" or "down-down", and Vi = -1 if it is "up-down" or "down-up".
Given a time interval t, gd(t) is given by the sum of Vi's for all consecutive jumps
131
occurring with rd < t
g(t) Z= S(V < t) (5.12)()= EF=, < t)
where N is the total number of events, and S(r- < t) = 1 for -rd < t, and S(rj < t) = 0
for 7r > t. For a large number of events, the random walk theory would predict
gd(t) = 0 for all values of the time interval t. Fig. 5-11 plots our calculated values
for diffusion along the c-axis at T=1100K and T=1200K. We observe the correlation
approaching zero for large t, and a tendency of increasing positive values for t < 4ps.
The function reaches the value of 1 for t -4 0, in agreement with the fact that only
double jumps were detected for 7,,,es < 1rj at these temperatures.
The conclusion to be drawn from the plot is that, for the time span of our sim-
ulation run, we observe an increasing excess in the number of double jumps with
decreasing value of residence time, for ad < 4 ps. This apparent deviation from the
predictions of the random walk theory could, in principle, be justified if we consider
the rather small number of jumps available for statistics. Much longer and costly runs
would be required to verify if this is indeed the case. However, given the results
presented in this section, it is not out of context to bring up the possibility that we
are observing an increasing correlation between consecutive jumps for residence times
approaching our estimated value for the relaxation of resonance modes driving diffu-
sion in the system. Within this interpretation, we may be tempted to ask the reasons
why such correlation would favor "up-up" and "down-down" events, rather than "up-
down" and "down-up" ones. The data presented here is insufficient to address this
question, and an extension of this study to velocity correlation functions between first
and second neighbors may help clarify the problem.
132
Chapter 6
Summary
This thesis presents an atomistic model for fast impurity diffusion in hexagonal closed
packed Zr that accounts for the extremely large values of the diffusion coefficient at
relatively low temperatures. Our work focuses on the importance of small impurity
size to the apparent low migration energies associated with the diffusion process, an
issue that seems to be lingering in the literature for more than twenty years. Much of
the understanding up to today relies on the longstanding belief that, with the system
at the saddle point, small impurity size translates into small local lattice distortions.
We chose Ni as a model impurity for two important reasons. First, it has the
lowest measured migration energies, allowing for Molecular Dynamics calculations of
the diffusion coefficient. Second, the Ni-Zr system has received large attention for its
glass forming ability, and it has been modeled by Massobrio et al. [58] in the frame-
work of the Second Moment Approximation of the Tight Binding scheme which was
described in Chapter 2. Our test with the potentials constructed for Ni-Ni, Zr-Zr, and
Ni-Zr, prove this framework to be a reliable description for this interactions, princip-
ally when comparing our calculated thermodynamic properties of pure Ni and Zr to
the available experimental data. The cross interaction Ni-Zr fitted to the properties
of NiZr 2 is verified to stabilize the structure of the alloy at different temperatures,
giving satisfactory values for volume expansion. Since for the purposes of this work
we transport this interaction to a highly unknown environment of an interstitial Ni in
the hcp Zr matrix, we tested the transportability of the potential by calculating the
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equilibrium cohesive energy and lattice parameters of NiZr and Ni 5Zr at zero temper-
ature. These are found to be surprisingly close to the experimental values. Based on
this result and those of Chapters 4 and 5, we conclude that a reasonable degree of
transportability may be expected for cross interactions fitted for one alloy with this
potential form. This is an important fact given the lack of data for point defects in
hcp Zr.
Our calculations at zero temperature presented in Chapter 3 provide the basis for
the understanding of the peculiar dynamic behavior of the Ni impurity. The potential
only stabilizes the octahedral site and the local relaxations are found to be important
only for the first six neighbors. The formation energy of this defect is close to that of a
substitutional Ni, supporting the claim of a dissociative equilibrium between two types
of solid solutions. Central to this thesis is our calculated local vibrational spectra of
the impurity and its nearest neighbors. To an excellent approximation, octahedral
Ni vibrates only in four different modes. For frequencies greater than the maximum
frequency of the Zr spectrum, two local modes are present in the spectrum, and
inside the allowed band for Zr, two resonances appear. Local modes are decoupled
from the rest of the lattice, only the impurity and its nearest neighbors are involved,
and their motion is out of phase. At resonances, the Ni atom vibrates with all atoms,
and its motion is in phase with the displacements of its neighbors. Furthermore,
our symmetry analysis show that all possible displacement patterns within the width
of the resonances are favorable to eventual jumps between octahedral sites. This is
demonstrated with our energy minimization study of the system across the saddle
point. To obtain the calculated low migration energies, significant displacements of
the neighbors away from the impurity are necessary, which can only be obtained at
the resonant modes. This result brings a new picture to the octahedral-to-octahedral
diffusion process in hcp Zr, as it establishes a strong correlation between the motion
of the impurity towards its new site and those of its neighbors. Though small impurity
size is important to stabilize the octahedral site, it is not the determining factor in
lowering the migration energy for the jump. Rather, we show that this is a direct
consequence of the resonances being at very low frequency, which means that the
134
necessary large neighbors' displacements are obtained at very low cost.
The predicted dynamical behavior at zero temperature is confirmed with extensive
Molecular Dynamics calculations at different temperatures. For the most part of the
calculated trajectories, the impurity jumps between adjacent octahedrals sites. The
calculated diffusion coefficients and migration energies are in very good agreement
with the few available experimental values for Ni. A discrepancy is found with one
low temperature experimental data point, for which we associate the rather low value
for D with possible precipitation effects often found in such systems where restricted
solubility is an issue. In the high temperature regime, our calculated coefficients
are one order of magnitude larger than the single crystal data, a fact that may be
related to a dissociative mechanism not considered in our calculations. The model
also accounts for diffusion anisotropy with values for D11/D. in excellent agreement
with those reported in the literature. These results are our strongest evidence that we
are reproducing with our atomistic model the mechanism of fast impurity diffusion in
hcp Zr.
Our statistical analysis of the characteristic times associated with the diffusion
process lead us to two important conclusions with respect to the dynamics of the
impurity's trajectory. First, we show that the mean duration of a jump is on the same
time scale as the relatively long period of resonances, ruling out the participation of fast
local modes to the mass transport mechanism. Second, our analysis of the impurity's
residence time in an interstitial site between consecutive jumps demonstrates that
our diffusion process follows a random walk description to an excellent degree, with
consecutive uncorrelated events. A much clearer picture of the dynamics was obtained
with the calculation of the velocity auto-correlation functions for the Ni atom. As
predicted by our zero temperature calculations, we show that the impurity vibrates
at two very narrow frequency domains. Correlations introduced with the excitation
of resonant modes live only a very short time when compared to the mean residence
time at all temperatures. This is the fundamental reason for the apparent randomness
in the process, as the atom "looses the memory" of one jump before performing the
next. An exception to this situation is found for events occurring with very small
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residence times, where an excess of forward double jumps is observed. Since double
jumps occur within the relaxation time of the velocity correlation, it may be the case
that we are showing a true correlation between consecutive jumps occurring with very
small residence times, but we are refrained from concluding any further due to the
lack of statistics in our study.
Our main contribution with this work lies on our showing that small impurity size
does not constitute a central reason for the small migration energies associated with
fast impurity diffusion in hcp Zr. The model predicts large local distortions during the
jump, but which come at low cost since they are obtained with low energy vibrational
modes. This result draws a new, clearer, picture as far as fast impurity diffusion in hcp
Zr is concerned, and sets new directions for interpretation of experimental results. For
the field of computational Materials Science, this work reinforces its importance when
experiments fail to provide a definite interpretation of the phenomenon. We find that
this is in large demand for hcp materials. Atomistic models come handy for this type
of problems, and we show in this thesis that reliable phenomenological potentials can
be constructed to describe cross interactions. The most natural extension of this work
would be the study of self-diffusion enhancement due to the presence of fast diffusers,
which constitutes one of the central problems in the field, an issue generally discussed
in terms of strongly bound impurity-vacancy pairs. The model used here appears
to be adequate for such a study. Finally, we envision the application of this type of
techniques to the study of impurity diffusion in Si, where interstitial diffusion occurs
for a number of species. In this case, phenomenological potentials may constitute a
more serious problem, and a more fundamental treatment of impurity-host interactions
may be necessary.
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Chapter 7
Conclusions
The most important conclusions of this work are the following:
* Fast impurity diffusion in hcp Zr occurs by an interstitial mechanism where the
impurity jumps between octahedral sites.
* The process is driven by soft resonant vibrations which have the appropriate
symmetry to allow for the necessary correlated neighbor's displacements at the
saddle point. These displacements, though relatively large, come at low energetic
cost due to the low frequency character of the resonances.
* The calculated diffusion coefficients using Molecular Dynamic techniques are
in very good agreement with the experimental values. The migration energies
extracted from our Arrhenius plots are smaller for diffusion parallel to the c-axis,
predicting significant temperature dependent diffusion anisotropy.
* Impurity diffusion is for the most part a random process with uncorrelated
events. The correlation between the motion of the impurity and its first neigh-
bors during the jump is very short lived when compared to the mean residence
time of the impurity in an octahedral site.
* For jumps occurring after a residence time comparable to the relaxation time of
the resonances, the impurity tends to perform a forward double jump. This ap-
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pears to be a signature of time correlation between consecutive jumps occurring
with very small residence time.
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