Abstract
Introduction
Analysis of facial expressions by machine vision systems is an important research area for many applications. Applications ranging from user interfaces to intelligent vehicles and spaces can be greatly enhanced with the incorporation of expression analysis [1] . Although it has been actively researched, there are still many aspects of the field that are open research areas.
The difficulties in developing a facial expression recognition system lie in several different areas. These areas include difficulties imposed by lighting conditions, variations in the expressions between persons, and head pose and head movement [2] . Lighting conditions can also pose problems. Because of the complex face surface, small head movements or expressions can greatly change the way the face is lit and change shadows. This creates problems by creating shadows that move and obscure important features useful in identifying facial expressions. Algorithms that use optical flow might get false motion from these shadows. Creating robustness to head movements and head pose is also very desirable in facial expression systems. Head movement can pose big problems for algorithms that rely on feature vectors such as the principal components of the image or the image motion. Using many of these techniques requires training the head motion into the classifier rather than preprocessing the data so that only features which contain information on non-rigid motion are fed into the classifier. It would be very beneficial to have a feature vector that is invariant to such movements. Figure 1 shows the kind of variations that are present in facial expression analysis.
It is this motivation that leads to the development of the thin-plate spline feature vector and an implementation of a pose-invariant real-time machine vision system for analyzing facial expressions. By using the nonlinear portion of the thin-plate spline warping, we generate a rotation and translation invariant feature vector, thereby separating the rigid and non-rigid facial motion. The key components of our real-time system are facial landmark tracking, feature vector calculation with thin-plate splines, and classification.
The rotational and translational independence helps reduce the complexity and amount of training required for the classifier.
This novel application of thin-plate splines provides a fast, efficient and robust way of estimating facial affects. We show that the feature vector generated by the thinplate splines encompasses the statistics necessary to perform facial affect analysis while providing invariance to rotation and translations of the subjects face, thereby reducing the necessary complexity of the classifier. Invariance to lighting is dependent on the facial landmark tracker, and is offloaded from the feature vector extractor as a preprocessing step.
Related Work
Psychologists have developed an understanding for certain universal facial expressions. Specifically, it has been found that there are at least six universal facial expressions [3] . Others have discovered visual cues for determining facial expressions [4] . The non-rigid motion of specific facial features characterizes each of the six distinct facial expressions. These non-rigid motions can be categorized into individual "action units". Ekman and Friesen proposed a widely used Facial Action Coding System or FACS [5] that we will use to describe specific facial movements.
Many researchers have shown the significance of motion energy in facial affect analysis by analyzing the optical flow of image sequences [6, 7, 8] . However, these methods often break down when rigid body motion, due to head movement, is present. Therefore, the non-rigid body motion must be separated from the rigid body motion in order to provide robust facial affect recognition.
Others have attempted to solve this problem of separating the rigid motion from the non-rigid motion by using model-based estimation [7] . Unfortunately many of these techniques are too slow to be used in a real-time system. Also, a closed form solution is much more desirable than other iterative methods such as Generalized Procrustes Algorithms [9] . Thin-plate splines, however, can provide a separation of the nonlinear motion from the affine motion in a one-step closed form solution [10] .
Non-rigid feature tracking has been explored in a variety of ways ranging from methods based purely on optical flow and probabilities, to methods which construct detailed facial models and perturb them according to facial landmark movement. Black and Yacoob have shown work that parameterizes various facial feature motions with affine and similar transformation models [11] .
Another approach taken to this problem is to input more complex feature vectors into classification systems. Systems developed using Graph Matching [12] , Neural Networks [13] , and Support Vector Machines [14] have been shown to be effective, but require more complex classification schemes.
Parameter estimation has been examined in many different areas of research.
Applications of these concepts to facial feature estimation are well demonstrated by various research groups [14, 15, 21] . Classification techniques involving HMMs [21] , mixture densities, likelihood functions, principle component analysis, support vector machines, and independent component analysis have shown to be useful for these problems.
The unsolved problems of algorithmic efficiency and robustness to movements and environmental conditions motivated the development of the feature vector extraction and system described in this paper. By speeding up the point tracking algorithm to run in real time and introducing thin-plate splines to parameterize facial motion, we have developed a real-time system that demonstrates robustness to movement.
Thin-Plate Splines for Feature Extraction
Thin-plate splines provide a good method to parameterize a warping transformation based on a set of fixed points. It effectively generates a minimal energy solution to a point constrained warping. This lends itself quite nicely to facial affect analysis because the facial affects can be thought of as the deviation of facial action units from a neutral zero-energy position. We show that by selecting landmark points that correspond to separate action unit areas, a good statistic for affect analysis can be generated. The thin-plate spline model is also easily separated into an affine portion that describes rigid head movement and a nonlinear portion that describes the warping induced by facial expressions. The classifier then does not need to train for rigid body head motion, allowing for reduced training sets and simplified classification systems.
The formulation of the thin-plate spline model shows this separation of the affine from the nonlinear. We used the same derivation as Bookstein in his paper on principle warps [10] . This model is initialized from the location of the facial feature points in the neutral position. Using a cost function of ( ) (3) where x m,i and y m,i are the i th x and y coordinated from our model. Others have shown that these warping parameters W, T, and A can be calculated by the following equations [9] [ ]
where L is defined as follows and Y contains the current positions of the tracked points padded with zeros. It is also important to note that even though the affine warping parameters have been separated from the nonlinear parameters, the nonlinear parameters are still dependent on the affine parameters. This can be corrected easily calculating the inverse of the linear portion of the affine transform and multiplying it with the nonlinear warping parameters W.
This effectively removes the dependence on the affine transformation from the nonlinear parameters. This calculation to remove the affine dependency from W in solution S is shown in (8) . Furthermore, a measure of the strength of a particular expression can also be calculated from the thin-plate spline warping parameters. This allows us to not only to distinguish that an expressions is being performed, but also how strong the expression is. The bending norm serves this purpose and is calculated by the equation 9.
( )
It has been shown that affine transformations provide a good approximation to rigid facial movements under planar transformations [11] . By removing this affine component from the feature vector and by selecting facial feature points that are nearly coplanar, we can achieve invariance to rigid body transformations such as head rotations and translations.
Using the thin-plate spline method of extracting a feature vector, we have developed a real-time system for facial affect analysis. The system is organized into four main components. The initialization routine takes user input to determine the neutral feature templates used in the tracking mechanism as well as the thin-plate spline model parameters. Currently, the initialization is done manually. Other systems have been developed that solve this problem of initialization [16] . Once initialized the program loops through tracking, parameter extraction, and expression recognition. The computational flow is illustrated in Figure 3 . 
Facial Landmark Tracking
In order to track facial landmarks, the system uses a template matching algorithm. This algorithm is similar to that described in [11] , but modified for speed. The system uses an affine transformation model described by (10) and (11) to warp the templates in order to track the non-rigid motion. − v u T (12) Where u and v are defined as in (9) and (10), I(x,y) is the image intensity at point (x,y), T is the template intensity, and W is the window over which the template is defined.
The system currently tracks ten facial landmarks corresponding to the left and right corners of the lips, the top and bottom of the lips, the left and right nostrils, the outer corners of the eyes and the inner corners of the eyebrows. This provides a sufficiently rich point set from which to collect data while still allowing for the real-time tracking of the feature points.
3.2
Nonlinear Feature Vector Generation The positions of the facial landmarks are then fed into the thin-plate spline warping parameter calculation. The pre-computed L-1 matrix is multiplied by the current landmark points to yield the affine and nonlinear warping parameters. The nonlinear portion is then modified to remove its dependence on affine transformations and subsequently used for expression estimation. The details of these calculations are the same as those described in section 3.
In order to provide a better input to the affect estimator portion of the system the warping vector is reduced dimensionally by applying a transformation matrix optimized for linear discrimination via the HoKashyap Algorithm [17] . This generates separating hyper-planes between classes that are then used to project to a lower dimension.
Expression estimation
The computed parameters are used to generate an estimate of the facial expression. This is done using a Hidden Markov Model of the expression states. The outputs from the hidden states are taken from the feature vector produced in the previous step. Using the HMM, a maximum a posteriori estimate of the expression state is computed. [18] The final estimation step is done using a Bayesian maximum a posteriori estimation method. Given a previous state Xp and output Y, the current state X is estimated by the following equation:
The probability mass function P(X) is taken from the HMM state transition matrix. Specifically P(Xi|Xp) represents the probability of transitioning from state Xp to state Xi. The probability density function (pdf) P(Y|Xi) is computed by training the system from known facial expressions. This training is done by acquiring data representing known facial expressions and using a maximum likelihood estimation to determine the best-fit Gaussian pdf.
The simple maximum a posteriori estimation provides a fast and efficient means of calculating the current expression.
Experimental Evaluation
The thin-plate spline method of feature vector calculation was shown to produce a good metric for various facial expressions. The system was demonstrated to run at about 20 fps on a dual processor system running at 1.5Ghz using a CCD based USB camera running 320x240 resolution.
Two types of experimental studies were conducted in order to validate the performance of the system. In the first tests, the system was tested for its invariance to rotation by training on forward looking images and testing on rotated images. The testing with specific individuals shows the system performance for applications in which the user is known. This demonstrates the systems usefulness in many applications for which user training has been performed. In the second set of tests, the system was trained and tested using the Cohn-Kanade Facial Expression Database [19] . This shows the systems usefulness when applied to individuals for which it has no prior knowledge. Because of the built in measure for strength of expression from the bending norm in the thin-plate spline calculation, we decided that this is a better representation than trying to differentiate between neutral and other expressions for slight movements.
Invariance to rotation
In order to test the system to rotational invariance, the system was trained on one specific individual using a set of 10 training sets for each expression for a total of 50 training sets. This individual was consistent in making the five facial expressions tested in order to get data that depended more on the relevance of head rotation rather than the different ways people make expressions. The training set was taken with the subject looking straight into the camera with no rotation. Testing samples were then taken with the same subject rotating their head up to 30 degrees in 10-degree increments while performing the trained facial expressions.
Ten samples for each expression and orientation were used for testing. None of the testing samples were used as training samples. Head rotations beyond 30-degrees cause tracking errors because tracked points become occluded. Figure 4 shows images demonstrating these tests, followed by confusion matrices demonstrating the results. We can see from the results that the feature vector does well in removing the rigid body motion until about 30 degrees. In this situation the fact that the face points are not actually on the same plane causes some extra nonlinear warping which deteriorates the accuracy of the system. The extremely high accuracy of the system in this case can be attributed to the training and testing on the same person as well as the consistency in which that person performed the facial expressions. In a real-world environment, which is difficult to reproduce in a laboratory setting, these results might be different. The training data was chosen to include some amount of noise in the landmark tracking in order to be able to correctly classify when faced with noisy tracking.
Generalization
The Cohn-Kanade Facial Expression Database was used to test how well the system generalizes to a variety of individuals without having to retrain the system for each person. First a subset of the data was taken for which the corresponding FACS codes communicate one of the 5 facial expressions classified by the system. Of these samples, a training set of 20 samples for each expression was taken which was not used for testing. The classification was iterated 1000 times with randomly chosen training sets and the results were averaged. In total, 295 samples of facial expressions taken from 95 different subjects were used to evaluate the system (74 happiness, 39 anger, 40 disgust, 71 sadness, and 71 surprise). In order to test the short video samples, the last three frames were classified and compared to the ground truth data. The last three frames were chosen because some of the sequences are only a few frames long and the last few frames generally correspond to the highest intensity of expression. The samples contained variations in lighting, head movements, and ethnicity [19] . It should also be pointed out that the actors in the database were asked to mimic expressions shown to them by an experimenter. The expressions in this database were also therefore somewhat exaggerated from real-life expressions and might not be well representative of reallife behavior, but the data is sufficient to show the viability of the system to detect changes in facial expressions.
It has been pointed out that because of the large variations in the action units used by various individuals to express the six universal facial expressions it is better to perform analysis on the FACS codes themselves [8] . We chose to implement the system to detect expressions based on the same core FACS codes. The system could also be trained to recognize individual FACS codes. Testing was performed on those expressions for which there were a sufficient sample size of expressions with correspondingly similar FACS codes. Because of the wide range of FACS codes that are used to express fear, this expression was not included in the testing. We can see from these results that the system works best on expressions that involve large movements. The expressions of anger, disgust and sadness perform worse because of the small movements of the tracked points combined with the similarity of the expressions themselves. This can also be seen in the similarity of the thin-plate spline warpings shown in Figure 2 ; this is especially true for anger and disgust.
Concluding Remarks
Facial expression recognition is complicated by a large number of factors. These factors can include variations in illumination, changes in head position, and variations in the way different people express emotions. In order to compensate for these obstacles, we took the approach of attempting to extract a feature vector that is invariant to head movements, but still contained the information necessary to accurately classify facial expressions. We accomplished this by using thin-plate splines to extract a feature vector and applied this technique in a real-time affect analysis system. The results show the effectiveness of the thin-plate spline feature vector as a rotation invariant measure of nonlinear facial movements. Furthermore, it was shown that this technique can be easily applied in a fast and efficient manner sufficient for real-time system operation. Testing of the system for independence between persons has also shown that it is capable of working well even without having been trained on a specific individual.
