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9Control predictivo cooperativo de entornos
energe´ticamente eficientes
Ce´sar E. Herna´ndez.
Abstract
In this paper is developed an analysis and study of modeling strategies, control and optimization of
field-based Model Predictive Control (MPC) that will achieve an efficient energy management in campus
environments, technology park or district where maximize the use of renewable energies. The problem
consists of different levels of control, as they must make decisions about the end use of the available energy
and therefore are different objectives to fulfill (minimize fuel use, economics aspects, etc.). This leads to a
hierarchical control problem to be addressed including technical as economic MPC and MPC cooperative
and distributed.
An study of the state of the art is presented about formulations, techniques and strategies for optimal
cooperative MPC economic management of interconnected power systems.
Keywords
Predictive Control, Distributed Control, Energy Efficiency.
Resumen
En el presente trabajo se realiza un ana´lisis y estudio de estrategias de modelado, control y optimizacio´n
basadas en el campo del Control Predictivo basado en Modelo (MPC) que permitan conseguir una gestio´n
eficiente de energı´a en entornos tipo campus, parque tecnolo´gico o distrito, donde se maximice el uso de
la energı´as renovables. El problema se compone de diferentes niveles de control, ya que se deben tomar
decisiones sobre el uso final de la energı´a disponible y existen por tanto diferentes objetivos a cumplir
(minimizar el uso de combustibles, aspectos econo´micos, etc.). Esto da lugar a un problema de control
jerarquizado que sera´ abordado incluyendo te´cnicas como MPC econo´mico y MPC cooperativo y distribuido.
Los objetivos de este trabajo son: presentar un estudio del estado del arte sobre las formulaciones, las
te´cnicas y estrategias de MPC cooperativo para la o´ptima gestio´n econo´mica de los sistemas energe´ticos
interconectados.
Palabras claves
Control Predictivo, Control Distribuido, Eficiencia Energe´tica.
F
1. INTRODUCCIO´N AL CONTROL DIS-
TRIBUIDO
1.1. Necesidad del control distribuido
E L futuro del modelo energe´tico y su impactosobre el cambio clima´tico, la seguridad
• Ce´sar E. Herna´ndez. Grupo de Investigacio´n en Automa´tica,
Electro´nica y Robo´tica. Departamento de Informa´tica. Univer-
sidad de Almerı´a.
E-mail: chdezh@ual.es Tel: +34 950 214535
energe´tica y la competitividad de la economı´a
mundial, son sin duda, algunos de los retos ma´s
importantes a los que se habra´ de enfrentar la
humanidad en las pro´ximas de´cadas.
El modelo actual de desarrollo que predomina
en nuestra sociedad, de crecimiento continuo
y que se basa en el consumo de energı´a,
no se puede mantener indefinidamente. El
agotamiento progresivo de los combustibles fo´siles,
la concentracio´n de las reservas fo´siles en a´reas
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geogra´ficas polı´ticamente inestables, la falta de
alternativas a corto plazo, el fuerte crecimiento de
las emisiones de Gases de Efecto Invernadero (GEI)
y un incremento de los precios internacionales
de los combustibles fo´siles y de su volatilidad
obligan a hacer un cambio de rumbo hacia un
nuevo modelo basado en el desarrollo sostenible.
Vivimos tiempos de transicio´n y la e´poca de la
energı´a barata ha pasado a la historia. Los poderes
pu´blicos tienen la responsabilidad de orientar
los objetivos a largo plazo como paı´s, ası´ como
de emplear los recursos energe´ticos de manera
apropiada. Esto significa que hay que adecuar las
estructuras energe´ticas para avanzar en la direccio´n
oportuna, e incidir y dar sen˜ales a la demanda para
orientarla hacia un nuevo escenario con cambios
profundos en el modelo de consumo.
Con la finalidad de evolucionar hacia ese
nuevo modelo energe´tico ma´s sostenible, debemos
fomentar el ahorro y la eficiencia energe´tica en
todas aquellas acciones que nos demanden un
consumo de energı´a. A trave´s de la Eficiencia
Energe´tica (EE) disminuiremos el gasto pero
manteniendo los mismos servicios energe´ticos y
sin que por ello se vea afectada nuestra calidad de
vida, protegiendo el medio ambiente, asegurando el
abastecimiento y fomentando un comportamiento
sostenible en su uso.
En los pro´ximos 25 an˜os, el sector energe´tico a
nivel mundial precisara´ unas inversiones del orden
de 20 billones de do´lares, de las que casi el 60 %
se destinara´n al sector ele´ctrico para atender la
creciente demanda de energı´a final de regiones
emergentes y fuertemente pobladas, ası´ como para
seguir incrementando y renovando los activos
energe´ticos de los paı´ses ma´s industrializados.
En total se duplicara´ la produccio´n ele´ctrica y
habremos invertido lo mismo que en los u´ltimos
125 an˜os, lo que da una idea de la velocidad a la
que consumimos los recursos energe´ticos de este
planeta [2].
Estas razones motivan el desarrollo de sistemas
de fabricacio´n y plantas de proceso con una
complejidad cada vez mayor. Estos sistemas se
componen por muchos subsistemas que interactu´an
y pueden ser difı´cil de controlar con una estructura
de control centralizado debido a la complejidad
computacional requerida, problemas de fiabilidad
y debido a las limitaciones de ancho de banda
para la comunicacio´n. Por estas razones, se han
desarrollado y aplicado muchas estructuras de
control distribuido en los u´ltimos cuarenta an˜os [3].
Los sistemas de control descentralizados, como
los que se basan en mu´ltiples controladores PID de
un solo lazo, no tienen en cuenta las interacciones
entre los componentes de la planta (subsistemas)
y los lazos de control, y esto puede limitar
severamente el mejor rendimiento alcanzable
en lazo cerrado. Por estas cuestiones, se han
desarrollado una amplia gama de herramientas para
cuantificar estas interacciones de entrada/salida,
seleccionar de manera o´ptima los pares de
entrada/salida y ajustar los controladores PID.
En el enfoque del disen˜o del sistema de
control centralizado, un solo sistema de control
esta´ disen˜ado para calcular en cada tiempo de
muestreo las acciones de control de todos los
actuadores que representan explı´citamente las
mu´ltiples variables para las interacciones de
entrada/salida en el proceso.
Mientras que los primeros disen˜os de control
centralizado consideran principalmente modelos
lineales de procesos para el disen˜o del controlador,
durante los u´ltimos veinticinco an˜os, los avances
significativos se han desarrollado en el uso directo
de modelos no lineales para el disen˜o de sistemas
de control. El aumento sustancial del nu´mero de
variables de decisio´n, y de las variables de estado
y de medida, puede aumentar significativamente
el tiempo de ca´lculo necesario para la solucio´n
del problema de control centralizado y puede
limitar los ca´lculos en tiempo real dentro de los
lı´mites establecidos en el sistema y las condiciones
de operacio´n. Por otra parte, este aumento de
dimensio´n y la complejidad del problema de
control centralizado puede causar problemas de
organizacio´n y mantenimiento, ası´ como una
reduccio´n en la tolerancia a fallos del mismo [4].
Estas consideraciones motivan el desarrollo
de sistemas de control distribuido que utilizan
una serie de controladores que llevan a cabo
sus ca´lculos en procesos separados pero que se
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comunican para cooperar eficazmente en el logro
de los objetivos del sistema [5].
El presente trabajo sigue la estructura que se
indica a continuacio´n:
En la seccio´n 1.2 se presenta una serie
de te´cnicas de control para sistemas
interconectados y los resultados existentes en
la literatura.
En la seccio´n 2 se presenta la formulacio´n
matema´tica del control predictivo basado
en modelo y el estudio de algunas te´cnicas
de control predictivo distribuido basado en
modelo (DMPC por sus siglas en ingle´s
Distributed Model Predictive Control),
presentando la formulacio´n matema´tica, la
arquitectura que utilizan y los resultados
existentes en la literatura.
Continuando con el estudio del control
predictivo distribuido basado en modelo, en
la seccio´n 3 se presentan diversos esquemas
de descomposicio´n de sistemas en los cuales
se utiliza DMPC.
En la seccio´n 4 se presenta una propuesta
de formulacio´n para una gestio´n eficiente
de energı´a en entornos tipo campus. Dicha
formulacio´n se basa en algunas de las te´cnicas
de DMPC mencionadas en las secciones 2 y 3.
Por u´ltimo se presentan las conclusiones de
este trabajo.
1.2. Te´cnicas de control en sistemas inter-
conectados
A continuacio´n se revisan brevemente algunas de
las te´cnicas ma´s populares en control para sistemas
interconectados, las cuales son resumidas en [3].
Una de estas te´cnicas de control es la te´cnica de
control distribuido predictivo basado en modelo
(DMPC), estudiada con detalle en la seccio´n 2.
En los u´ltimos an˜os, debido a que la complejidad
de los sistemas en la industria ha ido en incremen-
to, la popularidad en procesos industriales de las
te´cnicas de control predictivo basadas en MPC , las
cuales garantizan propiedades como estabilidad y
robustez en sistemas de lazo cerrado, tambie´n han
surgido otras te´cnicas de control para el estudio de
sistemas interconectados en procesos industriales.
Entre las diversas te´cnicas, destacan las siguientes:
1.2.1. Control Descentralizado
El origen y el ra´pido desarrollo de los me´todos
de disen˜o de control descentralizados data de
los an˜os 70. Desde entonces, varios disen˜os de
estructuras de control descentralizadas y algoritmos
han sido desarrollados para presentar la flexibilidad
y la superioridad de este enfoque para diferentes
clases de sistemas interconectados. En [6] se hace
una revisio´n de resultados en el a´rea de control
descentralizado en sistemas complejos de gran
escala.
Las principales formas de disen˜o para la
descentralizacio´n de sistemas interconectados se
dividen en dos grupos [7]:
Disen˜o descentralizado para sistemas
fuertemente acoplados.
Disen˜o descentralizado para sistemas
de´bilmente acoplados.
Este tipo de sistemas de control au´n es utilizado
en la mayorı´a de los sistemas industriales de gran
escala. Un ejemplo se muestra en la figura 1, el
cual es un sistema de control que esta´ compuesto
por dos subsistemas cuyas variables de estado, de
control y de salida son (x1, u1, y1) y (x2, u2, y2),
respectivamente. En este sistema, la interaccio´n
entre los subsistemas es debida al efecto mutuo
entre las variables de estado x1 y x2.
En principio, las leyes locales de control MPC
para R1, S1, R2 y S2 pueden ser calculadas con
algoritmos esta´ndar MPC sin tener en cuenta las
interacciones mutuas.
Debido a la relevancia del control
descentralizado, a partir de los an˜os 70 se
han dedicado muchos esfuerzos para desarrollar
me´todos de disen˜o que garanticen la estabilidad
y el rendimiento, sin embargo, y a pesar de los
esfuerzos, pocos algoritmos MPC descentralizado
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Figura 1: Sistema de Control Descentralizado de dos entradas
(u1, u2) y dos salidas (y1, y2)
con propiedades garantizadas se han desarrollado
hasta el momento. Esto, se debe principalmente a
dos razones, en primer lugar la naturaleza intrı´nseca
multivariable de MPC permite trabajar fa´cilmente
con un conjunto centralizado de reguladores con
muchas variables de entrada y muchas variables
de salida, con esto, la descentralizacio´n no tendrı´a
sentido; y segundo, para los sistemas de gran escala
puede ser conveniente descomponer el disen˜o del
problema de optimizacio´n global en un u´nico
controlador centralizado, es decir, no recurrir a la
estructura de control descentralizado.
Un uso del control descentralizado se muestra
en [8], en este trabajo el control descentralizado
es utilizado para controlar una red de Fuentes de
Inversores de Tensio´n. Se usa este tipo de control
en lugar de un control centralizado debido a que
tiene una menor dependencia de los sistemas de
comunicacio´n de controladores descentralizados.
Por otro lado, en [9] se investiga el disen˜o de un
controlador robusto adaptativo descentralizado para
el disen˜o de sistemas no lineales de gran escala con
un alto orden de interconexiones. En esta referencia
se presenta un esquema adaptativo descentralizado
con un compensador parcialmente centralizado para
compensar las interconexiones de orden superior y
se muestra que una con ley de adaptacio´n esta´ndar
no se puede asegurar estabilidad en este tipo de
sistemas. Finalmente se propone una nueva clase de
controladores adaptativos descentralizados para con-
trolar sistemas con un alto orden de interconexiones,
asimismo se muestra una simulacio´n nume´rica de
dos pe´ndulos invertidos en carros.
1.2.2. Control Distribuido
La diferencia del control descentralizado y
el control distribuido radica en que algo de
informacio´n es transmitida entre los reguladores
R1 y R2 (como se muestra en la figura 2), esto es,
cada uno tiene conocimiento del comportamiento
del otro.
Figura 2: Sistema de Control Distribuido de dos entradas (u1, u2) y
dos salidas (y1, y2)
Los reguladores locales pueden estar disen˜ados
con MPC, la informacio´n que se transmite entre
ellos normalmente consiste en la informacio´n de
las variables de control o en el estado futuro de los
subsistemas S1 y S2, es decir, cualquier regulador
puede predecir los efectos de interaccio´n sobre el
horizonte de prediccio´n considerado.
Para el caso particular de la figura 2, los MPC
de los reguladores R1 y R2 esta´n disen˜ados para
controlar los subsistemas S1 y S2 respectivamente,
si el intercambio de informacio´n entre los
reguladores locales (R1 y R2) se refiere a la
evolucio´n prevista de los estados del sistema (x1 y
x2), cualquier regulador local so´lo necesita saber
la dina´mica del subsistema directamente controlada
(S1 o S2). Por el contrario, si las acciones
futuras de control (u1 y u2) son transmitidas,
los reguladores locales deben conocer el modelo
de todos los subsistemas. En cualquier caso,
es evidente que los protocolos de transmisio´n
y sincronizacio´n tienen un gran impacto en el
13
rendimiento alcanzable.
Dentro del amplio conjunto de algoritmos MPC
distribuido existentes en la literatura, se puede
hacer una clasificacio´n en funcio´n de la topologı´a
de la red de comunicacio´n. Especı´ficamente, se
pueden considerar los siguientes casos:
la informacio´n es transmitida (y recibida) de
un regulador local hacia los otros reguladores
(algoritmos “totalmente conectados”);
la informacio´n es transmitida (y recibida) de
un regulador local hacia un subconjunto de los
otros reguladores (algoritmos “parcialmente
conectados”).
A su vez, el intercambio de informacio´n a trave´s
de los reguladores locales se puede acordar en los
siguientes protocolos:
la informacio´n es transmitida (y recibida)
por los reguladores locales una sola vez en
cada tiempo de muestreo (algoritmos “no
iterativos”);
la informacio´n puede ser transmitida (y
recibida) por los reguladores locales muchas
veces en cada tiempo de muestreo (algoritmos
“iterativos”).
Es evidente que la informacio´n disponible es
mayor en reguladores locales con algoritmos
iterativos, por lo que un procedimiento iterativo
puede ser puesto en marcha para llegar a un
consenso global sobre las medidas que se debera´n
adoptar en el intervalo de muestreo. Respecto a
esto, se puede considerar una clasificacio´n ma´s:
algoritmos distribuidos donde cada regulador
minimiza el rendimiento local (algoritmos
“no cooperativos” o “independientes”);
algoritmos distribuidos donde cada regulador
minimiza una funcio´n global de costo
(algoritmos “cooperativos”).
En la seccio´n 2 se estudiara´n a fondo diversos
esquemas de DMPC, mostrando su formulacio´n
matema´tica.
1.2.3. Control Jera´rquico para coordinacio´n
Una alternativa al esquema de control distribuido
es considerar estructuras de control jera´rquico, en
este tipo de estructura un algoritmo en el nivel
superior coordina las acciones de los reguladores
locales situados en un nivel inferior.
Figura 3: Sistema de Control Jera´rquico para coordinacio´n de dos
entradas (u1, u2) y dos salidas (y1, y2)
El sistema de control esta´ compuesto por un
nu´mero de subsistemas vinculados a trave´s de
algunas variables de interconexio´n, es decir, las
entradas de un subsistema dado son las salidas
o los estados del otro. En el control jera´rquico
para coordinacio´n (figura 3) se utiliza MPC
como base, entonces, para cada subsistema se
resuelve un problema de optimizacio´n con MPC
por minimizacio´n de una adecuada funcio´n de
coste local, bajo el estado local, la entrada y las
restricciones de salida. Si las soluciones locales
calculadas cumplen las restricciones impuestas
por las variables de interconexio´n, es decir, si
existe una coherencia entre los valores de las
variables de interconexio´n calculados por los
reguladores locales, se concluye el procedimiento.
Por otro lado, un me´todo iterativo llamado “precio
de coordinacio´n” es usado. En este me´todo el
coordinador ajusta los precios, es decir, ajusta
los valores que coinciden con los multiplicadores
de Lagrange de las restricciones del problema de
optimizacio´n global, asumiendo como dadas las
variables de estado, de entrada y salida definidas
por los reguladores locales. A su vez, estos precios
o´ptimos son enviados a los optimizadores locales
de bajo nivel, con esto recalculan las trayectorias
o´ptimas de las variables de estado, de entrada y
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salida en el horizonte de prediccio´n considerado.
Las iteraciones se detienen cuando las variables de
interconexio´n cumplen las condiciones requeridas.
Este procedimiento iterativo debe ser especializado
para garantizar su convergencia, ası´ como algunas
propiedades de la solucio´n final resultante.
En [10] se describe una estructura de dos niveles
de filtro Kalman para estimar los estados de cada
subproceso y una o´ptima estrategia de coordinacio´n
que mejora la solucio´n del filtrado.
1.2.4. Control Jera´rquico para sistemas multi-
capas
Muchos sistemas se caracterizan por ser
claramente separables en dina´mica lenta y ra´pida,
como son los sistemas de control jera´rquico de
multiescala de tiempo, en ellos la accio´n de control
se lleva a cabo por un nu´mero de reguladores que
trabajan en diferentes escalas de tiempo.
En estos casos, el control puede ser realizado en
dos escalas de tiempo diferentes. Un regulador que
actu´a en frecuencias ma´s bajas calcula las acciones
de control (uslow) de las variables manipuladas
que tienen un efecto a largo plazo sobre la planta,
es decir, las variables de control “lentas” y los
valores de las referencias de las variables de control
“ra´pidas”, los estados y salidas (ureffast, x
ref
fast, y
ref
fast).
Un segundo regulador toma estos valores de
referencia como entradas y calcula las variables de
control “ra´pidas” ufast resolviendo el problema de
seguimiento a una frecuencia ma´s alta. Un esquema
de esta estructura de control se muestra en la figura
4.
Figura 4: Sistema de Control Jera´rquico con dina´mica lenta y ra´pida
Un ejemplo de estos sistemas se muestra en
[11], donde se introduce un esquema de control de
3 capas: supervisio´n, optimizacio´n y seguimiento,
dicho esquema de control se utiliza para optimizar
el control del tratamiento de aguas residuales en
plantas de alcantarillado. En [12] se propone una
descomposicio´n jera´rquica para la gestio´n de clima
de invernadero.
Se tienen tambie´n los sistemas de control
con estructura jera´rquica (ve´ase figura 5), en los
cuales la capa ma´s alta de la jerarquı´a corresponde
a un sistema dina´mico con dina´mica lenta.
Figura 5: Estructura jera´rquica de un sistema de tres capas
Este sistema puede ser controlado observando su
comportamiento a lo largo de una escala de tiempo
larga, y el ca´lculo de sus entradas de control deben
ser proporcionadas con eficacia por subsistemas en
capas menores de la jerarquı´a que se caracterizan
por una dina´mica ma´s ra´pida.
En estas estructuras el regulador en una mayor
capa calcula las entradas de control deseadas,
que son las sen˜ales de referencia de la capa
inmediatamente inferior. Con el fin de garantizar
que las referencias calculadas en la capa superior
sean factibles para la dina´mica y las limitaciones
de la capa inferior, ası´ como para considerar la
presencia de perturbaciones que actu´an en la capa
inferior, a menudo se transmite alguna informacio´n
adicional de abajo hacia arriba.
Desde el punto de vista de la ingenierı´a de
control, este tipo de estructura jera´rquica multicapa
corresponde al cla´sico sistema en control de
cascada retroalimentado.
Existen pocos trabajos estudiados a fondo que
utilicen esta estructura, en particular en [13] se
utilizan modelos lineales para describir lo que pasa
en cualquier capa de los sistemas. Especı´ficamente,
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en cualquier capa de la considerada estructura, un
regulador MPC robusto se utiliza para calcular las
variables de control. A su vez, estas variables son
producidas por los subsistemas en las capas ma´s ba-
jas y deben cumplir con las limitaciones de robustez
procedentes de las capas ma´s altas. Por medio de un
procedimiento de negociacio´n entre las diferentes
capas y un adecuada estrategia de conmutacio´n,
es posible conseguir la total estabilidad del lazo
cerrado.
2. CONTROL PREDICTIVO DISTRIBUIDO
BASADO EN MODELO (DMPC)
2.1. Control predictivo basado en modelo
(MPC)
Los elementos de un algoritmo MPC son ( [14]) :
Modelo de prediccio´n. Es el modelo
matema´tico que describe el comportamiento
esperado del sistema. Este modelo puede ser
lineal o no lineal, en tiempo continuo o en
tiempo discreto, en variables de estado o en
entrada-salida.
Funcio´n objetivo. Es la funcio´n que indica el
criterio a optimizar. Es una funcio´n definida
positiva que expresa el coste asociado a una
determinada evolucio´n del sistema a lo largo
del horizonte de prediccio´n N .
Restricciones. Indican los lı´mites dentro
de los cuales debe discurrir la evolucio´n
del sistema. La evolucio´n de las sen˜ales de
un sistema no debe exceder determinadas
restricciones que, ya sea por lı´mites fı´sicos o
bien por motivos de seguridad, se imponen al
sistema.
La metodologı´a de todos los controladores
pertenecientes a la familia MPC se caracteriza por
la siguiente estrategia, representada en la figura 6,
( [15]):
1. Las salidas futuras para un horizonte
determinado N , llamado horizonte de
prediccio´n, se predicen cada instante t
utilizando el modelo del proceso. Estas
predicciones de la salida y(t + k|t) para
Figura 6: Estrategia MPC
k = 1 . . . N dependen de los valores
conocidos hasta el instante t (entradas y
salidas conocidas) y de las sen˜ales de control
u(t + k|t), k = 0 . . . N − 1, que han de ser
calculadas y enviadas al sistema.
2. La secuencia de sen˜ales de control futuras
se calcula minimizando un criterio para
mantener al proceso lo ma´s cerca posible de
la trayectoria de referencia w(t + k). Este
criterio toma normalmente la forma de una
funcio´n cuadra´tica del error entre la salida
predicha y la trayectoria de referencias futuras.
En la mayor parte de los casos se incluye
tambie´n el esfuerzo de control dentro de la
funcio´n objetivo. La solucio´n explı´cita se
puede obtener cuando el criterio es cuadra´tico
y el modelo lineal; en caso contrario se ha de
utilizar un me´todo nume´rico para buscar la
solucio´n.
3. La sen˜al de control u(t|t) se envı´a al proceso
mientras que el resto de las sen˜ales calculadas
no se consideran, ya que en el instante
siguiente de muestreo y(t+ 1) es ya conocida
y los pasos anteriores se repiten con este nuevo
valor. Por lo que u(t + 1|t + 1) se calcula
con informacio´n diferente y en principio serı´a
tambie´n diferente de u(t+ 1|t).
En la figura 7 se muestra la estructura ba´sica
necesaria para implementar el control predictivo.
Se usa un modelo para predecir la evolucio´n de la
salida o estado del proceso a partir de las sen˜ales
de entrada y salida conocidas. La acciones de
control futuras se calculan con el optimizador,
que considera la funcio´n de coste y las posibles
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restricciones.
Figura 7: Esquema ba´sico del MPC
El modelo de proceso juega, en consecuencia,
un papel decisivo en el controlador. El modelo
elegido debe ser capaz de capturar la dina´mica
del proceso para predecir de forma precisa la
evolucio´n del sistema. Al mismo tiempo, debe ser
suficientemente simple de implementar y entender.
Las distintas metodologı´as del control predictivo
difieren fundamentalmente en el tipo de modelo
utilizado.
El optimizador es otra parte fundamental de
la estructura ya que permite obtener las acciones
de control a aplicar. Si la funcio´n de coste
es cuadra´tica, el modelo lineal y no existen
restricciones, se puede obtener una solucio´n
explı´cita. Si e´ste no es el caso se ha de acudir
a un algoritmo nume´rico de optimizacio´n que
requiere mayor capacidad de ca´lculo. El taman˜o
del problema resultante depende del nu´mero de
variables, de los horizontes de control y prediccio´n
y del nu´mero de restricciones, aunque se puede
decir que en general los problemas de optimizacio´n
resultantes en este contexto son problemas ma´s
bien modestos.
Existen diversas formulaciones de modelos
matema´ticos, modelos lineales o no lineales, para
los diversos esquemas de MPC, se analizan a
continuacio´n algunas formulaciones.
En [15] se describe la siguiente formulacio´n.
2.1.1. Modelo de funcio´n de transferencia
La formulacio´n ma´s conocida que usa este
tipo de modelo es sin duda el control predictivo
generalizado (Generalized Predictive Control,
GPC) [16]. El GPC se ha convertido en uno de los
me´todos ma´s populares tanto en el mundo industrial
como en el acade´mico y ha funcionado con e´xito
en muchas aplicaciones industriales [17], pudiendo
tratar plantas inestables y de fase no mı´nima a la
vez que incorpora la idea de horizonte de control y
la consideracio´n de pesos en los incrementos de la
sen˜al de control.
En el GPC el modelo de la planta viene dado por
una funcio´n de transferencia discreta en la forma de
un modelo CARIMA (Controller Auto Regressive
Integrated Moving Average):
A(z−1)y(t) = B(z−1)z−du(t−1)+C(z−1)e(t)
∆
(1)
Donde ∆ = 1− z−1, u(t) e y(t) son las variables
de entrada y salida respectivamente y e(t) es
un ruido blanco de media cero, A, B y C son
polinomios en el operador retardo z−1 y d es el
tiempo muerto del sistema. Este modelo es muy
apropiado para muchas aplicaciones industriales
en las que las perturbaciones no son estacionarias,
segu´n se justifica en [16]. A partir de ahora el
polinomio C se toma igual a 1. No´tese que si
se puede truncar entonces puede ser incluido en
A y B. En [5] se trata el caso general de ruido
coloreado. En general es difı´cil determinar el valor
real de este polinomio, por lo que se puede usar
para rechazo o´ptimo de perturbaciones, aunque es
ma´s adecuado su papel en la mejora de la robustez.
El algoritmo GPC consiste en aplicar la secuencia
de control que minimiza una funcio´n de coste de la
forma
J =
N2∑
j=N1
δ(j)[yˆ(t+ j|t)− w(t+ j)]2
+
Nu∑
j=1
λ(j)[∆u(t+ j − 1)]2 (2)
donde yˆ(t + j|t) es la prediccio´n o´ptima de
la salida j pasos hacia adelante calculada con
datos conocidos en el instante t, N1 y N2 son los
horizontes mı´nimo y ma´ximo de prediccio´n y Nu es
el horizonte de control, δ(j) y λ(j) son secuencias
de ponderacio´n (normalmente constantes) y w(t+j)
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es la futura trayectoria de referencia.
Con objeto de minimizar la funcio´n de coste, hay
que calcular la prediccio´n o´ptima y(t+ j) para j ≥
N1 y j ≤ N2. Esto se lleva a cabo resolviendo una
ecuacio´n diofa´ntica cuya solucio´n se puede obtener
mediante un algoritmo recursivo. Si se hace esto,
se pueden escribir los valores futuros de la salida
como:
y(t+ j) = Fjy(t)
+ EjB(z
−1)4 u(t+ j − d− 1)
+ Eje(t+ j) (3)
Los polinomios Ej y Fj se derivan de la ecuacio´n
diofa´ntica y vienen unı´vocamente definidos con gra-
dos j − 1 y na respectivamente. Se pueden obtener
dividiendo 1 entre A˜(z−1) hasta que el resto se
pueda factorizar como z−1Fj(z−1). El cociente de
la divisio´n es el polinomio Ej(z−1). Como el grado
del polinomio Ej(z−1) = j − 1, los te´rminos de
ruido de la ecuacio´n (3) se encuentran en el futuro
y por lo tanto la mejor prediccio´n viene dada por:
yˆ(t+j|t) = Gj(z−1)∆u(t+j−d−1)+Fj(z−1)y(t)
donde Gj(z−1) = Ej(z−1)B(z−1).
Para resolver el problema del GPC, es necesario
obtener una secuencia de sen˜ales de control
u(t), u(t + 1, . . . , u(t + N)) que optimice la
expresio´n (2). Como el proceso tiene un tiempo
muerto de d perı´odos de muestreo, la salida so´lo se
vera´ influenciada por la sen˜al de control u(t) tras
d+1 periodos. Los horizontes se pueden definir por
tanto como N1 = d + 1, N2 = d + N y Nu = N .
Obse´rvese que no tiene sentido hacer N1 < d + 1
ya que los te´rminos que se an˜adirı´an a (2) so´lo
dependerı´an de acciones de control pasadas. Por
otro lado, si N1 > d + 1 los primeros puntos de
prediccio´n, que son los mejor estimados, no se
tendrı´an en cuenta.
Conside´rese ahora el siguiente conjunto de pre-
dicciones de j pasos
yˆ(t+ d+ 1) = Gd+1∆u(t) + Fd+1y(t)
yˆ(t+ d+ 2) = Gd+2∆u(t+ 1) + Fd+2y(t)
...
yˆ(t+ d+N) = Gd+N∆u(t+N − 1) + Fd+Ny(t)
que se puede escribir como
y = Gu+ F (z−1)y(t) +G′(z−1)∆u(t− 1) (4)
con
y = [yˆ(t+ d+ 1|t) . . . yˆ(t+ d+N |t)]T
u = [∆u(t) ∆u(t+ 1) . . .∆u(t+N − 1)]T
G =

g0 0 · · · 0
g1 g0 · · · 0
...
...
...
...
gN−1 gN−2 · · · g0

G′(z−1) =

(Gd+1(z
−1)− g0)z
(Gd+2(z
−1)− go − g1z−1)z2
...
(Gd+N (z
−1)− · · · − gN−1z−(N−1))zN

F (z−1) =

Fd+1(z
−1)
Fd+2(z
−1)
...
Fd+N (z
−1)

No´tese que los dos u´ltimos te´rminos en la ecua-
cio´n (4) dependen so´lo del pasado y se pueden
agrupar por tanto dentro del vector f (respuesta
libre) dando lugar a:
y = Gu+ f
Si las condiciones iniciales son nulas, la respuesta
libre tambie´n lo es. Si se aplica un escalo´n unitario
a la entrada en el instante t, es decir,
∆u(t) = 1,∆u(t+ 1) = 0, . . . ,∆u(t+N − 1) = 0
la secuencia de salida t[yˆ(t+ 1), yˆ(t+ 2), . . . , yˆ(t+
N)]T es igual a la primera columna de la matriz
G. Es decir, la primera columna de la matriz G
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se puede calcular como la respuesta de la planta
cuando se aplica un escalo´n unitario en la variable
manipulable. La respuesta libre se puede calcular de
forma recursiva como
fj+1 = z(1− A˜(z−1))fj +B(z−1)∆u(t− d+ j)
con f0 = y(t) y ∆u(t+ j) = 0 para j ≥ 0.
Por otra parte, la funcio´n de coste se puede
escribir como
J = (Gu+ f −W )T (Gu+ f −W ) + λuTu (5)
donde
W = [w(t+ d+ 1) · · ·w(t+ d+N)]T
El mı´nimo de J , considerando que no hay res-
tricciones se puede encontrar igualando a cero el
gradiente de J , lo que conduce a:
u = (GTG+ λI)−1GT (W − f) (6)
En realidad, al usar una estrategia de horizonte
deslizante, la sen˜al de control que verdaderamente
se envı´a al proceso es el primer elemento del vector
u, dado por
∆u(t) = K(W − f) (7)
donde K es la primera fila de la matriz
(GTG + λI)−1GT . Este hecho tiene un claro
significado, que se puede derivar fa´cilmente de la
figura 8: si no hay errores futuros (predichos), es
decir, si W − f = 0, entonces no hay movimientos
en la sen˜al de control, ya que el objetivo se
satisfara´ con la evolucio´n libre del proceso.
Sin embargo, en cualquier otro caso existira´ un
incremento de la accio´n de control proporcional
(con factor K) al error futuro. Obse´rvese que
la accio´n se toma respecto a errores futuros,
no a errores pasados como en el caso de los
controladores realimentados convencionales.
La solucio´n del GPC precisa de la inversio´n (o
al menos de la triangularizacio´n) de una matriz de
dimensio´n NxN que requiere una carga de co´mputo
considerable. En [16] se introduce el concepto de
horizonte de control para reducir la carga de ca´lculo,
Figura 8: Ley de control del GPC
considerando que las sen˜ales de control futuras se
mantendra´n constantes tras Nu < N . Esto da lugar
a la inversio´n de una matriz de dimensio´n NuxNu
que reduce la carga de ca´lculo (en particular, si
Nu = 1 se reduce a un escalar, aunque se restringe
la optimalidad del GPC).
2.1.2. Formulacio´n del control predictivo en
espacio de estados
En [4] se puede encontrar un modelo para una
clase de sistemas no lineales compuestos de m
subsistemas interconectados, donde cada subsiste-
ma puede ser descrito por el siguiente modelo en
espacio de estados:
x˙i(t) = fi(x) + gsi(x)ui(t) + ki(x)wi(t) (8)
donde xi(t) ∈ Rnxi , ui(t) ∈ Rnui y wi(t) ∈ Rnwi
denotan los vectores de las variables de estado,
entradas y perturbaciones asociadas con los sub-
sistemas i con i = 1, . . . ,m respectivamente. La
perturbacio´n w = [wT1 · · ·wTi · · ·wTm]T se asume
que es acotada, esto es, w(t) ∈ W con W :=
w ∈ Rnw : |w| ≤ θ, θ > 0. La variable x ∈ Rnx
denota el estado del sistema no lineal, el cual es
compuesto de los estados de los m subsistemas, esto
es x = [xT1 · · ·xTi · · ·xTm]T ∈ Rnx . La dina´mica de
x puede ser descrita como:
x˙(t) = f(x) +
m∑
i=1
gi(x)ui(t) + k(x)w(t) (9)
donde f = [fT1 · · · fTi · · · fTm]T , gi =
[0T · · · gTsi · · · 0T ]T con 0 una matriz cero de
apropiada dimensio´n, k es una matriz compuesta
de ki(i = 1, . . . ,m) y ceros que se omiten en la
expresio´n.
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Ası´ como se han desarrollado formulaciones de
MPC basadas en sistemas continuos no lineales,
muchos algoritmos MPC se han desarrollado para
describir sistemas lineales en tiempo discreto. De
manera ana´loga a la formulacio´n matema´tica de la
ecuacio´n (8), la formulacio´n del sistema lineal en
tiempo discreto es:
xi(k+1) = Aiixi(k)+
∑
i 6=j
Aijxj(k)+Biui(k)+wi(k)
(10)
donde k es el ı´ndice de tiempo discreto, las variables
de estado y las variables de control se restringen a
un conjunto convexo no vacı´o que incluye el origen,
es decir, xi ∈ Xi, ui ∈ Ui. Tambie´n se asume
que wi ∈ Wi, donde Wi es compacto y contiene
al origen, con Wi = 0 en el caso nominal. El
subsistema j se dice que es vecino del subsistema
i si Aij = 0. Entonces, de manera semejante a
la formulacio´n (9), la formulacio´n del sistema con
m−subsistemas del tipo de la ecuacio´n (10) es:
x(k + 1) = Ax(k) +Bu(k) + w(k) (11)
donde x ∈ X = ∏iXi, u ∈ U = ∏i Ui y
w ∈ W = ∏iWi son el vector de estados, el
vector de entradas y el vector de perturbaciones,
respectivamente.
En los sistemas de las ecuaciones (8) y (10) se
asume que los m subsistemas esta´n acoplados a
trave´s de los estados pero no a trave´s de las entradas.
2.1.3. Ventajas y desventajas del MPC
El control predictivo presenta una serie de
ventajas y desventajas ( [14], [15]) sobre otros
me´todos, las ventajas que se pueden citar son las
siguientes:
Es una te´cnica particularmente atractiva
para los operadores que requiere pocos
conocimientos de control porque los conceptos
son muy intuitivos y la sintonizacio´n
relativamente simple.
Se puede utilizar para controlar una gran
variedad de procesos, desde procesos muy
simples hasta procesos con dina´micas
complejas, como procesos con grandes
tiempos muertos, procesos de fase no mı´nima,
procesos inestables o procesos multivariables.
Su cara´cter predictivo lo hace compensar
intrı´nsecamente los tiempos muertos.
Introduce un control anticipativo (feed
forward) y de forma natural se compensan las
perturbaciones medibles.
La ley de control resultante es fa´cilmente
implementable.
La ley de control responde a criterios o´ptimos.
Formulacio´n en el dominio del tiempo,
flexible, abierta e intuitiva.
Es muy u´til cuando se conocen las referencias
futuras, como ocurre en el caso de robo´tica o
procesos por lotes y
permite tratar las restricciones de una forma
sistema´tica y conceptualmente muy simple
durante la fase de disen˜o,
El control predictivo tambie´n tiene sus
desventajas, algunas de e´stas son:
Aunque su implementacio´n no es compleja,
resulta ma´s difı´cil que la de los cla´sicos
controladores PID.
Hasta hace relativamente poco, no se podı´a
garantizar la estabilidad de los controladores,
especialmente en el caso con restricciones.
Esto hacı´a que el ajuste de estos controladores
fuese heurı´stico y sin un conocimiento de
co´mo podı´an influir los para´metros en la
estabilidad.
Si la dina´mica del proceso no cambia y no
existen restricciones, la mayor parte de los
ca´lculos se puede realizar fuera de lı´nea y el
controlador resultante es simple, pudie´ndose
aplicar a procesos de dina´micas ra´pidas; en
caso contrario, los requisitos de ca´lculo son
mucho mayores. Aunque hay que decir que
debido a la potencia de los computadores
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actuales esto no es realmente una dificultad
insalvable.
La mayor dificultad que presenta para su apli-
cacio´n es la necesidad de un modelo apropiado
del proceso cuya obtencio´n requiere unos co-
nocimientos mı´nimos de control.
2.2. DMPC no cooperativo
Se han desarrollado varios algoritmos y esquemas
de DMPC no cooperativo, en [4] se presenta una
serie de citas de estos desarrollos.
Figura 9: Arquitectura DMPC no cooperativo evaluada en paralelo
En la mayorı´a de los algoritmos en la categorı´a
de DMPC no cooperativo, los controladores
distribuidos son evaluados en paralelo, es decir,
al mismo tiempo. En la figura 9 se muestra una
arquitectura DMPC no cooperativo evaluada en
paralelo.
En estos algoritmos, los controladores pueden ser
evaluados una sola vez (no-iterativo) o de manera
iterativa (iterativo) para lograr una solucio´n en un
tiempo de muestreo.
En [18] se propone un algoritmo DMPC en la
categorı´a de no iterativo para una clase de sistemas
lineales en tiempo discreto. en esta referencia,
las restricciones de estabilidad se incluyen en
la formulacio´n del problema, de modo que se
pueden verificar a-posteriori con un ana´lisis de los
resultados del sistema en lazo cerrado. El objetivo
es lograr un cierto grado de coordinacio´n entre los
agentes que esta´n resolviendo problemas MPC con
las variables relevantes a nivel local, los costos y
limitaciones, pero sin resolver un problema central
MPC.
Un algoritmo MPC no iterativo e independiente
se presenta en [19] para sistemas no lineales en
tiempo continuo garantizando estabilidad, donde
la informacio´n so´lo se transmite entre subsistemas
vecinos. La propiedad de estabilidad de este
me´todo se basa en gran medida en el supuesto de
que las interacciones mutuas entre los subsistemas
esta´n limitadas y en una restriccio´n incluida en
la formulacio´n del problema, forzando con esta
restriccio´n que las secuencias de entrada y de
estado no difieran mucho de los valores predichos.
En [20] se considera un esquema DMPC para
sistemas lineales que se acoplan so´lo a trave´s
del estado. Donde los controladores aplican las
polı´ticas de MPC para sus subsistemas locales.
Se comunican intercambiando sus predicciones e
incorporan la informacio´n de otros controladores
a su problema local MPC con el fin de estar
coordinados con los dema´s. El algoritmo que se
desarrolla en este trabajo pertenece a la categorı´a
no iterativo.
En la categorı´a de algoritmo iterativo se puede
mencionar [21], donde se presenta un algoritmo
de control predictivo basado en la optimalidad de
Nash. Para el problema de optimizacio´n, el sistema
se descompone en varios agentes de cooperacio´n
en forma distribuida, permitiendo con esto que
se pueda reducir en gran medida la complejidad
computacional de sistemas a gran escala. Tambie´n
se presenta el ana´lisis de convergencia de este
algoritmo.
Otro algoritmo en la categorı´a de algoritmo
iterativo se presenta en [22], donde se desarrolla
un controlador no cooperativo para un sistema
experimental de cuatro tanques. En e´ste, la
metodologı´a que se propone para implementar
el DMPC no cooperativo consigue una mejora
significativa con respecto a un conjunto de
controladores completamente descentralizados.
A continuacio´n se presenta un ejemplo de un
algoritmo de DMPC no cooperativo, este algoritmo
fue propuesto recientemente en [23] para sistemas
discretos descritos por la ecuacio´n,
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xi(k+1) = Aiixi(k)+
∑
i 6=j
Aijxj(k)+Biui(k)+wi(k)
(12)
el me´todo de este algoritmo tiene las siguientes
propiedades:
i) las restricciones de entrada y de estado pueden
ser consideradas,
ii) bajo ciertas suposiciones, se prueba la
convergencia del sistema en lazo cerrado,
iii) no es necesario que cada subsistema conozca
el modelo que gobierna la dina´mica de las
trayectorias de los otros subsistemas,
iv) la transmisio´n de informacio´n es limitada,
cada subsistema so´lo necesita saber la
referencia de las trayectorias de las variables
de estado de los subsistemas vecinos.
La idea es que cada subsistema i transmita a sus
vecinos la trayectoria de referencia de estado que se
planea x˜i(k + j), j = 1, . . . , N, sobre el horizonte
de prediccio´n y que “garantice” en lazo cerrado que,
para todo j ≥ 0 su trayectoria se encuentre en una
vecindad de x˜i, es decir, que xi(k+j) ∈ x˜i(k+j)⊕
εi, donde εi es un conjunto compacto que incluye
el origen y ⊕ denota la suma de Minkowski ( [24]).
La ecuacio´n (12) puede ser escrita como
xi(k+1) = Aiixi(k)+Biui(k)+
∑
j
Aijx˜j(k)+wi(k)
(13)
donde wi(k) =
∑
j Aij(xj(k) − x˜j(k)) ∈ Wi
es una perturbacio´n acotada, Wi = ⊕jAijεi y
el te´rmino
∑
j Aijx˜j(k) pueden ser interpretados
como un entrada, conociendo de antemano el
horizonte de prediccio´n. En este caso se asume
que la u´nica perturbacio´n en cada subsistema se
debe a la diferencia entre la trayectoria real y la
trayectoria planeada.
De la ecuacio´n (13), el modelo nominal del i-
e´simo subsistema se define como
xˆi(k+1) = Aiixˆi(k)+Biuˆi(k)+
∑
j
Aijx˜j(k) (14)
Sea K = diag(K1, . . . , KM) una matriz diagonal
tal que A+BK y Aii +BiKi sean estables, la ley
de control se puede elegir como
ui(k) = uˆi(k) +Ki(xi(k)− xˆi(k)) (15)
De las ecuaciones (13) y (15) y sea zi(k) =
xi(k)− xˆi(k), se obtiene
zi(k + 1) = (Aii +BiKi)zi(k) + wi(k) (16)
donde wi ∈ Wi. Sabiendo que Wi es acotada y
Aii + BiKi es estable, entonces existe un conjunto
robusto positivamente invariante Zi para (16) tal
que, para todo zi(k) ∈ Zi y wi(k) ∈ Wi,
existe zi(k + 1) ∈ Zi. Dado Zi y asumiendo
que existe una vecindad Ei en el origen tal que
Ei ⊕ Zi ⊆ εi, en cualquier instante de tiempo k,
el i-e´simo subsistema calcula el valor de uˆi(k) en
(15) como la solucio´n de
mı´n
xˆi(k),uˆi(k),...,uˆi(k+N−1)
Ji(k) (17)
sujeto a la ecuacio´n (14) y, para j = 0, · · · , N − 1
xi(k)− xˆi ∈ Zi (18)
xˆi(k + j)− x˜(k + j) ∈ Ei (19)
xˆi(k + j) ∈ Xˆi ⊆ Xi 	 Zi (20)
uˆi(k + j) ∈ Uˆi ⊆ Ui 	KiZi (21)
xˆi(k +N) ∈ Xˆfi (22)
donde 	 denota la resta de Minkowski. En este
problema,
Ji(k) =
N−1∑
j=0
[||xi(k + j)||2Qi + ||ui(k + j)||2Ri ]
+ ||x(k +N)||2Pi (23)
y las restricciones dadas por las ecuaciones (18)-
(21) son usadas para asegurarse que la diferencia
entre xi y x˜i es efectivamente limitada, como se
menciono´ al inicio, mientras que una correcta elec-
cio´n de las matrices de peso definidas positivas
Qi, Ri, Pi y el conjunto terminal Xfi garantiza la
estabilidad de las propiedades del me´todo, esto se
puede ver con ma´s detalle en [25]. Finalmente con la
solucio´n o´ptima en el tiempo k, es posible calcular
el valor predicho xˆi(k + N), el cual sera´ usado
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para calcular la trayectoria de referencia de estado
en el siguiente instante de tiempo k + 1, es decir,
x˜i(k +N) = xˆi(k +N).
2.3. DMPC cooperativo
En DMPC cooperativo cada controlador tiene en
cuenta los efectos de las entradas en toda la planta a
trave´s del uso de una funcio´n de coste centralizada.
En cada iteracio´n, cada controlador optimiza su
propio conjunto de entradas asumiendo que el
resto de las entradas de sus vecinos se encuentran
fijas al u´ltimo valor obtenido. Posteriormente, los
controladores comparten las trayectorias o´ptimas
resultantes, haciendo con esto, que la trayectoria
o´ptima final sea calculada en cada tiempo de
muestreo como una suma ponderada de las ma´s
recientes trayectorias o´ptimas con las trayectorias
o´ptimas calculados en el u´ltimo tiempo de muestreo.
La idea del DMPC cooperativo fue primero
introducida en [26], donde se presenta una
estrategia para coordinar subsistemas mediante
MPC que garanticen la estabilidad y las propiedades
de rendimiento. En este algoritmo MPC que se
propone basado en cooperacio´n, se estudian
las propiedades de convergencia, optimalidad y
estabilidad en lazo cerrado.
Los controladores DMPC utilizan la siguiente
estrategia de ejecucio´n:
1. En el instante de muestreo k, todos los
controladores reciben una medida completa
del estado x(k) de los sensores.
2. En la iteracio´n c(c ≥ 1):
2.1. Cada controlador evalu´a su propia
trayectoria futura de entrada basada en
x(k) y las u´ltimas trayectorias recibidas
de los otros controladores (cuando c = 1,
suponiendo que la entrada es obtenida a
partir de las u´ltimas trayectorias de entrada
obtenidas).
2.2. Los controladores cambian sus trayectorias
futuras de entrada. Se basan en todas las
trayectorias de entrada, cada controlador
calcula el conjunto de trayectorias de
entradas uc.
3. Si la condicio´n de terminacio´n se satisface,
cada controlador envı´a las trayectorias
completas futuras de entrada a sus actuadores;
si la condicio´n de terminacio´n no se satisface,
ir al paso 2 (c← c+ 1).
4. Cuando una nueva medida es recibida, ir al
paso 1 (k ← k + 1).
En cada iteracio´n, cada controlador resuelve el
siguiente problema de optimizacio´n:
mı´n
ui(k),...,ui(k+N−1)
Ji(k) (24)
sujeto a la ecuacio´n (11) con w = 0 y, para j =
0, . . . , N − 1,
ui(k + j) ∈ Ui, j ≥ 0 (25)
ul(k + j) = ul(k + j)
c−1, ∀l 6= i (26)
x(k + j) ∈ X, j > 0 (27)
x(k +N) ∈ Xf (28)
con
J(k) =
∑
i
Ji(k) (29)
y
Ji(k) =
N−1∑
j=0
[||xi(k + j)||2Qi + ||ui(k + j)||2Ri ]
+ ||x(k +N)||2Pi (30)
(31)
Note que cada controlador debe tener
conocimiento de la dina´mica de todo el sistema y
sobre todo de la funcio´n objetivo.
Despue´s de que los controladores compartan las
soluciones o´ptimas ui(k+ j)∗, la trayectoria o´ptima
en la iteracio´n c, ui(k+j)c, se obtiene de una combi-
nacio´n entre la u´ltima solucio´n o´ptima y la solucio´n
o´ptima actual del MPC en cada controlador, esto es,
ui(k + j)
c = αiui(k + j)
c−1 + (1− αi)ui(k + j)∗
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donde αi son los factores de peso de cada
controlador. Esta optimizacio´n distribuida es de
tipo Gauss-Jacobi.
En [27] se propone una estrategia de control
cooperativo DMPC para sistemas lineales, aplicable
a cualquier nu´mero finito de subsistemas que
cumplan la condicio´n de estabilidad. La estrategia
de control tiene las siguientes caracterı´sticas: las
restricciones de entrada se satisfacen; la condicio´n
de terminacio´n de los controladores distribuidos
mantienen la estabilidad en lazo cerrado, y no
se emplea una capa de coordinacio´n. Se presenta
un controlador cooperativo distribuido en el cual
los controladores de los subsistemas optimizan
la misma funcio´n objetivo sin hacer uso de un
coordinador.
Figura 10: Interaccio´n entre subsistemas en un esquema de control
cooperativo distribuido
Por otro lado, en [28] se propone una estrate-
gia para un modelo lineal de control cooperativo
DMPC para el seguimiento de puntos de operacio´n
cambiantes, esta estrategia es aplicable a cualquier
nu´mero finito de subsistemas, la figura 10 muestra el
esquema de esta estrategia. El controlador propuesto
es capaz de manejar todo el sistema en cualquier
punto de operacio´n admisible de una manera ad-
misible, asegurando que tenga una solucio´n factible
bajo cualquier cambio en el punto de operacio´n. El
controlador propuesto es aplicado a una planta real
de 4 tanques.
2.3.1. DMPC secuencial
En [29] y [30], se muestra una arquitectura de
un DMPC secuencial (figura 11) para sistemas no
lineales completamente acoplados, se basa en la
suposicio´n de que la informacio´n del estado del
sistema esta´ disponible para todos los controladores
Figura 11: Arquitectura DMPC secuencial usando LMPC
distribuidos en cada tiempo de muestreo. En el
DMPC secuencial que se propone, para cada
conjunto de entradas ui, se disen˜a un MPC basado
en Lyapunov, denotado LMPC i. Los LMPC
distribuidos usan la siguiente estrategia:
1. En cada tiempo de muestreo k, todos los
LMPC reciben las medidas de estado x(k) de
los sensores.
2. Para j = m hasta 1
2.1. Los LMPC j reciben todas las trayectorias
futuras de entrada ui, i = m, . . . , j+1 desde
el LMPC j + 1 y evalu´an las trayectorias
futuras de entrada uj basadas en x(k) y en
las trayectorias futuras de entrada que son
recibidas.
2.2. Los LMPC j envı´an en el primer paso el
valor de la entrada uj a sus actuadores y
todas las trayectorias futuras de entrada ui,
i = m, . . . , j hasta LMPC j − 1.
3. Cuando una nueva medida es recibida
(k ← k + 1), ir al paso 1.
En esta arquitectura, cada LMPC envı´a todas las
trayectorias futuras de entrada y e´stas son recibidas
por el siguiente LMPC (es decir, el LMPC j envı´a
las trayectorias de entrada al LMPC j − 1). Esto
implica que el LMPC j, j = m, . . . , 2 no tenga
informacio´n sobre los valores de ui, i = j − 1
cuando los problemas de optimizacio´n de los LMPC
sean disen˜ados. Con el fin de tomar una decisio´n, el
LMPC j, j = m, . . . , 2 debe asumir las trayectorias
para ui, i = j − 1, . . . , 1, a lo largo del horizonte
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de prediccio´n. Para este fin, una ley de control
no lineal h(k) es usada, la cual puede lograr la
estabilizacio´n asinto´tica del sistema en lazo cerrado.
Con el fin de heredar las propiedades de estabilidad
del controlador h(k), una funcio´n de Lyapunov
basada en las restricciones es incorporada a cada
LMPC para garantizar una mı´nima contribucio´n al
decrecimiento de la funcio´n de Lyapunov V (x). Es-
pecı´ficamente, el disen˜o del LMPC j, j = 1, . . . ,m,
se basa en el siguiente problema de optimizacio´n.
mı´n
uj∈S(∆)
J(k) (32)
sujeto a
˙˜x(t) = f(x˜(t)) +
m∑
i=1
gi(x˜(t))ui (33)
ui(t) = hi(x˜(k + 1)), i = 1, . . . , j − 1
∀t ∈ [k + l, k + l + 1],
l = 0, . . . , N − 1 (34)
ui(t) = u
∗
s,i(t|k), i = j + 1, . . . ,m (35)
uj(t) ∈ Uj (36)
x˜(k) = x(k) (37)
∂V (x(k))
∂x
gj(x(k))uj(k)
≤ ∂V (x(k))
∂x
gj(x(k))hj(x(k)) (38)
Donde en el problema de optimizacio´n de la
ecuacio´n (32), u∗s,i(t|k) denota la o´ptima trayectoria
futura de entrada de ui que es obtenida por el LMPC
i evaluado antes del LMPC j. La restriccio´n de
la ecuacio´n (34) define el valor de las entradas uj
evaluadas despue´s (es decir, ui con i = 1, . . . , j−1);
la restriccio´n de la ecuacio´n (35) define los valores
de las entradas uj evaluados antes (es decir, ui con
i = j + 1, . . . ,m); la restriccio´n de la ecuacio´n
(38) garantiza que la contribucio´n de la entrada uj
al decrecimiento de la derivada en el tiempo de la
funcio´n de Lyapunov V (x) en el tiempo de evalua-
cio´n inicial (es decir, en t = k), si uj = u∗s,i(t|k)
es aplicado, es ma´s grande o igual que el valor
obtenido cuando uj = hj(x(k)) es aplicado. Estas
restricciones permiten probar la estabilidad en lazo
cerrado del DMPC.
2.3.2. DMPC iterativo
En [29] se muestra un algoritmo para DMPC
no iterativo basado en Lyapunov. El esquema que
se propone para sistemas no lineales acoplados se
muestra en la figura 12. Este esquema se presenta
como una alternativa al esquema DMPC secuencial
presentado en la seccio´n anterior.
Figura 12: Arquitectura DMPC iterativo usando LMPC
En esta arquitectura, cada controlador LMPC
distribuido debe estar disponible para comunicarse
con todos los otros controladores (es decir, todos los
controladores distribuidos esta´n interconectados).
Ma´s especı´ficamente, cuando una nueva medida de
estado esta´ disponible en el tiempo de muestreo,
cada LMPC evalu´a y obtiene sus trayectorias futuras
de entrada; y entonces cada controlador LMPC
transmite su u´ltima trayectoria futuras de entrada
obtenida a todos los dema´s controladores. Sobre
la base de las trayectorias de entrada recibidas,
cada controlador LMPC evalu´a nuevamente su
trayectoria futura de entrada y este proceso se
repite hasta que cierta condicio´n de terminacio´n se
cumple.
La estrategia que se implementa es la siguiente:
1. En cada tiempo de muestreo k, todos los
controladores LMPC reciben las medidas de
estado x(k) de los sensores.
2. En la iteracio´n c(c ≥ 1):
2.1. Cada LMPC evalu´a su propia trayectoria
futura de entrada basada en x(k) y la u´ltima
trayectoria de entrada recibida de todos los
dema´s LMPC.
2.2. Los controladores cambian sus trayectorias
de entrada futuras. Se basan en todas las
trayectorias de entrada, cada controlador
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calcula y almacena el valor de la funcio´n
de coste.
3. Si la condicio´n de terminacio´n se satisface,
cada controlador envı´a todas sus trayectorias
de entrada futuras que corresponden al ma´s
pequen˜o valor de la funcio´n de coste a sus
actuadores; si la condicio´n de terminacio´n no
se satisface, ir al paso 2 (c← c+ 1).
4. Cuando una nueva medida se recibe, ir al paso
1 (k ← k + 1).
Se debe tener en cuenta que en la primera itera-
cio´n, todos los controladores LMPC utilizan h(x)
para estimar las trayectorias de entrada de todos
los otros controladores. Tambie´n, se debe tener en
cuenta que el nu´mero de iteraciones c puede ser
variable y no afecta a la estabilidad en lazo cerra-
do de la arquitectura LMPC distribuido propuesta.
Para las iteraciones en esta arquitectura DMPC,
hay diferentes maneras de elegir la condicio´n de
terminacio´n. Por ejemplo, el nu´mero de iteraciones
c se puede restringir que sea ma´s pequen˜o que
un nu´mero ma´ximo de iteraciones cmax (es decir,
c ≤ cmax) y/o que las iteraciones pueden finalizar
cuando la diferencia entre dos iteraciones conse-
cutivas sea ma´s pequen˜a que un valor propuesto
y/o que las iteraciones puedan terminar cuando
un nu´mero ma´ximo de co´mputo sea alcanzado. Se
define xˆ(t|k) para t ∈ [k, k + N) como una
trayectoria nominal de la ecuacio´n (9) asociada con
la ley de control de realimentacio´n y el tiempo de
muestreo ∆ iniciando en x(k). Esta trayectoria de
muestreo se obtiene integrando recursivamente la
siguiente ecuacio´n diferencial:
˙ˆx(k) = f(xˆ(k))
+
m∑
i=1
gi(xˆ(k))hi(xˆ(k + 1|k)),
∀τ ∈ [k + 1, k + l + 1],
l = 0, . . . , N − 1 (39)
donde se asume que f, gi, i = 1, . . .m
son funciones localmente Lipschitz y
hi = ui, i = 1, . . .m.
Basada en xˆ(k), se puede definir la siguiente
variable:
un,j(k) = hj(xˆ(k + 1|k)), j = 1, . . . ,m,
∀τ ∈ [k + 1, k + l + 1],
l = 0, . . . , N − 1 (40)
que se utilizara´ como valor inicial de la trayectoria
de uj .
El disen˜o del LMPC j, j = 1, . . . ,m en la
iteracio´n c se basa en el siguiente problema de
optimizacio´n:
mı´n
uj∈S(∆)
J(k) (41)
sujeto a
˙˜x(t) = f(x˜(t)) +
m∑
i=1
gi(x˜(t))ui (42)
ui(t) = u
∗,c−1
p,i (t|k), ∀i 6= j (43)
uj(t) ∈ Uj (44)
x˜(k) = x(k) (45)
∂V (x(k))
∂x
gj(x(k))uj(k) (46)
≤ ∂V (x(k))
∂x
gj(x(k))hj(x(k)) (47)
donde u∗,c−1p,i (t|k) son las trayectorias o´ptimas de
entrada en la iteracio´n c− 1.
En general, en un DMPC iterativo no se ga-
rantiza la convergencia a la solucio´n o´ptima. Sin
embargo, con la estrategia que se ha implementado,
se garantiza que la solucio´n o´ptima del problema
de optimizacio´n de la ecuacio´n (41) esta´ acotada
superiormente por el controlador h(·) basado en
Lyapunov en cada tiempo de muestreo.
2.3.3. DMPC basado en un agente de nego-
ciacio´n
Se presenta a continuacio´n un algoritmo DMPC
para sistemas no lineales con restricciones y
acoplados a trave´s de sus entradas, [31] y [32].
Este algoritmo adopta un enfoque iterativo. El
esquema de este DMPC se muestra en la figura
13. En este esquema de control distribuido, existe
un controlador (agente, en general) para cada
subsistema y el nu´mero de entradas del controlador
puede diferir del nu´mero de subsistemas.
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Figura 13: Arquitectura DMPC basada en un agente de negociacio´n
En esta clase de controladores, los agentes no
tienen conocimiento de la dina´mica de sus vecinos,
pero pueden comunicarse libremente entre ellos con
el fin de llegar a un acuerdo. La estrategia que se
propone se basa en la negociacio´n entre los agentes.
En cada tiempo de muestreo, se sigue un protocolo
determinado, los agentes hacen propuestas para
mejorar una solucio´n inicial factible por parte
de sus funciones locales de costo, su estado y
su modelo. Estas propuestas son aceptadas si el
costo global mejora el costo correspondiente a
la solucio´n actual. Para este fin, el agente que
hace la propuesta debe comunicarse con los
vecinos afectados. Se debe tener en cuenta que una
propuesta puede modificar so´lo un subconjunto de
entradas, y por lo tanto hay agentes que puedan
no ser afectados por los cambios. Diferentes
protocolos de negociacio´n/comunicacio´n pueden
ser implementados. El u´nico requisito es que el
protocolo debe garantizar que cada propuesta es
evaluada de forma independiente. En este esquema
de control se propone implementar un controlador
en el cual en cada tiempo de muestreo se considera
un nu´mero de propuestas realizadas por agentes
aleatorios.
El objetivo del control del esquema que se
propone, es reducir al mı´nimo el ı´ndice de
rendimiento global definido como la suma de cada
una de las funciones de costo locales.
La estrategia que se implementa en este DMPC
es la siguiente:
1. En cada tiempo de muestreo k, cada uno
de los controladores recibe las medidas del
estado local xi(k) de los sensores y ud se
obtiene desplazando la trayectoria de entrada
al instante k − a.
2. En la iteracio´n c(c ≥ 1):
2.1. Un agente evalu´a y envı´a una propuesta a
sus vecinos.
2.2. Cada vecino evalu´a el incremento del costo
recibido en lugar de la solucio´n actual ud y
envı´a el incremento del costo al agente que
ha hecho la propuesta.
2.3. El agente que hizo la propuesta evalu´a el
incremento total en la funcio´n de costo
que obtiene de la informacio´n que recibe y
decide el nuevo valor para ud.
2.4. El agente que hizo la propuesta comunica
la decisio´n a sus vecinos.
3. Si la condicio´n de terminacio´n se satisface,
cada controlador envı´a su trayectoria de
entrada futura a sus actuadores; si la condicio´n
de terminacio´n no se satisface, ir al paso
2(c← c+ 1).
4. Cuando una nueva medida se recibe, ir al paso
1 (k ← k + 1).
Varias propuestas pueden ser evaluadas en
paralelo, siempre y cuando no impliquen a
conjuntos de agentes intersecantes, es decir, en un
momento dado un agente so´lo puede evaluar una
u´nica propuesta.
Con el fin de generar una propuesta, el agente
i minimiza su propia funcio´n de costo local Ji
resolviendo el siguiente problema de optimizacio´n:
mı´n
u(k),...,u(k+N−1)
Ji(k) (48)
sujeto a la ecuacio´n
xi(k + 1) = Aixi(k) +
m∑
l=1
Biluj(k) + wi(k) (49)
con wi = 0 y, para j = 0, . . . , N − 1
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ul(k + j) ∈ Ul, l ∈ nprop (50)
ul(k + j) = ul(k + j)
d, ∀l /∈ nprop (51)
xi(k + j) ∈ Xi, j > 0 (52)
xi(k +N) ∈ Xfi (53)
donde la funcio´n de costo Ji(k) depende de las
trayectorias predichas de xi y de las entradas que
la afectan. En este problema de optimizacio´n, el
agente i optimiza un conjunto nprop de entradas que
afecta a su dina´mica. El resto de las entradas esta´n
en el conjunto ul(k+ j)d de soluciones actualmente
aceptadas.
Cada agente l, el cual es afectado por la
propuesta del agente i, evalu´a el costo predicho que
corresponde a la solucio´n propuesta. Para hacer
esto, el agente calcula la diferencia entre el costo
de la nueva propuesta y el costo de la propuesta
aceptada actualmente. Esta informacio´n se envı´a
al agente i, el cual puede evaluar el costo total
de las propuestas, esto es, J(k) =
∑
i Ji(k) para
tomar una decisio´n de las futuras trayectorias de
entrada. Si el costo mejora la solucio´n aceptada
actualmente, entonces ul(k + j)d = ul(k + j)∗ para
todo l ∈ nprop, si no es ası´, la propuesta se descarta.
Con un disen˜o adecuado de las funciones obje-
tivo, las restricciones de la regio´n de terminacio´n
y suponiendo que se tiene una solucio´n inicial fac-
tible, este controlador puede garantizar estabilidad
del sistema en lazo cerrado.
2.4. Resumen de los esquemas y sistemas
de control implementados con DMPC
La tabla 1 muestra un resumen de los esquemas
descritos en las secciones anteriores.
Se pueden observar las siguientes columnas: au-
tor(es), an˜o, funcio´n de coste, DMPC utilizado,
tipo de algoritmo, aplicacio´n/uso, siendo autor(es)
donde se describe el nombre de los autores; la
columna que lleva de nombre an˜o se refiere al an˜o
que ha sido publicado; en la columna funcio´n de
coste se presenta la formulacio´n matema´tica que
han utilizado dichos autores, como se puede ver,
las formulaciones que se presentan son en tiempo
discreto, o bien en espacio de estados; por otro lado
se tiene la columna DMPC utilizado, la cual repre-
senta al controlador distribuido utilizado, pudiendo
ser cooperativo o no cooperativo; se tiene tambie´n
la columna tipo de algoritmo la cual describe la ca-
tegorı´a (iterativo, no iterativo) en la que se encuen-
tran los algoritmos utilizados por los controladores.
Finalmente la columna aplicacio´n/uso se refiere al
sistema donde ha sido validado el controlador o
bien al tipo de sistema utilizado para disen˜ar la
formulacio´n DMPC.
2.5. Estabilidad en DMPC
La solucio´n eficiente del problema del control
o´ptimo es importante para cualquier aplicacio´n a
procesos reales, pero la estabilidad del lazo cerrado
es tambie´n de crucial importancia ( [15]). Para
sistemas lineales sin restricciones, la estabilidad
se puede analizar con herramientas convencionales
de teorı´a de sistemas lineales, pero si aparecen
restricciones o el sistema es no lineal, la ley de
control se convierte en no lineal y deben usarse
otras herramientas. Se trata de un campo donde han
aparecido resultados significativos recientemente.
Incluso en el caso de que el algoritmo de
optimizacio´n encuentre una solucio´n, esto no
garantiza las estabilidad del lazo cerrado (incluso
sin incertidumbre). El uso de penalizacio´n o
restriccio´n terminal, funciones de Lyapunov o
conjuntos invariantes ha dado lugar a una amplia
familia de te´cnicas que son capaces de garantizar
la estabilidad del sistema controlado.
Este problema ha sido abordado desde distintos
puntos de vista, dando lugar a una serie de
contribuciones que siempre analizan el problema
del regulador (llevar el estado al reposo) en el
marco del espacio de estados. Las formulaciones de
estabilidad garantizada se muestran en [33]. En esta
referencia, los autores presentan las condiciones
suficientes para el disen˜o de un controlador
predictivo estabilizante con restricciones.
Los ingredientes clave de un MPC estabilizante
son el conjunto terminal y el coste terminal. El es-
tado terminal denota el estado predicho del sistema
al final del horizonte de prediccio´n. Se fuerza a que
este estado terminal alcance un conjunto terminal
que contenga el estado en re´gimen estacionario y
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Autor(es) An˜o Funcio´n de coste DMPC utilizado Tipo de Algo-
ritmo
Aplicacio´n/Uso
D. Jia y B. H.
Krogh [20]
2001
Ji(t) =
∫ t+T
t
{
M∑
j=1,j 6=i
pij(∆δi(τ)
−∆δj(τ))2 + qi∆f2i (τ)
+ri∆P
2
gt(τ)}dτ
No cooperativo No iterativo Sistemas lineales aco-
plados a trave´s de sus
estados.
X. Du et al.
[21]
2001
J(k) = ||ωi(k)− Y¯PM (k)||2Q
+||∆uM (k)||2R
No cooperativo Iterativo Reducir la complejidad
computacional de siste-
mas a gran escala.
E. Camponoga-
ra et al. [18]
2002
Ji(t) =
∫ t+T
t
{
M∑
j=1,j 6=i
pij(∆δi(τ)
−∆δj(τ))2 + qi∆f2i (τ)
+ri∆P
2
gt(τ)}dτ
No Cooperativo No iterativo Sistemas lineales en
tiempo discreto / Coor-
dinacio´n entre agentes
que resuelven proble-
mas con MPC.
A. N. Venkat et
al. [26]
2005
φi(xi, ui, x
p−1
j 6=i , u
p−1
j 6=i ;xi(k)) =
∞∑
t=0
xTi (t|k)Qi(t)xi(t|k)
+uTi (t|k)Ri(t)ui(t|k)
Cooperativo Iterativo Coordinar subsistemas
mediante MPC que ga-
ranticen la estabilidad y
las propiedades de ren-
dimiento.
W. B. Dunbar
[19]
2007
Ji(zi(tk), u
p
i (·; tk)) =∫ tk+T
tk
||zpi (s; tk)||2Qi
+||upi (s; tk)||2Rids
+||zpi (tk + T ; tk)||2Pi
No cooperativo No iterativo Sistemas no lineales en
tiempo continuo garan-
tizando estabilidad.
M. Mercango¨z
y F. J. Doyle III
[22]
2007
p−1∑
t=0
(
niy∑
s=1
[wyt+1,s(yit(k + t+ 1|k)
−yrefis (k + t+ 1))]2
+
niu∑
s=1
[wuit,suis(k + t|k)]2)ui(k|k),
. . . , ui(m− 1 + k|k)
No cooperativo Iterativo Sistema experimental
de cuatro tanques.
J. Liu et al.
[30]
2009
J =
M∑
0
x(ti)
TQcx(ti)
+u1(ti)
TRc1u1(ti)
+u2(ti)
TRc2u2(ti)
+u3(ti)
TRc3u3(ti)
Cooperativo Iterativo Proceso separador en
un reactor / Sistemas
no lineales completa-
mente acoplados.
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Autor(es) An˜o Funcio´n de coste DMPC utilizado Tipo de Algo-
ritmo
Aplicacio´n/Uso
J. Liu et al.
[29]
2010
J =
M∑
0
x(ti)
TQcx(ti)
+u1(ti)
TRc1u1(ti)
+u2(ti)
TRc2u2(ti)
Cooperativo Iterativo Proceso separador en
un reactor / Sistemas
no lineales completa-
mente acoplados.
M. Farina y R.
Scattolini [23]
2011
V Ni (xˆ
[i]
t , uˆ
[i]
[t:t+N−1]) =
t+N−1∑
k=t
li(xˆ
[i]
k , uˆ
[i]
k )
+V Fi (xˆ
[i]
t+N )
No cooperativo Iterativo Comunicacio´n entre
subsistemas vecinos /
Sistemas discretos
J. Maestre et
al. [31]
2011
Ji(xi, {Uj}j∈ni) =
N−1∑
k=0
Li(xi,k, {uj,k}j∈ni)
+Fi(xi,n)
Cooperativo Iterativo Problema de la cade-
na de suministro / sis-
temas no lineales con
restricciones y acopla-
dos a trave´s de sus en-
tradas
A. Ferramosca
et al. [28]
2013
VN (x, yt;u, yˆs) =
N−1∑
j=0
||x(j)− xˆs||2Q
+||u(j)− uˆs||2R
+||x(N)− xˆs||2P + V0(yˆs, yt)
Cooperativo Iterativo Planta real de cuatro
tanques
Tabla 1: Resumen de controladores DMPC (continuacio´n)
tiene un coste asociado que se denomina coste
terminal, que se an˜ade como un nuevo te´rmino a
la funcio´n de coste.
3. DESCOMPOSICIO´N PARA DMPC
La manera de descomponer un sistema general
DMPC en pequen˜os grupos y que cada uno de ellos
sea controlado por un controlador MPC diferente
es muy importante, pero au´n no se ha resuelto de
manera general. Existen varias ideas de co´mo hacer
esta descomposicio´n basadas en consideraciones de
disen˜o de la planta, ası´ como a trave´s de consi-
deraciones de escala de tiempo. A continuacio´n se
revisan algunas de estas descomposiciones.
3.1. Descomposicio´n de un DMPC en sub-
sistemas y en DMPC con muestreo a veloci-
dad variable (Multirate)
Particionar y descomponer un proceso en varios
subsistemas es un tema importante. En [34] se
muestra el disen˜o de un sistema basado en DMPC,
donde se usa muestreo a velocidad variable para
sistemas no lineales de larga escala de tiempo,
compuestos de varios subsistemas acoplados. La
figura 14 muestra el esquema utilizado.
En concreto, se supone que los estados de cada
subsistema local se pueden dividir en estados
de muestreo ra´pido (que esta´n disponibles cada
tiempo de muestreo) y en estados de muestreo
lento (que esta´n disponibles cada varios tiempos
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Figura 14: Arquitectura DMPC con muestreo a velocidad variable
de muestreo). Los MPC se conectan a trave´s de
una red de comunicacio´n compartida y cooperan
de forma iterativa en instantes de tiempo en el que
las mediciones (ambas, ra´pidas y lentas) del estado
del sistema esta´n disponibles para garantizar la
estabilidad de bucle cerrado.
En la arquitectura que se propone, los
controladores se disen˜an a trave´s de modelos
de control predictivo basado en Lyapunov teniendo
en cuenta la medicio´n del ruido, las perturbaciones
del proceso y el ruido de la comunicacio´n.
La estrategia que se implementa en esta
arquitectura DMPC en los instantes de tiempo
cuando esta´n disponibles los estados que se
muestrean de manera ra´pida y lenta es la siguiente:
1. En el tiempo k con k = 0,∆, 2∆, . . . , todos
los controladores emiten los estados locales de
los subsistemas hacia los otros controladores,
entonces evalu´an de manera iterativa sus
trayectorias futuras de entrada suponiendo una
entrada inicial generada por h(·).
2. En la iteracio´n c(c ≥ 1)
2.1. Cada controlador evalu´a su propia
trayectoria futura de entrada basada en
xi(k) (versio´n con ruido de x(k)) y la
u´ltima trayectoria de entrada de control
recibida (entrada inicial generada por h(·)
cuando c = 1).
2.2. Todos los controladores distribuidos
cambian sus u´ltimas trayectorias futuras
de entrada. Se basan en la informacio´n
de entrada, cada controlador calcula y
almacena el correspondiente valor de costo.
2.3. Si la condicio´n de terminacio´n se satisface,
cada controlador envı´a todas sus trayectorias
futuras de entrada a sus actuadores, e´stas
corresponden al valor ma´s pequen˜o del
costo.
La estrategia que se implementa en esta
arquitectura DMPC en los instantes de tiempo
cuando so´lo esta´n disponibles los estados locales
que se muestrean de manera ra´pida es la siguiente:
1. Los controladores i, i = 1, . . . ,m reciben sus
estados locales que se muestrean de manera
ra´pida xsf,i.
2. Cada controlador i estima el estado actual de
todo el sistema y evalu´a sus trayectorias futuras
de entrada y envı´a la primer entrada escalo´n a
sus actuadores.
3.2. Descomposicio´n en sistemas de dos
escalas de tiempo MPC
La mayorı´a de los procesos (quı´micos por ejem-
plo) implican feno´menos que se producen en dis-
tintas escalas de tiempo (lenta y ra´pida). Se han
mostrado resultados recientes para sistemas de dos
escalas de tiempo con MPC en [35] y [12]. A
continuacio´n se mencionan algunos resultados per-
tenecientes a MPC descentralizado/distribuido.
3.2.1. MPC escala lenta de tiempo
En [35] se muestra la siguiente formulacio´n para
sistemas no lineales con perturbaciones singulares.
La formulacio´n se muestra en la forma esta´ndar con
la siguiente descripcio´n en espacio de estados.
x˙ = f(x, z, , us, w), x(0) = x0
z˙ = g(x, z, , uf , w), z(0) = z0 (54)
donde x ∈ Rn y z ∈ Rm denotan los vectores
de las variables de estado,  es un para´metro
pequen˜o positivo, w ∈ Rl denota el vector de las
perturbaciones y us ∈ U ⊂ Rp y uf ∈ V˜ ⊂ Rq
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son dos conjuntos de entradas manipulables. En la
figura 15 se muestra el esquema que se propone en
este sistema de control.
Figura 15: Arquitectura del sistema de control usando MPC en escala
lenta de tiempo
Dado que el para´metro  multiplica la derivada en
el tiempo del vector z en la ecuacio´n 2 del sistema
(54), la separacio´n en variables lentas y ra´pidas es
explı´cita, esto es, se referira´ al vector x como el
vector lento de las variables de estado y al vector
z como el vector ra´pido de las variables de estado.
Respecto a la formulacio´n del problema de control,
se supone que los estados ra´pidos del vector z se
muestrean continuamente y que sus mediciones
esta´n disponibles para todo tiempo t (por ejemplo,
en las variables que se pueden incluir en muestreo
ra´pido esta´n la temperatura, la presio´n) mientras
que los estados lentos del vector x se muestrean
de manera sincronizada y esta´n disponibles en
los instantes de tiempo indicados por la siguiente
secuencia k ≥ 0 con k = t0 + κ∆, κ = 0, a, . . .
donde t0 es el tiempo inicial y ∆ es el tiempo de
muestreo. El conjunto de entradas manipulables
uf es el responsable de la estabilizacio´n de la
dina´mica ra´pida de la ecuacio´n 2 en (54), para
este conjunto se asume que la accio´n de control
se calcula continuamente, mientras que el conjunto
de entradas manipulables us se evalu´a cada tiempo
de muestreo k y se responsabiliza de estabilizar
la dina´mica lenta y hacer cumplir el valor o´ptimo
deseado en lazo cerrado.
La separacio´n explı´cita en variables lentas y
variables ra´pidas en la ecuacio´n 2 del sistema
(54) permite la descomposicio´n en dos sistemas
separados de orden reducido involucrando dos
escalas de tiempo diferentes.
Para proceder con una separacio´n en dos escalas
de tiempo y con la finalidad de simplificar la nota-
cio´n posterior del desarrollo, primero se aborda la
cuestio´n de la estabilidad de las dina´micas ra´pidas.
Dado que se supone que las dina´micas ra´pidas de la
ecuacio´n 2 en (54) no son asinto´ticamente estables,
entonces se supone la existencia de una ley de
control “ra´pida” uf = p(x, z) tal que hace que
la dina´mica ra´pida sea asinto´ticamente estable. Se
sustituye uf = p(x, z) en la ecuacio´n 2 en (54) y se
asume que  = 0, obteniendo:
dx
dt
= f(x, z, 0, us, w) (55)
0 = g(x, z, 0, p(x, z), w) (56)
Se asume que la ecuacio´n g(x, z, 0, p(x, z), w) =
0 posee una u´nica raı´z
z = gˆ(x,w) (57)
entonces, se puede construir el subsistema lento:
dx
dt
= f(x, gˆ(x,w), o, us, w) =: fs(x, us, w) (58)
Introduciendo la escala de tiempo ra´pida τ = ( t

)
y el cambio de variable y = z − gˆ(x,w), se puede
escribir el sistema no lineal con perturbaciones
singulares como sigue:
dx
dτ
= f(x, y + gˆ(x,w), 0, us, w)
dy
dτ
= g(x, y + gˆ(x,w), 0, uf , w)−  ∂gˆ
∂w
wˆ
− ∂gˆ
∂x
f(x, y + gˆ(x,w), , us, w) (59)
Haciendo  = 0, se obtiene el siguiente subsiste-
ma ra´pido:
dy
dτ
= g(x, y + gˆ(x,w), 0, uf , w) (60)
donde x y w se pueden considerar como “fijas” en
sus valores iniciales. El subsistema ra´pido puede ser
asinto´ticamente estable en x ∈ Rn y w ∈ Rl con un
disen˜o apropiado de uf = p(x, z). El MPC se usa
para calcular la accio´n de control us en la escala
lenta de tiempo.
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3.2.2. Disen˜o MPC ra´pido/lento
En adicio´n al desarrollo que se hace en el sistema
de control de la figura 15, el sistema no lineal (54)
con perturbacio´n singular del sistema tambie´n puede
ser usado para desarrollar sistemas de control donde
un controlador MPC sea usado en la escala ra´pida
de tiempo, como se muestra en [36]. En este caso,
una forma conveniente de formular el problema
desde el punto de vista del control, es disen˜ar un
MPC ra´pido que utilice la reatroalimentacio´n de la
variable y, en cuyo caso uf so´lo esta´ activo en la
capa lı´mite (movimiento ra´pido de las dina´micas
ra´pidas) y se convierte en casi cero en la escala
de tiempo lento. La arquitectura de control que
resulta en este caso se muestra en la figura 16
donde no hay necesidad de comunicacio´n entre el
MPC ra´pido y el MPC lento; en este sentido, esta
estructura de control puede ser clasificada como
descentralizada. Especı´ficamente, en referencia al
sistema con perturbaciones singulares (59), el coste
se puede definir como
Figura 16: Arquitectura del sistema de control usando MPC en escala
de tiempo lenta y ra´pida
J = Js + Jf
=
∫ N∆s
0
[xT (τ˜)Qsx(τ˜) + u
T
s (τ˜)Rsus(τ˜)]dτ˜
+
∫ N∆f
0
[yT (τ˜)Qfy(τ˜) + u
T
f (τ˜)Rfuf (τ˜)]dτ˜ (61)
donde Qs, Qf , Rs, Rf son matrices de peso
definidas positivas, ∆s es el tiempo de muestreo de
us y ∆f es el tiempo de muestreo de uf . Entonces,
el MPC ra´pido puede ser formulado como sigue:
mı´n
uf∈S(∆f )
Jf (62)
sujeto a
dy
dτ
= g(x, y + g˜(x, 0), 0, uf , 0) (63)
uf ∈ V¯ (64)
restricciones de estabilidad (65)
donde z = g˜(x, 0) es la solucio´n de la ecuacio´n
g(x, z, 0, 0, 0) = 0. El disen˜o del MPC lento se
basa en el sistema de la ecuacio´n (58) con w = 0
y gˆ(x,w) = g˜(x). Esta arquitectura DMPC de
dos escalas de tiempo no requiere comunicacio´n
entre los MPC y puede asegurar estabilidad en
lazo cerrado y un rendimiento casi o´ptimo en el
sentido del co´mputo de las acciones de control para
minimizar J = Js + Jf cuando → 0.
4. GESTIO´N EFICIENTE DE ENERGI´A
EN ENTORNOS TIPO CAMPUS: UNA
PROPUESTA DE SOLUCIO´N BASADA EN
DMPC PARA EL CONTROL EN LA GES-
TIO´N EFICIENTE DE ENERGI´A
Desde las Instituciones pu´blicas Internacionales o
desde las gubernamentales espan˜olas, se promueve
hoy ma´s que nunca, la investigacio´n en el uso
eficiente de la energı´a y la utilizacio´n de energı´as
limpias, ya sea obligatoriamente en la edificacio´n,
como bonificando la creacio´n de centros auxiliares
de apoyo a la red ele´ctrica nacional, etc. En este
entorno de trabajo, se plantea el presente trabajo,
el cual se formula en [1].
En este trabajo se plantea el ana´lisis, estudio y
aplicacio´n de estrategias de modelado, control y
supervisio´n (fundamentalmente control predictivo
basado en modelo, MPC) que permitan una gestio´n
eficiente de energı´a en entornos tipo campus,
parque tecnolo´gico o distrito, donde se maximice
el uso de las energı´as renovables. Debido a sus
caracterı´sticas, se suele requerir un apoyo energe´tico
convencional (combustibles fo´siles) que permita
operar los sistemas cuando la energı´a almacenada o
la energı´a primaria renovable es escasa e incluso no
esta´ presente. El problema incorpora varios niveles
de control porque en cada momento hay que tomar
decisiones sobre la utilizacio´n que se va a dar a la
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Figura 17: Esquema de la planta donde se realizara´n los ensayos del proyecto
energı´a disponible, existiendo por tanto distintos
objetivos (minimizar el uso de combustibles fo´siles,
inclusio´n de aspectos econo´micos, ambientales y de
calidad, etc.) que generan un problema de control
jera´rquico multiobjetivo que requiere coordinacio´n
y cooperacio´n entre sistemas y que sera´ abordado
con te´cnicas de control predictivo del tipo MPC
“econo´mico” EMPC [37], MPC cooperativo y
distribuido [38], siendo adema´s necesario generar
modelos, estimadores y predictores de las etapas
de generacio´n y demanda de energı´a.
En el caso concreto de este proyecto, los
entornos a los que se hace referencia esta´n
caracterizados por la combinacio´n o´ptima de
energı´a solar, biomasa y energı´as convencionales
en la produccio´n de electricidad y calor de proceso
para climatizacio´n, iluminacio´n, produccio´n de
agua potable, transporte, alimentacio´n de ma´quinas
y equipos y enriquecimiento del aire con CO2,
donde un aspecto clave es intentar adaptar la
demanda a la produccio´n de energı´a (y viceversa),
para lo cual es fundamental el uso de algoritmos de
control predictivo. Para demostrar la aplicabilidad
de las te´cnicas desarrolladas se hara´ uso de un
entorno formado por un edificio bioclima´tico
(problema de control de confort incorporando frı´o
solar y electricidad de origen fotovoltaico), un
invernadero (problema de control de crecimiento de
cultivos haciendo uso de energı´a solar), una planta
de desalacio´n solar (produccio´n de agua potable
a partir de energı´a solar) y un vehı´culo ele´ctrico
(problema de gestio´n energe´tica de vehı´culo y
almacenamiento y uso de energı´a), que se muestra
en la figura 17.
Por una parte, el edificio CIESOL produce
energı´a ele´ctrica y calor de proceso mediante
captacio´n de energı´a solar con la instalacio´n
fotovoltaica, que se utiliza para la demanda
del propio edificio, la del invernadero, la del
coche ele´ctrico y, en el caso de que sobre, para
almacenarla en unos sistemas propios de baterı´as y
de almacenamiento te´rmico.
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Por otra parte, la planta de desalacio´n propor-
ciona agua potable y calor de proceso al resto de
sistemas captando energı´a solar. Adema´s, mediante
la combustio´n de biomasa, en las instalaciones del
invernadero se genera calor de proceso y CO2.
En todos los casos, la energı´a ele´ctrica y el calor
de proceso tienen tambie´n otros usos auxiliares en
ma´quinas y equipamiento, como se indica en la
figura 18.
Figura 18: Flujos y utilizacio´n de la energı´a
Son de intere´s los aspectos de modelado y con-
trol de bajo nivel (sistemas y equipos) y de alto
nivel (optimizacio´n de consignas, coordinacio´n de
procesos) en este a´mbito. Algunos de las lineas de
alto nivel en este contexto son: adaptacio´n de la
produccio´n de energı´a a la demanda; planificacio´n
de la produccio´n, almacenamiento y uso de energı´a;
prediccio´n de variables ambientales, de generacio´n
y de demanda; uso eficiente de polı´ticas de al-
macenamiento de energı´a; integracio´n de aspectos
econo´micos en la gestio´n energe´tica; control de
confort y calidad en el uso de la energı´a. Las
lineas de bajo nivel se centran fundamentalmente
en el desarrollo de estrategias de control predictivo
hı´brido y no lineal; control clima´tico (ventilacio´n,
calefaccio´n, refrigeracio´n solar, CO2, etc.) y control
de vehı´culos ele´ctricos.
4.1. Descripcio´n de las plantas de ensayo
Segu´n un estudio del Instituto de la
Diversificacio´n y Ahorro de la Energı´a IDAE,
dependiente del Ministerio de Industria, Energı´a y
Turismo, el consumo de energı´a final por sectores
en el an˜o 2008 en Espan˜a, se repartı´a un 30.4 % en
la industria, un 40 % en transporte, un 16.7 % en el
hogar (sobre todo en climatizacio´n), un 9.3 % en
servicios (comercio, hoteles y oficinas) y un 3.4 %
en otros, existiendo una tendencia al alza de los
dos u´ltimos sectores [39]. En el sector industrial
existe la conciencia de aumentar su eficiencia
energe´tica en la medida en que los consumos
de energı´a por unidad de producto producido o
de servicio prestado sean cada vez menores. Sin
embargo, en los sectores del transporte y de los
edificios, incluyendo los hogares, la situacio´n es
diferente, al no aumentar la eficiencia energe´tica
como serı´a deseable. Por esta razo´n, se plantean en
este trabajo distintas plantas con objetivos finales
diferentes y distintas necesidades energe´ticas, que
formen entre sı´ un distrito cuasi real y en el que
se estudie, modele, controle e integre bajo el punto
de vista de la eficiencia energe´tica todo el sistema,
abarcando los diferentes sectores de consumo
como edificios, fa´cilmente extrapolables a hogares
particulares que segu´n [40], representan el 40 %
del consumo energe´tico mundial (siendo ma´s de
la mitad atribuible a sistemas de climatizacio´n),
industria y transporte. Para ello, se dispone de las
siguientes plantas:
Edificio CIESOL. Se encuentra situado en el
campus de la Universidad de Almerı´a y, se
trata, de un Centro Mixto de Investigacio´n
entre el CIEMAT y la Universidad de Almerı´a
(figura 19). Este edificio de 1072 m2 se
ha construido con criterios de arquitectura
bioclima´tica, para lo cual cuenta con una
importante red de sensores (ma´s de 725
medidas) [41] y sistemas de climatizacio´n
que hacen uso de frı´o solar [42] utilizando
para ello un campo de colectores solares
que generan calor de proceso, un sistema
de almacenamiento de agua caliente, una
caldera y una ma´quina de absorcio´n con su
torre de refrigeracio´n. Por otra parte dispone
de un campo de paneles fotovoltaicos para
generacio´n de electricidad. Asimismo, los
recintos ma´s representativos del edificio
se han equipado con otros actuadores que
permiten controlar el confort en el interior del
edificio (apertura de ventanas automatizada y
elementos de sombreado).
Invernadero. Actualmente, el cultivo bajo
invernadero esta´ planteado de la misma manera
35
Figura 19: Edificio CIESOL
que un sistema industrial de produccio´n con
grandes equipos y ma´quinas que consumen
una cantidad sustancial de energı´a. Se trata
de un invernadero tipo parral ubicado en
la Estacio´n Experimental las Palmerillas en
Almerı´a (Espan˜a). E´ste presenta una altura
promedio de 3.6 m y superficie cubierta de
877 m2. Cuenta con actuadores con ventilacio´n
lateral y cenital accionada mediante motores
AC independientes, aerotermo, sistema de
calefaccio´n por tuberı´as de agua caliente
alimentado con biomasa, un sistema de
enriquecimiento de CO2 generado con la
combustio´n de la biomasa, mallas de sombreo
y sistemas de aporte de agua y nutrientes.
Se encuentra dotado con un equipo de
medida de 52 variables y esta´ disen˜ado para
llevar a cabo ensayos de identificacio´n e
implementar estrategias de control clima´tico
y de fertirrigacio´n.
Coche ele´ctrico. Se trata de un vehı´culo
urbano con 2.78 m de longitud y 1.5 m de
anchura, y un peso (con baterı´as incluidas),
de unos 700 kg. Su radio de giro es de
4.3 m, con una pendiente de subida del 20 %.
Posee un motor de corriente continua de
excitacio´n independiente, con una potencia
de 4.3 kW , que le permite alcanzar una
velocidad ma´xima de 45km
h
. Esta´ alimentado
por 8 baterı´as de 6 V de bajo mantenimiento
de silicona, conectadas en serie, que aportan
al vehı´culo una autonomı´a de 90 km. Se ha
incluido en el vehı´culo un PC industrial y
distintos subsistemas de sensorizacio´n, con el
objetivo de poder hacer un seguimiento de
rutas automatizado y eficiente, que permita
conseguir una mejora en la autonomı´a del
mismo.
Se dispone tambie´n de la desaladora solar
AQUASOL, ubicada en la Plataforma Solar de Al-
merı´a, que no se describe en este trabajo ya que se
utiliza para generacio´n de agua potable y calor de
proceso y todavı´a no se ha abordado su integracio´n
con el resto de plantas.
4.2. Una propuesta de solucio´n basada en
control jera´rquico multinivel
Una de las principales caracterı´sticas de este
problema consiste en la existencia de dos escalas de
tiempo en las dina´micas que caracterizan al sistema:
la dina´mica caracterı´stica del cultivo evoluciona
en horas/dı´as y la de las variables clima´ticas en
minutos/segundos. Cuando un sistema complejo
contiene subsistemas que interactu´an entre sı´ y
poseen diferencias en cuanto a su respuesta
en el tiempo, es comu´n en la pra´ctica realizar
simplificaciones de forma que las variables del
proceso se dividen en “lentas” y “ra´pidas”. De
esta manera, a corto plazo so´lo se consideran los
efectos de las variables ra´pidas y a largo plazo so´lo
los de las variables lentas. Se produce, por tanto,
una descomposicio´n jera´rquica del problema de
control. Evidentemente, por la propia naturaleza del
problema, una forma de resolverlo es la utilizacio´n
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de te´cnicas de control jera´rquico. El control y
coordinacio´n de sistemas jera´rquicos se basa en la
idea de la divisio´n en la responsabilidad en la toma
de decisiones [43]. Concretamente, en el caso que
se esta´ tratando, los objetivos a considerar son los
siguientes:
Edificio CIESOL. El objetivo principal en esta
planta es la de controlar el confort te´rmico
mediante el ı´ndice PMV (Predictive Mean
Vote) propuesto en [44], el confort lumı´nico
y la calidad del aire, en diferentes ambientes
de trabajo como son despachos, laboratorios
y salas de reuniones. Adema´s, se pretende
que se realice de forma energe´ticamente
eficiente, haciendo uso de energı´as renovables
y considerando aspectos econo´micos [45].
Invernadero. El objetivo principal en esta
planta es el control del crecimiento del cultivo
de forma que la obtencio´n de ma´ximos
beneficios por parte del agricultor, definidos
como la diferencia entre el precio al que
vende el producto y el coste necesario en
producirlo. Evidentemente, es necesario
reducir el consumo energe´tico para disminuir
costes, pero asegurando que el cultivo se
encuentre en condiciones necesarias para su
crecimiento. Por otra parte, hay que considerar
otros aspectos como el uso eficiente del agua
(sobre todo en zonas semia´ridas donde es un
bien escaso), la reduccio´n de contaminantes
al ambiente (principalmente en los mantos
acuı´feros) y la calidad de los frutos [46].
Coche ele´ctrico. El objetivo que se persigue
es que el vehı´culo se desplace de manera
auto´noma en el campus de la Universidad
de Almerı´a siguiendo una determinada ruta
con un consumo mı´nimo para aumentar su
autonomı´a.
Integracio´n de todas las plantas. Gestionar la
energı´a (electricidad y calor de proceso) que
produce el campo de paneles fotovoltaicos
y colectores solares instalados en el edificio
CIESOL, de forma que sea capaz de alimentar,
en primer lugar, al propio edificio, y si genera
ma´s de la que consume, que suministre
energı´a al invernadero y si este no la necesita
o consume menos de la que le cede CIESOL,
que la almacene en el coche ele´ctrico o en un
banco de baterı´as.
Como se puede observar, en cada uno de estos
problemas aparecen varios objetivos y algunos de
ellos en conflicto, por lo que hay que abordarlos
desde un punto de vista de la optimizacio´n multi-
objetivo, definida como el problema de encontrar
un vector de variables de decisio´n que satisface
las restricciones y optimiza funciones vectoriales
cuyos elementos representan las funciones objetivo;
esas funciones forman una descripcio´n matema´tica
de criterios de desempen˜o, proporcionando valores
aceptables de todas las funciones objetivo. Formal-
mente se puede establecer como el problema de
encontrar el vector
x¯∗ = [x∗1, x
∗
2, . . . , x
∗
n] (66)
que satisface m restricciones de desigualdad:
gi(x¯) ≥ 0 i = 1, 2, . . . ,m (67)
p restricciones de igualdad
hi(x¯) = 0 i = 1, 2, . . . , p (68)
y optimiza la funcio´n
f¯(x¯) = [f1(x¯), f2(x¯), . . . , fk(x¯)] (69)
donde x¯ = [x¯1, x¯2, . . . , x¯n] es el vector de variables
de decisio´n.
Figura 20: Control jera´rquico multinivel
37
La propuesta de solucio´n que se presenta en
[1] se basa en control jera´rquico multinivel, ya
que cada uno de los subsistemas a controlar
presenta objetivos concretos, por lo que hay
que introducir controladores locales, cuya accio´n
debe ser coordinada por un sistema controlador
supervisor, tal y como se muestra en la figura 20.
Para la integracio´n de todo el sistema, se propone
una arquitectura multinivel, y para el control de
cada una de las plantas una arquitectura jera´rquica
multicapa, como se muestra en la figura 21.
Figura 21: Arquitectura de control propuesta en [1]
4.3. Una propuesta de solucio´n basada en
DMPC para el control en la gestio´n eficiente
de energı´a
En el marco del control DMPC se presenta la
siguiente propuesta de solucio´n para la gestio´n
eficiente de energı´a en los sistemas CIESOL,
invernadero y coche ele´ctrico. E´sta servira´ como
trabajo de investigacio´n para la realizacio´n de la
tesis doctoral.
Para abordar este problema desde el marco de
control DMPC se pretende realizar lo siguiente:
1. Particionar y descomponer el sistema en
subsistemas.
2. Utilizar una estrategia de control para que
cada uno de los subsistemas sea controlado
por un controlador MPC.
La figura 22 muestra el esquema de control
que se propone para particionar y descomponer
el sistema en subsistemas. En este esquema,
uinv, ucie, uCE, xinv, xcie, xCE son los vectores de
las sen˜ales de control y del estado del invernadero,
CIESOL y coche ele´ctrico respectivamente. En
esta arquitectura los MPC se conectan a trave´s
de una red de comunicacio´n en la que comparten
informacio´n de forma iterativa y los subsistemas
no interaccionan entre sı´, pero si comparten la
energı´a que se necesita para conseguir sus objetivos
principales.
Cada MPC debera´ resolver un problema de opti-
mizacio´n para una funcio´n de coste “J” pudie´ndose
utilizar una formulacio´n cla´sica MPC para cada sub-
sistema independientemente. Como ejemplo, para el
control del confort del edificio bioclima´tico se tiene
[47]:
J =
N−1∑
j=0
(w(k + j|k)− yT (k + j|k))2
+ λ
N−1∑
j=0
u((k + j|k))2 (70)
donde N es el horizonte de prediccio´n, λ es un
factor de ponderacio´n, y yT (k + j|k) y u(k + j|k)
son las predicciones del ı´ndice PMV, la temperatura
interior y la sen˜al de control (velocidad del fancoil),
respectivamente, estimadas en el instante de tiempo
k + j en base a la informacio´n disponible en el
instante de tiempo k. Adema´s, w(k + j|k) es la re-
ferencia futura estimada para la temperatura del aire
interior. Este problema de optimizacio´n esta´ sujeto
a varias restricciones del sistema:
yTmin ≤ yT (k + j|k) ≤ yTmax
∀j = 0, . . . , N − 1 (71)
umin ≤ u(k + j|k) ≤ umax
∀j = 0, . . . , N − 1 (72)
donde la restriccio´n (71) proporciona el lı´mite
inferior (yTmin) y el lı´mite superior (yTmax) de
la temperatura interior de referencia (yT ). La
restriccio´n (72) hace referencia a las restricciones
fı´sicas del fancoil para que no entre en saturacio´n
[umin, umax]. Para el vehı´culo ele´ctrico y el
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Figura 22: Arquitectura de control DMPC propuesta
invernadero se utilizara´ una formulacio´n MPC
similar, optimizando la velocidad del primer
sistema y, el crecimiento de cultivo en el segundo.
Especı´ficamente la propuesta de solucio´n consiste
en optimizar una funcio´n de coste que se puede
definir como
J(Jinv, Jcie, JCE) (73)
donde Jinv es la funcio´n de coste que
debera´ optimizar el MPC 1 , Jcie es la funcio´n
de coste que se optimizara´ en el MPC 2 y JCE
la funcio´n de coste que optimizara´ en el MPC 3,
y donde cada una de ellas tendra´ una estructura
similar a (70)-(72).
Independientemente de la funcio´n de coste que
se seleccione para cada subsistema, lo que se busca
es encontrar una secuencia de acciones de control
u(uinv, ucie, uCE) que optimice el uso de energı´a
eficiente entre los subsistemas, satisfaciendo la res-
triccio´n
f(u(uinv, ucie, uCE)) ≤ Ecie + ECE (74)
donde f(u(uinv, ucie, uCE)) representa la energı´a
consumida como consecuencia de emplear la accio´n
de control u, Ecie es la energı´a que produce el
edificio CIESOL y ECE es la energı´a almacenada
en las baterı´as del coche ele´ctrico.
Para la optimizacio´n de energı´a, se propone
que en la red de comunicacio´n compartida
(Coordinacio´n del control) los MPC realicen una
serie de negociaciones para tomar la decisio´n
o´ptima.
En la red de comunicacio´n se comparte
informacio´n del estado de los subsistemas, con
esto se permite que se evalu´en de manera iterativa
las trayectorias, esto es, se calculan y se envı´an
las trayectorias futuras correspondientes al menor
costo. En cada tiempo de muestreo, se sigue un
protocolo determinado, los MPC hacen propuestas
para mejorar una solucio´n inicial factible por parte
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de sus funciones locales de costo, su estado y
su modelo. Estas propuestas son aceptadas si el
costo global mejora el costo correspondiente a la
solucio´n actual.
La idea de este proceso se basa en el esquema
de control presentado en la seccio´n 2.3.3, se elige
este esquema ya que los MPC requieren negociar
entre sı´ para tomar una decisio´n para la distribucio´n
o´ptima de energı´a entre los subsistemas.
5. CONCLUSIONES
Debido a la demanda de energı´a eficiente se
esta´ potenciando el uso de energı´as renovables
que aumenten la eficiencia energe´tica ası´ como la
sostenibilidad del distrito, esto motiva al desarrollo
de sistemas de fabricacio´n y plantas de proceso con
una gran conmplejidad, estos sistemas se componen
por muchos subsistemas que interactu´an y puede
ser difı´cil de controlar debido a su complejidad.
Por tanto, es necesario un sistema de control que
sea capaz de gestionar convenientemente el uso
eficiente de la energı´a disponible en cada uno de
los entornos y que coordine el flujo de energı´a
entre ellos. En este trabajo se ha mostrado una
serie de esquemas y estrategias de control para
gestionar este tipo de problemas. Asimismo, se
presenta una propuesta de solucio´n basada DMPC
para la gestio´n eficiente de energı´a en entornos tipo
campus. Con esto se pretende gestionar la energı´a
entre las plantas de ensayo CIESOL, invernadero y
coche ele´ctrico.
En este trabajo fin de ma´ster se ha conseguido los
requisitos necesarios de un trabajo de iniciacio´n a la
investigacio´n, en e´ste se ha estudiado el estado del
arte del tema “control predictivo distribuido basado
en modelo” y su aplicacio´n en la propuesta de una
solucio´n para la gestio´n eficiente de energı´a. La
solucio´n que se propone sera´ el inicio de una tesis
doctoral.
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Resumen/Abstract 
MÁSTER EN INFORMÁTICA INDUSTRIAL, 2012/2013 
Resumen - En el presente trabajo se realiza un análisis y estudio de estrategias de 
modelado, control y optimización basadas en el campo del Control Predictivo basado 
en Modelo (MPC) que permitan conseguir una gestión eficiente de energía en entornos 
tipo campus, parque tecnológico o distrito, donde se maximice el uso de la energías 
renovables. El problema se compone de diferentes niveles de control, ya que se deben 
tomar decisiones sobre el uso final de la energía disponible y existen por tanto 
diferentes objetivos a cumplir (minimizar el uso de combustibles, aspectos 
económicos, etc.). Esto da lugar a un problema de control jerarquizado que será 
abordado incluyendo técnicas como MPC económico y MPC cooperativo y distribuido.  
 
Se presenta un estudio del estado del arte sobre las formulaciones, las técnicas y 
estrategias de MPC cooperativo para la óptima gestión económica de los sistemas 
energéticos interconectados.                                                                                                              
Abstract - In this paper is developed an analysis and study of modeling strategies, 
control and optimization of field-based Model Predictive Control (MPC) that will 
achieve an efficient energy management in campus environments, technology park or 
district where maximize the use of renewable energies. The problem consists of 
different levels of control, as they must make decisions about the end use of the 
available energy and therefore are different objectives to fulfill (minimize fuel use, 
economics aspects, etc.). This leads to a hierarchical control problem to be addressed 
including technical as economic MPC and MPC cooperative and distributed. 
 
An study of the state of the art is presented about formulations, techniques and 
strategies for optimal cooperative MPC economic management of interconnected 
power systems. 
