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SUMMARY
The work in this thesis has addressed two distinct problems of broad interest involv-
ing efficient guaranteed global optimization algorithms for complex engineering problems.
First, global optimization of nonconvex stochastic programs with uncertainties described
by continuous random variables was considered. Such problems are almost everywhere in
practice, e.g., in chemical process design, water resource management, and robotics, all
of which involve nonconvex models and various uncertainties including future investment
returns, the availability of natural resources, process yields, reaction rates, etc. Addressing
this class of problem is significant because taking uncertainty into consideration is essential
for avoiding decisions that may lead to high costs in some future scenarios. To address this
class of problems, we developed the first relaxation technique that can provide rigorous
upper and lower bounds for these problems. Moreover, a theoretical analysis of the convex
relaxation method was presented that provides a mathematical certificate of the conver-
gence rate. Based on this relaxation technique, a novel branch-and-bound algorithm was
designed that, for the first time, guarantees finding global solution in a finite time. This al-
gorithm was further improved by an efficient uncertainty set partitioning rule that produces
a coarse partition for the majority of searching space, and only requires a dense partition
when close to the global solution.
Second, global optimization of large-scale AC optimal power flow (ACOPF) problems
was considered. ACOPF is critical to power grid operations at all scales, including short-
term power generation and dispatching, day-ahead unit commitment, and long-term net-
work expansion planning. The Energy Information Agency estimates that local methods
and heuristics might lead to a loss of 6 billion dollars annually for the US electricity mar-
kets. Practical ACOPF instances are too large to be solved by conventional global opti-
mization algorithms. However, optimization-based bounds tightening (OBBT) techniques
using advanced convex relaxations have been shown to achieve tight optimality gaps for
xiv
many test cases. Unfortunately, standard OBBT methods are still too costly because they
require solving two convex subproblems per nonlinear decision variable in each iteration.
To tackle these challenges, we first developed an equivalent ACOPF reformulation that
is suitable for constructing tight and concise convex relaxations. Second, we developed
a strengthened SOCP relaxation based on this reformulation. Third, we presented a new
OBBT scheme that only performs bounds tightening on a selected subset of the decision
variables. The algorithm significantly outperforms existing OBBT algorithms in terms of
both optimality gap and efficiency for the NESTA benchmark problems up to 300 buses.
The new algorithms developed in this thesis enable more efficient solutions of noncon-
vex stochastic optimization problems, stochastic optimal control problems, and AC optimal
power flow problems than previously possible. Moreover, this work contributes fundamen-
tal advances to global optimization theory that may lead to efficient solutions of larger
and more complex optimization problems in other areas as well. Higher quality decision-






Mathematical optimization problems arise in nearly all areas of engineering design, oper-
ations, and control. However, for systems such as power networks, chemical processes,
and robotics, the optimization models of interest are often nonconvex, large-scale, and un-
certain. All of these factors severely complicate the solution of these problems and make
it much more difficult to locate true global solutions rather than inferior local solutions.
However, the ability to find global solutions of such systems can lead to tremendous gains
in efficiency and profitability compared to local solutions. For example, according to a
report from Energy Information Agency, using local solution methods for optimal power
flow problems may lead to as much as 6 billion dollars of annual losses in US electricity
markets alone [1], while locating global solutions would save energy and provide more af-
fordable products to customers. Unfortunately, due to the scale and level of complexity of
the models used in many applications, as well as the limited time budget available, exist-
ing algorithms for guaranteed global optimization often cannot address these problems in
a feasible time frame or at all. Therefore, there is a critical need for efficient algorithms of
locating guaranteed global solutions of complex engineering optimization problems. To-
ward this end, this thesis contributes novel theory and algorithms for two distinct problems
in global optimization: nonconvex stochastic programs and large-scale AC optimal power
flow (ACOPF) problems.
The first problem, nonconvex stochastic optimization, focuses on making reliable de-
cisions under uncertainty. Such problems arise in, e.g., chemical process design, water
resource management, and robotics, where the uncertainties may include future investment
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returns, the availability of natural resources, process yields, reaction rates, etc. Taking such
uncertainties into consideration is essential for avoiding decisions that may lead to high
costs in some future scenarios. For example, considering uncertainty during the optimiza-
tion of an antibody manufacturing plant design was shown to save 30 million £/yr in [2].
However, existing algorithms cannot solve many practical stochastic optimization prob-
lems to guaranteed global optimality without significant simplifications (e.g., considering
linearized models or very few uncertain scenarios). In this thesis, we focus specifically on
nonconvex, single-stage stochastic programs with uncertainties described by continuous
random variables. At present, the most common approach for solving this class of problem
is sample-average approximation (SAA). However, SAA is too expensive for many prob-
lems of interest either because it requires a prohibitive number of samples or because the
required number of samples is unknown and must be determined through trial-and-error
procedures. Moreover, SAA can result in highly suboptimal or even infeasible solutions
when too few samples are used. An alternative approach is the stochastic branch-and-bound
algorithm in [3], which applies spatial-B&B using probabilistic upper and lower bounds in
each node based on a finite number of sampled scenarios. However, since the computed
bounds are probabilistic rather than deterministic, stochastic B&B in not guaranteed to find
a global solution. Solving nonconvex stochastic programs is even more challenging for
dynamic systems, which leads to nonconvex stochastic optimal control problems. In this
case, SAA is even more prohibitive because a complete copy of the system dynamics (e.g.,
ODEs) must be added to the optimization model for every sample of the uncertain vari-
ables. Thus, there is a critical need for a rigorous global optimization algorithm that can
more efficiently solve nonconvex stochastic optimization and optimal control problems.
The second problem, the alternating current optimal power flow (ACOPF) problem, is
to determine the real and reactive power outputs of all generators in a power network that
minimizes cost while meeting all demands, satisfying all operating constraints, and obey-
ing the nonconvex steady-state AC power flow equations. This problem and its various
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extensions are critical to power grid operations at all scales, including short-term genera-
tor dispatching, day-ahead unit commitment, and long-term network design and expansion
planning [1, 4, 5, 6]. Unfortunately, due to the size and complexity of the ACOPF problem
for realistic power networks, grid operations today are much more commonly based on lin-
ear approximations of the ACOPF model [7], resulting in solutions that might be infeasible
or potentially highly suboptimal. Indeed, the Energy Information Agency estimates that the
ability to find the global solution of ACOPF could save the US 6 billion dollars annually
in electricity markets [1]. Thus, finding global solutions of ACOPF is crucial for saving
energy and providing affordable power to undeveloped areas.
To address these challenges, this thesis develops guaranteed global optimization algo-
rithms capable of efficiently solving (i) nonconvex single-stage stochastic programs; (ii)
nonconvex optimal control problems; and (iii) large-scale ACOPF problems. For (i)–(ii),
existing approaches need to represent uncertainty using many scenarios, which leads to
large global optimization problems and requires solving many repeats to test the solution
quality. More importantly, it is difficult to determine a sufficient sample size in practice. In
contrast, we develop novel branch-and-bound algorithms based on advanced convex relax-
ations and an adaptive uncertainty set partitioning rule to efficiently locate a global solution
in a single run. For (iii), practical ACOPF instances are too large to be solved by conven-
tional global optimization algorithms based on extensive search-space partitioning. We
develop a new optimization-based bounds tightening (OBBT) algorithm, based on a new
strengthened convex relaxation, that achieves tight optimality gaps while being more than
one order of magnitude faster than existing methods. The algorithm significantly outper-
forms existing OBBT algorithms in terms of both optimality gap and efficiency on NESTA
benchmarks.
The new algorithms develop in this thesis enable more efficient solutions of nonconvex
stochastic optimization problems, stochastic optimal control problems, and AC optimal
power flow problems than previously possible. Moreover, this work contributes fundamen-
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tal advances in global optimization theory that may lead to an efficient solution of larger
and more complex optimization problems in other areas as well. Such problems are likely
to include other problems in power generation and distribution, chemical and pharmaceu-
tical process design, and problems in robotics. Higher quality decision-making in such
systems could possibly save energy and provide affordable products to impoverished areas.
1.2 Global Optimization
Optimization is a field of applied mathematics that finds the optimal value of a function
in the domain of interests, subject to various constraints. Global optimization specifically
aims to locate globally optimal solution for problems that may have multiple suboptimal
local minima, such as nonconvex continuous, mixed-integer, dynamic, bilevel, and stochas-
tic problems. Although many strategies have been devised to increase the likelihood of
finding a global solution (i.e., stochastic global optimization algorithms), this thesis is con-
cerned with deterministic global optimization algorithms. Deterministic algorithms provide
a mathematical guarantee that they will terminate in finite time with an epsilon-global so-
lution (i.e., a feasible solution whose objective value is within a specified tolerance epsilon
of the true global minimum).
Global optimization has found an increasing number of applications in all branches of
engineering and applied sciences, including refinery pooling, azeotropic distillation, power
systems, phase and chemical equilibrium, and parameter estimation in nonlinear algebraic
models, to name only a few. Figure 1.1 shows a simple two-dimensional nonconvex func-
tion with many local optima (red dots). For such functions, it can be challenging to find the
global optimum (red star) using local optimization methods. Moreover, local optimization
with multistart is time consuming and might still not be able to locate the global solution.
For a nonconvex dynamic optimization problem in [8], the vast majority of multistart runs
found a solution whose cost exceeded the global minimum by 5 orders of magnitude. Sim-
ilarly, in [9], multistart found the global solution in only 4 out of 1000 runs. In addition, in
4
Figure 1.1: An illustration of global versus local optima.
some applications only global solutions are meaningful. For example, in [10], the authors
concluded that a proposed reaction mechanism did not fit experimental data based on lo-
cally optimal parameter estimates, only to find later that the global solution fit the data well
[9]. Thus, global optimization is critical for avoiding suboptimal solutions that are both
frequent and potentially very costly in practical applications.
1.2.1 The Spatial Branch-and-Bound Algorithm
Most deterministic global optimization methods use some variant of the basic spatial branch-
and-bound (B&B) algorithm, which searches for a global solution using a tree. Each node
in the tree corresponds to part of the search space. The initial ‘root’ node contains the
whole feasible space, and the successive child nodes are formed from their parent node
by bisection so that an exhaustive cover of the feasible space is always maintained. For
each node visited by the algorithm, the algorithm calculates a lower and an upper bound on
the objective function obtainable on that node. The upper bound is obtained by evaluating
the objective at a feasible point, while the lower bound is typically obtained by solving a
convex relaxation. These bounds are then checked against the current best-known solution.
If the node has a higher lower bound than the current best upper bound, which means that
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a global solution cannot exist in this node, the node will be fathomed (i.e., removed from
further consideration). Otherwise, the global lower and upper bounds will be updated to
the lowest lower and upper bounds over all nodes in the search tree. Then, the node is par-
titioned into two or more child nodes (i.e., branched), and the child nodes are added to the
search tree. This procedure is repeated until the global upper and lower bounds converge
to a specified tolerance [11].
The spatial branch-and-bound (B&B) algorithm is guaranteed to find an epsilon-global
solution in finite time, but the worst-case run-time scales exponentially in the number of
decision variables due to the exhaustive partitioning of the search space. However, this
worst-case performance is avoided for many problems in practice, and the tightness and
convergence of the lower bounding method is a critical factor determining the practical
performance. State-of-the-art B&B solvers can solve many problems with hundreds or
thousands of decision variables, and are highly dependent on special problem structures
for reducing computational time.
1.2.2 Convex Relaxations for Factorable Functions
The lower bounds needed in each node of the spatial-B&B algorithm are typically com-
puted by solving a convex relaxation. For any given optimization problem, a convex re-
laxation is a related optimization problem that is convex, and hence easy to solve to global
optimality, and whose optimal objective value is guaranteed to underestimate that of the
original problem. Therefore, the solution of a convex relaxation provides global infor-
mation (a lower bound) for the original program and is the core of global optimization.
General-purpose convex relaxation methods rely on the ability to decompose the objective
and constraints into ordered sequences of elementary operations (e.g., +, ×, xn, ex, etc.),
which can be represented by a computational graph as shown in Fig. 1.2. Such functions
are called factorable functions and include nearly all functions that can be written explicitly
in computer code. Given any factorable function, one way to construct valid relaxations
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is recursively applying known rules for relaxing each elementary operation, which can
be done, e.g., using interval arithmetic [12], McCormick relaxations [13, 14], polyhedral
outer approximation [15], or the reformulation-linearization technique [16]. For example,
the McCormick relaxation of a nonconvex factorable function is shown in Fig. 1.2. Alter-
natively, the αBB relaxation method exploits factorability of the Hessian matrix for twice
continuously differentiable functions, rather than factorability of the function itself, to com-
pute a quadratic function that is guaranteed to convexify the original function when added
to it [17].
These general convex relaxation approaches work for a wide variety of nonconvex func-
tions, but often lead to weak relaxations and slow B&B performance for many problems.
This has led to the development of more sophisticated methods, custom convex relaxations
for specific problem structures, and domain reduction techniques to help convergence.
Moreover, many functions of interest are not factorable, such as the solutions of implicit
algebraic or dynamic models, which limits the use of conventional convex relaxation meth-
ods.
1.3 Nonconvex Stochastic Optimization
This section introduces the nonconvex stochastic optimization problem considered in this
thesis in more detail. Consider minimizing a function of the form F (x) ≡ E[f(x,ω)],
where x ∈ X ⊂ Rnx , E denotes the expected value over continuous random variables
ω ∈ Ω ⊂ Rnω , the domains X and Ω are compact nx and nω-dimensional intervals, and
f may be nonconvex in both arguments. This leads to the following global optimization





























Figure 1.2: Computational graph of J(x, y) = xy(ex + y2) showing its decomposition into
elementary operations (upper) and a convex underestimator for J on [−1, 1]× [−1, 1] using
McCormick relaxations (lower).
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The objective is to develop a new technique for automatically constructing convex and
concave relaxations of (1.1) and establish a novel branch-and-bound algorithm to solve it
to guaranteed ε-global optimality without sampling errors.
1.3.1 Motivation and Existing Methods
Stochastic programming is a powerful framework for determining optimal design and op-
erational decisions under uncertainty. Optimization problems involving nonconvex and
stochastic models occur in almost all areas of science and engineering in practice. For
example, nonconvexity is ubiquitous in oil, gas, and water networks [18, 19, 20], and
uncertainty is naturally associated with future investment returns, availabilities of natural
resources, process yields, and variations of reaction rates. Thus, nonconvex stochastic pro-
gramming is critical in many applications. More importantly, explicitly accounting for non-
convexity and uncertainty during optimization can avoid abnormal effects and often leads
to remarkable gains. See, e.g., savings of 30 million £/yr for an antibody manufacturing
plant in [2], or a $3 billion increase in NPV for a natural gas network in [21].
Uncertainty in optimization models can be modeled in various ways, e.g., using random
variables with specific probability distributions or a finite set of scenarios. This project
focuses on uncertainty described by continuous random variables (RVs). Continuous RVs
can represent uncertainties with a wide range of statistical distributions more precisely than
a fixed number of sampled scenarios that might ignore some rare chance events.
At present, the most common approach for solving nonconvex stochastic programs is
sample-average approximation (SAA), which approximates the expected value using fixed
samples. This results in a deterministic program that can be solved globally using con-
ventional B&B methods [22, 23]. However, SAA has several critical limitations. First, it
only guarantees convergence to a global solution as the sample size tends to infinity [24].
Moreover, the number of scenarios required to achieve a high-quality solution in practice is
unknown and can be quite large [25, 26, 27]. Thus, SAA often requires the global solution
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of multiple deterministic problems that are too large to be handled effectively using stan-
dard B&B codes. An alternative approach is the stochastic branch-and-bound algorithm
[3], which applies spatial-B&B only once using probabilistic upper and lower bounds in
each node. However, since the computed bounds are probabilistic rather than deterministic,
stochastic B&B only ensures convergence to a global solution when no fathoming is done,
which is prohibitively expensive. Thus, the existing methods cannot provide guaranteed
global solutions with reasonable efficiency for many problems of interest.
1.3.2 Contribution
To address the challenges outlined above, this thesis develops a novel B&B algorithm that
is guaranteed to converge finitely to ε-global solutions of nonconvex stochastic programs
with continuous random variables in a single run. First, in Chapter 2, we develop a new
convex relaxation technique that can provide rigorous, deterministic lower bounds. Further-
more, these relaxations are proven to obey a second-order pointwise convergence property,
which is sufficient for finite termination of branch-and-bound under standard assumptions.
Empirical results are also shown for illustrating the convergence rate. In addition, we es-
tablish an extension of the relaxation technique that enables efficient computations with a
wide variety of multivariate probability density functions.
Next, in Chapter 3, we present a new B&B algorithm to solve the nonconvex stochastic
problem to ε-global optimality in finite time. Unlike the conventional B&B algorithm that
only needs to explore the decision variable space, the new algorithm has an extra layer
of complexity due to the need to partition the random variable space. We design an effi-
cient rule that adaptively refines the uncertainty set partition as the B&B search proceeds.
As a result, the algorithm is capable of using a coarse partition of the uncertainty space
for the majority of the search space, and requires dense partitions only when close to the
global solution. This leads to significant computational savings relative to sample-based
approaches, which must use a fixed number of samples throughout the search. Compared
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to the sample-based bounds in the stochastic B&B method, our method provides guaran-
teed bounds with no chance of fathoming optimal solutions. Compared to SAA, which has
to run many repeats to test statistical significance of the solution and has to redo the whole
process if a larger sample size is needed, our method only needs a single run to solve the
problem with guaranteed convergence. This work is significant because it will enable the
guaranteed solution of nonconvex stochastic programs without sampling error for the first
time.
1.4 Nonconvex Stochastic Optimal Control Problems
This section introduces the stochastic optimal control problem studied in Chapter 4 of this





where E and P denote the expected value and probability over continuous random variables
ω ∈ Ω ⊂ Rnω , respectively, and x(tf ,p,ω) is the solution of the nonlinear ordinary
differential equations (ODEs)
ẋ(t,p,ω) = f(t,p,ω,x(t,p,ω)), (1.3)
x(t0,p,ω) = x0(p,ω).
The functions g, f , and x0 may be nonconvex with respect to all of their arguments. The
decision vector p may represent a parameterized open-loop control input, parameters in an
explicit feedback controller embedded in (4.2), etc.
The objective is to develop a new method to compute guaranteed convex relaxations
of the final-time expected-value objective function. Such relaxations offer a way to com-
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pute rigorous upper and lower bounds that can be used within a B&B algorithm to find
guaranteed global solution of this class of problems.
1.4.1 Motivation and Existing Methods
Stochastic optimal control is a crucial branch of decision-making under uncertainty and
is widely used for advanced control of complex stochastic systems with constraints on
states and control inputs. Well-established applications include optimal path planning [28],
portfolio optimization [29], renewable energy systems [30] and chemical process control
[31]. Since the dynamic behavior of many physical systems of practical interest can be
modeled using systems of ordinary differential equations (ODEs) [32, 9], identifying the
optimal decision for such systems under uncertainty becomes increasingly important.
For deterministic optimal control problems, many algorithms have been developed to
obtain global solutions [33, 34, 35, 36, 37]. These methods are based on effective al-
gorithms for enclosing the reachable set of the dynamics on subintervals of the decision
space. With such an enclosure, it is possible to construct convex and concave relaxations of
the optimal control problem on arbitrary subintervals of the decision space, and compute
upper and lower bounds on the optimal objective value [37, 32, 38, 39, 40, 41, 42, 43, 44].
Finally, with rigorous bounds, we can use the spatial branch-and-bound (B&B) algorithm
to obtain a global solution.
To the best of our knowledge, there is no existing algorithm that can find a guaranteed
global solution for the stochastic optimal control problem in §1.4. The main challenge is
that no existing method can compute a valid relaxation of the objective function, which
involves both an expected value over continuous random variables and the solution of a
nonlinear dynamic system. In practice, this problem is most commonly addressed by re-
placing the objective and constraints by sample-average approximations (SAA), resulting
in a deterministic optimal control problem that can be solved using existing methods. How-
ever, SAA has several critical limitations that can lead to inaccurate solutions or excessive
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computational cost. First, a sufficient sample size required to achieve a high-quality so-
lution in practice is unknown [25, 26]. Theoretical sample size bounds are available [45],
but are often very conservative and not generally computable. Moreover, it only guarantees
convergence to a global solution as the sample size goes to infinity [24]. In addition, SAA
needs to solve a large number of ODEs for independent samples and run many repeats to
assess solution accuracy. Even worse, if a larger sample size is deemed necessary [26],
we have to rerun the whole process until a predefined tolerance is satisfied. This is clearly
problematic for nonconvex optimal control problems, where solving a single instance to
global optimality is already demanding.
1.4.2 Contribution
In Chapter 4, we develop a new method for computing guaranteed convex and concave
relaxations of nonlinear stochastic optimal control problems with final-time expected-value
cost functions. This method is motivated by similar methods for deterministic optimal
control problems, which have been successfully applied within spatial B&B techniques to
obtain guaranteed global optima. Relative to those methods, a key challenge here is that the
expected-value cost function cannot be expressed analytically in closed form. We develop
the first ever algorithm that can provide guaranteed convex relaxations. These relaxations
can be used to compute rigorous upper and lower bounds on the optimal objective value of
such problems restricted to any given subinterval of the decision space, and hence enable
deterministic global optimization for this class of problems.
1.5 AC Optimal Power Flow Problems
This section introduces the AC optimal power flow problems considered in Chapter 5 of
this thesis in more detail. For a given power network, the ACOPF problem is to determine
the real and reactive power outputs of all generators that minimize cost while meeting all
demands, satisfying all operating constraints, and obeying the nonconvex steady-state AC
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power flow equations. The objective is to develop an efficient global optimization algorithm
for solving large-scale ACOPF problems.
1.5.1 Motivation and Existing Methods
AC optimal power flow problem and its various extensions are critical to power grid opera-
tions at all scales, including short-term generator dispatching, day-ahead unit commitment,
and long-term network design and expansion planning [1, 4, 5, 6]. For a regional power
network alone, there are more than three thousand buses, which results in ACOPF problems
with tens of thousands of decision variables. Due to the size and complexity of these prob-
lems, grid operations today are much more commonly based on linear approximations of
the ACOPF model [7], resulting in solutions that might be infeasible or potentially highly
suboptimal. Alternatively, local methods can be used to find a local solution or stationary
point of ACOPF very efficiently [46, 47]. However, ACOPF is a highly nonconvex prob-
lem. Therefore, local solvers may produce suboptimal solutions in many cases and provide
no way of quantifying the degree of suboptimality. Moreover, although local solvers are
known to often find global solutions in ACOPF test problems, there is significant evidence
that local solutions are often highly suboptimal in practice. Indeed, the Energy Information
Agency estimates that the ability to find the global solution of ACOPF could save the US 6
billion dollars annually in electricity markets [1]. Thus, finding global solutions of ACOPF
is crucial for saving energy and providing affordable power to undeveloped areas.
Existing algorithms for globally solving ACOPF are based on constructing tight convex
relaxations, including semi-definite programming (SDP) relaxations [48, 49], second-order
cone programming (SOCP) relaxations [50, 51, 52] and convex quadratic programming
(QP) relaxations [53, 54]. These methods can be categorized into two types: single relax-
ation methods and exhaustive search methods [55, 4, 5, 6]. The single convex relaxation
approach aims to find an ε-global solution of ACOPF by solving one highly accurate con-
vex relaxation. A solution of any convex relaxation provides a lower bound on the optimal
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objective value of the original problem. Then, with an upper bound found by local methods
or heuristics, we can quantify the quality of the obtained solution. If the convex relaxation
solution is feasible, then it is a global solution. SDP relaxations have been proven to satisfy
this in special cases [56, 57]. However, those conditions are often not met in practice and
a major limitation of this approach is that it can lead to arbitrarily large global optimality
gaps.
Alternatively, exhaustive search methods solve potentially many ACOPF relaxations
within an iterative procedure that locates an ε-global solution of ACOPF in finite time,
such as spatial B&B or nonconvex outer-approximation with piecewise convex relaxations
[58, 52, 59]. But spatial B&B and outer approximations require exponential run-time scal-
ing, thus cannot handle large-scale problems in general. However, it has been shown that
applying iterative optimization-based bounds tightening (OBBT) techniques is highly ef-
fective at closing the global optimality gap for ACOPF problems [60, 59, 61]. OBBT is a
greedy domain reduction technique that computes tight bounds on each decision variable
by maximizing (for the upper bound) and minimizing (for the lower bound) each variable
over the relaxed feasible set. Since the tightness of convex relaxations is relative to the
width of bounds on the decision variables, this can lead to a substantially tighter relaxation
in the next iteration. Even though this method cannot guarantee convergence, it works
empirically on challenging ACOPF benchmark test cases. But OBBT is still costly be-
cause it requires solving two convex subproblems per decision variable in each iteration,
which is prohibitive for large problems. A fast closed-form bounds tightening scheme was
developed in [62], but the bounds do not result in competitive optimality gaps even with
branching. Thus, while bounds-tightening has high potential for enabling the global solu-
tion of ACOPF problems, existing OBBT methods are too costly and existing closed-form
methods are too conservative.
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1.5.2 Contribution
This work makes three new contributions towards the global solution of ACOPF. We first
prove the equivalence of a reformulation that is beneficial for constructing efficient convex
relaxations. Second, we develop a new strengthened SOCP relaxation based on this refor-
mulation with a concise structure. Third, using this relaxation, we establish a new OBBT
scheme that performs bounds tightening on only a selected subset of variables. Among
existing OBBT methods, the one that achieves the smallest optimality gaps on standard
ACOPF test sets performs bounds tightening on all variables that appear in nonconvex
terms [60]. Conversely, approaches that perform OBBT on only a subset of variables ex-
hibit significantly larger gaps (although there are also differences in the relaxations used)
[52]. In contrast, our results for the NESTA benchmarks, which are commonly used for the
evaluation and validation of power system optimization algorithms, show that performing
OBBT on a small subset of the variables in our new relaxation outperforms existing OBBT
algorithms in terms of both optimality gaps and efficiency. Our new algorithm achieves
96.2% of the best optimality gaps achieved by all existing OBBT methods for NESTA
benchmarks, where SDP, SOCP, and QC methods achieve the best gap in only 64.0%,
39.6%, and 71.7% of cases. We also do so with significantly higher efficiency, and about
5.1× and 21.2× faster than the SOCP and the QC methods on average.
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CHAPTER 2
CONVEX RELAXATIONS FOR GLOBAL OPTIMIZATION UNDER
UNCERTAINTY DESCRIBED BY CONTINUOUS RANDOM VARIABLES
2.1 Introduction
This chapter presents a new method for automatically constructing convex underestimators
and concave overestimators (i.e., convex and concave relaxations) of functions of the form
F (x) ≡ E[f(x,ω)], where x ∈ X ⊂ Rnx , E denotes the expected value over continuous
random variablesω ∈ Ω ⊂ Rnω , the domainsX and Ω are compact nx and nω-dimensional
intervals, and f may be nonconvex in both arguments. The ability to construct convex and
concave relaxations of nonconvex functions is central to algorithms for solving noncon-
vex optimization problems to guaranteed ε-global optimality [11, 15, 13, 63]. Here, we
are specifically motivated by the following global optimization problem under uncertainty,




Such problems arise broadly in chemical process design [31], structural design [64], re-
newable energy systems [30, 65], portfolio optimization [66], stochastic model predictive
control [67, 68], discrete event systems [69], etc. Moreover, although we restrict our at-
tention to single-stage problems in this chapter (i.e., problems with no recourse decisions),
more flexible two-stage and multistage formulations can also be reduced to Problem (2.1)
through the use of parameterized decision rules, which is an increasingly popular method
for obtaining tractable approximate solutions [70].
In the applications above, many uncertainties are best modeled by continuous random
variables, including process yields, material properties, renewable power generation, prod-
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uct demands, returns on investments, etc. [64, 30, 65, 66]. However, when f is nonlinear
with respect to ω, this very often precludes writing the function F (x) ≡ E[f(x,ω)] analyt-
ically in closed form. Moreover, expressing F (x) via quadrature rules quickly becomes in-
tractable as the dimension ofω, i.e., nω, increases. In this situation, F (x) must be evaluated
by sampling, which fundamentally limits the applicability of guaranteed global optimiza-
tion algorithms such as spatial branch-and-bound. Specifically, to perform an exhaustive
global search, branch-and-bound requires the ability to compute guaranteed lower and up-
per bounds on the optimal value of Problem (2.1) restricted to any given nx-dimensional
subintervalX ⊂ X . The lower bound is typically computed by minimizing a convex relax-
ation of F over X subject to the constraint that x lies in a convex relaxation of the feasible
set X ∩C, while the upper bound is computed by evaluating F at a feasible point in X ∩C
[11]. However, conventional methods for constructing convex relaxations are only appli-
cable to functions that are known explicitly in closed form [11, 15, 13, 63]. Moreover,
using only sample-based approximations of F , it is not even possible to bound its value at
a single feasible point with finitely many computations.
At present, the most common approach for solving Problem (2.1) globally is sample-
average approximation, which approximates F using fixed samples of the random variables
chosen prior to optimization. This results in a deterministic optimization problem that can
be solved globally using conventional methods [11, 15, 13, 63]. However, sample-average
approximation has several critical limitations that often lead to inaccurate solutions or ex-
cessive computational cost for nonconvex problems. Most notably, it only guarantees con-
vergence to a global solution (with probability one) as the sample size tends to infinity [24].
Moreover, the number of samples required to achieve a high-quality solution in practice is
unknown and can be quite large [25] (also see ‘ill-conditioned’ problems in Linderoth et
al. [26]). Perhaps more importantly, a sufficient sample size is typically not known a pri-
ori. Theoretical bounds are available [45], but are not generally computable and are often
excessively large [24]. Instead, state-of-the-art methods determine an appropriate sample
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size iteratively. For each fixed sample size N , the accuracy of the sample-average approx-
imation is estimated by solving multiple instances of the approximation with independent
sets of N samples [26]. For example, 10-40 independent instances are solved to estimate
the approximation errors for the case studies in the articles [26, 71]. Notably, each instance
must be solved to global optimality. Furthermore, this entire procedure must be repeated
from scratch if a larger sample size N is deemed necessary [26]. This is clearly problem-
atic for nonconvex problems, where solving just one instance to global optimality is already
NP-hard.
An alternative approach is the stochastic branch-and-bound algorithm [3], which ap-
plies spatial branch-and-bound to Problem (2.1) using probabilistic upper and lower bounds
on each node X based on a finite number of samples. Relative to sample-average approxi-
mation, a strength of this approach is that the sample size can be dynamically adapted as the
search proceeds. However, since the computed bounds are only statistically valid, there is
a nonzero probability of fathoming optimal solutions. Thus, stochastic branch-and-bound
only ensures convergence to a global solution when no fathoming is done, and even then
only in the limit of infinite branching.
In the case where f is convex, a number of deterministic (i.e., sample-free) meth-
ods are available for computing rigorous underestimators and overestimators of F (x) =
E[f(x,ω)] that can be used for globally solving Problem (2.1). The simplest underesti-
mator is given by Jensen’s inequality [72], which states that E[f(x,ω)] ≥ f(x,E[ω]) for
convex f . This leads to a deterministic lower bounding problem for Problem (2.1) that
can be solved using standard methods [73]. Moreover, F (x) can be bounded above at
any feasible point x using, e.g., the Edmunson-Madansky upper bound [74], which uses
values of f(x,ω) at the extreme points of the uncertainty set Ω. Notably, these upper and
lower bounds can be made arbitrarily tight using successively refined partitions of Ω, which
allows Problem (2.1) to be solved to guaranteed ε-global optimality [73, 75]. Moreover,
refinements of the Jensen and Edmunson-Madansky bounds using higher order moments
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of ω have been studied in Dokov et al. and Edirisinghe et al. [76, 77]. However, all of
these methods require f to be convex or, more generally, to satisfy a convex-concave saddle
property. Moreover, achieving convergence by partitioning Ω requires the ability to effi-
ciently compute probabilities and conditional expectations on nω-dimensional subintervals
of Ω, which severely limits the distributions of ω that can be handled efficiently (e.g., to
multivariate uniform or Gaussian distributions with independent elements).
To address these limitations, this chapter presents a new method for computing deter-
ministic convex and concave relaxations of F (x) = E[f(x,ω)] on nx-dimensional subin-
tervals X of its domain X . This method applies to arbitrary nonconvex functions f and a
very general class of multivariate probability density functions for ω. In brief, nonconvex-
ity is addressed through a novel combination of Jensen’s inequality and existing relaxation
techniques for deterministic functions, such as McCormick’s technique [14]. Similarly,
general multivariate densities are addressed by relaxing nonconvex transformations that
relate ω to random variables with simpler distributions. We show that the resulting relax-
ations of F can be improved by partitioning Ω. More importantly, we establish second-
order pointwise convergence (which implies second-order Hausdorff convergence [78]) of
the relaxations to F as the diameter of X tends to 0, provided that the partition of Ω is
appropriately refined.
The proposed relaxations can be used to compute both upper and lower bounds for
Problem (2.1) restricted to any given interval X ⊂ X . In principle, this enables the global
solution of Problem (2.1) by spatial branch-and-bound. We leave the details of this algo-
rithm for future work. However, we note here some potentially significant advantages of
this approach relative to existing methods. First, unlike the stochastic branch-and-bound
algorithm, our relaxations provide deterministic upper and lower bounds for Problem (2.1)
on any X , so there is zero probability of incorrectly fathoming an optimal solution dur-
ing branch-and-bound. Second, the convergence of our relaxations as the diameter of X
tends to 0 implies that spatial branch-and-bound will terminate finitely with an ε-global
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solution under standard assumptions [11, 78]. This is in contrast to both stochastic branch-
and-bound and sample-average approximation, which only converge in the limit of infinite
sampling. In fact, the second-order convergence rate established here is known to be critical
for avoiding the so-called cluster effect in branch-and-bound, and hence avoiding exponen-
tial run-time in practice [79]. Third, although refining the partition of Ω is required for
convergence, valid relaxations on X can be obtained using any partition of Ω, no matter
how coarse. Thus, the partition of Ω can be adaptively refined as the branch-and-bound
search proceeds. This is potentially a very significant advantage over sample-average ap-
proximation, which must determine an appropriate number of samples a priori, and must
solve the problem again from scratch if more samples are deemed necessary.
The remainder of this chapter is organized as follows. The next section establishes
the necessary definitions and notation, followed by a formal problem statement. Next, the
sections ‘Relaxations for Expected-Value Functions’ and ‘Convergence’ present the main
theoretical results establishing the validity and convergence of the proposed relaxations,
respectively. The section ‘Non-Uniform Random Variables’ develops an extension of the
basic relaxation technique that enables efficient computations with a wide variety of multi-
variate probability density functions. Finally, the last section provides concluding remarks.
2.2 Preliminaries
Convex and concave relaxations are defined as follows.
Definition 1. Let S ⊂ Rn and h : S → R. For any convex S ⊂ S, functions hcv, hcc :
S → R are convex and concave relaxations of h on S, respectively, if hcv is convex on S,
hcc is concave on S, and
hcv(s) ≤ h(s) ≤ hcc(s), ∀s ∈ S.
The following extension of Definition 1 is useful for convergence analysis. First, for
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any sL, sU ∈ Rn with sL ≤ sU , let S = [sL, sU ] denote the compact n-dimensional interval
{s ∈ Rn : sL ≤ s ≤ sU}. Moreover, for S ⊂ Rn, let IS denote the set of all compact
interval subsets S of S. In particular, let IRn denote the set of all compact interval subsets
of Rn. Finally, denote the diameter of S by diam(S) = max
i
|sUi − sLi |.
Definition 2. Let S ⊂ Rn and h : S → R. A collection of functions hcvS , hccS : S → R
indexed by S ∈ IS is called a scheme of relaxations for h in S if, for every S ∈ IS, hcvS
and hccS are convex and concave relaxations of h on S.
Remark 3. The notion of a scheme of relaxations was first introduced in Bompadre et al.
[78] with the alternative name scheme of estimators. Here, we use the term relaxations in
place of estimators to avoid possible confusion with the common meaning of estimation in
the stochastic setting.
The following notion of convergence for schemes of relaxations originates in Bompadre
et al. [78].
Definition 4. Let S ⊂ Rn and h : S → R. A scheme of relaxations (hcvS , hccS )S∈IS for h in
S has pointwise convergence of order γ if ∃τ > 0 such that
sup
s∈S
|hccS (s)− hcvS (s)| ≤ τdiam(S)γ, ∀S ∈ IS.
Note that the constants γ and τ in Definition 4 may depend on S, but not on S. First-
order convergence is necessary for finite termination of spatial branch-and-bound algo-
rithms, while second-order convergence is known to be critical for efficient branch-and-
bound because it can eliminate the cluster effect, which refers to the accumulation of a
large number of branch-and-bound nodes near a global solution [11, 78, 79]. Moreover,
note that pointwise convergence of order γ is stronger than Hausdorff convergence of order
γ (see Theorem 1 in Bompadre et al. [78]).
Several methods are available for automatically computing schemes of relaxations for
factorable functions. A function h is called factorable if it is a finite recursive composition
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of basic operations including {+,−,×,÷} and standard univariate functions such as xn,
ex, sinx, etc. Roughly, factorable functions include every function that can be written ex-
plicitly in computer code. Schemes of relaxations for factorable functions can be computed
by the αBB method [63, 80], McCormick’s relaxation technique [13, 14], the addition of
variables and constraints [15], and several advanced techniques [81, 82, 83, 84, 85]. More-
over, both αBB and McCormick relaxations are known to exhibit second-order pointwise
convergence [78]. However, for functions h that are not known in closed form, and hence
are not factorable, none of the aforementioned techniques apply. Some recent extensions of
αBB and McCormick relaxations do address certain types of implicitly defined functions,
such as the parametric solutions of fixed-point equations [86, 87], ordinary differential
equations [88, 39], and differential-algebraic equations [40]. However, no techniques are
currently available for relaxing the expected-value function of interest here.
2.3 Problem Statement
Let ω ∈ Rnω be a vector of continuous random variables distributed according to a proba-
bility density function (PDF) p : Rnω → R. We assume throughout that p is zero outside of
a compact nω-dimensional interval Ω ⊂ Rnω . Let X ⊂ Rnx be a compact nx-dimensional
interval, let f : X × Ω → R be a potentially nonconvex function, and assume that the
expected value E[f(x,ω)] ≡
∫
Ω
f(x,ω)p(ω)dω exists for all x ∈ X . Moreover, define
F : X → R by F (x) ≡ E[f(x,ω)], ∀x ∈ X .
The objective of this chapter is to present a new scheme of relaxations for F in X
with second-order pointwise convergence. In particular, this scheme addresses the general
case where F cannot be expressed explicitly as a factorable function of x, and standard
relaxation techniques cannot be applied. In such cases, F is most often approximated
via sampling and, in general, F (x) cannot even be evaluated exactly with finitely many
computations. Critically, our new scheme consists of relaxations that provide bounds on
F itself, rather than a finite approximation of F , but are nonetheless finitely computable.
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Therefore, these relaxations can be used within a spatial branch-and-bound framework to
solve Problem (2.1) to ε-global optimality without approximation errors.
A central assumption in the remainder of the chapter is that the integrand f is a fac-
torable function, or that a scheme of relaxations is available by some other means.
Assumption 5. A scheme of relaxations for f inX×Ω, denoted by (f cvX×Ω, f ccX×Ω)X×Ω∈IX×IΩ,
is available. f cvX×Ω and f
cc
X×Ω denote convex and concave relaxations of f jointly on
X × Ω ∈ IX × IΩ.
Remark 6. We will sometimes make use of relaxations of f with respect to either x or ω
independently, with the other treated as a constant. We denote these naturally by f cvX (x,ω)
and f cvΩ (x,ω). Within the scheme of Assumption 5, these relaxations are equivalent to the
more cumbersome notations f cvX (x,ω) ≡ f cvX×[ω,ω](x,ω) and f cvΩ (x,ω) ≡ f cv[x,x]×Ω(x,ω).
2.4 Relaxing Expected-Value Functions
This section presents a general approach for constructing finitely computable convex and
concave relaxations of the expected value function F (x) = E[f(x,ω)]. Let (f cvX×Ω, f ccX×Ω)
be a scheme of relaxations for f on X × Ω as per Assumption 5 and choose any X ∈ IX .
To begin, note that a direct application of integral monotonicity gives ([89], p.101)
E[f cvX (x,ω)] ≤ E[f(x,ω)] ≤ E[f ccX (x,ω)], ∀x ∈ X, (2.2)
which suggests defining relaxations ofF byF cv(x) ≡ E[f cvX (x,ω)] andF cc(x) ≡ E[f ccX (x,ω)].
However, although these functions are indeed convex and concave on X , respectively, they
are not finitely computable because they need to be evaluated by sampling in general. To
overcome this limitation, we apply Jensen’s inequality, which is stated as follows.
Lemma 7. Let Ω ⊂ Ω be convex and let g : Ω→ R. If g is convex and E[g(ω)] exists, then
E[g(ω)] ≥ g(E[ω]). If g is concave, then E[g(ω)] ≤ g(E[ω]).
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Proof. See Proposition 1.1 in Perlman et al. [72].
Although Jensen’s inequality is widely used to relax stochastic programs, it has so far
only been applied in the case where f(x, ·) is convex on Ω for all x ∈ X , which we do not
assume here. Instead, we propose to combine existing convex relaxation techniques such
as McCormick relaxations with Jensen’s inequality. To do this, it is necessary to relax f
jointly on X × Ω. Then, integral monotonicity and Jensen’s inequality imply that












the convexity and concavity of the integrands implies that they are continuous on the in-
terior of X × Ω, and the boundary of X × Ω has measure zero because X × Ω is an
interval. The inequalities in Equations (2.3)–(2.4) suggest defining relaxations for F by
F cv(x) ≡ f cv
X×Ω(x,E[ω]) and F
cc(x) ≡ f cc
X×Ω(x,E[ω]). These relaxations are clearly
convex and concave on X , respectively, and are finitely computable provided that E[ω] is
known. However, a remaining difficulty is that the under/over-estimation caused by the use
of Jensen’s inequality does not converge to zero as diam(X) → 0, which is required for
finite termination of spatial branch-and-bound. We address this problem by considering
relaxations constructed on interval partitions of Ω.
Definition 8. A collection P = {Ωi}ni=1 of nω-dimensional compact intervals Ωi ∈ IΩ is
called an interval partition of Ω if Ω = ∪ni=1Ωi and int(Ωi) ∩ int(Ωj) = ∅ for all distinct i
and j.
Definition 9. For any measurable Ω ⊂ Ω, let P(Ω) denote the probability of the event
ω ∈ Ω, and let E[·|Ω] denote the conditional expected-value conditioned on the event
ω ∈ Ω.
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The following theorem extends the relaxations defined above to partitions of Ω.
Theorem 10. Let P = {Ωi}ni=1 be an interval partition of Ω. For every X ∈ IX and every









With these definitions, F cvX×P and F
cc
X×P are convex and concave relaxations of F on X ,
respectively.
Proof. By the law of total expectation (Proposition 5.1 in Ross et al. [90]),














= F cvX×P(x). (2.10)
Moreover, F cvX×P is convex on X because it is a sum of convex functions. Thus, F
cv
X×P is a
convex relaxation of F on X , and the proof for F ccX×P is analogous.
The relaxations defined in Equations (2.5)–(2.6) are finitely computable provided that
the probabilities P(Ωi) and conditional expectations E[ω|Ωi] are computable for any subin-
terval Ωi ⊂ Ω. This is trivial whenω is uniformly distributed, but requires difficult multidi-
mensional integrations even for Gaussian random variables. We develop a general approach
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for avoiding such integrals for a broad class of random variables called factorable random
variables in the section ‘Non-Uniform Random Variables’ below. Given these probabilities
and expected values, the required relaxations of the integrand f can be computed using any
standard technique. In the following example we apply McCormick relaxations [13, 14].
In this case, we call the relaxations in Equation (2.5)–(2.6) Jensen-McCormick relaxations.
Example 1. Let X ≡ [−1, 1] × [−1, 1], let ω = (ω1, ω2) be uniformly distributed in
Ω ≡ [0, 1]× [0, 2], and define F : X → R by F (x) ≡ E[f(x,ω)] with
f(x,ω) ≡ x1x2 ln(3 + x1ω1ω2)− (x
2
1 − 1)(x22 − 1)ω22
2 + ω1x1
.
The nonlinearity of f with respect to ω makes it difficult if not impossible to evaluate
F analytically. Nonetheless, a rigorous convex relaxation for F can be constructed using
Theorem 10. Figure 2.1 shows the relaxation F cv
X×P(x) computed using three different par-
titions P of Ω with 1, 16, and 64 uniform subintervals each. The required relaxations f cv
X×Ωi
were automatically constructed on each X ×Ωi by McCormick’s relaxation technique [13,
14]. Figure 2.1 also shows simulated f(x,ω) values and a sample-average approximation
of F using 100 samples. Clearly, the Jensen-McCormick relaxations are convex and un-
derestimate the expected value F (x). Interestingly, however, they do not underestimate
f(x,ω) for every ω ∈ Ω. Figure 2.1 also shows that F cv
X×P(x) gets significantly tighter
as the partition of Ω is refined from 1 subinterval to 16, while the additional improvement
from 16 to 64 is small. This shows that sharp results are obtained with few subintervals in
this case. Note that F cv
X×P(x) will not converge to F (x) under further Ω partitioning unless
X is also partitioned, as in spatial branch-and-bound.
Spatial branch-and-bound algorithms compute a lower bound on the optimal objective
value in a given subinterval X by minimizing a convex relaxation of the objective func-
tion, while an upper bound is most often obtained by simply evaluating the objective at a
feasible point. Theorem 10 provides a suitable convex relaxation for the lower bounding
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Figure 2.1: Jensen-McCormick convex relaxations of F in Example 1 (shaded surfaces)
with partitions of Ω into 1 (top), 16 (middle), and 64 (bottom) uniform subintervals, along
with simulated values of f(x,ω) at sampled ω values (◦) and a sample-average approxi-
mation of F with 100 samples (black mesh).
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problem. However, in the presence of continuous random variables, computing a valid
upper bound becomes nontrivial because, in general, F cannot be evaluated finitely. One
possible solution is to evaluate the concave relaxation F ccX×P instead. However, this is un-
necessarily conservative. Instead, rigorous upper (and lower) bounds can be computed at
feasible points, without sampling error, by the following simple corollary of Theorem 10.










Proof. The result follows by simply applying Theorem 10 with the degenerate interval
X = [x,x].
Clearly, the need to exhaustively partition Ω in Theorem 10 and Corollary 11 is po-
tentially prohibitive for problems with high-dimensional uncertainty spaces. However, it
is essential for obtaining deterministic bounds on F , rather than bounds that are only sta-
tistically valid. Moreover, Theorem 10 and Corollary 11 provide valid bounds on F for
any choice of partition P , no matter how coarse, and this has significant implications in
the context of spatial branch-and-bound. Specifically, since valid bounds are obtained with
any P , it is possible to fathom a given node X with certainty using only a coarse partition
of Ω. In other words, if X is proven to be infeasible or suboptimal based on such a coarse
description of uncertainty, then this decision cannot be overturned at any later stage based
on a more detailed representation (i.e., a finer partition). This is distinctly different from the
case with sample-based bounds, where bounds based on few samples can always be inval-
idated by additional samples in the future. Thus, when using the bounds and relaxations of
Theorem 10 and Corollary 11 in branch-and-bound, it is possible to refine the partition of
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Ω adaptively as the search proceeds. It is therefore conceivable that, in some cases, much
of the search space could be ruled out using only coarse partitions at low cost, while fine
partitions are required only in the vicinity of global solutions. We leave the development
and testing of such an adaptive branch-and-bound scheme for future work. However, as a
step in this direction, we now turn to the study of the convergence behavior of F cvX×P and
F ccX×P as both X and the elements of P are refined towards degeneracy.
2.5 Convergence
Consider any X ∈ IX and any interval partition P = {Ωi}ni=1 of Ω, and let the relaxations
F cvX×P and F
cc
X×P be defined as in Theorem 10. This section considers the convergence of
these relaxations to F (x) = E[f(x,ω)] as the diameters of X and the elements Ωi of P
tend towards zero. We require the following assumption on the scheme of relaxations used
for f .
Assumption 12. The scheme of relaxations (f cvX×Ω, f ccX×Ω) from Assumption 5 has second-
order pointwise convergence in IX × IΩ; i.e., ∃τ > 0 such that
sup
(x,ω)∈X×Ω
|f ccX×Ω(x,ω)− f cvX×Ω(x,ω)| ≤ τdiam(X × Ω)2,
for all (X × Ω) ∈ IX × IΩ.
Both McCormick and αBB relaxations are known to satisfy Assumption 12 [78]. We
now show that this implies a convergence bound for F cvX×P and F
cc
X×P in terms of diam(X)
2
and the ‘average’ square-diameter of partition elements Ωi ∈ P .
Lemma 13. If Assumption 12 holds with τ > 0, then, for any X ∈ IX and any interval
partition P = {Ωi}ni=1 of Ω,
sup
x∈X









Proof. Choose any X ∈ IX and any x ∈ X . Moreover, choose any interval partition






































In order to use the relaxations F cvX×P and F
cc
X×P in a spatial branch-and-bound algo-
rithm, it is important that the relaxation error supx∈X
∣∣F ccX×P(x)− F cvX×P(x)∣∣ converges to
zero as diam(X) → 0 [11]. However, Lemma 13 suggests that this will not occur if P
remains constant, since the term
∑n
i=1 P(Ωi)diam(Ωi)2 will not converge to zero. How-
ever, convergence as diam(X) → 0 can be achieved if P is refined appropriately as X
diminishes. We formalize this next.




P(Ωi)diam(Ωi)2 ≤ Kdiam(X)2, (2.19)
for some constant K > 0 that is independent of X . Moreover, let (F cvX ,F ccX )X∈IX be a
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scheme of relaxations for F defined for all X ∈ IX by
F cvX (x) ≡ F cvX×Φ(X)(x), ∀x ∈ X, (2.20)
F ccX (x) ≡ F ccX×Φ(X)(x), ∀x ∈ X, (2.21)
where F cvX×Φ(X) and F
cc
X×Φ(X) are defined as in Equations (2.5)–(2.6).
Theorem 15. The scheme of relaxations (F cvX ,F ccX )X∈IX for F has second-order pointwise
convergence; i.e., there exists τ̂ > 0 such that
sup
x∈X
∣∣F ccX (x)−F cvX (x)∣∣ ≤ τ̂diam(X)2, ∀X ∈ IX.




∣∣F ccX (x)−F cvX (x)∣∣ = sup
x∈X









where Φ(X) = {Ωi}ni=1. Applying Equation (2.19),
sup
x∈X
∣∣F ccX (x)−F cvX (x)∣∣ ≤ τ(1 +K)diam(X)2, (2.22)
which proves the result with τ̂ = τ(1 +K).
The partitioning condition Equation (2.19) is easily satisfied in practice. For example,
choosing any K > 0, it is satisfied by simply partitioning Ω uniformly until each element
satisfies diam(Ωi)2 ≤ Kdiam(X)2. The following example demonstrates the convergence
result of Theorem 15 using this simple scheme. Although this scheme is likely to generate
much larger partitions than are necessary for convergence, we leave the issue of efficient
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adaptive partitioning schemes for future work.
Example 2. Let X ≡ [24, 26], let ω be uniformly distributed in Ω ≡ [10, 13], and define
F : X → R by F (x) ≡ E[f(x,ω)] with
f(x,ω) ≡ (ω − 10)
2 ln(x) + (x− 5)2
ω
.
Consider the sequence of intervals Xε ≡ [25 − ε, 25 + ε] ⊂ X with ε → 0, so that
diam(Xε) → 0. For every Xε, let Φ(Xε) = {Ωi}ni=1 be generated by uniformly partition-
ing Ω until diam(Ωi) ≤ 10diam(Xε) = 20ε, which verifies Equation (2.19) with K = 100.
Moreover, define the relaxations F cvXε and F
cc
Xε
of F on Xε as in Definition 14, where Mc-
Cormick’s relaxations are used to compute (f cvX×Ω, f
cc
X×Ω) satisfying Assumptions 5 and 12.
Figure 2.2 shows the pointwise relaxation error |F ccXε(x) − F
cv
Xε
(x)| versus ε for the point
x = 25. The observed slope of 2 on log-log axes indicates that the convergence is indeed
second-order.
2.6 Non-Uniform Random Variables
The relaxation theory presented in the previous sections puts two significant restrictions
on the random variables ω. First, ω must be compactly supported in the interval Ω ∈
IRnω . Therefore, if we wish to use, e.g., normal random variables, we must use a truncated
density function. However, this is not a major limitation since the truncated distribution
can be made arbitrarily close to the original by choosing Ω large. Second, computing the
relaxations F cvX×P and F
cc
X×P for a given partition P of Ω requires the ability to compute
the probability P(Ω) and conditional expectation E[ω|Ω] for any given subinterval Ω of
Ω. While this is trivial for uniform random variables, it may involve very cumbersome
multidimensional integrals for other types of random variables. In this section, we address
this issue in two steps. First, we compile a library of so-called primitive random variables
for which the required probabilities and expectations are easily computed by well-known
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Figure 2.2: Second-order pointwise convergence of Jensen-McCormick relaxations with
respect to 1
2
diam(Xε) = ε for Example 2 under a uniform Ω partitioning rule satisfying
Equation (2.19) with K = 100. Plotted values are for x = mid(Xε) = 25.
formulas. Second, we extend our relaxation theory to problems with factorable random
variables, which are those random variables that can be transformed into primitive random
variables by a factorable function. We then provide some general strategies for finding such
transformations.
2.6.1 Primitive Random Variables
Recall that ω is a vector of random variables with PDF p : Rnω → R compactly supported
in the interval Ω ∈ IRnω . We will call ω a primitive random vector if, for any Ω ∈
IΩ, the quantities P(Ω) and E[ω|Ω] can be computed efficiently through simple formulas.
Clearly, uniformly distributed random variables are primitive. Moreover, if the elements of
ω = (ω1, . . . ,ωnω) are independent, then several other distributions for each ωi result in
a primitive ω. To see this, let Ω = W 1 × · · · ×W nω and let Ω = W1 × · · · ×Wnω ∈ IΩ.
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With this notation, independence implies that
P(Ω) = Πnωi=1P(Wi), (2.23)
E[ω|Ω] = (E[ω1|W1], . . . ,E[ωnω |Wnω ]) . (2.24)
Thus, ω is primitive if formulas are known for the one-dimensional probabilities P(Wi)
and expectations E[ωi|Wi]. Such formulas are well known for many common distributions.
However, recall that distributions with non-interval supports must be truncated to W i here.
The following lemma provides a means to translate formulas for P(Wi) and E[ωi|Wi] for an
arbitrary one-dimensional distribution to corresponding formulas for the same distribution
truncated on W i.
Lemma 16. Let η be a random variable with probability density function (PDF) pη : R→
R, and let Pη and Eη denote the probability and expected value with respect to pη, respec-
tively. Moreover, choose any W ∈ IR and let ω be a random variable with the truncated
PDF p : R→ R defined by
p(ω) ≡ pη(ω|W ) =
 pη(ω)/Pη(W ) if ω ∈ W0 otherwise .
Let P and E denote the probability and expected value with respect to p. For any W ∈ IW ,
the following relations hold:
P(W ) = Pη(W )/Pη(W ), (2.25)
E[ω|W ] = Eη[ω|W ], (2.26)














Table 2.1: Primitive one-dimensional distributions on W = [ωL, ωU ] with formulas for
the CDFs P (ω) and the conditional expectations E[ω|W ] with ω ∈ W = [ωL, ωU ] ∈
IW . Normal and Gamma distributions are truncated to W [92]. Formulas for the Beta
distribution are for W = [0, 1], but arbitrary W can be achieved by linear transformation
of the random variable (see §2.6.2).













































Γ(α, β, ωL, ωU)
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Beta (W = [0, 1])
B(α, β)
α > 0, β > 0 B(a, b, c) ≡
∫ c
0
ta−1(1− t)b−1dt B(α, β, ω)
B(α, β, 1)
B(1 + α, β, ωU)−B(1 + α, β, ωL)
B(α, β, ωU)−B(α, β, ωL)
which proves Equation (2.25). Similarly,



















ωpη(ω)dω = Eη[ω|W ]. (2.30)
Table 2.1 lists formulas for the cumulative probability distributions (CDFs) P and con-
ditional expectations E[ω|W ] for several common one-dimensional distributions. When
necessary, distributions are truncated to an interval W = [ωL, ωU ]. The listed CDFs can be
used to compute P(W ) via P(W ) = P (ωU)−P (ωL). The formulas in Table 2.1 follow di-
rectly from Lemma 16 and standard formulas for probabilities and conditional expectations
[91, 92].
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2.6.2 Factorable Random Variables
We now extend our relaxation method to a flexible class of non-primitive random variables.
For the following definition, recall the definition of a factorable function discussed at the
end of the section ‘Preliminaries’ above.
Definition 17. The random vector ω is called factorable if there exists an open set Γ0 ⊂
Rnω , an interval Γ ∈ IΓ0, and a function ψ : Γ0 → Rnω such that (i) ψ is continuously
differentiable on Γ0 and det(∂ψ∂γ (γ)) 6= 0, ∀γ ∈ Γ0; (ii) ψ is one-to-one on Γ0, and hence
invertible on the image set ψ(Γ0); (iii) ω has zero probability density outside of ψ(Γ); (iv)
γ = ψ−1(ω) is a primitive random variable; and (v) ψ can be expressed as a factorable
function on Γ.
Remark 18. A standard result in probability theory (Section 6.7 in Ross et al. [90]) shows




∣∣∣det(∂ψ∂γ (γ))∣∣∣ if γ ∈ Γ
0 otherwise.
, (2.31)
where p is the PDF of ω. Thus, the fourth condition of Definition 17 is equivalent to the
statement that pγ is the PDF of a primitive random variable.
The following theorem shows that the expected value F (x) = E[f(x,ω)] of a fac-
torable function f with respect to a factorable random variable ω can be reformulated as
an equivalent expected value over a primitive random variable γ, and the reformulated
integrand is again a factorable function.
Theorem 19. Assume thatω is factorable and let ψ, Γ, γ, and pγ be defined as in Definition
17 and Remark 18. Moreover, denote the expected value with respect to pγ by Eγ . If
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f̂ : X × Γ→ R is defined by f̂(x,γ) = f(x, ψ(γ)), then f̂ is a factorable function and
E[f(x,ω)] = Eγ [f̂(x,γ)]. (2.32)
Proof. By condition (v) of Definition 17, f̂ is a composition of factorable functions, and
is therefore factorable [13]. Now, by condition (iii) of Definition 17, p(ω) = 0 for all





Conditions (i) and (ii) imply that ψ is a diffeomorphism from Γ0 to ψ(Γ0). Since the
boundary of Γ has measure zero, it follows that the boundary of ψ(Γ) has measure zero
(Lemma 18.1 in Munkres et al. [93]) and can be excluded from the integral above. More-
over, ψ is a valid change-of-variables from ω in the open set int(ψ(Γ)) to γ in the open set
ψ−1(int(ψ(Γ))) (p.147 in Munkres et al. [93]). Furthermore, the latter set is equivalent to
int(Γ) by Theorem 18.2 in Munkres et al. [93]. Then, applying the Change of Variables











f(x, ψ(γ))pγ(γ)dγ = Eγ [f̂(x,γ)].
Whenω is factorable, Theorem 19 implies that valid relaxations for F (x) = E[f(x,ω)]
can be obtained by relaxing the equivalent representation F (x) = Eγ[f̂(x,γ)]. Relax-
ations of the latter expression can be readily computed as described previously since f̂ is
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factorable and γ is a primitive random variable. Specifically, letting P = {Γi}ni=1 denote








Pγ(Γi)f̂ ccX×Γi(x,Eγ [γ|Γi]). (2.34)
Thus, relaxations can be computed without explicitly computing P(Ω) and E[ω|Ω] for non-
primitive distributions.
In the following subsections, we discuss several methods for computing the factorable
transformation ψ required by Definition 17. We first consider one-dimensional transfor-
mations that can be used to handle random variables ω with more general distributions
than in Table 2.1, but still restricted to having independent elements. Subsequently, we
show how random variables with independent elements can be transformed into random
variables with any desired covariance matrix.
2.6.3 The Inverse Transform Method
Let P : R → [0, 1] be the cumulative distribution function (CDF) for ω. It is well known
that the random variable defined by γ = P (ω) is uniformly distributed on [0, 1] [94]. Thus,
γ is a primitive random variable, and ω = P−1(γ) is a factorable random variable as per
Definition 17 under the following assumptions.
Assumption 20. Let ω be compactly supported in the interval W ∈ IR. Assume that
P is continuously differentiable on W and satisfies dP
dω
(ω) = p(ω) > 0 for all ω ∈ W .
Moreover, assume that P−1 is a factorable function.
Under Assumption 20, it is always possible to define an open set W0 containing W




(ω) > 0 for all ω ∈ W0. This last condition ensures that ψ−1 has an inverse
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ψ defined on Γ0 ≡ ψ−1(W0), which contains the interval Γ ≡ ψ−1(W ) = P (W ) = [0, 1].
By Theorem 8.2 in [93], Γ0 is open and ψ is continuously differentiable on Γ0. Moreover,









> 0, γ ∈ Γ0. (2.35)
Thus, conditions (i) and (ii) of Definition 17 are satisfied. Condition (iii) states that ψ(Γ) =
P−1([0, 1]) contains the support of ω, which holds by definition of P . Condition (iv) holds















= p(ψ(γ)) [p(ψ(γ))]−1 , (2.38)
= 1, (2.39)
for all γ ∈ Γ, and pγ(γ) = 0 otherwise. Thus, γ is uniform. Finally, condition (v) of
Definition 17 holds by the assumption that P−1 is factorable. Thus, ω is a factorable
random variable under the transformation ω = P−1(γ).
For example, let ω ∼ W (α, β, ωL, ωU) be a truncated Weibull random variable with
coefficients α and β. The standard (untruncated) Weibull CDF and inverse CDF are given
by
Pη(η) = 1− e−(η/α)
β
, (2.40)
P−1η (γ) = α
β
√
− ln(1− γ). (2.41)
40






























This gives the desired factorable transformation ω = ψ(γ) = P−1(γ). Similar transforma-
tions for several common distributions are collected in Table 2.2.
2.6.4 Other Transformations
For many common random variables, explicit transformations from simpler random vari-
ables have been developed for the purpose of generating samples computationally. One
example is the Box-Muller transformation, which transforms the two-dimensional uniform




−2 ln γ1 cos(2πγ2), (2.44)
ω2 =
√
−2 ln γ1 sin(2πγ2).
According to Martino et al. [95], the Box-Muller transform can also be used to generate
independent bivariate normal random variables truncated on a disc of radius r; i.e., with




Γ = [γL1 , 1]× [0, 1], and defining γ on Γ by Equation (2.44), which is clearly factorable.
Many other factorable transformations can be readily devised. Naturally, we can replace












































































































































































































































































































































































































































































































by summations of squared standard normal random variables, etc.
2.6.5 Dependent Random Variables
Using the techniques outlined in the previous subsections, factorable random vectors can be
generated with elements obeying a wide variety of common distributions, but all elements
must be independent. Let ω̂ denote such a random vector, so that Cov(ω̂) = I. In this sub-
section, we show that another factorable (in fact linear) transformation can be used to gen-
erate a random vector ω from ω̂ with any desired mean d and positive definite covariance
matrix C. For any such C, positive definiteness implies that there exists a unique positive
definite matrix C1/2 such that (C1/2)2 = C. Thus, defining ω = d + C1/2(ω̂ − E[ω̂]), we
readily obtain E[ω] = d and
Cov(ω) = E[(ω − E[ω])(ω − E[ω])T], (2.45)
= E[C1/2(ω̂ − E[ω̂])(ω̂ − E[ω̂])T(C1/2)T], (2.46)
= C1/2Cov(ω̂)C1/2, (2.47)
= C, (2.48)
as desired. Note that this linear transformation can be applied directly to any of the primi-
tive random variables listed in Table 2.1 (e.g., to obtain a multivariate normal distribution
with mean d and covariance C) or to more general factorable random variables constructed
via the methods in the previous subsections.
Example 3. To demonstrate the use of non-primitive factorable random variables, we con-
sider relaxing the objective function of the following stochastic optimization problem mod-
ified from Ryoo et al. [96], which considers the optimal design of two consecutive contin-
43







kf,2x2(1 + kr,1x1) + kf,1x1(1 + kf,2x2)
(1 + kf,1x1)(1 + kf,2x2)(1 + kr,1x1)(1 + kr,2x2)
]
s.t. x0.51 + x
0.5
2 ≤ 4














γ1 ∼ N (µ1, σ21, γL1 , γU1 )
γ2 ∼ N (µ2, σ22, γL2 , γU2 )
The objective is to maximize the expected value of the concentration of product B in the
exit stream of the second reactor. We assume that the forward reaction rates (kf,1, kf,2)




















To avoid computing probabilities and conditional expected values of this distribution over
subintervals, we introduce a primitive random vector γ consisting of two independent
random variables (γ1, γ2) satisfying standard normal distributions (µ1 = µ2 = 0 and









2 ] = [−5, 5]. (2.51)
After truncation, Var(γ1) = Var(γ2) = 0.9999 ≈ 1. We then transform (γ1, γ2) into
a bivariate normal random variable (kf,1, kf,2) with the desired mean and covariance as
discussed in the subsection ‘Dependent Random Variables’ above. With these definitions,
Figure 2.3 shows convex relaxations for the objective function on X ≡ [2.5, 4] × [2.5, 4]
computed as in Equation (2.33) with partitions P = {Γi}nωi=1 of Γ consisting of 1, 16, and
64 elements. The required relaxations of f̂(x,γ) = f(x,d + C1/2γ) on each X × Γi
were computed using McCormick relaxations [13]. Figure 2.3 shows that the relaxation
computed with a partition consisting of only one element is fairly weak, but improves
significantly with 16 elements. On the other hand, the additional improvement achieved
with 64 elements is minor.
Figure 2.4 shows the pointwise convergence of the computed relaxations on a sequence
of intervals Xε ≡ [5 − ε, 5 + ε] × [6 − ε, 6 + ε] as ε → 0. Specifically, Figure 2.4 shows
the convergence of the scheme of relaxations (F cvX ,F ccX ) defined analogously to Equations
(2.20)–(2.21) by imposing an X-dependent uniform partitioning rule to Γ such that
n∑
i=1
P(Γi)diam(Γi)2 ≤ Kdiam(X)2. (2.52)
Again, the observed slope of 2 on log-log axes verifies the theoretical second-order point-
wise convergence ensured by Theorem 15.
2.7 Conclusions
In this chapter, we developed a new method for computing convex and concave relaxations
of nonconvex expected-value functions over continuous random variables. These relax-
ations can provide rigorous lower and upper bounds for use in spatial branch-and-bound
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Figure 2.3: Jensen-McCormick convex relaxations of the objective function F in Example
3 (shaded surfaces) with partitions of Γ into 1 (top), 16 (middle), and 64 (bottom) uniform
subintervals, along with simulated values of f(x,ω) at sampled ω values (◦) and a sample

























Figure 2.4: Second-order pointwise convergence of Jensen-McCormick relaxations with
respect to 1
2
diam(Xε) = ε for Example 3 under a uniform Γ partitioning rule satisfying
Equation (2.52) with K = 108. Plotted values are for x = mid(Xε) = (5, 6).
algorithms, thereby enabling the global solution of nonconvex optimization problems sub-
ject to continuous uncertainties (e.g., process yields, renewable renewable resources, prod-
uct demands, etc.). Importantly, these relaxations are not sample-based. Instead, they
make use of an exhaustive partition of the uncertainty set. As a consequence, they can
be evaluated finitely, even when the original expected-value cannot be. Empirical results
with simple uniform partitions showed that tight relaxations can be obtained with fairly
coarse partitions. Moreover, when the uncertainty partition is refined appropriately, we es-
tablished second-order pointwise convergence of the relaxations to the true expected value
as the relaxation domain tends to a singleton. Such convergence is critical for ensuring fi-
nite termination of spatial branch-and-bound and avoiding the cluster effect. Finally, using
the notion of factorable random variables, we extended our relaxation technique to a wide
variety of multivariate probability distributions in a manner that avoids the need to com-
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pute any difficult multidimensional integrals. In Chapter 3, we plan to develop a complete
spatial branch-and-bound algorithm for nonconvex optimization problems with continuous




GUARANTEED GLOBAL OPTIMIZATION OF EXPECTED-VALUE
MINIMIZATION PROBLEMS WITH CONTINUOUS RANDOM VARIABLES
3.1 Introduction
This chapter presents a new algorithm for globally solving an important class of nonconvex
stochastic programs. Specifically, we consider stochastic programs of the following form,
where x ∈ X ⊂ Rnx , E denotes the expected value over continuous random variables
(RVs) ω ∈ Ω ⊂ Rnω , the domains X and Ω are compact nx and nω-dimensional intervals,




s.t. g(x) ≤ 0.
Problems of this form are critical in many applications, including engineering design
[31, 64], renewable energy systems [30, 65], financial optimization [66], stochastic optimal
control [67, 68], discrete event systems [69], etc. In particular, nonconvex f and g func-
tions arise commonly in models of chemical processes, water and gas networks, AC power
systems, etc. [97, 18], and continuous random variables are widely used to characterize un-
certainty in, e.g., product demands, returns on investments, and renewable energy resources
[30]. In addition, although we focus on single-stage problems in this chapter, more flexible
two-stage and multistage formulations can also be reduced to Problem (3.1) through pa-
rameterized decision rules, which is an increasingly popular method for obtaining tractable
approximate solutions [70].
In principle, Problem (3.1) can be solved to guaranteed global optimality using a spatial
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branch-and-bound (B&B) search. However, B&B requires the ability to compute guaran-
teed lower and upper bounds on the optimal value of Problem (3.1) restricted to any given
nx-dimensional subinterval X ⊂ X . The lower bound is typically computed by mini-
mizing a convex relaxation of (3.1) over X ⊂ X , while the upper bound is computed by
evaluating the objective function at a feasible point x [11]. Unfortunately, neither of these
common bounding procedures can be directly applied to Problem (3.1) because, in general,
the objective function F (x) ≡ E[f(x,ω)] cannot be expressed analytically in closed-form.
Instead, only estimates of F (x) obtained by sampling or quadrature are generally available.
Clearly, estimating F (x) in this way does not provide a rigorous upper bound. Moreover,
obtaining accurate estimates can be prohibitively expensive, especially when nω is large,
given the fact that a global optimization algorithm might require F to be evaluated thou-
sands of times. Obtaining a rigorous lower bound for Problem (3.1) is even more prob-
lematic because all existing general-purpose methods for constructing the needed convex
relaxation are only applicable to functions that are known explicitly in closed form [11, 15,
13, 63].
In the existing literature, Problem (3.1) is most commonly solved by sample-average
approximation (SAA). In this approach, F is approximated using a finite number of sam-
pled scenarios determined prior to optimization. This results in a deterministic approx-
imation of Problem (3.1) that can be solved by conventional methods. In particular, a
global solution of this approximation can be obtained by standard B&B algorithms [11,
15, 13, 63]. However, SAA often provides an unworkable compromise between accuracy
and efficiency for nonconvex programs. On the one hand, using too few scenarios can
result in inaccurate solutions that are highly suboptimal or even infeasible. On the other
hand, increasing the number of scenarios leads to higher computational cost. Moreover,
verifying the accuracy of a solution generally requires solving 10–40 repeats of the deter-
ministic problem with independent samples, and the entire problem needs to be resolved
from scratch if a larger sample size is needed [26, 71]. This leads to an unmanageable
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computational burden for many nonconvex problems because solving a single instance to
global optimality is already very demanding. Another common approach is the so-called
stochastic branch-and-bound (B&B) algorithm [3]. Unlike standard B&B algorithms, the
upper and lower bounds used in stochastic B&B are based on a finite number of samples
and are only valid in a probabilistic sense. The key advantage of this approach is that
the sample size can be adapted dynamically during the B&B search, leading to significant
computational savings. However, since the bounds are only probabilistically valid, there is
a nonzero probability of discarding optimal solutions using standard B&B fathoming rules.
As a consequence, stochastic B&B is only guaranteed to converge to a global solution when
no fathoming is done, which is computationally prohibitive.
To address these challenges, this chapter develops a complete spatial branch-and-bound
(B&B) algorithm for solving Problem (3.1) to guaranteed ε-global optimality. In this
algorithm, both the upper and lower bounding procedures are enabled by the Jensen-
McCormick relaxation technique developed in Chapter 2, which provides guaranteed con-
vex and concave relaxations of F (x) ≡ E[f(x,ω)] with any factorable nonconvex function
f and a wide variety of multivariate probability density functions for ω. For a given B&B
node Xk ⊂ X , our algorithm computes a rigorous lower bound by solving a convex re-
laxation on Xk constructed using Jensen-McCormick relaxations, and computes a rigorous
upper bound by locating a feasible point x and using a Jensen-McCormick concave re-
laxation to compute an upper bound on F (x). A key issue for both computations is that
the Jensen-McCormick relaxations rely on a partition of the uncertainty space Ω and only
converge as this partition is refined. Therefore, a major outstanding task is to determine
how to refine the partition of Ω during spatial B&B so as to guarantee convergence while
also managing computational cost. For this purpose, we develop an intelligent uncertainty
set partitioning rule that is guided by heuristic estimates of how much the relaxations in
node Xk would be improved by refining the partition of Ω relative to how much they would
be improved by bisecting Xk. This rule determines not only when to refine the partition,
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but also where in Ω it will be most effective to refine. With this rule, the B&B algorithm
may execute many successive bisections of the decision variable space without increasing
or only slightly increasing the size of the uncertainty set partition, which plays a major
role in maintaining tractability of the lower bounding procedure. In addition, we develop
novel numerical methods for efficiently storing and manipulating large partitions, as well
as a new affine relaxation technique for efficiently evaluating, refining, and minimizing
Jensen-McCormick relaxations built on large partitions.
A critical feature of our approach is that the upper and lower bounds computed in each
node are always rigorous, regardless of how coarse or fine the uncertainty set partition is
when the node is processed. This implies that fathoming and termination decisions are
made with certainty, which enables the uncertainty set to be adaptively refined as B&B
proceeds without loss of rigor. This is in contrast to the existing stochastic B&B algorithm
proposed in [3], which applies spatial-B&B using probabilistic upper and lower bounds
and therefore has a nonzero probability of inadvertently fathoming global solutions. With
our proposed partitioning rule, large regions of the search space can often be fathomed
using only coarse partitions, while very fine partitions are only required in few nodes
near a global solution. This is a significant advantage compared to state-of-the-art SAA
approaches, where the expected-value objective is approximated using a fixed (typically
large) number samples that remains constant throughout the B&B search. Moreover, the
number of scenarios required to achieve a high-quality solution from SAA is not known
in advance, so solution quality must be tested by solving the optimization problem mul-
tiple times with independent sample sets. Therefore, another significant advantage of our
method is that we only need a single run to solve the problem to guaranteed global opti-
mality without sampling errors. Numerical examples show that our method is more than
one order of magnitude faster than SAA for the considered test problems.
The remainder of this chapter is organized as follows. First, Section 3.2 and Section
3.3 introduce necessary definitions, notations, and a formal problem statement. Next, our
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novel spatial branch-and-bound algorithm is presented in Section 3.4. In addition, Section
3.5 provides the convergence rate analysis of our presented relaxations scheme. In Section
3.6, we demonstrate our proposed global optimization algorithm in a case study. Finally,
Section 3.7 provides concluding remarks.
3.2 Preliminaries
The proposed branch-and-bound algorithm makes use of convex and concave relaxations,
defined as follows.
Definition 21. Let S ⊂ Rn and h : S → R. For any convex S ⊂ S, functions hcv, hcc :
S → R are convex and concave relaxations of h on S, respectively, if hcv is convex on S,
hcc is concave on S, and
hcvS (s) ≤ h(s) ≤ hccS (s), ∀s ∈ S.
The following extension of Definition 21 is useful for convergence analysis. First, for
any sL, sU ∈ Rn with sL ≤ sU , let S = [sL, sU ] denote the compact n-dimensional interval
{s ∈ Rn : sL ≤ s ≤ sU}. Moreover, for S ⊂ Rn, let IS denote the set of all compact
interval subsets S of S. In particular, let IRn denote the set of all compact interval subsets
of Rn. Finally, denote the diameter of S by diam(S) = max
i
|sUi − sLi |.
Definition 22. Let S ⊂ Rn and h : S → R. A collection of functions hcvS , hccS : S → R
indexed by S ∈ IS is called a scheme of relaxations for h in S if, for every S ∈ IS, hcvS
and hccS are convex and concave relaxations of h on S.
Remark 23. The notion of a scheme of relaxations was first introduced in Bompadre et al.
[78] with the alternative name scheme of estimators. Here, we use the term relaxations in
place of estimators to avoid possible confusion with the common meaning of estimation in
the stochastic setting.
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Definition 24. Let S ⊂ Rns be a nonempty convex set, let hcv : S → R be convex, and let
hcc : S → R be concave. A vector∇hcv(s0) ∈ Rns is called a subgradient of hcv at s0 ∈ S
if
hcv(s) ≥ hcv(s0) + (∇hcv(s0))T (s− s0), ∀s ∈ S.
A vector ∇hcc(s0) ∈ Rns is called a subgradient of hcc at s0 ∈ S if
hcc(s) ≤ hcc(s0) + (∇hcc(s0))T (s− s0), ∀s ∈ S.
Existence of subgradients on the interior of S is guaranteed, and for differentiable con-
vex and concave functions, the unique subgradient is the gradient.
3.3 Problem Statement
Let ω ∈ Rnω be a vector of continuous random variables distributed according to a proba-
bility density function (PDF) p : Rnω → R. We assume throughout that p is zero outside of
a compact nω-dimensional interval Ω ⊂ Rnω . Let X ⊂ Rnx be a compact nx-dimensional
interval, let f : X × Ω → R and g : X → Rnsc be potentially nonconvex functions,
and assume that the expected value E[f(x,ω)] exists for all x ∈ X . Moreover, define
F : X → R by F (x) ≡ E[f(x,ω)], ∀x ∈ X .
The objective of this chapter is to develop a novel spatial branch-and-bound algorithm
for solving Problem (3.1) to guaranteed global optimality. In particular, we consider the
general case where F cannot be expressed explicitly as a factorable function of x. This im-
plies that none of the existing relaxation techniques used to obtain rigorous lower bounds
in B&B algorithms can be applied. Furthermore, it implies that F cannot even be evaluated
exactly with finitely many computations and must be approximated via sampling. There-
fore, even the rigorous upper bounds needed for B&B cannot be obtained in the usual way
(i.e., by evaluating F at feasible points). We will address both problems using the Jensen-
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McCormick relaxation technique developed in Chapter 2. To apply this technique, we
require a scheme of relaxations for the integrand f with certain properties. These are for-
malized in the following assumptions, which hold for the remainder of this chapter. If f is
factorable, then suitable relaxations can be easily obtained using the standard McCormick
relaxation technique [13].







X×Ω denote convex and concave relaxations
of f jointly on X × Ω ∈ IX × IΩ.
Remark 26. We will sometimes make use of relaxations of f with respect to either x or ω
independently, with the other treated as a constant. We denote these naturally by f cvX (x,ω)
and f cvΩ (x,ω). Within the scheme of Assumption 25, these relaxations are equivalent to the
more cumbersome notations f cvX (x,ω) ≡ f cvX×[ω,ω](x,ω) and f cvΩ (x,ω) ≡ f cv[x,x]×Ω(x,ω).
Assumption 27. The scheme of relaxations (f cvX×Ω, f ccX×Ω) from Assumption 25 has second-
order pointwise convergence in IX × IΩ; i.e., ∃τ > 0 such that
sup
(x,ω)∈X×Ω
|f ccX×Ω(x,ω)− f cvX×Ω(x,ω)| ≤ τdiam(X × Ω)2,
for all (X × Ω) ∈ IX × IΩ.
Both McCormick and αBB relaxations are known to satisfy Assumption 27 [78].
Definition 28. Let X and Y compact subsets of Rn. The Hausdorff distance between X
and Y is defined as













If X and Y are intervals with X = [xL,xU ] and Y = [yL,yU ], then dH(X, Y ) simplifies
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to
dH(X, Y ) ≡ max
(
‖xL − yL‖∞, ‖xU − yU‖∞
)
.
Assumption 29. The convex relaxations f cvX×Ω from Assumption 25 are Lipschitz continu-




≤Lmax (||(x1,ω1)− (x2,ω2)||∞, dH(X1 × Ω1, X2 × Ω2)) ,
for every X1, X2 ∈ X , Ω1,Ω2 ∈ Ω, (x1,ω1) ∈ X1 × Ω1, and (x2,ω2) ∈ X2 × Ω2.
McCormick relaxations are known to satisfy Assumption 29 (see Corollary 2.5.41 in
[98]).
3.4 A Novel Spatial Branch-and-Bound Algorithm
This section presents a complete spatial branch-and-bound (B&B) algorithm for solving
Problem (3.1) to guaranteed global optimality. Based on the Jensen-McCormick relaxation
technique we previously developed in Chapter 2, we formalize a general lower bounding
approach, an efficient adaptive uncertainty set partitioning rule, and a general upper bound-
ing approach for the overall B&B algorithm.
3.4.1 Upper and Lower Bounding Problems
Given a generic subinterval X ⊂ X , the spatial-B&B algorithm requires methods for com-
puting valid upper and lower bounds on the optimal value of (3.1) restricted to X . The
upper bound is typically obtained by evaluating the objective at a feasible point (sometimes
located by solving a so-called upper bounding problem), while the lower bound is typically
obtained by solving a convex or affine relaxation called the lower bounding problem. We
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compute both bounds here using the Jensen-McCormick relaxation technique developed in
Chapter 2. The key definitions are reproduced below.
Definition 30. A collection P = {Ωi}ni=1 of nω-dimensional intervals is called a partition
of Ω if:
1. Ω = ∪ni=1Ωi,
2. int(Ωi) ∩ int(Ωj) = ∅ for all distinct i and j.










With these definitions, F cvX×P and F
cc
X×P are convex and concave relaxations of F on X ,
respectively.
Proof. See Theorem 31 in Chapter 2.
Let X be a subinterval of X and let P = {Ωi}ni=1 be a partition of Ω. To obtain a valid
upper bound, we first identify a candidate point x ∈ X . If x is infeasible, then the upper
bound is set to +∞. Alternatively, if x is feasible, then the upper bound is computed by
UB = F cc[x,x]×P(x) =
∑
Ω∈P
P(Ω)f ccΩ (x,E[ω|Ω]). (3.4)
The use of F cc here provides a rigorous upper bound on F (x) by Lemma 31, whereas
simply evaluating F (x) by sample average approximation would not be rigorous due to
sampling error. Note that the relaxation F cc[x,x]×P is used above, not F
cc
X×P . In other words,
we only relax f with respect to ω in the computation of the upper bound, which leads
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to a much less conservative bound than relaxing with respect to both x and ω. In our
implementation, we choose the candidate point x as the solution of the lower bounding
problem defined below. However, many other choices are possible, such as the midpoint of
X . We could also generate a candidate point by solving a sample-average approximation
problem, which might be worth the additional expense particularly in the root node.
To formulate the lower bounding problem, let gcvX : X → Rnsc be a convex relaxation




s.t. gcvX (x) ≤ 0
This problem is convex and can be easily solved to global optimality to obtain the required
lower bound. To enhance efficiency, in our numerical implementation we choose to use
schemes of relaxations for f and g in which each f cvX×Ωi , f
cc
X×Ωi , and g
cv
X is affine with
respect to both x and ω. Such relaxations can be readily constructed as linearizations
of standard McCormick relaxations computed using well-known subgradient propagation
rules [84]. As a result, the lower bounding problem is a linear program that can be solved
more efficiently and reliably than a general convex program. This efficiency boost is partic-
ularly pronounced when the partition size is large because, for general convex relaxations,
the sum over partition elements in (3.2) needs to be computed every time the objective of
(3.5) is evaluated. In contrast, for affine relaxations, only a single evaluation of the sum is
needed to compute the coefficients of the linear programming formulation of (3.5).
In order to ensure finite termination of a spatial-B&B algorithm based on the upper and
lower bounding procedures above, it is necessary that the relaxation error supx∈X
∣∣F ccX×P(x)−
F cvX×P(x)
∣∣ converges to zero as diam(X) → 0 [11]. To ensure this, the partition P =
{Ωi}ni=1 must be refined as diam(X) → 0, and a major task is to determine how to do
this effectively. In Theorem 15 of Chapter 2, an uniform partition rule was proposed and
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it was shown that the resulting scheme of relaxations satisfies a second-order convergence
property that guarantees finite termination of spatial B&B. This rule requires the partition
P to obey the following condition:
n∑
i=1
P(Ωi)diam(Ωi)2 ≤ Kdiam(X)2. (3.6)
At each B&B node Xk, a simple approach to satisfy the rule above is to uniformly partition
Ω until diam(Ωi) ≤ Kdiam(Xk), where K is an algorithm parameter. However, this rule
tends to generate a massive number of partition elements because diam(X) often becomes
very small when searching close to the global solution. Therefore, in the next subsection,
we design an efficient adaptive uncertainty set partitioning rule that achieves the desired
convergence property with much smaller partition sizes, which maintains tractability of the
lower bounding problem.
3.4.2 Uncertainty Set Ω Partition Rule
The convergence and accuracy of the upper and lower bounding procedures depend on both
the branching of the decision variable space X and the partitioning of the random variable
space Ω. Balancing these two operations is the key to computational efficiency. The ineffi-
cient uniform partition rule for Ω mentioned above only considers the width of the current
node Xk and the intervals in the uncertainty set partition. Alternatively, the Ω partition
refinement could be more efficiently guided by estimating how much a refinement would
improve the accuracy of the bounding procedures relative to the improvement achieved by
bisecting Xk. We develop such a partitioning rule below.
In order to represent large partitions of Ω concisely, we restrict our partitioning rule
to use Cartesian partitions defined next. These are partitions that are generated by one-
dimensional partitions along each coordinate direction. More precisely, every element of
a Cartesian partition is a Cartesian product of elements in the one-dimensional coordinate
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partitions.
Definition 32. Let Ω = W1×· · ·×Wnω , whereW1, . . . ,Wnω are one-dimensional intervals.
A collection P = {Ωi}ni=1 is called a Cartesian partition of Ω if:
1. P = {Ωi}ni=1 is a partition of Ω,
2. There exist one-dimensional partitionsPW1 , . . . ,PWnω ofW1, . . . ,Wnω , respectively,
such that P = {I1 × · · · × Inω : Ij ∈ PWj ,∀j = 1, . . . , nω}.
We now define some key notation used in the proposed partitioning rule.
Definition 33. For any set Ω = W1 × · · · ×Wnω ∈ IRnω , where W1, . . . ,Wnω are one-
dimensional intervals, define the projection of Ω onto dimension m ∈ {1, . . . , nω} as
πm(Ω) ≡ Wm. Similarly, for any vector v = (v1, . . . , vn) ∈ Rn, define the projection
of v onto dimension m as πm(v) ≡ vm.
Definition 34. For any set Ω = [ωL1 , ωU1 ]× · · · × [ωLnω , ω
U
nω ] ∈ IR
nω , define the bisection of












































Definition 35. For any set X = [xL1 , xU1 ] × · · · × [xLn , xUn ] = [xL,xU ], define the middle













Definition 36. Let P = {Ωi}ni=1 be a Cartesian partition of Ω ∈ IRnω . For any W ∈ IR,
the slice of P in dimension m induced by W is the set of all Ω ∈ P whose projection onto
dimension m equals W , which is defined as SP(m,W ) ≡ {Ω ∈ P : πm(Ω) = W}. Note
that if W /∈ PWm , then SP(m,W ) = ∅.
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Definition 37. Let P be a Cartesian partition of Ω ∈ IRnω , let W ∈ IR, and let m ∈
{1, . . . , nω}. For every Ω ∈ P and x ∈ X , define the type-one error on Ω by
err1(Ω,x) ≡ P(Ω)
(
f ccΩ (x,E[ω|Ω])− f cvΩ (x,E[ω|Ω])
)
. (3.7)
The type-one error on a slice SP(m,W ) and on the partition P are defined as the sum













For every Ω ∈ P , X ∈ IX , and x,x0 ∈ X , define the type-two error on Ω by
err2(Ω,x0,x, X) ≡ P(Ω)
(
f ccΩ (x0,E[ω|Ω])− f cvΩ×X(x,E[ω|Ω])
)
. (3.10)
The type-two error on a slice SP(m,W ) and on the partition P are defined as the sum













The type-one error is a measure of the error induced by relaxing f only with respect
to the uncertainty using the partition P . In contrast, the type-two error is a measure of the
error induced by relaxing f with respect to both the uncertainty and the decision variables.
Given any B&B node X ⊂ X and a Cartesian partition P , the proposed partitioning rule
uses these two error estimates to estimate what fraction of the current relaxation error is due
the uncertainty. Specifically, the error induced by relaxing over P is evaluated at the lower
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bounding solution x∗0 by err1(P ,x∗0), and the error induced by relaxing over both P and
X is evaluated at the lower bounding solution x∗0 by err2(P ,x∗0,x∗0, X). In the proposed
partitioning rule, we only refine the partition P when the relaxation error over P is greater
than a certain fraction of the total relaxation error. When this is true, P is refined by
bisecting all partition elements that lie in the slice of P that has the highest type-one error.
The lower bounding problem is then solved again with the updated partition P to determine
a new lower bounding solution, x∗. This procedure is repeated until either err1(P ,x∗0) is
less than a fixed fraction of err2(P ,x∗0,x∗, X), or err2(P ,x∗0,x∗, X) is less than a fixed
fraction of diam(X). This uncertainty set partitioning rule is described in Algorithm 1.
Two distinct points x and x0 are used in evaluating the type-two error in Algorithm 1 due
to technical details in the proof of the convergence result given in Theorem 42 below.
Algorithm 1 Uncertainty Set Ω Partition Rule 1
1: function REFINE PARTITION 1(P, X, α1, α2)
2: x∗0 ← argmin
x∈X
F cvX×P(x)
3: x∗ ← x∗0
4: while err1(P,x∗0) > α1err2(P,x∗0,x∗, X) and err2(P,x∗0,x∗, X) > α2diam(X) do





6: Refine P by removing every Ω ∈ SP(m∗,W ∗) and replacing it with bisect(Ω,m∗)






3.4.3 The Overall Spatial Branch-and-Bound Scheme
Putting together the pieces from the last two subsections, a complete branch-and-bound
algorithm is formalized in the following pseudocode.
1. (Initialization) Let X0 = X , P = {Ω}, LB = LB0 = −∞, UB = UB0 = +∞,
k = 1, x∗ = x∗0 = mid(X), N = {(X0,LB0)}.
2. (Termination Test) If UB − LB ≤ ε1UB + ε2, terminate. The point x∗ is a global
solution.
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3. (Node Selection) Select and delete a node (Xk,LBk) from N that has the smallest
lower bound value LBk.
4. (Lower Bounding) Build and solve a convex relaxation of the form (3.5) on Xk
and P . Store the optimal solution and objective value as x∗k and F
cv,∗
k , respectively.
Update the nodal lower bound by LBk ← max(LBk, F cv,∗k ).
5. (Uncertainty Set Partition Refinement) Refine the uncertainty set partition byP ←
RefinePartition1(P , Xk, α1, α2), where RefinePartition1 is defined by Algorithm
1. Update the nodal lower bound LBk with respect to the new P if possible. Update
the global lower bound LB as the smallest lower bound over all existing nodes.
6. (Upper Bounding) If the lower bounding solution x∗k is feasible, calculate UBk
through (3.4). Otherwise, set UBk = +∞. If UBk < UB, update UB ← UBk
and set x∗ ← x∗k.
7. (Fathoming) Delete all nodes in N whose lower bound is greater than UB. If LBk >
UB, go to Step 2.









where δ is a predefined positive constant. Choose the dimension m with maximum
sensitivity sen(m,x∗k, Xk,P) and generate two child nodes X ′ and X ′′ by bisecting
Xk along its mth dimension. Set LB′ = LB′′ = LBk, add nodes (X ′,LB′) and
(X ′′,LB′′) to N , then set k = k + 1, and go to Step 2.
3.5 Convergence
In this Section, we prove the finite termination property for our presented uncertainty set
partitioning rule in Algorithm 1. Moreover, we provide analysis for the convergence rate
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of the relaxation scheme using this new uncertainty set partitioning rule.
3.5.1 Finite Termination of the Uncertainty Set Partition Rule
Lemma 38. Let X ∈ IX , let α1, α2 ∈ (0, 1), and let P0 be a Cartesian partition of Ω.
Suppose Algorithm 1 is called with the arguments (P0, X, α1.α2) and let Pk denote the
updated partition of Ω after k iterations of the algorithm. Choose any Ω ∈ P0 and any
m ∈ {1, . . . , nω} and let W = πm(Ω). If Algorithm 1 does not terminate finitely, then
exactly one of the following two cases happens:





0) = 0, where x
∗
0 is defined in Algorithm 1 as the initial lower
bounding solution.
Proof. To arrive at a contradiction, suppose that Algorithm 1 does not terminate finitely,




0) = a > 0.
Since Algorithm 1 chooses and bisects one slice in every iteration, the failure of termination
implies that there exists at least one dimension n ∈ {1, . . . , nω} that is bisected infinitely
many times. Therefore, there exists at least one nested sequence {Ωk}, with Ωk ∈ Pk for all
k ∈ N, such that lim
k→∞
diam(πn(Ωk)) = 0. Moreover, by the definition of SPk(n, πn(Ωk)),














































P(Ω)(f ccΩ (x∗0,E[ω|Ω])− f cvΩ (x∗0,E[ω|Ω])).






















(ii) Elements in the sequence {(n, πn(Ωk))} will be selected by line 5 of Algorithm 1
infinitely many times (with infinitely many different k).
Since line 5 of Algorithm 1 always chooses the slice with maximum err1, if (m,W ) is not
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selected after finitely many iterations, it follows that
err1(SPk(m,W ),x
∗










0) = 0, ∀x ∈ X.
But this contradicts the fact that a > 0.
Lemma 39. LetX ∈ IX , let α1, α2 ∈ (0, 1), and let P0 be a Cartesian partition of Ω. Sup-
pose Algorithm 1 is called with arguments (P0, X, α1, α2) and let Pk denote the updated
partition of Ω after k iterations of the algorithm. Let x∗0 be the initial lower bounding so-
lution computed in Algorithm 1. Choose any Ω ∈ P0 and let m∗ = argmax
m
diam(πm(Ω))
and W ∗ = πm∗(Ω). If Algorithm 1 does not terminate finitely, then exactly one of the fol-
lowing cases happens:




∗,W ∗),x∗0) = 0.
Proof. The result follows directly by applying Lemma 38 to m∗ and W ∗.
Theorem 40. Let X ∈ IX , let α1, α2 ∈ (0, 1), and let P0 be a Cartesian partition of Ω.
Suppose Algorithm 1 is called with arguments (P0, X, α1, α2) and let Pk denote the up-
dated partition of Ω after k iterations of the algorithm. Let x∗0 be the initial lower bounding






Proof. The summation of err1(·,x∗0) over all Ω partition elements equals the summation
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s.t. Ω ∈ T (Pk).
Moreover, let W ∗ = πm∗(Ω∗). From Lemma 39, we know that either (m∗,W ∗) will
be selected by line 5 of Algorithm 1 after finite number of iterations, or all elements in
SPk(m
∗,W ∗) will leave T (Pk) in a limit, since lim
k→∞
err1(SPk(m
∗,W ∗),x∗0) = 0. This
means the widest dimension over elements in T (Pk) will either be bisected after finite
number of iterations, or the element with the widest dimension will be eliminated from






diam(Ω) = 0. (3.17)
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By Theorem 40, if Algorithm 1 does not terminate finitely, the summation of relaxation
error over Ω partitions will converge to 0. Thus, for any given relaxation error tolerance,
Algorithm 1 will terminate finitely.
3.5.2 Convergence of the Relaxation Scheme
Definition 41. For every X ∈ IX , let Φ(X) ≡ RefinePartition1(P , X, α1, α2) be a par-
tition produced by Algorithm 1 using any initial Cartesian partition P and any α1, α2 ∈
(0, 1). Moreover, let (F cvX ,F ccX )X∈IX be a scheme of relaxations for F defined for all
X ∈ IX by
F cvX (x) ≡ F cvX×Φ(X)(x), ∀x ∈ X, (3.18)
F ccX (x) ≡ F ccX×Φ(X)(x), ∀x ∈ X. (3.19)
Theorem 42. The scheme of relaxations (F cvX ,F ccX )X∈IX has first-order Hausdorff conver-
gence; i.e., there exists τ > 0 such that
∣∣∣∣ infx∈X F (x)− infx∈X F cvX×Φ(X)(x)
∣∣∣∣ ≤ τdiam(X), ∀X ∈ IX. (3.20)
Proof. Choose any X ∈ IX . Let x∗0,x∗ ∈ X be the values of x∗0 and x∗ in Algorithm 1
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when the algorithm terminates. Since x∗ minimizes F cvX×Φ(X)(x) over X , we have

















































Upon termination of the P refinement Algorithm 1, we must have err2(P ,x∗0,x∗, X) ≤
α2diam(X) or err1(P ,x∗0) ≤ α1err2(P ,x∗0,x∗, X). If err2(P ,x∗0,x∗, X) ≤ α2diam(X),
from Equation (3.24), we directly get
∣∣∣∣ infx∈X F (x)− infx∈X F cvX×Φ(X)(x)
∣∣∣∣ ≤ α2diam(X) ≤ τdiam(X), ∀τ ≥ α2. (3.27)
































































Combining Equation (3.26) and Equation (3.33), we have















By Assumption 29, there exists L > 0, such that
∣∣∣∣ infx∈X F (x)− infx∈X F cvX×Φ(X)(x)
∣∣∣∣ ≤ (1 + α11− α1 )Ldiam(X) ≤ τdiam(X), (3.36)
where τ = L(1 + α1
1−α1 ) > 0.
3.6 Numerical Results
In this section, we test the performance of our novel B&B algorithm, with the uncertainty
set partitioning rule proposed in the previous section. For the case study, we compare
against the same B&B algorithm with a naı̈ve uniform uncertainty set partitioning rule, and
against sample-average approximation (SAA). All algorithms were implemented in Matlab
R2020b on a 2.6 GHz 6-Core Intel Core i7 MacPro. Lower bounding problems were solved
using CPLEX V12.10.0 [99].
3.6.1 A Chemical Reactor Design Problem
Consider the following single-stage stochastic program modified from Ryoo et al. [96],
which involves the optimal sizing of two continuous stirred-tank reactors of volumes x1
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kf,2x2(1 + kr,1x1) + kf,1x1(1 + kf,2x2)
(1 + kf,1x1)(1 + kf,2x2)(1 + kr,1x1)(1 + kr,2x2)
]
s.t. x0.51 + x
0.5
2 ≤ 4











γ1 ∼ N (µ1, σ21, γL1 , γU1 )
γ2 ∼ N (µ2, σ22, γL2 , γU2 )
The objective is to maximize the expected value of the concentration of product B in the exit
stream of the second reactor. The forward reaction rates (kf,1, kf,2) are correlated random
variables described by a linear transformation of two independent random variables γ1
and γ2 following truncated normal distributions with means µ1 = 0.097 and µ2 = 0.039,
standard deviations σ1 = 0.002 and σ2 = 0.002, and truncation bounds corresponding to
plus and minus three standard deviations; i.e., γL1 = 0.091, γ
U
1 = 0.103, γ
L
2 = 0.033, and
γU2 = 0.045.
Table 3.1 shows the results of the B&B algorithm described in §3.4 with two different
uncertainty set partitioning rules. The relative tolerance ε used for the B&B termination test
was 10−3. A key observation from the numerical results in Table 3.1 is that the adaptive
uncertainty set partitioning rule in Algorithm 1 significantly increases the computational
efficiency of the B&B algorithm relative to uniform partitioning. With the adaptive parti-
tioning rule, it only takes about 0.9s to solve the problem. In contrast, using the uniform
Ω partitioning rule, the algorithm does not terminate within 1000s. This dramatic speed-up
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Table 3.1: Computational times for solving the reactor design problem using our novel
B&B algorithm with two different uncertainty set partitioning rules and using sample-
average approximation (SAA).
Method Time (s) Settings
B&B 1.22 Partitioning rule - Algorithm 1 with α = 0.5
B&B 0.93 Partitioning rule - Algorithm 1 with α = 0.6
B&B 0.91 Partitioning rule - Algorithm 1 with α = 0.7
B&B >1000 Partitioning rule - uniform, diam(Ωi) ≤ 10diam(Xk), ∀i
B&B >1000 Partitioning rule - uniform, diam(Ωi) ≤ 100diam(Xk), ∀i
SAA 13.78 N = 120, N ′ = 4000,M = 30
SAA 11.21 N = 150, N ′ = 4000,M = 20
SAA 10.71 N = 200, N ′ = 4000,M = 15
is achieved by more effective management of the Ω partition size. To illustrate this clearly,
Figure 3.1 shows the subintervals of the decision space (i.e, nodes) visited by the B&B al-
gorithm color coded by the size of the Ω partition at the time each node was fathomed. The
data in the figure are for Algorithm 1 with α = 0.7. The figure shows that the vast majority
of the search space is successfully fathomed using very small Ω partitions. Over 56% of
the visited nodes are fathomed using partitions with 6 or fewer elements. Moreover, fewer
than 1.4% of the visited nodes were fathomed with the maximum partition size of 56. The
nodes requiring large partitions are predominantly clustered near the global solution or the
active constraint boundary. In contrast, using a uniform uncertainty set partitioning rule
that satisfies diam(Ωi) ≤ 100diam(Xk) produces much larger partitions when diam(Xk)
becomes small, leading to higher computational times. This result clearly illustrates that
our new uncertainty set partitioning rule can achieve higher efficiency than the uniform
partitioning rule by an effective control of the partition size.
Table 3.1 also compares the results of our B&B method with several implementations
of sample-average approximation (SAA), which is the most common approach for solving
stochastic programs. SAA was implemented according to the standard procedure described
in [100]. In this procedure, first a sample sizeN is chosen and the expected-value objective
function is approximated usingN fixed samples of the random variables. This deterministic
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Figure 3.1: Upper: Nodes Xk visited by the B&B algorithm using the uncertainty set
partitioning rule in Algorithm 1 with α = 0.7 for the reactor design problem, color coded
by the size of the partition of Ω when each node was fathomed (color bar). Lower: Close-up
view near an ε-optimal solution (red diamond).
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approximation is then solved to global optimality. Second, a larger sample size N ′ is used
to obtain an accurate estimate of the objective function value at the optimal solution. Third,
M replicates of the problem are solved with independent samples and the variance of the
optimality gap estimator is calculated. If the optimality gap estimator does not meet the
required tolerance, the sample size N is increased by ∆N , the sample size N ′ is increased
by ∆N ′, and the number of replicates M is increased by ∆M . Finally, the entire process
is repeated until a predefined relative tolerance is reached, which we chose as 10−3. To
enable a fair comparison that isolates the key differences in how SAA and our proposed
algorithm handle uncertainty, we solved all of the deterministic subproblems generated
by SAA using the same basic B&B algorithm as for our methods. Upper bounds were
obtained using simple objective function evaluations and lower bounds were obtained by
constructing standard McCormick-based affine relaxations and solving them using CPLEX
V12.10.0, exactly as in our algorithm. We tested SAA for various choices of the parameters
N , N ′, M , ∆N , ∆N ′, and ∆M . The best result are shown in Table 3.1. With these choices
of N , N ′, and M , the optimality gap estimator satisfies the specified tolerance in the first
attempt, so the values of ∆N , ∆N ′, and ∆M are irrelevant. This represents a best case
scenario for SAA by effectively assuming that the correct sample size is guessed on the
first attempt. Nevertheless, the fastest SAA implementation required 11.21s to solve the
problem. Therefore, even though we have omitted the cost of determining an appropriate
sample size, which can be very costly, our method is still more than one order of magnitude
faster than SAA. At the same time, our algorithm provides a rigorous ε-global solution of
the original problem with no sampling error, while SAA only provides an ε-global solution
of an approximation. These results clearly indicate that our proposed algorithm provides
significant advantages relative to SAA for nonconvex stochastic programs, both in terms of
computational effort and solution accuracy.
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3.7 Conclusion
In this chapter, we developed a novel branch-and-bound algorithm for locating guaranteed
global solutions of expected-value minimization problems with continuous random vari-
ables. The accuracy of the lower bounding and upper bounding procedures depend on the
branching of the decision variable space as well as the partition of the random variable
space. We presented an efficient uncertainty set partitioning rule that adaptively refines
the Ω partition as the B&B search proceeds. The resulting algorithm is capable of using
a coarse partition of the uncertainty space for fathoming the majority of the search space,
and requires dense partitions only when close to the global solution, leading to signifi-
cant reductions in computational cost. Moreover, all computed bounds are rigorous at all
stages of the algorithm, regardless of how coarse or fine the uncertainty set partition is.
Thus, fathoming and termination decisions can be made with certainty at any time with-
out loss of rigor. As a result, the algorithm provides guaranteed global solutions of the
original stochastic program with no sampling or approximation error. The presented case




CONVEX RELAXATIONS FOR NONLINEAR STOCHASTIC OPTIMAL
CONTROL PROBLEMS
4.1 Introduction
This chapter concerns the guaranteed global solution of the stochastic optimal control prob-




s.t. P[h(p,ω,x(tf ,p,ω)) ≤ 0] ≥ 1− α,
where E and P denote the expected value and probability over continuous random variables
ω ∈ Ω ⊂ Rnω , respectively, and x(tf ,p,ω) is the solution of the nonlinear ordinary
differential equations (ODEs)
ẋ(t,p,ω) = f(t,p,ω,x(t,p,ω)), (4.2)
x(t0,p,ω) = x0(p,ω).
The functions g, h, f , and x0 may be nonconvex with respect to all of their arguments. The
decision vector p may represent a parameterized open-loop control input, parameters in
an explicit feedback controller embedded in (4.2), etc. Such problems arise in stochastic
model predictive control [68], renewable energy systems [30], trajectory planning [28],
chemical process control [31], and many other applications.
For optimal control problems with deterministic objectives and constraints, a number
of algorithms have recently been developed that can provide guaranteed global solutions
[33, 34, 35, 36, 37]. In brief, these methods are predicated on effective algorithms for
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enclosing the reachable set of the dynamics on subintervals of the decision space. These
enclosures can take the form of fixed interval bounds or other fixed sets [35, 36], but are
more commonly described by bounds that depend affinely or convexly on the decisions p
[37, 32, 38, 39, 40, 41, 42, 43, 44]. With such an enclosure, it is possible to construct
convex relaxations of the optimal control problem on arbitrary subintervals of the decision
space, and using these, to compute bounds on the optimal objective value on such subinter-
vals. Finally, these bounds can be used within a generic spatial branch-and-bound (B&B)
algorithm [11] to obtain a rigorous global solution.
To the best of our knowledge, no such guaranteed global optimization algorithm is
available for the stochastic problem (4.1). In this case, a critical new challenge is that
it is typically not possible to express the expected-value and probability appearing in the
objective and constraints as closed-form functions of p. In particular, doing so would
require both an analytical solution of the nonlinear ODEs, and an analytical expression
for the multidimensional integrals defining E and P. In the context of the optimization
approach outlined above, the absence of such analytical expressions is problematic because
without them it is no longer possible to obtain guaranteed bounds on the optimal objective
value. In fact, using either sample-based or quadrature type approximations of E and P, it
is not even possible to bound the objective and constraint values at a given feasible point
with finitely many computations.
In practice, this problem is most commonly addressed by replacing the objective and
constraints in (4.1) by sample-average approximations (SAA), resulting in a deterministic
optimal control problem that can be solved using existing methods. However, SAA has
several critical limitations that can lead to inaccurate solutions or excessive computational
cost. First, it only guarantees convergence to a global solution as the sample size tends to
infinity [24]. Moreover, the number of samples required to achieve a high-quality solution
in practice is unknown and can be quite large [25, 26]. More importantly, a sufficient
sample size is not known in advance. Theoretical sample size bounds are available [45],
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but are very conservative and not generally computable. Thus, it is often necessary to
solve several SAA problems with independent samples to assess solution accuracy, and to
repeat the entire process if a larger sample size is deemed necessary [26]. This is clearly
problematic for nonconvex optimal control problems, where solving a single instance to
global optimality is already demanding.
In this chapter, we take a first step towards extending the rigorous global optimization
methods outlined above to the stochastic problem (4.1). Specifically, our main contribu-
tion is a new method for computing guaranteed convex and concave relaxations of the
final-time expected-value objective function. As with the deterministic methods above, we
rely on an existing method for computing time-varying bounds on the solutions of (4.2)
[38]. However, we modify the method here to obtain lower and upper bounds that are con-
vex and concave, respectively, with respect to both p and ω. Through an application of
Jensen’s inequality, we then obtain a time-varying, p-dependent convex enclosure of the
mapping t 7→ E[g(p,ω,x(t,p,ω))]. The use of Jensen’s inequality to compute rigorous
lower bounds for convex stochastic programs is well known. However, the combination of
Jensen’s inequality with automated, general purpose convex relaxation techniques to ad-
dress nonconvex stochastic programs was first proposed in Chapter 2. Here, we extend this
approach to dynamic optimization problems. This relaxation method is similar in spirit to
the so-called probability bounds for dynamic systems in [101, 102], but these works do not
consider expected-value bounds and have not been applied in the context of optimization.
In the absence of chance constraints, the relaxation technique presented here can pro-
vide both lower and upper bounds on the optimal objective value of (4.1), without resorting
to sample-based or quadrature approximations. In principle, this enables the application
of spatial B&B to solve (4.1) to guaranteed global optimality with no approximation error.
However, we leave the details of such a B&B algorithm, as well as the treatment of chance
constraints, for future work.
The remainder of this chapter is organized as follows. First, Section 4.2 gives a formal
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problem statement. Our new relaxation theory is then developed in two steps in Sections 4.3
and 4.4. In Section 4.5, we apply the developed relaxations to obtain computable upper and
lower bounds on the optimal objective value of (4.1) in the absence of chance constraints.
In Section 4.6, we demonstrate the proposed relaxation technique on a simple case study.
Finally, Section 4.7 provides concluding remarks.
4.2 Problem Statement
Let I = [t0, tf ] ⊂ R be a time horizon of interest, let P ⊂ Rnp be a compact np-dimensional
interval of decision variables p, and let ω be a random vector with probability density
function (PDF) p : Rnω → R. Specifically, ω is a time-invariant random vector, rather than
a random process. We assume that p is zero outside of a compact interval Ω ⊂ Rnω . Let
x0 : Rnp×Rnω → Rnx and f : R×Rnp×Rnω×Rnx → Rnx be locally Lipschitz continuous
functions defining the dynamics (4.2). We assume that (4.2) has a unique solution x(·,p,ω)
on all of I for every (p,ω) ∈ P × Ω. Note that the derivative ẋ(t,p,ω) in (4.2) is well-
defined in the usual sense because f is continuous and ω is time-invariant. Finally, let
g : Rnp × Rnω × Rnx → R and define





which is assumed to exist for every p ∈ P . We do not impose any convexity assumptions
on the functions x0, f , or g.
The objective of this chapter is to develop a method for computing convex and concave
relaxations of G on any given subinterval of P . Specifically, we are interested in relaxations
of G itself, rather than any finite approximation of G via sampling, quadrature, etc. At the
same time, the relaxations themselves must be finitely computable to be of value in the
context of spatial B&B.
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The following general notation is used in the remainder of the chapter. For any sL, sU ∈
Rn with sL ≤ sU , let S = [sL, sU ] denote the compact n-dimensional interval {s ∈ Rn :
sL ≤ s ≤ sU}. Let IRn denote the set of all compact interval subsets of Rn. Similarly, for
S ⊂ Rn, let IS denote the set of all compact interval subsets of S, IS ≡ {S ∈ IRn : S ⊂
S}.
Definition 43. Let S ⊂ Rn be convex and h : S → R. Functions hcv, hcc : S → R are
convex and concave relaxations of h on S, respectively, if hcv is convex on S, hcc is concave
on S, and
hcv(s) ≤ h(s) ≤ hcc(s), ∀s ∈ S.
4.3 Relaxing the Dynamics on P × Ω
The first step in our relaxation procedure is to compute convex and concave relaxations of
the function G : Rnp × Rnω → R defined by
G(p,ω) ≡ g(p,ω,x(tf ,p,ω)). (4.5)
Specifically, we will show in §4.4 that the desired relaxations of the expected value G(p) =
E[G(p,ω)] can be readily computed from convex and concave relaxations of G jointly
with respect to p and ω. Assuming that g is known in closed form, and hence amenable
to standard relaxation techniques [13, 15], the only complication in computing such joint
relaxations of G is the presence of the terminal time state vector x(tf ,p,ω) in (4.5), which
we naturally assume is not known in closed form. To deal with this, we will construct joint
state relaxations defined as follows.
Definition 44. Choose any intervals P ∈ IP and Ω ∈ IΩ. Two functions xcv,xcc : I ×
P × Ω → Rnx are called state relaxations for (4.2) on P × Ω if xcv(t, ·, ·) and xcc(t, ·, ·)
are, respectively, convex and concave relaxations of x(t, ·, ·) on P × Ω, for every t ∈ I .
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Several methods have been developed for computing state relaxations in the determin-
istic case [32, 38, 39, 43, 44, 37]. Here, we extend the method in [38] to produce joint
relaxations on P × Ω. However, because Definition 44 makes no mathematical distinc-
tion between the decisions p and the RVs ω, the extension is direct (our overall relaxation
procedure treats p and ω differently beginning in §4.4).
The method in [38] computes state relaxations as the solutions of an auxiliary system
of ODEs. Defining this system requires particular kinds of relaxations of the functions
x0, f and g, all of which may be nonconvex in all arguments. Although the following as-
sumptions may seem restrictive, the required relaxations can be automatically constructed
for nearly any functions x0, f , and g through a generalization of McCormick’s relaxation
technique, as discussed in detail in [38, 14].
Assumption 45. Assume that the following functions are available for any intervals P ×
Ω ∈ IP × IΩ:
1. xcv0,P×Ω,x
cc
0,P×Ω : P × Ω → Rnx are continuous convex and concave relaxations of
x0 on P × Ω.
2. f cvP×Ω, f
cc
P×Ω : I × P × Ω × Rnx × Rnx → Rnx are Lipschitz continuous and satisfy
the following condition: For any continuous φ,ψ : I × P ×Ω→ Rnx and any fixed
t ∈ I , the functions
(p,ω) 7→ f cvP×Ω(t,p,ω,φ(t,p,ω),ψ(t,p,ω)), (4.6)
(p,ω) 7→ f ccP×Ω(t,p,ω,φ(t,p,ω),ψ(t,p,ω)), (4.7)
are respectively convex and concave relaxations of
(p,ω) 7→ f(t,p,ω,x(t,p,ω)) (4.8)
on P × Ω, provided that φ(t, ·, ·) and ψ(t, ·, ·) are respectively convex and concave
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relaxations of x(t, ·, ·) on P × Ω.
3. gcvP×Ω, g
cc
P×Ω : P × Ω × Rnx × Rnx → Rnx are Lipschitz continuous and satisfy the
following condition: For any continuous φ,ψ : P × Ω→ Rnx , the functions
(p,ω) 7→ gcvP×Ω(p,ω,φ(p,ω),ψ(p,ω)), (4.9)
(p,ω) 7→ gccP×Ω(p,ω,φ(p,ω),ψ(p,ω)), (4.10)
are respectively convex and concave relaxations of
(p,ω) 7→ g(p,ω,x(tf ,p,ω)) (4.11)
on P ×Ω, provided that φ and ψ are respectively convex and concave relaxations of
x(tf , ·, ·) on P × Ω.
Under Assumption 45, the following theorem provides state relaxations for (4.2) and
the desired relaxations of G.
Theorem 46. Choose any P × Ω ∈ IP × IΩ and define the auxiliary system of ODEs:
ẋcv(t,p,ω) = f cvP×Ω(t,p,ω,x
cv(t,p,ω),xcc(t,p,ω)),








for all (t,p,ω) ∈ I×P ×Ω. This system has unique solutions xcv,xcc : I×P ×Ω→ Rnx ,
and these solutions are state relaxations for (4.2) on P × Ω. Moreover, the functions
GcvP×Ω(p,ω) ≡ gcvP×Ω(p,ω,xcv(tf ,p,ω),xcc(tf ,p,ω)),
GccP×Ω(p,ω) ≡ gccP×Ω(p,ω,xcv(tf ,p,ω),xcc(tf ,p,ω)),
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are convex and concave relaxations of G on P × Ω.
Proof. Under Conditions 1 and 2 of Assumption 45, a direct application of Theorem 4.1
in [38] with P := P × Ω ensures that xcv and xcc exist, are unique, and are state re-
laxations for (4.2) on P × Ω. Thus, Condition 3 of Assumption 45 can be applied with
φ = xcv(tf , ·, ·) and ψ = xcc(tf , ·, ·), and it follows that GcvP×Ω and GccP×Ω are convex and
concave relaxations of G on P × Ω.
Once the relaxations in Assumption 45 have been constructed (see [38]), the initial
value problem (4.12) can be solved for any (p,ω) ∈ P × Ω using any standard ODE
solver, after which GcvP×Ω and G
cc
P×Ω can be directly evaluated.
4.4 Relaxing the Expected Value on P
In this section, we develop a method for computing convex and concave relaxations of the
expected cost function
G(p) = E[G(p,ω)] = E[g(p,ω,x(tf ,p,ω))] (4.13)
on any given P ∈ IP . In light of Theorem 46, we assume throughout this section that
relaxationsGcvP×Ω andG
cc
P×Ω ofG are available on any desired subinterval P×Ω ∈ IP×IΩ.
To begin, note that for any P ∈ IP and p ∈ P , G(p) is bounded from above and below
by the values E[Gcc
P×Ω(p,ω)] and E[G
cv
P×Ω(p,ω)], respectively, as a trivial consequence
of integral monotonicity. Moreover, these functions can readily be shown to be concave
and convex on P , respectively. However, relaxations defined in this way are of no value
for B&B global optimization since they must be evaluated by sampling in general, and
so guaranteed bounds cannot be computed from such relaxations finitely. To overcome
this limitation, we follow the technique recently proposed for standard stochastic programs
(rather than optimal control problems) in Chapter 2. Namely, we apply Jensen’s inequality





Lemma 47 (Jensen’s inequality). Let Ω ⊂ Ω be convex and let h : Ω → R. If h is convex
and E[h(ω)] exists, then E[h(ω)] ≥ h(E[ω]). If h is concave, then E[h(ω)] ≤ h(E[ω]).
Proof. See Proposition 1.1 in [72].
Although we could apply Jensen’s inequality directly to the relaxations Gcv
P×Ω and
Gcc
P×Ω on the whole uncertainty set Ω, this introduces conservatism in the resulting re-
laxations that cannot be controlled. In particular, relaxations defined in this way may not
converge to G as the interval P tends towards a singleton [p,p] which is required for the
convergence of spatial B&B algorithms [11]. Thus, we instead apply Jensen’s inequality
on a partition of Ω that can be refined as needed.
Definition 48. A collection Φ = {Ωi}ni=1 of intervals Ωi ∈ IΩ is called an interval partition
of Ω if Ω = ∪ni=1Ωi and int(Ωi) ∩ int(Ωj) = ∅ for all distinct i and j.
Definition 49. For any measurable Ω ⊂ Ω, let P(Ω) denote the probability of the event
ω ∈ Ω, and let E[·|Ω] denote the conditional expected value conditioned on the event
ω ∈ Ω.
The following theorem provides the desired relaxations of G.
Theorem 50. Let Φ = {Ωi}ni=1 be an interval partition of Ω. For every P ∈ IP and every









Then GcvP×Φ and GccP×Φ are convex and concave relaxations of G on P , respectively.
Proof. By the law of total expectation (Proposition 5.1 in [90]), G(p) can be expressed for
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any p ∈ P as














Noting that GcvP×Φ is a sum of convex functions on P , it must be convex itself, and is
therefore a convex relaxation of G on P . The proof for GccP×Φ is analogous.
By considering an exhaustive partition of Ω, Theorem 50 provides relaxations that are
valid for the true expected value G, rather than a finite approximation obtained via sam-
pling or otherwise. Moreover, in contrast to sample-based approaches, the relaxations in
Theorem 50 can be evaluated finitely provided that the probabilities P[Ωi] and conditional
expectations E[ω|Ωi] are computable. This is clearly true if ω is uniformly distributed. On
the other hand, directly evaluating these quantities for more general RVs often requires dif-
ficult multidimensional integrations. However, Chapter 2 presents an approach that avoids
these computations for a variety of common distributions by using well-known change-
of-variables formulas to reformulate the RVs of interest as uniform RVs (e.g., using the
inverse CDF transform). Since our relaxation theory does not require linearity or convexity
assumptions, using such transformations poses no additional difficulties.
Clearly, the use of an exhaustive partition of Ω in Theorem 50 is a drawback, since
in practice it limits our approach to models with a modest number of RVs. Thus, solving
(4.1) by sample-average approximation is likely to be more efficient when the dimension
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of ω is large. However, note that Theorem 50 provides valid relaxations on any partition
Φ, no matter how coarse. Thus, one can use partitions appropriate for any desired level of
accuracy. In particular, in the context of spatial B&B, coarse partitions may be sufficient to
eliminate large regions of the search space from consideration, with fine partitions being re-
quired only in the vicinity of global optimizers. We leave the issue of effective partitioning
rules for future work. We also leave for future work a formal analysis of the convergence of
GcvP×Φ and GccP×Φ to G as P tends towards a singleton [p,p]. However, note that Theorem 15
in Chapter 2 shows that the expected-value relaxation strategy used in Theorem 50 inherits
the convergence properties of the integrand relaxations GcvP×Ωi and G
cc
P×Ωi , provided that Ω
is partitioned sufficiently quickly as the width of P diminishes. In turn, the convergence
properties of GcvP×Ωi and G
cc
P×Ωi depend on those of the relaxations defined in Assumption
45, and have been studied in detail in [103, 104].
4.5 Rigorous Bounds on Stochastic Optimal Control Problems
In this section, we apply the results of Sections 4.3 and 4.4 to establish computable upper
and lower bounds on the optimal objective value of the stochastic optimal control problem
min
p∈P
G(p) ≡ E[g(p,ω,x(tf ,p,ω))]. (4.20)
Specifically, in order to solve (4.20) to guranteed global optimality using spatial B&B, it is
necessary to provide the B&B routine with upper and lower bounds for (4.20) restricted to
any given interval P ∈ IP . To obtain a lower bound, the standard approach is to minimize
a convex relaxation over P , which is available via Theorem 50. To obtain an upper bound,
one common approach is simply to evaluate the objective at any feasible p ∈ P . However,
this is not possible for (4.20) because G(p) cannot be evaluated finitely. Thus, a different
approach is required to obtain a valid upper bound. In the following corollary, we employ
a special case of the concave relaxation defined in Theorem 50.
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Corollary 51. Let Φ = {Ωi}ni=1 be an interval partition of Ω and define the shorthand
ωi ≡ E[ω|Ωi]. For any P ∈ IP , a lower bound on the optimal objective value of (4.20)
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where xcvi (t,p) and x
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i (t,p) are the unique solutions of the n independent systems of ODEs
given for each i ∈ {1, . . . , n} by














xcvi (t0,p) = x
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0,P×Ωi(p,ωi),
xcci (t0,p) = x
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0,P×Ωi(p,ωi). (4.22)
Moreover, for any p ∈ P , an upper bound on the optimal objective value of (4.20) re-
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of ODEs given for each i ∈ {1, . . . , n} by














xcvi (t0,p) = x
cv
0,[p,p]×Ωi(p,ωi),




Proof. By Theorem 50, a lower bound on the optimal objective value of (4.20) restricted
to P is given by the optimal objective value of the convex problem minp∈P GcvP×Φ(p). Ap-
plying the definitions of GcvP×Φ and GcvP×Ωi from Theorem 46 and Theorem 50, this lower
bounding problem is equivalent to (4.21).
For the upper bound, note that p is feasible in (4.20), so it suffices to bound G(p).
Applying Theorem 50 with the degenerate interval P = [p,p], it follows that G(p) is
bounded above by Gcc[p,p]×Φ(p). Again applying the definitions of Gcc[p,p]×Φ and Gcc[p,p]×Ωi
from Theorems 46 and 50, this upper bound is equivalent to (4.23).
4.6 Numerical Example
The following nonlinear ODEs describe a negative resistance circuit consisting of an in-
ductor, a capacitor, and a resistive element in parallel, where x1 is the current through the
inductor and x2 is the voltage across the capacitor [105]:
ẋ1 = p1x2, (4.25)
ẋ2 = −p2(x1 − x2 + x32/3),
x0,1 = ω1,
x0,2 = ω2.
We take the initial conditions to be independent random variables, both following a trun-
cated normal distribution with mean µ1 = µ2 = 1, standard deviation σ1 = σ2 = 0.1, and
truncation range Ω = [µ1 − 3σ1, µ1 + 3σ1]× [µ2 − 3σ2, µ2 + 3σ2]. The parameters p1 and
p2 are the inverses of the inductance and capacitance, respectively, and are scaled so that
(4.25) is dimensionless.
Consider the problem of relaxing the expected-value function G(p) = E[x1(tf ,p,ω)]
on the set p ∈ P = [0.1, 0.3]× [0.1, 0.3] with [t0, tf ] = [0, 5]. Clearly, this function cannot
be evaluated analytically, so standard relaxation techniques are not applicable. To apply
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Theorems 46 and 50, we considered interval partitions Φ = {Ωi}ni=1 of Ω consisting of 1,
16, and 64 uniform subintervals. We computed relaxations of the initial condition func-
tions and right-hand side functions in (4.25) satisfying Assumption 45 using generalized
McCormick relaxations [14] as described in [38]. For every interval P ×Ωi, the state relax-
ation system defined in Theorem 46 was solved at the point (p,ωi) = (p,E[ω|Ωi]) using
the code CVODE in the Sundials Matlab Toolbox [106] with default tolerances. Finally, re-
laxations of G were constructed by summing the resulting relaxations of x1 at tf weighted
by the probabilities P(Ωi), as described in Theorem 50.
Figure 4.1 shows the resulting convex and concave relaxations, along with several final
time solutions of (4.25) computed for random samples of ω ∈ Ω and a sample-average
approximation of G computed using 200 samples. Note that the relaxations enclose the
true expected value as per Theorem 50, but need not enclose all solutions of (4.25) for
sampled ω ∈ Ω. Figure 4.1 shows that the relaxations become tighter as the partition Φ is
refined, but the improvement from 16 to 64 subintervals is minor. This suggests that the
proposed method can provide reasonably tight relaxations using fairly coarse partitions of
the uncertainty space.
4.7 Conclusions
The main contribution of this chapter is a new approach for computing convex and concave
relaxations of nonlinear stochastic optimal control problems with final-time expected-value
cost functions. These relaxations can be used to compute rigorous upper and lower bounds
on the optimal objective value of such problems restricted to any given subinterval of the
decision space, as required for global optimization via spatial branch-and-bound. In this
context, the key features of the presented relaxations are: (i) they provide valid bounds
on the true objective function, without resorting to discrete approximations of either the
expected value or the embedded dynamic model; (ii) they can be computed finitely, even
when the objective function itself can only be approximated by sampling or quadrature.
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Figure 4.1: Convex and concave relaxations of G(p) = E[x1(tf ,p,ω)] on P = [0.1, 0.3]×
[0.1, 0.3] (shaded surfaces) using partitions of Ω into 1 (top), 16 (middle), and 64 (bottom)
uniform subintervals, along with simulated values of x1(tf ,p,ω) at sampled ω values (◦)
and a sample-average approximation of G(p) using 200 samples (black mesh).90
Yet, both of these properties result from the use of an exhaustive partition of the uncertainty
space (assumed compact), which limits the applicability of these relaxations to problems
with a modest number of random variables. The presented case study suggests that the
proposed relaxations can be made tight with a modest partition of the uncertainty space.
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CHAPTER 5
EFFICIENT BOUNDS TIGHTENING BASED ON STRENGTHENED SOCP
RELAXATIONS FOR AC OPTIMAL POWER FLOW
5.1 Introduction
This chapter presents an efficient bounds tightening scheme for solving alternating current
optimal power flow (ACOPF) problems to global optimality. For a given power network,
the ACOPF problem is to determine the real and reactive power outputs of all generators
that minimizes cost while meeting demands, satisfying operating constraints, and satis-
fying the nonconvex steady-state AC power flow equations. ACOPF and its extensions
are critical to power grid operations at all scales, including short-term generator dispatch-
ing, day-ahead unit commitment, and long term network design and expansion planning
[1, 6]. However, due to the size and complexity of ACOPF for realistic power networks,
grid operations are much more commonly based on linear approximations [7], resulting in
solutions that are (after some post-processing) feasible but potentially highly suboptimal.
Indeed, the Energy Information Agency estimates that the ability to globally solve practical
ACOPF problems could save the US billions of dollars annually [1].
Existing ACOPF algorithms can be roughly categorized into three groups: local meth-
ods, convex relaxation methods, and global methods. Local methods aim to find a local
solution or stationary point of ACOPF, with Newton-Raphson and interior point methods
being the most popular [55, 6]. The primary advantage of these methods is efficiency. Sur-
prisingly, they also locate globally optimal solutions for many test problems, and this is
not well understood. However, in general, they are not guaranteed to find global or even
feasible solutions.
Convex relaxation approaches aim to find a provably global or near-global solution of
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ACOPF by solving a single highly accurate convex relaxation [6]. A solution of any convex
relaxation provides a lower bound on the optimal objective value. Thus, assuming a local
solution is available, solving a convex relaxation leads to one of the following outcomes:
(i) The solution of the relaxation is feasible in ACOPF. Assuming that ACOPF and its
relaxation have the same objective functions, which is typical, it follows that the
solution of the relaxation is a global solution of ACOPF.
(ii) The relaxation furnishes a tight lower bound that differs from the objective value of
the known local solution by less than a specified tolerance ε. This ensures that the
local solution is an ε-global solution of ACOPF.
(iii) Neither (i) or (ii) occur and nothing can be concluded about either solution.
Although there is no guarantee that (i) or (ii) will occur, this approach has been pop-
ularized by the observation that semi-definite programming (SDP) relaxations of ACOPF
satisfy (ii) with relative tolerances of ∼2% or less for many standard test problems, and
often satisfy (i) (e.g., see comparisons in [51]). In fact, SDP relaxations have been proven
to satisfy (i) in a number of special cases including acyclic networks and cyclic networks
with relaxed angle constraints [56, 107, 57]. However, these conditions are often not met
in practice. Thus, a major limitation of this approach is that it can lead to outcome (iii).
In principle, outcome (iii) can be eliminated using successively tighter relaxations in the
Lasserre hierarchy, but this quickly becomes intractable [108]. Other strategies attempt
to find a feasible point near the solution of the relaxation using projection or penalization
terms [56, 109, 57]. If this point is better than the known local solution, then outcome (ii)
becomes more likely, but it will still fail if the original relaxation is not tight enough. An-
other significant drawback is that solving SDP relaxations is computationally demanding.
This can be mitigated for sparse networks using chordal decomposition techniques [110],
but even these are limiting for networks of practical interest. This has led to the devel-
opment of more efficiently solvable convex relaxations of ACOPF based on second-order
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cone programming (SOCP) [50, 51, 52] and quadratic programming (QP) [53, 54]. How-
ever, SOCP and QP relaxations are typically weaker than SDP, making outcomes (i)–(ii)
much less likely.
In contrast to convex relaxation methods, global methods solve potentially many ACOPF
relaxations within an iterative procedure that is guaranteed to locate an ε-global solution
in finite time, such as spatial branch-and-bound (sBB) or nonconvex outer-approximation
with piecewise convex relaxations [58, 52, 59]. The key challenge for global methods is
that practical ACOPF problems involve hundreds of thousands of variables, making ex-
haustive branching or piecewise relaxation impractical. However, it has been shown that
optimization-based bounds tightening (OBBT) closes the optimality gap for many nontriv-
ial test problems with little or no branching [60, 59, 61]. OBBT is a domain reduction
technique typically used within sBB whereby the upper and lower bounds on each deci-
sion variable are tightened by solving a pair of min and max problems over the relaxed
feasible set. This reduces the domain over which further branching or piecewise relaxation
is required and also tightens the relaxation. However, OBBT requires solving two convex
relaxations per tightened variable in each iteration, which is prohibitive for large problems.
A fast closed-form bounds tightening scheme was developed in [62], but the bounds do not
result in competitive optimality gaps even with branching. Thus, while bounds-tightening
has high potential for enabling the global solution of ACOPF problems, existing OBBT
methods are too costly and existing closed-form methods are too conservative.
This chapter makes three new contributions towards the global solution of ACOPF. Be-
ginning with the formulation in [111, 112], which is the basis for all SOCP relaxations,
we first prove the equivalence of replacing the nonconvex voltage angle constraints with a
smaller set of nonconvex constraints based on a cycle basis for the network. A nearly iden-
tical reformulation was first proposed in [51], but was only proven to be a relaxation. Here,
we impose additional linear constraints and establish equivalence. Second, we develop a
new strengthened SOCP relaxation based on this reformulation. This relaxation is similar
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to the strong SOCP relaxations in [51, 52]. However, we relax the cycle basis constraints
differently and we add the reverse cone cuts from [52] for only a subset of buses that is
adaptively generated. Third, using this relaxation, we present a new OBBT scheme that
performs bounds tightening on only a select subset of variables. Among existing OBBT
methods, the one that achieves the smallest optimality gaps on standard ACOPF test sets
performs bounds tightening on all variables that appear in nonconvex terms [60]. Con-
versely, approaches that perform OBBT on only a subset of variables exhibit significantly
larger gaps [52] (although there are also differences in the relaxations used). In contrast,
our results for NESTA benchmarks show that performing OBBT on a small subset of the
variables in our new relaxation almost always achieves a gap at least as small as the best
known OBBT method while also being significantly more efficient.
5.2 AC Optimal Power Flow
Let N = (B,A) be a connected, undirected graph where B is the set of buses and, for
any connected b, n ∈ B, either (b, n) ∈ A or (n, b) ∈ A, but not both. Let G be the set
of generators and Gb the set of generators connected to bus b. For each transmission line
l connecting buses (i, j) ∈ A, let K be the set of three-tuples containing both (l, i, j) and
(l, j, i). For every (l, i, j) ∈ K, pl,i,j and ql,i,j denote the real and reactive power on line l
connecting buses i and j, as measured on the i end of the line, whereas pl,j,i and ql,j,i denote
the same quantities as measured at the j end. These are different because of line losses and
the standard sign convention that pl,i,j is positive if power is leaving bus i via line l. Define
Kb = {(l, i, j) ∈ K : i = b}, which indexes all quantities on lines connected to bus b as
measured at the b end. We consider the following ACOPF formulation, where upper-case
symbols are parameters and lower-case symbols are decision variables with the exception













































l,b,nsb,n, ∀(l, b, n) ∈ K
p2l,b,n + q
2
l,b,n ≤ (Smaxl )2, ∀(l, b, n) ∈ K (5.5)
PG,ming ≤ pGg ≤ PG,maxg , ∀g ∈ G (5.6)
QG,ming ≤ qGg ≤ QG,maxg , ∀g ∈ G (5.7)
wLb ≤ wb ≤ wUb , ∀b ∈ B (5.8)
cLb,n ≤ cb,n ≤ cUb,n, ∀(b, n) ∈ A (5.9)
sLb,n ≤ sb,n ≤ sUb,n, ∀(b, n) ∈ A (5.10)
cb,n = cn,b, sb,n = −sn,b, ∀(b, n) ∈ A (5.11)
c2b,n + s
2
b,n = wbwn, ∀(b, n) ∈ A (5.12)





, ∀(b, n) ∈ A (5.13)
θLb,n ≤ θn − θb ≤ θUb,n, ∀(b, n) ∈ A (5.14)
This formulation was proposed without (5.13)–(5.14) for radial networks in [113, 50]
and extended to general networks in [111, 112]. The phase angle of bus b is θb and the
real and reactive powers from generator g are pGg and q
G
g , respectively. The variables cb,n,
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sb,n, and wb are related to complex bus voltages. Specifically, for any feasible solution
of (5.1)–(5.14), there exist complex voltages vb ∈ C, ∀b ∈ B, that are feasible in the
standard rectangular ACOPF model [60] and satisfy cb,n + jsb,n = v∗bvn, wb = |vb|2, and
θn − θb = ∠(v∗bvn), ∀(b, n) ∈ B × B. It follows that cb,n =
√
wbwn cos(θn − θb) and
sb,n =
√
wbwn sin(θn − θb). We assume that the angle difference bounds [θLb,n, θUb,n] are
strictly contained in [−π/2, π/2] and the voltage magnitude bounds satisfy V minb > 0. The
























































b imply that c
L
b,n > 0, so (5.13) is well-defined at all
feasible points.
Although cb,n and sb,n are indexed by B × B above, constraint (5.11) can be used to
eliminate half of these variables, keeping only those with (b, n) ∈ A. This is done in
our numerical implementation. By arbitrarily ordering the elements of B and A, sets of
variables indexed by B and A can be viewed as vectors; i.e., θ = {θb}b∈B ∈ R|B| and
s = {sb,n}(b,n)∈A ∈ R|A|. We assume a fixed ordering and use this shorthand henceforth.
The objective of this chapter is to develop effective bounds tightening algorithms for
(5.1)–(5.14). These are based on a new strengthened SOCP relaxation developed next.
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5.3 Strengthened SOCP Relaxation
The basic SOCP relaxation of (5.1)–(5.14) is obtained by removing nonconvex constraints
(5.13), constraints (5.14) and relaxing the nonconvex equality (5.12) to the inequality
c2b,n + s
2
b,n ≤ wbwn, ∀(b, n) ∈ A. (5.16)
Although SOCPs can be solved very efficiently, using the standard SOCP relaxation for
OBBT results in large optimality gaps (e.g., significantly worse than SDP [52]). This sec-
tion presents a new strengthened SOCP relaxation that is significantly tighter but still ef-
ficiently solvable. Strengthened SOCP relaxations have previously been proposed in [51,
52, 60]. In [60], the SOCP relaxation is strengthened by adding a large number of addi-
tional variables and cuts derived from the rectangular ACOPF formulation, which leads
to much tighter optimality gaps but also makes OBBT much more expensive. In [51], the
basic SOCP relaxation is strengthened by reformulating (5.13) in terms of a cycle basis and
using several new methods for relaxing this reformulation. Additional cuts derived from
the solutions of auxiliary SDPs were also added. However, OBBT was not performed. In
[52], the relaxation from [51] was further strengthened using so-called reverse cone cuts
and matrix minor cuts. These relaxations were then used in a spatial branch-and-bound
algorithm with OBBT in each node. However, OBBT was only performed on a subset of
the problem variables, and OBBT results in the root node (i.e., without branching) were
not competitive with state-of-the-art OBBT methods [61, 60].
The strengthened SOCP relaxation presented here is similar to those in [51, 52]. First,
we reformulate (5.13) in terms of a cycle basis as in [51]. In [51], this is only shown to be
a relaxation of the original problem. In contrast, we add further linear cuts and prove that
these make the reformulation equivalent. Next, we relax the reformulated constraints in a
way that is different and simpler than in [51]. We also add the reverse cone cuts from [52],
but omit the matrix minor and SDP cuts. Finally, we implement the reverse cone cuts on
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only a subset of buses that is determined adaptively within the proposed bounds tightening
algorithms. These modifications result in a smaller optimization problem that can be solved
more efficiently.
5.3.1 Equivalent Reformulation of ACOPF
This section presents a reformulation of the angle constraints (5.13) in terms of a cycle
basis for N = (B,A) following the original ideas in [51]. Although N is undirected, the
notion of a directed cycle of N is useful for writing the reformulation with correct signs.






vn,b = 0, ∀n ∈ B. (5.17)
The support of v, denotedAv ≡ supp(v), is the set of edges (b, n) ∈ A such that vb,n 6= 0.
A directed cycle v is called a directed circuit if vb,n ∈ {−1, 0, 1}, ∀(b, n) ∈ A. The directed
cycle space of N , which is a linear subspace of R|A|, is
S ≡ {v ∈ R|A| : v is a directed cycle of N}. (5.18)
Finally, C ≡ {v1, . . . ,vv} is a directed cycle basis forN if each vi is a directed circuit and
v1, . . . ,vv is a basis for S.
Lemma 52. There exists a directed cycle basis C for N = (B,A) and the number of
directed cycles in C is
|C| = |A| − |B|+ 1. (5.19)
Proof. Existence is shown on p. 202 of [114]. Theorem 2.3 in [114] with κ = R shows
that |C| = |A| − |B| + cc, where cc is the number of connected components of N . Since
N is connected by assumption, cc = 1.
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Next, we formalize the observation in [51] that the angle differences in (5.13) sum to
zero over cycles.
Lemma 53. For any directed cycle v of N and any vector θ = {θb}b∈B ∈ R|B|,
∑
(b,n)∈A
vb,n(θn − θb) =
∑
(b,n)∈Av
vb,n(θn − θb) = 0. (5.20)
Proof. The first equality holds because vb,n = 0 for all (b, n) /∈ Av. To prove the second,









 θn = 0. (5.21)
Choose any fixed (l, k) ∈ A and note that (l, k) ∈ A implies (k, l) /∈ A. Therefore, the
sum above has exactly two terms corresponding to (l, k). The first occurs when n = l and
b = k and evaluates to −vl,kθl. The second occurs when n = k and b = l and evaluates to
vl,kθk. Therefore, (5.21) can be rewritten as
∑
(l,k)∈A vl,k(θk− θl) = 0, which is the desired
result.
Given a directed cycle basis C, our proposed reformulation of (5.1)–(5.14) is to remove
the decision variables {θb}b∈B, add new decision variables {θb,n}(b,n)∈Av, v∈C , and replace






, ∀(b, n) ∈ Av, ∀v ∈ C, (5.22)∑
(b,n)∈Av
vb,nθb,n = 0, ∀v ∈ C, (5.23)
cb,n tan(θ
L
b,n) ≤ sb,n ≤ cb,n tan(θUb,n), ∀(b, n) ∈ A. (5.24)
Compared to (5.1)–(5.14), this has the distinct advantage of only requiring the noncon-
vex term arctan(sb,n/cb,n) for edges that appear in the cycle basis, which is often a small
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fraction of the total edges. It was argued in [51] that replacing (5.13)–(5.14) with only
(5.22)–(5.23) is a (nonconvex) relaxation of (5.1)–(5.14). We now prove that adding (5.24)
leads to an equivalent reformulation.
Theorem 54. For any feasible solution of the reformulation (5.1)–(5.12), (5.22)–(5.24)
with components {θb,n}(b,n)∈Av,v∈C , c = {cb,n}(b,n)∈A, and s = {sb,n}(b,n)∈A, and any
choice of reference bus r ∈ B, there exists exactly one complete set of bus angles θ =
{θb}b∈B such that:
1. θb,n = θn − θb, ∀(b, n) ∈ Av, ∀v ∈ C,
2. θr = 0,
3. (5.13)–(5.14) holds for all (b, n) ∈ A.
Proof. Let Aθ = b denote the following linear system, where A ∈ R(|A|+1)×|B|, b ∈
R|A|+1, the equations in (5.25) are ordered according to the fixed ordering ofA assumed in
Section 5.2, and (5.26) is the last equation:





, ∀(b, n) ∈ A, (5.25)
θr = 0. (5.26)
We will prove that this system has a unique solution. For each vi ∈ C, let ui = (vi, 0) ∈
R|A|+1. We first prove that:
(i.) b is orthogonal to ui, ∀i ∈ {1, . . . , v}.
(ii.) ui is in the left nullspace of A, NL(A), ∀i ∈ {1, . . . , v}.
(iii.) The nullspace of A, N (A), has dimension zero.
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But this is zero by (5.22)–(5.23), so ui is orthogonal to b.




vi,(b,n)(θn − θb). (5.28)
But this is zero by Lemma 53, and since it holds for any θ, it follows that uTi A = 0.
To show thatN (A) = {0}, let λ ∈ R|B| be any vector such that Aλ = 0. From (5.26),
the last row of A has only a single nonzero element in column r. Therefore, Aλ = 0
implies that λr = 0. Let r′ ∈ B be any neighbor of r, so that either (r, r′) ∈ A or
(r′, r) ∈ A. Then, the row of Aλ = 0 corresponding to the pair (r, r′) (or (r′, r)) gives
λr′ − λr = 0 (or λr − λr′ = 0), which implies that λr′ = 0. By the same argument, we
also have λr′′ = 0 for any neighbor of r′. Because N is a connected graph, it follows by
induction that λ = 0. Since λ was chosen arbitrarily, N (A) = {0}.
We now prove that Aθ = b has a unique solution. Since N (A) is the orthogonal
complement of the row space of A in R|B| and dim(N (A)) = 0, A has |B| linearly inde-
pendent rows. It follows that A also has |B| linearly independent columns, and hence
dim(R(A)) = |B|. Since NL(A) is the orthogonal complement of R(A) in R|A|+1,
dim(NL(A)) = |A| + 1 − |B|. Thus, by Lemma 52, dim(NL(A)) = |C| = v. Since
{v1, . . . ,vv} is linearly independent, so is {u1, . . . ,uv}. Since each ui is in NL(A),
{u1, . . . ,uv} must be a basis for NL(A). Then, since b is orthogonal to each ui, b ∈
R(A). It follows that Aθ = b has at least one solution. Uniqueness follows from
N (A) = {0}.
We now show that the solution of Aθ = b satisfies Conclusions 1–3. Conclusions 1–2
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follow readily from (5.22), (5.25), and (5.26). By (5.25), (5.13) holds for all (b, n) ∈ A.
Finally, by (5.24) and the fact that cb,n ≥ cLb,n > 0,
cb,n tan(θ
L









⇐⇒ θLb,n ≤ θn − θb ≤ θUb,n (by (5.25)) .
Thus, (5.14) holds for all (b, n) ∈ A, so Conclusion 3 holds.
Theorem 55. The ACOPF reformulation (5.1)–(5.12), (5.22)–(5.24) is equivalent to the
original ACOPF formulation (5.1)–(5.14).
Proof. Given any feasible point of (5.1)–(5.12), (5.22)–(5.24), replacing {θb,n}(b,n)∈Av,v∈C
with any {θb}b∈B satisfying Theorem 54 (i.e., with any choice of r) gives a feasible point of
the original formulation (5.1)–(5.14) with the same objective value. Conversely, choose any
feasible point of the original formulation and define θb,n = θn − θb, ∀(b, n) ∈ Av, v ∈ C.
Then, (5.13) implies that θb,n satisfies (5.22) and Lemma 53 implies that θb,n satisfies (5.23).
Finally, by the chain of implications in (5.29), (5.13)–(5.14) imply (5.24). Therefore, this
defines a feasible point of (5.1)–(5.12), (5.22)–(5.24) with the same objective value. Thus,
the two formulations are equivalent.
Remark 56. Some codes for computing cycle bases return an undirected cycle basis N1,
. . . ,Nv composed of undirected cycles Nv = (Bv,Av) (see [114] for formal definitions).
Since each Nv is an Eulerian subgraph, there is a closed traversal of Nv of the form
((b1, b2), (b2, b3), . . . , (bk, b1)). In fact, the software used here describes each Nv by the
corresponding list of vertices (b1, b2, . . . , bk) [115]. From this traversal, a corresponding
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directed cycle v can be obtained by
vb,n =

1 if (b, n) is in the traversal of Nv,
−1 if (n, b) is in the traversal of Nv,
0 otherwise.
∀(b, n) ∈ A. By Lemma 2.4 in [114], if {N1, . . . ,Nv} is an undirected cycle basis for N
and vi is obtained from each Ni in this way, then {v1, . . . ,vv} is a directed cycle basis for
N .
5.3.2 Cycle-Based Relaxation
We now formulate a convex piecewise linear relaxation of the constraints (5.22). To do so,
we introduce a new auxiliary variable sc.invb,n for all (b, n) ∈ Av, ∀v ∈ C, and rewrite
(5.22) as the pair of constraints θb,n = arctan(sc.invb,n) and sb,n = cb,n × sc.invb,n. Next,
these constraints are relaxed by
(sb,n, cb,n, sc.invb,n) ∈ MC[sb,n = cb,n × sc.invb,n], (5.30)
(sc.invb,n, θb,n) ∈ Rel [θb,n = arctan(sc.invb,n)] , (5.31)
where MC[w = xy] denotes the standard linear McCormick envelop of the set {(x, y, w) :
w = xy, x ∈ [xL, xU ], y ∈ [yL, yU ]} [13] and Rel[w = arctan(x)] denotes a convex
enclosure of the set {(x,w) : w = arctan(x), x ∈ [xL, xU ]}. The latter enclosure takes
the form {w : u(x) ≤ w ≤ o(x), x ∈ [xL, xU ]} where u and o are convex and concave
relaxations of arctan on [xL, xU ], respectively.
To define u and o, first consider the case where xL ≥ 0, which implies that arctan is
concave on [xL, xU ] (see Figure 5.1 left). In this case, the convex envelope u is the secant
between xL and xU , and we create a concave overestimator o using two linear cuts derived




Figure 5.1: Convex (gold dashed) and concave (red dashed) relaxations of arctan(x) (black
solid) for x ∈ [0, 8] (left) and x ∈ [−8, 8] (right). The gold star indicates xL∗ and the red
star indicates xU∗ .









(x− xL) + arctan(xL),
1
1 + (xU)2
(x− xU) + arctan(xU)
}
.
Next consider xU ≤ 0, in which case arctan is concave on [xL, xU ]. By analogy to the
first case, we define o as the secant between xL and xU and u as the max of two linear cuts
derived by linearizing arctan at xL and xU .
Finally, consider the case 0 ∈ (xL, xU). To define u, we first locate the point xL∗ ∈
(−∞, 0] such that the secant between xU and xL∗ has the same slope as arctan at xL∗ (gold
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If xL ≤ xL∗ , then we define u as the maximum of two linear cuts. The first is the secant
between xL∗ and x
U . It can be shown that this is the tightest linear underestimator on
[xL, xU ] that agrees with arctan at xU . However, it is potentially weak near xL, so we
strengthen it by adding the linearization of arctan at xL (see Figure 5.1). Since arctan is
convex on (−∞, 0], this linearization is an underestimator on [xL, 0]. Moreover, since both
arctan and its slope are monotonically increasing on [xL, 0] and x < xL∗ , it can be shown
that the linearization is dominated by the secant between xL∗ and x
U on [xL∗ , x
U ], and hence





(x− xL) + arctan(xL),
arctan(xU)− arctan(xL∗ )
xU − xL∗
(x− xL∗ ) + arctan(xL∗ )
}
.
If instead xL > xL∗ , then we define u as the secant between x
L and xU . Although arctan
is not concave on [xL, xU ], this secant can be proven to underestimate arctan on [xL, xU ]
using the fact the slope of arctan is monotonically increasing and decreasing on the positive
and negative domains, respectively.
Similarly, to define uwhen 0 ∈ (xL, xU), we first locate the unique point xU∗ ∈ [0,+∞)
such that the secant between xL and xU∗ has the same slope as arctan at x
U
∗ (red star in
Figure 5.1). If xU ≥ xU∗ , then we define o as the minimum of two linear cuts. The first
is the secant between xL and xU∗ , and the second is the linearization of arctan at x
U (see
Figure 5.1). Otherwise, we define o as the secant between xL and xU . In all cases, the min
and max functions in u and o are implemented using two linear cuts.
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5.3.3 Reverse Cone Cuts
The standard SOCP relaxation replaces the nonconvex equality constraint (5.12) by the
inequality (5.16). Although this enables the use of efficient SOCP solvers, it loses the
information contained in the nonconvex reverse cone constraint,
c2b,n + s
2
b,n ≥ wbwn, ∀(b, n) ∈ A. (5.33)
To address this, we further enhance our relaxation by adding the so-called reverse cone
cuts from [52], which we denote by LP[c2b,n + s
2
b,n ≥ wbwn]. The reader is referred to
Proposition 3.5 in [52] for the derivation of these cuts.
Our numerical experiments show that reverse cone cuts are very important for OBBT.
This is because the inequality (5.16) implies nothing about the lower bounds for cb,n and
sb,n, which makes these bounds difficult to tighten. At the same time, tight bounds on cb,n
and sb,n are crucial for the overall relaxation because they affect the McCormick envelopes
(5.30) and the error introduced by relaxing (5.12) to (5.16). However, adding reverse cone
cuts for every (b, n) ∈ A leads to a very large and inefficient relaxation. Therefore, we
add them only for a subset V ⊂ A of bus pairs for which (5.12) was violated in a previous
OBBT iteration, as described in the next section:







for all (b, n) ∈ V . Our results in Section 5.5 show that |V| is typically much less than |A|
in practice.




This section briefly reviews optimization-based bounds tightening (OBBT) generally and
then presents our bounds tightening algorithm for ACOPF.
5.4.1 Optimization-Based Bounds Tightening
Consider the following optimization problem, where X ⊂ Rn is a compact interval and
both the feasible set F ⊂ X and the objective f : X → R are potentially nonconvex:
min
x∈X
f(x) s.t. x ∈ F. (5.35)
Let f cvX : Xk → R be a convex relaxation of f on X and let R(X) ⊃ F be a relaxation
of F . We write f cvX and R(X) with dependence on X to emphasize the fact that many
relaxation techniques produce relaxations that depend explicitly on interval bounds on the
decision variables (e.g., the McCormick envelope and arctan relaxations in Section 5.3).
A convex relaxation of (5.35) is given by
min
x
f cvX (x) s.t. x ∈ R(X). (5.36)
Let x∗ be the best known feasible point of (5.35), and let UB ≡ f(x∗). OBBT computes
an updated set of bounds for x, hopefully tighter than X , that are guaranteed to contain
all x that are feasible and potentially optimal in (5.36). This is done by maximizing and
minimizing each variable xi subject to the convex constraints in (5.36) and the optimality
cut f cvX (x) ≤ UB. This procedure can be applied iteratively as follows, where Xk ≡
[xL1,k, x
U








s.t. x ∈ R(Xk), f cvXk(x) ≤ UB.
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The final bounds X∗ can be used to compute an improved lower bound by solving (5.36)
with updated relaxations f cvX∗ and R(X∗), which in turn provides an improved optimality
gap (UB− LB)/UB.
OBBT is a key enabling technology in branch-and-bound global optimization codes.
By reducing the search space, it can dramatically reduce the need for branching, which is
especially important in high dimensions. Indeed, OBBT has been shown to globally solve
many ACOPF benchmarks to reasonably tight tolerances in the root node (i.e., with no
branching at all) [61, 60]. However, existing OBBT algorithms for ACOPF are computa-
tionally demanding due to the number of subproblems (5.37) that must be solved. In the
following subsections, we present several strategies for reducing this burden, leading to our
final OBBT algorithms.
5.4.2 Selecting a Subset of Variables for OBBT
Clearly, the cost of OBBT can be reduced by only solving the subproblems (5.37) for a
subset of the decision variables. In general, this will lead to weaker bounds but greater
efficiency. A general approach is to only solve (5.37) for variables that appear in nonlinear
terms in the original problem, or auxiliary variables introduced by relaxing these nonlin-
ear terms. However, for ACOPF this still leaves very many variables. For our strengthened
SOCP relaxation, this includes {cb,n, sb,n}(b,n)∈A, {wb}b∈B, and {sc.invb,n, θb,n}(b,n)∈Av,v∈C .
This is relatively few variables relative to other relaxations, which is a significant advan-
tage, but it is still inefficient. To further reduce the number of variables, note that there are
only two ways for improved bounds to improve our relaxation:
(i) Improved bounds can lead to tighter McCormick envelopes and arctan relaxations
in (5.30)–(5.31). These are specifically affected by the bounds on the cycle basis
variables {cb,n, sc.invb,n}(b,n)∈Av,v∈C .
(ii) Improved bounds can also reduce the conservatism associated with relaxing (5.12)
by (5.16) and (5.34). Specifically, improved bounds on sb,n, cb,n, wb, and wn directly
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affect the reverse cone cuts (5.34), and although they do not directly affect the cone
constraint (5.16), they do affect how different the feasible sets of (5.16) and (5.12)
can be when restricted to these bounds.
To address (i), we perform OBBT on all cb,n and sc.invb,n with (b, n) in the cycle
basis. This a relatively small number of variables because the cycle basis is often much
smaller than the total number of bus pairs. Addressing (ii) strictly requires doing OBBT on
{cb,n, sb,n, wb, wn} for all (b, n) ∈ A, which is a large set of variables. However, we find that
(5.12) is typically only violated for a small number of bus pairs (b, n) at the solution of the
lower bounding problem in each OBBT iteration. Therefore, we accumulate these violating
(b, n) in a subset V ⊂ A and only do OBBT on {cb,n, sb,n, wb, wn} with (b, n) ∈ V (see
Algorithm 2). This is the same subset used for adding reverse cone cuts in §5.3.3. Finally,
we skip the OBBT subproblems for any variable whose bounds are within 10−4.
5.4.3 OBBT Scheme
Algorithm 2 below describes our proposed OBBT scheme based on the strengthened SOCP
relaxation (5.1–5.11, 5.16, 5.23–5.24, 5.30–5.31, 5.34). We denote the initial bounds on all
decision variables by X0 and assume that an upper bound UB = f(x∗) has previously been
computed using a local solver. In each iteration, OBBT is performed on variables described
in Section 5.4.2. At the end of each iteration, a tighter relaxation is constructed by using
the updated bounds to rebuild the constraints (5.8–5.10, 5.24, 5.30–5.31, and 5.34). The
updated relaxation is then solved to obtain a new LB. The procedure is repeated until the
optimality gap improves by less than ε1 or becomes less than ε2.
5.5 Numerical Results
Table 5.1 compares Algorithms 2 with existing OBBT methods on all NESTA benchmark
problems up to 300 buses. All methods were applied in the root node only (i.e., with no
branching). Columns 2–4 show the tightest root node optimality gaps (%) achieved by
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Algorithm 2 OBBT Scheme
1: function PURE OBBT SCHEME(X0, ε1, ε2, UB)
2: k ← 0,V ← ∅, δgap ← inf , gap← inf
3: while δgap > ε1 and gap > ε2 do
4: Do OBBT on {cb,n, sb,n, wb, wn}(b,n)∈V subject to constraints (5.2–5.11, 5.16, 5.23–
5.24, 5.30–5.31, 5.34) and an optimality cut w.r.t Xk
5: Do OBBT on {cb,n, sc.invb,n}(b,n)∈Av,v∈C subject to (5.2–5.11, 5.16, 5.23–5.24, 5.30–
5.31, 5.34) and an optimality cut w.r.t Xk
6: Set updated bounds Xk+1 based on the results of lines 4–5
7: Build a strengthened SOCP relaxation (5.1–5.11, 5.16, 5.23–5.24, 5.30–5.31, 5.34)
based on the bounds Xk+1
8: Solve the relaxation to obtain LB, set δgap ← gap −(UB − LB)/UB, gap ← (UB −
LB)/UB, and k ← k + 1
9: Update the cumulative violated cone set: V ← V ∪ {(b, n) ∈ A :
(5.12) is violated at the relaxation solution}
10: end while
11: end function
existing OBBT methods using SDP, QP, and SOCP relaxations. The best SDP gaps are
from [61], while the best QP and SOCP gaps are from [60]. Notably, the SOCP relaxation
that achieves these gaps in [60] also includes rectangular voltage variables and constraints,
making it much more accurate but also much larger than the standard SOCP. The results of
Algorithms 2 are given in Columns 5–8, which show the optimality gap, number of OBBT
iterations, number of violated cones |V|, and wall-clock time (s). The last two columns
show the speed up of Algorithm 2 relative to the SOCP and QC methods from Columns 3–
4 [60]. To compare wall-clock times, all methods except the SDP method in Column 2 were
implemented in Pyomo [116]. Upper bounding problems were solved using IPOPT 3.12.10
[117] with MA27 [118]. Relaxations were solved with IPOPT 3.12.10 for instances with
fewer than 100 buses and with Gurobi 7.0.2 [119] for larger cases. For all methods, OBBT
was performed in parallel on the Clemson University Palmetto Cluster with 8 64-GB-RAM
nodes (28 2.6 GHz Intel Xeon cores per node). For Algorithms 2, we set ε1 = ε2 = 0.04%.
Furthermore, constraints (5.24) were omitted because they did not significantly improve
the results.
Table 5.1 shows that OBBT can close the optimality gap for almost every test case to
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within 0.1%. Algorithm 2 matches the best gap previously achieved by any method for
all problems except 5_pjm and 118_api, where it is worse, and 29_edin_sad and
89_pegase_api, where it is significantly better. Overall, Algorithm 2 achieves the best
gap for 96.2% of the test cases, whereas the best SDP, SOCP, and QC methods achieve
the best gap in only 64.0%, 39.6%, and 71.7% of cases, respectively. At the same time,
Algorithm 2 terminates about 5.2× faster than the SOCP method and 21.2× faster than the
QC method on average when achieving the same optimality gap (excluding three empty
entries in the SpeedUp columns in Table 5.1 due to numerical issues). Since some fraction
of the wall-clock time for all methods is required to build the original Pyomo model, the
speed ups in terms of pure solver time may be higher. We attribute these results to the
fact that Algorithm 2 solves OBBT subproblems for at most 4NCl + 2|V| variables per
iteration, where NCl is the number of distinct bus pairs in the cycle basis. Importantly,
Table 5.1 shows that |V| is often less than 5, even for cases with thousands of bus pairs.
Moreover, large networks usually have NCl  |A|. For comparison, if OBBT is done for
all variables that appear in nonlinear terms in the formulations used by the best SOCP and
QC relaxations in [60], then the numbers of OBBT variables per iteration are 2|B| and
4|A| + |B|, respectively. Another important effect is that each SOCP relaxation solved in
Algorithm 2 is significantly smaller than the SOCPs solved in [60]. Thus, our proposed
OBBT method achieves state-of-the-art results in both speed and accuracy for the NESTA
benchmarks.
5.6 Conclusion
A new bounds tightening algorithm for the global solution of ACOPF have been developed.
The algorithm achieves 96.2% of the best optimality gaps achieved by all existing OBBT
methods for NESTA benchmarks, where SDP, SOCP, and QC methods achieve the best
gap in only 64.0%, 39.6%,and 71.7% of cases. We also do so significantly more efficiently,
and about 5.2× and 21.2× faster than the SOCP and the QC methods on average. The
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key ideas enabling this speed-up are the use of an exact cycle-based ACOPF reformulation
with relatively few nonconvex terms, the observation that the set of violated cones V is very
small in practice and can be used to effectively manage both the size of the relaxations and
the number of OBBT subproblems.
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Table 5.1: Root node bounds tightening results for NESTA up to 300 buses. Columns 2–4
are the tightest optimality gaps achieved by existing OBBT methods using SDP, SOCP,
and QC relaxations. Columns 5–8 show optimality gaps (%), number iterations, number
of violated cones |V|, and wall-clock time (s) for our proposed OBBT scheme. Columns
9–10 show speed-up of our scheme relative to the methods in Columns 3–4.
Best Gap [60] Proposed OBBT SpeedUp
Case SDP SOCP QP Gap Iter |V| Time SOCP QC
3 lmbd 0.1 0.0 0.0 0.0 4 1 0.6 2.0 3.8
5 pjm 5.2 0.1 5.7 5.7 17 0 3.4 0.3 7.1
6 c 0.0 0.0 0.1 0.0 2 0 0.6 3.5 9.0
6 ww 0.0 0.1 0.0 0.0 1 0 0.5 7.0 10.6
14 ieee 0.0 0.1 0.0 0.0 1 0 1.0 4.3 10.9
29 edin 0.0 0.1 0.1 0.0 2 0 13.8 1.7 12.5
30 as 0.0 0.0 0.0 0.0 1 0 2.0 4.2 21.9
30 fsr 0.0 0.1 0.1 0.0 3 2 4.7 4.2 18.1
30 ieee 0.0 0.0 0.0 0.0 3 0 4.8 2.8 13.8
39 epri 0.0 0.0 0.0 0.0 1 0 2.1 8.2 23.2
57 ieee 0.0 0.0 0.0 0.0 1 0 5.4 7.0 17.6
118 ieee 0.1 0.7 0.1 0.0 6 6 59.8 8.3 10.6
162 ieee 1.0 4.0 0.1 0.0 11 280 252.8 1.1 18.2
189 edin 0.1 0.2 0.1 0.1 2 3 19.3 3.0 33.5
300 ieee 0.1 1.2 0.0 0.0 5 16 242.1 1.3 19.3
3 lmbd api 0.0 0.1 0.0 0.0 4 1 0.7 2.3 3.3
4 gs api 0.0 0.0 0.0 0.0 3 0 0.6 2.7 5.7
5 pjm api 0.0 0.0 0.0 0.0 2 0 0.5 3.0 8.6
6 c api 0.0 0.0 0.0 0.0 3 0 0.7 2.1 6.3
14 ieee api 0.0 0.0 0.1 0.0 6 0 7.8 1.3 5.1
24 rts ieee api 0.0 0.6 0.1 0.0 7 3 19.6 2.4 16.1
29 edin api - 0.4 0.1 0.0 4 0 11.1 2.5 54.5
30 as api 0.0 0.1 0.0 0.0 4 1 6.2 4.0 12.6
30 fsr api 3.6 41.2 0.1 0.0 14 7 19.9 13.9 16.8
30 ieee api 0.0 0.1 0.0 0.0 4 1 8.8 2.4 10.3
39 epri api 0.0 0.1 0.0 0.0 3 1 5.0 8.5 11.1
57 ieee api 0.0 0.1 0.0 0.0 2 2 4.9 5.2 54.6
73 ieee rts api 0.9 14.4 0.0 0.0 6 14 341.5 2.5 1.4
89 pegase api - 20.2 9.1 4.5 150 206 117.8 1.6 4.3
118 ieee api 16.7 26.4 8.7 9.7 14 179 212.7 19.0 3.5
162 ieee dtc api 0.6 0.9 0.1 0.0 10 280 283.7 4.7 26.7
189 edin api 0.1 2.9 0.1 0.1 3 2 10.7 - 6.3
300 ieee api 0.0 0.7 0.0 0.0 4 89 117.7 1.4 1.9
3 lmbd sad 0.1 0.0 0.0 0.0 3 1 0.5 2.4 3.8
4 gs sad 0.0 0.0 0.0 0.0 1 0 0.3 3.0 7.0
5 pjm sad 0.0 0.0 0.0 0.0 2 0 0.5 3.2 10.4
6 c sad 0.0 0.0 0.0 0.0 2 0 0.5 4.6 9.2
6 ww sad 0.0 0.0 0.0 0.0 1 0 0.5 6.6 9.4
9 wscc sad 0.0 0.0 0.0 0.0 1 0 0.4 9.3 9.5
14 ieee sad 0.0 0.0 0.0 0.0 1 0 1.0 3.5 12.7
24 ieee rts sad 1.4 0.0 0.0 0.0 3 1 8.9 1.4 10.5
29 edin sad 5.8 0.5 0.5 0.0 9 4 29.7 13.6 51.9
30 as sad 0.1 0.1 0.0 0.0 3 3 5.0 3.8 13.7
30 fsr sad 0.1 0.0 0.0 0.0 4 5 6.9 2.1 12.0
30 ieee sad 0.0 0.1 0.0 0.0 2 0 3.4 3.6 16.6
39 epri sad 0.0 0.0 0.0 0.0 2 2 3.7 7.2 69.7
57 ieee sad 0.0 0.1 0.1 0.0 2 1 4.2 7.3 141.3
73 ieee rts sad 2.4 2.0 0.0 0.0 3 3 34.6 18.2 38.2
89 pegase sad - 0.1 0.1 0.0 4 8 303.3 29.3 110.6
118 ieee sad 4.0 1.5 0.1 0.1 11 179 149.3 - 38.0
162 ieee dtc sad 1.7 7.1 0.0 0.0 11 280 253.6 1.2 24.7
189 edin sad 1.2 1.8 0.8 0.8 2 3 12.4 - -




6.1 Summary of Contributions
In Chapter 2, we developed the first method for computing rigorous convex and concave
relaxations of nonconvex expected-value functions. Specifically, we established the Jensen-
McCormick relaxation technique. This technique combines Jensen’s inequality, which is
widely used to relax convex stochastic programs, and McCormick relaxation technique,
which can relax factorable nonconvex functions. This new relaxation method can be used to
compute both upper and lower bounds for use in branch-and-bound procedures for finding
a global solution. In addition, we proved a second-order pointwise convergence property
for the convex relaxation scheme, which is sufficient for finite termination of branch-and-
bound under standard assumptions. Moreover, we compiled a library of primitive continu-
ous random variables that the Jensen-McCormick relaxation technique can directly support.
Table 2.1 lists formulas for the cumulative probability distributions (CDFs) and conditional
expectations that are needed for computing the relaxation. Next, we extended our relax-
ation theory to problems with factorable random variables, which are those random vari-
ables that can be transformed into primitive random variables by a factorable function. We
provide general strategies for finding such transformations that avoid the need to compute
any difficult multidimensional integrals. Our numerical examples illustrate a second-order
pointwise convergence rate for the relaxation scheme, and show that tight relaxations can
be obtained with fairly coarse partitions.
In Chapter 3, we developed a complete spatial branch-and-bound (B&B) algorithm for
solving expected-value minimization problems with continuous random variables to guar-
anteed global optimality. Based on the Jensen-McCormick relaxation technique developed
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in Chapter 2, we formalized a general lower bounding approach, a general upper bounding
approach, and an efficient implementation of the overall B&B algorithm. The accuracy
of both bounding procedures depends on the partition of the decision variable space and
the random variable space. Thus, to ensure convergence, the random variable space must
be refined as the algorithm proceeds. To address this, we designed an efficient adaptive
uncertainty set partitioning rule that maintains tractability of the lower bounding problem.
A critical feature of our approach is that all computed bounds are rigorous at all stages of
the algorithm, regardless of how coarse or fine the uncertainty set partition is. This implies
that fathoming and termination decisions can be made with certainty at any time, which
enables the uncertainty set to be adaptively refined as B&B proceeds without loss of rigor.
This is in contrast to the existing stochastic B&B algorithm proposed in [3], which applies
spatial-B&B using probabilistic upper and lower bounds and therefore has a nonzero prob-
ability of inadvertently fathoming global solutions. With our proposed partitioning rule,
large regions of the search space can often be fathomed using only coarse partitions, while
very fine partitions are only be required in few nodes very near a global solution. This is
in contrast to state-of-the-art sample-average approximation (SAA) approaches, where the
expected-value objective is approximated using a fixed (typically large) number samples
that remains constant throughout the B&B search. Moreover, the number of scenarios re-
quired to achieve a high-quality solution in practice is unknown [25, 26, 27], so solution
quality must be tested by solving the optimization problem multiple times with independent
sample sets, despite the fact that solving a single instance globally is already computational
demanding. Therefore, a significant advantage of our method is that we only need a single
run to solve the problem to guaranteed global optimality without sampling errors. Our nu-
merical results showed this approach is more than one order of magnitude faster than SAA
for the considered test problems.
In Chapter 4, the the Jensen-McCormick relaxation technique from Chapter 2 was ex-
tended to develop the first ever method for computing guaranteed convex and concave re-
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laxations of nonlinear stochastic optimal control problems with final-time expected-value
cost functions. This method is motivated by similar methods for deterministic optimal
control problems, which have been successfully applied within B&B techniques to obtain
guaranteed global optima. Specifically, the method relies on an existing method for com-
puting time-varying convex and concave relaxations for the solutions of nonlinear ODEs
with no uncertainty. That method was first modified to obtain convex and concave re-
laxations with respect to both decision variables and uncertain parameters, and then com-
bined Jensen’s inequality as in Chapter 2 to obtain convex and concave relaxations of the
final-time expected-value cost function. Compared to the state-of-the-art sample-based
approaches, which only provide probabilistic bounds, our dynamic Jensen-McCormick re-
laxation technique can be used to compute rigorous upper and lower bounds on the op-
timal objective value of such problems restricted to any given subinterval of the decision
space. Therefore, this technique enables deterministic global optimization for this class of
problems. Our numerical example showed that this method can provide reasonably tight
relaxations using fairly coarse partitions of the uncertainty space.
In Chapter 5, we developed a new bounds-tightening algorithm for globally solving AC
optimal power flow (ACOPF) problems. Practical ACOPF instances are too large to be
solved by conventional global optimization algorithms. However, tailored optimization-
based bounds tightening (OBBT) algorithms using advanced relaxation techniques have
been shown to achieve tight optimality gaps for many test cases with no partitioning at
all. Unfortunately, OBBT is still costly because it requires solving two convex subprob-
lems per decision variable in each iteration. To address this, we established a new OBBT
algorithm, based on a new strengthened SOCP relaxation, that achieves tight optimality
gaps while only solving subproblems for a small subset of variables. First, we proved the
equivalence of an ACOPF reformulation that is beneficial for constructing tight and concise
convex relaxations. Second, we developed a new strengthened SOCP relaxation based on
this reformulation. Third, using this relaxation, we established a new OBBT scheme that
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performs bounds tightening on only a selected subset of variables. Our numerical results
for NESTA benchmarks showed that performing OBBT on a small subset of the variables
in our new relaxation outperformed existing OBBT algorithms in terms of both optimality
gap and efficiency up to 300 buses. We achieved the best optimality gap among all exist-
ing OBBT methods for 96.2% of the benchmarks, whereas existing SDP, SOCP, and QC
methods achieved the best gap in only 64.0%, 39.6%, and 71.7% of cases, respectively. At
the same time, our algorithm is about 5.1× (resp. 21.2×) faster than the existing SOCP
(resp. QC) methods on average.
6.2 Future Work
It is generally agreed that guaranteed global optimization is extremely challenging in terms
of constructing rigorous and tight convex relaxations, designing efficient domain reduction
techniques that reduce the search space, and facing the exponential run-time complexity
caused by exhaustively partitioning the search space. The advances in global optimization
methods for nonconvex stochastic programs and AC optimal power flow problems in this
thesis open up new avenues for future research in both fundamental theory and applications.
Actually, we are still in early stages of solving such problems and many paths are open to
possibly push the current state forward.
For nonconvex stochastic optimization, one important future path is to tackle the global
optimization of nonconvex chance-constrained problems. Chance constraints refer to con-
straints that are required to hold with a specified (typically high) probability, but not with
certainty. Such constraints are often essential for obtaining sensible optimization results,
specifically in cases where it would be impossible or inordinately costly to ensure that a
constraint could be satisfied in every possible realization of uncertainty, no matter how
unlikely (e.g., committing enough power generation units to satisfy demand under every
possible realization of random demands, renewable power outputs, contingency scenarios,
etc.). However, effective methods for rigorously solving chance constrained programs are
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currently limited to special cases where equivalent deterministic constraints can be derived,
such as problems with independent linear chance constraints affected by random variables
with simple (e.g., Gaussian) distributions. A number of existing approaches are available
for deriving and solving deterministic restrictions of the original problem by replacing the
chance constraints with more conservative deterministic constraints, often derived from
probabilistic inequalities such as the Cantelli-Chebyshev inequality. However, such con-
straints are often significantly more restrictive than the original chance constraints, and
no general-purpose approaches are available for refining these approximations. Nowadays
chance constraints are commonly approximated using sample-based methods, but this often
requires many samples to achieve high accuracy. Moreover, without further approxima-
tions, sample-based approximations of chance constraints are discontinuous with respect
to the optimization variables, which can greatly hinder efficient optimization. To conquer
those issues, extensions of the Jensen-McCormick relaxation technique for expected-values
in Chapter 2 should be pursued to tractable convex and concave relaxations of nonconvex
chance constraints. Such relaxations could be made to converge to the original chance con-
straints by partitioning the uncertainty space, which would enable finite convergence of the
overall B&B algorithm. Moreover, a rigorous theoretical analysis of the convergence rate
could be established.
Another important future research direction is extending the novel B&B method for
single-stage stochastic programs developed in Chapter 3 to address the efficient global
solution of two-stage nonconvex stochastic programs. Two-stage models capture the im-
portant case where some decisions must be made ‘here-and-now’ under uncertainty, while
other ‘recourse’ decisions can be made in the future after the uncertain quantities become
known. A variety of applications in energy planning, manufacturing, etc. can be formu-
lated as two-stage stochastic programs. Currently, there are no general techniques capable
of furnishing rigorous convex and concave relaxations for two-stage problems with con-
tinuous random variables. At the same time, discretizing the uncertainties in advance as
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in SAA methods leads to a prohibitive number of recourse variables. This problem could
possibly be addressed by extending our Jensen-McCormick relaxation theory in Chapter 2
to two-stage problems because this would enable the uncertainty set to be partitioned adap-
tively as needed during the B&B search. Beyond this, designing decomposition strategies
that can solve the problem more efficiently is another potentially rich research area. More-
over, following our work in Chapter 4, all of the above methods can be further extended
to continuous-time and discrete-time dynamical systems. Besides enriching the theory of
nonconvex stochastic optimization, software development for this class of problems is also
a wide open field to grow. Last but not least, many efforts are needed to formulate prac-
tical problems into our problem of interest, including picking suitable continuous random
variables distributions, choosing reasonable truncated range for the uncertainty set, and so
on.
There are also several fruitful areas for future work related to the AC optimal power
flow (ACOPF) problems considered in this thesis. Our work in Chapter 5 demonstrates that
iteratively running optimization-based bounds tightening (OBBT) based on advanced con-
vex relaxations can achieve the global solution for the majority of the NESTA benchmark
test cases without branching at all. However, this empirical result is not well understood.
In theory, OBBT without branching is neither guaranteed or even expected to achieve an
arbitrarily accurate ε-global solution, even when run for an infinite number of iterations.
Moreover, for nonconvex optimization problems arising in other applications, such OBBT
procedures are not typically effective without branching. Therefore, a detailed investiga-
tion of why these procedures are uniquely effective for ACOPF is likely to yield insights
with very significant implications for power systems and beyond. Another unique feature
of ACOPF problems is that good local solvers find global solutions surprisingly often, even
without multi-start or initialization, despite these problems being highly nonconvex and
very high-dimensional. This unexpected behavior should also be investigated further.
Another future direction is to designing a fast interval arithmetic bounds tightening
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(IABT) methods to replace optimization-based bounds tightening calculations used in this
thesis for some or all of the decision variables. IABT infers updated bounds on given
variables by applying interval arithmetic (IA) [120] to one or more constraints involving
those variables. This is very efficient but often results in weaker bounds than solving a full
OBBT problem. However, IABT can be highly effective at propagating bounds through
simple constraints and can even yield tighter bounds than OBBT since IA can be applied
directly to nonconvex expressions, whereas OBBT updates are always based on the relaxed
feasible set. Furthermore, by combining a selected set of IABT calculations with OBBT
on other variables, a hybrid bounds tightening method might be developed that inherits
the merits of both approaches. Finally, the OBBT method developed in this thesis should
be extended to develop a complete branch-and-bound algorithm, possibly with specialized
branching rules, that can guarantee an ε-global solution in all cases.
However, our developed global optimization methods for nonconvex stochastic pro-
grams in this thesis have not been tested for complex practical problems yet. Formulating
problems into the form of our interest might be nontrivial, including picking suitable con-
tinuous random variables distributions, choosing reasonable truncated range for the uncer-
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[117] A. Wächter and L. Biegler, “On the implementation of an interior-point filter line-
search algorithm for large-scale nonlinear programming”, Mathematical program-
ming, vol. 106, pp. 25–57, Mar. 2006.
131
[118] HSL, “A collection of fortran codes for large scale scientific computation”,
[119] L. Gurobi Optimization, Gurobi optimizer reference manual, 2020.
[120] E. Hansen, “A generalized interval arithmetic”, in Lecture Notes in Computer Sci-
ence, Vol. 29, New York: Springer Verlag, 1975, pp. 7–18.
132
