Abstract -In this paper existence of local analytic solutions of an iterative functional differential equation is studied. As well as in previous works, we reduce this problem with the Schroder  transformation to finding analytic solutions of a functional equation without iteration of the unknown function x . For technical reasons, in previous works the constant  given in the Schroder  transformation is required to fulfil that  is off the unite circle 1 s or lies on the circle with the Diophantine condition. In this paper, we obtain analytic solutions in the case of  at resonance, i.e., at a root of the unity and the case of near resonance under the Brjuno condition.
I. INTRODUCTION
Functional differential equations with state dependent delay have been studied rather extensively [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] and are used as models to describe many physical and biological system. Nevertheless, there is still need for investigation of special equations, which may have interesting properties and provide insights into the more abstract theory. In [3] , the authors considered the equation and established sufficient conditions for the existence of analytic solutions. In [9] , the authors studied the existence of analytic solutions to the equation In this paper, the existence of local analytic solutions of an iterative functional differential equation is studied. As well as in previous work [9] , we reduce this problem with the Schroder  transformation to finding analytic solutions of a differential equation without iteration of the unknown function x . It is known in [9] that the existence of analytic solutions for equation (1) For technical reason, in [9] , the constant  given in the Schroder  transformation, is required to fulfil that  is off the unit circle or  is on the circle with the Diophantine condition. Roughly speaking, the Diophantine condition requires  to be far from all roots of unity where the fixed  is irrationally neutral. In this paper, we discuss not only those  at resonance, i.e., at a root of the unity but also those  near resonance under the Brjuno condition. As in previous work [9] , our strategy remains to reduce the equations (1) with the Schroder  transformation 
where y satisfies initial value condition
In the auxiliary equation (2), iteration of the unknown function is not involved but an indeterminate complex  needs to be discussed. We need to find invertible analytic solutions of the Eq. (2) for possible choice of  . In [9] , the complex  has been discussed in the conditions:
is not a root of unity in  , and satisfies the Diophantine condition: | | 1,    is not a root of unity, and
T In this paper, we break the restriction of Diophantine condition and discuss not only those  at resonance, i.e., at a root of the unity, but also those  near resonance under the Brjuno condition. Now we discuss the analytic solutions of Eq.(2) in the following condition:
, where   R\Q is a Brjuno number [11, 12] ,
i.e., ( ) Observe that  is a p-th unit root (or called p-order resonance) in the case of (H2), while the case (H1) contains a part of  "near" resonance.
II. ANALYTIC SOLUTION OF THE AUXILIARY EQUATION
As stated in [13] , for a real number  we let  denote its 
for all 1 .
n  Define the sequences ( ) In order to discuss the existence of the auxiliary equation (4) under (H1), we need to introduce Davie's Lemma. First, we recall some facts in [14] briefly. Let   R\Q and ( ) n n q  be the sequence of partial denominators of the Gauss's continued fraction for  as in the Introduction. As in [13] , let 1 
{ 0|
}, max( , ), . 8 4 
We then define function : h k N  R  as follows:
and define ( ) k n by the condition ( )
is non-decreasing. Then we are able to state the following result: Lemma 1 (Davie's Lemma [14] 
There is a universal constant 0   (independent of n and  ) such that
for all 1 n and 2 n , and (c) log | 1 | ( ) ( 1) .
Now we state and prove the following theorem under Brjuno condition. The idea of our proof is acquired from [13] . 
We define a power series This implies that the convergence radius of (3) is at least (
