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certain second order nonlinear differential equations. 0 1985 Academic Press, Inc. 
1 
The attractive Gronwall-Bellman inequality [IO] plays a vital role in 
studying stability and asymptotic behavior of solutions of differential 
equations (see [2, 31). Many linear and nonlinear generalizations have 
appeared in the literature [6, 181. Bihari’s inequality [4] is the most 
important generalization of the Gronwall-Bellman inequality. Several 
integral inequalities similar to Bellman-Bihari’s inequality are obtained in 
Section 2. In Section 3 we use these results to discuss the asymptotic 
behavior of certain second order nonlinear differential equations. 
2 
In this section further generalizations of the Bellman-Bihari inequality [2] 
are obtained, where the nonlinear functions appearing on the right side 
belong to certain classes of functions. 
DEFINITION. A function W: [0, co)-+ [0, co) is said to belong to the class 
H if 
(Hi) W(U) is nondecreasing and continuous for u > 0 and positive for 
ll > 0. 
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(HJ There exists a function 4, continuous on [O, co) with w(au) < 
#(a) w(u) for 01 > 0, 24 > 0. 
EXAMPLE 1. Every function w which is continuous and nondecreasing 
on [0, 00) with w(u) > 0 for u > 0 and which is submultiplicative is of class 
H with 4 = w. 
EXAMPLE 2. Any function w for which (Hi) holds and (H,) with 
d(a) = a, a > 1 and #(a) E 1, 0 < a < 1 belongs to H. In fact this type of 
function has been used in [9, 15, 161 and modified by Beesack [ 11. The 
modification in [ 1 ] is essential to avoid trivialities. 
EXAMPLE 3. Every supermultiplicative function w which satisfies (Hi) is 
of class H with d(a) = l/w(l/(a + 1)). In fact if W&U) > w(k) w(u), then 
w(u) < (l/w(k)) w(ku) for k > 0. Let k = l/(1 + a) and u = (a + 1)~. Then 
w(a.2) < w((a t l)z) G w(z) 
[ MIS 
l/w 
EXAMPLE 4. The function u’/(l -t U) belongs to H with #(a) = a’, a > 1 
and #(a) = 1, 0 < a < 1. Note that this function is not submultiplicative. 
Now we note some properties of the function #(a). 
(a) #(a) > 0 for a > 0. 
(b) #(a) > 1 for a > 1. This follows from w(u) < w(au) < #(a) w(u). 
(c) If w(0) = 0 then d(+co) = +a, must hold. This follows from 
0 < w( 1) < #(a) w(a - ‘) for all a > 0. 
(d) #(a) #(a-‘) > 1 for a > 0. In fact for all a > 0, u > 0 we have 
w(1) < #(l/u) w(u) and w(a) <$(a) w(1). Hence 
w(l) < cW’) w(a) < $(a-‘) #(a> w(l), 
so #(a) #(a-l)> 1. 
In what follows we give some properties of class H. 
LEMMA 1. Let f(u) and g(u) be of class H with corresponding multiplier 
functions #(a) and w(a), respectively. Then 
1. f(u) t g(u),f(u) g(u) andf(g(u)) are of class H. 
2. h(u) = I,Uf(s) ds belongs to H. 
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Proof: The assertion 1 can be proved easily. To prove 2, we note first 
that h(u) satisfies (H,). Also, we have 
h(au) = i,;’ f(s) ds = a j; f(az) dz < ~#a) i,” f(z) dz 
=4(a) h(u), 
hence h(u) satisfies (HJ. 
LEMMA 2. Let F(u) be a convex continuous function satisfying (Hz) with 
corresponding multiplier function #(a). Furthermore we assume that F(u) > 0 
for u > 0 and F(0) = 0. Let G(u) be a concave continuous function such that 
G(u) > 0 for u > 0, G(0) = 0 and one of the following is satisfied: 
(i) There exists a function VI, continuous and positive on [0, co) with 
G(au) Z v(a) G(u). 
(ii) 0 < I < G(x) ,< m, where I and m are constants. 
Then T(u) = (F(u)/G(u)) E H. 
Proof It follows from [5] that T(u) satisfies (H,). If G(u) satisfies (i) we 
have 
T(au) = F(au> G 9W F(u) 9(a) T(u) --=- . 
G(au) v(a) G(u) v/(a) 
This proves that (H,) holds for T(u). Now if (ii) holds, then 
T(au) = W4 < #Cal F(u) G(u) < m@(a) T(u) 
G@u> W) I 
and T(u) satisfies (Hz). 
Now we give the main results of this section. 
THEOREM 1. Assume that x(t) and f (t) are positive continuous functions 
on I = [0, oo), w(u) E H with corresponding multiplier function 4 and 
h(t) > 0 is a monotonic, nondecreasing and continuous function on [0, m). If 
x(t) < h(t) + I)- w@(s)) ds, t E I, (1) 
40 <h(t) W-’ 4@(s)) ho ds , I O<t<b, (2) 
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and W- ’ is the inverse of W and (0, b] is the subintervalfor which 
w(1) + j’f@) #(h)(s)) h(s) ds E Dom( W-I). 
(3) 
(4) 
Proof. From (1) we have 
4@(s)) 
f(s)h;$(s’) ds < 1 + j; f(s) ho w 
for t E I, since w(u) E H and h(t) is monotonic nondecreasing. Considering 
x(t)/h(t) as a function, using Bihari’s inequality [4], the results (2) follows. 
COROLLARY 1. Let x,f, w, h, Wall be as in Theorem 1 and suppose b(t) 
is nonnegative, continuous and nondecreasing on I = [0, 00). If 
46 < h(t) + b(t) j’ f(s) ~(4s)) ds, t E I, (5) 
0 
then 
x(t) < h(t) W- ’ 
?w)) W(l) + b(t) j (s) h(s) d+ 0 < t < to, (6) 
where W(u)=J&d / ( )f s ws oru>Oandu,>O. W-‘ostheinverseofWand 
[0, to] is the subinterval for which 
W( 1) + b(t,) 11 f(s) 3 ds E Dom( W-l). 
ProoJ Fix any T > 0. Then 
40 < h(t) + j’ b(T) f(s) ~(4s)) ds for O< t < T. 
0 
Hence by Theorem 1, 
x(t) < h(t) W-l W(1) + b(T) I,lf(s) w] ds (7) 
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holds for 0 < t < T provided 
ds E Dom(W-‘) for 0 ,< t < T. 
This will be the case provided 
W(l) + b(T) “foTf(s) $g ds E Dom( Pi-‘). (8) 
Hence for all T > 0 such that (8) holds it follows that (7) holds for 
0 < t < T. In particular, taking t = T in (7) gives 
x(T) < h(T) W-’ W(1) t b(T) 10’f(s) f$f ds]. (9) 
Now replace T by t in (8), (9) and we obtain the result stated valid for 
0 Q t < to, provided 
W(1) +b(t,) J;f(s) f-$y ds E Dom( W-l). 
THEOREM 2. Let x(t), f(t) and g(t) be positive continuous functions on 
I = [0, CD) and w(u) E H with corresponding multiplier function 4, for which 
the inequality 
x(t) < x,, + j’ f 6) w@(s)) ds 
0 
(10) 
x(t) < x,A (t) E(t) W- ’ 
for O<t<t,, where 
+(I g(s) (j‘f@, w(xWW) ds, tE 1, 
0 0 
holds, where x0 > 0 is a constant. Then 
[ 
W( 1) t x,‘E(t) i,i f (s) ‘($f;;;)) ds 
E(t)-exp (j~g(slds), 
A(t) = (j; g(s) W(f)), 
r > 0, r. > 0, 
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W- ’ is the inverse of W and t is in the subinterval [0, to] so that 
W(1) + x,‘E(t) j’f(s) “(;$$Y)) ds E Dom( W-l). 
Proof: Let z(t) = lif(s) w&(s)) ds and 
u(t) =x0 + z(t) + j-; g(s) z(s) ds. 
Then, from (10) we obtain 
and 
x(t) < u(t) (12) 
u’(t) =f(t> w@(t)) + g(t) 44 a-(t) w(W) + &>bW -x01* 
The integration from 0 to t gives 
W <‘p,(t) + I’ g(s) u(s) & 
0 
(13) 
where 
pl(O s xo - xo jf g(s) ds + j)(s) w@(s)) ds. 
0 
From (13) and the most general inear Gronwall inequality (see, for example, 
Beesack [ 1, Theorem 2. l]), it follows that 
<zh(t) +N) 1’ g(s) exp (f &P) ds, 
0 s 
where 
p(t) = xo + j’ f(s) w@(s)) ds, t E I. 
0 
After evaluating the integral in (14) we get 
u(t) < xo [WI - (’ g(s) ds] 
0 
+ E(t) J)(s) w@(s)) ds, t> 0. (15) 
(14) 
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Since E(t) - si d(s) ds = A(t) E(t) > 0 is nondecreasing and x(t) < u(t), 
Corollary 1 can be applied to (15) to give (11). 
Several integral inequalities similar to (10) have been obtained by 
Pachpatte Ill-171, where the nonlinear terms were assumed to be subad- 
ditive or submultiplicative or both. In Theorems 1 and 2, the nonlinear 
function W(U) is assumed to belong to certain class of functions. In what 
follows we assume that W(U) satisfies a Lipschitz condition. 
THEOREM 3. Let the functions x(t), x,(t),f(t), g(t), h(t) be nonnegative 
continuous on I = [0, co), and let w(u) > 0 be monotonic nondecreasing 
function and satisfy a Lipschitz condition 
1 w(u + v) - w(u)1 < kv 
for 0 < u, v, where k is a positive constant. Suppose 
x(t) G xo(O + h(t) /'SO 44s)) ds 
0 
+ j’ g(s) (j-if CT) w(x(~)) dr) ds] 7 
0 
Then 
40 < x,(t) + h(t) i,’ f 6) w(xo(s)) 
x w (,’ PW f (4 + gW1 dr) & 
0 
t E I. (16) 
t E I. (17) 
Proof: Let u(t) = Jif(s) w(x(s)) ds, so u’(t) =f(t) w(x(t)) and 
44 < xo(t) + h(t) 40, 
where 
v(t) = u(t) + c’ g(s) u(s) ds, v(0) = 0. 
0 
Now 
u’(t) = u’(t) + g(t) u(t) a-(t) w(x(t>> + g(t) v(t)* (1% 
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Since w(u) is a nondecreasing function, then by (18), and the Lipschitz con- 
dition, 
Hence 
and finally 
W < jh) 4x0(s)) exp (j’ [gW + WM41 dr) h. 
0 s 
Thus (18) and (20) gives (17). 
Putting g(t) E 0 in Theorem 3 we obtain the following: 
(20) 
COROLLARY 2. Let x(t), x,(t), h(t),f(t) and w(u) all be as in Theorem 3 
and suppose that 
~(4 G xo@) + h(t) j)-(s) w@(s)) ds, t > 0. 
Then 
x(t) <x,(t) + h(t) jr f(s) w(xo(s>> exp (f kh(r)f(r) dr) ds 
0 s 
for t > 0. 
3 
The asymptotic behavior of solutions of the equation 
U” +f(t, u, u’) = 0 (21) 
when U’ is absent has been discussed by Cohen [7], Tong [ 191 and Trench 
[201. 
The main result of this section is the following: 
THEOREM 4. Assume the following hypotheses: 
(i) The function f(t, u, v) is continuous on D = {(t, u, v): t > 1, 
u, u E IF?}. 
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(ii) If@, u, u’)l < b(t) g(l u I/t> + v(t) 1 u’ I for (t, u, u’) E D, where 4(t) 
and v(t) are nonnegative continuous functions on [ 1, 03). 
(iii) g(u) is a nonnegative, continuous, nondecreasing function on 
[0, CO), and satisfies 
gtd < h(a) g(u) 
for a > 1, u > 0, where q4l(a) > 0 is continuous for a > 1. 
(iv) Iy yr(t)dt=k, < 00, J;“$(t)dt=k, < co. 
We also assume that there exists K > 1 such that 
(22) 
where E(s) s exp(l; ly(r) dr). Then for any solution u(t) of (21) with initial 
conditions u(l)=cl, u’(l)=c* such that ~cl~+~c,~<KK, 
;& j:f(s, u(s), u’(s)) ds = a(cl, 4 < CQ 
always exists, and tf we set a = c2 - a(c,, cJ, then u(t) = b + at + o(t) as 
t + 00, for any constant b. 
Proof. Because of (i) and by standard existence theorems [8], the Eq. 
(21) does have solutions u E C’(Z), where Z = [ 1, co) corresponding to 
arbitrary given initial values u( 1) = c, , u’( 1) = c2. 
Integrating (21) twice from 1 to t we get 
u’(t) = c, - I ’ f (s, u(s), u’(s)) ds, 1 
u(t) = c, + *(t - 1) - ,: (t - s)f(s, u(s), u’(s)) ds, t> 1 
If we put 
A(t) = (L q(s) g (v) ds, B(t) = !-If I&) lu’(s)j ds, 
1 
it follows from (ii), (23) and (24) that 
Iu’Wl c lctl +A(0 +m 
and 
I WI t < K + A(t) + B(t). 
(23) 
(24) 
(25) 
(26) 
(27) 
409~108~1-1 I 
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Then 
A ‘(4 s $0) gw + A (9 + W), 
B’(l) s v@> * (K + A(f) + B(t)), 
so adding, and setting C(t) = K + A(t) + B(t), one gets 
C’(t) s !w> g(W)> + VW w> (t2 I>, 
or after multiplying by the “integrating factor” exp(-j: w(s) ds), 
Integrate this to obtain 
C(t) < KE(t) t E(t) j: o(‘);;s;(s)) ds (t> l), (28) 
where E(t) = exp(li v(s) ds). Applying Corollary 1 to (28) one gets 
C(t)<KE(t)G-’ [K-lE(t) j’D(s)ds], (29) 1 
where 
G(r)= j: -$- and D(s) = fj(s) yy;? 
This holds for all t > 1 by Corollary 1 because 
K-‘E(t) j’ D(S) ds E Dom(G-‘) 
1 
for all t > 1, by (22). But 
K - ‘W) s klw b(s), 
where 
k,(K) = max :K<u<Kek’ . 
I 
Hence (30) will hold provided 
(30) 
(31) 
k,(K) k, ekl S 1: -&. 
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From (26), (27) and (29) it follows that 
lu’(t)l<C(t)<KE(t)G-’ [X-%(t) !:‘O(s)ds], (32) 
1 
y < C(t) < KE(t) G -' [K- 'E(t) j' D(s) ds] , 
1 
for all t > 1. From (iv) and (30) it follows that 
IL??(t) G -’ k-%(t) j’ D(s) ds] < k,(K), 
1 
where 
k,(K) = KeklG-’ [k2ek1ko(K)], 
and k,(K) is defined by (31). 
Thus from (32) and (33) one obtains 
(33) 
(34) 
(35) 
(36) 
Therefore we have from (ii) 
< k, g@,(W) + k,k,W) for t>l. 
This proves that the integral sif(s, U(S), U’(S)) ds is absolutely convergent 
and consequently that 
!;; j+, u(s), u’(s)> ds = a(~, c,) < a 
always exists. 
Also by (23), 
lim id’(t) = c2 - a(cr , CJ = a 
t-*00 
exists. Hence by 1’Hospital’s rule, we also have 
lim u(t> - = lim u’(t) = a. 
t+m t t-em 
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But then, for any constant b, 
lim '(') - (b + ar) = a _ 0 _ a = 0 
t-00 t 
This completes the proof. 
EXAMPLE 1. Consider the equation 
u” + (2t)-4 u* cos u + t-*u’ sin3 u = 0 (t> 1). 
Here we have g(u) = u*, O(t) = (4t)-*, v/(t) = t-* and #i(a) = a*. From (22), 
it follows that all solutions u(t) corresponding to initial conditions u(l) = c,, 
u’(1) = c2 having Ic,] + /c2/ < 16e-’ are asymptotic to b + at as I-+ co. 
EXAMPLE 2. Consider the equation 
u2L(u) u’M(u) = 0 
u”t (t+u)t” + tm ’ 
t> 1, 
where L(u) and M(u) are continuous functions such that IL(u)1 < IV, 
Ikf(u)l < N for u > 0, N > 0 is a constant, n > 3 and m > 2 are positive 
integers. Here we have g(u) = u*/(l t u), $(t) = t’-‘, v(t) = t-“’ and 
$,(a) = a*. 
Since 
I 
m l+u 
2 du 
1 U 
diverges, it follows that all solutions u(t) of (37) are asymptotic to b t at as 
t-, 00. 
THEOREM 5. Let (i), (ii) and (iv) be the same us in Theorem 4, while 
(iii) is replaced by the following: 
(iii)’ g(u) is a nonnegative, continuous, monotonic nondecreasing 
function and satisfies a Lipschitz condition 
I g(u + v) - &)I G Av 
for 0 < u, v, where A is a positive constant. Furthermore we assume that 
g(0) = 0. Then the conclusion of Theorem 4 remains true. 
Proof. In a similar argument as in the proof of Theorem 4, one obtains 
(28), which in view of (38) and Corollary 2 implies 
C(t) < KE(t) 1 + j: 4(s) gff$)) exp (.i’ A) dz) ds] . (39) 
s 
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Using (iv) and the fact that 0 < g(u)/u < 1 holds for all u > 0, it follows 
from (39) that 
holds for all t > 1. 
Hence from (26) and (27) we get 
for all t > 1, where k, = Keckltak2). 
Therefore we have from (ii) 
I : If@, 4~1, u’@))l c-is G4 &A + k, k, 
for t > 1. The proof can be complete in the same way as in Theorem 4. 
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