We present a GRASP algorithm to solve a problem that involves the sequencing of mixed products in an assembly line. The objective of the problem is to obtain a manufacturing sequence of models that generates a minimum work overload with a forced interruption of operations, which is regular in production, and in which, the production mix maintains the Quota property in the whole sequence. The implemented GRASP is compared with other procedures using instances of a case study of the Nissan engine manufacturing plant in Barcelona.
Introduction

MMSP-W [1-3] (mixed-model sequencing problem with workload minimization) is a problem of sequences in assembly lines
that consists of establishing a bijection between the elements of a set T of manufacturing cycles (t = 1, . . . , T ) and those of a set Ψ of products (T elements). The elements of the set Ψ can be grouped into exclusive classes ψ i that satisfy the following: Ψ = i∈I ψ i and ψ i ∩ ψ i = ∅, ∀{i, i } ∈ I , where I is the set of product types (i = 1, . . . , n).
The units of Ψ pass, one after the other, through a set of workstations, K , that are arranged in series (a production line). A unit of type i ∈ I requires a processing time p i,k for normal activity (α N = 1) at workstation k ∈ K (k =
. . , m).
It is evident that the difference between the classes ψ i (4 × 4, vans, trucks) makes the times p i,k heterogeneous, while the cycle time c is identical at every workstation k ∈ K ; therefore, the operators and robots (processors) have the same time to complete an operation regardless of the product and To alleviate the blockages due to work overload, the processors are eventually granted a time to work that is longer than the cycle time, called the temporary window l k (l k > c), which depends on the station k ∈ K [5, 6] . This concession can reduce the operator's available time to work on the next product and can also reduce the available time for the next station (k + 1) to work on that product when it is released by station k. When the temporary window is not sufficient to complete the work required by the product, it will be incomplete and will pass to the next station, which results in an interruption of the operation that generates an inefficiency that implies that we call work overload or have the production fall.
The interruption of an operation can be forced or free. The first occurs when the operator reaches the limit of the temporary window l k without completing the operation [6, 7] . The free interruption occurs when the incomplete product passes to the next station before reaching the limit of the temporary window of the emitting station [8] [9] [10] . Obviously, the operation is interrupted whenever the limit established by the temporary window l k (∀ k ∈ K ) is reached.
Whether the interruption of the operations is forced or free, the ultimate purpose of the MMSP-W is to obtain a sequence of models that minimizes the total work overload in the W (T ) line, which is equivalent to maximizing the total completed work V (T ) (Theorem 1 in [6] ).
Completing the maximum possible work is not the only desirable objective when establishing a product manufacturing sequence. Certainly, in production environments that are governed by the Just-in-Time manufacturing ideas [11, 12] or lean manufacturing [13] , both of which are linked to the automotive sector, the manufacturing sequences must have properties that are linked to the regularity of production. The incorporation of the regularity concept in manufacturing sequence problems can be characterized in at least two ways: cr.1 Restrictions Imposing minimum and maximum manufacturing levels on various mixed models in each production cycle, with the purpose of maintaining the flow without turbulence for both products and components [8] . cr.2 Objective function Maximizing the constancy of the product manufacturing rates and/or the component consumption rates with the purpose of minimizing the maximum stock levels of the latter [14] .
Obviously, there is also the possibility of establishing a mixed characterization of the regularity, which incorporates into the sequence models both an objective function as well as restrictions on the manufacture of products and/or the consumption of their components [15] .
In this work, we will add to the genuine MMSP-W problem the two previous characterizations to achieve sequences with minimum work overload and with some properties that propitiate the regularity of production.
The remainder of this document has the following structure. Section 2 is dedicated to establishing some concepts about regular sequences in production. In Sect. 3, we present the problem under study, which we call MMSP-W/Δ Q X with preservation of the production mix and forced interruption of operations. In Sect. 4, we describe the GRASP algorithm that was designed for this work. In Sect. 5, we present a case study with its data, the procedures, used and their results. Finally, in Sect. 6, we offer some conclusions about this work.
Quota property in a manufacturing sequence
Similar to [7, 9 ,10], we will indicate that the sequence π ε (T ) = π 1,ε , . . . , π T ,ε , which is composed of T units of products and associated with the demand plan ε, has the property of preservation of the production mix if the set of restrictions (1) (pmr: Production Mix Restrictions) is satisfied:
where -I : set of product types, i = 1, . . . , |I | -E: set of demand plans, ε = 1, . . . , |E| -T: set of manufacturing cycles in every demand plan, t = 1, . . . , |T|; T ≡ |T| -d i,ε : demand for units of type i ∈ I in plan ε ∈ E -λ i,ε : proportion of units of type i ∈ I in plan ε ∈ E: λ i,ε = d i,ε /T ∀i ∈ I , ∀ε ∈ E -X i,t,ε : number of units of type i ∈ I in the partial sequence π ε (t) = π 1,ε , . . . , π t,ε ⊆π ε (T ) of plan ε ∈ E: Actual production associated with the partial sequence π ε (t).
Note that the constraints pmr (1) impose that the actual production X i,t,ε , for every product i ∈ I, every manufacturing cycle t ∈ T, and every production plan ε ∈ E must be an integer as close as possible to its ideal production λ i,ε t.
Note also that the regular ideal production (λ i,ε t) is defined here as the proportional quota that a product (i ∈ I ) has over time, which is measured in cycles (t = 1, . . . , |T|) and dedicated to manufacturing in a production plan (ε ∈ E). Following the above and adopting the terminology that is appropriate to the Apportionment Problem (ApP), we establish the following: Definition 1 Given the tuple (I , T, E, λ i,ε ), we will indicate that the sequence π ε (T ) = π 1,ε , . . . ,π T ,ε is Quota if it satisfies all of the restrictions pmr (1), which is equivalent to saying that it has the property of preserving the production mix.
Sometimes, the characterizations of regularity by restrictions (cr.1) are not sufficient to discriminate between a set of regular sequences in production because, for instances of industrial dimensions, the number of Quota sequences is usually very high. Therefore, it is convenient to adopt a characterization by objective function (cr.2) both to measure the regularity of the sequences and to offer more demanding discriminants. To accomplish this goal, we will refer to the functions used in the Just-in-Time ideology [11] .
Specifically, to measure the non-regularity of a sequence π ε (T ), we will use the sum of the quadratic discrepancies (Eq. 2) between the ideal production (λ i,ε t) and the real productions (X i,t,ε ) in every partial manufacturing sequence (π ε (t)). As in [10], we adopt the metric Δ Q X (ε):
Other possible metrics for the non-regularity of the production of a sequence are those that correspond to the sum of absolute deviations (rectangular distances) or to the sum of Euclidean distances-see (3) and (4), respectively-between real and ideal productions.
Obviously, the minimization of the non-regularity Δ Q X (ε) in a manufacturing sequence can contradict the minimization of the work overload W (T , ε). In fact, a problem of sequences that accounts for both objectives should be interpreted as a bi-objective problem.
MMSP-W/Δ Q X with preservation of the production mix and forced interruption of operations
We present a model for a variant of the MMSP-W sequencing problem that accounts for two types of aspects:
A.1 Economic: (i) objective function to minimize the work overload (W (T )) and (ii) incorporation of the idle time of the processors (U (T )). A.2 Technical/productive: (i) objective function to minimize the non-regularity of the product manufacturing (Δ Q X (ε)), (ii) productive operations subject to forced interruption to simplify the management of the production line, and (iii) restrictions pmr of the production mix preservation to facilitate the management of Production Control.
We will call this new problem MMSP-W /Δ Q X /pmr/ forced, and we will describe it as follows.
We are given the following:
-The set of product types (I : i = 1, . . . , |I |) and the set of workstations (K : k = 1, . . . , |K |); -The cycle time c and the temporary windows l k (k ∈ K ), which are granted to each processor to work on a product unit at its station, and the number of processors assigned to each station b k (k ∈ K ); and -The processing times p i,k (i ∈ I k ∈ K ) of the operations, which are measured at normal activity (α N = 1), and the demand vectors d = d 1 , . . . , d |I | and production mix λ = λ 1 , . . . ,λ |I | , where d i is the number of product units of type i ∈ I contained in the productiondemand plan, and λ i is the proportion of the model i ∈ I in the plan, which satisfy
The problem is finding a Quota sequence of T products π (T ) = (π 1 , . . . , π T ) with minimum work overload W (π (T )) and minimum non-regularity of manufacture Δ Q (X , π (T )) that satisfies the demand plan represented by the vector d, while forcing the interruption of operations between the limits established by cycle c and the temporary windows l k (k ∈ K ). The formulation of the model is as follows:
In the model, the identity (5) expresses the minimization of the objective function F (π (T )) that attends to two hierarchical criteria: The first W (π (T )) corresponds to the global work overload generated by the sequence, which is determined according to (6) , and the second Δ Q X (π (T )) is associated with the non-regularity of the production of the sequence, which is determined according to (8) . The expression (7) is used to calculate the global idle time of the processors U (π (T )). The equalities (9) allow us to determine the partial work overloads of each station k and of each period t, with forced interruption of the operations, triggering it when the upper limit of the temporary window is reached: (k + t − 2) c + l k . On the other hand, the equalities (10) define the partial idle time that is generated in each station and in each manufacturing period as a function of π (T ), while (11) serves to count the number of products of type i ∈ I in the partial sequence π (t) ⊆ π (T ). The equalities (12) , on the one side, and (13)- (15), on the other, determine the minimum starting, s k,t , and completion, e k,t , instances of the |K | × D operations. The conditions (16) impose the Quota property on the manufacturing sequence π (T ). Finally, the equalities (17) 
GRASP algorithm
GRASP is a multi-start metaheuristic [16, 17] with two phases. The first, called the constructive phase, provides an initial solution through a randomized greedy procedure. The second, called the improvement phase, uses local search procedures to reach the local optima in one or more specific neighborhoods.
After a prefixed number of iterations (construction phase plus improvement phase), GRASP obtains the best manufacturing sequence π (T ) = (π 1 , . . . ,π T ), with a forced interruption of the operations, which satisfies the Quota property, and attending in this scheme, to the hierarchical bi-objective: minimum work overload and minimum nonregularity of production.
Phase 1: Construction of a sequence
Similar to [10], we construct a sequence of models π(T ) = (π 1 , . . . , π T ), which assign progressively at each stage t (t = 1, . . . , T ) a product from the C L(t) list of candidates that can be drawn to occupy the position t of the manufacturing sequence (t-th launch to line). Consequently, when stage t is reached, it is added to the partial sequence consolidated in the previous stage,
For a product type i ∈ I to enter the list C L(t) of stage t, it must meet the following conditions: (i) The product does not have its demand fulfilled:
; and (iii) to the greatest extent possible, the product that enters the list cannot randomly displace other critical products, which results in the violation of the Quota property in later stages.
Condition (iii) is equivalent to imposing that the n-th unit of type i ∈ I (n i ) must be launched to line in a cycle t n i contained in the interval [t min (n i ), t max (n i )], where t min (n i ) and t max (n i ) are the first and last cycles, respectively, in which the value n i meets the Quota property.
If the list C L(t) is empty by imposing the three conditions at the same time, then the list is opened for all products that do not have their demand fulfilled at stage t (condition (i)).
Once the C L(t) list is built, we order the candidate products i ∈ C L(t) according to two hierarchical priority indexes; these are P-1 and P-2. P-1. Work overload: associated with the sequence π i (t) ≡ π (t − 1) ∪ {i}, which results from adding the product i ∈ C L(t) to the consolidated partial sequence π (t − 1):
where w k,t (i) symbolizes the partial work overload supported by a processor of station k ∈ K when the t-th product unit is of type i. If we consider the forced interruption of the operations, w k,t (i) is calculated recursively while applying the formulas (19)- (22).
In (19), s k,t (i) is the start time of the operation in station k when a model of type i occupies the t-th position in the sequence. Note that s k,t (i) depends on the start of the tth manufacturing cycle in station k((k + t − 2) c) and the instants in which the operations in progress are considered to be completed in station k (e k,t−1 (π t−1 )) and in station k−1 (e k−1,t (i)). To start these recursive calculations, we make
P-2. Non-regularity of production: associated with the sequence π i (t) ≡ π (t − 1) ∪ {i}, which results from adding the product i ∈ C L(t) to the consolidated partial sequence π (t − 1):
where Δ Q X (π(t − 1)) is the non-regularity that is associated with the partial sequence of products π(t − 1) of stage t − 1, and the values X j, t are the productions in process of the various models j ∈ I up to stage t. Obviously, it is true that
In contrast to [10], here, we have implemented, as a second priority index P-2, the contribution of a product to the function Δ Q X (π (T )) of the non-regularity of the sequence π (T ); therefore, we have sacrificed the minimization of the idle time U (π (T )), which is calculated according to (5) , as the second optimization criterion.
With the help of the indexes W (π i (t)) and Δ Q X (π i (t)), we increasingly order the products from the list C L (t) and convert it into the list C L (t). Considering that such ordering is applied hierarchically, the non-regularity Δ Q X (π i (t)) intervenes only when there is a tie in the partial work overload W (π i (t)).
After this ordering, the list C L (t) is reduced through a mechanism that is a function of the admission factor (percentage of products that can be drawn among the best candidates). After this operation, we obtain the restricted list RC L (t, Λ), which coincides with C L (t) when = 100%. The construction phase concludes with obtaining the sequenceπ(T ) (see Algorithm 1).
Due to possible ties between products, according to their instants t max (n i ), during the construction phase of GRASP, the sequence of products π (T ) (see lines 1-24 from Algorithm 1) can violate the Quota property in some production cycle. This circumstance occurs when the list C L (t) is empty, and it must open the way to all products with pending demand. Under these conditions, we activate an exchange procedure that solves the problem of maximum satisfaction of restrictions t min (n i ) ≤ t n i ≤ t max (n i ) , ∀n i = 1, . . . , d i :i ∈ I , which provides as a solution a sequenceπ(T ) that does satisfy the Quota property in all of the cycles.
The objective of MAXSAT procedure (see Line 41 from Algorithm 1) is getting a sequenceπ(T ) (from π (T )), which meets all restrictions corresponding to the Quota property (16) . The formulation of the model associated with MAXSAT procedure is as follows.
MAXSAT-Quota_Sequence Model:
Subject to:
where
. . , T ) and to 0 otherwise, and z
is a binary variable equal to 1 if X i,t < λ i t (i ∈ I , t = 1, . . . , T ) and to 0 otherwise.
Phase 2: Improvement of the solution through local search
As in [10], we start with a Quotaπ (T ) sequence and the local improvement phase, in which we proceed to consecutively and repetitively execute four descent algorithms in four neighborhoods until none of them improves the best solution that is achieved during the iteration. From two Quota sequences, we select the one that offers the least total work overload W π(T ) and, if the comparison is a tie, then the one with the least non-regularity of production Δ Q X π(T ) is selected. The descent algorithms are based on the exchange and insertion of products, and they are oriented to the exploration of sequence cycles in both increasing and decreasing order. The descent algorithms are:
(i) Forward exchange for all t position of the current sequence,π(T ), the product type is determined that is in that position and the next closest position is searched t (t > t) that is occupied by the same type (π t =π t ); if there is not this type at any position: t = T +1. After, the tentative exchange betweenπ t and the elements from the range t + 1, t − 1 of the sequence is made. The first exchange that reduces the overall work overload, W π(T ) , or the non-regularity of production, Δ Q X π(T ) , is consolidated whether the restrictions of production mix preservation are fulfilled for all products and positions from the range t + 1, t − 1 . While there is improvement, this algorithm is repeated. (ii) Backward exchange for all t position of theπ(T ) sequence, the product type in the t position is detected and the previous closest position, t (t < t), is searched, with the same product type,π t =π t ), as long as there is an improvement; if these type does not exist, it is considered t = 0. Afterward, the tentative exchange between π t and the elements from the range t + 1, t − 1 of the sequence is made. Thus, the first exchange is consolidated, whereas the constraints of production mix preservation are met, and the overall work overload, W π(T ) , or non-regularity of production, Δ Q X π(T ) , is reduced. (iii) Forward insertion for all t position of the current sequence,π(T ), the product type in the t position is detected and the next closest position t (t > t) that is occupied by the same type (π t =π t ) is searched ; if these product type does not exist, it is considered t = T + 1. Following, theπ t product is inserted in the range of sequence positions [t + 1, t − 1]. Then, the first insertion that leads to reduce the work overload, W π(T ) , or in case of tie, the non-regularity of production, Δ Q X (π(T )), is done, whenever the restrictions of production mix preservation are fulfilled for all product and for all position of the range [t + 1, t − 1]. This action is repeated while there is improvement. (iv) Backward insertion for all t position of the current sequence,π(T ), the product type in the t position is detected and the previous closest position t (t < t) that is occupied by the same type (π t =π t ) is searched; if these product type does not exist, it is considered t = 0. Following, theπ t product is inserted in the range of sequence positions [t + 1, t − 1]. Then, the 5 Case study
Data
The computational experience that we propose is focused on analyzing the behavior of the GRASP algorithm proposed in this paper, compared to two other procedures, in terms of the quality of the solutions and the CPU times; these procedures are (1) BDP-1 [6] and (2) GRASP-1 [7] . As in [8] [9] [10] , the analysis is conducted on a case study of the Nissan plant in Barcelona: an assembly line of nine types of engines grouped into three families (SUVs-Sport Utility Vehicle-vans and trucks). Figure 1 shows an engine type M1 that belongs to the Sport Utility Vehicle family. In this production line, 42 operators work in shifts of 8 hours, subject to a cycle time of 175 s. Briefly, the data that frame the case taken here are as follows: and 185 s at normal activity (see Table 3 in Appendix I); -Number of engine demand plans: |E| = 23 ε = 1, . . . , 23 , corresponding to the Nissan-9Eng.I instances. All of the plans have the same daily demand (see Table 4 in Appendix I); and -Daily demand: T ≡ D ε = 270 units (∀ε = 1, . . . , 23).
Procedures and algorithms
With reference to resolution procedures, we have considered the following alternatives: the mixed-integer linear programming (MILP), the greedy and randomized adaptive search procedure (GRASP), the bounded dynamic programming (BDP), the hybrid procedure that combines GRASP with the linear programming (GRASP-LP), and the hybrid procedure that combines the BDP with the linear programming (BDP-LP).
These procedures present a set of strengths and weaknesses in accordance with the following five qualities: (i) guarantee of achieving optimal solutions, (ii) memory requirement, (iii) ease of implementation, (iv) quality of solutions, and (v) the CPU time. Specifically: -GRASP offers high-quality solutions in reduced CPU times. It is an easily implementable procedure and requires low memory but it does not guarantee optimal solutions. It is efficient in the forced variant, while it requires the assistance of LP to solve the free variant (GRASP-LP). -BDP offers high-quality solutions with CPU times similar to those used by the MILP. Its implementation is highly labor and requires more memory than GRASP by less than MILP. In addition, it can guarantee optimum results and offer lower bounds. Like GRASP, the BDP is efficient for solving the MMSP_ (forced) variants but it requires the LP to solve the MMSP_ (free) variants (BDP-LP). -MILP offers high-quality solutions in reasonable CPU times (two hours). It is the procedure easier to implement, but it requires more memory than GRASP and BDP. It can guarantee optimal solutions and give lower bounds for instances. It solves efficiently the free variant, while it is inefficient for solving the forced one, so we have avoided using MILP in this work.
The case study we takes has been solved by three algorithms: BDP-1, GRASP-1, and GRASP-2. Then, we describe briefly these three algorithms.
BDP-1 [6] is an algorithm based on the bounded dynamic programming procedure (BDP). For his hand, BDP is a procedure based on dynamic programming which employs lower and upper bounds to reduce the space search of solutions.
Similar to [18] , we can build a linked graph without loops or direct cycles of T + 1 stages. The set of vertices in level t (t = 0, . .
. , T ) will be noted as J (t). All vertex level t, J (t, j) ( j = 1, . . . , |J (t)|, is defined by the triad ( q (t, j) , e (t, j) , W (t, j)), where:
-q (t, j) ≡ (q 1 (t, j) , . . . , q |I | (t, j) represents the vector of demand satisfied. -e (t, j) ≡ (e 1 (t, j) , . . . , e |K | (t, j) represents the vector of finishing instants of the operations at the workstations. -W (t, j) represents the total non-completed work (or work overload) over the operations.
At level 0 of the graph, there is only one J (0) vertex. Initially, we may consider that at level t, J (t) contains the vertices associated with all of sub-sequences that can be built with t products. However, it is easy to reduce the cardinal that J (t) may present a priori, establishing the following relationship of dominance and equivalence:
where e c (t, j) is the vector of corrected finishing instants in accordance with the cycle time. That is:
Under these conditions, finding a sequence that minimizes the work overload W (π (T )) (see 6) is equivalent to finding an optimum path from vertexJ (0) to the set of vertices J (T ) of stage T through the reduced graph by dominance (31) and equivalence (32). Therefore, any algorithm of extreme paths in the graphs is valid for finding solutions to the proposed problem.
However, realistic industrial problems where I and T (nine engine types and 270 engines) are large give rise to graphs with a large number of vertices. Therefore, we recommend resorting to procedures that do not explicitly require the presence of all of the vertices for calculation.
BDP-1 algorithm consists of generating a part of the graph from level 0 to level T , one level at a time. The generated vertices may potentially form a part of an optimum path (from 0 to T ) that is based on the construction of an optimum segment of t stages, from J (0) to J (t, j), and on the evaluation of a lower bound of the complement R (t, j) to reach stage T , for example L B1 (t, j) from [6] .
BDP-1 only keeps the information of two consecutive stages in memory, t and t + 1 (t = 0, . . . , T − 1), for which it uses the following lists of vertices V L (t) and V L (t + 1), respectively: -List V L (t) contains information about the vertices consolidated in stage t that can potentially form part of an optimum or good quality path. -List V L (t + 1) contains the vertices that are tentatively generated one by one from each vertex of list V L (t) through the possible transitions between stages t and t+1.
Although the use of V L (t) and V L (t + 1) notably reduces memory needs, the number of vertices that can be generated for a stage can be very large. Therefore, we impose a limitation on the number of H (t) vertices stored in stage t. This limitation, called window width, is represented as H , H (t = 1, . . . , T ) . In addition, we set the maximum number of transitions from a vertex to the value |I |, which is, in addition, the maximum value possible.
Evidently, some vertices tentatively generated in stage t will not be recorded in list V L (t + 1). In effect, we use the following rules:
1. Remove the J (t + 1, j) vertex when the value of its lower bound, L B Z = W (t + 1, j) + L B1(t + 1, j), is greater than or equal to the value of a known solution Z 0 (upper bound).
2. Reject the J (t + 1, j) when already exists other vertex, in V L (t + 1), which is dominant or equivalent. 3. Discard the placement of J (t + 1, j) vertex on the list V L (t + 1) when the list is full and J (t + 1, j) has a lower bound L B Z that is greater than or equal to the largest of the lower bounds of the vertices already recorded in V L (t + 1), although an optimum path may pass through J (t + 1, j). 4. Replace the J (t + 1, h) vertex from V L (t + 1) by the J (t + 1, j) vertex when it dominates the first, or when J (t + 1, j) has a lower bound less than the corresponding to J (t + 1, h) and H (t + 1) = H , although the optimum path may pass through the moved vertex.
To obtain an initial solution with value Z 0 (upper bound of the value of the optimum solution), it is sufficient to use a Greedy procedure or BDP with a small window width (v.gr.-H = 1).
When the procedure ends (t = T ), we can initially find two possible situations:
-List V L (T ) is empty, which means that we are unable to find a solution with a value less than Z 0 .
-List V L (T ) is not empty, which means that V L (T ) contains at least one vertex, J (T , h), whose work overload, W (t, h), is less than
is not empty, we can guarantee that any vertex J (T , j) ∈ V L (T ) has an associated sequence, π(J (T , j) ), that is optimal in any of the following cases:
, where L B Z min is the best lower bound of the set of vertices replaced during the execution of algorithm.
For its part, GRASP-1 [7] is the first GRASP algorithm that appears in the literature to solve the problem MMSP-W /U /pmr/forced (mixed-model sequencing problem with work overload and useless time minimization, production mix restrictions, and forced interruption of operations).
In the construction phase of GRASP-1, the list of candidates is prioritized by means of two hierarchical functions: the work overload W (π i (t)) (formula 18) and the useless time U (π i (t) ). The U (π i (t)) values are calculated according to (33) and (34).
where u k,t (i) is the useless time that a processor of k workstation has between the finalization instant, e k,t−1 (π t−1 ), of the unit in the t − 1 position of the sequence and the start instant, s k,t (i), of the unit, which is of i type. That is:
GRASP-1 considers the minimization of the work overload W (π i (t)) as the first objective and the minimization of useless time U (π i (t)) as second objective. GRASP-1 does not take into account, at any time, the objective of minimizing the function of non-regularity of production Δ Q X (π (T )) (formula 8), although the incorporation to GRASP-1 of the production mix restrictions (formula 16) favors the reduction of Δ Q X (π (T )). For its part, GRASP-2 (this work) is the first GRASP algorithm to solve the problem MMSP-W /Δ Q X /pmr/forced (Mixed model sequencing problem with work overload and non-regularity of production minimization, production mix restrictions, and forced interruption of operations).
GRASP-2 considers the minimization of the work overload W (π i (t)) as the first objective and the minimization of quadratic function of non-regularity of production Δ Q X (π (T )) as second objective. GRASP-2 does not take into account, at any time, the objective of minimizing the useless time U (π i (t)) (formula 7). Similarly to GRASP-1, the incorporation to GRASP-2 of the production mix restrictions (formula 16) favors the reduction of Δ Q X (π (T )).
Codes
The compiled codes of the procedures that we have selected in this work have the following characteristics:
-BDP-1: Algorithm under the scheme of bounded dynamic programming (BDP) focused on minimizing the work overload W (π (T )) (see [6] ). The code has been compiled and executed on an iMac (Intel Core 2 Duo 2.33 GHz, 3 GB RAM). The maximum number of transitions from each vertex is equal to the number of product types |I | = 9. The window widths for each demand plan are H = (1, 10, 50, 100, 250, 500, 750, 1000), which generates 184 executions of the algorithm. In each execution, the initial solution Z 0 for H n is equal to the best solution obtained with H n−1 , except for H 1 = 1, where Z 0 → ∞. The average CPU time (accumulated for eight values of H ) used for each demand plan equals 7664.27 s. The Quota property has not been imposed on the sequences, and the interruption of operations is forced. -GRASP-1: The GRASP algorithm focused on hierarchically minimizing the work overload W (π (T )) and the idle time U (π (T )) (see [7] ). The code has been compiled and executed on an iMac (Intel Core i7 2.93 GHz, 8 GB RAM). The maximum number of iterations for each plan is equal to 10 with three candidate admission factors = (25, 50, 100%), which generates 690 solutions in 69 executions. The average CPU time used per demand plan equals 425.3 s. The Quota property has been imposed on all sequences, and the interruption of operations is forced. -GRASP-2: the GRASP algorithm focused on hierarchically minimizing the work overload W (π(T )) and the non-regularity of production Δ Q X (π(T )) (this paper). The code has been compiled and executed on an iMac (Intel Core i7 2.93 GHz, 8 GB RAM). The maximum number of iterations for each demand plan is equal to 20 with three candidate admission factors = (25, 50, 100%), which generates 1380 solutions in 69 executions. The average CPU time used per iteration is equal to 82.8 s., and the average time required to obtain the best solution in each demand plan is equal to 679.5 s. The Quota property has been imposed on all sequences, and the interruption of operations is also forced. Table 1 shows the best results achieved by BDP-1 (see Table  7 in [6] ), GRASP-1 (see Table 2 in [7] ), and GRASP-2 (this paper), for the work overload W in the 23 demand plans ε∈ E. Table 1 also shows the winning algorithm in each demand plan and the unitary gains of GRASP-2 versus BDP-1 ( G2vB), GRASP-2 versus GRASP-1 ( G2vG1), and BDP-1 versus GRASP-1 ( BvG1), which are determined according to (35) .
Results
Considering the work overload and from the analysis of Table 1 , we can affirm the following:
-In terms of the number of solutions, BDP-1 and GRASP-2 tie with the 11 best solutions out of 23, while GRASP-1 achieves the best solution four times. GRASP-1 and GRASP-2 tie in plan 10, and the three procedures obtain the same result on the work overload for plan 23. -GRASP-2 beats BDP-1 in 12 plans, loses in 10, and ties in one. The average unitary gain of BDP-1 over GRASP-2 is 29.7% when BDP-1 is the winner, while that of GRASP-2 over BDP-1 is 14% when GRASP-2 wins. On a global Table 2 For each plan ε ∈ E, Non-regularity Δ Q X (ε) according to procedure (H, G1, G2). Unitary gain between pairs of procedures ( HvG1, HvG2, G2vG1), best solution Δ Q X (ε) G12 and Winning Algorithm On the other hand, in Table 2 , we collect the Hamilton's lower bounds (Δ Q X (ε) H ) of the non-regularity function Δ Q X (ε) as well as the values offered by GRASP-1 [7] and GRASP-2 for Δ Q X (ε); we also show the winning algorithm, the unitary gains of GRASP-2 versus GRASP-1 ( G2vG1), and the relative distances of these to the lower bounds ( HvG1 and HvG2) that are determined according to (36).
We must note that BDP-1 does not incorporate any mechanism to reduce the non-regularity; therefore, it would be unfair to compare it with the GRASP procedures in this regard; moreover, we want to highlight that BDP-1 solves a problem that is less restricted than GRASP-1 and GRASP-2, and therefore, it is better suited to obtain better values for the work overload W . Focusing on the results achieved by GRASP-1 and GRASP-2 for Δ Q X (ε), we have the following: -GRASP-2 beats GRASP-1 in 18 plans, loses in 4, and ties in one with an optimal value (plan #1). The average unitary gain of GRASP-2 over GRASP-1 is 5.4% when GRASP-2 is the winning procedure, while that of GRASP-1 over GRASP-2 is only 2% when the for- mer one wins. On a global average, the unitary gain of GRASP-2 over GRASP-1 is 3.8%.
-On average, GRASP-1 offers results that are at 54.4% of the Hamilton's averaged limit Δ Q X (ε) H , while GRASP-2 is at 48.7% of that averaged limit. This finding assumes an advantage in the regularity of production of GRASP-2 over GRASP-1 of 5.7%. -On average, GRASP-1 is 1.6 times faster than GRASP-2.
To summarize the above results (Tables 1, 2) , we present by two box plots (Figs. 2, 3 ) the variation of work overload W (ε) (6) and the variation of the unitary gain functions ( HvG1, HvG2, G2vG1) for the Δ Q X (ε) function of non-regularity of production (36).
From the box plots, we can state the following:
-Concerning the work overload, all values (W BDP1 , W GRASP1, W GRASP2 ) are between the normal boundaries established by 1.5 times the interquartile range or the minimum and maximum values of each dataset. Therefore, the unity gains (columns W BDP1 ,W GRASP1, W GRASP2 from Table 1 ) do not present outliers. -According to the Q X (π(T )) metric and assessing GRASP-2 against GRASP-1 (column G2vG1 in Table 1 ), we can see a very narrow the interquartile range and a clearly biased value distribution; also, the box plot shows (Fig. 2) outliers at all the procedure comparisons. -The Q X (π(T )) metric when the GRASP-2 procedure is assessed against GRASP-1 has made evident the superiority of GRASP-2. -Finally, the comparison between Halmilton's lower bound (H) against the other two procedures presents more advantage on GRASP-1 than on GRASP-2.
To compare the GRASP algorithms, next we use a test statistics tests to assess whether the observed differences between compared algorithms are statistically significant. This analysis is based on the relative distance (or gap) between solution offered by GRASP-1 and GRASP-2 against solutions given by BDP-1.
Through the Kolmogorov-Smirnov normality test, we have assessed normality of both data, Gap(G1, ε) and Gap(G2, ε). With a p value equal to 0.047 for Gap(G1, ε) and 0.036 for Gap(G2, ε), we can reject the null hypothesis and conclude that the data are non-normal with α = 0.05. Accordingly, we perform a nonparametric test for paired samples by calculating the differences and then performing a one-sample Wilcoxon signed rank test. The Wilcoxon signed rank test for paired data gives us a p value equal to 0.005. Therefore, we can reject the null hypothesis and we can state that the mean ranks differ.
To determine whether the medians of results for the nonregularity given by GRASP-1 and GRASP-2 differ, we use the Mann-Whitney Test. This nonparametric test calculates allows us to reject the null hypothesis (p value = 0.013 < α = 0.05), H0: The median of the non-regularity given by GRASP-1 equals the median of the non-regularity given by GRASP-2. Specifically, we can state that the difference between the medians is statistically significant.
Consequently, we can affirm that GRASP-1 and GRASP-2 are different algorithms and that we cannot rule out either of them. Despite the advantage of GRASP-2 over GRASP-1 in average value, both in work overload W (π(T )) and in Δ Q X (π(T )), GRASP-1 obtains better solutions than GRASP-2 in some occasions.
We can also conclude that the advantage of GRASP-2 over GRASP-1 is due to the initial sequence obtained in Phase 1 (construction of the sequence). Therefore, the tiebreaker treatment in work overload through the non-regularity function is more effective than that corresponding to the useless time function.
Conclusions
Despite the disadvantage that the GRASP-1 and GRASP-2 procedures have against BDP-1, because the latter two solve a more restricted problem with the purpose of obtaining Quota sequences, the implemented GRASP algorithms appear to be competitive in terms of the work overload W versus BDP-1.
The particular competition between GRASP-2 and GRASP-1 is resolved in favor of the former, both terms of both the work overload (with an average unitary gain of 2.3%) and the improvement of the regularity of production (5.7% averaged difference with the Hamilton limit); nevertheless, the latter procedure is 1.6 times faster than the former, which is in part because of the maximum number of iterations granted to each procedure in each demand plan.
Keeping in mind that this work corresponds to a first stage of investigation, in which the parameters for both GRASP-1 and GRASP-2 have been calibrated based on the results achieved by these procedures in five iterations per demand plan, some other aspects are required to balance the competition between GRASP-1 and GRASP-2.
First, further experiments should test imposing an identical maximum number of iterations per demand plan in both procedures. Second, the values of the candidate admission factors ( ) in the construction phase of the sequences, which are currently = (25, 50, 100%), should be expanded, for both GRASP-1 and GRASP-2.
Other possible improvements in the GRASP algorithms, which are left to be explored, are in the descent algorithms that affect the improvement phase of the solution through local search. In fact, currently in both procedures, the product exchanges and insertions are oriented to the exploration, in increasing and decreasing order, of the production cycles (t), with the possibility of orienting such exploration to the product types i ∈ I .
Another future experiment is to compare BDP-1 with versions of GRASP-1 and GRASP-2 that do not impose the Quota property on the manufacturing sequences. This comparison would allow a fair competition, from a computational point of view, between the three procedures because the three are focused on minimizing a single objective: the work overload W .
Finally, it is still pending to hybridize GRASP-2 with other procedures that allow obtaining solutions for the problem MMSP-W /pmr/free (see [10] ) from the proposed problem in this paper, which we call MMSP-W /Δ Q X /pmr/forced. For this purpose, we think that an assistant procedure to GRASP could be linear programming, as shown in [10], or alternatively, the design of heuristic algorithms that, from a manufacturing sequence perspective, reduce its work overload by intelligent disruption of the operations. Truck Total   1  30  30  30  30  30  30  30  30  30  90  60  120  270   2  30  30  30  45  45  23  23  22  22  90  90  90  270   3  10  10  10  60  60  30  30  30  30  30  120  120  270   4  40  40  40  15  15  30  30  30  30  120  30  120  270 
