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REGULARITY OF TWISTED SPECTRAL TRIPLES AND
PSEUDODIFFERENTIAL CALCULI
MARCO MATASSA AND ROBERT YUNCKEN
Abstract. We investigate the regularity condition for twisted spectral
triples. This condition is equivalent to the existence of an appropri-
ate pseudodifferential calculus compatible with the spectral triple. A
natural approach to obtain such a calculus is to start with a twisted al-
gebra of abstract differential operators, in the spirit of Higson. Under
an appropriate algebraic condition on the twisting, we obtain a pseudo-
differential calculus which admits an asymptotic expansion, similarly to
the untwisted case. We present some examples coming from the theory
of quantum groups. Finally we discuss zeta functions and the residue
(twisted) traces on differential operators.
1. Introduction
The basic structure in Connes’ noncommutative geometry [Con94] is a
spectral triple, consisting of a ∗-algebra A represented on a Hilbert space
H and equipped with an unbounded self-adjoint operator D. These must
satisfy certain axioms—notably, in the standard formulation, that the com-
mutators [D, a] be bounded for all A ∈ A. However, the full power of the
definition is unleashed only when one adds the additional property of reg-
ularity: that A and [D,A] are in the domain of the derivation δ = [|D|, · ]
as well as all its iterates δn. This is the context in which one obtains the
celebrated Local Index Formula of Connes and Moscovici [CM95].
On the other hand, once one leaves the commutative world one quickly
finds that the bog standard definition of a spectral triple leaves out many
interesting examples. One new phenomenon that occurs is “twisting”,
also called “type III noncommutative geometry” [CM08]. Connes and
Moscovici were motivated to study this by index theory for foliations,
but a similar phenomenon arises in the study of quantum homogeneous
spaces—see, e.g., [NT05].
A twistingmeans an algebra automorphism θ ofA. We use the following
notation for twisted commutators:
[a, b]θ := ab− θ(b)a.
2010 Mathematics Subject Classification. Primary: 58J42; Secondary 46L87, 58B32.
Key words and phrases. Noncommutative geometry; spectral triple; local index formula;
type III non-commutative geometry; quantum groups.
R. Yuncken was supported by the project SINGSTAR of the Agence Nationale de la
Recherche, ANR-14-CE25-0012-01.
1
2 MARCO MATASSA AND ROBERT YUNCKEN
Definition 1.1 (Connes-Moscovici [CM08]). A twisted (unital) spectral triple
is a triple1 (A,H,D) consisting of a unital ∗-algebraAwith twisting θ such
that A is represented as bounded operators on a Hilbert space H, together
with an unbounded self-adjoint operator D with compact resolvent such
that [D, a]θ is densely defined and bounded for all a ∈ A.
Defining regularity for twisted spectral triples becomes a little awk-
ward. One should clearly replace the derivation δ = [|D|, · ] with the
twisted derivation
δθ = [|D|, · ]θ .
But the repeated commutators δnθ (a) are not well-defined until one extends
the twisting θ to each δn−1θ (A) in turn. In [CM08], Connes and Moscovici
only define Lipschitz regularity explicitly—considering only one applica-
tion of δθ—but they could easily have made the following generalization.
Definition 1.2. A twisted spectral triple (A,H,D)with twisting θ is regular
if there is a larger algebra B ⊆ L(H) containing both A and [D,A]θ and
which is equipped with an extension of θ as a linear isomorphism such
that B is invariant under δθ.
Remark 1.3. Note that, unlike [CM08], we are only requiring θ to be a linear
isomorphism, not an algebra automorphism, on B. This point is crucial
for applications to quantum groups. On the other hand, θ will generally
be an automorphism on "principal symbols"—see Remark 3.2.
Definition 1.2 is obviously the correct generalization, but how to verify it
in practice? Higson [Hig04], distilling the ideas of Connes and Moscovici
[CM95], pointed out that the point of entry in practice is the existence of an
algebra of “abstract differential operators" D and a Laplace-type operator
∆. Combining the complex powers of the Laplacian and the abstract differ-
ential operators results in "abstract pseudodifferential operators" with the
essential properties that one needs to run the Connes-Moscovici machine.
The abstract properties of the Laplace-type operator ∆ are (a) that it sat-
isfies elliptic estimates and (b) that its principal symbol be central. The
main point of this article is to show that, under some mild assumptions,
we can replace (b) by twisted centrality and produce a twisted pseudodif-
ferential calculus. We also obtain some of the immediate consequences of
the pseudodifferential calculus: regularity of twisted spectral triples, and
residue traces of zeta-functions.
This is the appropriate framework for studying Krähmer’s Dirac oper-
ators on quantum projective spaces [Krä04, DD10], see also [Mat15], al-
though that requires some additional analysis which will be deferred to a
separate article.
1This would be a quadruple if one included the twisting θ in the data, making for some
awkward terminological choices. Connes and Moscovici use the name θ-spectral triple.
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1.1. Summary of results. We conclude the introduction with an overview
of the paper, focusing on the comparison with the untwisted theory. To get
started, we must extend the twisting θ from A to an algebra of generalized
differential operatorsD. As above, we only require that the twisting be a linear
isomorphism, not an algebra automorphism.
In Section 4, following [Uuy11], we state equivalences between the ex-
istence of various auxiliary structures: differential operators, pseudodif-
ferential operators and pseudodifferential operators of order at most zero.
It should be emphasized, however, that in practice the key point is the
passage from differential to pseudodifferential operators (i.e., algebra to
analysis), which is detailed in Section 5.
It is here that we impose a simplifying assumption on the twisting—
namely “diagonalizability” (Definition 4.2). This assumption is very nat-
ural when one is motivated, as we are, by quantum groups. It does not
cover the conformally deformed spectral triples studied in [CM08], al-
though those examples are sufficiently close to the classical situation that
the classical pseudodifferential calculus can be used. See also [PW14].
In Section 5 we obtain an explicit asymptotic expansion for a product
of pseudodifferential operators. The formula needs a quantum general-
ization of the binomial coefficients, which we develop in Appendix A. As
in the untwisted case, this yields a residue trace under the hypothesis of
simple dimension spectrum—see Section 8. This may be a twisted trace,
although a priori the twisting here has no relation to the twisting of the
spectral triple.
To indicate how this will apply in practice, we sketch in Section 7 a
framework from quantum groups which, in the presence of elliptic esti-
mates, can lead to regular twisted spectral triples via our twisted pseudo-
differential calculus. The case of the Podles´ sphere is discussed in some
detail, cf. [NT05]. Further examples will be discussed in a future paper.
2. Sobolev theory
Throughout this paper, we will fix a strictly positive unbounded oper-
ator ∆ on a Hilbert space H, which we will think of as an abstract Laplace
operator. We will also fix an integer r ≥ 2, which is nominally the "order"
of ∆. Typically, r = 2.
Such an operator gives rise to an abstract Sobolev theory. This is well
summarized in the open sections of [Uuy11], to which we refer for details.
Let us quickly review the main points.
2.1. Sobolev spaces. Let H∞ = H∞(∆) denote the common domain of all
powers of ∆:
H∞ :=
∞⋂
n=0
dom(∆n).
The sth-Sobolev space Hs = Hs(∆) is the completion of H∞ with respect
to the inner product
〈η, ξ〉s := 〈∆
s
r η,∆
s
r ξ〉.
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2.2. Operators of finite analytic order. A linear operator on T : H∞ →
H∞ is said to have analytic order (at most) t ∈ R if, for every s ∈ R, it
extends to bounded operator T : Hs → Hs−t. We write Opt for the set of
operators of analytic order at most t, and
Op :=
⋃
t∈R
Opt, Op−∞ :=
⋂
t∈R
Opt .
Then Op is an R-filtered algebra. Also Op0 is an algebra of bounded
operators on H, in which Op−t is a two-sided ideal for all t ∈ (0,∞].
For any z ∈ C, ∆
z
r ∈ OpRe(z) is an isometric isomorphism from Hs to
Hs−Re(z) for every s ∈ R. In particular it belongs to OpRe(z). It follows that
∆
z
r Opt = Opt+Re(z) and Opt ∆
z
r = Opt+Re(z) for all z ∈ C, t ∈ R.
2.3. The Op-topology. Interpolation methods show that an operator T :
H∞ → H∞ belongs to Opt if and only if it extends continuously to a
map Hn → Hn−t for all integers n ∈ Z. The family of operator norms
(‖ · ‖Hn→Hn+t)n∈Z therefore makes Op
t into a Fréchet space, and Op0 into
a Fréchet algebra. Note that these seminorms can also be written as
‖T‖Hn→Hn−t = ‖∆
n−t
r T∆−
n
r ‖L(H). (2.1)
Although this is the correct topological structure to place on the algebras
associated to regular twisted spectral triples, we will rarely have need for
it; see Remark 3.10.
3. Generalized differential and pseudodifferential operators
3.1. Differential operators. Let D be an N-filtered algebra, represented as
linear operators on H∞. The algebraic order of X ∈ D is ordD(X) = inf{k ∈
N | X ∈ Dk}.
As above, we fix an abstract Laplace operator ∆ of degree r. We will
denote by ∇ the twisted commutator
∇(X) := [∆,X]θr = ∆X − θ
r(X)∆, X ∈ End(H∞).
Definition 3.1. A twisted algebra of abstract differential operators (abbreviated
to twisted algebra of DOs) associated to ∆ is an N-filtered algebra D of op-
erators on H∞ equipped with a linear filtration-preserving automorphism
θ, such that:
(1) The twisted commutator ∇ = [∆, · ]θr maps D
m to Dm+r−1
(2) Elliptic estimate: For any X ∈ Dm, there is C > 0 such that for any
v ∈ H∞, ‖Xv‖H ≤ C‖∆
m
r v‖H .
Remark 3.2. Note that we do not require the twisting θ to be an algebra
automorphism on D. Nevertheless, for any X ∈ Dm, Y ∈ Dn we have
(θr(XY)− θr(X)θr(Y))∆ = ∇(X)Y + X∇(Y)−∇(XY) ∈ Dm+n+r−1.
This shows that, at least under some mild assumptions on ∆, (e.g., that it is
a multiplier of D which is injective on the associated graded algebra), the
twisting θr does define an algebra automorphism on the associated graded
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algebra of D—which one might reasonably call the algebra of principal
symbols.
The basic estimate is equivalent to a compatibility between the algebraic
and analytic order of differential operators. This is made precise by the
following Lemma, which has essentially the same proof as its untwisted
analogue in [Hig04] or [Uuy11].
Lemma 3.3. Let D be an N-filtered algebra of linear operators on H∞ such that
[∆,Dm]θr ∈ D
m+r−1 for all m ∈ N. Then the elliptic estimate is satisfied for
every X ∈ Dm if and only if Dm ⊂ Opm for all m ∈ N.
Remark 3.4. Definition 3.1 does not force an equality of algebraic and an-
alytic order—i.e., we may not have Dm = D ∩Opm for all m. For an ob-
viously artificial example, take the classical Laplace operator ∆ on L2(M)
for a smooth Riemannian manifold M, and let D = DO(M) be the algebra
of differential operators but with the shifted filtration:
Dm =
{
C, m = 0
DOm−1(M), m ≥ 1.
This satisfies the axioms of a twisted algebra of DOs with trivial twisting.
3.2. Pseudodifferential operators. To define pseudodifferential operators,
we must incorporate complex powers of the Laplacian. But we begin with
the appropriate notion of twisting in this context.
Let Ψ be an R-filtered subalgebra of Op. In this context, a twisting of
Ψ will be given by a complex one-parameter family of algebra automor-
phisms (Θz)z∈C which preserves the filtration. We will write Θ = Θ
1.
Remark 3.5. Unlike for the algebras of differential operators above, here
we will have the liberty to demand that Θ be an automorphism of the
algebra Ψ, not just of the associated graded algebra, which in any case is
problematic to define for an R-filtered algebra without some additional
structure.
Definition 3.6. A twisted algebra of abstract pseudodifferential operators (ab-
breviated to twisted algebra of ΨDOs) is a subalgebra Ψ ⊆ Op equipped
with a one-parameter family of algebra automorphisms (Θz)z∈C such that
(1) ∆zΨ ⊆ Ψ and Ψ∆z ⊆ Ψ for all z ∈ C,
(2) [∆
z
r ,Ψt]Θz ⊆ Ψ
Re(z)+t−1 for all z ∈ C, t ∈ R,
(3) Ψ0 ⊆ Op0.
Two twistings Θ• and Θ′• on Ψ will be called equivalent if for all T ∈ Ψt
and all z ∈ C, Θz(T)−Θ′z(T) ∈ Ψt−1.
We will say ∆ is Θ-central if [∆
z
r ,Ψ]Θz = 0 for all z ∈ C.
Lemma 3.7. Let Ψ and Θ• be as above. There is an equivalent twisting Θ′
•
on
Ψ such that ∆ is Θ′-central.
Proof. One can take Θ′
z(T) = ∆
z
r T∆−
z
r . The identity
Θ′(T)−Θ(T) = [∆
1
r , T]Θ∆
− 1r
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shows that the two twistings are equivalent. 
From the invertibility of ∆ on H∞, Condition (1) of Definition 3.6 implies
that ∆
z
r Ψt = ΨRe(z)+t = Ψt∆
z
r for all z ∈ C, t ∈ R, and with Condition
(3) we also get Ψz ⊆ OpRe(z). In particular, the algebra Ψ is completely
determined by its subalgebra Ψ0 of elements of order at most zero. This
motivates the next definition.
3.3. Pseudodifferential operators of order at most 0.
Definition 3.8. A twisted algebra of abstract pseudodifferential operators of order
at most zero (abbreviated to twisted algebra of ΨDO0s) is an algebra B of
bounded operators on H∞, equipped with a linear automorphism θ such
that B is closed under the twisted derivation δθ := [∆
1
r , · ]θ .
This is the structure which is closest to regularity for twisted spectral
triples; see Section 6.
Note that, for all b ∈ B, we have
∆
1
r b∆−
1
r = θ(b) + δθ(b)∆
− 1r ∈ B + B∆−
1
r , (3.1)
∆−
1
r b∆
1
r = θ−1(b) + ∆−
1
r δθ(θ
−1(b)) ∈ B + ∆−
1
rB, (3.2)
Induction on n shows that ∆
n
r b∆−
n
r is bounded for all n ∈ Z. This proves
the following fact.
Lemma 3.9. If B is a twisted algebra of ΨDO0s then B ⊆ Op
0.
Remark 3.10. If one wanted to topologize A or B, the Op0-topology of
Section 2.3 would be the appropriate one. Given that, we should insist
that the twisting θ be Op0-continuous. In fact, for our main theorem,
we will work in a much more algebraic context—namely, diagonalizable
twistings (Definition 4.2)—which does not require Op0-continuity. For
these reasons, we will usually sweep the topology under the rug.
4. Equivalence of definitions
This section is dedicated to the equivalence of the various notions above.
As usual, we fix an abstract Laplace operator ∆ of order r.
Definition 4.1. Let A be an algebra of operators on H∞ with a twisting θ.
(1) A twisted algebra of DOs D is compatible with A if A ⊆ D0 and its
twisting θ extends that of A.
(2) A twisted algebra of ΨDO0s B is compatible with A if A ⊆ B and its
twisting θ extends that of A.
(3) A twisted algebra of ΨDOs Ψ is compatible with A if A ⊆ Ψ0 and
its twisting Θ satisfies Θ(a) − θ(a) ∈ Ψ−1 for all a ∈ A.
One complication which arises in the twisted case is that, in passing
from differential to pseudodifferential operators, we need to extend the
twisting θ of D to a complex one-parameter family of automorphisms Θ
of Ψ. Various conditions can be imposed to ensure this. In this article,
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motivated by the examples arising in quantum groups, we work with a
very algebraic condition on θ.
Definition 4.2. We will say a linear map θ on a vector space D is diagonal-
izable if D is the algebraic direct sum of the eigenspaces of θ.
Theorem 4.3. Fix an abstract Laplace operator ∆ of order r and let A be an
algebra of linear operators on H∞ equipped with an algebra automorphism θ.
(1) If A admits a compatible twisted algebra of ΨDOs, then it admits a com-
patible twisted algebra of ΨDO0s.
(2) If A admits a compatible twisted algebra of ΨDO0s, then it admits a
compatible twisted algebra of DOs.
(3) If A admits a compatible twisted algebra of DOs, such that the twisting
on this algebra is diagonalizable with positive spectrum, then it admits a
compatible twisted algebra of ΨDOs.
The first two statements are relatively straightforward, and we shall deal
with them rapidly in the following two subsections. The most profound
of the three claims—and also the most useful in practice—is (3), which
merits its own section (Section 5).
4.1. From pseudodifferential operators to pseudodifferential operators
of order at most 0. Let Ψ be a twisted algebra of ΨDOs compatible with
A. Denote by θ the twisting of A and by Θ the twisting of Ψ. Consider
the linear map κ := θ − Θ|A : A → Ψ
−1. If we make an arbitrary linear
extension of this to a map κ : Ψ0 → Ψ−1, then defining θ′ := Θ + κ : Ψ0 →
Ψ0 gives an extension of θ : A → A. Moreover, for any b ∈ Ψ0 we have
δθ′(b) = [∆
1
r , b]Θ − κ(b)∆
1
r ∈ Ψ0,
so that Ψ0 is invariant under δθ′ . Hence Ψ
0 is a twisted algebra of ΨDO0s
compatible with A.
4.2. From pseudodifferential operators of order at most 0 to differential
operators. Let B be a twisted algebra of ΨDO0s. We say that B′ is an
extension of B if B ⊆ B′ and there is a linear extension of θ which makes
B′ into a twisted algebra of ΨDO0s. If B is compatible with an algebra A
then the same is true for B′.
Lemma 4.4. Let B be a twisted algebra of ΨDO0s. Then there is an extension B′
of B which contains ∆−
1
r . Then Θ := ∆
1
r · ∆−
1
r is an automorphism of B′.
Proof. We define B′ as the algebra generated by B and ∆−
1
r . Then B′ ⊆ Op0
since ∆−
1
r ∈ Op0. Equations (3.1) and (3.2) show that Θ is a well-defined
automorphism of B′. Now we consider the difference between θ and Θ|B .
For all b ∈ B we have
θ(b)−Θ(b) = (θ(b)∆
1
r − ∆
1
r b)∆−
1
r = −δθ(b)∆
− 1r ∈ B∆−
1
r .
We let κ : B′ → B′∆−
1
r be an arbitrary, not necessarily continuous, linear
extension of the map θ −Θ|B : B → B∆
− 1r . Then defining
θ′ = Θ + κ : B′ → B′
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gives a linear extension of θ : B → B. Finally to show that B′ is closed
under the twisted derivation δθ′ = [∆
1
r , · ]θ′ we write
[∆
1
r , x]θ′ = [∆
1
r , x]Θ + (Θ(x)− θ
′(x))∆
1
r = −κ(x)∆
1
r ∈ B′
for x ∈ B′, where we have used the fact that κ(x) ∈ B′∆−
1
r . 
In view of the previous lemma, we will assume in the following that B
is a twisted algebra of ΨDO0s compatible with A such that ∆−
1
r ∈ B.
Proposition 4.5. Let D =
⋃
m∈ND
m where
Dm =
m
∑
k=0
B∆
k
r .
Then there is an extension of θ : B → B to a linear automorphism of D making
it into a twisted algebra of DOs compatible with A.
Proof. It follows from Lemma 3.9 that Dm ⊆ Opm for all m ∈ N. Therefore,
by Lemma 3.3, it suffices to show that [∆,Dm]θ′ ⊆ D
m+r−1, where θ′ is an
appropriate linear extension of θ to D.
Consider the automorphism Θ : D → D defined by Θ(X) = ∆
1
r X∆−
1
r .
It is well defined since B is stable under conjugation by ∆
1
r . Moreover it
preserves the filtration of D. Indeed for b∆
m
r ∈ Dm we have
Θ(b∆
m
r ) = δθ(b)∆
m−1
r + θ(b)∆
m
r ∈ Dm.
Proceeding as in Lemma 4.4, we let κ : D → D∆−
1
r be an arbitrary linear
extension of the map θ −Θ|B : B → B∆
− 1r such that κ : Dm → Dm∆−
1
r for
all m. Then we define the linear map
θ′ = Θ + κ : D → D,
which gives a filtration-preserving extension of θ. Now we look at the
twisted commutator condition. First, for all X ∈ Dm we have
[∆
1
r ,X]θ′ = [∆
1
r ,X]Θ + (Θ(X)− θ
′(X))∆
1
r = −κ(X)∆
1
r ∈ Dm.
Next for all n ∈ N we have the algebraic identity
[∆
n
r ,X]θ′n = ∆
1
r [∆
n−1
r ,X]θ′n−1 + [∆
1
r , θ′n−1(X)]θ′∆
n−1
r .
Since [∆
1
r ,X]θ′ ∈ D
m, induction in n shows that [∆
n
r ,X]θ′n ∈ D
m+n−1 for
all n. We find in particular that [∆,X]θ′r ∈ D
m+r−1, which concludes the
proof. 
5. From differential operators to pseudodifferential operators
As already mentioned, the key point in passing to pseudodifferential
operators is to introduce complex powers of the Laplace operator. This is
achieved as follows.
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Definition 5.1. Let D be a twisted algebra of DOs. A linear operator P
on H∞ is called a basic (or step 1) pseudodifferential operator of order at most
t ∈ R if, for any l ∈ R there exists a decomposition of the form
P = X∆
z−m
r + Q, (5.1)
where
• X ∈ Dm, for some m ∈ N,
• Re(z) ≤ t, and
• Q ∈ Opl .
Then Ψt is defined to be the space of finite sums of basic pseudodifferential
operators of order at most t.
The main technical point is to prove that Ψ is an algebra. From the
definition, one sees that the key issue is to commute a complex power of
∆ past X′ ∈ D. For this, the main tool is the Cauchy integral formula:
∆z =
1
2pii
∫
Γ
λz(λ− ∆)−1 dλ (5.2)
where Γ is a vertical contour which separates the spectrum of ∆ from 0,
and Re(z) < 0. We must therefore take a short digression through the
analysis of such formulas.
5.1. Resolvent identities. We begin with a twisted algebra of DOs D com-
patible with A. Since we are assuming that the twisting θ is diagonaliz-
able, with positive spectrum, we can unambiguously define the complex
powers θz with z ∈ C. We will refer to the eigenvalues of θr as weights.
Recall that we write ∇ = [∆, · ]θr for the twisted commutators with
∆. We begin by deriving some identities involving the resolvent of ∆. If
µ ∈ R+, we will put
R(µ) = (λ− µ∆)−1.
More generally for a multi-index µ = (µ0, µ1, · · · , µk) we set R(µ) =
∏
k
i=0 R(µi).
Lemma 5.2. Let X ∈ D be homogeneous of weight µ, that is θr(X) = µX. Then
R(1)X = XR(µ) + R(1)∇(X)R(µ).
Proof. This follows by multiplying the identity
∇(X) = ∆X − µX∆ = X(λ− µ∆)− (λ− ∆)X.
on the left and the right by R(1) and R(µ), respectively. 
For successive iterations of this formula, we will need to decompose
∇(X) and its iterates into homogeneous components. Let W ⊂ R+ be
the set of weights of θr. If X ∈ D and µ ∈ W, let us write Xµ for its
component of weight µ. Under our hypothesis of diagonalizability, we
have X = ∑µ X
µ and the sum always contains only finitely many nonzero
terms.
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Definition 5.3. Let us write W(k) = Wk+1 for the set of (k+ 1)-tuples of
weights. For µ = (µ0, . . . , µk) ∈ W(k), we define ∇
µ(X) iteratively by
setting ∇µ(X) = Xµ0 when k = 0 and
∇µ(P) = (∇(∇µ
′
(P)))µk , when µ′ = (µ0, µ1, · · · , µk−1).
Proposition 5.4. Let X ∈ D. For any n ∈ N we have the expansion
R(1)X =
n
∑
k=0
∑
µ∈W(k)
∇µ(X)R(µ) + R(1) ∑
µ∈W(n)
∇(∇µ(X))R(µ). (5.3)
Proof. For n = 0 the identity is
R(1)X = ∑
µ∈W
XµR(µ) + R(1) ∑
µ∈W
∇(Xµ)R(µ),
which holds by the previous lemma. We proceed by induction, assuming
Equation (5.3) holds for some n. Let µ = (µ0, µ1, · · · , µn) ∈W(n). We have
∇(∇µ(X)) = ∑
µn+1∈W
∇µ
′
(X),
where we have defined µ′ = (µ0, µ1, · · · , µn, µn+1) ∈ W(n+ 1). The term
∇µ
′
(X) has weight µn+1. Then we can use the lemma to rewrite
R(1)∇µ
′
(X) = ∇µ
′
(X)R(µn+1) + R(1)∇(∇
µ′(X))R(µn+1).
Applying this to the last term of Equation (5.3), we get
R(1)X =
n
∑
k=0
∑
µ∈W(k)
∇µ(X)R(µ) + ∑
µ∈W(n)
∑
µn+1∈W
∇µ
′
(X)R(µn+1)R(µ)
+ R(1) ∑
µ∈W(n)
∑
µn+1∈W
∇(∇µ
′
(X))R(µn+1)R(µ).
Since R(µn+1)R(µ) = R(µ
′), we obtain the result. 
5.2. Commutators with complex powers of the Laplacian. The next step
is to use the resolvent expansion of Equation (5.3) and the Cauchy Integral
Formula to obtain an expansion of ∆zX with complex powers of ∆ on the
right.
The resulting formulas involve certain generalized binomial coefficients
(zn)µ, of which both the standard and q-binomial coefficients are special
cases. We will leave these constants as a black box for the moment. The
details are given in Appendix A.2, where we also prove the following
quantum analogue of Cauchy’s Integral Formula.
Lemma 5.5. Let µ = (µ0, . . . , µn) ∈ W(n). For any z ∈ C with Re(z) < 0 we
have
1
2pii
∫
Γ
λzR(µ) dλ =
(
z
n
)
µ
∆z−n,
where Γ is a vertical contour separating the spectrum of µi∆ from 0 for every i,
and where (zn)µ is the generalized binomial coefficient of Section A.2.
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Proposition 5.6. Let z ∈ C and Y ∈ Dm. Then for any n ∈ N we have
∆zY =
n
∑
k=0
∑
µ∈W(k)
(
z
k
)
µ
∇µ(Y)∆z−k + Q,
for some Q ∈ OpRe(z)−n−1. The highest order term (i.e. k = 0) is equal to
θrz(Y)∆z.
Proof. To begin with, suppose Re(z) < 0. Applying the Cauchy Integral
formula, and using Proposition 5.4 and Lemma 5.5, we get
∆zY =
∫
Γ
λzR(1)Y dz
=
n
∑
k=0
∑
µ∈W(k)
∇µ(Y)
∫
Γ
λzR(µ) dz
+ ∑
µ∈W(n)
∫
Γ
λzR(1)∇(∇µ(Y))R(µ) dz
=
n
∑
k=0
∑
µ∈W(k)
(
z
k
)
µ
∇µ(Y)∆z−k
+ ∑
µ∈W(n)
∫
Γ
λzR(1)∇(∇µ(Y))R(µ) dz, (5.4)
where Γ is a vertical contour separating 0 from the spectrum of µi∆ for
every µi appearing (non-trivially) in the formula. By Proposition A.4, the
k = 0 term in the sum equals
∑
µ∈W
µzYµ∆z = θrz(Y)∆z,
as claimed.
For the remainder term, note that ∇(∇µ(Y)) ∈ Dm+(n+1)(r−1), so that
∇(∇µ(Y))R(µ) belongs to Opm−n−1, and for any s ∈ R its norm as an
operator from Hs+m−n−1 to Hs is uniformly bounded in λ. Therefore, the
integrals in the last line of (5.4) all converge uniformly in Opm−n−1.
This completes the proof when Re(z) < 0. If the result holds for z ∈ C,
then for z+ 1 we obtain
∆z+1Y = ∆zθr(Y)∆ + ∆z∇(Y)
=
n
∑
k=0
∑
µ∈W(k)
(
z
k
)
µ
∇µ(θr(Y))∆z−k+1
+
n
∑
k=0
∑
µ∈W(k)
(
z
k
)
µ
∇µ(∇(Y))∆z−k + Q
=
n
∑
k=0
∑
µ∈W(k)
µ0
(
z
k
)
µ
∇µ(Y)∆z−k+1
+
n+1
∑
k=1
∑
µ∈W(k)
(
z
k− 1
)
µˇ
∇µ(Y)∆z−(k−1) + Q,
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where µˇ = (µ1, . . . , µk) is the k-tuple obtained by removing µ0 and the
remainder Q is in OpRe(z)−n. By Pascal’s Identity (Proposition A.4 (2)) we
obtain
∆z+1Y =
n
∑
k=0
∑
µ∈W(k)
(
z+ 1
k
)
µ
∇µ(Y)∆z+1−k + Q′,
for some Q′ ∈ OpRe(z)−n. An induction finishes the proof. 
Definition 5.7. Let P and Pn (n ∈ N) be operators in Op. We say that
P admits the asymptotic expansion P ∼ ∑n Pn if, for every l ∈ R, there is
N ∈ N such that for all n ≥ N,
P−
n
∑
k=0
Pk ∈ Op
l .
With this terminology, Proposition 5.6 can be rephrased as saying that
∆zY admits the asymptotic expansion
∆zY ∼ θrz(Y)∆z +
∞
∑
k=1
∑
µ∈W(k)
(
z
k
)
µ
∇µ(Y)∆z−k. (5.5)
Lemma 5.8. The space Ψ is an R-filtered subalgebra of Op with Ψ0 ⊆ Op0.
Proof. It is immediate from the definition that Ψt ⊆ Opt for all t ∈ R. We
need to show that, given two basic pseudodifferential operators P ∈ Ψt
and P′ ∈ Ψt
′
, their product PP′ belongs to Ψt+t
′
. For any ℓ ∈ R, we can
write P = Xm∆(z−m)/r + Q and P′ = X′m′∆
(z′−m′)/r + Q′, with Q,Q′ ∈ Opℓ,
as in Definition 5.1. The product takes the form
PP′ = Xm∆
(z−m)/rX′m′∆
(z′−m′)/r + Q′′, (5.6)
where
Q′′ = Xm∆
(z−m)/rQ′ +QXm′∆
(z′−m′)/r + QQ′. (5.7)
The three summands of the remainder term (5.7) belong to Opt+ℓ, Opt
′+ℓ
and Op2ℓ, respectively, so by choosing ℓ sufficiently large and negative,
we can ensure that the analytic order of Q′′ is as large and negative as we
want.
Having done this, the first term in (5.6) admits an asymptotic expansion
by Equation (5.5):
Xm∆
(z−m)/rX′m′∆
(z′−m′)/r ∼
∞
∑
k=0
∑
µ∈W(k)
(
(z−m)/r
k
)
µ
Xm∇
µ(X′m′)∆
z+z′−m−m′
r −k,
where Xm∇µ(X′m′) ∈ D
m+m′+k(r−1). It is therefore a pseudodifferential
operator of order at most t+ t′. This completes the proof. 
Finally, we need to equip Ψ with a twisting—i.e., a one-parameter family
of automorphisms (Θz)z∈C—making it into a twisted algebra of ΨDOs.
Proposition 5.9. The one-parameter family of automorphisms Θz := ∆
z
r · ∆−
z
r
preserves the algebra Ψ, and make it into a twisted algebra of ΨDOs compatible
with A.
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Proof. The asymptotic expansion (5.5) shows that Ψ is preserved by Θz for
every z ∈ C. It also shows that ∆
z
r Ψt ⊆ ΨRe(z)+t, and clearly Ψt∆
z
r ⊆
ΨRe(z)+t. Moreover, ∆ is Θ-central, meaning [∆
z
r , P]Θz = 0 for all P ∈ Ψ.
Finally, if a ∈ A then
Θ(a) − θ(a) = (∆
1
r a− θ(a)∆
1
r )∆−
1
r .
By Proposition 5.6, ∆
1
r a− θ(a)∆
1
r ∈ Ψ0, so Θ(a) − θ(a) ∈ Ψ−1. This com-
pletes the proof. 
6. Regularity of spectral triples
Let (A,H,D) be a twisted spectral triple (see Definition 1.1) with twist-
ing θ. We consider the abstract Laplace operator
∆ := D2 + 1
with order r = 2. It is immediate from the definitions that (A,H,D)
is regular if and only if it admits a twisted algebra of ΨDO0s which is
compatible with A and also contains [D,A]θ in order 0. We immediately
obtain the following.
Theorem 6.1. Let (A,H,D) be a twisted spectral triple and put ∆ = D2 + 1.
(1) IfA admits a compatible twisted algebra ofDOsD which contains [D,A]θ
in order 0 and such that θ is diagonalizable on D, then (A,H,D) is reg-
ular. Moreover, A admits a compatible twisted algebra of ΨDOs.
(2) Conversely, if (A,H,D) is regular, then it admits a compatible twisted
algebra of DOs which also contains [D,A]θ in order 0.
7. Examples from quantum groups
Let U be a unital Hopf algebra and A a left U -module algebra with
action denoted by ⊲. We can then form the cross-product algebra A#U ,
which is the algebra generated by A and U with relations ha = (h(1) ⊲
a)h(2) for a ∈ A and h ∈ U .
Example 7.1. Let G be a compact Lie group. Let U = U(g) be the universal
enveloping algebra of its Lie algebra and let A = C∞(G). Then A#U is the
algebra of differential operators on G.
Example 7.2. Let K be a compact semisimple Lie group, and let g = kC be
the complexified Lie algebra. Put U = Uq(g) and let A = O(Kq). Then
A#U is an analogue of the algebra of polynomial differential operators on
the quantum group Kq.
This second example is inspirational, but is somewhat too complicated
for the simple framework we will describe here. Still, our framework does
apply to certain quantum homogeneous spaces, as we will indicate shortly.
Now suppose we have a bialgebra filtration on U (that is, both an alge-
bra and coalgebra filtration). We extend it to an algebra filtration on the
crossed-product A#U by putting A in degree 0.
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Let C ∈ U be a central element of order r. In general, we have
∆(C) =
r
∑
j=0
cj ⊗ c
′
r−j ∈
r
∑
j=0
U j ⊗ U r−j.
(We are using boldface ∆ for the coproduct in an attempt to distinguish
it from the abstract Laplace operator of the preceding sections.) Suppose
that the j = 0 term takes the special form Kr ⊗ C for some K ∈ U0, i.e.
∆(C) = Kr ⊗ C+
r
∑
j=1
cj ⊗ c
′
r−j. (7.1)
Define a linear map θ : A#U → A#U by putting
θ(ah) = (K ⊲ a)h, (7.2)
and extending linearly.
Proposition 7.3. Let D = A#U and C ∈ U be as above. Then [C,Dm]θr ⊆
Dm+r−1 for all m ∈ N.
Proof. It suffices to check this on elements of the form ah with a ∈ A and
h ∈ Um. We compute
[C, ah]θr = Cah− θ
r(ah)C
=
r
∑
j=0
(cj ⊲ a)c
′
r−jh− (K
r
⊲ a)hC.
Using the assumption on the coproduct of C and its centrality in U we get
[C, ah]θr = (K
r
⊲ a)Ch+
r
∑
j=1
(cj ⊲ a)c
′
r−jh− (K
r
⊲ a)Ch
=
r
∑
j=1
(cj ⊲ a)c
′
r−jh.
Since c′r−jh ∈ U
r−j · Um ⊆ Um+r−j we conclude that [C, ah]θr ∈ D
m+r−1. 
This proposition shows that, assuming we can prove the elliptic esti-
mates, D will be a twisted algebra of DOs with abstract Laplace operator
C. With some modification, this framework allows one to prove regularity
for Krähmer’s Dirac operators on the quantum projective spaces CPnq . But
the proof requires specialized techniques from quantum groups which are
rather different from the ideas presented here, so we will leave it for a
separate paper. Instead, for the reader well-versed in quantum groups, we
will provide here a very brief summary of the simplest example, namely
the Podles´ sphere. Compare the results of Neshveyev and Tuset [NT05].
Example 7.4. We follow the conventions of [NT05] (with only slight mod-
ifications to the notation). In particular, the generators E, F,K of Uq(k) :=
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Uq(su2), satisfy
KEK−1 = qE, KFK−1 = q−1F, [E, F] =
K2 − K−2
q− q−1
,
∆E = K ⊗ E+ E⊗ K−1, ∆F = K⊗ F+ F⊗ K−1, ∆K = K⊗ K.
E∗ = F, F∗ = E, K∗ = K.
Let Uq(t) denote the abelian subalgebra of Uq(k) generated by K.
We write O(Kq) for the algebra of polynomial functions on the compact
quantum group Kq = SUq(2). It is a left Uq(k)-module algebra with
X⊲a := (X, a(2))a(1), X ∈ Uq(k), a ∈ O(Kq).
The Podles´ sphere is the quantum homogeneous space S2q = CP
1
q =
Kq/T. For each k ∈
1
2Z we define
2
O(Ek) := {ξ ∈ O(Kq) | K⊲ξ = q
kξ},
which is declared to be the section space of the spin k bundle over S2q. In
particular O(S2q) := O(E0). The spinor bundle S is defined by O(S) :=
O(E 1
2
)⊕O(E− 12
). It is equipped with a Dirac operator:
/D :=
(
0 E
F 0
)
.
Dabrowski-Sitarz [DS03] proved that (O(S2q), L
2(S), /D) is a spectral triple
(not twisted), where L2(S) refers to the L2-completion ofO(S)with respect
to the Haar state of SUq(2). On the other hand, it is not regular as an un-
twisted spectral triple. But it is regular as a twisted spectral triple, even
though the pertinent twisting is trivial on A = O(S2q). To prove this, we
introduce a twisted algebra of differential operators.
As described above, the algebra DO(Kq) := O(Kq)#Uq(k) plays the role
of the polynomial differential operators on Kq. The algebra of differential
operators D := DO(S2q;S) on S is the subalgebra of 2× 2-matrices X =
(Xij) over DO(Kq) satisfying(
K 0
0 K
)(
X11 X12
X21 X22
)(
K−1 0
0 K−1
)
=
(
X11 qX12
q−1X21 X22
)
.
We can filter Uq(k) by declaring the generators E, F to be order 1, while
K,K−1 are order 0. This extends to a filtration of DO(Kq) where the func-
tions O(Kq) have order 0, and thus to a filtration on D.
The Casimir element for Uq(k) is
C = EF+
(
q−
1
2K2 + q
1
2K−2
q− q−1
)2
,
2We are using half-integer spins, where [NT05] uses integer spins.
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which is an order two element, equal to EF (or FE) modulo lower order.
Moreover, since
∆(EF) = K2⊗ EF+ KF⊗ EK−1 + EK⊗ K−1F+ EF⊗ K−2
we see that ∆C ≡ K2⊗C modulo elements of order at most 1 in the second
leg. In other words, C satisfies Equation (7.1). If we let C act diagonally
on sections of the spinor bundle O(S), then Proposition 7.3 shows that
[C,Dm]θ2 ⊂ D
m+1 where θ is the twisting given by
θ(aX) = (K⊲a)X, (a ∈ O(Kq), X ∈ Uq(k)),
which we extend entry-wise to 2× 2-matrices.
The Dirac operator /D satisfies /D2 = C as operators on L2(S). The elliptic
estimates for D with respect to ∆ := 1+ /D2 can be readily checked. As a
result, (O(S2q), L
2(S), /D) is a regular (twisted) spectral triple.
Note that the twisting θ is only twisting the coefficient function a, not
the constant coefficient differential operator X. We are in the situation
where the twisting θ is not an algebra automorphism of D, but only an
algebra automorphism at the level of principal symbols.
8. Zeta functions
Wewill conclude with some comments on the residues of zeta functions
in our context, since this is one of the first major consequences of the
abstract pseudodifferential calculus.
Classically, one considers zeta functions of the form ζX(z) = Tr(X∆
− zr ),
where X ∈ D is an abstract differential operator and Tr is the operator
trace, which is well-defined for Re(z) sufficiently large. Typically, the func-
tions ζX extend to meromorphic functions of z. But recall that for certain
results one needs the additional condition that all poles of ζX be simple—
this is the simple dimension spectrum condition (see [CM95, Hig04]). For
instance, this condition is needed to prove that the residue trace τ(X) :=
Resz=0 ζX(z) is a trace.
The spectral triples associated to quantum homogeneous spaces, how-
ever, do not generally have simple dimension spectrum. One potential
solution is to introduce an modular operator ρ (closed, unbounded, with
core H∞) into the definition of the zeta function:
ζX(z) := Tr(ρX∆
− zr ). (8.1)
An example of this phenomenon is given by the Podles´ sphere, where
the introduction of an appropriate ρ 6= 1 gives simple poles for the zeta
function, while the case ρ = 1 gives double poles, see [KW13, Lemma 1].
We will require that the twisted algebra of DOs D be stable under con-
jugation by ρ, and denote the resulting algebra automorphism by σ:
σ(X) := ρXρ−1.
In this case, as we shall now show, the residue trace will be a twisted trace:
τ(XY) = τ(Yσ(X)), where σ(X) = ρXρ−1.
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Note, though, that the twisting σ here is not necessarily related to the
twisting θ used above. For instance, the following proposition holds for
the standard residue trace (with ρ = 1) of a twisted algebra D (with
θ 6= id), provided that the standard zeta function does indeed extend
meromorphically with only simple poles.
Proposition 8.1. LetD be a twisted algebra ofDOs, with diagonalizable twisting
θ. Suppose that for all X ∈ D we have:
• ρX∆−
z
r is trace-class for all z ∈ C with sufficiently large real part,
• ζX(z) extends to a meromorphic function on C with only simple poles.
Then the functional Φ : D → C defined by
Φ(X) = Resz=0 ζX(z)
is a σ-twisted trace, that is Φ(XY) = Φ(Yσ(X)) for all X,Y ∈ D.
Proof. Using σ(X) = ρXρ−1 and the trace property we write
ζXY(z) = Tr(ρXY∆
− zr ) = Tr(ρY∆−
z
r σ(X)).
We can apply the expansion of Proposition 5.6 to ∆−
z
r σ(X). Let us denote
by m the order of σ(X) ∈ D. Then we get
ζXY(z) = Tr(ρYθ
−z(σ(X))∆−
z
r )
+
n
∑
k=1
∑
µ∈W(k)
(
−z/r
k
)
µ
Tr(ρY∇µ(σ(X))∆−
z
r−k)
+ Tr(ρYQ),
where Q ∈ Opm−n−1.
Now we take the residue at z = 0 of the function ζXY(z). The second
line vanishes, since by assumption the zeta function has only simple poles
and the coefficients (−z/rk )µ vanish at z = 0 for all k > 0 (see Proposition
A.4). Similarly the third line can be made to vanish by taking n large
enough, since Tr(ρYQ) becomes holomorphic at 0 in this case. Therefore
we are left with
Φ(XY) = Resz=0 Tr(ρYθ
−z(σ(X))∆−
z
r ).
The twist θ−z in this expression can be removed, as we now argue. Sup-
pose to begin with that X is homogeneous of weight λ, that is θ−z(X) =
λ−zX. The factor λ−z can be pulled out of the trace and evaluating it at
z = 0 gives 1. For general X, it suffices to decompose σ(X) into homoge-
neous components.
Therefore, we get
Φ(XY) = Resz=0 Tr(ρYσ(X)∆
− zr ) = Φ(Yσ(X)).
This concludes the proof. 
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Appendix A. Appendix: Quantum analogues of the Cauchy
Differentiation Formula
A.1. A generalized Cauchy Differentiation Formula. Recall that the clas-
sical Cauchy Differentiation Formula is
1
2pii
∫
Γ
f (λ)
(λ− t)n+1
dλ =
f (n)(t)
n!
.
To state the generalized formula, we need to introduce differential-difference
operators of the following type.
Definition A.1. Let µ = (µ0, . . . , µn) ∈ Cn+1. We write mult(µi) for the
multiplicity of µi in µ, i.e., mult(µi) = #{j | µj = µi}.
If f (s) is a holomorphic function of s ∈ C (or some appropriate open
subset), we write p f ,µ(s) for the polynomial of degree n which agrees with
f (s) at each s = µi to order mult(µi). The µ-derivative of a holomorphic
function f at t ∈ C is then defined as
∂µ f (t) := p
(n)
f ,tµ ∈ C,
where we note that the nth derivative p
(n)
f ,tµ(s) is polynomial of order 0.
For instance, the ordinary nth derivative is equal to ∂µ when µ =
(1, . . . , 1) ∈ Cn+1. On the other hand, if all the µi are distinct we ob-
tain a higher order difference operator. For instance, ∂(a,b) f (t) =
f (at)− f (bt)
a−b
when a 6= b. In particular ∂(1,q) is the q-derivative Dq when q 6= 1 (see
[KS97, §2.2.1]).
Proposition A.2. Let f be a holomorphic function on a simply connected domain
U ⊆ C, and let Γ be a simple contour in U. Let t ∈ C and let µ ∈ Cn such that
µit lies in the interior of Γ for each i. Then
1
2pii
∫
Γ
f (λ)∏ni=0(λ− µit)
−1 dλ =
∂µ f (t)
n!
. (A.1)
Proof. It suffices to prove this formula on the dense open subset of µ for
which all coefficients µi are distinct, since both sides of the formula are
holomorphic functions of µ ∈ Cn+1 so long as µit lies inside Γ for all i.
Lemma A.3. If a0, . . . , an are distinct complex numbers then
n
∏
i=0
(λ− ai)
−1 =
n
∑
i=0
(
(λ− ai)
−1 ∏
j 6=i
(ai − aj)
−1
)
as rational functions.
Proof. Consider the following polynomial in λ:
g(λ) :=
n
∑
i=0
(
∏
j 6=i
(λ− aj)
(ai − aj)
)
.
It satisfies g(ak) = 1 for all k = 0, . . . , n. Since g has order n, it follows that
g = 1. Multiplying g by ∏ni=0(λ− ai)
−1 gives the result. 
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Applying this lemma, the left-hand side of Equation (A.1) becomes
1
2pii
∫
Γ
f (λ) ∏ni=0(λ− µit)
−1 dλ
=
n
∑
i=0
(
∏j 6=i(µit− µjt)
−1
) 1
2pii
∫
Γ
f (λ)(λ − µit)
−1 dλ
=
n
∑
i=0
f (µit)∏j 6=i(µit− µjt)
−1. (A.2)
For the right-hand side, we recall that
∂µ f (t) = p
(n)
f ,tµ
where p f ,tµ is the unique polynomial of degree n which agrees with f at
each µit. Specifically,
p f ,tµ(s) =
n
∑
i=0
f (µit)∏
j 6=i
(s− µjt)
(µit− µjt)
.
Considering the coefficient of sn in this polynomial gives
∂µ f (t)
n!
=
p
(n)
f ,tµ
n!
=
n
∑
i=0
f (µit)∏
j 6=i
1
(µit− µjt)
. (A.3)
Comparing (A.2) and (A.3) proves the proposition. 
A.2. µ-binomial coefficients. Wewill apply the above formula to the func-
tions f (t) = tz where z ∈ C (with branch cut for t on the negative real axis).
Let µ ∈ Rn+1+ be an n-tuple of strictly positive reals. Then the µ-derivative
of tz is well-defined for all t ∈ C \ (−∞, 0], and from Equation (A.3) we
deduce that it is a constant multiple of tz−n. The constant will be called
the µ-binomial coefficient and denoted (zn)µ, i.e.,
∂µ(t
z) =
(
z
n
)
µ
tz−n. (A.4)
The next proposition summarizes some of the basic properties of the
µ-binomial coefficients.
Proposition A.4. Let µ = (µ0, . . . , µn) ∈ R
n+1
+ and z ∈ C.
(1) The function z 7→ (zn)µ is entire.
(2) The following analogue of Pascal’s identity holds:(
z+ 1
n
)
µ
= µ0
(
z
n
)
µ
+
(
z
n− 1
)
µˇ
, (A.5)
where µˇ = (µ1, . . . , µn) ∈ R
n
+ is the n-tuple obtained by removing µ0.
(3) If µ = (1, . . . , 1) then (zn)µ =
z(z−1)···(z−n+1)
n! is the standard binomial
coefficient.
(4) If µ = (1, q, . . . , qn) for q 6= 1, then (zn)µ =
(1−qz)(1−qz−1)···(1−qz−n+1)
(1−q)(1−q2)···(1−qn)
is
the Gaussian binomial coefficient.
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(5) If n = 0, so that µ = (µ) for some µ ∈ R+, then (
z
0)µ = µ
z.
(6) If n > 0, then (0n)µ = 0.
Proof. Claim (1) follows from the holomorphicity of z 7→ tz. For (2), we use
Equation (A.3) to obtain an explicit formula for the µ-binomial coefficients
when all µi are distinct:(
z
n
)
µ
=
n
∑
i=0
µzi
∏j 6=i(µi − µj)
. (A.6)
In this case,(
z+ 1
n
)
µ
=
n
∑
i=0
µz+1i
∏j 6=i(µi − µj)
=
n
∑
i=0
µ0µ
z
i
∏j 6=i(µi − µj)
+
n
∑
i=0
µzi (µi − µ0)
∏j 6=i(µi − µj)
= µ0
n
∑
i=0
µzi
∏j 6=i(µi − µj)
+
n
∑
i=1
µzi
∏0 6=j 6=i(µi − µj)
= µ0
(
z
n
)
µ
+
(
z
n− 1
)
µˇ
.
The general case follows by continuity in µ. Claim (3) is standard since
∂(1,...,1) =
dn
dtn . Claim (4) follows by comparing Pascal’s Identity for the q-
binomial coefficients (see, e.g., [KS97, §2.1.2])—we skip the details since in
any case we don’t need this. The final two claims are easy calculations. 
The following is an immediate consequence of the generalized Cauchy
Differentiation Formula (Proposition A.2).
Corollary A.5. Let µ = (µ0, . . . , µn) ∈ R
n+1
+ . If t ∈ R+, then for any z with
Re(z) < 0 and any vertical contour Γ separating t from 0, we get
1
2pii
∫
Γ
λz(λ− µ0t)
−1 · · · (λ− µnt)
−1 dλ =
(
z
n
)
µ
tz−n.
Lemma 5.5 now follows from Corollary A.5 by the holomorphic func-
tional calculus.
References
[CM95] A. Connes and H. Moscovici. The local index formula in noncommutative geom-
etry. Geom. Funct. Anal., 5(2):174–243, 1995.
[CM08] Alain Connes and Henri Moscovici. Type III and spectral triples. In Traces in num-
ber theory, geometry and quantum fields, Aspects Math., E38, pages 57–71. Friedr.
Vieweg, Wiesbaden, 2008.
[Con94] Alain Connes. Noncommutative geometry. Academic Press, Inc., San Diego, CA,
1994.
[DD10] Francesco D’Andrea and Ludwik D
‘
abrowski. Dirac operators on quantum pro-
jective spaces. Comm. Math. Phys., 295(3):731–790, 2010.
[DS03] Ludwik D
‘
abrowski and Andrzej Sitarz. Dirac operator on the standard Podles´
quantum sphere. In Noncommutative geometry and quantum groups (Warsaw, 2001),
volume 61 of Banach Center Publ., pages 49–58. Polish Acad. Sci., Warsaw, 2003.
REGULARITY OF TWISTED SPECTRAL TRIPLES AND PSEUDODIFFERENTIAL CALCULI 21
[Hig04] Nigel Higson. The local index formula in noncommutative geometry. In Contem-
porary developments in algebraic K-theory, ICTP Lect. Notes, XV, pages 443–536.
Abdus Salam Int. Cent. Theoret. Phys., Trieste, 2004.
[Krä04] Ulrich Krähmer. Dirac operators on quantum flag manifolds. Lett. Math. Phys.,
67(1):49–59, 2004.
[KS97] Anatoli Klimyk and Konrad Schmüdgen. Quantum groups and their representations.
Texts and Monographs in Physics. Springer-Verlag, Berlin, 1997.
[KW13] Ulrich Krähmer and Elmar Wagner. A residue formula for the fundamental
Hochschild class on the Podles´ sphere. J. K-Theory, 12(2):257–271, 2013.
[Mat15] Marco Matassa. On the Dolbeault-Dirac operators on quantum projective spaces.
Preprint. https://arxiv.org/abs/1507.01823, 2015.
[NT05] Sergey Neshveyev and Lars Tuset. A local index formula for the quantum sphere.
Comm. Math. Phys., 254(2):323–341, 2005.
[PW14] Raphaël Ponge and Hang Wang. Noncommutative Geometry and Confor-
mal Geometry. I. Local Index Formula and Conformal Invariants. Preprint.
https://arxiv.org/abs/1411.3701, 2014.
[Uuy11] Otgonbayar Uuye. Pseudo-differential operators and regularity of spectral triples.
In Perspectives on noncommutative geometry, volume 61 of Fields Inst. Commun.,
pages 153–163. Amer. Math. Soc., Providence, RI, 2011.
Université Clermont Auvergne, Université Blaise Pascal, BP 10448, F-63000 Clermont-
Ferrand, France
E-mail address: Marco.Matassa@math.univ-bpclermont.fr
Université Clermont Auvergne, Université Blaise Pascal, BP 10448, F-63000 Clermont-
Ferrand, France
E-mail address: robert.yuncken@math.univ-bpclermont.fr
