I improve the tight bound on quantum searching [4] to a matching bound, thus showing that for any probability of success Grover's quantum searching algorithm is optimal. E.g. for near certain success we have to query the oracle π/4 √ N times, where N is the size of the search space. I also show that unfortunately quantum searching cannot be parallelized better than by assigning different parts of the search space to independent quantum computers. Earlier results left open the possibility of a more efficient parallelization.
Quantum searching
Imagine we have N cases of which only one fulfills our conditions. E.g. we have a function which gives 1 only for one of N possible input values and gives 0 otherwise. Often an analysis of the algorithm for calculating the function will allow us to find the input value for which the output is 1. Here we consider the case where we don't know better than to repeatedly calculate the function without looking at the algorithm, e.g. because the function is calculated in a black box subroutine into which we are not allowed to look. In computer science this is called an oracle. Here I consider only oracles which give 1 for exactly one input. Quantum searching for the case with several inputs which give 1 and even with an unknown number of such inputs is treated in [4] .
Obviously on a classical computer we have to query the oracle O(N ) times to find the answer. Grover [1] has given a quantum algorithm which can solve the problem in π/4 √ N steps. This is an interesting improvement even though in computer science terms this is still an exponential (and not polynomial) time algorithm. Bennett et al. [3] have shown that no quantum algorithm can solve the problem in less than O( √ N ) steps. Boyer et al. [4] have improved this result to show that e.g. for a 50% success probability no quantum algorithm can do better than only a few percent faster than Grover's algorithm. I improve the proof in [4] , showing that for any success probability Grover's algorithm is optimal.
The abovementioned proofs have shown that O( √ N ) steps are necessary for quantum searching. They haven't said whether these steps can only be carried out consecutively or whether they could (partially) be done in parallel. If they could (partially) be done in parallel then a quantum computer containing S oracles running for T time steps could search a search space of O(S 2 T 2 ). Now any search problem can simply be parallelized by assigning different parts of the search space to independent search engines (whether quantum or classical). But using this "trivial" parallelization we could only search a search space of O(ST 2 ) using S independent quantum computers running Grover's algorithm. The question of doing better than that is potentially important because from a fundamental physics point of view there is more space than time in our world. E.g. the visible universe contains third power as much "Planck cubes" than the age of the universe measured in Planck times. This is of course simply because there are 3 space dimensions whereas there is only one time dimension. Planck time and Planck length are usually taken to be the smallest scales on which computation could be carried out (disregarding minor technical hurdles).
Grover's algorithm
Grover's quantum searching algorithm distinguishes between the N possible one-yes oracles (yes = 1) using π/4 √ N oracle calls (that is evaluations of the function). It makes the same sequence of operations π/4 √ N times. The sequence consists of 4 simple operations. The input state to the algorithm is the (easily constructed) equally weighted state initial state
The |n are the N = 2 l computational basis states (where every one of the l qubits is either 0 or 1) which correspond to the possible inputs of the oracle. Thus for Grover's algorithm N has to be a power of 2. Again [4] have generalized this to arbitrary N . The 4 operations of Grover's algorithm are then:
The first step is really the invocation of the oracle. The input we are looking for is n 0 . An oracle giving 0 or 1 can easily be changed into an oracle which conditionally changes the sign of the input. This is done by conjugating the oracle with Hadamard transforms. Of course the oracle will need a lot of work space, but as we expect these work qubits to be reset to their pre-call value after each oracle call, we don't really have to care about them in the quantum algorithm as they "factor out" (after the oracle call they form a tensor product with the rest of the quantum computer). The requirement that the work qubits have to be reset means that the (classical) algorithm may have to be called twice in the oracle. The second step applies a Hadamard transform to every qubit. The Hadamard transform is given by the following matrix:
The third step changes the sign of all computational basis states except for |0 and the forth step is the same as the second.
The following results are straight forward to obtain: After i iterations of these 4 operations the state of the QC can be written as
One application of the 4 operations gives:
This is simply a SO(2) rotation with
Thus ϕ ≈ sin ϕ ≈ 2/ √ N and we need π/4 √ N steps to obtain a state very close to |n 0 .
tight bound on quantum searching
Here I sketch my version of the proof from [4] which gave the tightest limit on quantum searching so far. It is an extension of the earlier O( √ N ) proof in [3] . Below I obtain my results by further refining the same proof.
The proof gives a limit on the success probability after T time steps. It works by analizing the difference of the QC states between the cases when we have a specific one-yes oracle and when we have the empty oracle (always giving 0). For the empty oracle case I denote the QC state after i oracle invocations by φ i whereas φ y i denotes this state when we have an oracle that gives yes only for input y. More precisely, these are the QC states just before the next oracle call, thus in one register of the QC there must be the input to the oracle.
The proof consists of two parts. The first part shows that for success probability p and T oracle invocations the following inequality must hold:
Where the "1." above the "≤" is for later discussion. The above holds irrespective of whether we require that for every y the probability of getting the right answer is at least p or whether we require that the probability of getting the right answer is at least p when averaging over all y, assuming that the a priory probability of all y's is the same, namely 1/N . I prove this inequality in the appendix, as it is not central to the understanding of the proof. The central part of the proof shows that for any T
Both inequalities together then give the desired result. I now show the above inequality. To simplify the notation I assume that, like in Grover's algorithm, in every iteration (containing one oracle invocation) the quantum computer makes the same sequence of operations. It is then easy to see that the proof works just as well without this restriction. By
I denote the difference between the unitary transformation corresponding to the empty oracle and the unitary transformation corresponding to the oracle giving 1 only for input y. U and U y will act identically on all computational basis states except those where the register holding the input to the oracle is y. To get an upper bound on |φ y T − φ T |, consider the following:
Where P y is the projector onto those computational basis states which are going to query the oracle on input y. The numbering of the inequality signs is again for later discussion. For the next step I need the inequality ( a i ) 2 ≤ N a 2 i , where the a i 's are N real numbers. It follows from the equality
which is easy to verify. So now we get:
By summing this over all y's we get:
improving this bound
To see how tight the above inequality is, let's look at the 4 (numbered) inequalities in the proof which are then concatenated to yield the final inequality. Let's see how well Grover's algorithm (after any number of steps) does on these 4 inequalities. It turns out that it saturates all but the 2. inequality. For the 1. inequality this is shown in the appendix. The 3. (in)equality is easily verified. It is true because in the first of Grover's 4 operations the sign of |n 0 is changed, thus maximizing the distance between |n 0 and −|n 0 . The 4. inequality is saturated because of the symmetric treatment of the y's in Grover's algorithm (as is the case for the 1. inequality). So let's now concentrate on the 2. inequality:
For Grover's algorithm, U is the identity and thus φ i = φ 0 , so
(Excuse me for the notational redundancy, of course n 0 ≡ y.) As mentioned before, U y just carries out a SO(2) rotation on the space spanned by |n 0 and 1/ √ N − 1 n =n0 |n . Thus for Grover's algorithm the vectors in inequality #2 don't all point in the same direction, rather if drawn one after the other they form an arc. This prevents the inequality from being saturated and explains the discrepancy of the tight bound in [4] 
This has the form
where all ψ i 's are normalized. The question now is how we have to choose ψ 1 , ψ 2 , . . . ψ T −1 in order to minimize |ψ i − ψ i+1 | 2 when ψ 0 and ψ T are fixed. Intuitively it is clear that for this the ψ i 's have to be evenly spaced along the arc between ψ 0 and ψ T . (Note that this is obviously the case for Grover's algorithm!) Formally this can be established by variation with respect to ψ i , which yields:
With cos α = Re ψ 0 |ψ T , the following holds for this optimal configuration. It is easy to see for ψ 0 |ψ T real, but is actually true in general:
To check that this is true in general, note that the arc is given by:
With this the above equations 16 and 17 can now be verified for general (possibly complex) ψ 0 |ψ T . So we now have that (compare to equation 11)
where f (x) describes the improvement in our bound. It is given by
We now want to sum equation 19 over all y's. We use variational calculus to get an upper bound on the sum over the right hand side. We know that we have an absolut (and not only a relative) maximum because in the whole area of interest f ′ > 0 and f ′′ < 0. Also formal proof using finite differences instead of infinitesimal ones should not be hard to do. Thus I claim:
But this inequality is saturated by Grover's algorithm. Thus we have established that Grover's algorithm is optimal.
Limits on parallelizing Grover's algorithm
Imagine we have a QC with S (identical) oracles which can be queried independently. Can we do better than to run S independent Grover algorithms where each one is assigned an equally large part of the whole search space? I will show that we unfortunately can't do better. For simplicity of notation I will show it for just 2 oracles, but the proof is readily generalized to S oracles. In principle we could query the 2 oracles at different times, but one can see that without loss of generality we can assume that they are always queried simultaneously: Imagine that oracle 1 is queried first. Without loss of generality we can assume that the register carrying the input to the oracle is only touched by the oracle as long as it computes. This can be achieved by copying the input into a register reserved for oracle 1. Thus other (parallel) unitary transforms taking place while oracle 1 is working, act only on the remaining qubits. After some preparatory such operations oracle 2 will be queried. It is now clear that we can just as well wait with querying oracle 1 until the preparations for oracle 2 are done.
Note that in our considerations all we care about is how often the oracles are called. We don't care about the cost of any other unitary transforms, actually we don't even ask whether they can efficiently be composed of elementary gates. Of course once we have established that even under this general viewpoint Grover's algorithm is optimal, we know that the "auxiliary" unitary transforms can be composed of elementary gates. Actually it is clear that in any sensible application of Grover's algorithm these auxiliary operations are going to be much easier (and faster) than the oracle call.
Back to parallelizing. As before we have
where φ i is the QC state just before the 2 oracles are called (for the i + 1 -th time). P y now is the projector on the computational basis states where any of the 2 oracles is queried on input y (possibly both). Actually we have improved the above inequality in the preceding paragraph to
For simplicity I will leave away this improvement in the following. It can later easily be added. Now
where P i y is the projector on those states that query oracle i on y. P 1,2 y projects on those states where both oracles get input y. A moment's thought shows that:
Then:
This essentially completes this demonstration. It shows that to get a certain success probability we can gain only a factor of √ 2 in T by using 2 oracles, but this is the same performance as 2 independent Grover searches, each working on half the total search space. Actually equality is reached if P 1,2 y φ i = 0, thus if the search subspaces on which the two oracles are queried are disjoint.
Appendices

Variational calculus
Say we want to find an extremum (minimum or maximum) of a (well behaved) function of two variables. At the extremum the gradient has to vanish, thus:
Now we add a constraint, thus we are looking for an extremum under all x, y for which g(x, y) = c = const. For this case the Lagrange multiplier technique is used. The idea is that we are now looking for values of x, y for which small variations perpendicular to the gradient of g(x, y) don't change f (x, y) to first order. This simply means that the gradients of f (x, y) and g(x, y) have to be parallel to each other. Thus the gradient of
has to vanish for some λ. The solution for x, y of the following equations will then depend on λ:
Then we have to choose λ such that g(x, y) = c. Of course this method is easily extended to functions and constraints of more than two variables and also to more than one constraint:
Now consider the following example with a function f (x) of one variable:
Thus without further calculation we see that an extremum is reached when all x i are equal, namely x i = c/N . This will be a (relative) maximum if f ′′ (c/N ) < 0 and a (relative) minimum if f ′′ (c/N ) > 0.
proof of inequality 5
We want to show that
The ψ y 's are now any N (normalized) vectors and also ψ is arbitrary. As mentioned before this inequality is valid irrespective of whether p is the minimum success probability of correctly identifying ψ y for any y or whether it is the average success probability when averaging over all y's.
The question of how to optimally distinguish between non-orthogonal states by a quantum measurement is a difficult problem and has caused a lot of ink to flow respectively toner to stick. (see e.g. [5] and the 528 references therein.) Measurement schemes can be such that when the measurement gives y then one is sure that the state was ψ y , but often the answer will be that the measurement has not yielded a definite answer. Here we are not interested in such schemes. Because once we get an answer we can easily check whether it is correct, all we are interested in is to maximize the probability of getting the right answer, irrespective of whether an unsuccessful measurement yields a wrong answer or "don't know".
Contrary to the general problem our problem can fortunately be solved relatively easily. First I give a set of ψ y 's that will saturate the inequality (thus the inequality becomes an equality). That is the "symmetric" case when the scalar product between any two vectors is the same (and real): (Note that this is the case for the φ y T 's in Grover's algorithm after any number T of steps.)
In this case the optimal measurement (in our sense) can take place in the Hilbert space spanned by the ψ y 's. In general it pays off to extend the Hilbert space (this is formalized in the "positive operator valued measurement (POVM)" -formalism, see again [5] and 528 references therein). With variational calculus (or a simple symmetry argument) one easily finds that the left hand side of inequality 32 is minimal if ψ is the normalized average of the ψ y 's. In the optimal measurement basis the ψ y 's and ψ are given by:
It is now easy to verify that inequality 32 is saturated. Let's now prove inequality 32: In general the QC will have more than l qubits (where N = 2 l ). Then 
We measure in the basis |m . I denote by M y the set of m's which, when we obtain them from a measurement, will be interpreted as answer "y". Then the probability of correctly identifying the state ψ y is
Let's now see how we can minimize |ψ y − ψ| for a fixed p y and also for a fixed ψ. Variational calculus yields 
This gives
where a y = m∈M y |c m | 2 . So
Of course a y = 1. When we now require 1/N p y = p, variational calculus shows that the minimum of y |ψ y −ψ| 2 is reached for p y = p ∀ y and a y = 1/N . Then
final remarks
My considerations have been restricted to "1-yes" oracles (and occasionally "0-yes" when parallelizing). Most probably these results can be generalized to "several-yes" situations. I would like to thank Manny Knill for discussing my results with me. I apologize to mathematicians and computer scientists who have suffered through this paper, looking in vain for theorems, lemmas, corollaries, ... Probably it is of little comfort to them that it took me weeks to understand their presentations on quantum searching.
