Introduction
One of the issues regarding the misclassification in case-control studies is whether the misclassification error rates are the same for both cases and controls (Walker & Irwig, 1988) . Currently, a common practice is to assume that the rates are the same. This is the so-called "non-differential mis-classification (NDMC)" assumption. Many nice theoretical results are derived under this assumption. For example, in a case-control study with 2×2 contingency table, the adjusted odds ratio is always biased toward the value of the null hypothesis if the misclassification error rates are assumed to be non-differential (Bross, 1954; Goldberg, 1975) . However, it is intuitively obvious that the assumption of NDMC might not be valid in many practical applications. Unfortunately, no test is available so far to test the validity of the NDMC assumption.
It is the purpose of this study to propose a test for assessing the validity of NDMC assumption in a case-control study with 2×2 contingency table. First, a theory of exposure operating characteristic curve is developed. Next, two methods are proposed to test the NDMC assumption. Three examples from practical applications are given to illustrate the proposed methods.
Methods
The curve of exposure operating characteristic
The idea of exposure operating characteristic (EOC) curve is parallel to that of receiver operating characteristic (ROC) curve in medical diagnostic test (Zhou, McClish & Obuchoowski, 2002) . Suppose that the collected data for a casecontrol study is arranged to be given by Table 1 . Assume that it is known that Table 1 is possibly misclassified; yet, the truly correct table is unknown. Here the counterfactual thinking comes into playing a crucial role in finding out what the possible true table is, that is, the true table is the counterfactual while the observed misclassified table is the factual (Epstude & Roese, 2008) . It may thus be assumed that cell count in the observed table might be over -(or under-) misclassified by a certain number of subjects from the true table. The random variable E in Table 2 is assumed to be correctly classified on the subject's exposure condition, whereas E * in Table 1 is its misclassified surrogate of E. 
Let the number of misclassified subjects be given by The observed cell frequency (n ij ) is said to be under-misclassified if ( ) ( ) j i m > 0; otherwise it is called over-misclassified. Thus, the sensitivity (Se) and specificity (Sp) can be calculated for cases and controls as follows:
Note that not all ( ) 
Varying the values of ( ) ( ) j i m , it is possible to obtain many feasible sensitivity and specificity pairs. A plot of all feasible pairs of points ( )
, 1 j j Se m Sp m − is said to be the EOC curve for cases or controls depending on j = 1 or 0. Incidentally, let the number of points on the EOC curves for controls and cases be given respectively by m 0 and m 1 .
Testing the assumption of non-differential misclassification
In terms of the EOC curve, a test on the NDMC is equivalent to following pair of null and alternative hypotheses:
There are at least two ways to test equation 4. One way is to use a summary measure, the area under the curve (AUC). The measure of AUC has been widely used in testing whether the two ROC curves associated with the diseased and healthy populations are the same (Hanley & McNeil, 1982) . The other way is to use the Kolmogorov-Smirnov test for the bivariate data of sensitivity and specificity pairs.
If a linear interpolation is used to connect all the discrete points on the EOC curve, the area under the curve is calculated by using numerical method, namely, the trapezoidal rule. For convenience, let X(t) and Y(t) denote respectively the xaxis (1 -Specificity) and y-axis (Sensitivity), where the variable t represents the misclassified number of subjects. The points
x m y m lying on the EOC j curve are given respectively as follows: for j = 0, 1; k = 1, …, m j . vertical coordinates ( Fig. 1) . Thus, the area under the EOC j curve (AUC) is calculated by using the trapezoidal rule as follows (Bamber, 1975) :
To estimate equation 5, it can be shown that the AUC under the EOC is equivalent to the Wilcoxon-Mann-Whitney test (Pepe, 2003) . Two nonparametric methods for testing equation 4 are thereby summarized as follows:
Method A: The Wilcoxon-Mann-Whitney (WMW) test
For each point lying on the EOC i curve, define the Youden's index (YI) as follows (Zhou, McClish & Obuchowski, 2002) :
where P (i) is the point lying on the EOC i curves, i = 0, 1.
Let (1) j P and (0) k Q be the points lying on the empirical EOC i curves for i =1 (cases) and i = 0 (controls) respectively. Define : 0.5 versus :
An unbiased estimator for θ of equation 5 is given by Mee (1990) 0 11
where U jk are defined by equation 7 and its variance is given by
Note that the estimators for θ 1 , θ 2 , δ  , and M are
Consequently, an estimator of ( ) var θ is given by
Hence, a standard normal z θ -statistic for testing equation 8 is given by 
where YI(P (1) ) (i) , i = 1,2, …, m 1 , and YI(Q (0) ) (j) , j = 1, 2, …, m 0 are the order statistics of Youden's index (equation 6) associated with points lying on the EOC curves for cases and controls respectively. The Kolmogorov-Smirnov test is based on the statistic ) (equation 16) is larger than the two-sided critical value K α , where α is the probability of type I error (Conover, 1971) .
Examples
Three examples are used to illustrate how to employ the two methods mentioned in the previous section to test the assumption of non-differential misclassification.
The problem now is to calculate the value of sensitivity and specificity when the validation sample data are not available. Here the counterfactual thinking comes into playing the critical role to overcome this barrier (Epstude & Roese, 2008) , that is, if only the true (correctly classified) , which provided in the last row of Table 17 in (Conover, 1971) .
Example 1
The data in Table 3a are taken from a study of deaths caused by landslides that occurred in the State of Chuuk, Federated States of Micronesia, in which a case-control design was used to identify the risk factors (Sanchez et al., 2009) . A case was defined to be a person who died as a result of landslides.
Proxies were identified in the surviving villagers to provide information for the decedents, or persons in the control group who were too young to answer questions. Because proxies were used to obtain information on the questions asked in the survey, misclassification was likely to occur. For an illustration, one table was taken from their study regarding whether a person saw natural warning signs (Table 3a) . In this example, Exposure = 1 if a person did not see natural warning signs; 0 otherwise. Assume that the observed table (Table 3a) is misclassified, the potential true table for the over-misclassification situation may be determined by identifying all possible positive integers less than the smallest observed frequency in the (0, 1) cell, n 01 = 2. It turns out there is only one integer which is less than 2. Hence the only potential true (counterfactual) table is given by N 11 = 38, N 10 = 26, N 01 =1, and N 00 = 26. By using equation 2, Se 1 = 1 -1/(38 + 37) = 0.987 and Sp 1 = 1 -1/(1 + 2) = 0.667; Se 0 = 1 -1/(26 + 27) = 0.981 and Sp 0 = 1 -1/(26 + 25) = 0.98. Hence, the EOC curves for cases and controls have just one point (Se 1 , 1 -Sp 1 ) = (0.987, 0.333) and (Se 0 , 1 -Sp 0 ) = (0.981, 0.02) as shown in Table 3b . Although there were 24 true (counterfactual) tables for the under-misclassification situation, only three and seventeen sensitivity and specificity pairs for cases and controls were proved respectively to be feasible, namely, they satisfy all the three constraints of Eqs. 3a-3c. All feasible (1 -Sp, Se) pairs are exhibited as boldface figures in Table 3b . A plot of the EOC curves for cases and controls in Example 1 is given in Fig. 2 .
Because the results of both methods are not significant (Table 3c) , the null hypothesis of equation 4 is not rejected at the significance level of 0.05. Example 2 The data in Table 4a are taken from table 7 .2 in Schlesselman's book (1982) . This data set is in fact a subset of the data from a case-control study of the relation between estrogen use and endometrial cancer in women (Antunes et al., 1979) . The use of estrogen is regarded as an exposure risk factor. The rates of exposure for cases and controls are given respectively by 1 p = 0.3 (= 55/183) and 0 p = 0.1 (= 19/183). Assume that the exposure data are misclassified for both cases and controls and there is interest in knowing whether their misclassification rates are the same. By designating the frequency in cell (1, 0) of Table 4a as a free parameter, there were 18 potential true (counterfactual) tables for the over-misclassification scenario. After checking for the feasibility constraints (Eqs. 3b-3c), all 18 pairs of sensitivity and specificity were feasible for cases, while only 17 pairs were feasible for controls. For the under-misclassification scenario, there were 64 potential true (counterfactual) tables. Yet 45 pairs of sensitivity and specificity for cases were feasible, while 30 pairs were feasible for controls. Again, only the top and bottom five pairs are listed in Table 4b . A plot of their EOC curves is given in Fig. 3 .
Because the results of both methods are not significant (Table 4c) , the null hypothesis of equation 4 is not rejected at the significance level of 0.05. By the way, the reason that ˆ0 .42 θ = < 0.5 is because equation 7 is defined in terms of controls rather than cases, that is, U jk = 1 if ( ) ( ) Example 3 The data of Table 5a are taken from a case control study of sudden infant death syndrome (SIDS) (Greenland, 1988) . Among those women who were interviewed, it was asked if she had used the antibiotic medicine during pregnancy. The rate of using the antibiotic medicine for cases and controls were given respectively by 1 p = 0.22 (= 122/442) and 0 p = 0.17 (= 101/580). Assume that the interview data are misclassified for both cases and controls and there is interest in knowing whether their misclassification rates are the same.
To do so, it is necessary to obtain their EOC curves. To construct the potential true (counterfactual) table, the observed cell frequency n 10 = 101 were chosen as a reference. For the over-misclassification scenario, the possible values of N 10 were determined to be integers running from 100 down to 1 (Column 5, Table 5b ). After the value of N 10 was determined, all other cell frequencies were uniquely determined because the column/row totals have to be fixed as the same as that of the observed table. There were 100 potential true (counterfactual) tables. After checking the feasibility constraints imposed by Eqs. 3b-c, all 100 (Se, Sp) pairs were feasible for cases, but only 91 (Se, Sp) pairs were feasible for controls. To save space, only the top and bottom five pairs are listed (Table 5b) . Similarly, for the under-misclassification scenario, the possible values of N 10 were determined to be integers running from 102 up to 222. There were 121 potential true (counterfactual) tables. Although all 121 true (counterfactual) tables produced feasible pairs of (Se, Sp) for controls, only 107 (Se, Sp) pairs were feasible for cases. Again, only the top and bottom five pairs are listed (Table 5b) . A plot of their EOC curves for cases and controls is given respectively in Fig. 4 .
Because none of the results obtained from both methods are significant (table 5c), the null hypothesis of equation 4 is not rejected at the significance level of 0.05. 1) The EOC curve is intrinsically different from that of the ROC curve. The ROC curve is interested in judging the accuracy of a diagnostic test on the individual's disease status, while the EOC curve is concerned with the correct classification of the subject's exposure condition.
2) Unlike the ROC curve in which the entire curve is a single continuous curve, the EOC curve is comprised of two distinct pieces: one piece of the curve corresponds to the over-misclassification scenario, while the other piece of the curve to the undermisclassification. Further, the ROC curve is strictly increasing, whereas the EOC curve is monotonically decreasing.
3) It seems that equation 3a is redundant when both equations 3b &3c are satisfied. But, the expression of ( ) ( ) ( ) ( ) 1 0 1 j j Se m Sp m + − is the determinant of the misclassification matrix for the 2 × 2 contingency table. In fact, equation 3a is the first condition required for the existence of the bias-adjusted proportion estimator (Lee, 2009 ). Incidentally, the non-singularity of the misclassification matrix is always the first condition required to be satisfied for the existence of the bias-adjusted estimator in other applications too (Lee, 2010 (Lee, , 2011 .
4)
Method B is preferred to Method A because it is possible that two EOC curves are different, but they have the same area.
Conclusion
In this paper a theory of the exposure operating characteristic curve is developed to test the assumption of non-differential misclassification in case-control studies. In terms of the Youden's index two nonparametric methods, the Wilcoxon-Mann-Whitney and Kolmogorov-Smirnov test, are proposed to test whether the two exposure operating characteristic curves are the same for cases and controls. Three real-data examples were used to illustrate the proposed two methods. Apparently, the idea of the exposure operating characteristic curve for testing the assumption of non-differential misclassification for the 2 × 2 contingency tables presented can be extended to the 2 × K or K × K matched-pair
