Abstract-This paper compares the performance of various rule-based classification systems. In the classification problems in this paper it is assumed that a misclassification cost is associated with each training pattern. Thus, the task of classification is to minimize the total sum of misclassification costs rather than to maximize the classification rate. Ifthen rules are being generated from a given set of training patterns. The differences between the classification systems used in this paper are (a) whether fuzzy sets or interval sets are used in the antecedent part of ifthen rules, and (b) how the consequent part of the if-then rules is determined. In the determination of the consequent part of if-then rules we consider cost-based and compatibility-based determination . In costbased determination, the consequent class of a rule is determined so that the misclassification costs is minimal over the covered training patterns by the antecedent part of the rule. On the other hand, in compatibilitybased determination the consequent class of an if-then rule is determined from the compatibility of training patterns covered by the antecedent part of the rule. The grade of certainty of the rules in both determination types is calculated by using the compatibility of training patterns from each class. In a series of computational experiments, we examine the performance of the classification systems for three real-world pattern classification problems.
I. INTRODUCTION
Fuzzy rule-based systems have been successfully applied mainly to control problems [1] , [2] , [3] with one their advantages being their interpretability. Recently, fuzzy rulebased systems have also been applied to pattern classification problems. There are many approaches to the automatic generation of fuzzy if-then rules from numerical data for pattern classification problems [4] , [5] , [6] , [7] , [8] , [9] . Genetic algorithms can also be used to generate fuzzy classification systems. For example [10] proposed a genetic algorithm that selects a small number of fuzzy if-then rules from a large number of candidate fuzzy if-then rules. Ishibuchi et al. [11] proposed a Michigan-style fuzzy genetics-based machine learning method that generates fuzzy if-then rules from training patterns. Several heuristics for improving the performance of Michigan-style fuzzy genetics-based machine learning method were proposed in [12] . In [10] and [12] the antecedent fuzzy sets are determined by genetic algorithms while the consequent part is determined from given training patterns that are covered by the antecedent part of the rule.
In some cases misclassification of a particular input pattern causes extra costs. For example, in medical diagnosis of cancer, diagnosing malignant tumors as benign and hence mistaking a cancer patients as healthy could be penalized more than interpreting benign tumors as malignant. In [13] a pattern classification problem is re-formulated as a cost minimization problem. The concept of a weight is introduced for each training pattern in order to handle this situation. The weight of an input pattern can be viewed as the cost of misclassification/rejection of the pattern. Fuzzy if-then rules are generated by considering the weights as well as the compatibility of training patterns.
This paper compares the performance of various rule-based classification systems. For classification problems in this paper it is assumed that a misclassification cost is associated with each training pattern. Thus the task of the classification is to minimize the total sum of the misclassification costs rather than to maximize the classification rate. If-then rules are being generated from a given set of training patterns. The differences between the classification systems used in this paper are (a) whether fuzzy sets or interval sets are used in the antecedent part of rules, and (b) how the consequent part of the rules is determined. In the determination of the consequent part of a rule we consider cost-based and compatibilitybased determination. In cost-based determination, the consequent class of a rule is determined so that the misclassification costs is minimum over the covered training patterns by the antecedent part of rule. On the other hand, in compatibilitybased determination the consequent class of a rule is determined from the compatibility of training patterns covered by the antecedent part. The grade of certainty of the if-then rules in both determination methods is calculated by using the compatibility of training patterns from each class. In a series of computational experiments, we examine the performance of the classification systems for three real-world pattern classification problems.
II. CLASSIFICATION PROBLEM
In this section we describe the pattern classification problems considered in this paper. Without loss of generality, we assume that given training patterns are distributed over an ndimensional pattern space [0, 1] n . We also assume that m training patterns x p = (x p1 , x p1 , . . . , x pn ), p = 1, 2, . . . , m, from C classes are given a priori. In standard pattern classification problems the main focus is on how to construct classifiers that minimize the number of misclassified input patterns. In this case it is assumed that misclassification cost is specified equally for all classes. If c k denotes the cost of misclassifying an pattern from class k then the cost for all classes are specified as follows in the conventional pattern classification problems:
In many real-world problems however, the misclassification cost is different for different classes. As an example let us consider the medical diagnosis of cancer where the task is to diagnose a tumor as benign (not cancerous) or malignant (cancerous). Although any misclassification should be avoided, more attention should be put into the correct diagnosis of malignant than of benign tumors as the misdiagnosis of a cancer patient as not having the disease leads to a much higher costs than the other way around. In this paper, we handle this situation by specifying different misclassification costs for different classes and put more emphasis on minimizing the misclassification cost rather than minimizing the number of misclassified input patterns. Thus maximizing the classification rates is less important than minimizing the misclassification cost.
Let us consider a simple example where ten training patterns are given in a unit interval [0, 1] as shown in Figure 1 . Six training patterns are of Class 1, and the other four of Class 2. The task here is to describe the class of the unit interval by only a single rule without any condition (i.e. to perform a base classification). In standard pattern classification the interval will be described as Class 1 as the number of Class 1 patterns is larger than that of Class 2 patterns. This is because the misclassification cost of both classes is assumed to be the same (c 1 = c 2 ). On the contrary, if we know that the misclassification costs are specified as C 1 = 0.001 and C 2 = 1.0 beforehand, the the classification of the unit interval should be Class 2 as this is the optimal decision in terms of misclassification costs.
III. CLASSIFICATION SYSTEM
Classification systems for an n-dimensional pattern classification problem considered in this paper consist of a set of classification rules of the following type:
where R j is a rule label, A ji is an antecedent condition for the attribute value x i , i = 1, 2, . . . , n, C j is a consequent class, CF j is the degree of certainty, and N is the number of classification rules in a classification system. We categorize classification systems according to how classification rules in (2) are generated from given training patterns. Table I shows the categorization of classification systems. Fuzzy sets and intervals are used for antecedent conditions A ji , i = 1, 2, . . . , n. For determining the consequent class C j and the degree of certainty CF j , we employ two formulae. One is cost-based calculation, and the other is compatibility-based calculation. Detailed explanations on the antecedent conditions and the formulae for determining the consequent class and the degree of certainty are given in the following.
A. Fuzzy and Interval Antecedent Part
The first step to generate a classification rule is the specification of the antecedent part (i.e. A ji , j = 1, 2, . . . , N , and i = 1, 2, . . . , n. Fuzzy and interval antecedent parts are considered in this paper. Let us assume that we divide an input axis into L subsets. In the case of fuzzy antecedent part, we use triangular fuzzy sets in the antecedent part as shown in Figure 2 where four different partitions of an input axis are illustrated. The compatibility of an n-dimensional input vector x = (x 1 , x 2 , . . . , x n ) with a fuzzy rule R j is calculated as a product of the membership value for input attributes as follows:
where µ j (x) is the compatibility of x and µ ji (·), j = 1, 2, . . . , n is the membership function of the antecedent fuzzy set A ji . In the case of interval antecedent part, we divide an input axis based on the fuzzy partition. An interval set is generated based on the fuzzy partitions as in Figure 3 where the four different interval partitions corresponding to the fuzzy partitions of Figure 2 are given. Once the number L of partitions for each input attribute is specified, the total number N of generated if-then rules in a fuzzy classification system is given as:
where n is the dimensionality of the pattern classification problem. From Equation (4), we can see that the total number of generated if-then rules explodes when the dimensionality of a pattern classification problem is high. On the other hand, if the number of partitions is specified as a small value, the constructed fuzzy classification system does not suffer from the huge number of generated if-then rules although the classification performance often degrades.
B. Determination of Consequent Class
The consequent class C j for the if-then rule R j is determined from the given training patterns x p , p = 1, 2, . . . , m. In [10] first the sum of the compatibility is calculated for each class. Then the class with the largest value of the sum is taken as the consequent class of the rule. The procedure of determining the consequent class in the conventional fuzzy rulebased classification systems in [10] is summarized in the following procedure:
[Compatibility-based determination of C j ]
Step 1: Calculate β Class h (j) for Class h as
where
µ jn (·) is the membership function of the fuzzy set A jn .
Step 2: Find Classĥ that has the maximum value of β Class h (j):
Since the above procedure does not consider misclassification cost, we propose a cost-based determination method where the consequent class of a fuzzy if-then rule is determined from its compatible training patterns. Let us define the number of compatible training patterns from Class k with the fuzzy rule R j as n k j . A pattern x = (x 1 , x 2 , . . . , x n ) is compatible with rule R j if the following condition holds:
where µ j1 (·), µ j2 (·), . . . , µ jn (·) are the membership functions of antecedent fuzzy sets A j1 , A j2 , . . . , A jn of R j . The consequent class of R j is determined as the class with the maximum misclassification cost among the n k j training patterns. We use a multiplication operator to calculate the compatibility of an n-dimensional pattern with a fuzzy if-then rule in this paper.
Cost-based class determination hence proceeds as follows:
Step 1: Calculate n k j for Class k, k = 1, 2, . . . , C.
Step 2: Calculate the misclassification cost Cost
where c k is the cost of misclassifying a pattern from Class k.
Step 3: Find Classĥ that has the maximum value of cost k j :
C. Calculation of the Grade of Certainty
The grade of certainty can be viewed as a rule weight. Thus if a rule has a high grade of certainty, it can be used for classification even if it has only a low compatibility grade with an input pattern. The procedure of calculating the grade of certainty is the same as the one proposed in [10] : Note that the grade of certainty cannot be calculated when there are multiple classes that have the maximal value of β in Equation (7) or the maximal cost in Equation (10) depending on whether compatibility-based or cost-based determination of the consequent class is employed. In these cases the rule is not generated as the consequent class C j cannot be determined uniquely.
In the case of interval antecedent sets (i.e. interval costbased classification systems), the same values of the grade of certainty as the fuzzy version are used. 
D. Fuzzy Inference for Classification
Using the rule generation procedure in the last subsection, we can generate N fuzzy if-then rules as in Equation (??). After both the consequent class C j and the grade of certainty CF j are determined for all rules, a new pattern x = (x 1 , . . . , x n ) is classified by the following procedure:
Step 1: Calculate α Class h (x) for Class h, j = 1, . . . , C, as
Step 2: Find Class h that has the maximum value of α Class h (x):
If two or more classes take the maximal value, then the classification of x is rejected (i.e. x is left as an unclassifiable pattern), otherwise x is assigned to Class h .
IV. COMPUTATIONAL EXPERIMENTS

A. Data Sets
For evaluating the different classifiers we use three realworld data sets: Appendix, Haberman, and Wisconsin breast cancer. The appendix data set was used in [15] to examine the performance of various pattern classification methods. The Wisconsin breast cancer and the Haberman data sets are available from UCI machine learning repository. All the three data sets are two-class pattern classification problems, Table II provides some details. 
B. Specification of Misclassification Cost
Since misclassification cost for training patterns is not prespecified in the original data sets, we assign a misclassification cost to each training pattern in order to generate a synthetic situation where misclassification costs are given a priori. We assume that the misclassifcation cost depends on the class from which a misclassified pattern comes. It is also assumed that the misclassification cost is determined based on the class distribution and determined the cost c k of an input pattern from Class k as:
where N k is the number of training patterns from Class k and m is the total number of given training patterns. It is hence assumed that misclassification cost is high for rare classes with a small number of training patterns, a situation that is typical in medical diagnosis (for example, the number of patients with malignant cancer is usually much smaller than that with benign cancer).
We show misclassification costs for each data set in Table III. For example, if an input pattern from Class 1 is misclassified as Class 2 for the Appendix data set, its misclassification cost is 4.05.
C. Performance on Training Data
We applied the three classification systems to the three data sets. First, we examined the performance on training data. That is, the performance is measured on the whole data set that is used to generate the classification systems. We examined the performance with different numbers of fuzzy/interval partitions, L = 2, 3, 4, and 5. The results are given in Tables IV to IX. From these tables, we can see that the misclassification costs of the cost-based fuzzy classification systems are lower than that by the fuzzy compatibility-based one for all the three data sets. On the other hand, the classification rates by the fuzzy compatibility-based classification systems are higher than that by the fuzzy cost-based ones which implies the following: The cost-based fuzzy classification systems focuses on the correct classification of those patterns with a high misclassification cost and put less emphasis on patterns with a low misclassification cost.
We can also see that the classification rate of interval costbased systems is similar to that of the fuzzy cost-based systems. The major difference is that the performance of fuzzy cost-based system improves as the number of fuzzy partitions increases while this is not the case for interval cost-based systems. This is because fuzzy classification systems can achieve flexible classification boundaries with a large number of fuzzy partitions for each input attribute.
Since the results shown in Tables IV to IX were obtained by classifying the whole given training data and hence cannot be considered as the true performance indicator we will also examine their performance on unseen data.
D. Performance on Unseen Data
Ten-fold cross-validation technique was used where a set of given training data is divided into ten disjoint subsets and each subset is used as unseen patterns while the other nine subsets are used to generate a classification system. The performance is measured by the average performance on the ten test subsets. We show the experimental results in Tables X to XV. From these tables, we can see that the misclassification costs by the fuzzy/interval cost-based classification systems are lower than that by the fuzzy compatibility-based ones for the Haberman data set. For the other two data sets, the misclassification costs by the fuzzy/interval cost-based classification systems is low when the number of fuzzy partitions L for each axis is small such as in the cases of L = 2 and L = 3. This shows that the performance of the fuzzy classification systems depends on the number of fuzzy partitions. Although the fuzzy compatibility-based classification systems perform well when the number of fuzzy partitions is large, they suffer from the curse of dimensionality in terms of the number of generated fuzzy if-then rules. For example, when a fuzzy classification system is applied to a ten-dimensional pattern classification problem with the number of fuzzy partitions L = 5, the total number of generated fuzzy if-then rules is 5 10 = 9765625. On the other hand, the total number of fuzzy if-then rules is only 2 10 = 1024 when the number of fuzzy partitions for each axis is two. Thus, there exists a tradeoff between the performance and the compactness of the rule-based classification systems.
V. CONCLUSIONS
In this paper we examined the performance of various classification systems for pattern classification problems. The assumption in this paper is that a misclassification cost is assigned to each training pattern. The task of the classification systems is then to minimize the total misclassification cost rather than to maximize the classification rates.
We considered three classification systems. Two classifiers are based on fuzzy if-then rules while the third is based on interval if-then rules. Interval partitions are generated from fuzzy partitions by separating the input attributes on the crossing points of the triangular membership functions. We also considered two determination methods of the consequent classes: cost-based and compatibility-based determination. In cost-based determination the consequent class of a rule is determined as the class with the largest misclassification cost. The dominating class in terms of the sum of compatibility is determined as the class of a rule in the compatibility-based determination.
In a series of computer simulations we examined the performance of the three classification systems for three real-world data sets. The experimental results showed that the performance of the fuzzy/interval cost-based systems is better than that of fuzzy compatibility-based ones.
In future works we will derive a more detailed analysis of the performance of the classification systems. For example, the sensitivity of the performance of the classification systems against the cost specification should be investigated. Improvement of the performance will also addressed in near future research.
