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Abstract
In this paper we study the complexity of ﬁnding a spanning cactus in various graphs. First, we show that the task of determining
if there is a directed spanning cactus in a general unweighted digraph is NP-complete. The proof is a reduction from ONE-IN-
THREE 3SAT. Secondly, we show that ﬁnding the minimum spanning cactus in a directed, weighted complete graph with triangle
inequality is polynomial time equivalent to ﬁnding the minimum travelling salesman problem (TSP) tour in the same graph and
that they have the same hardness in approximation.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
In discrete mathematics, the cactus is a well-known graph structure and in undirected graphs they have been carefully studied.
Cacti in directed graphs, though, have been much less studied.
Deﬁnition 1. A strongly connected, directed graph where each edge is contained in at most (and thus, in exactly) one directed
cycle is called a directed cactus.
Deﬁnition 2. A spanning, directed cactus for a directed graph G is a subgraph of G that is a directed cactus and connects all
vertices in G.
In undirected graphs ﬁnding the minimum cut in a graph is a well-known optimisation problem. Here a cactus is a useful
and simple representation of the minimum cuts in a graph (there can be many). Cacti for this purpose are used for example by
Fleischer in [3]. In 1994 Schaar [11] published a paper about Hamiltonian properties of directed graphs. He showed some results
about graphs restricted to be directed cacti.
We study the complexity of ﬁnding a spanning, directed cactus in different types of graphs. First we show that the problem
of ﬁnding a spanning cactus in a general, unweighted, directed graph is NP-complete and then show that ﬁnding the minimum
spanning cactus in a weighted, directed graph with triangle inequality is polynomial time equivalent to ﬁnding the minimum
travelling salesman tour in the same graph.
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Deﬁnition 3. The spanning cactus problem (SCP) is the problem of deciding, given a directed graph, if there is a spanning,
directed cactus in the graph.
Theorem 1. SCP is NP-complete.
Corollary 1. In a directed, complete graph with general distance function the minimum spanning cactus is NP-hard to approx-
imate within any factor.
Corollary 1 can be shownwith the same arguments as Sahni and Gonzalez [10] use to prove that it is impossible to approximate
theminimum travelling salesman problem (TSP) tourwithin a constant factor in a general graph. Suppose thatwe can approximate
the minimum spanning cactus within a factor r in a weighted complete graph then we can decide if there is a spanning cactus in
a general directed graph in the following way: Give all edges weight 1, add edges of weight r2|V | to make the graph complete.
If there is a spanning cactus of weight less than r2|V | there is a spanning cactus in the original graph, otherwise there is not.
Since the original problem is NP-hard the corollary follows.
The TSP is one of the most famous and well-studied combinatorial optimisation problems.We show that ﬁnding the minimum
spanning cactus in a general, weighted digraph and ﬁnding the minimum TSP tour in the same graph are polynomial time
equivalent problems. They also have the same hardness of approximation. Therefore a minimum spanning cactus is not directly
useful for approximation algorithms of asymmetric TSP with triangle inequality.
Theorem 2. Finding a spanning cactus of minimum total edge weight in an asymmetric, weighted, complete graph where the
weights obey the triangle inequality is polynomial time equivalent to ﬁnding the minimum TSP tour in the same graph. They also
have the same hardness of approximation.
The well-known approximation algorithm for asymmetric TSP by Frieze et al. [4] from 1982 builds a spanning cactus (which
is not minimal) and then transforms it to a TSP tour. Their algorithm gives an approximation in log2 n. As a comparison the
currently best approximation algorithm is by Kaplan et al. [7] and gives an approximation of 3/4 log3 n< 0.842 log2 n.
1.1. Notations and conventions
In a directed graph an edge from vertexA to vertex B is denotedAB, a path fromA to B to C is denotedABC and a cycle from
A to B to C and back to A is denoted ABCA. Considered cycles are always simple. When we study subgraphs (such as gadgets)
we use the term cactus branch.
Deﬁnition 4. Suppose there is a spanning cactus S in a directed graph G. In a subgraph H ⊆ G the cactus branch of S induced
by H is the set of edges {e : e ∈ S ∩H }. When it is clear what S and H we consider, we use the term cactus branch.
Since a cactus is Eulerian the following well-known property of a directed cactus directly follows.
Lemma 1. In a directed cactus every vertex has the same in- and out-degree.
2. Proof that SCP is NP-complete
We will ﬁrst show that SCP is in NP and then reduce ONE-IN-THREE 3SAT (which is an NP-complete problem [5, Problem
LO4]) to SCP.
The deﬁnition of an NP-problem is that if the problem has a solution there is a witness convincing a polynomial time veriﬁer
that the problem is solvable. Our witness for SCP is the subgraph which we claim is a spanning cactus. The following algorithm
determines in polynomial time if a subgraph of a directed graph is a spanning cactus.
Deﬁnition 5. Spanning cactus check, SCC(G, S), is the following algorithm: Given a directed graph G and a subgraph S of G,
if all three conditions below are true accept otherwise reject.
• The graph S is strongly connected.
• The graph S is spanning, i.e., every vertex of G is in S.
• The graph S is a cactus, i.e., the algorithm cactus-check(S), deﬁned below, accepts.
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Deﬁnition 6. Cactus-check(S), is the following algorithm: Given a directed, strongly connected, graph S, accept if S is an empty
graph or contains only one vertex. If the graph is not Eulerian reject, otherwise construct an Euler tour and traverse the edges in
the given order. Push every visited vertex on a stack and mark the vertex as visited. If a vertex is marked as visited and is on the
stack, pop all vertices above it (but not the vertex itself) from the stack. Continue until all vertices of the tour have been visited.
If there is a vertex marked as visited, which is not on the stack, the test does not accept the graph as a cactus, otherwise it does.
If the graph S is a cactus the algorithm cactus-check recursively removes drops from S.
Deﬁnition 7. A simple cycle where every vertex, except at most one, has in- and out-degree equal to one, d+(v)= d−(v)= 1,
is called a drop.
Lemma 2. A cactus is either one simple cycle or a graph containing at least two drops.
Proof. The proof is by induction over the numbers of simple cycles in the cactus. If a cactus has one cycle the statement is trivial
and if a cactus has two simple cycles they are both drops. Suppose the lemma is true for a cactus with k2 cycles. To see that
the lemma is true for a cactus with k + 1 cycles proceed as follows: select an arbitrary cycle and remove it from the graph.
If the selected cycle is a drop, the remaining graph has by assumption at least two drops. At most one drop was connected to
the removed drop and therefore at least one drop in the reduced graph is a drop in the original graph. Thus the original graph
has at least two drops; the removed one and at least one in the reduced graph.
If the selected cycle is not a drop it must be connected to at least two other cycles. Removing the cycle then divides the graph
into at least two strongly connected components. If a component is one cycle it is a drop in the original graph. If a component
has more than one cycle it has, by assumption, at least two drops. By the same argument as above at least one of them is a drop
in the original graph. Thus every strongly connected component contributes with at least one drop in the original graph. 
The argument in the lemma above shows that we can view a cactus as a tree of cycles where the drops are the leafs.
Lemma 3. Let S be a directed, strongly connected graph with at least one drop and let S0 be S with the drop removed. Then
cactus-check(S)= cactus-check(S0).
Proof. If S is not Eulerian then neither is S0 and cactus-check rejects both. Otherwise we can construct an Euler tour and traverse
the nodes in the given order. When the algorithm reaches a drop, all vertices in the drop are pushed onto the stack and then all
those vertices except the ﬁrst one are immediately popped. Moreover, the vertices in the drop will not appear later in the Euler
tour. Thus if the algorithm rejects the graph S it is not because of any of the vertices in the drop and thus also rejects S0. Similarly,
if the algorithm accepts S it will also accept S0. 
Lemma 4. Given a directed, strongly connected graph S the algorithm cactus-check(S) runs in polynomial time and accepts
if and only if S is a cactus.
Proof. By Lemma 3 it is sufﬁcient to consider S to be drop-free. A drop-free cactus is by Lemma 2, an empty graph and by
deﬁnition the algorithm accepts such a graph.
An Euler tour can be found in time O(|E|) [2, Problem 22-3]. We prove that if the graph is not a cactus the algorithm rejects
and then that if the algorithm rejects the graph is not a cactus. Let S be a drop-free graph which is not a cactus. The ﬁrst cycle the
algorithm pops from the stack is not a drop; therefore some popped vertex v in the cycle will appear later in the Euler tour. The
algorithm might halt and reject before v occurs again, otherwise it will ﬁnd v which is visited but not on the stack, and reject.
If the algorithm rejects, there is a visited vertex v which is not on the stack. The ﬁrst edge from v in the Euler tour is then in a
cycle which is popped from the stack. The Euler tour passes v twice and forms a cycle. This cycle is different from the ﬁrst one
since it is not popped from the stack. Hence the ﬁrst edge from v in the Euler cycle is in two different cycles and the graph is not
a cactus. 
Lemma 5. The algorithm SCC(G, S) determines, in polynomial time, if a given subgraph S of G is a cactus spanning G.
Proof. A depth-ﬁrst search from every vertex in S determines in polynomial time if S is strongly connected. If every vertex in
G is in S the subgraph is spanning. The algorithm cactus-check determines by Lemma 4 in polynomial time if the graph S is a
cactus. Thus if all three conditions are true the graph is a spanning cactus. 
By Lemma 5 a veriﬁer can check if the subgraph is a spanning cactus in polynomial time and the corollary trivially follows.
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Fig. 1. Clause-gadget.
Fig. 2. Variable-gadget.
Corollary 2. SCP is in NP.
2.1. Reducing ONE-IN-THREE 3SAT to SCP
ONE-IN-THREE 3SAT is an NP-complete problem [5, Problem LO4]; by reducing ONE-IN-THREE 3SAT to SCP we show
that SCP is NP-complete as well.
Deﬁnition 8. ONE-IN-THREE 3SAT is the following decision problem: Given a set U of variables and a collection C of clauses
over U such that each clause c ∈ C has |c| = 3, is there a truth assignment for U such that each clause in C has exactly one true
literal?
Theorem 3. ONE-IN-THREE 3SAT is NP-complete even if no clause contains a negated literal [5, Problem LO4].
The structure of the reduction is similar to the one Johnson and Papadimitriou usewhen they reduce Exact cover toHamiltonian
cycle [6] but there are more cases to cover since a cactus hasmore degrees of freedom than a Hamiltonian cycle. The variables and
clauses from the ONE-IN-THREE 3SAT problem are represented by a graph. If and only if the graph contains a spanning cactus,
ONE-IN-THREE 3SAT has a solution; furthermore, the solution can be determined from the spanning cactus. The reduction is
made in three steps. First we will construct the corresponding graph, then show that if there is a solution to ONE-IN-THREE
3SAT we can ﬁnd a spanning cactus in the graph, and thereafter prove that if there is a spanning cactus in the graph we can ﬁnd
a solution to ONE-IN-THREE 3SAT.
Each clause in ONE-IN-THREE 3SAT is represented by a so called clause-gadget in the graph. A spanning cactus has three
possible cactus branches in this gadget which correspond to the three possible assignments of the variables in the clause. Also
each variable is represented by a gadget. There are two possibilities for the spanning cactus in the variable-gadget which
correspond to the two values of a variable. To ensure consistency of the solution there are so called xor-gadget which connects
a variable-gadget to the clause-gadget where the variable occurs.
A clause with variables {x1, x2, x3} is represented by a gadget as in Fig. 1. Each variable corresponds to an edge in the gadget.
If a variable-edge is in the spanning cactus the variable is false, otherwise it is true. Each variable is represented by a gadget
as in Fig. 2. The value of the variable is represented by two edges. Only one of the value-edges can be in the spanning cactus
(Lemma 9) and, intuitively; if the false-edge is in the spanning cactus the variable is false and if the true-edge is in the spanning
cactus the variable is true. All these gadgets are linked after each other in a cycle (Fig. 3).
To ensure that a spanning cactus gives a variable the same value in all clauses a variable-edge in an clause-gadget is connected
to the true-edge in the variable-gadget by an xor-gadget as in Fig. 4. The xor-gadget has the property that exactly one of the
two edges it connects is in a spanning cactus (Lemmas 10 and 11). The inner structure of the xor-gadget is as in Fig. 5. ABCD
is the “true-edge” in the variable-gadget and LKJI is the “variable-edge” in the clause-gadget. If one variable occurs in several
clauses the xor-gadgets are linked together in the variable-gadget as in Fig. 6. The ﬁgure shows two linked xor-gadgets but it
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Fig. 3. The structure of the graph. Clause-gadgets (left) and variable-gadgets (right) are linked together in a cycle. The variable-edges in the
clause-gadgets are connected to the true-edges in the variable-gadgets by xor-gadgets (most of the xor-gadgets are omitted in the ﬁgure).
Fig. 4. The xor connection between variable-edges in the clause-gadgets and true-edges in the variable-gadgets.
Fig. 5. Xor-gadget. ABCD and LKJI are the edges which the xor-gadget connects.
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Fig. 6. Linked xor-gadgets. If a variable occurs in two different clauses the xor-gadgets are linked. AF is the true-edge in the variable-gadget,
RO and VS are variable-edges in the clause-gadgets.
Fig. 7. Linked xor-gadgets (the same as Fig. 6).
can be extended to arbitrarily many. In Fig. 6 AF is the true-edge in the variable-gadget, RO and VS are variable-edges in the
clause-gadgets. In detail the linked xor-gadgets look like Fig. 7.
If there is a solution to an instance of ONE-IN-THREE 3SAT we want it to be a spanning cactus in the constructed graph. We
prove this by showing how to construct a spanning cactus from a solution of an instance of ONE-IN-THREE 3SAT.
Lemma 6. Suppose that a graph is constructed from an instance of ONE-IN-THREE 3SAT as described above. If there is a
solution to the instance of ONE-IN-THREE 3SAT then there is a spanning cactus in the constructed graph.
Proof. Suppose we have a satisfying assignment to an instance of ONE-IN-THREE 3SAT. A spanning cactus can then be
constructed as follows: In the variable-gadgets let the value-edge with the same value as the variable be in the cactus. In the
clause-gadgets let the two false variables be in the cactus. The xor-gadgets connects two “edges” where exactly one is in the
cactus. We show which edges to choose in every gadget and that this is a spanning cactus.
In a satisfying assignment of the variables in a clause two variables are false and one is true. If a variable is false its variable-
edge is in the spanning cactus otherwise it is not. Fig. 8 shows three cactus branches which include exactly two of the three
variable-edges in the clause-gadget. A variable is obviously true or false. The corresponding edge in the variable-gadget is in
the cactus branch and we can ﬁnd a cactus branch in the variable-gadget for each value of the variables (Fig. 9). In a satisfying
assignment a variable has a unique value and thus the xor-gadgets will only connect edges in the spanning cactus with edges
that do not belong to the spanning cactus. Fig. 10 shows cactus branches in the xor-gadget which includes exactly one of the two
“edges” ABCD and LKJI.
The constructed subgraph is strongly connected: Choose two arbitrary vertices, they are in two gadgets since the graph only
consists of gadgets. All variable- and clause-gadgets are connected and we can ﬁnd a path between the vertices. If one vertex is
in a xor-gadget it is connected to a variable-gadget or a clause-gadget and we can ﬁnd a path to that vertex too.
One edge is in exactly one cycle: Let us ﬁrst ignore the xor-gadgets and view the edges they connect as atomic edges.An edge
in a variable- or clause-gadget is then in a cycle or in a path connecting the gadget to the rest of the graph. The cycles are not
connected to any other part of the graph and every edge in the cycle is in that same cycle. The edges in the path are in the big cycle
(Fig. 3) but not in any other cycle. When we add xor-gadgets they replace an edge in the variable-gadget or the variable-edges
in clause-gadgets, with a series of edges and diamonds (Fig. 10). But since exactly one of the “edges” the xor-gadget connects
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Fig. 8. Possible cactus branches in an clause-gadget.
Fig. 9. Possible cactus branches in a variable-gadget.
is in the cactus branch in an xor-gadget never connects a variable- and a clause-gadget. Therefore no edge is in more than one
cycle.
Hence if there is a solution of an instance of ONE-IN-THREE 3SAT we can construct a spanning cactus in the corresponding
graph. 
To complete the reduction, we prove that if there is a spanning cactus in our constructed graph there is a solution to ONE-IN-
THREE 3SAT.
Lemma 7. Suppose that a graph is constructed from an instance of ONE-IN-THREE 3SAT as above. If there is a spanning
cactus in our constructed graph, then there is a solution to the instance of ONE-IN-THREE 3SAT, furthermore, the solution can
be found via the spanning cactus.
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Fig. 10. Cactus branches in a xor-gadget.
The proof proceeds by showing that any spanning cactus in the constructed graph deﬁnes a satisfying assignment to the
instance of ONE-IN-THREE 3SAT. It is easy to see that the edges connecting the variable- and clause-gadgets are in the spanning
cactus (Fig. 3) since the spanning cactus is strongly connected. Recall that some edges in the variable- and clause-gadgets are
not really edges but xor-gadgets. Presently, we view them as atomic edges and prove in Lemmas 10 and 11 that our view holds.
Suppose there is a spanning cactus in our constructed graph. Then there is a cactus branch in every gadget. We will prove that
every cactus branch corresponds to an assignment and that the assignment is consistent.
In the clause-gadget exactly two of the three variable-edges should be in the cactus branch, otherwise the cactus does not
correspond to a satisfying assignment. The following lemma proves this and that the cactus branches in Fig. 8 are the only
possible cactus branches in the gadget.
Lemma 8. Suppose that the clause-gadget (Fig. 1) is a subgraph in an arbitrary graph. Vertices A and B are connected to the
rest of the graph but no other vertices have any other edges than the ones in the ﬁgure. Any cactus branch corresponding to a
spanning cactus includes exactly two of the edges x1, x2 and x3.
Proof. The path is restricted in several ways. It follows the lower horizontal edges to connect all vertices. If it traverses one
vertical edge starting in vi the cycle has to end in vi to make the in- and out-degree equal (Lemma 1). The spanning cactus
traverses exactly one of the vertical edges (otherwise one edge is contained in more than one cycle). For each vertical line there
is exactly one way to connect all vertices and to give all vertices an equal in- and out-degree (Fig. 8). 
A variable should, of course, have exactly one value. In other words, exactly one of the value-edges should be in the cactus
branch. The following lemma proves this and Fig. 9 shows the only possible cactus branches in the gadget.
Lemma 9. Suppose a variable-gadget (Fig. 2) is a subgraph in an arbitrary graph. Vertices A and B are connected to the rest of
the graph but no other vertices have any other edges than the ones in the ﬁgure. Any cactus branch corresponding to a spanning
cactus includes exactly one of the edges true and false.
Proof. Since all vertices in a cactus have the same in- and out-degree (Lemma 1) there are only two possible ways to traverse
the gadget (Fig. 9). 
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Recall that we introduced the xor-gadgets to ensure that the variable has the same value in all clauses. Specially, we want
xor-gadget to force that exactly one of the two edges it connects is in the spanning cactus. The following two lemmas prove this
and that the cactus branches in Fig. 10 are the only possible ones.
Lemma 10. Suppose that the xor-gadget (Fig. 5) is a subgraph in an arbitrary graph. Vertices A, D, I and L are connected
to the rest of the graph but no other vertices have any other edges than the one in the ﬁgure. Any cactus branch corresponding
to a spanning cactus contains either the edges AB and CD but not JI and LK or it contains JI and LK but not AB and CD.
Proof. Since the spanning cactus is strongly connected the two diamonds (BEJFB and CGKHC) are in the spanning cactus.
If the edge AB is in the cactus so are the edges BCD (Fig. 10) since every vertex in a cactus has the same in- and out-degree
(Lemma 1). For the same reason if the edge LI is in the cactus so are KJI (Fig. 10). Hence at least one of ABCD and LKJI are
in the spanning cactus.
Assume that ABCD and LKJI are in the cactus. Then the edges BC and KJ are in the cactus and the diamonds and the edges
BC and KJ form three different cycles. The edges CG, GK, JF and FB are then contained in two cycles which contradicts the
deﬁnition of a cactus. 
If one variable occurs in several clauses the xor-gadgets are linked together in the variable-gadget (Fig. 7). Even for linked
xor-gadgets Lemma 10 holds. More formally the Lemma can be extended to:
Lemma 11. In an arbitrary graph two (or more) xor-gadgets linked as in Fig. 7 form a subgraph. Single vertices as
A, F, O, R, S and V (and possibly more) are connected to the rest of the graph but no other vertices have any other
edges than the ones in the ﬁgure. Any cactus branch corresponding to a spanning cactus either contains AB and EF or it contains
RQ, PO, VU and T S (and possibly more).
Proof. All diamonds are in the spanning cactus since it is strongly connected. If the edge AB is in the cactus so are BCDEF
(and possibly more) by the same argument as in Lemma 10. In the same way; if the edge RQ is in the cactus so are RQPO and
if the edge VU is in the cactus so are VUTS (and possibly more).
If the edges ABCDEF are in the cactus Lemma 10 proves that the edges RQ, PO, VU and TS cannot be in the cactus.
If the edges RQPO are in the cactus we want to show that it the edges VUTS are in the cactus as well. If the edges RQPO are
in the cactus the edges AB, BC, CD cannot be in the spanning cactus by Lemma 10. If the edge CD is not in the cactus Lemma
10 shows that the edges VU and TS have to be in the cactus and that the edge EF cannot be in the cactus. The argument can by
induction be extended to arbitrary many xor-gadgets. 
To conclude: If there is a spanning cactus in the graph every variable-gadget gives a value to the corresponding variable
(Lemma 9). The construction of the xor-gadgets ensures that every variable has the same value in all clauses (Lemma 10). Since
there is a spanning cactus every clause has a satisfying assignment (Lemma 8). Thus we have a satisfying assignment of the
instance of ONE-IN-THREE 3SAT and have proven Lemma 7.
2.2. Proof of the main theorem
We have constructed a graph from an instance of ONE-IN-THREE 3SAT and shown that if there is a satisfying assignment
to the variables we can ﬁnd a spanning cactus in the graph (Lemma 6). If there is a spanning cactus in the graph Lemma
7 shows that we can ﬁnd a satisfying assignment via the spanning cactus. Thus, if there is no satisfying assignment to the
instance of ONE-IN-THREE 3SAT there is no spanning cactus in the constructed graph and vice versa. The result can be
formalised to
Theorem 4. Suppose that a graph is constructed from an instance of ONE-IN-THREE 3SAT as described above. Then there
is a spanning cactus in the constructed graph if and only if there is a satisfying assignment of the variables in the instance of
ONE-IN-THREE 3SAT.
SCP is in NP (Lemma 2) and the reduction from ONE-IN-THREE 3SAT to SCP can obviously be done in polynomial time.
Since ONE-IN-THREE 3SAT is known to be NP-complete [5, Problem LO4], Theorem 4 proves that SCP also is NP-complete
(Theorem 1) and we have shown our main result.
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3. Asymmetric TSP and spanning directed cactus
The travelling salesman problem (TSP) is one of the most famous and well-studied NP-problems. It was proven NP-complete
already by Karp [8] and it is in fact NP-complete for several special cases including Euclidean distance and Manhattan distance
[6]. This means that an efﬁcient algorithm for TSP is highly unlikely; hence it is interesting to investigate algorithms that
compute approximate solutions. However, Sahni and Gonzalez [10] showed that in the case of general distance functions it is
NP-hard to ﬁnd a tour even with weight within exponential factors of the optimum.When the distance function is symmetric and
constrained to satisfy the triangle inequality the best known approximation algorithm is a factor 3/2-approximation algorithm
due to Christoﬁdes [1]. To construct a TSP tour the algorithm ﬁnds a minimum spanning tree in the graph and then makes a
minimum cost matching of vertices in the tree with odd degree. Together, the tree and the matching is an Eulerian graph. The
Euler tour can, with short-cuts, be reduced to a TSP tour which obviously has weight less than or equal to the Euler tour.
The asymmetric case is much less understood. The twenty year old approximation algorithm, invented by Frieze et al. [4],
approximates the TSP tour within a factor of log2 n. The algorithm repeatedly makes minimum cycle covers of the graph and
connects them to a spanning cactus (which is not minimal) and then transforms the spanning cactus to a TSP tour. Despite a lot
of effort in research during the last twenty years there are only some very recent algorithms which improves the constant factor
of the approximation. The currently best algorithm is by Kaplan et al. [7]. Their algorithm decomposes multigraphs and gives
an approximation of 3/4 log3 n< 0.842 log2 n. There is only a miniscule lower bound: Papadimitriou and Vempala [9] recently
proved that it is NP-hard to approximate the minimum TSP tour within a factor less than 220/219 − , for any constant > 0.
Hence, any algorithm approximating the minimum TSP tour in an asymmetric graph within a factor independent of the number
of vertices n is of great interest to the community.
In order to construct such an algorithm it is natural to try to generalise the ideas used by Christoﬁdes [1]. In particular, it
seems fruitful to search for structures similar to that of a spanning tree in asymmetric graphs. One such structure is the spanning
cactus. We observe, however, that ﬁnding the minimum spanning cactus and the minimum TSP tour in an asymmetric weighted
complete graph are polynomial time equivalent problems. They also have the same hardness of approximation. Therefore it
cannot be easier to ﬁnd a minimum spanning cactus than a minimum TSP tour.
Proof of Theorem 2. The TSP tour is a spanning cactus and therefore the weight of the minimum spanning cactus is less than
or equal to the TSP tour’s weight.
If we have a minimum spanning cactus it is possible to transform it into a TSP tour in the following way: Start in an arbitrary
vertex, traverse the spanning cactus in the order of an Euler tour. If an edge goes to an already visited vertex replace the edge to
the vertex and the next edge in the Euler tour with the edge short-cutting them. If the new edge goes to a visited vertex repeat
until an unvisited vertex is found or to the end of the Euler tour. The triangle inequality guarantees that the weight of the short-cut
edge is less than or equal to the combined weight of the original edges. The found TSP tour therefore has a weight less than or
equal to the minimum spanning cactus weight.
Secondly, we prove that TSP can be approximated within c if and only if the size of the spanning cactus can be approximated
within c. Every TSP tour is a spanning cactus and hence a c-approximation algorithm for TSP approximates the minimum
spanning cactus within the same ratio. Conversely, a c-approximation algorithm for the minimum spanning cactus can be used
to construct a c-approximate TSP tour by the construction outlined in the previous paragraph. 
An interesting ﬁeld for using spanning cacti was pointed out by one of the anonymous referees; a spanning cactus might be
of interests, for TSP with multiple salesmen, especially when the underlying graph is not Hamiltonian.
Deﬁnition 9. k-travelling salesman problem (k-TSP) is the following: given a graph G and a start vertex v0, decide if there are
k subtours each containing v0 such that every other vertex in the graph is in exactly one tour.
A k-TSP tour is obviously a spanning cactus since it consists of k disjoint cycles which start in the same vertex. It remains to
be seen if cacti can be used in an approximation algorithm for k-TSP.
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