Divisive normalization has been recognized as a successful approach to model the perceptual sensitivity of biological vision. It also provides a useful image representation that is well-matched to the statistical properties of natural images. Here we propose a reducedreference image quality assessment method in the divisive normalization transform domain, where the quality of an image is evaluated based on a set of reduced-reference features extracted from a divisive normalization representation of the image. The proposed method is general-purpose, in the sense that no assumption is made about the types of distortions occurred in the image being evaluated. The proposed method is trained and tested using the LIVE database and demonstrates good performance for a wide range of distortions.
INTRODUCTION
Most existing image quality assessment (IQA) methods require full access to the original reference image that is assumed to have perfect quality. Reduced-reference (RR) IQA methods predict the quality degradation of an image with only partial information about the reference image, in the form of a set of RR features [1] . RRIQA methods provide a practically useful and convenient tool for real-time visual information communication and networking systems, where they can be used to track image quality degradations and control the streaming resources on the fly.
The major challenge in the design of RRIQA algorithms is to find appropriate RR features that 1) provide an efficient representation of the reference image; 2) are sensitive to various image distortions; and 3) are relevant to the perceptual sensitivity of the human visual system. In previous work, statistical image models have been employed for the purpose of RRIQA. In [2] , a generalized Gaussian density function is used to model the marginal statistics of the linear coefficients in a wavelet subband, and the parameters of the fitting model are used as RR features. Although this method achieves notable success, it ignores the strong dependencies between the neighboring wavelet coefficients.
In this paper, we propose a new method that is inspired by the recent success of the divisive normalization transform as a perceptually and statistically motivated image representation [3] . It is widely hypothesized in computational vision science that the purpose of early visual sensory processing is to increase the statistical independence between neuronal responses [4] . Linear decompositions can only remove the first-order correlation, but do not reduce the higher order statistical dependencies, such as the variance [5] . Recently, a local gain-control divisive normalization model has emerged as a powerful method to account for the neuronal responses in biological visual systems [6] . Each coefficient of a linear transform is normalized (divided) by the energy of a cluster of neighboring coefficients. This nonlinear process has been shown to reduce the statistical dependencies of the original linear representation [5] and produce approximately Gaussian marginal distributions [7] . It has also been employed in real world image processing applications, including image compression [8] and image contrast enhancement [3] .
The strong perceptual and statistical relevance of divisive normalization representation (as compared to linear decompositions) motivated us to switch from the linear wavelet transform domain (as in [2] ) to a divisive normalization transform domain in the development of our RRIQA method. Our experiments show that this results in improved performance for image quality evaluation.
METHOD

Divisive Normalization Computation
A convenient approach to compute a divisive normalization representation can be derived from the Gaussian scale mixtures (GSM) model of wavelet coefficients [9] . A length-N random vector Y is a GSM if it can be expressed as the product of two independent components: Y . = zU , where U is a zero-mean Gaussian random vector with covariance C U and z is called a mixing multiplier. Suppose that the mixing density is pz(z), then the density of Y can be written as
(1) This GSM model has shown to be very useful to account for both the marginal and joint statistics of wavelet coefficients [9] , where the vector Y is formed by clustering a set of neighboring wavelet coefficients within a subband, or across neighboring subbands.
Note that when z is fixed, Y is simply a zero-mean Gaussian vector with covariance z 2 CU . This motivates us to compute a normalized representation by dividing the original wavelet coefficient vector Y by an estimate of z computed from its neighboring coefficients. The coefficient cluster Y is applied as a moving window across a wavelet subband. At each step, only the center coefficient yc of the vector Y is normalized and the new coefficient under the divisive normalization representation becomes yc/ẑ, whereẑ is the estimate of z. A convenient method to obtainẑ is by a maximum likelihood estimation [9] given bŷ
The covariance matrix CU = E[UU T ] is estimated from the entire wavelet subband.
Image Statistics in Divisive Normalization Representation
In Fig. 1 , we compare the marginal distributions of an original wavelet subband (computed from a steerable pyramid decomposition [10] ) and the same subband after divisive normalization. In Fig.  1(c) , the original wavelet coefficient histogram is compared with a Gaussian shape with the same standard deviation. The significant gaps between the two curves indicate that the original wavelet coefficients are highly non-Gaussian. By contrast, the histogram of the coefficients after divisive normalization can be very well fitted with a Gaussian, as shown in Fig. 1(d) . In Fig. 2 , we compare the conditional histograms of the coefficients extracted from two neighboring subbands (a parent band and a child band). It can be observed in Fig. 2(a) that in the original wavelet representation, the variance of a child coefficient is highly dependent on the magnitude of its parent coefficient. By contrast, in the divisive normalization representation, the histograms of the child coefficients make little difference when conditioned on the magnitudes of the parent coefficients, as can be seen in Fig. 2(b) . This clearly demonstrates that the divisive normalization process reduces the second-order dependencies between the transform coefficients. Figure 3 demonstrates how image distortions change the statistics of the coefficients in the divisive normalization transform domain. It is observed that the original near-Gaussian distribution of these coefficients is sensitive to different types of image distortions, but the way it changes varies with the distortion type. Proper quantification of these changes is the key in the development of our RRIQA algorithm.
Reduced-reference Image Quality Assessment
We propose a low data rate RRIQA algorithm, in which only a small set of RR features are extracted from the reference image and are employed in the quality evaluation of the distorted image. First, we apply a wavelet transform to the reference image and compute the divisive normalization transform representation for the coefficients, as described in Section 2.1. We can then draw a histogram of the coefficients at each subband. As being observed in Section 2.2, the probability density function p(x) of the coefficients can be well approximated with a zero-mean Gaussian model:
which requires only one parameter σ to describe. Furthermore, to account for the variations between the model and the true distribution, we compute the Kullback-Leibler distance (KLD) [11] between pm(x) and p(x) as
and use it as an additional RR feature. This is computed for each subband independently, resulting in 2 parameters (σ and d(pm||p)) for each subband. In order to evaluate the quality of a distorted image, we apply the same divisive normalization transform and obtain the histogram of the transform coefficients at each subband. We can then estimate the KLD between the probability density function q(x) of the coefficients computed from the distorted image and the model pm(x) estimated from the reference image:
Combining this with the additional RR feature d(pm||p), we obtain an estimate of the KLD between p(x) and q(x):
Another measure that we found useful for quality evaluation is the difference between the standard deviations of the coefficients computed from the original and distorted images, respectively:
Note that this does not increase the number of RR features because σ is already acquired when fitting the Gaussian model of Eq. (3). We define the distortion measure at a subband as a linear combination of d(p||q) and dσ in the logarithmic domain:
where α and β and weighting parameters. In practice, to avoid the instability whend(p||q) or dσ is close to zero, we compute
where D0 is a positive constant. Finally, the overall distortion is computed as the sum of the distortion measures of all subbands. This distortion measure is always non-negative, and is zero when the original and distorted images are exactly the same. 
IMPLEMENTATION AND VALIDATION
To implement the proposed algorithm, we decompose the image using a steerable pyramid [10] with 3 scales and 4 orientations. For each subband, we apply divisive normalization using 13 neighboring coefficients, including 9 from the same subband, 1 from the parent band, and 3 from the same spatial location in the other orientation bands at the same scale. Two RR features are used for each subband (as described in Section 2.3), resulting in a total of 24 RR features for a reference image. We use the LIVE database [12] to test the proposed algorithm. The database contains seven datasets of 982 subject-rated images created from 29 original images with five types of distortions at different distortion levels. The distortion types include JPEG compression (2 sets), JPEG2000 compression (2 sets), white noise contamination (1 set), Gaussian blur (1 set), and fast fading channel distortion of JPEG2000 compressed bitstream (1 set). There is also a cross-comparison set that mixes images from all distortion types, thus help align the subject scores across different datasets (the alignment is rather crude, and therefore the cross-comparison and all-data tests should only be regarded as useful references). Three methods are used to evaluate how well the objective scores predict the subjective scores: 1) Correlation coefficient between the subjective/objecitve scores after a nonlinear mapping is computed to evaluate prediction accuracy; 2) Spearman rank-order correlation coefficient (ROCC) is calculated to evaluate prediction monotonic- (2) JPG (1) ity; 3) Outlier ratio is used to evaluate prediction consistency, which is defined as the percentage of predictions outside the range of ±2 standard deviations between subjective scores. Before the proposed algorithm is applied, three model parameters, α, β and D0, need to be learned from the data. To verify that these parameters are not overtrained, a cross validation method is employed. First, we randomly select 21 out of the 29 original images. We then use all the images created from these 21 images as the training set and use a numerical optimization method to find the best set of parameters. The images created from the remaining 8 original images are used for testing. This process is repeated 50 times, with random partitions of the training and testing sets. We then look at the distribution of the test results, part of which are shown in Table  1 . It can be observed that the variations of the ROCC values are small throughout all the test sets. This implies strong robustness and generalization capability of the learned model parameters.
To the best of our knowledge, the only other RRIQA algorithm that is general-purpose (as opposed to distortion-or applicationspecific) and has a comparably small RR data rate is the one proposed in [2] , which is included in our algorithm comparison. In addition, we also include peak signal-to-noise-ratio (PSNR), which is still the most widely used full-reference IQA measure. Although such comparison is highly unfair to the proposed method and the method in [2] (PSNR requires full access to the original image, as opposed to the 24 scalar features in the proposed method), it provides a useful indication of their relative performance. The comparison results are shown in Table 2 . It can be seen that the proposed method produces the best performance in most cases, and the improvement is significant in many cases.
CONCLUSION
We proposed an RRIQA algorithm using statistical features extracted from a divisive normalization-based image representation. The simultaneous perceptual and statistical relevance of this new representation leads to improved performance for image quality assessment. The proposed algorithm has a relatively low data rate for RR features. Furthermore, it does not make any assumption about the image distortion types, thus has the potential to be used for general-purpose in a wide range of applications.
