A primitive matrix is a square matrix M with nonnegative real entries such that the entries of M s are all positive for some positive integer s. The smallest such s is called the primitivity index of M . Primitive matrices of normal type (namely: M M T and M T M have the same zero entries) occur naturally in studying the so called "conjugacy-class covering number" and "character covering number" of a …nite group. We show that if M is a primitive n n matrix of normal type with minimal polynomial of degree m, then the primitivity index of M is at most n 2 + 1 (m 1). This bound is then applied to improve known bounds for the various covering numbers of …nite groups.
Introduction
A square matrix M over the real number …eld is called nonnegative (denoted by M 0) if all its entries are nonnegative. The matrix is called positive (denoted by M > 0) if all its entries are positive. A nonnegative n n matrix M is called primitive if M s > 0 for some positive integer s. The smallest such s is called the primitivity index of M and is denoted by (M ). It was shown by Wielandt that (M ) n 2 2n + 2. This was improved by Shen ([15] ) who showed that (M ) m 2 2m + 2 where m is the degree of the minimal polynomial of M . We say that a matrix M is of symmetric type if M and M T have exactly the same zero entries. It can be shown ( [3] , p.47) that if M is a primitive n n matrix of symmetric type then (M ) 2n 2. This was improved to (M ) 2m 2 by Hartwig and Neumann ( [10] ), here again m is the degree of the minimal polynomial of M .
In this article we discuss another type of matrices with special pattern, namely, matrices of normal type. These are matrices M such that M M T and M T M have the same zero entries. We show a bound on (M ) for primitive matrices of normal type which is around half the bound for general primitive matrices. Theorem 1.1. Let M be an n n primitive matrix of normal type. Denote by m the degree of the minimal polynomial of M . Then Our motivation for studying primitive matrices of normal type, is that they arise naturally in two types of problems in …nite group theory.
To explain, we need to set some group theory notation. Let G be a …nite group and G 0 its commutator subgroup. Let A be a subset of G. The subgroup of G generated by A is denoted by hAi. The product of two subsets A and B of G is de…ned as AB = fab j a 2 A, b 2 Bg.
Set cl(G) = fC 1 = f1g; C 2 ; C 3 ; : : : ; C k g to be the set of all conjugacy classes of G.
Next, let Irr(G) = f 1 = 1 G ; 2 ; : : : ; k g be the set of all ordinary irreducible characters of G. The set of all ordinary characters of G is denoted by ch(G). For 2 ch(G), we denote the value of on the elements of the conjugacy class C by (C). Set Z( ) = fg 2 G j j (g)j = (1)g. Furthermore, the set of irreducible constituents of is denoted by Irr( ).
Let C 2 cl(G). The number of distinct numbers in the list (multiset): n
will be denoted by m(C). The number of distinct values of a character will be denoted by m( ).
Let C 2 cl(G). Then C covers G if C s = G for some positive integer s, in this case the covering number cn(C) is de…ned as cn(C) = min fs j C s = Gg. It can be shown that C covers G if and only if
Let 2 ch(G). Then covers G if Irr( s ) = Irr(G) for some positive integer s, in this case the character covering number ccn( ) is de…ned as ccn( ) = min fs j Irr( s ) = Irr(G)g. It can be shown that covers G if and only if Z( ) = f1g (See [4] , Cor.3.5).
It turns out that the numbers cn(C) and ccn( ) are in fact primitivity indices of some primitive matrices that will be de…ned later. So Theorem 1.1 can be used to bound the covering numbers, as follows. Theorem 1.2. Let G be a …nite group with exactly k conjugacy classes. Let C be a conjugacy class of G and a character of G. Then:
Using group theoretic considerations it was shown that if G is a …nite nonabelian simple group then (see [1] ) cn(C) 4 9 k 2 for every C 2 cl(G) ff1gg, and (see [2] ) ccn( ) 1 2 k 2 for every 2 Irr(G) f1 G g; here k is the number of conjugacy classes of G. In general m(C) and m( ) are no bigger than k, and in many cases they are much smaller than k. So the bounds in Theorem 1.2 are better than the known ones for many cases. The main point, however, is that the bounds in Theorem 1.2 are achieved with no group theory consideration at all. They are consequences of Theorem 1.1. In fact the two bounds will be deduced from a bound on a covering number of elements of so called "algebras with positive bases", of which classes and characters are special cases. These algebras were introduced in [5] where primitive matrices were used to conclude that cn(C) m(C)
The structure of the paper is as follows. Theorem 1.1 will be proved in section 2. In section 3 we collect the relevant facts on algebras with positive bases and apply Theorem 1.1 to bound covering numbers in the algebra. Theorem 1.2 will be deduced from the bound of section 3 in section 4. In the last section we will use primitive matrices to bound covering numbers for special conjugacy classes (classes of commutators) and special characters (characters that have a common constituent with the conjugacy character), and discuss their signi…cance and resemblance.
Primitive matrices of normal type
Let M be a nonnegative matrix. The Perron-Frobenius theorem (see [3] , chapter 2) states that the spectral radius (M ) of M is an eigenvalue of M . The matrix M is called irreducible if for every pair of indices i; j there exists a positive integer s(i; j) such that the i; j -th entry of M
is positive (see [3] , Chapter 2, (1.2) and (2.1)). Clearly, every primitive matrix is irreducible. The number of eigenvalues of an irreducible matrix M whose absolute value is equal to (M ) is called the imprimitivity index (or the cyclicity index) of M .
The i; j -th entry of a matrix A will be denoted by (A) ij .
The directed graph G(M ) of the nonnegative n n matrix M is de…ned to have the numbers 1; 2; 3; : : : ; n as vertices, and an edge (i; j) exists if and only if a ij 6 = 0. The set of edges of G(M ) will be denoted by E(M ). A nonnegative matrix M is irreducible if and only if G(M ) is strongly connected, i.e., for any pair of vertices i; j, there is a path in G(M ) connecting i to j (see [3] , p. 30).
The index of primitivity (M ) of a primitive n n matrix M = (m ij ) is closely related to the lengths of the cycles of G(M ). is equal to 1.
2.
Suppose that M is of normal type. Then for any two given vertices u and v, there exists a vertex x such that f(x; u); (x; v)g E(M ) if and only if there exists a vertex y such that f(u; y), (v; y)g E(M ).
Proof.
1. This is well known and follows from the following facts. Since M is primitive, its imprimitivity index is equal to 1 (see [12] , chapter III, de…nition 1.1 and Theorem 2.1). As M is irreducible, G(M ) is strongly connected and by 3.4 and 3.5 of chapter 4 of [12] , the g:c:d of all lengths of circuits of G(M ) is equal to the imprimitivity index (which is equal to 1) of M .
2. Let n be the order of M and set M = (m ij ). Let u and v be two vertices for which there is a vertex y such that f(u; y); (v; y)g E(M ). This means that m uy > 0 and that m vy > 0. It follows that
Since M is of normal type M T M uv > 0. Therefore:
Hence, there exists an index x such that m xu > 0 and m xv > 0, implying that f(x; u), (x; v)g E(M ). The other direction is proved similarly.
Hartwig and Neumann proved: Theorem 2.2. Let G be a directed graph with n vertices. Let E be the set of edges of G. Assume that:
1. G has at least two cycles of distinct lengths.
2. Whenever for two vertices u and v, there exists a vertex x such that f(x; u); (x; v)g E, then there exists a vertex y such that f(u; y), (v; y)g E.
Then G has a cycle of length at most
Proof.
Recall that a walk in a directed graph is a …nite sequence of vertices u 0 ! u 1 ! ! u k where the arrows indicate the existence of an edge from u i 1 to u i , i = 1; : : : ; k. There is no restriction on multiple appearances of vertices and edges along the walk. The vertices u 0 and u k are called the origin and the terminus of the walk, respectively, and k is the length of the walk.
A pair of walks P and Q that have the same origin and the same terminus will be called a bi-walk. We will refer to it as a k; l-bi-walk where k is the length of P and l is the length of Q. Thus, in a k; l-bi-walk we have a common origin w and a common terminus z, and the two walks are of the form
We will be interested in k; l-bi-walks with 1 l k n 3 2
. Such bi-walks will be called admissible.
Suppose that the directed graph G satis…es the assumptions of the theorem, but has no cycle of length at most n 2 . We proceed in several steps.
Step 1. We show that there exists at least one admissible bi-walk. By assumption, G has two cycles whose lengths k and l satisfy n 2 < k < l n. Since k + l > n, the two cycles must have at least one vertex in common. For such a vertex t, consider the walk P that goes from t to t along the shorter of the two cycles, and the walk Q that goes from t to t along the longer cycle. The two walks form a k; l-bi-walk. It is admissible because 1 l k n
. Now, we select among the admissible bi-walks in G one
that is minimal, in the sense that it has the smallest possible k. If k = 0 then w = z and Q is a closed walk of length l n 3 2
, which contradicts the absence of cycles of length at most n 2 . Thus, k 1.
Step 2. Given a minimal admissible k; l-bi-walk P; Q as above, we present a construction that produces another minimal admissible k; l-biwalk P 0 ; Q 0 . Consider P and Q as above. By assumption, since f(w; u 1 ) ; (w; v 1 )g E, there exists a vertex, say y 1 , such that f(u 1 ; y 1 ) ; (v 1 ; y 1 )g E.
Assuming k 2, we repeat the argument with f(u 1 ; u 2 ) ; (u 1 ; y 1 )g E and deduce that there exists a vertex y 2 such that f(u 2 ; y 2 ) ; (y 1 ; y 2 )g E. In general, we iterate that argument k times and …nd vertices y 1 ; y 2 ; : : : ; y k such that f(u i ; y i ) ji = 1; : : : ; kg E and f(v 1 ; y 1 )g [ f(y i 1 ; y i ) ji = 2; : : : ; kg E:
Now the two walks
form another k; l-bi-walk, as promised. We note that if k 2 then y k 1 must be distinct from u k , since otherwise we could truncate the two walks P 0 ; Q 0 to obtain a k 1; l 1-bi-walk, contradicting the minimality of k.
Clearly we may iterate the above construction to obtain from P 0 ; Q 0 another minimal admissible k; l-bi-walk P 00 ; Q 00 and so on. In general, starting from (P 0 ; Q 0 ) = (P; Q) we get an in…nite sequence of minimal admissible bi-walks P i ; Q i , i = 0; 1; 2; : : :.
Let us denote by t i and z i the next-to-last and the last vertex, respectively, in the walk P i . In terms of our previous notation, we have:
It follows from the construction that all the edges indicated by arrows in the following diagram do exist in G:
Step 3. We show that unless k = 1, the …rst
, and so we are done unless n is even, i = 0 and j = n 2 . However, when n is even 2 n+1 2 = n + 2 and hence this cannot be the only double appearance. It remains to deal with the case of a double appearance of the form t i = z j with i > j. We claim that in this case k = 1. Indeed, we have the 1; (i j)-bi-walk P :
As noted at the end of step 2, if k 2 we have t j+1 6 = z j , which implies that i j 2. On the other hand, we have i j n 1 2
. It follows that if k 2 then 1 (i j) 1 n 3 2
, and therefore P ; Q is an admissible bi-walk, which contradicts the minimality of k. Hence k = 1.
Step 4. We show that if k = 1 then t i+l = z i for i = 0; 1; 2; : : :. Recalling our earlier notation for the bi-walks P; Q and P 0 ; Q 0 in step 2, when k = 1 we have t 1 = v 1 , i.e., it is the second vertex on Q. Similarly, t 2 is the second vertex on Q 0 , which is v 2 , the third vertex on Q. Continuing like this, we get that t l is the (l + 1)-th vertex on Q, which is v l which in turn is z 0 . Thus t l = z 0 , and similarly t l+1 = z 1 , and so on.
Step 5. We show that if k = 1 then the …rst n + 1 rows in the above diagram contain a cycle of length at most n 2 . By the pigeonhole principle, some vertex must appear twice in the left column within the …rst n + 1 rows. Say t h+d = t h for some 1 d n. The existence of an edge from t i to z i means, by step 4, that there is an edge from t i to t i+l for every i. Hence we have a closed walk of the form
We will show that the length of this closed walk is no more than n 2 . Thinking of n and l as …xed and d as a variable, the above closed walk is longest when d is of the form d = sl 1; where s is the largest integer such that sl 1 n. Thus it su¢ ces to show that s + l 2 n 2 subject to the conditions sl 1 n and 2 l n 1 2
. It is easy to see that only the extreme values of l need to be considered.
For l = 2 we have 2s 1 n, and therefore s + l 2 = s . Then s + l 2 n 2 if s 2 or s = 3 and n is odd. These conditions must hold true given that s n 1 2
1 n, as long as n 4. In the remaining cases, when n 3, our theorem is trivially true.
This completes the proof of Theorem 2.2.
We remark that the bound given in the above theorem is the best possible. Indeed, consider the directed graph G with vertices 0; 1; : : : ; n 1 and edges (i; i + 1); (i; i + 2); i = 0; 1; : : : ; n 1 (where addition is modulo n). This graph satis…es the conditions of the theorem (in fact, even in their stronger versions as they appear in Proposition 2.1), and its shortest cycle has length n 2 . However, we do not know if the bound on the primitivity index for normal type matrices given in Theorem 1.1 is optimal (or even close to being optimal). The matrix that corresponds to the above example G has primitivity index n 1, whereas the upper bound is quadratic in n.
Covering numbers in algebras with positive bases
In this section we summarize the facts on algebras with positive bases that are needed.
Let F be any sub…eld of the real number …eld R and let A be a semisimple, …nite-dimensional commutative F-algebra. The identity element of A (which is known to exist) will be denoted by 1 A . Let B = fb 1 = 1 A ; b 2 ; :::; b n g be a basis of A. The structure constants of B are the numbers ijk de…ned by the equations:
If all the structure constants of B are nonnegative real numbers we say that B is a nonnegative basis of A.
A nonzero element a = P n i=1 i b i of A is called a nonnegative element, if each i is a nonnegative real number.
For every a 2 A, let M (a; B) = (m ij (a; B)) be the n n matrix whose entries m ij (a; B) are given by the equations: a; B) is diagonalizable for all a; c; d 2 A (see [6] , lemma 2.1).
Let a 2 A. Then the support of a is denoted by Irr(a). Namely, if we
Suppose that a 2 A is nonnegative. Denote by z(a) the number of eigenvalues of M (a; B) whose absolute value is equal to (a).
The covering number cn(a) of a nonnegative a 2 A is de…ned as follows:
cn(a) = min fs j Irr(a s ) = Bg .
Of course, cn(a) may not exist.
A connection between covering numbers and primitive matrices was given in [5] . 
cn(a) exists if and only if the matrix M (a; B) is primitive, and cn(a)
is equal to the primitivity index of M (a; B).
From Theorem 3.1 and our main Theorem (1.1) we conclude:
Corollary 3.1. Let (A;B) be an n-dimensional algebra with a positive basis, and let a 2 A be nonnegative with z(a) = 1. Assume that M (a;B) is of normal type, and let m be the number of distinct eigenvalues of M (a; B). Then cn(a) (m 1)( n 2 + 1).
Proof.
The matrix M (a; B) is diagonalizable. Thus, the number of distinct eigenvalues of M (a; B) is equal to the degree of its minimal polynomial. By the assumption and Theorem 3. 1, M (a; B) is primitive of normal type, with primitivity index equal to cn(a). Now Theorem 1.1 implies that cn(a) (m 1)( n 2 + 1).
Covering numbers in …nite groups
Theorem 1.2 is proved by applying Theorem 1.1 to two speci…c algebras with positive bases arising in …nite group theory. In the following G is a …nite group, keeping the notation of the introduction. We …rst collect the facts on these algebras that will be used. They are taken from examples 1.6, 1.7, 5.1 and 5.2 of [5] and Proposition 3.3 of [7] .
We denote by QIrr(G) the algebra generated by Irr(G) over the …eld of rational numbers Q. Then Irr(G) is a positive basis for the algebra with positive basis (QIrr(G); Irr(G)). Let be an ordinary character of G. Then is a nonnegative element of QIrr(G).
is the inner product of the characters) and the eigenvalues of M ( ) are (M ( )) = (1); (C 2 ); : : : ; (C k ). Furthermore, z( ) = 1 if and only if Z( ) = f1g, and (M ( )) T = M ( ) where is the complex conjugate of .
For every C 2 cl(G) let C = P x2C x be the class sum of C in the group algebra QG. The set cls(G) = C j C 2 cl(G) is a basis of the center Z (QG) of QG. In fact cls(G) is a positive basis of the algebra with positive basis (Z (QG) ; cls(G)).
. It is well known that m ij (C) is the number of ways a given element of C j can be expressed as a product ab where a 2 C and b 2 C i (see [11] ; : : : ;
where C 1 is the conjugacy class consisting of the inverses of the elements of C.
Proposition 4.1. Let G be a …nite group, C a conjugacy class of G and a character of G. Then the matrices M (C) and M ( ) are of normal type.
Proof. Let k be the number of conjugacy classes of G.
T we get that M ( ) is in fact a normal matrix.
Since
we get that t ij 6 = 0 if and only if m ir (C)m rj (C 1 ) jCj j jCrj 6 = 0 for some r, which is equivalent to m ir (C)m rj (C 1 ) 6 = 0, since jCj j jCrj 6 = 0. Thus t ij 6 = 0 is equivalent to M (C)M (C 1 ) ij 6 = 0. Since M (C) and M (C 1 ) commute,
to m is (C 1 )m sj (C) 6 = 0 for some s. Since jCsj jCij 6 = 0, this is equivalent to m is (C 1 ) jCsj jCij m sj (C) 6 = 0 which is the same as M (C) T M (C) ij 6 = 0.
Next we prove Thereom 1.2. Proof.
1. Recall that C is a nonnegative element of the algebra with positive basis (Z (QG) ; cls(G)). By assumption G = G 0 = hCi which implies that z(C) = 1. By Theorem 3.1, cn(C) exists and it is equal to the primitivity index of the primitive matrix M (C). The number of distinct eigenvalues of M (C) is m(C). The previous proposition implies that M (C) is of normal type so by Corollary 3.1 we get that cn(C) (m(C) 1)(
It is well known that the following two statements for a natural number s are equivalent: i. 
So D > 0 if and only if an element d 2 D can be written as a product of exactly s elements of C, which is the same as d 2 C s . So i. is equivalent to ii., which implies that cn(C) is the same as cn(C) as de…ned in the introduction. 2. Recall that is a nonnegative element of the algebra with positive basis (QIrr(G) ; Irr(G)). By assumption Z( ) = f1g which implies that z( ) = 1. By Theorem 3.1 cn( ) exists and it is equal to the primitivity index of the primitive matrix M ( ). The number of distinct eigenvalues of M ( ) is m( ). The previous proposition implies that M ( ) is of normal type so by Corollary 3.1 we get that cn( ) (m( ) 1)(
. Note that cn( ) is the same as ccn( ) as de…ned in the introduction.
Commutators and the conjugacy character
Suppose that M is a primitive n n matrix with a nonzero trace. Then G(M ) has a loop (circuit of length 1) and Hartwig and Neumann's Theorem (2.1), implies that the primitivity index of M is no bigger than 2(m 1) 2(n 1), where m is the degree of the minimal polynomial of M . In this section we comment on covering numbers for conjugacy classes C and characters for which the traces of M (C) and M ( ) are nonzero and explain the signi…cance of such classes and characters.
We recall that a commutator in the group G is an element of the form x 1 y 1 xy and the conjugacy character is the function G : g 7 ! jC G (g)j for all g 2 G. Here C G (g) is the centralizer in G of g. The second orthogonality relation on characters states:
, where is the complex conjugate of .
The …rst observation is:
Proposition 5.1. Let G be a …nite group, C a conjugacy class of G and a character of G. Then Proof. As usual we set cl(G) = fC 1 = f1g; C 2 ; : : : ; C k g, and Irr(G) = f 1 = 1 G ; 2 ; : : : ; k g.
1. tr(M (C)) 6 = 0 implies that m ii (C) > 0 for some i which is the same as C i C i C. Let g 2 C i , then g = g 1 h for some g 1 2 C i and h 2 C. As g 1 is conjugate to g we can write g 1 = x 1 gx for some x 2 G. So g = x 1 gxh and so h = x 1 g 1 xg is a commutator. As all elements of C are conjugate, and conjugates of commutators are commutators we get that C consists of commutators.
Conversely, suppose that C consists of commutators. Let y 2 C, then y = a 1 b 1 ab for some a; b 2 G which is the same as ay = b 1 ab. Let C j be the conjugacy class of a, then element b 1 ab of C j is contained in C j C. So all conjugates of b 1 ab are in C j C implying C j C j C. Therefore m jj (C) > 0.
2. tr(M ( )) 6 = 0 means that m ii ( ) > 0 for some i which is the same as i 2 Irr( i ). This is equivalent to [ i ; i ] = [ ; i i ] 6 = 0 which is equivalent to Irr( ) \ Irr( G ) being nonempty.
From Proposition 5.1 we see that for a class C of commutators and for a constituent of the conjugacy character the covering number (when it exists) is no bigger than 2m 2 2k 2 (where m = m(C) or m( ) respectively). The bound 2k 2 can be lowered if C is a class of commutators (respectively is a constituent of the conjugacy character) in more than one way.
An element g of the group G is a commutator if and only g 2 C 1 C for some conjugacy C of G. The number of such C 's in ‡uences the covering number of the conjugacy class of g.
Similarly, for a character , having a common constituent with the conjugacy character, means that has a common constituent with for some 2 Irr(G). The number of such 's in ‡uences ccn( ). [3] .
