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IfX is a variety over a number field, Annette Huber has defined in [14] a category
of “horizontal” (or “almost everywhere unramified”) ℓ-adic complexes and ℓ-adic
perverse sheaves on X . For such objects, the notion of weights makes sense (in the
sense of Deligne, see [9]), just as in the case of varieties over finite fields. However,
contrary to what happens in that last case, mixed perverse sheaves (or mixed locally
constant sheaves) on X do not have a weight filtration in general, even when X is
a point. The goal of this paper is to show how to avoid this problem by working
directly in the derived category of the abelian category of perverse sheaves that do
admit a weight filtration. As an application, the methods of [21] to calculate the
intermediate extension of a pure perverse sheaf apply over any finitely generated
field, and not just over a finite field.
1
1 Introduction
Let k be a field of finite type over its prime subfield, let X be a separated scheme of finite type
over k, and let ℓ be a prime number invertible in k. In her article [14] Annette Huber introduced a
categoryDbm(X) = D
b
m(X,E) of mixed horizontal ℓ-adic sheaves onX , where E is an algebraic
extension ofQℓ. The idea of [14] is to consider the category of ℓ-adic complexes onX that extend
to a constructible ℓ-adic complex on a model X of X over a normal scheme U of finite type
overZ and with field of fractions k; we also want the morphisms between complexes to extend to
X . There is a natural definition of weights (in the sense of Deligne’s [9]) on such complexes, by
considering their restriction to the fibers of X over closed points of U . So we have a notion of
pure sheaves, and mixed complexes are defined (as in [9]) as those complexes whose cohomology
sheaves have a filtration with pure quotients.
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By sections 2 and 3 of [14], the 6 operations (usual and exceptional direct and inverse images,
tensor products and internal Homs) exist on these categories of complexes. Moreover, it is shown
in 2.5 and 3.2 of [14] that the categoryDbm(X) has a (self-dual) perverse t-structure, whose heart
Pervm(X) is called the category of horizontal mixed perverse sheaves onX .
Also, the results of chapters 4 and 5 of Beilinson-Bernstein-Deligne’s book [6] about the t-
exactness (or perverse cohomological amplitude) of the 6 functors, and the way these 6 functors
affect weights, can be extended to our situation thanks to Deligne’s generic base change theorem
(SGA 4 1/2 [Th. finitude] section 2), see for example 3.4 and 3.5 of [14].
Finally, there is a notion of weight filtration on an object of Pervm(X) (see [14] 3.7); it is
an increasing filtration whose quotients are pure perverse sheaves of increasing weights. This
filtration is unique if it exists ([14] 3.8), but unfortunately it doesn’t always exist, unless k is
a finite field. As noted in the remark below [14] 3.8, the category of horizontal mixed perverse
sheaves onX admitting a weight filtration is a full abelian subcategoryPervmf (X) of Pervm(X)
which is stable by subquotients, but it is not stable by extensions.
As a consequence, if we start from a horizontal mixed perverse sheaf that does have a weight
filtration and apply some sheaf operations, then it is not clear that the perverse cohomology
sheaves of the resulting mixed complex will still have weight filtrations. (Although we would
certainly expect that to be the case.) For example, this is a problem if we want to generalize the
arguments of [21], that gives among other things a formula for the intersection complex of X .
The goal of this paper is to give a solution to this problem, inspired by Beilinson’s theorem
that, if k is a finite field, then the derived category of Pervm(X) is canonically equivalent to
Dbm(X) (see [4], [3]; note that Beilinson’s result is more general). Beilinson also gives a way to
reconstruct the derived direct image functors from their perverse versions, and formulas adapted
to perverse sheaves for the unipotent nearby and vanishing cycles functors. Building on this,
Morihiko Saito has shown in [23] and [24] how to recover the other operations (inverse images,
tensor products and internal Homs) using only perverse sheaves.
In this paper, we will follow the ideas of Beilinson and M. Saito to construct all the sheaf
operations on the bounded derived categories of the categories Pervmf (X). The main point,
which is taken as an axiom in [24], is the fact that these categories are stable by perverse direct
images; in section 6.3, we show how to deduce it from Deligne’s weight-monodromy theorem.
Another difficulty is to state all the compatibilities that the sheaf operations should satisfy. We
have chosen to use the formalism of crossed functors (“foncteurs croise´s”), originally due to
Deligne and developed by Voevodsky and Ayoub. In order to check that the constructions of
Beilinson and M. Saito do fit into this formalism, we have had to rewrite some of them. (Another
reason is that the categories Pervmf (X) satisfy assumptions that are slightly different from the
axioms of [24], and so certain proofs become simpler, and at least one proof has to be totally
changed. However, most of the constructions are very similar to the ones in [24].)
Here is a quick description of the different parts of the paper. Section 1 is the introduction, and
section 2 contains reminders about ℓ-adic perverse sheaves, the realization functor and a quick
summary of the beginning of Huber’s article [14], in particular the definition of the main object
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of study Pervmf(X). In section 3, we state the main results of the paper, first informally and
then using the language of crossed functors. Section 4 gives a list of functors that obviously
preserve the categories Pervmf (X). Section 5 contains reminders about Beilinson’s construction
of unipotent nearby and vanishing cycles. In section 6, we state the form of Deligne’s weight-
monodromy theorem that we will use, and deduce the crucial fact that perverse direct images
also preserve the categories Pervmf (X); we also give an application to complexes with support
in a closed subscheme, that was already noted in 2.2.1 of [4] and Theorem 5.6 of [24]. Section
7 gives the proof of the first main theorem (Theorem 3.2.4, concerning the existence of the four
operations f ∗, f∗, f!, f
!), and section 8 gives the proof of the second main theorem (Theorem
3.2.12, about the existence of tensor products and internal Homs). Finally, section 9 shows how
the results of this article imply that we can extend the formalism of weight truncation functors
defined in [21].
Here are some conventions that will be used throughout the paper :
- As we are considering sheaves for the e´tale topology or proe´tale topology, we only care
about schemes up to universal homeomorphism. So we will allow ourselves to specify a
closed subscheme of a scheme X by giving only the underlying closed subset.
- We are mostly interested in the triangulated versions of the sheaf operations, so we will
denote them without the usual “R”’s or “L”’s. For example, the derived direct image func-
tors will simply be denoted by f∗, and we will similarly write f
∗, f! and f
! for the other
direct and image inverse functors, seen as functors between the triangulated categories of
complexes of sheaves. The only exception we will make is for the functor RHom (in an
abelian category), in order to distinguish it from Hom.
- All the schemes will be assumed to be excellent and separated, and all the morphisms will
be assumed to be of finite type. (We are only interested in schemes that are of finite type
over Z or over a field, and these schemes are automatically excellent.) If we write “scheme
over k”, where k is a field, we will mean “separated field of finite type over k”. Also, the
letter ℓ always stands for a prime number invertible over all the schemes considered.
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2 Horizontal perverse sheaves
In this section, we recall the definition of ℓ-adic constructible complexes and ℓ-adic perverse
sheaves, the construction of the realization functor from the bounded derived category of perverse
sheaves to the category of constructible complexes, and finally the definition by A. Huber of
horizontal ℓ-adic complexes and horizontal perverse sheaves, as well as the mixed versions.
2.1 ℓ-adic complexes
Let X be a scheme and E be an algebraic extension of Qℓ. If we want to stay in the familar
framework of triangulated categories (and avoid∞-categories), there are two approaches to the
category of bounded constructible e´tale E-complexes on X that work at the level of generality
that we need : Ekedahl’s approach in [10] (see also Fargues’s paper [11] for some complements)
and the Bhatt-Scholze definition via the proe´tale site in [7]. The second works in a more general
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setting, and it is known to be equivalent to the first when they both apply. While we could
make the constructions that we need work with both approaches, we will mostly stick to the
Bhatt-Scholze approach, because it makes the homological algebra simpler.
Remark 2.1.1 In his article [10], Ekedahl makes the assumption that the scheme X is of finite
type over a regular scheme of dimension ≤ 1. The reason for this is that the necessary theorems
for torsion e´tale sheaves were only available in this setting at the time. Since then, Gabber has
proved the finiteness theorem (see Expose´ XIII of [18]), the absolute purity theorem (see [12] or
III.3 of [18]) and the existence of a dualizing complex (see Expose´ XVII of [18]) in the more
general setting considered here, so the results of [10] extend to this setting.
Let us review quickly the construction of Bhatt and Scholze via the proe´tale site Xproe´t of
X (see [7]) : The category Dbc (X,E) is defined as a the full subcategory of the category
D(Xproe´t, E) of sheaves of E-modules on Xproe´t (definition 4.1.1 of [7]) whose objects are
bounded complexes with constructible cohomology sheaves, where a proe´tale sheaf F of E-
vector spaces is called constructible if X has a finite stratification (Zi)i∈I by locally closed
subschemes such that each F|Zi is lisse, i.e. locally (in the proe´tale topology) free of finite rank;
see definitions 6.8.6 and 6.8.8 of [7]. By propositions 5.5.4, 6.6.11, 6.8.11 and 6.8.14 of [7], this
category is canonically equivalent to the one defined by Ekedahl if X satisfies condition (A) or
(B) of [7] 5.5.1. 2 This point of view is conceptually simpler and has the advantage that direct
images, tensor products and internal Homs are the restriction of actual derived functors on the
categories D(Xproe´t, E).
The six operations on the categoriesDbc (X,E) (direct and inverses images, direct images with
proper support, exceptional inverse images, derived tensor products and derived internal Homs)
are constructed in sections 6.7 and 6.8 of [7]. Suppose that we are given a dimension function
δ on X (see De´finition XVII.2.1.1 of [18]), and let KX be the corresponding dualizing complex
on X . By this, we mean a potential dualizing complex on X for the dimension fucntion δ (see
De´finition XVII.2.1.2 of [18]); this is known to be unique up to unique isomorphism (The´ore`me
XVII.5.1.1 of [18]) and to be a dualizing complex (The´ore`me XVII.6.1.1 of [18]). We then
denote by DX = HomX(., KX) the duality functor defined by KX ; it satisfies all the usual
properties, see Lemma 6.7.20 of [7].
The category Dbc (X,E) has a canonical t-structure, whose heart is the category Shc(X,E) of
constructible sheaves (this is automatic if we use definition 6.8.8 of [7] for Dbc (X,E)). This cat-
egory has a full abelian subcategory stable by extensions L (X,E), the category of lisse sheaves
(or locally constant sheaves, or local systems), see definition 6.8.3 of [7]. We will only use the
category L (X,E) if X is connected regular; in that case (and more generally if X is geomet-
rically unibranch), this category is equivalent to the category of continuous representations of
the e´tale fundamental group πe´t(X) of X on finite-dimensional E-vector spaces (see lemmas
2Technically, Ekedahl only defines the category Dbc (X,OE) for a finite extension E of Qℓ, so to be precise, we
should say that the category Db
c
(X,E) of Bhatt-Scholze is canonically equivalent to the inverse 2-limit over all
finite subextensions ofE of the tensor product overOE ofE and of the category of constructibleOE -complexes
defined by Ekedahl.
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7.4.7 and 7.4.10 and remark 7.4.8 of [7]; the equivalence is given by taking stalks at a geomet-
ric point of X). In particular, if X is smooth of relative dimension d over a field k and if we
use the dimension function δ : x 7−→ dim({x}) (see the beginning of section 2.2), then for
every L ∈ Ob(L (X,E)) corresponding to a representation of πe´t(X), if we denote by L ∨
the lisse sheaf corresponding to the dual representation, then DX(L ) ≃ L
∨(−d)[−2d]. In-
deed, we have KX = EX(−d)[−2d], hence H
0HomX(L , KX) = L
∨(−d)[−2d], and all the
HiHomX(L , KX) for i ≥ 1 vanish by exercise III.1.31 in [20] (and lemma 6.7.13 of [7]).
2.2 Perverse sheaves
In this section, we assume that X satisfies the conditions of Corollaire XIV.2.4.4 of [18] (for
example, X is of finite type over Z or over a field) and we fix the dimension function δ on X
defined by δ(x) = dim({x}). As explained in 2.1, it determines a dualizing complex KX and
a duality functor DX . We define two full subcategories
pD≤0 and Dp≥0 of Dbc (X,E) by the
following formulas :
pD≤0 = {K ∈ ObDbc (X,E)|∀x ∈ X, ∀i > −δ(x), H
i(i∗xK) = 0}
and
pD≥0 = {K ∈ ObDbc(X,E)|∀x ∈ X, ∀i < −δ(x), H
i(i!xK) = 0},
where, for every point x of X (not necessarily closed), we denote the inclusion x −→ X by ix.
This is a t-structure on Dbc (X,E) for the same reasons as in [6] 2.2.9-2.2.19 : We consider cou-
ples (S ,L ), where where S is a finite stratification of X by locally closed connected regular
subschemes, and L is the data, for each stratum Z of S , of a finite set L (Z) of lisse sheaves on
Z, such that condition (c) of [6] 2.2.9 is satisfied. We denote by D(S ,L )(X,E) the full subcat-
geory of Dbc (X,E) whose objects are the complexes K such that, for each stratum Z of S and
each i ∈ Z, HiK|Z is isomorphic to an element of L (Z). The categories (
pD≤0, pD≥0) induces
a t-structure on D(S ,L )(X,E) by gluing, as in [6] 1.4. Then we note that the category D
b
c (X,E)
is the filtered inductive limit of its subcategories D(S ,L )(X,E), and that the t-structures are
compatible thanks to the purity theorem ([12] or XVI.3 of [18]).
We will call the t-structure (pD≤0, pD≥0) the perverse t-structure on Dbc (X,E), and denote
its heart by Perv(X,E). This is the category of perverse sheaves on X (with coefficients in E).
We denote the associated cohomology functor by pHi : Dbc (X,E) −→ Perv(X,E).
Let us list the exactness properties of the (derived) sheaf operations for this t-structure.
Suppose that we have a flat morphism of finite typeX −→ S. The following proposition is an
immediate consequence of the definitions.
Proposition 2.2.1 Let u : T −→ S be an e´tale map (resp. the inclusion of the generic point of
S), and consider the functor u∗ : Dbc (X,E) −→ D
b
c(X ×S T,E).
Then u∗ (resp. u∗[− dimS]) is t-exact.
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Then we recall the properties proved in sections 4.1 and 4.2 of [6].
Proposition 2.2.2 Let f : X −→ Y be a finite type morphism. Then :
(i) The functorsDX andDY are t-exact.
(ii) If f is affine, then f∗ is right t-exact and f! is left t-exact.
(iii) If the dimension of the fibers of f is ≤ d, then f∗ (resp. f!, resp. f
∗, resp. f !) is of perverse
cohomological amplitude≥ −d (resp. ≤ d, resp. ≤ d, resp. ≥ −d).
(iv) If f is quasi-finite and affine, then f∗ and f! are t-exact.
(v) If f is smooth of relative dimension d, then f ! ≃ f ∗[2d](d), and f ∗[d] and f ![−d] are
t-exact. In particular, if f is e´tale, then f ∗ = f ! is t-exact.
(vi) The external tensor product ⊠ : Dbc (X,E)×D
b
c (Y,E) −→ D
b
c (X × Y,E) is t-exact.
(vii) The Tate twist functorK 7−→ K(1) is t-exact.
Remember that the external tensor product of K ∈ ObDbc (X,E) and L ∈ D
b
c(Y,E) is the
objectK ⊠ L of Dbc (X × Y,E) defined by
K ⊠ L = (pr∗XK)⊗ (pr
∗
YL),
where prX : X × Y −→ X and prY : X × Y −→ Y are the two projections (see SGA 5 III 1.5,
whereK ⊠ L is denotedK ⊗Spec k L).
Proof. For (i), note that, by Theorem 6.3(iii) of [10], for all K,L ∈ ObDbc (X,E) and every
x ∈ X , we have a canonical isomorphism
i!xHomX(K,L) ≃ Homx(i
∗
xK, i
!
xL).
Applying this to L = KX and using the isomorphisms i
!
xKX ≃ E(δ(x))[2δ(x)] that are part of
the definition of a potential dualizing complex (see De´finition XVII.2.1.2 of [18]), we see that
K ∈ Ob(Dp≤0) if and only if DX(K) ∈ Ob(
pD≥0). As D2X ≃ idDbc (X,E), this also implies that
K ∈ Ob(pD≥0) if and only if DX(K) ∈ Ob(
pD≤0), and we are done.
Point (ii) is proved exactly as The´ore`me 4.1.1 of [6], as soon as we have the analogue of Artin’s
vanishing theorem, which is proved in Expose´ XV of [18]. Point (iii) is proved exactly as 4.2.4
of [6], and (iv) follows from (ii) and (iii). To prove point (v), it suffices to prove the isomorphism
f ! ≃ f ∗[2d](d); but this is SGA 4 XVIII 3.2.5. Point (vi) is proved as in Proposition 4.2.8 of [6].
Finally, point(vii) follows from (vi), because K(1) is the exterior tensor product of the complex
K on X and of the perverse sheaf Qℓ(1) on Spec k.

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We define the intermediate extension functor as in [6] : if j : U −→ X is a locally closed
immersion and K is an object of Perv(U,E), then
j!∗K = Im(
pH0j!K −→
pH0j∗K).
The methods of section 4.3 of [6] adapt immediately to our case and give the following result
:
Theorem 2.2.3 The category Perv(X,E) is Artinian and Noetherian, that is, all its objects have
finite length. Moreover, the simple objects are of the form j!∗L[d], where j : Z −→ X is a locally
closed immersion, the subscheme Z is connected regular of dimension d, and L is a lisse sheaf
on Z corresponding to an irreducible representation of πe´t1 (Z) (we call such a L a simple lisse
sheaf).
2.3 Filtered derived categories
Before we can define the realization functors, we need to recall the formalism of filtered derived
categories. Let A be an abelian category. We denote by F(A ) the category of filtered objects
of A , where filtrations are assumed to be decreasing. The category F(A ) is a quasi-abelian
category, and we denote by DF(A ) its derived category (see chapter V of Illusie’s [16], sec-
tion 3.1 of [6] or sections 2 and 3 of Schapira and Schneiders’s [25]). We will denote objects of
DF(A ) by (K,F •) (or often justK), whereK is a complex of objects of A and F • is a decreas-
ing filtration on this complex. We have triangulated functors σ≤i, σ≥i : DF(A ) −→ DF(A ),
Gri : DF(A ) −→ D(A ) for each i ∈ Z and ω : DF(A ) −→ D(A ), that are the de-
rived functors of the three functors Fi : F(A ) −→ F(A ), (.)/Fi−1 : F(A ) −→ F(A ),
Gri : F(A ) −→ A , (K,F•) 7−→ FiK/Fi−1K and of the forgetful functor ω : F(A ) −→ A ,
(K,F •) 7−→ K. For every i ∈ Z, we have a natural transformation Gri −→ Gri+1[1] (coming
from the triangle Gri+1K −→ F iK/F i+2K −→ GriK, if (K,F •) is an object of DF(A )).
In the language of Definition A.1 of [4], the category DF(A ) is a f-category over D(A ). This
says in particular that D(A ) is equivalent (via ω) to the full subcategory of objects (K,F •) in
DF(A ) such that GriK = 0 for i 6= 0.
We review the construction of the realization functor from [6] 3.1. Let D be a full triangulated
subcategory of Db(A ), let (D≤0,D≥0) be a t-structure on D , and denote its heart by C . Let
DF be the full subcategory of K in DF(A ) such that GriK ∈ ObD for every i ∈ Z. This is a
triangulated subcategory of DF(A ) stable by the functors σ≤i and σ≥i, i ∈ Z, hence a f-category
over D . The t-structure of D also lifts to a compatible t-structure (DF≤0,DF≥0) of DF (see
Definition A.4 and Proposition A.5 of [4]), given by
DF≤0 = {K ∈ ObDF |∀i ∈ Z, GriK ∈ ObD≤i}
and
DF≥0 = {K ∈ ObDF |∀i ∈ Z, GriK ∈ ObD≥i}.
8
The heart of this t-structure is the abelian category DFbeˆte with objects
{K ∈ ObDF(A )|∀i ∈ Z, GriK[i] ∈ ObC }.
It is the category called “DFbeˆte” in [6] 3.1.7. If (K,F
•) is an object ofDFbeˆte, then the sequence
. . . −→ GriK[i] −→ Gri+1K[i+ 1] −→ Gri+2K[i+ 2] −→ . . .
is a bounded complex of objects of C . We get in this way a functorG fromDFbeˆte to the category
Cb(C ) of bounded complexes of objects of C .
Theorem 2.3.1 (Propositions 3.1.6 and 3.1.10 of [6].) The functor G is an equivalence of cate-
gories, and the functor ω ◦G−1 : Cb(C ) −→ D factors throughDb(C ).
So we get a functorDb(C ) −→ D , that we will denote by real and call the realization functor.
We denote by Fct(Z,A ) the category of functors from Z to A . This is an abelian category,
and the category F(A ) can be identified with the full subcategory of Fct(Z,A ) whose objects
are the functors sending morphisms to monomorphisms (see definition 3.1 of [25]). We have the
following result :
Theorem 2.3.2 (Theorem 3.16 of [25].) Assume that A admits small filtrant inductive limits,
and that these limits are exact. Then the inclusion functor induces an equivalence of categories
D∗(F(A )) −→ D∗(Fct(Z,A )),
where ∗ = ∅, +, − or b.
Corollary 2.3.3 Let B be another abelian category and F : A −→ B be a left exact functor.
Suppose that A has enough injectives, or more generally that it has a F -injective subcategory
in the sense of Definition 13.3.4 of [19].
Then we have a functor RF : DF(A ) −→ DF(B) such that the squares
DF(A )
RF //
ω

DF(B)
ω

D(A)
RF
// D(B)
and DF(A )
RF //
Gri

DF(B)
Gri

D(A )
RF
// D(B)
commute up to natural isomorphism.
Indeed, the functor F induces a left exact functor Fct(Z,A ) −→ Fct(Z,B), and the functor
RF of the corollary is its right derived functor. Of course, we have a similar statement for right
exact functors.
Now suppose that we have two abelian categories A and A ′, subcategories D resp. D ′ of
DF(A ) resp. DF(A ′) with t-structures whose hearts we denote by C and C ′. We denote by
DF′ (resp. DFbeˆte
′) the subcategory of DF(A ′) defined similarly to DF (resp. DFbeˆte). The
following proposition is proved in appendix A of [4] .
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Proposition 2.3.4 Let F : D −→ D ′ be a triangulated functor. Suppose that F is right exact
for the t-structures on D and D ′, so that it induces a right exact functor C −→ C ′, that we will
denote by F 0. Suppose that F lifts to a triangulated functor F ′ : DF −→ DF′ such that the
squares
DF
F ′ //
ω

DF′
ω

D
F
// D ′
and DF
F ′ //
Gri

DF′
Gri

D
F
// D ′
commute up to natural isomorphisms. Finally, suppose that C has a F 0-projective subcategory,
in the sense of Definition 13.3.4 of [19]. (Informally, this means that there exist enough F 0-
acyclic objects.)
Then the left derived functor LF 0 of F 0 exists, and the diagram
Db(C )
LF 0 //
real

Db(C ′)
real

D
F
// D ′
commutes up to canonical natural isomorphism.
Proof. The existence of LF 0 is proved in Proposition 13.3.5 of [19]. The remark after Lemma
A.7.1 of [4] shows that there exists a canonical morphism of functors F ◦ real −→ real ◦ LF 0.
That this morphism is an isomorphism follows from the existence of F 0-acyclic resolutions, as
in the proof of Theorem 3.2 of [4].

2.4 Perverse t-structures and the realization functor
Fix a scheme X as in section 2.2. Then we can apply Theorem 2.3.1 to the triangulated sub-
category Dbc (X,E) of the derived category D(Xproe´t, E) of proe´tale E-modules on X and its
perverse t-structure. It gives an exact functor DbPerv(X,E) −→ Dbc (X,E), that we denote by
real and call the realization functor.
If f : X −→ Y is a finite type morphism such that (a shift of) f ∗ or f∗ is t-exact for the perverse
t-structure on Dbc (X,E), we would like to know that real intertwines the trivial derived functor
on the derived categories of perverse sheaves and the original functor on the categories Dbc . We
would also like to have similar statements for the exterior tensor product and duality functors.
For this, we need to extend all these functors to the appropriate filtered derived categories.
We have triangulated functors f∗, ⊗ and HomX on D(Xproe´t, E), and they are all derived
functors, so we can extend them to triangulated functors on DF(Xproe´t, E) (the filtered derived
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category of proe´tale E-modules on X) using Corollary 2.3.3. 3 Next, as D(Xproe´t, E) is equiv-
alent to the full subcategory of DF(Xproe´t, E) with objects the K such that Gr
iK = 0 for
i 6= 0, we can see the dualizing complex K̂X as an object of DF(Xproe´t, E), and so we can
define DX on DF(Xproe´t, E) by DX(K) = HomX(K,KX). Finally, we extend the inverse im-
age functor. The functor f∗ : D(Xproe´t, E) −→ D(Yproe´t, E) has a left adjoint f
∗, given by
f ∗K = f ∗naiveK ⊗f∗naiveEX EY , where f
∗
naive is the regular pullback functor (see Remark 6.8.15 of
[7]). The functor f ∗naive is exact and so extends to DF(Yproe´t, E) by Corollary 2.3.3, and we can
see f ∗naiveEY and EX as objects of DF(Xproe´t, E), so f
∗ also extends.
We get the following result :
Proposition 2.4.1 Let f : X −→ Y be a finite type morphism.
(i) If f is quasi-finite and affine, then we have commutative diagrams (up to natural isomor-
phism)
Db(Perv(X,E))
f∗ //
real

Db(Perv(Y,E))
real

Dbc(X,E) f∗
// Dbc (Y,E)
and Db(Perv(X,E))
f! //
real

Db(Perv(Y,E))
real

Dbc (X,E) f!
// Dbc (Y,E)
(ii) If f is smooth and of relative dimension d, then we have a commutative diagram (up to
natural isomorphism)
Db(Perv(Y,E))
f∗[d] //
real

Db(Perv(X,E))
real

Dbc (Y,E) f∗[d]
// Dbc (X,E)
(iii) We have a commutative diagram (up to natural isomorphism)
Db(Perv(X,E))op
DX //
real

Db(Perv(X,E))
real

Dbc (X,E)
op
DX
// Dbc (X,E)
Proof. We need to check the hypothesis of Proposition 2.3.4. But, if we have triangulated
functors F ′ on DF(Xproe´t, E) and F on D(Xproe´t, E) that are compatible as in the statement of
Corollary 2.3.3, then it is clear that F ′ will preserve the appropriate categories DFbeˆte.
3For HomX and ⊗, we could also use V.2 of [16].
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We will need one last compatibility. Suppose that we have a flat morphism of finite type
X −→ S. If T −→ S is e´tale (resp. the inclusion of the generic point of S), u : XT −→ X
is its base change to X and u∗ : Dbc (X,E) −→ D
b
c (XT , E) is the restriction functor, then u
∗
(resp. u∗[− dimS]) is t-exact by Proposition 2.2.1. The following result is proved exactly as
Proposition 2.4.1.
Proposition 2.4.2 In the situation above, we have a commutative diagram (up to natural iso-
morphism)
Db(Perv(X,E))
u∗[a] //
real

Db(Perv(XT , E))
real

Dbc (X,E) u∗[a]
// Dbc(XT , E)
where a = 0 is T −→ S is e´tale and a = − dimS if T −→ S is the inclusion of the generic
point of S.
2.5 Horizontal constructible complexes
From now on, we fix a field k of finite type over its prime field (in other words, k is the field of
fractions of an integral scheme of finite type overZ) and an algebraic extensionE ofQℓ. We will
consider separated schemes of finite type over k and denote by them by capital Roman letters
such asX , Y , U etc.
We will recall some constructions and results of sections 1-3 of [14]. In this article, Huber
assumes that k is a number field, but, as she notes herself in the remark after proposition 2.3,
this is not really necessary and all her constructions extend to the more general situation consid-
ered here, either by Deligne’s generic constructibility theorem (SGA 4 1/2 [Th. finitude]) or by
Gabber’s finiteness results ([18]).
Let U be the set (ordered by inclusion) of Z-subalgebras A ⊂ k that are regular and of finite
type over Z and such that k is the field of fractions of A. By a theorem of Nagata (see EGA IV
6.12.6), if B is an integral scheme of finite type over Z, then the regular locus of B is open in
B. Hence k = lim
−→A∈U
A. So we are in the situation of EGA IV 8 and can use the results of this
reference.
If A ∈ U , we say that a scheme over SpecA is horizontal if it is flat and of finite type over A.
Let X be a scheme over k. We denote by U X the category of triples (A,X , u), where A ∈ U ,
X is a horizontal scheme over A and u is an isomorphism of k-schemes X
∼
−→ X ⊗A k; we
will often omit u from the notation. A morphism (A,X , u) −→ (A′,X ′, u′) is an inclusion
A ⊂ A′ and an open embedding f : X ′ −→ X ⊗A A
′ such that u′ = u ◦ f . Then we have a
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canonical isomorphism (given by the entry u of the triples)
X
∼
−→ lim
−→
(A,X )∈ObU X
X ⊗A k.
If f : (A,X ) −→ (A′,X ′) is a morphism in U X , then it induces an exact functor
Dbc(X , E) −→ D
b
c (X ⊗A A
′, E)
f∗
−→ Dbc(X
′, E),
where the first functor is the restriction functor along the open embedding X ⊗A A
′ −→ X .
Definition 2.5.1 (See [14], Definition 1.2.) Let X be a scheme over k. We define the category
Dbh(X,E) by
Dbh(X,E) = 2− lim−→
(A,X )∈ObU X
Dbc (X , E).
We call this category the category of bounded constructible horizontalE-complexes of sheaves
on X .
Note that we could also define versions of these categories with coefficients in OE (if E is
a finite extension of Qℓ), as Huber does. But we will only be interested in this article in the
category Dbh(X,E).
As in the remark following Definition 1.2 of [14], we see that these categories are triangu-
lated and have a tautological t-structure (induced by the tautological t-structure on the categories
Dbc (X , E)), and that all the properties of Theorem 6.3 of [10] carry over. The heart of the canon-
ical t-structure will be denoted by Shh(X,E), and we will call its objects horizontal constructible
sheaves onX .
We denote by η∗ : Dbh(X,E) −→ D
b
c (X,E) the exact functor induced by the restriction
functors Dbc (X , E) −→ D
b
c (X ⊗A k, E)
u∗
−→ Dbc (X,E), for (A,X , u) ∈ ObU X .
Proposition 2.5.2 (i) The functor η∗ is fully faithful on the heart of the tautological t-
structure.
(ii) If F ,G ∈ Ob(Shh(X,E)), then
η∗ : Ext1Db
h
(X,E)(F ,G ) −→ Ext
1
Dbc (X,E)
(η∗F , η∗G )
is injective.
Proof. The first point is proposition 1.3 of [14]. We prove the second point. Let
(A,X , u) ∈ Ob(U X) such that F and G come from objects K and L of Dbc (X , E). We
use u to identify X and X ⊗A k. The constructible sheaves
⊕
i 6=0H
iK and
⊕
i 6=0H
iL on X
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are supported on a closed subset disjoint from X , so, after shrinking X , we may assume thatK
and L are constructible sheaves on X . By definition of Dbh(X,E), we have
Ext1Db
h
(X,E)(F ,G ) = lim−→
A⊂A′∈U
Ext1Dbc (X ⊗AA′,E)(K|X ⊗AA′, L|X ⊗AA′).
Let A′ ⊃ A be an element of U . The category Dbc (X ⊗A A
′, E) is a full subcategory of
D((X ⊗A A
′)proe´t, E), the derived category of the category of E-modules on the proe´tale
site of X ⊗A A
′, so the groups Ext1Dbc (X ⊗AA′,E) parametrize extensions in this category of
E-modules (see section 3.2 of chapter III of Verdier’s book [29]). But Shc(X ⊗A A
′, E)
is a Serre subcategory of the category of all sheaves of E-modules (see proposition 6.8.11
of [7]), so Ext1Dbc (X ⊗AA′,E)(K|X ⊗AA′, L|X ⊗AA′) is the group of equivalence classes of ex-
tensions of K|X⊗AA′ by L|X ⊗AA′ in Shc(X ⊗A A
′, E). We have a similar statement for
Ext1Dbc (X,E)(η
∗F , η∗G ).
Now let c ∈ Ext1Db
h
(X,E)(F ,G ), and suppose that its image in Ext
1
Dbc (X,E)
(η∗F , η∗G ) is 0.
There exists an element A′ ⊃ A of U and an extension
0 −→ L|X⊗AA′ −→ M −→ K|X ⊗AA′ −→ 0
in Shc(X ⊗A A
′, E) whose class is c. The hypothesis on c says that the restriction of this
extension to X is split. But, by point (i), this implies that there exists an element A′′ ⊃ A′ of U
such that the restriction of the extension to X ⊗A A
′′ already splits, which means that c = 0.

2.6 Horizontal perverse sheaves
In this section, we define the perverse t-structure on Dbh(X,E). Note that, by Proposition 1.4
of Giral’s article [13], all the rings A in U have the same Krull dimension c, which is the
transcendence degree of k over its prime field if k is of positive characteristic, and 1 plus this
transcendence degree if k is of characteristic 0.
If (A,X , u) ∈ ObU X , then we consider the perverse t-structure on Dbc (X , E) defined
in section 2.2. Then the functor u∗[−c] : Dbc (X , E) −→ D
b
c (X,E) is t-exact by Proposition
2.2.1. Also, for every morphism f : (A,X , u) −→ (A′,X ′, u′) in U X , the restriction func-
tor f ∗ : Dbc (X
′, E) −→ Dbc (X , E) is t-exact by the same proposition. By taking the limit of
the shift by c of the t-structures on the Dbc (X , E), we get a t-structure on D
b
h(X,E) such that
η∗ : Dbh(X,E) −→ D
b
c (X,E) is t-exact. We denote the heart of this t-structure by Pervh(X,E)
and call it the category of horizontal perverse sheaves on X . We still denote the perverse coho-
mology functors by pHi : Dbh(X,E) −→ Pervh(X,E).
By Proposition 2.4.2, we get a realization functor real : DbPervh(X,E) −→ D
b
h(X,E).
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Remark 2.6.1 This is not Huber’s construction. Let us recall her construction and compare it
with ours. Let A ∈ U and let X be a horizontal scheme over A. As in [14] 2.1, we say that a
stratification of X is horizontal if all its strata are smooth overA. Suppose thatE/Qℓ is finite. If
S is a horizontal stratification of X and L is the data of a set of irreducible lisse OE-sheaves on
every stratum of S satisfying condition (c) of [14] 2.2, we get as in Definition 2.2 and Lemma 2.4
of [14] a full subcategory Db(S,L)(X ,OE) of (S, L)-constructible objects in D
b
c (X ,OE), and it
has a self-dual perverse t-structure, whose heart we will denote by Perv(S,L)(X ,OE). Because
the strata S are smooth over SpecA, lisse sheaves on them are perverse for our t-structure on
Dbc (X ,OE) when placed in degree − dim(A) = −c, so Huber’s t-structure is the shift by c of
the one induced by our perverse t-structure on Dbc (X ,OE).
By Proposition 2.3 of [14], the category Dbh(X,OE) is the 2-colimit of the categories
Db(S,L)(X ,OE) over all (A,X ) ∈ ObU X and couples (S, L) as before, and by Theorem 2.5
of [14], the perverse t-structure goes to the limit and induces a t-structure on Dbh(X,OE). This is
the t-structure that is used in [14], and, by the observation of the previous paragraph, it coincides
with the one that we defined at the beginning of this section.
Huber’s definition has the advantage that we can apply Deligne’s generic base change theorem
(from SGA 4 1/2 [Th. finitude]) to deduce statements for horizontal perverse sheaves from
statements for perverse sheaves on schemes over finite fields proved in sections 4 and 5 of [6].
For example, we see as in [14] 2.7 that the six operations have the usual exactness properties
with respect to the perverse t-structure (which means the properties of [6] 4.1 and 4.2), that the
category Pervh(X,E) is Artinian and Noetherian, and that we have the same description of its
simple objects as in Theorem 4.3.1 of [6]. 4
The following result is a slight generalization of the first part of Lemma 2.12 of [14].
Proposition 2.6.2 1. The functor η∗ : Pervh(X,E) −→ Perv(X,E) is fully faithful, and its
essential image is the full category of perverse sheaves onX that extend to a constructible
complex on some X , for (A,X ) ∈ ObU X .
2. For everyK,L ∈ ObPerv(X,E), the morphism
Ext1Db
h
(X,E)(K,L) −→ Ext
1
Dbc (X,E)
(η∗K, η∗L)
induced by η is injective.
Proof. If the category where we take the Exti is clear from context, we omit it in this proof.
Also, we omit the coefficients E in the notation.
We prove both points by Noetherian induction on X . If dimX = 0, then the perverse t-
structure on Dbc(X,E) is the usual t-structure, so both points follow from Proposition 2.5.2
(which is an easy consequence of Proposition 1.3 of [14]).
4But we could also have proved all these statements from our definition.
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Suppose that dimX > 0, and let K,L ∈ ObPervh(X). Lemma 2.12 of [14] says that the
map Hom(K,L) −→ Hom(η∗K, η∗L) is injective, and we want to show that it is also surjective.
We show this by induction on the sum of the lengths ofK and L.
Suppose first that K and L are both simple. Then we have smooth connected locally closed
subschemes k1 : Y1 −→ X and k2 : Y2 −→ X and horizontal locally constant sheaves L1 on Y1
and L2 on Y2 such thatK = k1!∗L1[dimY1] and L = k2!∗L2[dimY2]. We have Hom(K,L) = 0
if K 6≃ L, and Hom(K,K) = HomDb
h
(X)(L1,L1). In particular, by Proposition 1.3 of [14],
η∗K and η∗L are also simple, and Hom(K,L)
∼
−→ Hom(η∗K, η∗L), proving the first point.
We prove the second point. LetZ = Y 1∩Y 2, and denote by i : Z −→ X and j : X−Z −→ X
the inclusions. We have an exact triangle
RHom(i∗K, i!L) −→ RHom(K,L) −→ RHom(j∗K, j∗L)
+1
−→ .
As j∗K and j∗L are perverse with disjoint supports on X − Z, RHom(j∗K, j∗L) = 0, so we
get isomorphisms Exti(i∗K, i!L)
∼
−→ Exti(K,L) for every i ∈ Z. We have a similar result for
η∗K and η∗L.
If Y 1 is not contained is Y 2, then Z is a proper closed subset of Y 1, so i
∗K and i∗η∗K are
concentrated in perverse degree ≤ −1. As i!L and i!η∗L are concentrated in perverse degree
≥ 0, we get
Ext1(K,L) = Hom(pH−1i∗K, pH0i!L)
and
Ext1(η∗K, η∗L) = Hom(pH−1i∗η∗K, pH0i!η∗L),
so the second point follows from the induction hypothesis applied to Z.
If Y 2 is not contained is Y 1, then Z is a proper closed subset of Y 2, so i
!L and i!η∗L are
concentrated in perverse degree ≥ 1. As i∗K and i∗η∗K are concentrated in perverse degree
≤ 0, we get
Ext1(K,L) = Hom(pH0i∗K, pH1i!L)
and
Ext1(η∗K, η∗L) = Hom(pH0i∗η∗K, pH1i!η∗L),
so the second point again follows from the induction hypothesis applied to Z.
Finally, suppose that Y 1 = Y 2. Then i
∗K and i!L are perverse and simple, and we may assume
that Y1 = Y2. Let b be the inclusion of the open subscheme Y1 of Z, and a be the inclusion of its
complement. As before, we have an exact triangle
RHom(a∗i∗K, a!i!L) −→ RHom(i∗K, i!L) −→ RHom(b∗i∗K, b∗i!L)
+1
−→ .
As i∗K and i!L are simple of support Z, we know that a∗i∗K is concentrated in perverse degree
≤ −1 and that a!i!L is concentrated in perverse degree ≥ 1, so we get an injective map
Ext1(i∗K, i!L) −→ Ext1(b∗i∗K, b∗i!L) = Ext1Db
h
(X)(L1,L2).
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We have a similar calculation for i∗η∗K and i!η∗L, and so the second point follows from Propo-
sition 2.5.2. This finishes the proof in the case whereK and L are both simple.
Now suppose that we have an exact sequence 0 −→ K1 −→ K −→ K2 −→ 0, and that we
know the result for the pairs (K1, L) and (K2, L). We show it for (K,L). Write K
′ = η∗K,
L′ = η∗L etc. We have a commutative diagram with exact rows
0 // Hom(K2, L) //
≀

Hom(K,L) //

Hom(K1, L) //
≀

Ext1(K2, L) // _

Ext1(K,L) //

Ext1(K1, L) _

0 // Hom(K ′2, L
′) // Hom(K ′, L′) // Hom(K ′1, L
′) // Ext1(K ′2, L
′) // Ext1(K ′, L′) // Ext1(K ′1, L
′)
so both points follow from the five lemma.
The case where we have an exact sequence 0 −→ L1 −→ L −→ L2 −→ 0 such that the result
is known for (K,L1) and (K,L2) is treated in the same way.

2.7 Mixed perverse sheaves
The key point is that, if A ∈ U , then, as A is a Z-algebra of finite type, the residue fields of
closed points of SpecA are finite, so we can use the theory of [6] chapter 5 as in section 3 of
[14] to define categoriesDbm(X,E) of mixed horizontal complexes. Once we have defined what it
means for a horizontal constructible sheaf to be punctually pure of a certain weight, the definition
proceeds as in [6] 5.1.5. If F ∈ ObShh(X,E) and w ∈ Z, we say that F is punctually pure
of weight w if there exists (A,X ) ∈ ObU X and F ′ ∈ ObShc(X , E) a constructible sheaf
extending F such that, for every closed point x of SpecA, F ′|Xx is punctually pure of weight w
in the sense of [6] 5.1.5 (that is, of Deligne’s [9]). We say that F is mixed if it has a filtration
whose graded pieces are punctually pure of some weight.
We denote by Dbm(X,E) the full subcategory of mixed complexes in D
b
h(X,E); the objects of
Dbm(X,E) are complexesK such that all the (usual) cohomology sheaves ofK are mixed.
By Proposition 3.2 of [14], these subcategories are stable by the 6 operations and in-
herit a perverse t-structure from Dbh(X,E). We denote the heart of this t-structure by
Pervm(X,E); it is a full subcategory of Pervh(X,E), stable by subquotients and ex-
tensions. All the compatibilities between the six operations (and the intermediate exten-
sion functor) and weights that are proved in [9] and [6] chapter 5 remain true, see [14]
3.3-3.6. Also, the functor real : Db Pervh(X,E) −→ D
b
h(X,E) restricts to a functor
real : Db Pervm(X,E) −→ D
b
h(X,E), whose essential image is contained in D
b
m(X,E) by
definition of Dbm(X,E).
Let us introduce weight filtrations, following Definition 3.7 of [14].
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Definition 2.7.1 Let K ∈ ObPervm(X,E). A weight filtration on K is a separated exhaustive
ascending filtrationW on K (in the abelian category Pervm(X,E)) such that Gr
W
k K is pure of
weight k for every k ∈ Z.
As the abelian category Pervm(X,E) is Artinian and Noetherian, such a filtration is auto-
matically finite. Note also that morphisms in Pervm(X,E) are strictly compatible with weight
filtrations (Lemma of 3.8 [14]), so in particular a weight filtration is unique if it exists.
Definition 2.7.2 Let Pervmf (X,E) be the full subcategory of Pervm(X,E) whose objects are
mixed horizontal perverse sheaves admitting a weight filtration.
This subcategory is clearly stable by subquotients in Pervm(X,E), but it is not stable by
extensions (even if X = Spec k), see the warning before Proposition 3.4 of [14].
Finally, the following conservativity result will be very useful.
Proposition 2.7.3 (i) The functor η∗ : Dbh(X,E) −→ D
b
c (X,E) is conservative.
(ii) The realization functor DbPervh(X,E) −→ D
b
h(X,E) is conservative.
(iii) The obvious functor DbPervmf (X,E) −→ D
bPervh(X,E) is conservative.
Proof. In all three cases, we have t-structures on the source and target for which the functors
are t-exact and such that the family of cohomology functors for the t-structure is conservative
(the perverse t-structure onDbh(X,E) andD
b
c (X,E), and the canonical t-structure on the derived
categories). So it suffices to check that the functors on the hearts are conservative. But these
functors are all faithful and exact (in fact, they are all fully faithful), so they are conservative.

3 Main theorems
From now on, we will fix the algebraic extension E of Qℓ and omit it in the notation.
3.1 Informal statement
Informally, the main theorems say that the sheaves operations (f∗, f
∗, f! and f
!,
Hom, ⊗, Poincare´-Verdier duality, unipotent nearby and vanishing cycles) lift to the
categories DbPervmf (X) in a way that is compatible with the realization functors
DbPervmf (X) −→ D
b
m(X), and that all the relations between these functors that are true in
the categories Dbm(X) are still true in the categories D
b Pervmf (X).
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A convenient way to say this is to use the formalism introduced in Ayoub’s thesis [1] (and
in his article [2]). Then Theorem 3.2.4 says that the four operations f∗, f
∗, f! and f
! exist and
satisfy all the expected adjunctions and compatibilities, and Theorem 3.2.12 asserts the existence
and properties of the derived internal Homs and derived tensor products. The stability of the
categories Pervmf under the perverse direct image functors is proved in section 6.3, and the
unipotent vanishing cycles are constructed in section 5.2 (see Corollary 6.3.3).
3.2 Formal statement
We denote by Sch/k the category of schemes over k (always assumed to be separated of finite
type, as before) and by TR the 2-category of triangulated categories.
The notion of a formalism of the four operations (f ∗, f∗, f!, f
!) has been axiomatized by
Deligne, Voevodsky and Ayoub, under the name of “foncteur croise´”. 5 We will follow Ayoub’s
presentation.
Definition 3.2.1 (See Definition 1.2.12 of [1].) 6 A crossed functor (“foncteur croise´”) on
Sch/k with values in TR (relatively to the class of cartesian squares) is a quadruple of 2-functors
H = (H∗, H∗, H!, H
!) : Sch/k −→ TR, such that :
(0) for every X ∈ Ob(Sch/k), we have H∗(X) = H!(X) = H
∗(X) = H !(X) (we denote
this triangulated category by H(X));
(1) the functors H∗, H! are covariant, and the functors H
∗, H ! are contravariant;
(2) the functorH∗ is a global left adjoint of H∗;
(3) the functorH ! is a global right adjoint ofH!;
together with the data of exchange structures of typeւ on the couples (H∗, H!) and (H
∗, H !)
(see Definition 1.2.1 of [1]), i.e., for every cartesian square
X ′
g′ //
f ′

X
f

X g
// Y
in Sch/k, we have morphisms of functors H!(f) ◦ H∗(g
′) −→ H∗(g) ◦ H!(f
′) and
H∗(g′) ◦ H !(f) −→ H !(f ′) ◦ H∗(g) compatible with horizontal and vertical composition of
squares.
5There are other approaches, but this particular one seems better suited to our situation. For example, using
derivators is complicated by the fact that it is difficult to make sense of the notion of “perverse sheaf over a
diagram of schemes”, because inverse image functors typically do not preserve perverse sheaves.
6Note that we take the two categories C1 and C2 of this reference to be equal to Sch/k.
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This data is moreover required to satisfy the following condition : For every cartesian square
X ′
g′ //
f ′

X
f

X g
// Y
in Sch/k, the morphisms H∗(g) ◦ H!(f) −→ H!(f
′) ◦ H∗(g′) and
H!(f
′) ◦ H∗(g′) −→ H∗(g) ◦ H!(f) formally constructed used the exchange structures
and adjunctions (see the beginning of [1] 1.2.4) are isomorphisms and inverses of each other;
equivalently, we could required that the morphisms H !(f) ◦ H∗(g
′) −→ H∗(g) ◦ H
!(f ′) and
H∗(g) ◦H
!(f ′) −→ H !(f) ◦H∗(g
′) are isomorphisms and inverses of each other.
Definition 3.2.2 (See Definition 3.1 and Theorem 3.4 of [2].) Suppose that we have two crossed
functors H1, H2 : Sch/k −→ TR. A morphism of crossed functors R : H1 −→ H2 is the
following data :
(1) For everyX ∈ Ob(Sch/k), a triangulated functor RX : H1(X) −→ H2(X).
(2) For every f : X −→ Y in Sch/k, invertible natural transformations
θf : H
∗
2 (f) ◦RY
∼
−→ RX ◦H
∗
1 (f)
γf : RY ◦H1,∗(f)
∼
−→ H2,∗(f) ◦RX
ρf : H2,!(f) ◦RX
∼
−→ RY ◦H2,!(f)
ξf : RX ◦H
!
2(f)
∼
−→ H !2(f) ◦RY .
We require these transformations to satisfy the compatibility conditions spelled out in section
3 of Ayoub’s paper [2].
Example 3.2.3 For a ∈ {c, h,m}, we have a crossed functor
Ha = (H
∗
a , Ha,∗, Ha,!, H
!
a) : Sch/k −→ TR defined in the following way :
• For everyX ∈ Ob(Sch/k),
H∗a(X) = Ha,∗(X) = Ha,! = (X) = H
!
a(X) = D
b
a(X).
• For every f : X −→ Y in Sch/k, we have H∗a(f) = f
∗, Ha,∗(f) = f∗, Ha,!(f) = f! and
H !a(f) = f
!.
Moreover, we have morphisms of crossed functors Hm −→ Hh −→ Hc.
Then our first main result is the following theorem.
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Theorem 3.2.4 There exists a crossed functorHmf = (H
∗
mf , Hmf,∗, Hmf,!, H
!
mf) : Sch/k −→ TR
and a morphism of crossed functors R : Hmf −→ Hm such that, for every X ∈ Ob(Sch/k),
Hmf (X) = D
bPervmf (X) and RX : Hmf (X) = D
bPervmf (X) −→ Hm(X) = D
b
m(X) is
the composition of the obvious functor Db Pervmf(X) −→ D
b Pervm(X) and of the realization
functor of section 2.6.
Moreover, the functor RX is conservative for every k-scheme X , and we have for every mor-
phism f in Sch/k a natural transformationHmf,!(f) −→ Hmf,∗(f), which is an isomorphism if
f is proper.
To prove this, we will follow the same strategy as in chapter 1 of [1] and section 3 of [2], and
deduce the existence of the crossed functor and of the natural transformation f! −→ f∗ from that
of a stable homotopic 2-functor (see Definition 3.2.5).
We note that the conservativity of RX follows immediately from Proposition 2.7.3, and then
the fact that f! −→ f∗ is an isomorphism for f proper follows from the conservativity of the
functors RX .
Definition 3.2.5 (See [1] 1.4.1.) Let H∗ : Sch/k −→ TR be a contravariant 2-functor. For
X ∈ Ob(Sch/k), we write H∗(X) = H(X), and for f a morphism of Sch/k, we also de-
note the 1-functor H∗(f) by f ∗. We assume that H∗ is strictly unital, i.e., for every morphism
f : X −→ Y in Sch/k, the connection isomorphisms (f ◦ idX)
∗ ≃ f ∗ and (idY ◦ f)
∗ ≃ f ∗ are
the identity.
We say that H∗ is a stable homotopic 2-functor if it satisfies the following conditions :
(1) H(∅) = 0.
(2) For every f : X −→ Y in Sch/k, the functor f ∗ : H(Y ) −→ H(X) admits a right adjoint
f∗. Moreover, if f is a locally closed immersion, then the counit f
∗f∗ −→ idH(X) is an
isomorphism.
(3) If f : X −→ Y is a smooth morphism in Sch/k, then the functor f ∗ admits a left adjoint
f♯. Moreover, if we have a cartesian square :
X ′
g′ //
f ′

X
f

X g
// Y
with f smooth, then the exchange morphism f ′♯g
′∗ −→ g∗f♯ (defined formally using the
adjonctions, see [1] 1.4.5) is an isomorphism.
(4) If j : U −→ X and i : Z −→ X are complementary open and closed immersions in
Sch/k, then the pair (j∗, i∗) is conservative.
(5) If X ∈ Ob(Sch/R) and p : A1X −→ X is the canonical projection, then the unit
idX −→ p∗p
∗ is an isomorphism.
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(6) With the notation of (5), if s : X −→ A1X is the zero section, then p♯s∗ : H(X) −→ H(X)
is an equivalence of categories.
Definition 3.2.6 (See Definition 3.1 of [2].) Let H∗1 , H
∗
2 : Sch/k −→ TR be two stable ho-
motopic 2-functors. A morphism of stable homotopic 2-functors R : H∗1 −→ H
∗
2 is the data of
:
(1) For everyX ∈ Ob(Sch/k), a triangulated functor RX : H1(X) −→ H2(X).
(2) For every f : X −→ Y in Sch/k, an invertible natural transformation
θf : f
∗ ◦RY
∼
−→ RX ◦ f
∗.
We require that this data satisfy the following compatibility conditions :
(A) The natural transformations are compatible with the composition of morphisms in Sch/k.
(B) If f is smooth, then the natural transformation f♯ ◦ RX −→ RY ◦ f♯ (obtained using the
adjonction and θ−1f ) is invertible.
Example 3.2.7 The crossed functors of Example 3.2.3 define (by forgetting part of the data)
three stable homotopic 2-functors H∗m, H
∗
h and H
∗
c , and morphismsH
∗
m −→ H
∗
h −→ H
∗
c .
Theorem 3.2.4 now follows immediately from the following two results (the first one is a
consequence of several theorems of Ayoub and is also used to construct the four operations on
the triangulated categories of Voevodsky motives, and the second one is the main technical result
of this paper).
Theorem 3.2.8 (i) (See Scholie 1.4.2 of [1].) LetH∗ : Sch/k −→ TR be a stable homotopic
2-functor. Then H∗ extends to a crossed functor Sch/k −→ TR.
(ii) (See Theorems 3.4 and 3.7 of [2].) Let H∗1 , H
∗
2 : Sch/k −→ TR be two stable homotopic
2-functors and R : H∗1 −→ H
∗
2 be a morphism. Let H1, H2 : Sch/k −→ TR be crossed
functors extending H∗1 , H
∗
2 as in (i). Then R extends to a morphism of crossed functors
fromH1 toH2.
Theorem 3.2.9 There exists a stable homotopic 2-functor H∗mf : Sch/k −→ TR and a mor-
phism of stable homotopic 2-functors R : H∗mf −→ H
∗
m such that, for every X ∈ Ob(Sch/k),
Hmf (X) = D
b Pervmf (X) and RX : Hmf (X) −→ Hm(X) is the same functor as in Theorem
3.2.4.
Proof. The construction of the 2-functor H∗mf is given in Corollary 7.2.4. Let’s check that it
is a stable homotopic 2-functor. Property (1) is obvious. The fact that H∗mf (f) admits a right
adjoint for every f follows from the definition of H∗mf as a global left adjoint, and the last part
of property (2) follows from Corollary 6.4.2 and Proposition 7.1.7. The fact that f ∗ admits a left
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adjoint for f smooth is proved in Proposition 7.3.2(iv), and the last part of property (3) as well
as properties (4) and (5) follow from the conservativity of the realization functor. Finally, let Y
be a k-scheme, let p : A1Y −→ Y be the canonical projection and s : Y −→ A
1
Y be the zero
section. By Proposition 7.3.2(v), we have a natural isomorphism s!
∼
−→ s∗. So we get a natural
isomorphism
p♯s∗ = p![2](1)s∗
∼
−→ p!s![2](1) ≃ (ps)![2](1) = id[2](1),
which shows that p♯s∗ : D
bPervmf (Y ) −→ D
bPervmf (Y ) is an equivalence of categories.

Finally, we show the existence of tensor products and internal Homs on the categories
DbPervmf (X).
Definition 3.2.10 (i) (See Definition 2.3.1 of [1].) A unitary symmetric monoı¨dal stable ho-
motopic 2-functor is a stable homotopic 2-functorH∗ that takes its values in the 2-category
of symmetric monoı¨dal unitary triangulated categories, that is, that associates to every
X ∈ ObSch/k a unitary symmetric monoı¨dal category (H(X),⊗X, 1X) and such that :
(a) For every morphism f : X −→ Y in Sch/k, the functor f ∗ is unitary monoı¨dal.
(b) (Projection formula.) If f : X −→ Y is smooth,K ∈ ObH(Y ) and L ∈ ObH(X),
then the functorial map
p : f♯(f
∗(K)⊗Y L) −→ K ⊗X f♯(L)
constructed in Proposition 2.1.97 of [1] is an isomorphism.
(ii) (See Definition 3.2 of [2].) Let H∗1 and H
∗
2 be two symmetric monoı¨dal unitary stable
homotopic 2-functors. Then a morphism of symmetric monoı¨dal unitary stable homotopic
2-functors from H∗1 to H
∗
2 is a morphism of stable homotopic 2-functors R : H
∗
1 −→ H
∗
2
such that :
(a) For everyX ∈ Ob(Sch/k), the functor RX is monoı¨dal unitary.
(b) For every morphism of k-schemes f , the natural transformation θf is a morphism of
monoı¨dal unitary functors.
(iii) (See Definition 2.3.50 of [1].) If H∗ is as in (i), we say that H∗ is closed if, for every
X ∈ ObSch/k, the symmetric monoı¨dal category (H(X),⊗X) is closed; this means that,
for every objectK ofH(X), the endofunctorK ⊗X · of H(X) admits a right adjoint, that
will be denoted by HomX(K, ·).
Example 3.2.11 The stable homotopic 2-functors H∗m, H
∗
h and H
∗
c are all closed symmetric
monoı¨dal unitary (for the derived tensor product), and the morphisms H∗m −→ H
∗
h −→ H
∗
c are
morphisms of symmetric monoı¨dal unitary stable homotopic 2-functors.
Our last result is the following :
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Theorem 3.2.12 There exists a structure of closed symmetric monoı¨dal unitary stable homotopic
2-functor on H∗mf such that R : H
∗
mf −→ H
∗
m is a morphism of symmetric monoı¨dal unitary
stable homotopic 2-functors.
Moreover, for every k-scheme X , the functorial map
RX HomDb Pervmf (X)(·, ·) −→ HomDbm(X)(RX(·), RX(·))
of [2] (3.1) is an isomorphism.
Proof. This theorem is proved in section 8. More precisely, the bifunctors ⊗X and Hom are
constructed in section 8, and all their properties are proved there except for condition (i)(b) of
Definition 3.2.10. But this last condition follows from the fact that the functorRX is conservative
(and that the analogous result is true in Dbm(X)).

4 Easy stabilities
The proof of Theorem 3.2.9 will require us to show that the full subcategories
Pervmf (X) ⊂ Pervm(X) are preserved by a certain number of sheaf operations. Here we list
the easier such results.
Proposition 4.1 Let f : X −→ Y be a morphism of k-schemes.
(i) If f is smooth of relative dimension d, then the exact functor
f ∗[d] : Pervm(Y ) −→ Pervm(X) sends Pervmf (Y ) to Pervmf (X).
(ii) If f is proper, then, for every k ∈ Z, the functor pHkf∗ : Pervm(X) −→ Pervm(Y ) sends
Pervmf(X) to Pervmf (Y ).
Proof. Point (i) follows from the fact that the functor f ∗[d] is exact (see Proposition 2.2.2) and
sends pure perverse sheaves to pure perverse sheaves (by [6] 5.1.14). Point (ii) is Proposition
3.9 of Huber’s paper [14]. (This proposition is stated for f smooth, but its proof doesn’t use the
smoothness of f .)

Proposition 4.2 Let X, Y ∈ Ob(Sch/k).
(i) The Poincare´-Verdier duality functor DX : Pervm(X)
op −→ Pervm(X) sends
Pervmf(X)
op to Pervmf (X).
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(ii) The external tensor product functor⊠ : Pervm(X)×Pervm(Y ) −→ Pervm(X×Y ) sends
Pervmf(X)× Pervmf(Y ) to Pervmf (X × Y ).
(iii) The Tate twist functor (1) : Pervm(X) −→ Pervm(X),K 7−→ K(1) sends Pervmf (X) to
Pervmf(X).
Proof. This follows from the fact all these functors are exact (see Proposition 2.2.2) and send
pure perverse sheaves to pure perverse sheaves (see [6] 5.1.14).

In particular, by deriving trivially the functors above, we get :
(i) For every X ∈ Ob(Sch/k), an exact functor DX : D
b Pervopmf (X) −→ D
b Pervmf(X)
and an isomorphism D2X ≃ id, and also an exact functor
DbPervmf (X) −→ D
b Pervmf(X), K 7−→ K(1).
(ii) For every X, Y ∈ Ob(Sch/k), an exact functor
⊠ : Db Pervmf (X) × D
bPervmf (Y ) −→ D
b Pervmf (X × Y ), satisfying the same
properties of commutativity and associativity as the external tensor product on the
categories Dbc .
Moreover, these functors correspond to the usual ones on Dbm(X) by the realization functor
(by Proposition 2.4.1).
Note that, by Proposition 3.2.2 and Theorem 3.2.4 of [6], the 2-functor X 7−→ Perv(X) is a
stack for the e´tale topology onX . We have the following easy result :
Proposition 4.3 The categoriesPervh(U) (resp. Pervm(U), resp. Pervmf(U)) define a substack
of X 7−→ Perv(X).
Proof. As Pervh(U) (resp. Pervm(U), resp. Pervmf (U)) is a full subcategory of Perv(U) for
every U , we only need to show the following fact : If K is an object of Perv(X) and if there
exists an e´tale cover (ui : Ui −→ X)i∈I of X such that u
∗
iK is in Pervh(Ui) (resp. Pervm(Ui),
resp. Pervmf(Ui)) for every i ∈ I , thenK is in Pervh(X) (resp. Pervm(X), resp. Pervmf(X)).
We first treat the case of Pervh and Pervm. We may assume that I is finite and that the Ui are
affine. For all i, j ∈ I , we denote the fiber product of ui and uj by uij : Ui ×X Uj −→ X . Then,
as Perv is a stack, we have an exact sequence in Perv(X) :
0 −→ K −→
⊕
i∈I
ui∗u
∗
iK −→
⊕
i,j∈I
uij∗u
∗
ijK.
As the last two terms are in Pervh(X) (resp. Pervm(X)) by assumption, and as Pervh(X) (resp.
Pervm(X)) is a full abelian subcategory of Perv(X) by Proposition 2.6.2, the perverse sheaf K
is also an object of Pervh(X) (resp. Pervm(X)).
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We now treat the case of Pervmf (X). Let a ∈ Z. We need to construct a subobject L of K
such that L is of weight ≤ a and K/L is of weight > a. For every i ∈ I , we set Li =Wa(u
∗
iK),
where W is the weight filtration on Ki. By the uniqueness of the weight filtration, the Li glue
to a subobject L of K. As we can test weights on an e´tale cover of X (for example by Theorem
5.2.1 and 5.1.14(iii) of [6]), this L satisfies the required conditions.

Lemma 4.4 Let i : Y −→ X be a closed immersion, and let K ∈ ObPervm(Y ). Then K is in
Pervmf (Y ) if and only if i∗K is in Pervmf (X).
Proof. IfK is in Pervmf(Y ), then i∗K is in Pervmf (X) by Proposition 4.1(ii).
Conversely, assume that i∗K is in Pervmf (X). Let a ∈ Z. We want to show that there exists
a subobject K ′ of K (in Pervm(Y )) such that K
′ is of weight ≤ a and K/K ′ is of weight
≥ a + 1. By the assumption, there exists a subobject L′ ⊂ i∗K (in Pervm(X)) such that L
′
is of weight ≤ a and L′′ := (i∗K)/L
′ is of weight ≥ a + 1. Let j be the inclusion of the
complement of Y in X . Then the functor j∗ is t-exact, so, applying j∗ to the exact sequence
0 −→ L′ −→ i∗K −→ L
′′ −→ 0, we get an exact sequence 0 −→ j∗L′ −→ 0 −→ j∗L′′ −→ 0
of mixed perverse sheaves on X − Y . This implies that j∗L′ = j∗L′′ = 0, so the adjunction
morphisms i∗i
!L′ −→ L′ −→ i∗i
∗L′ and i∗i
!L′′ −→ L′′ −→ i∗i
∗L′′ are isomorphisms. In
particular, the mixed complexes i∗L′ = i!L′ and i∗L′′ = i!L′′ are perverse. Let K ′ = i∗L′. We
have just seen thatK ′ is perverse, and the weights ofK ′ are ≤ a (see the remark after Definition
3.3 of [14]). Also, we have an exact triangle K ′ = i∗L′ −→ K −→ i∗L′′ = i!L′′
+1
−→, which
is actually an exact sequence in Pervm(Y ), so the canonical map K
′ −→ K is injective, and
K/K ′ ≃ i!L′′, which is of weight ≥ a + 1 (by the same remark in [14]).

5 Beilinson’s construction of unipotent nearby cycles
In this section, we review Beilinson’s construction of the unipotent nearby and vanishing cycles
functors from [3]. There are two reasons to do this :
(1) We will want to define nearby cycles for horizontal perverse sheaves, and to apply known
theorems (about weights for example). The easiest way to do this is to use Deligne’s
generic base change theorem, but this might cause technical problems if we use the original
construction of nearby cycles (from SGA 7 I and XIII), which involves direct images by
morphisms that are not of finite type.
(2) We will need some of Beilinson’s auxiliary functors anyway to construct a left adjoint of
i∗ for i a closed immersion.
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All the proofs of the results in this section can be found in [3] (see also [22]).
5.1 Unipotent nearby cycles
Fix a base field k, let X be a k-scheme, and let f : X −→ A1k be a morphism. We write
Gm = A
1 − {0}, U = X ×A1 Gm
j
−→ X and Y = X ×A1 {0}
i
−→ X .
We have an exact sequence
1 −→ πgeom1 (Gm, 1) −→ π1(Gm, 1) −→ Gal(k/k) −→ 1,
which is split by the morphism coming from the unit section of Gm. If k is of characteristic 0,
then πgeom1 (Gm, 1) ≃ Ẑ(1); if k is of characteristic p > 0, then π
geom,(p)
1 (Gm, 1) ≃ Ẑ
(p)(1).
In both cases, we get a projection tℓ : π
geom
1 (Gm, 1) −→ Zℓ(1). We also denote by
χ : Gal(k/k) −→ Ẑℓ the ℓ-adic cyclotomic character.
Let Ψf : D
b
c (U) −→ D
b
c(Yk) and Φf : D
b
c (X) −→ D
b
c(Yk) be the nearby and vanishing
cycles functors defined in SGA 7 Expose´ XVIII, shifted by−1 so that they will be t-exact for the
perverse t-structure. (See Corollary 4.5 of Illusie’s [17], and note that the dimension function we
use on U is shifted by +1 when compared with Illusie’s dimension function.) We denote by T
a topological generator of πgeom1 (Gm, 1) or π
geom,(p)
1 (Gm) (depending on the characteristic of k).
We have a functorial exact triangle Ψf
T−1
−→ Ψf −→ i
∗j∗
+1
−→.
Proposition 5.1.1 There exists a functorial T -equivariant direct sum decomposition
Ψf = Ψ
u
f ⊕ Ψ
nu
f such that, for every K ∈ D
b
c (U), T − 1 acts nilpotently on Ψ
u
f (K) and
invertibly on Ψnuf (K).
In particular, the functorial exact triangle Ψf
T−1
−→ Ψf −→ i
∗j∗
+1
−→ induces a functorial exact
triangle Ψuf
T−1
−→ Ψuf −→ i
∗j∗
+1
−→.
The functor Ψuf is called the unipotent nearby cycles functor.
Proof. It suffices to prove that, for everyK ∈ Dbc (U), there exists a nonzero polynomial P (with
coefficients in the coefficient field E that we are using for the categories Dbc ) such that P (T )
acts by 0 on Ψf (K). (The rest is standard linear algebra.) As we know that Ψf sends D
b
c (X) to
Dbc (Yk) (i.e. preserves constructibility), this follows from the fact that, for every L ∈ D
b
c (Yk), the
ring of endomorphisms of L is finite-dimensional (over the same coefficient field E). To prove
this fact, we use induction on the dimension of X to reduce to the case where the cohomology
sheaves of L are local systems, and then it is trivial.

Let K ∈ Dbc (U). Then T : Ψ
u
fK −→ Ψ
u
fK is unipotent, so there exists a unique nilpotent
N : ΨufK −→ Ψ
u
fK(−1) such that T = exp(tℓ(T )N) on Ψ
u
fK. The operator N is usually
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called the “logarithm of the unipotent part of the monodromy”. We get a functorial exact triangle
Ψuf
N
−→ Ψuf(−1) −→ i
∗j∗
+1
−→.
5.2 Beilinson’s construction
Now we introduce the unipotent local systems that are used in Beilinson’s construction of Ψuf .
Definition 5.2.1 For every i ≥ 0, we define a E-local system Li on Gm in the following way
: the stalk Li,1 of Li at 1 ∈ Gm(k) is the E-vector space E
i+1, on which an element u ⋊ σ
of π1(Gm, 1) ≃ Ẑ(1) ⋊ Gal(k/k) acts by exp(tℓ(u)N) diag(1, χ(σ)
−1, . . . , χ(σ)−i), where
diag(x0, . . . , xi) is the diagonal matrix with diagonal entries x0, . . . , xi and N is the Jordan
block


0 1 0
. . .
. . .
. . . 1
0 0

.
If i ≤ j, we have an obvious injection αi,j : Li −→ Lj and an obvious surjection
βj,i : Lj −→ Li(i− j).
Note that L ∨i ≃ Li(i), so (by the calculation at the end of section 2.1) we have
DU(Li) ≃ Li(i− 1)[−2], and DU(αi,j) corresponds by this isomorphism to βj,i(j − 1)[−2].
Notation 5.2.2 If L is a lisse sheaf on Gm and K is a perverse sheaf on U , then the complex
K ⊗ f ∗L is also perverse. We denote it byK ⊗L .
We start with the construction of Ψuf .
Proposition 5.2.3 Let K ∈ ObPerv(U).
(i) For every a ∈ N, we have a canonical isomorphism
i∗Ker(N
a+1,ΨufK)
∼
−→ Ker(j!(K ⊗La) −→ j∗(K ⊗La)) =
pH−1i∗j∗(K ⊗La).
In particular, if a is big enough, we get an isomorphism i∗Ψ
u
fK
∼
−→ pH−1i∗j∗(K ⊗La).
(ii) For every a ∈ N such that Na+1 = 0 on ΨufK, the following diagram is commutative :
0 // i∗Ψ
u
fK
// j!(K ⊗ f
∗La) //
αa,a+1

j∗(K ⊗ f
∗La)
αa,a+1

0 // i∗Ψ
u
fK
//
N

j!(K ⊗ f
∗La+1) //
βa,a+1

j∗(K ⊗ f
∗La+1)
βa,a+1

0 // i∗Ψ
u
fK(−1)
// j!(K ⊗ f
∗La)(−1) // j∗(K ⊗ f
∗La)(−1)
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(iii) Let a, b ∈ N be such that Na+1 = N b+1 = 0 on ΨufK. Then there is a canonical isomor-
phism
Ker(j!(K⊗f
∗
Lb) −→ j∗(K⊗f
∗
Lb))(−a−1)
∼
−→ Coker(j!(K⊗f
∗
La) −→ j∗(K⊗f
∗
La))
induced by the connecting map coming from the commutative diagram with exact rows
0 // j!(K ⊗ f
∗La)
αa,a+b+1//

j!(K ⊗ f
∗La+b+1)
βb,a+b+1//

j!(K ⊗ f
∗Lb)(−a− 1) //

0
0 // j∗(K ⊗ f
∗La)
αa,a+b+1// j∗(K ⊗ f
∗La+b+1)
βa,a+b+1// j∗(K ⊗ f
∗Lb)(−a− 1) // 0
Moreover, the morphism
pH0i∗j∗(K ⊗La) −→
pH0i∗j∗(K ⊗La+b+1)
induced by αa,a+b+1 is zero.
Note in particular that we can use this construction to see Ψuf as a functor from Perv(U) to
Perv(Y ) (and not just to the category of Gal(k/k)-equivariant objects in Perv(Y )).
Corollary 5.2.4 For every K ∈ Perv(U), we have a canonical isomorphism
D(ΨufK) ≃ Ψ
u
f(DK)(−1).
Corollary 5.2.5 For every a ∈ N, we define a functor C•a : Perv(U) −→ C
[0,1](Perv(X))
(where the second category is the category of complexes concentrated in degrees 0 and 1) by
C•a(K) = (j!(K ⊗La) −→ j∗(K ⊗La)).
With the transition morphisms given by the αa,b, the family (Ca)a≥0 becomes an inductive system
of functors.
Then we have canonical isomorphisms
i∗Ψ
u
f ≃ lim−→
a∈N
H0(C•a)
and
0 = lim
−→
a∈N
H1(C•a).
Remark 5.2.6 If we use the Ind-category Ind(Perv(X)) of Perv(X) (see for example Chapter
6 of Kashiwara and Schapira’s book [19], and Theorem 8.6.5 of the same book for the fact that
this category is abelian), then we can reformulate this corollary in the following way : We have
a canonical isomorphism
i∗Ψ
u
f
∼
−→ lim
−→
a∈N
C•a
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of functors Perv(X) −→ Db Ind(Perv(X)). Note that, by Theorem 15.3.1 of [19], the obvious
functor DbPerv(X) −→ Db Ind(Perv(X)) is fully faithful (and its essential image is the full
subcategory of complexes with all their cohomology objects in Perv(X)). So lim
−→a∈N
C•a factors
through the category DbPerv(X).
We now give the definition of the maximal extension functor.
LetK ∈ ObPerv(U). For each a ≥ 1, we have a commutative diagram :
j!(K ⊗ f
∗La) //
βa,a+1

j∗(K ⊗ f
∗La)
βa,a+1

j!(K ⊗ f
∗La−1)(−1) // j∗(K ⊗ f
∗La−1)(−1)
We write γa,a−1 : j!(K⊗f
∗La) −→ j∗(K⊗f
∗La−1)(−1) for the diagonal map in this diagram.
Proposition 5.2.7 (i) For a ∈ N big enough, the (injective) map
Ker(γa,a−1) −→ Ker(γa+1,a) induced by αa,a+1 : j!(K ⊗ f
∗La) −→ j!(K ⊗ f
∗La+1) is
an isomorphism. We write ΞfK for the direct limit of the Ker(γa,a−1). This defines a left
exact functor from Perv(U) to Perv(X), called the maximal extension functor.
Moreover, if a and b are big enough, then the map Coker(γa,a−1) −→ Coker(γa+b,a+b−1)
induced by αa−1,a+b−1(−1) is zero. In particular, we have
lim
−→
a
Coker(γa−1,a) = 0.
(ii) We have a functorial isomorphismDX ◦Ξf ≃ Ξf ◦DU and two functorial exact sequences
0 −→ j!
α
−→ Ξf −→ i∗Ψ
u
f(−1) −→ 0
and
0 −→ i∗Ψ
u
f −→ Ξf
β
−→ j∗ −→ 0,
dual of each other, in which the maps are the obvious ones. For exam-
ple, in the first sequence, the map j!K −→ ΞfK is induced by the injection
α0,a : j!K = j!(K ⊗ f
∗L0) −→ j!(K ⊗ f
∗La), and the map Ξf −→ i∗Ψ
u
f(−1) is
induced by the commutative square
j!(· ⊗ f
∗La)
γa,a−1 //
βa,a−1

j∗(· ⊗ f
∗La−1)(−1)
id

j!(· ⊗ f
∗La−1)(−1) // j∗(· ⊗ f
∗La−1)(−1)
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Remark 5.2.8 As in Remark 5.2.6, we can deduce from (i) of the proposition a natural isomor-
phism
ΞfK
∼
−→ lim
−→
a∈N
(j!(K ⊗ f
∗
La)
γa,a−1
−→ j∗(K ⊗La−1)(−1))
in Db Ind(Perv(X)).
The next functor that we construct is the unipotent vanishing cycles functor Φuf . It is not very
hard to show that this functor is isomorphic to the direct summand of the usual vanishing cycles
functor on which the monodromy acts unipotently, but we will not need this, so we will just use
the following proposition as the definition of Φuf .
Proposition 5.2.9 (i) The complex of exact endofunctors of Perv(X) defined by
j!j
∗ α+η−→ Ξf j
∗ ⊕ id
β−ε
−→ j∗j
∗
in degrees −1, 0 and 1, where η : j!j
∗ −→ id is the counit of the adjunction (j!, j
∗) and
ε : id −→ j∗j
∗ is the unit of the adjunction (j∗, j∗), has its cohomology concentrated in
degree 0 and with support in Y .
We define an exact functor Φuf : Perv(X) −→ Perv(Y ) by setting i∗Φ
u
f to be theH
0 of this
complex.
(ii) We denote by can : Ψuf j
∗K −→ ΦufK the functorial map defined by i∗Ψ
u
f j
∗K −→ Ξf j
∗K,
and by var : ΦufK −→ Ψ
u
fj
∗K(−1) the functorial map defined by Ξfj
∗K −→ ΨufK(−1).
Then var ◦ can = N and can(−1) ◦ var = N .
(iii) We have a functorial isomorphism D ◦ Φuf ≃ Φ
u
f ◦D, and the duality exchanges can and
var.
(iv) There are canonical isomorphisms Ker(can) = pH−1i∗K and Coker(can) = pH0i∗K.
Dually, we have canonical isomorphismsKer(var) = pH0i!K and Coker(var) = pH1i!K.
Finally, we will need the functor that M. Saito calls Ωf .
Proposition 5.2.10 The functor β + ε : Ξf j
∗ ⊕ id −→ j∗j
∗ is surjective. Its kernel Ωf is an
exact endofunctor of Perv(X), and we have functorial exact sequences
0 −→ j!j
∗ α−η−→ Ωf −→ i∗Φ
u
f −→ 0
and
0 −→ i∗Ψ
u
fj
∗ −→ Ωf −→ id −→ 0,
in which the unmarked maps are the obvious ones.
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6 Nearby cycles and mixed perverse sheaves
The goal of this section is to show that the functor of unipotent nearby cycles preserves the
categories Pervmf (X) and to deduce that these categories are also preserved by the functors
pHkf∗, for every morphism f of Sch/k. The main tool is Deligne’s weight-monodromy theorem
from [9].
We will also give an application to the direct image functor by a closed immersion i, which
then allows us to construct the functor i∗ on the categories Db Pervmf .
6.1 Nearby cycles on horizontal perverse sheaves
We assume again that k is a field that is finitely generated over its prime field. Let X be a k-
scheme and f : X −→ A1 be a morphism. We write Gm = A
1 − {0}, U = X ×A1 Gm
j
−→ X
and Y = X ×A1 {0}
i
−→ X .
We will use the constructions of section 5.2 to define the functors Ψuf , Φ
u
f , Ξ
u
f and Ω
u
f on
the category Pervh(U). As the lisse sheaves La on Gm are clearly horizontal and as we have
the six operations on the categories Dbh, this makes perfect sense, and it is compatible with the
usual constructions via the functor η∗ : Dbh −→ D
b
c . Note also that these functors respect the
subcategories of mixed perverse sheaves, because all the functors used in their definition respect
the categories of mixed complexes.
The point of doing this is that now only finite type schemes and constructible complexes are
involved in the definition of Ψuf , so we can use Deligne’s generic base change to compare our
situation with the situation over closed points of some ring A ∈ U . We will see an example of
this in the next section.
6.2 The relative monodromy filtration
We recall the definition of the relative monodromy filtration, due to Deligne.
Proposition 6.2.1 (See Propositions 1.6.1 and 1.6.13 of [9].) LetK be an object in some abelian
category, and suppose that we have a finite increasing filtrationW on K and a nilpotent endo-
morphism N of K. Then there exists at most one finite increasing filtration M on K such that
N(Mi) ⊂ Mi−2 for every i ∈ Z and that, for every k ∈ N and every i ∈ Z, the morphism N
k
induces isomorphisms
GrMi+kGr
W
i K
∼
−→ GrMi−kGr
W
i K.
Moreover, if W is trivial (that is, if there exists i ∈ Z such that GrWi K = K), then the
filtrationM always exists.
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The filtrationM is called the monodromy filtration on K relative to the filtrationW . If W is
trivial, it is simply called the monodromy filtration on K.
We will use the following theorem, which is a close relative of Theorem 1.8.4 of Deligne’s
Weil II paper [9].
Theorem 6.2.2 Let K ∈ ObPervmf(U), and let W be the weight filtration on K. Then the
monodromy filtrationM on ΨufK relative to the filtration Ψ
u
fW exists, and Gr
M
i Ψ
u
fK is pure of
weight i− 1 for every i ∈ Z. In particular, ΨufK is an object of Pervmf (Y ).
Lemma 6.2.3 In the situation of the theorem, suppose that K is pure. Then the monodromy
filtration M on ΨufK (which always exists) is such that Gr
M
i Ψ
u
fK is pure of weight i − 1 for
every i ∈ Z.
Proof. Let w be the weight of K. Let (A,X , u) be an object of U X such that K comes by
restriction from a shifted perverse sheaf K [−d] on X , where d = dimSpecA. Fix a ∈ N such
that Na+1 = 0 on ΨufK. After shrinking SpecA and X if necessary, we may assume that :
- The morphism f : X −→ A1k extends to a morphism F : X −→ A
1
A. We write
U = X ×A1
A
GA,m
J
−→ X and Y = X ×A1
A
{0}
I
−→ X .
- The lisse sheaves L0, . . . ,La+1 all extend to Gm,A. (In fact we can get all the Lb as soon
as we have L1, because they are the symmetric powers of L1.)
- For every closed point x of SpecA, the restriction of K to Xx is still perverse, and it is
pure of weight w + d.
- The formation of the complexes J!(K ⊗ Lb) and J∗(K ⊗ Lb), for b ∈ {a, a + 1}, is
compatible with every base change x −→ SpecA, where x is a closed point of SpecA.
Moreover, if L is any subquotient of pH−1I∗J∗(K ⊗La) (in the category Perv(X , E)),
then its restrictions to the fibers of X above all the closed points of SpecA are still per-
verse.
Indeed, the first two points are standard, and the last two follow from Deligne’s generic base
change theorem (see SGA 4 1/2, [Th. finitude], The´ore`me 1.9) and from the purity theorem.
Let K ′ = pH−1I∗J∗(K ⊗La), and let M the monodromy filtration on K
′ induced by N .
By the conditions above (and (i) of Proposition 5.2.3), for every closed point x of SpecA, the
restriction of K ′ to Xx is a subobject of Ψ
u
fKx, and the restriction of M is the monodromy
filtration. The result about the weights of the graded pieces of the monodromy filtration over the
spectrum of a finite field (such as x) is known by Theorem 5.1.2 of Beilinson and Bernstein’s
paper [5] (where it is attributed to Gabber). So we get the conclusion by definition of the weights
on horizontal sheaves.

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Proof of the theorem. We reason by induction on the length of the filtrationW . IfK is pure (i.e.,
ifW is trivial), then the conclusion of the theorem is proved in Lemma 6.2.3.
Now assume that W is of length ≥ 2, and that we know the result for every object of
Pervmf (U) with a shorter weight filtration. Let a ∈ Z be such thatWaK = K and Gr
W
a K 6= 0.
By the induction hypothesis, we know the theorem for Wa−1K and Gr
W
a K. Write L = Ψ
u
fK,
and let F be the filtration ΨufW on L. By Theorem 2.20 of Steenbrink and Zucker’s paper [28],
the filtrationM exists if and only if, for every i ≥ 1, we have :
N i(L) ∩ Fa−1L(−i) ⊂ N
i(Fa−1L) +Ma−i−1Fa−1L(−i).
This is equivalent to saying that
(N i(L) ∩ Fa−1L(−i))/N
i(Fa−1L) ⊂ [Ma−i−1Fa−1L/(Ma−i−1Fa−1L ∩N
i(Fa−1L))](−i).
As the filtration M on Fa−1L is the weight filtration up to a shift, the inclusion
above is also equivalent to the fact that (N i(L) ∩ Fa−1L(−i))/N
i(Fa−1L) is of weight
≤ a + i − 2. Observe that (N i(L) ∩ Fa−1L(−i))/N
i(Fa−1L) is the kernel of the map
Fa−1L(−i)/N
i(Fa−1L) −→ L(−i)/N
i(L), so applying the snake lemma to the commutative
diagram with exact rows :
0 // Fa−1L //
N i

L //
N i

GrFa L
//
N i

0
0 // Fa−1L(−i) // L(−i) // Gr
F
a L(−i)
// 0
gives a surjection
Ker(N i : GrFa L −→ Gr
F
a L(−i)) −→ (N
i(L) ∩ Fa−1L(−i))/N
i(Fa−1L).
But as GrFa L = Ψ
u
f Gr
W
a K, we know by (1.6.4) of [9] that Ker(N
i : GrFa L −→ Gr
F
a L(−i)) is
of weight≤ a+i−2 (or more correctly, we can deduce this from the result we cited and Deligne’s
generic base change theorem, as in the proof of Lemma 6.2.1), and hence all its quotients are.
This proves the existence of the filtrationM on L.
Finally, we prove that GrMi L is pure of weight i − 1 for every i ∈ Z. The two properties
defining M in Proposition 6.2.1 stay true if we intersect M with Fa−1L or take the quotient
filtration in GrFa L, so this gives the relative monodromy filtration on Fa−1L and Gr
F
a L (by the
uniqueness statement). Hence we get exact sequences
0 −→ GrMi Fa−1L −→ Gr
M
i L −→ Gr
M
i Gr
F
a L −→ 0,
and so the fact that GrMi L is pure of weight i− 1 follows from the induction hypothesis.

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6.3 Cohomological direct image functors and weights
Corollary 6.3.1 Let f : X −→ Y be a morphism of k-schemes. Then the functors
pHif∗,
pHif! : Pervm(X) −→ Pervm(Y ) send Pervmf (X) to Pervmf(Y ).
Proof. As Poincare´-Verdier duality exchanges pHif∗ and
pH−if! and preserves the categories
Pervmf , it suffices to treat the case of
pHif∗.
By Nagata’s compactification theorem (see for example Conrad’s paper [8]), we can write
f = gj, with j : X −→ X ′ an open embedding and g : X ′ −→ Y proper. After replacingX ′ by
the blowup ofX ′ −X inX ′, we may assume that the ideal ofX ′− j(X) is invertible. Then j is
affine, so j∗ is t-exact, so we have
pHif∗ = (
pHig∗) ◦ j∗ for every i ∈ Z. By Proposition 4.1(ii),
it suffices to prove the corollary for j. By Proposition 4.3, we may assume that X ′ is affine, and
hence that there exists h ∈ O(X ′) generating the ideal of X ′ − j(X).
So we see that it is enough to prove the corollary in the following situation : there exists
h : Y −→ A1k such that f = j is the inclusion of X := h
−1(Gm) in Y . Let i : Y −X −→ X be
the inclusion of the complement. LetK be an object of Pervmf(X), and denote byW its weight
filtration. Let a ∈ Z. We want to find a subobject L of j∗K such that L is of weight ≤ a and
j∗K/L is of weight > a. (This clearly implies that j∗K has a weight filtration.)
IfWaK = 0, thenK is of weight > a, so j∗K is of weight > a, and we take L = 0.
If WaK = K, then K is of weight ≤ a, so j!∗K is of weight ≤ a by Corollary 5.4.3 of [6].
So it is enough to find a subobject L′ of weight ≤ a of j∗K/j!∗K such that (j∗K/j!∗K)/L
′ is
of weight > a. But we know that j∗K/j!∗K = i∗
pH0i∗j∗K (by (4.1.11.1) of [6]), which is a
quotient of i∗Ψ
u
fK(−1). As Ψ
u
fK has a weight filtration by Theorem 6.2.2, so does j∗K/j!∗K,
and we can find a L′ with the desired properties.
Suppose that 0 6= WaK 6= K, and let K
′ = WaK and K
′′ = K/WaK. By the previous
paragraph, there exists a subobject L′ of weight ≤ a of j∗K
′ such that j∗K
′/L′ is of weight > a.
As K ′′ is of weight > a, so is j∗K
′′. Using the exact sequence
0 −→ j∗K
′ −→ j∗K −→ j∗K
′′ −→ 0,
we see that j∗K/L
′ is also of weight > a, so we can take L = L′.

Corollary 6.3.2 Let j : U −→ X be an affine open embedding. Denote by
j∗ : Db Pervmf(X) −→ D
b Pervmf (U) and j∗ : D
b Pervmf(U) −→ D
b Pervmf(X)
the derived functors of the exact functors j∗ : Pervmf (X) −→ Pervmf (U) and
j∗ : Pervmf (U) −→ Pervmf (X).
Then this derived functors (j∗, j∗) form a pair of adjoint functors.
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Proof. By Corollary 8.12 of [26], it suffices to prove that the underived functors form a pair
of adjoint functors. But, once we know that both functors preserve the full subcategories
Pervmf ⊂ Pervm, this follows from the adjunction for the categories Pervm.

Corollary 6.3.3 The exact functors Ψuf , Φ
u
f , Ξf and Ωf of section 5.2 preserve the full subcate-
gories of mixed perverse sheaves with weight filtrations.
Proof. We already know the result for Ψuf , by Theorem 6.2.2.
Suppose that K ∈ Pervmf (U). Then K ⊗ f
∗Li is in Pervmf (U) for every i ≥ 0. Indeed,
if we denote by W the weight filtration on K, then we get a weight filtration on K ⊗ f ∗Li by
setting
Wa(K ⊗ f
∗
Li) =
∑
0≤j≤i
(Wa−2jK)⊗ f
∗
Lj .
By Corollary 6.3.1, we see that j!(K ⊗ f
∗Li) and j∗(K ⊗ f
∗Li) are in Pervmf (X) for every
i ≥ 0. By definition of Ξf , this implies that ΞfK ∈ Pervmf(X). The conclusion for Ωf then
follows from its construction in Proposition 5.2.10. Finally, by the construction in Propositions
5.2.7, the functor i∗Φf is a subquotient of Ξf j
∗ ⊕ id. As Pervmf (X) is stable by subquotients
in Pervm(X), the functor i∗Φf sends Pervmf (X) to itself. By Lemma 4.4, this implies that Φf
sends Pervmf (X) to Pervmf(Y ).

6.4 Direct and inverse image by a closed immersion
Let X be a k-scheme and Y
i
−→ X be a closed subscheme ofX . We denote byDbY Pervmf(X)
the full subcategory of Db Pervmf (X) whose objects are the complexes K such that the
support of HiK ∈ Pervmf(X) is contained in Y for every i ∈ Z. The exact functor
i∗ : Pervmf (Y ) −→ Pervmf (X) induces a functor i∗ : D
b Pervmf (Y ) −→ D
b Pervmf(X),
whose image is obviously in contained in DbY Pervmf (X).
Corollary 6.4.1 With notation as above, the functor i∗ : D
b Pervmf(Y ) −→ D
b
Y Pervmf (X) is
an equivalence of categories.
We have a similar equivalence Dbm(Y )
∼
−→ Dbm,Y (X), where D
b
m,Y (X) is the full subcategory
of objects K of Dbm(X) such that
pHiK is in i∗ Pervm(Y ) for every i ∈ Z.
Moreover, we can choose inverses (i∗)
−1 of these equivalences such that the following diagram
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commutes :
DbPervmf (Y )
i∗ //
RY

DbY Pervmf (X)
(i∗)−1 //
RX

Db Pervmf (Y )
RY

Dbm(Y ) i∗
// Dbm,Y (X) (i∗)−1
// Dbm(Y )
where the functors RX and RY are defined in Theorem 3.2.4.
Proof. We prove the first statement. It suffices to prove that, for all
K,L ∈ ObPervmf (Y ) and every n ∈ Z, the functor i∗ induces an isomorphism
HomDb Pervmf (Y )(K,L[n])
∼
−→ HomDb Pervmf (X)(i∗K, i∗L[n]). Note that both of these
Hom groups are 0 for n < 0, so we only need to consider the case n ≥ 0. Fix
K ∈ ObPervmf(Y ). The families of functors (L 7−→ HomDb Pervmf (Y )(K,L[n]))n≥0
and (L 7−→ HomDb Pervmf (X)(i∗K, i∗L[n]))n≥0 are δ-functors from Pervmf (Y ) to the category
of abelian groups (in the sense of Definition [27, Tag 010Q]), and i∗ induces a morphism
between these δ-functors (see Definition [27, Tag 010R]). We want to show that this morphism
is an isomorphism. We know that i∗ : HomPervmf (Y )(K,L)
∼
−→ HomPervmf (X)(i∗K, i∗L) is
an isomorphism for every L ∈ ObPervmf(Y ) (because this is true in the categories Pervm).
Moreover, it follows easily from the Yoneda description of the extension groups in the derived
category (see Section 3.2 of Chapter III of Verdier’s book [29] or Lemma [27, Tag 06XU])
that the first of the two δ-functors introduced above is effacable, i.e. satisfies the hypothesis of
Lemma [27, Tag 010T]), and hence is a universal δ-functor (see Definition [27, Tag 010S]). By
Lemma [27, Tag 010U] (and Lemma [27, Tag 010T] again), it suffices to prove that the second
δ-functor is also effacable. So we want to prove that, for all K,L ∈ ObPervmf (Y ), every
n ≥ 1 and every u ∈ HomDb Pervmf (Y )(K,L[n]), there exists an injective morphism L −→ L
′ in
Pervmf (Y ) such that the image of u in HomDb Pervmf (X)(i∗K, i∗L
′[n]) is 0.
Let (Ua)a∈A be a finite affine cover of X . For every a ∈ A, we have a cartesian diagram of
immersions
Y
i // X
Y ∩ Uα ia
//
j′a
OO
Uα
ja
OO
As j′α and jα are affine, the functors j
′
α∗ and jα∗ are t-exact. Let L ∈ ObPervmf (Y ). By
Corollary 6.3.1, the isomorphisms i∗j
′
a∗j
′
a
∗L ≃ ja∗j
∗
ai∗L and j
∗
ai∗L ≃ ia∗j
′
a
∗L in Pervm(X)
and Pervm(Uα) are isomorphisms of objects of Pervmf(X) and Pervmf (Uα). Using this and
Corollary 6.3.2 we get forK,L ∈ ObPervmf (Y ) and n ∈ Z a canonical isomorphism
HomDb Pervmf (X)(i∗K, i∗j
′
a∗j
′
a
∗
L[n]) = HomDb Pervmf (Ua)(ia∗j
′
a
∗
K, ia∗j
′
a
∗
L[n]).
As we have an injectivemorphismL −→
⊕
a∈A ja∗j
∗
aL inPervmf(Y ) (by Corollary 6.3.1 again),
this reduces the corollary to the case where X is affine.
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Now suppose that X is affine. By an easy induction on the number of generators of the ideal
of Y , we may assume that this ideal only has one generator, i.e., that there exists a function
f : X −→ A1 such that Y = X ×A1 {0}. The exact functor Φ
u
f : Pervmf (X) −→ Pervmf (Y )
induces a functorΦuf : D
b
Y Pervmf(X) −→ D
b Pervmf (Y ), and we haveΦ
u
f ◦i∗ ≃ idDb Pervmf (Y ).
Let’s show that i∗ ◦ Φ
u
f ≃ idDbY Pervmf (X), which will finish the proof. By Proposition 5.2.10 and
Corollary 6.3.3 we have two exact sequences of exact endofunctors of Pervmf(X) :
0 −→ j!j
∗ −→ Ωf −→ i∗Φ
u
f −→ 0
and
0 −→ i∗Ψ
u
fj
∗ −→ Ωf −→ id −→ 0,
where j : X − Y −→ X is the inclusion. Note that the restriction of the functor
j∗ : DbPervmf (X) −→ D
bPervmf (U) to the full subcategory D
b
Y Pervmf (X) is zero. Hence
the exact sequences above induces isomorphisms of endofunctors of DbY Pervmf (X) :
i∗Φ
u
f
∼
←− Ωf
∼
−→ id.
The proof of the second equivalence of categories is similar, except that we don’t need to use
the Yoneda description to show that the Ext groups in Dbm(Y ) define a δ-functor.
The last statement of the Corollary follows from the fact that we have isomorphisms
RY ◦ Φ
u
f ≃ Φ
u
f ◦RX
and
RX ◦ Ωf ≃ Ωf ◦RX .

Corollary 6.4.2 Let i : X −→ Y be a closed immersion. Denote by
i∗ : D
b Pervmf(X) −→ D
bPervmf (Y ) the derived functor of the exact functor
i∗ : Pervmf (X) −→ Pervmf (Y ).
Then this functor i∗ admits a left adjoint i
∗ : Db Pervmf (Y ) −→ D
b Pervmf(X), and the
counit i∗i∗ −→ id of this adjunction is an isomorphism. Moreover, we have an invertible natural
transformation θi : i
∗ ◦RY
∼
−→ RX ◦ i
∗.
Finally, if i′ : Y −→ Z is another closed immersion, then the following diagram is commuta-
tive :
RX ◦ i
∗i′∗
≀

θi // i∗ ◦RY ◦ i
′ θi′ // i∗i′∗ ◦RZ
≀

RX ◦ (i
′i)∗
θi′i
// (i′i)∗ ◦RZ
where the vertical maps come from the composition isomorphisms i′∗i∗ ≃ (i
′i)∗ and the unique-
ness of the adjoint.
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Proof. By Corollary 6.4.1, we have an equivalence of categories
i∗ : D
bPervmf (X)
∼
−→ DbX Pervmf (Y ), where D
b
X Pervmf (Y ) is the full subcategory of
Db Pervmf (Y ) whose objects are complexes K such that the support of H
iK ∈ Pervmf (Y ) is
contained in X for every i ∈ Z. So, to show that i∗ : D
b Pervmf(X) −→ D
bPervmf (Y ) admits
a left adjoint, it suffices to show that the inclusion α : DbX Pervmf (Y ) −→ D
bPervmf (Y )
admits a left adjoint. Let j : Y − X −→ Y be the inclusion. Then we have an exact triangle
j!j
∗ −→ id −→ i∗i
∗ +1−→ of endofunctors of Dbm(Y ), and we can make sense of the first two
terms in DbPervmf (Y ), so we will try to construct the left adjoint of α as their cone.
More precisely, let (Ui)i∈I be a finite open affine cover of U := Y − X . For every J ⊂ I ,
we denote by jJ :
⋂
i∈J Ui −→ X the inclusion. As X is separated, all the finite intersections
of Ui’s are affine, so the morphism jJ is affine for every J ⊂ I . If K ∈ ObPervmf(X),
we denote by D•(K) the complex of Pervmf (X) defined by D
−r(K) =
⊕
|J |=r jJ !j
∗
JK if
r ≥ 1, D0(K) = K and Dr(K) = 0 if r ≥ 1, where the maps D−r−1(K) −→ D−r(K),
r ≥ 0, are alternating sums of adjunction morphisms. Note that we have a morphism of
complexes K −→ D•(K), where K is in degree 0. Also, there is a canonical morphism
D−1(K) −→ j!j
∗K, which induces an isomorphismD≤−1(K)
∼
−→ j!j
∗K[1] in DbPervmf (Y ),
so we get a quasi-isomorphism RY (D
•(K))
∼
−→ i∗i
∗K in Dbm(Y ). In particular, D
•(K) is in
DbX Pervmf (Y ). Note that the construction of D
•(K) is functorial in K, so we can define a
functor β : DbPervmf (Y ) −→ D
b
X Pervmf(Y ) by sending a complexK to the total complex of
the double complexD•(K).
Let’s show that β is left adjoint to α. For every complex K of objects of Pervmf(Y ), the
morphism of double complexes K −→ D•(K) induces a morphism εK : K −→ αβ(K)
in DbPervmf (Y ). If moreover K is in D
b
X Pervmf (X), then K −→ D
•(K) is a quasi-
isomorphism, so we get an isomorphism ηK : βα(K)
∼
−→ K. Moreover, the morphism
α(K)
εKα−→ αβα(K)
αηK−→ α(K) is clearly the identity of α(K). So we have constructed the
unit and counit of the adjunction, and shown that the counit is an isomorphism.
To construct the isomorphism θi, we use the isomorphism RY ◦ V
∼
−→ i∗i
∗ ◦RX constructed
above and the last statement of Corollary 6.4.1. The last statement is also easy to check.

7 Construction of the stable homotopic 2-functor Hmf
7.1 Direct images
If f : X −→ Y is a morphism of k-schemes, we write 0f∗ for
pH0f∗. Remember that if f
is affine, then 0f∗ is right t-exact for the perverse t-structure by [6] Theorem 4.1.1 (see also
Proposition 2.2.2).
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In this section, we want to prove the following result.
Proposition 7.1.1 There exists a 2-functor Hmf,∗ : Sch/k −→ TR with
Hmf,∗(X) = D
bPervmf (X) for every X ∈ Ob(Sch/k) and a natural transformation
R : Hmf,∗ −→ Hm,∗ (with the notation of Example 3.2.3) such that :
(a) for every X ∈ Ob(Sch/k), the functor RX : D
bPervmf (X) −→ D
b
m(X) is the com-
position of the obvious functor Db Pervmf (X) −→ D
bPervm(X) and of the realization
functor DbPervm(X) −→ D
b
m(X) (see Section 2.7);
(b) for every morphism f : X −→ Y , the natural transformation
γf : RY ◦Hmf,∗(f) −→ Hm,∗(f) ◦RX is an isomorphism.
The proof of the proposition will occupy most of this section. The main ingredients are :
(1) Beilinson’s calculation of derived direct images in derived categories of perverse sheaves,
and in particular his result that, if f : X −→ Y withX affine, then f∗ : D
b
c(X) −→ D
b
c(Y )
is the left derived functor of 0f∗. (See Theorem 7.1.2.)
(2) The fact that the functors pHkf∗ (and in particular
0f∗) preserve the categories Pervmf .
(See Corollary 6.3.1.)
(3) Cˇech resolutions for finite open affine coverings.
We first review some of Beilinson’s results.
Theorem 7.1.2 Let f : X −→ Y be a morphism of k-schemes, let (Ui)i∈I be a finite family of
open affine subsets ofX and letK ∈ ObPerv(X). Then there exists an object L of Perv(X) and
a surjective morphism L −→ K (in Perv(X)) such that, for every i ∈ I , the complex f|Ui∗L|Ui
is a perverse sheaf.
Moreover, ifK is an object of Pervh(X) (resp. Pervm(X), resp. Pervmf (X)), we can choose
L in this same subcategory.
The first statement is Lemma 3.3 of [4]. Also, it is clear from the proof of this lemma that L
is a direct sum of objects of the form j!j
∗K, where j : V −→ X is the embedding of an open
affine subset; as the categories Pervh, Pervm and Pervmf are stable by the functors j
∗ and j! (by
Corollary 6.3.1 for Pervmf ), we get the second statement.
Corollary 7.1.3 Let f : X −→ Y be a morphism of k-schemes, and suppose thatX is affine. We
denote by f 0∗ : Pervmf (X) −→ Pervmf (Y ) the functor
pH0 ◦ f∗ (this makes sense by Corollary
6.3.1).
Then f 0∗ is right exact, it admits a left derived functor Lf
0
∗ , and the following diagram com-
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mutes up to canonical natural isomorphism :
DbPervmf (X)
Lf0
∗ //
RX

Db Pervmf(Y )
RY

Dbm(X) f∗
// Dbm(Y )
Proof. We know that f 0∗ is right exact by Proposition 2.2.2. The rest follows from the previous
theorem and from Proposition 2.3.4, whose hypothesis is satisfied by Corollary 2.3.3.

Following Section 3.4 of [4], we now explain how to reconstruct the functor f∗ from
pH0 ◦ f∗
when the source of f : X −→ Y is not affine.
Let U = (Ui)i∈I be a finite covering of X by open affine subschemes. We denote by
C•
U
: Perv(X) −→ C≥0 Perv(X) the associated Cˇech resolution functor, defined as follows
: For every J ⊂ I , we denote by jJ :
⋂
i∈J Ui −→ X the inclusion. As X is separated, all the
finite intersections of Ui’s are affine, so the morphism jJ is affine for every J ⊂ I , hence jJ∗ is
exact in the perverse sense. If K ∈ ObPerv(X), we have Cr
U
(K) =
⊕
|J |=r+1 jJ∗j
∗
JK, and the
maps Cr(K) −→ Cr+1(K) are alternating sums of adjunction morphisms. Note that the functor
C•
U
is exact.
By Corollary 6.3.1, the functor C•
U
sends Pervmf (X) to C
≥0 Pervmf (X), and, by The´ore`me
3.2.4 of [6], the canonical morphism K −→ C•
U
(K) is a quasi-isomorphism for every
K ∈ ObPerv(X).
Let K ∈ ObPerv(X). By Theorem 7.1.2, we can find a left resolution K• −→ K in
Perv(X) such that each Cr
U
(Ks) is f∗-acyclic, and then the total complex of the double complex
f∗C
•
U
(K•) is a complex of objects of Perv(Y ) whose image by real : DbPerv(Y ) −→ Dbc (Y )
is isomorphic to f∗K.
Here is another way to think of this : The coveringU defines in the usual way (see for example
the beginning of the proof of The´ore`me 3.2.4 of [6]) a simplicial scheme εU : U• −→ X over
X . For every K ∈ ObPerv(X), the Cˇech complex C•
U
(K) is a representative of the complex
εU ∗ε
∗
U
K.
Let Y• be the constant simplicial scheme with value Y and ε : Y• −→ Y be the obvious map.
We also denote by fU • : U• −→ Y• the morphism of simplicial schemes induced by f . We have
a canonical isomorphism of functors Dbc (X) −→ D
b
c (Y ) (where the first map is the adjuction
map) :
(∗) f∗ −→ f∗εU ∗ε
∗
U ≃ ε∗fU •∗ε
∗
U .
As all the face and degeneracy maps in the simplicial schemes U• and Y• are affine open
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embeddings, we can define perverse sheaves on U• and Y•; also, as these simplicial schemes
both have the property that all their levels are finite disjoint unions of schemes taken among some
finite family, we can also make sense of horizontal and mixed perverse sheaves on them. Now, as
all the levels of U• are affine schemes, the functor fU •∗ is right t-exact. Theorem 7.1.2 implies
that the functor pH0 ◦ fU •∗ ◦ ε
∗
U
admits a left derived functor, and that this left derived functor is
canonically isomorphic to fU •∗ ◦ ε
∗
U
; indeed, this theorem implies that every object of Perv(X)
is a quotient of a fU •∗ ◦ ε
∗
U
-acyclic object. Let K ∈ ObPerv(X), and let K• −→ K be a left
resolution such that each ε∗
U
Kr is fU •∗-acyclic. Then the total complex of the double complex
f∗C
•
U
(K•) is just the complex ε∗fU •∗ε
∗
U
K•, and the fact that its image by real is isomorphic to
f∗K follows from the isomorphism (∗).
Next, thanks to Corollary 6.3.1 (and Theorem 7.1.2), we can replace Perv
by Pervmf in the construction of the previous paragraph, and we get a functor
ε∗fU •∗ε
∗
U
K• : Db Pervmf(X) −→ D
b Pervmf (Y ) that makes the following diagram
commute up to canonical isomorphism :
(∗∗) DbPervmf (X)
ε∗fU •∗ε
∗
U //
RX

DbPervmf (Y )
RY

Dbm(X) f∗
// Dbm(Y )
We want to use this as the definition ofHmf,∗(f), but we have to get rid of the dependence on U .
The solution is of course to take a limit over all finite open affine coverings of X . As in Section
9.2.2 of [15], we will use the notion of rigidified covering, so that these coverings form a filtered
partially ordered set. Remember that (see Definition 9.2.7 of [15]) :
• a rigidified open affine covering of X is an open affine covering (Ui)i∈I with a map
X −→ I , x 7−→ ix such that x ∈ Uix for every x ∈ X;
• amorphism of rigidified open affine coverings from (Ui)i∈I to (Vj)j∈J is a map φ : I −→ J
such that Ui ⊂ Vφ(j) for every i ∈ I and φ(ix) = jx for every x ∈ X;
• more generally, if (Ui)i∈I is a rigidified open affine covering ofX and (Vj)j∈J is a rigidified
open affine covering of Y , then a morphism of rigidified open affine coverings over f is
a map φ : I −→ J such that f(Ui) ⊂ Vφ(j) for every i ∈ I and φ(ix) = jf(x) for every
x ∈ X .
We denote by Cov(X) the category of rigidified finite open affine coverings of X . By Lemma
9.2.9 of [15], this is a filtered partially ordered set.
Let φ : U −→ V be a morphism in Cov(X). We get as before commutative squares
U•
fU • //
εU

Y•
ε

X
f
// Y
and V•
fV • //
εV

Y•
ε

X
f
// Y
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Moreover, the morphism of rigidified coverings φ induces a morphism of simplicial schemes
φ• : U• −→ V• such that fU • = fV •φ•.
Using the adjunction morphism id −→ φ•∗φ
∗
•, we get a morphism of functors from
DbPervmf (X) to D
bPervmf (Y ) :
ε∗fU •∗ε
∗
U −→ ε∗fU •∗φ•∗φ
∗
•ε
∗
U = ε∗fV •∗ε
∗
V .
By the conservativity of RY (see Proposition 2.7.3), this morphism is an isomorphism.
Definition 7.1.4 Let f : X −→ Y . We define the functor
Hmf,∗(f) : D
b Perv(X) −→ DbPerv(Y )
by
Hmf,∗(f) = lim←−
U ∈Cov(X)
ε∗fU •∗ε
∗
U .
We will also denote the functor Hmf,∗(f) by f∗ if there is no risk of confusion.
It remains to show that Definition 7.1.4 does give a 2-functor from Sch/k to TR. In a previous
version of this article, we used Theorem 8.10 of Shulman’s paper [26] to construct the connection
morphisms, and then the conservativity of the realization functors (Proposition 2.7.3) to show
that they are isomorphisms. This forced us to replace some of the categories by their Ind and/or
Pro versions to ensure that the hypotheses of Theorem 8.10 of [26] hold (i.e. that the categories
and functors are derivable), and it seems simpler to just construct the connection morphisms by
hand.
So suppose that we have two morphisms of k-schemes f : X −→ Y and g : Y −→ Z. We
want to lift the connection isomorphism g∗ ◦ f∗ ≃ (g ◦ f)∗ : D
b
m(X) −→ D
b
m(Z) to a natural
transformation Hmf,∗(g) ◦ Hmf,∗(f) −→ Hmf,∗(g ◦ f). Let V be a rigidified finite open affine
covering of Y . By Lemma 9.2.9 of [15], there exists a rigidified finite open affine covering U of
X and a morphism φ : U −→ V over f . As in the discussion before Definition 7.1.4, we have
commutative squares
U•
fU • //
εU

Y•
ε1

X
f
// Y
and V•
gV • //
εV

Z•
ε2

Y g
// Z
and U•
(gf)U •//
εU

Z•
ε2

X
gf
// Z
Also, the morphism φ induces a morphism of simplicial schemes φ• : U• −→ V• such that
ε1fU • = εV φ• and gV •φ• = (gf)U •.
Using the adjunction morphism ε∗
V
εV ∗ −→ id, we get a functorial morphism from
Hmf,∗(g) ◦Hmf,∗(f) ≃ ε2∗gV •∗ε
∗
V ε1∗fU •∗ε
∗
U ≃ ε2∗gV •∗ε
∗
V εV ∗φ•∗ε
∗
U
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to
ε2∗gV •∗φ•∗ε
∗
U ≃ ε2∗(gf)U •∗ε
∗
U ≃ Hmf,∗(gf).
It is straightforward to check that this morphism does not depend on the choices and that it lifts
the connection isomorphism g∗ ◦ f∗ ≃ (gf)∗. In particular, it is an isomorphism by Proposition
2.7.3. This finishes the proof of Proposition 7.1.1.
Remark 7.1.5 Let us relate our definition to the definition given in Section 3.4 of [4]. Let
Zar(X) be the category of open affine subschemes of X (the maps are inclusions); for any
category C , let PSh(Zar(X),C ) be the category of presheaves on Zar(X) with values in
C . We denote by ε∗X the exact functor Perv(X) −→ PSh(Zar(X),Perv(X)) sending K to
the presheaf U 7−→ K|U , and by f˜
0
∗ : PSh(Zar(X),Perv(X)) −→ PSh(Zar(X),Perv(Y ))
the right exact functor sending a presheaf P to the presheaf U 7−→ pH0f∗P(U).
It is not clear to us whether Theorem 7.1.2 implies that f˜ 0∗ admits a left derived
functor, but we can use Proposition 15.3.5 of [19] to get a left derived functor
Lf˜ 0∗ : D
bPSh(Zar(X),Perv(X)) −→ Db ProPSh(Zar(X),Perv(Y )), and then Theorem 7.1.2
(along with Theorem 15.3.1 and Proposition 15.3.2 of [19]) says that, for every open affine sub-
scheme U of X and every object P of DbPSh(Zar(X),Perv(X)), the object Lf˜ 0∗P(U) of
DbProPerv(Y ) is actually in Db Perv(Y ).
For every finite covering U of X by open affine subschemes, we have the 0th Cˇech coho-
mology functor Hˇ0(U , .) : PSh(Zar(X),Perv(Y )) −→ Perv(Y ) (see for example Defini-
tion [27, Tag 03OL]). Then Theorem [27, Tag 03OS] says that the Cˇech complex of an ob-
ject of PSh(X,Perv(Y )) associated to the covering U calculates the right derived functor of
Hˇ0(U , .). Also, by the end of the previous paragraph (and Proposition 6.4.1 of [19]), the
functor RHˇ0(U , .) ◦ Lf˜ 0∗ : D
bPSh(Zar(X),Perv(X)) −→ DbProPerv(Y ) factors through
DbPerv(Y ). So we can reformulate the calculation with Cˇech complexes that we did above by
saying that the following square commutes up to canonical isomorphism
DbPerv(X)
RHˇ0(U ,.)◦Lf˜0
∗
◦ε∗X //
real

DbPerv(Y )
real

Dbc(X) f∗
// Dbc (Y )
The limit over all coveringsU of the functors Hˇ0(U , .) : PSh(Zar(X),Perv(Y )) −→ Perv(Y )
is the functor of global sections of the associated separated presheaf P 7−→ P+, defined
for example in Section [27, Tag 00W1]. We denote this functor by H+0 . Note that, as the
category Perv(Y ) does not have all inductive limits, the image of the functor H0+ is the
category IndPerv(Y ), and its right derived functor will have Db IndPerv(Y ) as a target.
Nevertheless, when we applyRH0+ to an object of the form Lf˜
0
∗ ε
∗
XK withK ∈ ObD
b Perv(X),
we will obtain an object in the essential image of DbPerv(Y ) −→ Db IndPerv(Y ),
because the transition maps between the Cˇech complexes of Lf˜ 0∗ ε
∗
XK for different cov-
erings are all quasi-isomorphisms. Using Theorem 15.3.1 of [19] again, we get a functor
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RH0+ ◦ Lf˜
0
∗ ◦ ε
∗
X : D
b Perv(X) −→ DbPerv(Y ), and the discussion of the previous paragraph
shows that we have a canonical isomorphism
real ◦RH0+ ◦ Lf˜
0
∗ ◦ ε
∗
X ≃ f∗ ◦ real : D
bPerv(X) −→ Dbc (Y ).
Finally, hanks to Corollary 6.3.1 (and Theorem 7.1.2), the construction ofRH0+ ◦Lf˜
0
∗ ◦ε
∗
X still
makes sense when we replace Perv by Pervmf everywhere, and the following square commutes
up to canonical isomorphism :
Db Pervmf (X)
RH0+◦Lf˜
0
∗
◦ε∗
X //
RX

DbPervmf (Y )
RY

Dbm(X) f∗
// Dbm(Y )
So we coud have defined Hmf,∗(f) by the formula
Hmf,∗(f) = RH
0
+ ◦ Lf˜
0
∗ ◦ ε
∗
X .
Note that, in Section 3.4 of [4], Beilinson uses the sheafification functor P 7−→ P++ instead
of the functor P 7−→ P+. We were not able to see why the map P+(X) −→ P++(X) is an
isomorphism for P in the essential image of Lf˜ 0∗ ε
∗
X . But it changes little in practice to work
with P+ instead of P++.
Proposition 7.1.6 The functor ⊠ from Proposition 4.2 induces a natural isomorphism between
the 2-functors Hmf,∗ × Hmf,∗ : Schk × Schk −→ TR and Schk × Schk −→ Schk
Hmf,∗
−→ TR
(where the first arrow sends (X, Y ) toX × Y ).
In other words, if f1 : X1 −→ Y1 and f2 : X2 −→ Y2 are morphisms in Sch/k and
K1 ∈ D
b Pervmf(X1), K2 ∈ D
bPervmf (X2), then we have an isomorphism
(f1 × f2)∗(K1 ⊠K2)
∼
−→ (f1∗K1)⊠ (f2∗K2)
functorial inK1 andK2 and compatible with the composition of arrows in Sch/k.
Proof. On the categories Dbc , we have canonical isomorphisms
(f1 × f2)∗((−)⊠ (−))
∼
−→ (f1∗(−))⊠ (f2∗(−))
and
(f1 × f2)
∗((−)⊠ (−))
∼
−→ (f ∗1 (−))⊠ (f
∗
2 (−))
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(see SGA 5 III 1.6). These induce similar isomorphisms in the categories Dbh and D
b
m.
By the construction of f∗ (see Definition 7.1.4), we only need to show the statement of the
proposition for the functors pH0f∗ with the source of f affine between the categories Pervmf(X),
and for the restriction functors to an open subscheme. But then it is an immediate consequence
of the similar result for the categories Perv(X), which follows from the result recalled at the
beginning of the proof and from the t-exactness of the external tensor product (see Proposition
2.2.2).

Proposition 7.1.7 Let j : U −→ X be an open embedding. Denote by
j∗ : Db Pervmf (X) −→ D
bPervmf (U) the derived functor of the exact functor
j∗ : Pervmf(X) −→ Pervmf (U).
Then this functor j∗ is left adjoint to the functor j∗ : D
b Pervmf (U) −→ D
b Pervmf (X), and
the counit map j∗j∗ −→ id is an isomorphism.
Proof. Let (Ui)i∈I be a finite open affine cover of U . For every J ⊂ I , we denote by
jJ :
⋂
i∈J Ui −→ U the inclusion. As U is separated, all the finite intersections of Ui’s are
affine, so the morphisms jJ and jjJ are affine for every J ⊂ I . If K ∈ ObPervm(U),
we denote by C•(K) the Cˇech complex of K associated to the covering (Ui)i∈I , so that
Cr(K) =
⊕
|J |=r+1 jJ∗j
∗
JK and the maps C
r(K) −→ Cr+1(K) are alternating sums of ad-
junction morphisms. The canonical morphism K −→ C•(K) is a quasi-isomorphism, and all
the Cr(K) are j∗-acyclic (indeed, as jjJ is affine for every J ⊂ I , the complex j∗(jJ∗j
∗
JK) is
perverse, and so j∗C
r(K) is perverse), so we get a quasi-isomorphism j∗K −→ j∗C
•(K) (by
Definition 7.1.4.
Moreover, by Corollary 6.3.1, if K is in Pervmf(U), then C
•(K) is a complex of objects of
Pervmf (U), and j∗C
•(K) is a complex of objects of Pervmf (X), which is quasi-isomorphic to
j∗K by definition of the functor j∗. Note also that this construction is functorial in K.
Now we want to define a unit map ε : id −→ j∗j
∗ and a counit map j∗j∗ −→ id. If K
is a complex of objects of Pervmf(U), then j∗K is quasi-isomorphic to the total complex of
the double complex j∗C
•(K), so j∗j∗K is quasi-isomorphic to C
•(K), and we can take for
η the inverse of the canonical quasi-isomorphism K −→ C•(K). (Note in particular that η
is an isomorphism, which gives the last statement of the proposition.) If L is a complex of
objects of Pervmf(X), then j∗j
∗L is quasi-isomorphic to the total complex of the double com-
plex j∗C
•(j∗L). But we have a canonical morphism L −→ j∗C
0(j∗L) (because it exists in
Cb Pervm(X), and C
b Pervmf (X) is a full subcategory of C
b Pervm(X)), and it is easy to see
that this induces a morphism L −→ j∗C
•(j∗L), which is the desired morphism ε. To finish
the proof, it suffices to show that, for K ∈ ObDb Pervmf (U) and L ∈ ObD
bPervmf (X), the
composition
j∗K
ηj∗
−→ j∗j
∗j∗K
j∗ε
−→ j∗K
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is the identity and the composition
j∗L
j∗η
−→ j∗j∗j
∗L
εj∗
−→ j∗L
is an isomorphism. The first statement is clear from the explicit descriptions of j∗, ε and η, and
the second statement follows from the conservativity of the functor RU .

7.2 Inverse images
In this section, we construct the inverse images functors as the left adjoints of the direct image
functors of Proposition 7.1.1.
First we treat a particular case. For every smooth equidimensional k-schemeX , we denote by
1X the constant sheaf onX , seen as an object of Pervmf (X)[− dimX ].
Proposition 7.2.1 Let X, Y ∈ Ob(Sch/k), and suppose thatX is smooth equidimensional. Let
p : X × Y −→ Y be the second projection.
Then the functor p∗ : D
bPervmf (X × Y ) −→ D
b Pervmf (Y ) admits a left adjoint p
∗, which
is given byK 7−→ 1X ⊠K.
In particular, we get a natural isomorphism θp : p
∗ ◦RY
∼
−→ RX×Y ◦ p
∗.
Proof. Let p∗ be as in the statement. It suffices to construct natural morphisms ε : id −→ p∗p
∗
and η : p∗p∗ −→ id whose images byR are the unit and counit of the adjonction in the categories
Db Pervm, and such that p∗
εp∗
−→ p∗p
∗p∗
p∗η
−→ p∗ is the identity. (As RX×Y is conservative, we’ll
automatically get the fact that p∗
ηp∗
−→ p∗p∗p
∗ p
∗ε
−→ p∗ is an isomorphism.)
Let aX : X −→ Spec k be the structural map. Note that, as aX∗1X ∈ D
≥0Pervmf (Spec k),
we have
HomDb Pervmf (Spec k)(1Spec k, aX∗1X) = HomPervmf (Spec k)(1Spec k,H
0aX∗1X)
= HomPerv(Spec k)(E,H
0aX∗EX).
So the canonical morphism E −→ H0aX∗EX (coming from the unit of the adjunction (a
∗
X , aX∗)
gives a morphism uX : 1Spec k −→ aX∗1X inD
b Pervmf(Spec k).
IfK ∈ Ob(DbPervmf (Y )), then we have a morphism
K = 1Spec k ⊠K
uX−→ (aX∗1X)⊠K ≃ p∗(1X ⊠K) = p∗p
∗K,
where the third arrow is the isomorphism of Proposition 7.1.6. This morphism is an isomorphism
because its image by RY is an isomorphism, and we denote it by ε.
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Now we want to construct η. Consider the commutative diagram
X × Y
p

X ×X × Y
q2oo
q1

X × Y
ioo
Y X × Yp
oo
where q1 = idX × p, q2 = aX × idX×Y and i is the product of the diagonal embedding ofX and
of idY . Note that q1i = q2i = p. Using Proposition 7.1.6, we get an isomorphism
p∗p∗K = 1X ⊠ (p∗K) ≃ q1∗(1X ⊠K) = q1∗q
∗
2K.
As i is a closed immersion, we know (by Corollary 6.4.2) that the functor i∗ has a left adjoint i
∗.
This and the functoriality of Hmf,∗ gives a morphism
q1∗q
∗
2K −→ q1∗i∗i
∗q∗2K ≃ q2∗i∗i
∗q∗2K.
Note also that using the unit of (i∗, i∗) and the analogue of the natural transformation ε for q2
instead of p, we get a morphism
K
∼
−→ q2∗q
∗
2K −→ q2∗i∗i
∗q∗2K,
which is an isomorphism because its image by RX×Y is an isomorphism. Putting all these to-
gether gives
η : p∗p∗K
∼
−→ q1∗q
∗
2K −→ q2∗i∗i
∗q∗2K ≃ K.
It is clear from the construction that the images of ε and η by R are the unit and the counit of
the adjonction (p∗, p∗) inD
b
m. So we just need to show that p∗
εp∗
−→ p∗p
∗p∗
p∗η
−→ p∗ is the identity.
This follows from the fact that we get this composition by following the outside of the following
commutative diagram in the clockwise direction (where the two arrows marked “adj” come from
the unit of the adjunction (i∗, i∗)) :
p∗(1X ⊠ (p∗K))
≀
p∗p
∗p∗K
1Spec k ⊠ (p∗K)
uX // (aX∗1X)⊠ (p∗K)
∼
p∗q1∗(1X ⊠K)
∼
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇
p∗q1∗q
∗
2K
adj

p∗K
∼
♦♦♦♦♦♦♦♦♦♦♦♦
∼ p∗(1Spec k ⊠K)
uX

p∗q1∗i∗i
∗q∗2K
≀

p∗((aX∗1X)⊠K)
∼ // p∗q2∗(1X ⊠K) p∗q2∗q
∗
2K adj
// p∗q2∗i∗i
∗q∗2K

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Having at our disposal the constant sheaf on X was very important when constructing the
inverse image of the second projectionX × Y −→ Y . Now, in order to generalize this construc-
tion to the case when X is not necessarily smooth, we want to construct (and characterize) the
analogue inDbPervmf (X) of the constant sheaf EX . Note that this is not totally obvious in this
context because, if X is not smooth, then the constant sheaf is not perverse (or shifted perverse)
in general.
For every k-scheme X , we denote by aX : X −→ Spec k the structural morphism. We also
denote by 1Spec k the constant sheaf with valueE on Spec k, seen as an object ofPervmf (Spec k).
Corollary 7.2.2 For every k-scheme X , the functorDb Pervmf (X) −→ Sets (where Sets is the
category of sets),K 7−→ HomDb Pervmf (Spec k)(1Spec k, aX∗K), is representable.
Moreover, if (1X , uX : 1Spec k −→ aX∗1X) represents this functor, then there is an isomor-
phism RX(1X) ≃ EX that makes the following diagram commute :
RSpec k(1Spec k)
RSpeck(uX)

ESpec k
adj // aX∗EX
≀

RSpec k(aX∗1X) γaX
// aX∗RX(1X)
where the arrow marked “adj” is the unit of the adjunction (a∗X , aX∗).
Note that the couple (1X , uX) is unique up to unique isomorphism if it exists.
Proof. First note that, thanks to Corollary 6.4.2 and Proposition 7.1.7, if h : Z −→ X is an
open embedding or a closed embedding and the result is true forX , then it is also true for Z, and
moreover we have a canonical isomorphism 1Z ≃ h
∗1X . Moreover, if X is smooth, then the
result follows immediately from Proposition 7.2.1. In particular, we get the result for X affine,
because in that case X is a closed subscheme of some An.
For a general k-scheme X , we chose a finite open cover X =
⋃n
i=1 Ui such that the result is
known for every Ui. (For example, we can take a finite affine open cover.) We want to show
that this implies the result for X . We reduce to the case n = 2 by an easy induction on n.
Let j1 : U1 −→ X , j2 : U2 −→ X and j12 : U1 ∩ U2 −→ X be the inclusions. By the
uniqueness statement of the corollary, we have canonical isomorphisms 1Ui|U1∩U2 ≃ 1U1∩U2
for i = 1, 2 that identify uUi and uU1∩U2 , so, using Proposition 7.1.7, we get morphisms
vi : ji∗1Ui −→ j12,∗1U1∩U2 , i = 1, 2. Complete v := v1 ⊕ (−v2) into an exact triangle
(∗) K −→ j1∗1U1 ⊕ j2∗1U2
v
−→ j12∗1U1∩U2
+1
−→
Applying aX∗, we get a triangle
(∗∗) aX∗K −→ aU1,∗1U1 ⊕ aU2,∗1U2
aX∗v−→ aU1∩U2,∗1U1∩U2
+1
−→
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Consider the morphism uU1⊕uU2 : 1Spec k −→ aU1,∗1U1⊕aU2,∗1U2 . Composing it by aX∗v gives
0, by definition of v, so it comes from a map uX : 1Spec k −→ aX∗K. Also, as aU1∩U2,∗1U1∩U2 is
concentrated in degree ≥ 0, we have HomDb Pervmf (Spec k)(1Spec k, aU1∩U2,∗1U1∩U2[−1]) = 0, and
so the map uX is uniquely determined.
Now we show that (K, uX) represents the functor of the statement. For every
L ∈ Ob(Db Pervmf(X)), the map uX : 1Spec k −→ aX∗K induces a morphism
HomDb Pervmf (X)(K,L)→ HomDb Pervmf (Spec k)(aX∗K, aX∗L)→ HomDb Pervmf (Spec k)(1Spec k, aX∗L),
and we must show that this is an isomorphism. Suppose that we can prove this if
one of the adjunction maps L −→ j1∗j
∗
1L, L −→ j2∗j
∗
2L or L −→ j12∗j
∗
12L is an
isomorphism, then we are done. Indeed, for a general L, we have an exact triangle
L −→ j1∗j
∗
1L⊕ j2∗j
∗
2L −→ j12∗j
∗
12L
+1
−→, and we use the five lemma.
Suppose that the adjunction map L −→ j1∗j
∗
1L is an isomorphism. Applying j
∗
1 to the trian-
gle (∗) and noting that j∗1j2∗1U2 −→ j
∗
1j12∗1U1∩U2 is an isomorphism, we get an isomorphism
j∗1K
∼
−→ 1U1 . We denote by c the base change morphism aX∗ −→ aU1∗j
∗
1 . Applying c to the
entries of the triangle (∗∗), we get a commutative diagram
aU1∗j
∗
1K // aU1,∗j
∗
1j1∗1U1 ⊕ aU1,∗j
∗
1j2∗1U2 // aU1∗j
∗
1j12∗1U1∩U2
+1 //
aX∗K //
OO
aU1,∗1U1 ⊕ aU2,∗1U2 //
OO
aU1∩U2,∗1U1∩U2
+1 //
OO
The morphism aU1,∗j
∗
1j2∗1U2 −→ aU1∗j
∗
1j12∗1U1∩U2 in the first row of this diagram is an iso-
morphism, so we get an isomorphism aU1∗j
∗
1K −→ aU1,∗j
∗
1j1∗1U1 ≃ aU1∗1U1 (which is just the
image by aU1∗ of the isomorphism j
∗
1K
∼
−→ 1U1 of the beginning of this paragraph. By this
isomorphism, the map cK ◦ uX : 1Spec k −→ aU1∗j
∗
1K corresponds to the composition of
(cj1∗1U1 ⊕ cj2∗1U2 ) ◦ (uU1 ⊕ uU2) : 1Spec k −→ aU1,∗j
∗
1j1∗1U1 ⊕ aU1,∗j
∗
1j2∗1U2
and of the first projection. In other words, we get a commutative diagram :
1Spec k
uX //
uU1

aX∗K
cK

aU1∗1U1 aU1∗j
∗
1K∼
oo
Consider the following diagram (where all the Hom groups are taken in the appropriate
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DbPervmf category) :
Hom(K, j1∗j
∗
1L)
aX∗ //
j∗1∼

Hom(aX∗K, aX∗j1∗j
∗
1L)
(−)◦uX// Hom(1Spec k, aU1∗j
∗
1L)
Hom(j∗1 , j
∗
1L)
aU1∗ // Hom(aU1∗j
∗
1K, aU1∗j
∗
1L)
(−)◦cK
OO
Hom(1U1 , j
∗
1L) aU1∗
//
∼
OO
Hom(aU1∗1U1, aU1∗j
∗
1L)
∼
OO
(−)◦uU1
// Hom(1Spec k, aU1∗j
∗
1L)
We have just seen that the right rectangle of this diagram is commutative. It is also easy to see that
the two squares on the left are commutative, so the whole diagram commutes. As the composition
of the two bottom horizontal arrows is an isomorphism by assumption, the composition of the
two top horizontal arrows is also an isomorphism, which is what we wanted to prove.
The case where L −→ j2∗j
∗
2L (resp. L −→ j12∗j
∗
12L) is an isomorphism is similar. This
finishes the proof of the first statement of the corollary. The second statement of the corollary
follows easily from the explicit definition of uX .

Now that we have the object 1X , the proof of the following corollary is exactly the same as
the proof of Proposition 7.2.1.
Corollary 7.2.3 Let X, Y ∈ Ob(Sch/k), and let p : X × Y −→ Y be the second projection.
Then the functor p∗ : D
bPervmf (X × Y ) −→ D
b Pervmf (Y ) admits a left adjoint p
∗, which
is given byK 7−→ 1X ⊠K.
Corollary 7.2.4 The 2-functorHmf,∗ : Sch/k −→ TR of Proposition 7.1.1 admits a global left
adjoint in the sense of Definition 1.1.18 of [1].
In particular, we get a uniquely determined 2-functor H∗mf : Sch/k −→ TR such, for every
morphism f : X −→ Y in Sch/k, the functor H∗mf (f) : D
bPervmf (Y ) −→ D
b Pervmf(X) is
a left adjoint of Hmf,∗(f) : D
b Pervmf(X) −→ D
b Pervmf (Y ).
Moreover, for every morphism of k-schemes f : X −→ Y , we have an invertible natural
transformation θf : H
∗
m(f) ◦RY
∼
−→ RX ◦H
∗
mf(f), and this is compatible with the composition
of morphisms in Sch/k.
Proof. By Proposition 1.1.17 of [1], to show the first statement, it suffices to show that, for every
f : X −→ Y in Sch/k, the functor Hmf,∗(f) : D
b Pervmf (X) −→ D
b Pervmf (Y ) admits a
left adjoint. We factor f as X
i
−→ X × Y
p
−→ Y , where i = idX × f and p is the second
projection. The first map is a closed embedding, so it admits a left adjoint by Corollary 6.4.2,
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and the second map admits a left adjoint by Corollary 7.2.3. The natural transformation θi and
θp are also constructed in these corollaries, and we take θf equal to :
RX ◦ f
∗ = RX ◦ i
∗p∗
θi−→ i∗ ◦RX×Y ◦ p
∗ θp−→ i∗p∗ ◦RY ≃ f
∗ ◦RY .
By a slight abuse of notation, we will write that θf = θp ◦ θi.
Suppose that we are given a second morphism g : Y −→ Z, and that we are trying to prove
the compatibility between θf , θg and θgf . Consider the commutative diagram :
X × Z
p′′′
✡✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
✡
X
i′′′
22❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡
i
//
f ##●
●●
●●
●●
●●
● X × Y i′′
//
p

X × Y × Z
q
77♦♦♦♦♦♦♦♦♦♦♦
p′′

Y
i′
//
g
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖ Y × Z
p′

Z
where i′ = idY × g, i
′′(x, y) = (x, y, g(y)), i′′′ = idX × (gf) and p
′, p′′, p′′′, q are the obvious
projections. Then θg = θp′ ◦ θi′ and θgf = θp′′′ ◦ θi′′′ . So it suffices to prove that :
(a) θq ◦ θi′′i = θi′′′ ;
(b) θi′′i = θi′′θi;
(c) θp′′ ◦ θq = θp′ ◦ θp′′ ;
(d) θp′′ ◦ θi′′ = θi′ ◦ θp.
Point (b) follows from Corollary 6.4.2 and point (c) from the explicit formula for the inverse
image of a projection in Corollary 7.2.3. The other two compatibilities can easily be proved
directly.

Finally, we have :
Proposition 7.2.5 The functor ⊠ of Proposition 4.2 induces a natural isomorphism between the
2-functors H∗mf × H
∗
mf : Schk × Schk −→ TR and Schk × Schk −→ Schk
H∗
mf
−→ TR, where
the first arrow sends (X, Y ) toX × Y .
In other words, if f1 : X1 −→ Y1 and f2 : X2 −→ Y2 are morphisms in Sch/k and
L1 ∈ D
bPervmf (Y1), L2 ∈ D
b Pervmf(Y2), then we have an isomorphism
(f1 × f2)
∗(L1 ⊠ L2)
∼
−→ (f ∗1L1)⊠ (f
∗
2L2)
functorial in L1 and L2 and compatible with the composition of arrows in Sch/k.
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Proof. By the construction of the functors f ∗ above, we only need to show the statement when
f1 and f2 are both closed immersions, or when they are both projections. If f1 and f2 are both
projections, the result is obvious. If they are both closed immersions, the result follows from the
construction in the proof of Corollary 6.4.2 and from Proposition 7.1.6.

7.3 Poincare´-Verdier duality
Just as in sections 7.1 and 7.2, we can prove the following result.
Proposition 7.3.1 There exists a 2-functor Hmf,! : Sch/k −→ TR with
Hmf,!(X) = D
b Pervmf (X) for every X ∈ Ob(Sch/k) and a natural transformation
R : Hmf,! −→ Hm,! (with the notation of Example 3.2.3) such that :
(a) for every X ∈ Ob(Sch/k), the functor RX : D
bPervmf (X) −→ D
b
m(X) is the functor of
Theorem 3.2.4;
(b) for every morphism f : X −→ Y , the natural transformation
ρf : RY ◦Hmf,!(f) −→ Hm,!(f) ◦RX is an isomorphism.
This functor satisfies the same compatibility with ⊠ as in Proposition 7.1.6, and it admits a
global right adjointH !mf .
Moreover, by Proposition 4.2, we have an exact contravariant endofunctor DX of
DbPervmf (X) together with an isomorphismD
2
X ≃ id, for everyX ∈ Ob(Sch/k).
Proposition 7.3.2 Let f : X −→ Y be a morphism of k-schemes.
(i) We have a natural isomorphism αf : f∗
∼
−→ DY ◦ f! ◦ DX such that, if g : Y −→ Z
is another morphism of k-schemes, then the isomorphism αgf : (gf)∗ ≃ DZ(gf)!DX is
equal to the isomorphism
(gf)∗ ≃ g∗f∗
αgαf
−→ DZg!DYDY f!DX ≃ DZg!f!DX ≃ DZ(gf)!DX
where the first and fourth arrows are given by the composition isomorphisms of the 2-
functorsHmf,∗ andHmf,!, and the third arrow is given by the isomorphismD
2
Y ≃ id.
(ii) We have a natural isomorphism βf : f
∗ ∼−→ DX ◦ f
! ◦ DY , where f
! = H !mf (f),
such that, if g : Y −→ Z is another morphism of k-schemes, then the isomorphism
βgf(gf)
∗ ≃ DX(gf)
!DZ is equal to the isomorphism
(gf)∗ ≃ f ∗g∗
βfβg
−→ DXf
!DYDY g
!DZ ≃ DXf
!g!DZ ≃ DX(gf)
!DZ
where the first and fourth arrows are given by the composition isomorphisms of the 2-
functorsH∗mf andH
!
mf , and the third arrow is given by the isomorphismD
2
Y ≃ id.
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(iii) If f is smooth and purely of relative dimension d, then we have an natural isomorphism
f ![−d] ≃ f ∗[d](d) of functors DbPervmf (Y ) −→ D
bPervmf (X).
(iv) If f is smooth and purely of relative dimension d, then the functor
f ∗ : Db Pervmf (Y ) −→ D
bPervmf (X) admits a left adjoint f♯.
(v) If i : X −→ Y is a closed immersion, then we have a natural isomorphism i!
∼
−→ i∗.
Proof. Point (iii) follows from the fact that both functors are t-exact and that such an isomor-
phism exists in the category of functors Pervmf (Y ) −→ Pervmf (X) (because it does for mixed
perverse sheaves and the categories Pervmf are full subcategories of the categories of mixed
perverse sheaves).
Point (iv) follows from point (iii) : take f♯ = f![2d](d).
Point (v) is proved like point (iii) : both functors are t-exact, and the natural isomorphism
exists when we see i! and i∗ as functors from Pervm(X) to Pervm(Y ).
Let’s prove (i). By the construction of f∗ in section 7.1 (and point (iii) applied to inverse
images by open immersions) it suffices to prove the analogous result for the functors pH0f∗ and
pH0f! if f is affine. But then this follows from the case of the categories D
b
c (X).
Point (ii) now follows from (i) and from the uniqueness of adjoint functors.

8 Tensor products and internal Homs
Definition 8.1 Let X be a k-scheme. We denote by ∆X : X −→ X × X the diag-
onal embedding. We define a functor ⊗X : (D
bPervmf (X))
2 −→ Db Pervmf(X) by
K ⊗X L = ∆
∗
X(K ⊠ L).
Note that it follows from Proposition 7.2.5 that, for every morphism of k-schemes
f : X −→ Y and allK,L ∈ ObDbPervmf (Y ), we have a canonical isomorphism
f ∗(K ⊗Y L) ≃ (f
∗K)⊗X (f
∗L).
Proposition 8.2 The operation ⊗X defined above makes D
b Pervmf(X) into a symmetric
monoı¨dal triangulated category. Also, the object 1X constructed in Corollary 7.2.2 is a unit
for ⊗X , and the functor RX : D
bPervmf (X) −→ D
b
m(X) is symmetric monoı¨dal unitary.
Proof. The first statement follows easily from the commutativity and associativity of ⊠ (which
in turn follows from the similar statement in Dbm(X), as ⊠ is exact). Moreover, for every
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K ∈ ObDbPervmf (X), if p : X ×X −→ X is the second projection, then :
K ⊗X 1X = ∆
∗
X(K ⊠ 1X) = ∆
∗
Xp
∗K ≃ (p∆X)
∗K ≃ K
because p∆X = idX . This proves the second statement. Finally, the fact that RX is monoı¨dal
follows from the fact that it preserves ⊠, and the last statement of Corollary 7.2.2 (i.e., the
isomorphism RX(1X) ≃ EX) implies that RX is unitary.

The main result of this section in the following :
Proposition 8.3 For every k-scheme X and every K ∈ ObDb Pervmf (X), the endofunctor
K ⊗X · of D
bPervmf (X) has a right adjoint Hom(K, ·), given by L 7−→ DX(K ⊗X DX(L)).
Moreover, for allK,L,M ∈ ObDbPervmf (X), we have a commutative diagram
RHomDb Pervmf (X)(K ⊗X L,M)
∼ //
RX

RHomDb Pervmf (X)(L,DX(K ⊗X DXM))
RX

RHomDbm(X)(RX(K)⊗X RX(L), RX(M)) ∼
// RHomDbm(X)(RX(L), DX(RX(K)⊗X DXRX(M)))
where the horizontal arrows are the adjunction isomorphisms (see Lemma 8.4 for the identifica-
tionDX(RX(K)⊗X DXRX(M)) = HomX(RX(K), RX(M))).
In the lemmas that follow, we will denote the structural morphism X −→ Spec k by a. Re-
member that we write KX = a
!ESpec k for the dualizing complex in D
b
h(X). This is an object of
Dbm(X) (because ESpec k clearly is a mixed complex, and a
! preserves mixed complexes).
Lemma 8.4 In the category Dbh(X), we have a canonical isomorphism, functorial inK and L :
HomX(K ⊗X L,KX) ≃ HomX(K,DX(L)).
Moreover, these complexes are concentrated in perverse degree ≥ 0 if K and L are perverse.
In particular, if we replace L byDX(L), we get a natural isomorphism
HomX(K,L) ≃ DX(K ⊗X DX(L)),
which explains the definition of the internal Hom given in Proposition 8.3.
Proof. By Theorem 6.3(ii) of [10] (see also the remark following Definition 1.2 of [14] for the
extension of this to the category Dbh(X)), we have a natural isomorphism
HomX(K ⊗X L,M) = HomX(K,HomX(L,M))
for all K,L,M ∈ ObDbh(X). Applying this toM = KX gives the desired isomorphism.
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If K and L are perverse, then the complex K ⊗X L is concentrated in perverse degree ≤ 0
(because it is equal by definition to ∆∗X(K ⊠ L), where ∆X : X −→ X × X is the diagonal
morphism, and∆∗X is right t-exact), so its dual HomX(K⊗X L,KX) is concentrated in perverse
degree ≥ 0.

Lemma 8.5 If K,L ∈ ObPervh(X), then the complex a!(K ⊗X L) ∈ D
b
h(Spec k) is concen-
trated in degree ≤ 0, and so the adjunction (a!, a
!) gives a canonical isomorphism
HomDb
h
(X)(K ⊗X L,KX) ≃ HomPervh(Spec k)(H
0(a!(K ⊗X L)), ESpec k)
and equalities
ExtiDb
h
(X)(K ⊗X L,KX) = 0
for every i < 0.
We could also have deduced the vanishing of ExtiDb
h
(X)(K ⊗X L,KX) for i < 0 from the
adjunction isomorphism ExtiDb
h
(X)(K ⊗X L,KX) = Ext
i(K,DX(L)). (But we won’t be able to
do this in the next lemma, which is the analogous statement in DbPervmf (X).)
Proof. We have
a!(K ⊗X L) ≃ DSpec k(a∗DX(K ⊗X L)) ≃ DSpec k(a∗HomX(K,DX(L))),
where the second isomorphism comes from Lemma 8.4. So it suffices to show that
a∗HomX(K,DX(L))) = RHomDb
h
(X)(K,DX(L)) is concentrated in degree ≥ 0. As K and
DX(L) are perverse, this just follows from the definition of a t-structure.
Now, using the adjunction (a!, a
!) and the fact that KX = a
!ESpec k, we get a canonical iso-
morphism
HomDb
h
(X)(K ⊗X L,KX) = HomDb
h
(Spec k)(a!(K ⊗X L), ESpec k).
The second statement follows from this and from the fact that a!(K ⊗X L) is concentrated in
degree ≤ 0.

Lemma 8.6 If K,L ∈ ObPervmf(X), then the complex a!(K ⊗X L) ∈ D
bPervmf (Spec k) is
concentrated in degree ≤ 0, and so the adjunction (a!, a
!) gives a canonical isomorphism
HomDbPervmf (X)(K ⊗X L, a
!1Spec k) ≃ HomPervmf (Spec k)(H
0(a!(K ⊗X L)), 1Spec k)
and equalities
ExtiDb Pervmf (X)(K ⊗X L, a
!1X) = 0
for every i < 0.
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Proof. We have
RX(a!(K ⊗X L)) ≃ a!(RX(K)⊗X RX(L)),
so RX(a!(K ⊗X L)) is concentrated in degree ≤ 0 by Lemma 8.5. The first statement follows
from the conservativity of RX . The second statement is proved exactly as the second statement
of Lemma 8.5, using the adjunction (a!, a
!) in the categories Db Pervmf .

Lemma 8.7 Let K,L ∈ ObPervmf (X), writeK
′ = RX(K), L
′ = RX(L). Then the morphism
RX : HomDb Pervmf (X)(K ⊗X L,DX(1X)) −→ HomDbh(X)(K
′ ⊗X L
′, KX)
is an isomorphism. In particular, there exists a unique isomorphism
αK,L : HomDb Pervmf (X)(K ⊗X L,DX(1X))
∼
−→ HomPervmf (X)(K,DX(L)), making the
following diagram commute
HomDb Pervmf (X)(K ⊗X L,DX(1X))
αK,L //
RX

HomPervmf (X)(K,DX(L))
RX

HomDb
h
(X)(K
′ ⊗X L
′, KX) ∼
// HomPervh(X)(K
′, DX(L
′))
where the bottom isomorphism comes from applying the functor H0(X, .) to the isomorphism of
Lemma 8.4.
Proof. As Pervmf (X) is a full subcategory of Pervh(X), the morphism
RX : HomPervmf (X)(K,DX(L)) −→ HomPervh(X)(K
′, DX(L
′)) is an isomorphism. So
we just need to show that
RX : HomDb Pervmf (X)(K ⊗X L,DX(1X)) −→ HomDbh(X)(K
′ ⊗X L
′, KX)
is an isomorphism. By Lemmas 8.5 and 8.6, we have a commutative diagram
HomDb Pervmf (X)(K ⊗X L, a
!1Spec k)
∼ //
RX

HomPervmf (Spec k)(H
0(a!(K ⊗X L)), 1Spec k)
RSpeck

HomDb
h
(X)(K
′ ⊗X L
′, KX) ∼
// HomPervh(Spec k)(H
0(a!(K
′ ⊗X L
′)), ESpec k)
The right vertical map in this diagram is an isomorphism because Pervmf (Spec k) is a full sub-
category of Pervh(Spec k), so the left vertical map is also an isomorphism.

As in section 2.3, we will use the filtered derived category of an abelian category. Let A be
an abelian category, and let DF(A ) be its filtered derived category. Let us recall the spectral
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sequence of [6] (3.1.3.4) : If K and L are two objects of DF(A) such that GriF K = Gr
i
F L = 0
for |i| big enough (i.e. such that the filtrations are finite on K and L), then we have a spectral
sequence
Epq1 =
⊕
j−i=p
Extp+qD(A )(Gr
i
F K,Gr
j
F L) =⇒ Ext
p+q
D(A )(ω(K), ω(L)).
Remember that ω : DF(A ) −→ D(A ) is the functor that forgets the filtration.
Lemma 8.8 Let K• be a bounded complex of objects of Pervh(X), and let K be its image
by real : Db Pervh(X) −→ D
b
h(X). Then, for every object L of D
b
h(X), we have a spectral
sequence
Epq1 =
⊕
a−b=−p
Extq
Db
h
(X)
(Ka ⊗X DX(K
b), L) =⇒ Extp+q
Db
h
(X)
(K ⊗X DX(K), L).
Proof. By definition of the category Dbh(X), it suffices to prove the statement in D
b
c (X ), where
(A,X , u) is an object of U X such that all the Ki (resp. L) extend to shifts of objects of
Perv(X ) (resp. Dbc(X )), that we will denote by the same letters.
Remember the construction of the realization functor Db Perv(X ) −→ Dbc (X ) at the begin-
ning of section 2.4 : We consider the full subcategory DFbeˆte(X ) of objects A of DF(Xproe´t)
such that GriF A[i] is in Perv(X ) for every i ∈ Z and 0 for |i| big enough. We have a func-
tor G : DFbeˆte(X ) −→ C
b(Perv(X )) (see [6] 3.1.7 or section 2.3) that turns out to be an
equivalence of categories, and real is induced by ω ◦G−1 : Cb(Perv(X )) −→ Dbc (X ).
Let ∆ : X −→ X × X be the diagonal morphism. As K ⊗X DX(K) = ∆
∗(K ⊠ DX(K)),
we have a canonical isomorphism
RHomDbc (X )(K ⊗X DX(K), L) = RHomDbc (X ×X )(K ⊠DX(K),∆∗L).
Let M = G−1(K• ⊠ DX(K
•)) ∈ ObDFbeˆte(X × X ). We can also see ∆∗L as an object
of DF((X ×X )proe´t) (because, for any abelian category A , the categoryD(A ) is canonically
equivalent to the full subcategory of A ∈ ObDF(A )) such that GriF A = 0 for i 6= 0). Using
the spectral sequence recalled before the statement of the lemma (and (iii) of Proposition 2.4.1),
we get a spectral sequence
Epq1 =
⊕
−i=p
Extp+q
Dbc (X ×X )
(GriF (M),∆∗L) =⇒ Ext
p+q
Dbc (X )
(K ⊗X DX(K), L).
For every i ∈ Z, we have
GriF M =
⊕
a+b=i
Ka[−a]⊠DX(K
−b)[−b] =
⊕
a−b=i
(Ka ⊠DX(K
b))[−i].
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So
Epq1 =
⊕
a−b=−p
Extp+q
Dbc (X ×X )
(Ka ⊠DX(K
b),∆∗[−p]) =
⊕
a−b=−p
Extp
Dbc (X )
(Ka ⊗X DX(K
b), L).
The statement of the lemma now follows by taking the limit over A′, with A ⊂ A′ ∈ U .

Lemma 8.9 Let K• be a bounded complex of objects of Pervmf (X), and let K be its image
by the canonical functor Cb Pervmf (X) −→ D
b Pervmf(X). Then, for every object L of
DbPervmf (X), we have a spectral sequence
Epq1 =
⊕
a−b=−p
Extq
Db Pervmf (X)
(Ka ⊗X DX(K
b), L) =⇒ Extp+q
Db Pervmf (X)
(K ⊗X DX(K), L).
Moreover, the functorRX induces a morphism of spectral sequences from this spectral sequence
to the one of Lemma 8.8.
Proof. The proof is exactly the same as for Lemma 8.8, except that we work in the filtered derived
category DF(Pervmf (X ×X)). The last statement is obvious.

Notation 8.10 Let K ∈ ObDbh(X). We denote by ιK the evaluation morphism
K ⊗X DX(K) = K ⊗X HomX(K,KX) −→ KX .
This morphism is obviously functorial inK.
Lemma 8.11 Let K• be a bounded complex of objects of Pervh(X), and let K be its image by
the functor real : DbPervh(X) −→ D
b
h(X). Let
Epq1 =⇒ Ext
p+q
Db
h
(X)
(K ⊗DX(K), KX)
be the spectral sequence of Lemma 8.8 for L = KX .
Then Epq1 = 0 if q < 0, the element
∑
a∈Z ιKa of E
00
1 is in Ker(E
00
1 −→ E
10
1 ) = E
00
2 , and
the element ιK of HomDb
h
(X)(K ⊗X DX(K), KX) ⊃ E
00
∞ is the image of
∑
a∈Z ιKa by the map
E002 −→ E
00
∞ .
Proof. We have
Epq1 =
⊕
a−b=−p
Extq
Db
h
(X)
(Ka ⊗X DX(K
b), KX).
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As all the Ka and DX(K
b) are perverse, this is 0 for q < 0 by Lemma 8.5. This implies that
E002 = Ker(E
00
1 −→ E
10
1 ) and that E
pq
r = 0 for any r ≥ 1 and any q < 0, so E
pq
∞ = 0 for q < 0.
In particular, we get thatE00∞ is a quotient ofE
00
2 and thatE
00
∞ ⊂ HomDbh(X)(K⊗XDX(K), KX).
The last statement now follows from the construction of the spectral sequence (and (iii) of Propo-
sition 2.4.1).

Lemma 8.12 Let K• be a bounded complex of objects of Pervmf(X), and let
K ∈ ObDbPervmf (X) be its image by the obvious functorC
b Pervmf (X) −→ D
b Pervmf(X).
Then there exists a unique morphism ιK : K ⊗X DX(K) −→ a
!1Spec k satisfying the following
conditions :
(a) The image of ιK by RX is the morphism ιRX(K) of 8.10.
(b) The analogue of Lemma 8.11 holds if we use the spectral sequence of Lemma 8.9.
This morphism is functorial in K.
Proof. The functoriality of ιK follows from the uniqueness statement.
Let K ′• = RX(K
•) and K ′ = RX(K). If K
• is concentrated in degree 0, then, by Lemma
8.7, the morphism
RX : HomDb Pervmf (X)(K ⊗X DX(K), DX(1X)) −→ HomDbh(X)(K
′ ⊗X DX(K
′), KX)
is an isomorphism. So condition (a) forces us to take ιK = R
−1
X (ιK ′), and condition (b) is trivial
in this case.
We now treat the general case. The spectral sequence of Lemma 8.9 for L = a!1X is
Epq1 = Ext
q
Db Pervmf (X)
(Ka ⊗X DX(K
b), a!1X) =⇒ Ext
p+q
Db Pervmf (X)
(K ⊗X DX(K), a
!1X).
We have Epq1 = 0 for q < 0 by Lemma 8.6. As in the proof of
Lemma 8.11, this implies that E002 = Ker(E
00
1 −→ E
10
1 ) surjects to E
00
∞ and
that E00∞ ⊂ HomDb Pervmf (X)(K ⊗X DX(K), a
!1X). By condition (b), the element
ιK ∈ HomDb Pervmf (X)(K ⊗X DX(K), a
!1X) that we want to construct must be the image of∑
a∈Z ιKa ∈ E
00
1 . As ιKa exists and is uniquely determined by the first case, it suffices to show
that
∑
a∈Z ιKa ∈ Ker(E
00
1 −→ E
10
1 ). Indeed, condition (a) will then follow from the fact thatRX
induces a morphism between the spectral sequences of Lemmas 8.8 and 8.9 (and from Lemma
8.11). We denote by Epq1 (K
′) the spectral sequence of Lemma 8.8 for K ′•. Then we have a
commutative diagram
E001
//
RX

E101
RX

E001 (K
′) // E101 (K
′)
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By Lemma 8.7, the vertical maps in this diagram are isomorphisms. By Lemma 8.11, the
image by RX of
∑
a∈Z ιKa ∈ E
00
1 , which is
∑
a∈Z ιK ′a by construction of the ιKa, is in
Ker(E001 (K
′) −→ E101 (K
′)). So
∑
a∈Z ιKa is in Ker(E
00
1 −→ E
10
1 ), and we are done.

Lemma 8.13 ForK,L ∈ ObDbPervmf (X), we define a morphism
uK,L : RHomDb Pervmf (X)(L,DX(K)) −→ RHomDb Pervmf (X)(K ⊗X L, a
!1Spec k)
as the composition of
K ⊗X (.) : RHomDb Pervmf (X)(L,DX(K)) −→ RHomDb Pervmf (X)(K ⊗X L,K ⊗X DX(K))
and of
ιK∗ : RHomDb Pervmf (X)(K ⊗X L,K ⊗X DX(K)) −→ RHomDb Pervmf (X)(K ⊗X L, a
!1Spec k).
Then this morphism is functorial in K and L, its image by RX is the adjunction morphism
RHomDb
h
(X)(RX(L), DX(RX(K))) = RHomDb
h
(X)(RX(K)⊗X RX(L), KX),
and it is an isomorphism.
Proof. The first statement is obvious and the second statement follows from property (a) of
Lemma 8.12.
We first prove the third statement (i.e. that uK,L is an isomorphism) in the case where X
is smooth and connected and K = L , L = M are lisse sheaves on X . Let d = dim(X).
Then we have a!1Spec k = 1X [2d](d) (by Proposition 2.5.2(i)) and DX(L ) = L
∗[2d](d), where
L ∗ = Hom(L , EX) is the dual locally constant sheaf (by the calculation at the end of section
2.1 and Proposition 2.6.2). So uL ,M is a morphism
RHomDb Pervmf (X)(M ,L
∗) −→ RHomDb Pervmf (X)(L ⊗X M , 1X),
and the morphism ιL : L ⊗ DX(L ) −→ a
!1Spec k of Lemma 8.12 is just the the canonical
morphism L ⊗X L
∗ −→ 1X , shifted by 2d and twisted by d (we see this easily from conditions
(a) and (b) of Lemma 8.12, as L is perverse up to a shift). We will use the Yoneda description of
the Extk groups, as in section 3.2 of chapter III of Verdier’s book [29]. The definition of uL ,M
gives the following formula for the image of a class c in
ExtiDb Pervmf (X)(M ,L
∗) = ExtiDb Pervmf (X)(M [d],L
∗[d]) :
Choose an exact sequence in Pervmf(X) representing c, say :
0 −→ L ∗[d] −→ Ki−1 −→ . . . −→ K0 −→ M [d] −→ 0.
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Tensoring this sequence by L , we still get an exact sequence in Pervmf (X) :
0 −→ L ⊗X L
∗[d] −→ L ⊗X Ki−1 −→ . . . −→ L ⊗X K0 −→ L ⊗X M [d] −→ 0.
Then uL ,M (c) is represented by the exact sequence
0 −→ 1X [d] −→ K
′
i−1 −→ L ⊗X Ki−2 −→ . . . −→ L ⊗X K0 −→ L ⊗X M [d] −→ 0,
whereK ′i−1 is the amalgamated sum
1X [d]⊕L⊗XL ∗[d] (L ⊗X Ki−1)
with the morphism L ⊗X L
∗[d] −→ 1X [d] being the shift of the obvious one. We want to show
that uL ,M is bijective, so it suffices to construct its inverse. Suppose that c
′ is an element of
ExtiDb Pervmf (X)(L ⊗X M , 1X) = Ext
i
Db Pervmf (X)
(L ⊗X M [d], 1X[d]),
and choose an exact sequence in Pervmf (X) representing c
′, say :
0 −→ 1X [d] −→ Li−1 −→ . . . −→ L0 −→ L ⊗X M [d] −→ 0.
Tensoring this sequence by L ∗, we still get an exact sequence in Pervmf (X) :
0 −→ L ∗[d] −→ L ∗ ⊗X Li−1 −→ . . . −→ L
∗ ⊗X L0 −→ L
∗ ⊗X L ⊗X M [d] −→ 0.
We send c′ to the element of ExtiPervmf (X)(M [d],L
∗[d]) represented by the exact sequence
0 −→ L ∗[d] −→ L ∗ ⊗X Li−1 −→ . . . −→ L
∗ ⊗X L1 −→ L
′
0 −→ M [d] −→ 0,
where L′0 is the fiber product
(L ∗ ⊗X L0)×M [d] (L
∗ ⊗X L ⊗X M [d])
with the morphismL ∗⊗XL ⊗XM [d] −→ M [d] coming fromL
∗⊗XL −→ 1X by tensoring
by M [d]. This is clearly the inverse of uL ,M .
Now we show that the morphism uK,L is an isomorphism for all K,L ∈ ObD
b Pervmf(X).
Note the following two reductions : First, using the fact that all the functors are triangulated and
the five lemma, we see that if we have an exact triangle
K ′ −→ K −→ K ′′
+1
−→
such that the result is true for (K ′, L) and (K ′′, L), then the result if true for (K,L). There is a
similar statement for the second variable L. So it suffices to prove the result forK and L concen-
trated in perverse degree 0, and we may also assume that K and L are simple perverse sheaves.
Second, suppose that we have a closed immersion i : Y −→ X , and let j : U := X − Y −→ X
be the complementary open immersion. Then we have a commutative diagram whose columns
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are distinguished triangles (all the RHoms are taken in the appropriate category Db Pervmf(Z),
with Z ∈ {X,U, Y }) :
RHom(i∗L, i!DXK)

i∗uK,L // RHom(i∗(K ⊗X L), i
!a!1Spec k)

RHom(L,DXK)

uK,L // RHom(K ⊗X L, a
!1Spec k)

RHom(j∗L, j∗DXK)
+1

j∗uK,L// RHom(j∗(K ⊗X L), j
∗a!1Spec k)
+1

Moreover, using the compatibility of ⊗X with inverse images and point (ii) of Proposition 7.3.2,
we get isomorphisms :
RHom(i∗(K ⊗X L), i
!a!1Spec k) ≃ RHom((i
∗K)⊗Y (i
∗L), a!Y 1Spec k)
and
RHom(j∗(K ⊗X L), j
∗a!1Spec k) ≃ RHom((j
∗K)⊗U (j
∗L), a!U1Spec k),
where aY = a ◦ i and aU = a ◦ j. It is easy to see that these isomorphisms identify i
∗uK,L (resp.
j∗uK,L) with ui∗K,i∗L (resp. uj∗K,j∗L). So the result for X follows from the result for Y and U .
Using the two reductions above and Noetherian induction on X , we can reduce to the case
where X is smooth and K and L are both shifts of locally constant sheaves on X . But this case
has already been treated in the first part of the proof.

Proof of Proposition 8.3. We have to construct an isomorphism
RHomDb Pervmf (X)(K ⊗X L,M)
∼
−→ RHomDb Pervmf (X)(L,DX(K ⊗X DXM))
functorial in K,L,M ∈ ObDb Pervmf(X) and compatible (via RX) with the adjunction mor-
phism in Dbh(X). But such an isomorphism is given by
uL,K⊗XDXM ◦ u
−1
K⊗XL,DXM
,
where u.,. is constructed in Lemma 8.13.

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9 Weight filtration on complexes
The goal of this section is to generalize the results of section 3 of [21], and in particular the
formula for the intermediate extension of a pure perverse sheaf, to the categories Pervmf(X)
and their derived categories. This was the original motivation for considering the categories
Db Pervmf (X).
Definition 9.1 Let X be a k-scheme. For every a ∈ Z ∪ {±∞}, we denote by w D≤a(X) (resp.
w D≥a(X)) the full subcategory ofDb Pervmf(X) whose objects are the complexesK such that,
for every i ∈ Z, HiK ∈ Pervmf(X) is of weight ≤ a (resp. ≥ a).
Note that w D≤a(X) and w D≥a(X) are triangulated subcategories of DbPervmf (X).
Proposition 9.2 Let K,L ∈ ObPervmf(X). Suppose that there exists a ∈ Z such that K is of
weight ≤ a and L is of weight ≥ a+ 1. Then we have, for every i ∈ Z,
ExtiPervmf (X)(K,L) = 0.
For categories like that of mixed Hodge modules, this result follows from Lemma 6.9 of [24],
but M. Saito assumes (and uses) the fact that pure objects are semisimple, which is false in our
case.
Proof. We obviously have ExtiPervmf (X)(K,L) = 0 if i < 0, and HomPervmf (X)(K,L) = 0
because the weights ofK and L are disjoint. We denote byW the weight filtration on objects of
Pervmf (X). For every b ∈ Z, we get an endofunctorWb of Pervmf (X), which is exact because
weight filtrations are strictly compatible with morphisms in Pervmf(X) (by Lemma 3.8 of [14]).
As in the proof of Proposition 8.3, we will use the Yoneda description of the Extk groups (see
section 3.2 of chapter III of Verdier’s book [29]). Let i ≥ 1 and let α ∈ ExtiPervmf (X)(K,L).
Choose an exact sequence
0 −→ L
ui−→Mi−1
ui−1
−→ . . .
u1−→M0
u0−→ K −→ 0
in Pervmf (X) that represents α. Applying Wa to this exact sequence and using the fact that
WaK = K andWaL = 0, we get a morphism of exact sequences
0 // L
ui //Mi−1
ui−1 // . . .
u1 //M0
u0 // K // 0
0 // L
idL+0 //
u+can
L⊕WaMi−1
0+ui−1//
can
OO
. . .
u1 //WaM0
u0 //
can
OO
K // 0
where can : Wa −→ id is the canonical inclusion. So the class α is also represented by the
second row of this diagram, hence it is trivial.

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Corollary 9.3 For every a ∈ Z ∪ {±∞}, the pair (w D≤a, w D≥a+1) is a t-structure on
DbPervmf (X).
We denote byw≤a and w≥a+1 the truncation functors for this t-structure. They extend the exact
functorsK 7−→WaK and K 7−→ K/WaK on Pervmf(X).
Proof. Once we have the vanishing result of Proposition 9.2, the proofs of Lemmas 3.2.1 and
3.2.2 of [21] apply without modification.

Corollary 9.4 The results of sections 3 and 5.1 of [21] are still true in our situation. In par-
ticular, if j : U −→ X is an open immersion of k-schemes and K ∈ ObPervmf(U) is pure of
weight a, then the canonical morphisms
w≥aj!K −→ j!∗K −→ w≤aj∗K
are isomorphisms.
Proof. The proofs of [21] apply without modification.

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