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Abstract
Independent component analysis (ICA) is popular in many applications, including
cognitive neuroscience and signal processing. Due to computational constraints, prin-
cipal component analysis is used for dimension reduction prior to ICA (PCA+ICA),
which could remove important information. The problem is that interesting indepen-
dent components (ICs) could be mixed in several principal components that are dis-
carded and then these ICs cannot be recovered. We formulate a linear non-Gaussian
component model with Gaussian noise components. To estimate this model, we pro-
pose likelihood component analysis (LCA), in which dimension reduction and latent
variable estimation are achieved simultaneously. Our method orders components by
their marginal likelihood rather than ordering components by variance as in PCA. We
present a parametric LCA using the logistic density and a semi-parametric LCA using
tilted Gaussians with cubic B-splines. Our algorithm is scalable to datasets common in
applications (e.g., hundreds of thousands of observations across hundreds of variables
with dozens of latent components). In simulations, latent components are recovered
that are discarded by PCA+ICA methods. We apply our method to multivariate data
and demonstrate that LCA is a useful data visualization and dimension reduction tool
that reveals features not apparent from PCA or PCA+ICA. We also apply our method
to an fMRI experiment from the Human Connectome Project and identify artifacts
missed by PCA+ICA. We present theoretical results on identifiability of the linear
non-Gaussian component model and consistency of LCA.
Keywords: Functional Magnetic Resonance Imaging, Independent Component Anal-
ysis, Neuroimaging, Non-Gaussian Component Analysis, Principal Component Analy-
sis, Projection Pursuit
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1 Introduction
The classic independent component analysis (ICA) model is X = MS where X is an observed
vector, S is a latent vector of independent random variables, and M is a square matrix called
the mixing matrix. It is assumed that we have a sample {xi}, i = 1, . . . , n, with correspond-
ing latent {si}. The goal is to estimate M and {si}. Popular ICA methodology does not
directly attempt to find components that are independent but rather components that are
as non-Gaussian as possible by maximizing an approximation of negentropy (Hyva¨rinen and
Oja, 2000). The principle here is that any sum of ICs will be closer to Gaussian distributed
than the ICs themselves. Thus, {si} are correctly recovered if they maximize some measure
of non-Gaussianity. Moment or cumulant-based methods (Cardoso and Souloumiac, 1993;
Virta et al., 2015), kernel methods (Bach and Jordan, 2003), maximum likelihood methods
(Chen and Bickel, 2006; Samworth and Yuan, 2012), and methods that directly minimize a
measure of dependence (Sto¨gbauer et al., 2004; Matteson and Tsay, 2016) have also been
developed.
Transformations that maximize non-Gaussianity play a prominent role in many appli-
cations including signal processing (Bell and Sejnowski, 1995), estimating brain networks
(Beckmann, 2012), face recognition (Bartlett et al., 2002), and artifact removal (Griffanti
et al., 2014). In practice, dimension reduction using PCA is applied to the observations
{xi} prior to classic ICA (hereafter, PCA+ICA) to meet the assumption of square mixing
and to reduce computational costs (Hyva¨rinen et al., 2001). PCA+ICA is commonly used
to identify brain “networks” in functional magnetic resonance imaging (fMRI) (Beckmann,
2012), where here a brain network is a set of locations that exhibit similar temporal behavior.
However, PCA preprocessing can discard parts of the brain networks (Green et al., 2002).
PCA+ICA is also used to identify artifacts in single-subject fMRI to improve sensitivity
and specificity in subsequent group-level analyses (Pruim et al., 2015). Even though the
results from the two-stage PCA+ICA approach have been useful in the applied sciences, our
data applications show that a single analysis that uses non-Gaussianity for both dimension
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reduction and extracting certain latent components (LCs; see below) improves estimation.
We propose linear non-Gaussian component analysis (LNGCA). Consider a sample {xi, si,ni},
i = 1, . . . , n, of the random variable:
X = MSS + MNN (1)
where X ∈ RT ; S ∈ RQ is a vector of mutually independent non-Gaussian random variables
with 1 ≤ Q ≤ T ; MS ∈ RT×Q; MN ∈ RT×(T−Q); M = [MS,MN] (the concatenation of MS
and MN) is full rank; and N is (T − Q)-variate normal. Note that in classic (noise-free)
ICA, S ∈ RT−1 or RT and N ∈ R1 or equals zero. In LNGCA, the dimension of the image
of MN is T − Q, whereas noisy ICA (discussed below) assumes the dimension is T . One
observes {xi} while {si} and {ni} are latent. We assume E S = 0 and E N = 0 in (1), such
that it is without loss of generality that we assume E X = 0. In practice, data are centered
by their sample mean. Our goal is to estimate MS and the realizations {si} of S, which we
call latent components (LCs).
1.1 Motivation for LCA
We estimate the LNGCA model using a maximum-likelihood framework, which we call likeli-
hood component analysis (LCA). We introduce this new term to emphasize that our method
uses a likelihood as the pertinent measure of information to achieve dimension reduction.
The components are ordered according to a parametric or semi-parametric likelihood rather
than by variance as in PCA. By simultaneously performing dimension reduction and latent
variable estimation, we will demonstrate through simulations and two real applications that
estimation of the proposed model allows the discovery of non-Gaussian signals discarded by
other methods. When the motivating scientific problem has a low signal-to-noise ratio, LCA
is particularly well-suited to recovering the non-Gaussian signals.
The idea behind LCA is to use the marginal likelihoods rather than marginal variances
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as the measure of information when defining latent components, since low-variance signal
may be removed by PCA. Among the class of absolutely continuous random variables with
mean zero and unit variance, the standard Gaussian density has maximum differential en-
tropy (Cover and Thomas, 2006). Consequently, when the non-Gaussian components in the
LNGCA model belong to this class of random variables, the expected values of their marginal
likelihoods are larger. Our approach is to constrain the latent distributions to have unit vari-
ance, which allows both the marginal likelihoods and MS to be estimated. Then the latent
component with the highest likelihood, i.e., lowest entropy, contains the most information,
and the Gaussian components will have the smallest marginal likelihoods.
1.2 Relation to other methods
The special case in which the dimension of im(MS) is T or T − 1 and im(MN) is zero or
one, respectively, is equivalent to the classic ICA model (Hyva¨rinen and Oja, 2000). Note
that one Gaussian component is allowed in classic ICA because the last component can
be determined from the previous components. We ignore this technicality and for clarity,
hereafter define classic ICA under the assumption that MS is full rank and MN = 0. The
case in which the dimension of im(MN) equals T is the noisy ICA model, which is also called
independent factor analysis (IFA) (Attias, 1999). The noisy ICA model often imposes the
additional assumption that MN = σ
2IT .
The noisy ICA model can be approximated using a variant of PCA+ICA (Beckmann
and Smith, 2004), where probabilistic PCA is used to estimate the number of components
and achieve dimension reduction (Tipping and Bishop, 1999). Alternatively, IFA could be
used for simultaneous dimension reduction and latent variable estimation wherein the ICs
are modeled as Gaussian mixtures (Attias, 1999). It is difficult to apply IFA because an mQ-
dimensional integral, where m is the number of Gaussian mixtures, must be approximated
at each iteration of the EM algorithm, which quickly becomes computationally intractable.
Allassonniere and Younes (2012) developed stochastic EM algorithms to estimate the IFA
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model and proposed parametric methods. Guo and Tang (2013) developed a multi-subject
IFA model, and Shi and Guo (2016) extended it to include covariates and an approximate
EM algorithm that linearly scales with the number of components, although their application
to fMRI uses PCA. Amato et al. (2010) developed non-parametric density estimators of the
component densities in the noisy ICA model but assume MS is semi-orthogonal, which is
not realistic for our application.
Other methods exploring non-Gaussian structure in multivariate data include non-Gaussian
component analysis (NGCA) and projection pursuit. NGCA is a more general case of (1)
that allows non-linear dependence between the non-Gaussian components. However, this
comes at the cost that the latent components are not identifiable. The subspace that con-
tains the non-Gaussian signal is estimated using multiple projection pursuit indices or radial
basis functions (Blanchard et al., 2006; Kawanabe et al., 2007). Since it does not estimate
latent components, NGCA does not lend itself to identifying brain networks and/or arti-
facts. Projection pursuit is a method without a generative model that seeks “interesting”
directions of information by maximizing projection pursuit indices, such as kurtosis (Huber,
1985). Miettinen et al. (2014) used the deflationary FastICA algorithm to adaptively select
the projection pursuit index from a family of indices for each non-Gaussian direction for the
case where Q = T . One approach to estimating the model in (1) would be to sequentially
estimate projection pursuit directions. However, estimates from deflationary fastICA typi-
cally have higher asymptotic variance than symmetric fastICA (Miettinen et al., 2017, 2015).
Overall, the LNGCA model in (1) is unique in that it specifies a latent variable model for the
non-Gaussian signal (which we show is identifiable) while also defining a subspace containing
Gaussian noise, and the LCA estimation procedure is unique because it uses a likelihood to
simultaneously estimate the latent components in the presence of Gaussian noise. See Web
Supplement C for additional discussion of these other methods.
In Section 2, we discuss the identifiability of LNGCA and a discrepancy measure to
account for unidentifiable signed permutations. In Section 3, we propose parametric LCA.
5
In Section 4, we propose Spline-LCA where we also estimate the latent densities. In Section 5,
we investigate simulations when the observations of the latent variables are iid. In Section 6,
we examine model robustness by applying our method to temporally and spatially structured
simulated data, and we evaluate the impact of estimating the wrong number of components.
In Section 7, we use LCA for data visualization and dimension reduction in multivariate
data from leaf characteristics. In Section 8, we estimate brain networks and artifacts from
high-resolution fMRI data from the Human Connectome Project. Code implementing our
methods and proofs of the theorems appear in the Web Supplement.
2 LNGCA
Throughout this section we assume (for simplicity) all random variables are mean zero.
Define the equivalence relation B ∼= C for matrices B and C if B equals C up to scaling and
permutation of columns. Let “
d
= ” denote equality in distribution. Let S = [S1, . . . , SQ]
>.
We state the assumptions of the LNGCA model below.
Assumption 1. S1, . . . , SQ are mutually independent, non-Gaussian random variables with
E S = 0 and E SS> = IQ.
Assumption 2. rank([MS,MN]) = T
Assumption 3. N is (T −Q)-variate normal with E N = 0 and E NN> non-singular.
The following theorem can be established using Theorem 10.3.9 in Kagan et al. (1973).
Theorem 1. Suppose X follows the model in (1) with Assumptions 1-3. Then for any other
representation X = M∗SS
∗ + E∗ where S∗ ∈ RQ are independent non-Gaussian components
and E∗ is multivariate normal, we have: M∗S ∼= MS; S∗ d= S up to scaling and permutations;
MSS
d
= M∗SS
∗; and E∗ d= MNN.
All proofs appear in Web Supplement A.
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From Theorem 1, the signal, MSS, has a unique decomposition (on the equivalence
class of scalings and permutations) into a fixed matrix and independent components. The
assumption that M is full rank is necessary to ensure the uniqueness of the distributions
of the latent components, which in turn is necessary for their identifiability. Note that the
noise, MNN, does not have a unique decomposition.
Without loss of generality, we assume that N is standard multivariate normal. Let {fq}
be the true densities of the LCs (the signal components), which are also called the source
densities. For the purposes of this paper, we will also assume {fq} are absolutely continuous,
although identifiability holds more generally. Denote the eigenvalue decomposition (EVD)
of the covariance matrix of X by Σ = UΛU>. Let L = UΛ−1/2U> be a whitening matrix
(the covariance matrix of LX is IT ), and define the unmixing matrix W = M
−1L−1 where
M = [MS,MN]. Note that W ∈ OT×T , where OT×T is the class of T × T orthogonal
matrices. Let w>q denote the qth row of W, and let WS denote the first q rows. Let φ(x)
denote the standard normal density. Noting that |det W| = 1, we have
fX(x|W,L) = det(L)
Q∏
q=1
fq
(
w>q Lx
) T−Q∏
k=1
φ(w>Q+kLx). (2)
Note that for a density and its corresponding row of the unmixing matrix, {fq,wq}, we
can trivially define a density f ∗q (x) = fq(−x) and vector w∗q = −wq such that f ∗q (w∗q>x) =
fq(w
>
q x) for all x ∈ RT . In this sense, we say the density and vector pair, {fq,wq}, is
identifiable up to sign. We can now establish the identifiability of the LNGCA model.
Corollary 1. Suppose the linear structure model in (1) with density defined in (2) and
suppose that Assumptions 1-3 hold. Then {f1,w1}, . . . , {fQ,wQ} are identifiable up to sign
and ordering. Note the rows wQ+k for k = 1, . . . , T −Q are not identifiable.
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2.1 Sign- and permutation-invariant discrepancy measure
To accomodate the identifiability limitations, we propose a novel measure of dissimilarity that
uses a modification of the Hungarian algorithm to match rows of the unmixing matrix as in
Ilmonen et al. (2010) and Risk et al. (2014). Unlike the Amari or minimum distance (Ilmonen
et al., 2010) measures, it applies to non-square unmixing matrices. We also generalize the
measure to apply to matrices that may have a different number of columns, in which case the
measure only compares matching columns. This measure is also used to assess convergence
in our algorithms.
Consider M1 ∈ RT×Q and M2 ∈ RT×R with Q ≤ R. With slight abuse of notation, we
now let P± be the class of R × Q signed permutation matrices, so that post-multiplication
of M2 by P± ∈ P± results in a subset of Q (permuted) columns of M2 for Q < R. Let || · ||F
denote the Frobenius norm. Define the sign- and permutation-invariant mean-squared error:
PMSE(M1,M2) =
1
TQ
argmin
P±∈P±
||M1 −M2P±||2F , (3)
where P± is found using the modified Hungarian algorithm. In practice, we also standardize
the columns of M1 and M2 to have unit norm, and thus the measure is scale invariant. Then
(3) is equivalent to finding P± such that the sum of the correlations between the columns of
M1 and M2P± is maximized. Also define PRMSE =
√
PMSE, i.e., permutation-invariant
root mean squared error.
3 Parametric LCA
Now let {xi} be an iid sample of X, and let x¯ = 1n
∑n
i=1 xi. Assume n > T . Let Σ̂ be
the sample covariance matrix of {xi}, with divisor n, not n − 1. Consider its eigenvalue
decomposition, Σ̂ = ÛΛ̂Û>. Then define L̂ = ÛΛ̂−1/2Û>. Let o>q be the qth row of an
orthogonal matrix O. Note that
∑n
i=1 o
>
q L̂(xi − x¯) = 0 and
∑n
i=1 log φ
(
o>q L̂(xi − x¯)
)
=
−n
2
(log 2pi + 1). LetOQ×T be the class of Q×T semi-orthogonal matrices, which is the Stiefel
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Manifold. Let pq(x) denote a density used in the objective function (possibly mis-specified):
Jn(OSL̂(xi − x¯)) = 1
n
n∑
i=1
Q∑
q=1
log pq
(
o>q L̂(xi − x¯)
)
. (4)
Let h(s) =
∑Q
q=1 log pq(sq), where sq is the qth element of s. Let ‖s‖ denote the Euclidean
(`-2) norm. We make additional assumptions:
Assumption 4. (i) pq(sq) <∞, q = 1, . . . , Q; (ii) for all s0 and s1 ∈ RQ, there exist M > 0
and α ≥ 0 such that
‖h(s0)− h(s1)‖ ≤M‖s0 − s1‖
{
1 + ‖s0‖α + ‖s1‖α
}
; (5)
and (iii) E ‖S‖1+α <∞.
Note that Assumptions 4 (i) and (ii) define conditions for the densities used in the objec-
tive function rather than the true densities. A discussion of the densities satisfying these
assumptions is in Web Supplement A.2. However, we first consider the case when the Q true
component densities are known, i.e., pq = fq:
ŴOrS = argmax
OS∈OQ×T
n∑
i=1
Q∑
q=1
log fq
(
o>q L̂ (xi − x¯)
)
, (6)
so that ŴOrS is an oracle (Or) estimator that cannot be used in practice.
Observe that estimating WS is equivalent to estimating the LCs because sˆi = ŴSL̂(xi−
x¯) for all v. Thus we would like a consistent estimator of WS.
Theorem 2. Suppose X follows the LNGCA model in (1) with Assumptions 1-4. Given an
iid sample {xi}, ŴOrS a.s.−→WS on the equivalence class of signed permutations.
Consider the special case in which pq in (4) equals the logistic density for all q, hereafter
Logis-LCA. The Infomax algorithm can be derived as a gradient ascent algorithm for max-
imum likelihood ICA in which the source densities are assumed to have logistic densities.
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Infomax is popular in fMRI analysis, where it outperforms FastICA and JADE (Correa et al.,
2007; Calhoun and Adali, 2006). We define our estimator for some Q∗ ≤ T such that Q∗
may or may not equal Q. After simplifications, the Logis-LCA estimator of WS is defined
ŴLogisS = argmax
OS∈OQ×T
−
n∑
i=1
Q∗∑
q=1
log
{
1 + exp
(
−o>q L̂(xi − x¯)
pi√
3
)}
. (7)
We maximize (7) using a modification of the symmetric fixed-point ICA algorithm (Hyvari-
nen, 1999) discussed in Web Supplement D.
Next, we define sufficient conditions that characterize the extent to which the densities
used in the estimator can mismatch the true densities while maintaining consistency. Let
rq(s) and r
′
q(s) denote the first and second derivatives of log pq(s). Note that E rq(Sq) =∫
rq(s)fq(s) ds since fq is the true density.
Assumption 5. For all q, (i) E r′q(Sq) − ESq rq(Sq) < 0; (ii) E r′q(Sq), ESq rq(Sq), and
ES2q r
′
q(Sq) are finite; (iii) log pq(s) is twice continuously differentiable on the support of Sq;
(iv) ∂
∂oqt
E log pq(o
>
q X) = E
∂
∂oqt
log pq(o
>
q X) and
∂
∂oqt
EXtrq(o
>
q X) = E
∂
∂oqt
Xtrq(o
>
q X).
The interesting assumption here is 5(i), which defines the mis-match criterion. We can check
this assumption for a proposed objective function density and a set of hypothetical source
densities to gain insight into the robustness of the proposed estimator, which will be done
in Section 5. Note the differentiability assumption is for the proposed densities and does
not need to hold for the true densities. Now consider compact neighborhoods of WS of the
form N(WS) = {OS ∈ OQ×T : ||OS −WS||F ≤ }. Note that in place of WS, we could
define this neighborhood for any other W∗S ∼= WS (here the equivalence class is defined for
sign changes and permutations of the rows of WS), which is useful when using a preliminary
estimator described below. Let p(x) =
∏Q
q=1 pq(xq).
Proposition 1. Suppose Assumptions 1-5. There exists N∗(WS) such that E log p(OSLX)
constrained to OS ∈ N∗(WS) is maximized at WS.
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Restricting the optimization space is necessary because for many source distributions, the
population objective function can contain multiple maxima. In fact, when the wrong density
is used in the objective function, the global maximum can correspond to the wrong unmixing
matrix (Risk et al., 2014). This notion of localness corresponds to the definition of the
theoretical fastICA estimator found in Hyvarinen (1999), Hyva¨rinen and Oja (1998), and
Wei (2015). Formally, define
ŴLocalS = argmax
OS∈N∗ (WS)
Jn(OSL̂(xi − x¯)). (8)
Then we have consistency even when the density is mis-specified.
Theorem 3. Suppose X follows the LNGCA model in (1) with Assumptions 1-5. Given an
iid sample {xi}, ŴLocalS a.s.−→WS on the equivalence class of signed permutations.
Under additional assumptions (Assumption 6 in Web Supplement B) and using the meth-
ods from Nordhausen et al. (2011), Miettinen et al. (2015), Miettinen et al. (2017), and Virta
et al. (2016), we derive
√
n-consistency, asymptotic normality, and the asymptotic variances,
which appear as Theorem 4 and Corollary 2 in the Web Supplement B. We also conducted
simulations validating the asymptotics on finite samples; see Figure S.1.
We can replace the condition that optimization is over N∗(WS) with a two-stage esti-
mator in which in the first stage, we use an estimator that is consistent on OQ×T and in the
second stage, we use an estimator that may improve upon the initial consistent estimate.
Virta et al. (2016) propose an estimator for the LNGCA model based on a mixture of squared
third and fourth moments in which the global maximum on OQ×T is
√
n-consistent under
finite eighth moment assumptions. Define the Local+Virta estimator, ŴLVS , in which the
symmetric estimator from Virta et al. (2016) is updated with a single iteration of the sym-
metric fixed point algorithm (Algorithm 2 in Web Supplement D, which is an approximate
Newton iteration, Hyvarinen 1999) defined for the objective function in (8). Then under the
additional moment assumptions, one can obtain an estimator with the wrong likelihood that
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is consistent on OQ×T .
For any LCA estimator ŴS and sˆi = ŴSL̂(xi − x¯), we also define an estimator of MS:
M̂S = argmin
A∈RT×Q
n∑
i=1
‖xi − x¯−Asˆi‖22. (9)
This is the OLS solution, which here is equivalent to M̂S = L̂
−1Ŵ>S . Although we assume
iid observations in the construction of (6), the LNGCA model is capable of recovering many
forms of dependent data, as is also the case in ICA. This will be demonstrated in simulations.
There is a natural ordering of the LCs when the component densities are not equal, which
can be viewed as ordering components by the information measured by their non-Gaussian
likelihood under the constraint of unit variance. Additionally, if the LCs have non-zero
finite third moments, we can assume positive skewness and then the LNGCA model is fully
identifiable (as in ICA, Eloyan and Ghosh 2013). We choose the sign on each row ŵq and
corresponding {sˆiq} such that
∑n
i=1 sˆ
3
iq > 0 for q = 1, . . . , Q. We define the LCA criteria for
ordering LCs for a sample {xi}:
n∑
i=1
log f1
{
ŵ>1 L̂(xi − x¯)
}
>
n∑
i=1
log f2
{
ŵ>2 L̂(xi − x¯)
}
> · · · >
n∑
i=1
log fQ
{
ŵ>QL̂(xi − x¯)
}
.
(10)
If we include the Gaussian noise components, then the population analogue of (10), allowing
for potentially equal source densities and assuming continuous source densities, is
E log f1(w
>
1 LX) ≥ · · · ≥ E log fQ(w>QLX) > E log φ(w>Q+1LX) = · · · = E log φ(w>T LX).
This conveniently characterizes the noise components as containing the least information.
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4 Semi-parametric LCA: Spline-LCA
In this section, we use the flexible family of tilted Gaussian densities to model the LCs. The
proposed model is equivalent to ProDenICA (Hastie and Tibshirani, 2003) when Q = T .
For Q < T , it can be shown that the likelihood extends the semiparametric likelihood in
Blanchard et al. (2006) to include an independence model for the LCs (see Proposition 6
of Web Supplement C.1). The independence assumption is necessary for physically and
biologically useful interpretations. We chose tilted Gaussian densities with cubic B-splines
because ProDenICA generally outperformed parametric and kernel ICA methods (Hastie
et al., 2009; Risk et al., 2014) and its algorithmic complexity is O(n), which enables its
application to large datasets such as fMRI.
Suppose the LCs have tilted Gaussian distributions of the form φ(u)eg(u), where g(u) is
a twice-differentiable function. Define the log-likelihood for some O ∈ OT×T :
`(O, g1, . . . , gQ∗ | L̂, x¯, Q∗, {xi}) =
n∑
i=1
[
Q∗∑
q=1
{
log φ
(
o>q L̂(xi − x¯)
)
+ gq
(
o>q L̂(xi − x¯)
)}
+
T−Q∗∑
k=1
log φ
(
o>k+Q∗L̂(xi − x¯)
)]
.
This log-likelihood does not have an upper bound. We define a penalized log-likelihood that
includes a roughness penalty and an additional term to ensure the solution is a density:
`pen(O, g1, . . . , gQ∗ | L̂, x¯, Q∗, {xi}) = −
Q∗∑
q=1
{
γq
∫
{g′′q (u)}2 du+
∫
φ(u)egq(u) du
}
(11)
+
1
n
n∑
i=1
Q∗∑
q=1
{
log φ
(
o>q L̂(xi − x¯)
)
+ gq
(
o>q L̂(xi − x¯)
)}
,
where we have dropped the noise components since they are constant for all O but retained
the Gaussian contributions to the tilted Gaussian densities, which are not constant when
the data are binned as described below. Then we have the following:
Proposition 2. Let G be the class of all cubic splines g : R → R. Consider the argmax of
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(11) for gq ∈ G. Then (i)
∫
φ(u)egq(u) du = 1 and (ii)
∫
uφ(u)egq(u) du = 0 for each q.
We adapt the ProDenICA algorithm of Hastie and Tibshirani (2003) to LCA, in which we
alternate between estimating WS for fixed {fˆq}, q = 1, . . . , Q∗, via the fixed point algorithm
and estimating {fq} for fixed ŴS using the “Poisson trick”. Our account largely follows the
description in Hastie et al. (2009) but for semi-orthogonal (rather than orthogonal) matrices.
Suppose ŴS is given and define svq = ŵ
>
q L̂(xi − x¯). Let u∗1, . . . , u∗L+1 define a dis-
cretization, [u∗1, u
∗
2), [u
∗
2, u
∗
3), . . . , [u
∗
L, u
∗
L+1), of the support of the tilt function of the non-
Gaussian densities such that ∆ = u∗` − u∗`−1 for all ` = 2, . . . , L + 1. It suffices to take
u∗1 = min(s11, . . . , snd) − 0.1σˆz and u∗L+1 = max(s11, . . . , snd) + 0.1σˆz, where σˆz denotes the
sample standard deviation, which here is equal to one. Next, let u` =
1
2
(u∗` +u
∗
`+1). For each
q ∈ {1, . . . , Q∗} and ` ∈ {1, . . . , L}, define y`q =
∑n
i=1 1l{svq ∈ [u∗` , u∗`+1)}.
We approximate (11) by discretizing the first integral and estimating the sum over n as
a weighted sum over L. Restricting our attention to a single q and dividing by ∆,
−γq
∫ {
g′′q (u)
}2
du+
L∑
`=1
[ y`q
n∆
{gq(u`) + log φ(u`)} − φ(u`)egq(u`)
]
(12)
for some penalty γq. This is proportional to a Poisson generalized additive model (GAM),
where
y`q
n∆
is the response and the expected response is equal to φ(u`)e
gq(u`). In practice, we
use cubic B-splines in the gam package (Hastie, 2013) with smooth.spline and the default
knot selection, where γq is chosen to result in a user-specified number of effective degrees of
freedom. We find that df = 8 and L = 100 produce fast and accurate density estimates in
simulations for a variety of densities with sample size 1,000. This method also easily scales
to tens of thousands of observations. We summarize this procedure in Algorithm 1. Note
that step 3 requires the first and second derivatives of the log densities of the LCs, which
makes the use of B-splines convenient.
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Algorithm 1: The Spline-LCA algorithm.
Inputs : The whitened n× T data matrix Xst; initial W0S; tolerance ; and desired
effective degrees of freedom.
Result: Estimates of the latent components, Ŝ, and their densities, {fˆq}.
1. Let (m) = 0 where (m) denotes the number of update steps. Define
S(m) = XstW
(m)
S
>.
2. Estimate {f (m+1)q } in which the smoothness penalty is chosen to result in the
specified effective df.
3. Update W
(m+1)
S given f
(m+1)
1 , . . . , f
(m+1)
Q and S
(m) with one step of the symmetric
fixed-point algorithm (see Algorithm 2 in Web Supplement D).
4. Let S(m+1) = XstW
(m+1)
S
>.
5. If PMSE(W
(m+1)
S
>,W(m)S
>) < , stop, else increment (m) and repeat (2)-(4).
5 Simulations: Distributional & Noise-rank Assumptions
In this section, we simulate the LNGCA model [given by (1) with MS ∈ RT×Q] and the
noisy ICA model [again given by (1) with MS ∈ RT×Q but now with MNN ∼ N(0, σ2IT )]
under a variety of source distributions in which the components are iid as well as a scenario
in which the signals are sparse images. We compare (i) deflationary FastICA with the ‘tanh’
nonlinearity (D-FastICA), where the deflation option estimates components one-by-one such
that the algorithm is considered a projection pursuit method (Hyva¨rinen and Oja, 2000); (ii)
two-class IFA with isotropic noise (IFA); (iii) PCA followed by Infomax (PCA+Infomax);
(iv) PCA followed by ProDenICA (PCA+ProDenICA); (v) Logis-LCA; and (vi) Spline-LCA.
We evaluate the robustness of these methods with respect to assumptions on the rank of
the noise components, distribution of the latent components, and the signal-to-noise ratio
(SNR). We define the SNR as the ratio of the total variance from the mixed non-Gaussian
components to the total variance from the noise components. Formally, consider the non-zero
eigenvalues d1, . . . , dQ from the covariance matrix of MSS. For LCA, let d1 , . . . , dT−Q denote
the eigenvalues from the EVD of the covariance matrix of MNN. Then, SNR =
∑Q
q=1 dq∑T−Q
k=1 dk
.
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For the noisy ICA model, we have T non-zero eigenvalues (equal to σ2) in the denominator.
We fit D-FastICA using a modification of the fastICA R package (Marchini et al., 2010).
We fit PCA+Infomax using our own implementation of the Infomax algorithm. We fit
PCA+ProDenICA using the ProDenICA function from the R package of that name (Hastie
and Tibshirani, 2010). Note that these methods can provide an estimate of S but not the
mixing matrix, which we estimated using (9). We fit the IFA model with two-component
mixtures of normals using our own implementation, and the ICs were estimated by their
conditional means (see equation (81) in Attias 1999). See Web Supplement C.2.
Data were generated with T = 5 and Q = 2 according to a 22 × 6 full factorial design.
The three factors were
i) The model: the levels were (a) the LNGCA model with rank-(T −Q) noise and (b)
the noisy ICA model with rank-T noise. In both models the signal was MSS where
MS is T ×Q with Q < T .
ii) The signal to noise (SNR) ratio: the levels were (a) high where the ratio of the
variance from the signal components to the variance from the noise components was
5:1 and (b) low where that ratio was 1:5.
iii) Signal distribution: the levels were (a) logistic, (b) t, (c) Gumbel, (d) sub-Gaussian
mixture of normals, (e) super-Gaussian mixture of normals, (f) with values determined
by a sparse image, as described below. The two signal components were each iid and
had the same distributions in cases (a)–(e) but differed in the sparse signal case.
Since we generated Q = 2 signal components for all simulations, there were T − Q = 3
and T = 5 noise components for the LNGCA model and noisy ICA model, respectively.
Observations in the noise components were iid isotropic normal except for the sparse image
scenario, in which we used the R-package neuRosim (Welvaert et al., 2011) to generate three-
dimensional Gaussian random fields with full width at half maximum (FWHM) equal to 6
for each noise component.
16
The signal components had scale parameter equal to
√
3/pi for the logistic, three degrees
of freedom for the t, and scale parameter equal to
√
6/pi for the Gumbel. For the super-
Gaussian mixture of normals, we simulated a two-class model with the first centered at 0 with
variance 4/9 with probability 0.95 and the second centered at 5 with unit variance (excess
kurtosis ≈ 9), which is motivated by a brain network with 5% of voxels (volumetric pixels)
activated. For the sub-Gaussian mixture of normals, we used the two-class model with the
first centered at −1.7 with unit variance and probability 0.75 and the second centered at
1.7 with unit variance and probability equal to 0.25, which is equivalent to distribution ‘l’
from Hastie and Tibshirani (2003) (excess kurtosis ≈ −0.3). For the sparse image, we used
neuRosim to generate two 10 × 10 × 10 images: in the first component, activation was
represented by a sphere of radius two voxels centered at (5, 5, 5) with voxel-value equal to
one and exponential decay rate equal to 0.5; in the second, the feature was a cube centered
at (7, 7, 7) with width equal to two and exponential decay rate equal to one.
We conducted 112 simulations (chosen because we used a cluster with 56 processors) with
n =1,000 observations in which MS and MN were randomly generated to have condition
number between one and ten for each combination of factors. Since neither the set of
orthogonal matrices (PCA+ICA methods) nor semi-orthogonal matrices (LCA methods) is
convex, we approximated the argmax by initializing D-FastICA, PCA+Infomax, Logis-LCA,
PCA+ProDenICA, and Spline-LCA from twenty random matrices and selecting the estimate
associated with the largest objective function value. For Logis-LCA and Spline-LCA, ten of
these twenty initializations were from random matrices in the principal subspace. Let Û>1:Q
denote the first Q rows from Û> in the decomposition Σ̂ = ÛΛ̂Û>. Then W0S = OÛ
>
1:Q
for O ∈ OQ×Q produces a semiorthogonal matrix in the principal subspace, which may help
convergence for large SNRs. For IFA, one must specify initial values for the unmixing matrix,
the variance of the isotropic noise, and the parameters of the Gaussian mixtures, and here
we had four strategies to find the argmax including initialization from the true WS (Web
Supplement C.2).
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Figure 1: Boxplots of permutation-invariant root mean squared error (PRMSE) for esti-
mated columns of S where the rank of the noise was T − Q (LNGCA Model) or T (noisy
ICA model) in high SNR (‘HI’) and low SNR (‘LO’) scenarios for various latent distribu-
tions. ‘DF’ = D-FastICA; ‘IFA’ = independent factor analysis; ‘PI’ = PCA+Infomax; ‘LL’
= Logis-LCA; ‘PP’ = PCA+ProDenICA; ‘SL’ = Spline-LCA.
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Noisy−ICA Model
When the LNGCA model was true and there was a high SNR, all methods except IFA
generally produced accurate estimates of S for the logistic, t, Gumbel, super-Gaussian mix-
ture of normals, and sparse images, but only Spline-LCA was accurate for the sub-Gaussian
mixture of normals, and the performance of IFA was more variable than other methods for
all distributions (Figure 1). PCA+Infomax performed poorly for the sub-Gaussian mixtures
because the logistic distribution generally fails for sub-Gaussian distributions (see Lee et al.
1999). Boxplots examining the accuracy of M̂S showed patterns similar to those found in
Figure 1 and consequently are not presented.
When the LNGCA model was true and there was a low SNR, Spline-LCA generally
outperformed other methods, while IFA, PCA+Infomax, and PCA+ProDenICA failed to
recover the LCs for all distributions, and D-FastICA and Logis-LCA recovered all distri-
butions except for the sub-Gaussian mixture of normals. Thus for low SNR, PCA+ICA
methods discarded the non-Gaussian signal. This was true even when the correct source
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density was modeled, as in PCA+Infomax and the logistic density simulation. Spline-LCA
was the method most robust to distributional assumptions and was the only method that
recovered the sub-Gaussian mixture. We numerically evaluated the condition in Assump-
tion 5(i) for Logis-LCA and all values were negative except for the sub-Gaussian mixture
of normals; thus the results for n = 1000 are in general agreement with Theorem 3. We
also evaluated the mis-match criterion between densities (a)-(e) and Spline-LCA densities
estimated from a sample from the true densities, and all values were negative.
When the noisy ICA model was true and there was a high SNR, all methods generally
produced reasonably accurate estimates for the logistic, t, Gumbel, super-Gaussian, and
sparse image. IFA and Spline-LCA were the only methods that recovered ICs with sub-
Gaussian distributions. When the noisy ICA model was true and there was a low SNR,
all methods performed poorly, although IFA, PCA+Infomax, and PCA+ProDenICA out-
performed LCA algorithms for some distributions. Note that in PCA+ICA methods, PCA
decomposes the data into a subspace with the signal and some noise, and a subspace with
noise only; see Web Supplement C.2. When the SNR is high, this is an effective strategy
because the amount of error that corrupts the ICs is negligible. When there is a low SNR,
the components estimated with ICA are highly contaminated with noise.
Overall, LCA methods were robust to the SNR for rank-(T − Q) noise, and performed
well in the high SNR scenario for rank-T noise. Additionally, Spline-LCA was most robust
to distributional assumptions. In contrast, IFA, PCA+Infomax, and PCA+ProDenICA
performed poorly in the low SNR scenario for both the rank-(T −Q) and rank-T noise.
6 Simulations: Spatio-temporal Signals and Q∗ 6= Q
Next, we examine the ability of D-FastICA, PCA+Infomax, Logis-LCA, and Spline-LCA
to recover simulated spatially structured signals (i.e., sources) whose loadings vary deter-
ministically with time in the presence of spatially and temporally correlated noise. Each
spatial source is similar to a brain “network” (or a resting-state network) in fMRI, in which
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a set of active locations share the same temporal behavior and each location corresponds to
the index i. We also examine the effect of using Q∗ 6= Q on source recovery. We did not
include IFA in these simulations because it was difficult to estimate when T was relatively
large (e.g., T = 50). Additionally, IFA, PCA+Infomax, and PCA+ProDenICA produced
similar results for super-Gaussian distributions in the previous simulations. We simulated
three sources mixed across fifty time units. The sources were 33×33 images corresponding
to n = 1089. “Active” pixels were in the shape of a “1”, “2 2”, or “3 3 3” with values
between 0.5 and 1 and “inactive” pixels were mean zero iid normal with variance equal to
0.0001 (see Figure 2). Let mq denote the qth column of MS. To simulate the temporal acti-
vation patterns of brain networks, we used neuRosim (Welvaert et al., 2011) to convolve the
canonical hemodynamic response function (HRF) with a block-design with a pair of onsets
at {1, 20.6}, {10.8, 40.2}, and {10.8, 30.4} for m1, m2, and m3, respectively, and duration
equal to 5 time units.
In the LNGCA scenario, noise components were generated as forty-seven independent
33×33 Gaussian random fields with FWHM=6. Each column of MN corresponded to an
AR(1) process simulated for fifty time units with AR coefficient equal to 0.47 and unit
variance, where the AR coefficient was chosen based on a preliminary analysis of the fMRI
data analyzed in Section 8. Additionally, noise components were scaled such that the SNR
was 0.4, which approximately equals the SNR estimated in Section 8. In the noisy ICA
scenario, a 33×33 Gaussian random field with FWHM=6 was simulated for t = 1. Then
noise components were defined recursively for t = 2, . . . , 50 to be equal to 0.47 times the noise
at time t− 1 plus a realization from an independent Gaussian random field with FWHM=6.
We conducted 111 simulations with Q∗ = 2, 3 or 4 (with fixed Q = 3) and initialized
all algorithms from twenty random mixing matrices for each simulation and each Q∗. For
Logis-LCA and Spline-LCA, ten of the twenty initializations were from random matrices in
the principal subspace, as in Section 5.
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Figure 2: Spatial source recovery from the LNGCA scenario with Q = 3 for Q∗ = 2, 3, or
4. Images depict LCs and time series depict the loadings (m̂1, . . . , m̂Q∗) corresponding to
the median PRMSE(Ŝ,S). In the last column, “Truth” corresponds to an arbitrary noise
component whereas the algorithms attempted to estimate a fourth LC.
Q∗ = 2 Q∗ = 3 Q∗ = 4
Tr
u
th
   
   
   
   
  LC 1 LC 2 LC 3
Index Index
m
e
di
an
.e
st
2$
sim
$M
s[2
, ]
Index
m
e
di
an
.e
st
2$
sim
$M
s[3
, ]
D
−F
a
st
IC
A 
   
   
   
   
Index
1
Index Index
m
e
di
an
.e
st
2$
M.
arr
ay
[1,
 , 1
]
Index
1
Index
PC
A+
In
fo
m
a
x 
  
  
  
  
  
 
Index Index
m
e
di
an
.e
st
2$
M.
arr
ay
[2,
 , 4
]
Index
m
e
di
an
.e
st
2$
M.
arr
ay
[1,
 , 4
]
Lo
gi
s−
LC
A 
   
   
   
  
Index
1
Index Index
m
e
di
an
.e
st
2$
M.
arr
ay
[2,
 , 2
]
Index
1
IndexPC
A+
Pr
oD
en
IC
A 
   
   
   
  
Index Index
m
e
di
an
.e
st
2$
M.
arr
ay
[2,
 , 6
]
Index
m
e
di
an
.e
st
2$
M.
arr
ay
[1,
 , 6
]
Index
Sp
lin
e−
LC
A 
   
   
   
  
m
e
di
an
.e
st
2$
M.
arr
ay
[2,
 , 3
]
m
e
di
an
.e
st
2$
M.
arr
ay
[1,
 , 3
]
Tr
u
th
   
   
   
   
  LC 1 LC 2 LC 3
Index
m
e
di
an
.e
st
3$
sim
$M
s[1
, ]
Index
m
e
di
an
.e
st
3$
sim
$M
s[2
, ]
Index
m
e
di
an
.e
st
3$
sim
$M
s[3
, ]
D
−F
a
st
IC
A 
   
   
   
   
Index
m
e
di
an
.e
st
3$
M.
arr
ay
[3,
 , 1
]
Index
m
e
di
an
.e
st
3$
M.
arr
ay
[2,
 , 1
]
Index
m
e
di
an
.e
st
3$
M.
arr
ay
[1,
 , 1
]
PC
A+
In
fo
m
a
x 
  
  
  
  
  
 
Index
m
e
di
an
.e
st
3$
M.
arr
ay
[3,
 , 4
]
Index
m
e
di
an
.e
st
3$
M.
arr
ay
[2,
 , 4
]
Index
m
e
di
an
.e
st
3$
M.
arr
ay
[1,
 , 4
]
Lo
gi
s−
LC
A 
   
   
   
  
Index
m
e
di
an
.e
st
3$
M.
arr
ay
[1,
 , 2
]
Index
m
e
di
an
.e
st
3$
M.
arr
ay
[2,
 , 2
]
Index
m
e
di
an
.e
st
3$
M.
arr
ay
[3,
 , 2
]
PC
A+
Pr
oD
en
IC
A 
   
   
   
  
Index
m
e
di
an
.e
st
3$
M.
arr
ay
[3,
 , 6
]
Index
m
e
di
an
.e
st
3$
M.
arr
ay
[2,
 , 6
]
Index
m
e
di
an
.e
st
3$
M.
arr
ay
[1,
 , 6
]
Sp
lin
e−
LC
A 
   
   
   
  
m
e
di
an
.e
st
3$
M.
arr
ay
[3,
 , 3
]
m
e
di
an
.e
st
3$
M.
arr
ay
[2,
 , 3
]
m
e
di
an
.e
st
3$
M.
arr
ay
[1,
 , 3
]
Tr
u
th
   
   
   
   
  LC 1 LC 2 LC 3 NOISE
Index
m
e
di
an
.e
st
4$
sim
$M
s[1
, ]
Index
m
e
di
an
.e
st
4$
sim
$M
s[2
, ]
Index
m
e
di
an
.e
st
4$
sim
$M
s[3
, ]
Index
m
e
di
an
.e
st
4$
sim
$M
n[1
, ]
D
−F
a
st
IC
A 
   
   
   
   
Index
m
e
di
an
.e
st
4$
M.
arr
ay
[4,
 , 1
]
Index
m
e
di
an
.e
st
4$
M.
arr
ay
[3,
 , 1
]
Index
m
e
di
an
.e
st
4$
M.
arr
ay
[2,
 , 1
]
Index
m
e
di
an
.e
st
4$
M.
arr
ay
[1,
 , 1
]
PC
A+
In
fo
m
a
x 
  
  
  
  
  
 
Index
m
e
di
an
.e
st
4$
M.
arr
ay
[3,
 , 4
]
Index
m
e
di
an
.e
st
4$
M.
arr
ay
[2,
 , 4
]
Index
m
e
di
an
.e
st
4$
M.
arr
ay
[1,
 , 4
]
Index
m
e
di
an
.e
st
4$
M.
arr
ay
[4,
 , 4
]
Lo
gi
s−
LC
A 
   
   
   
  
Index
m
e
di
an
.e
st
4$
M.
arr
ay
[1,
 , 2
]
Index
m
e
di
an
.e
st
4$
M.
arr
ay
[2,
 , 2
]
Index
m
e
di
an
.e
st
4$
M.
arr
ay
[3,
 , 2
]
Index
m
e
di
an
.e
st
4$
M.
arr
ay
[4,
 , 2
]
PC
A+
Pr
oD
en
IC
A 
   
   
   
  
Index
m
e
di
an
.e
st
4$
M.
arr
ay
[3,
 , 6
]
Index
m
e
di
an
.e
st
4$
M.
arr
ay
[2,
 , 6
]
Index
m
e
di
an
.e
st
4$
M.
arr
ay
[1,
 , 6
]
Index
m
e
di
an
.e
st
4$
M.
arr
ay
[4,
 , 6
]
Sp
lin
e−
LC
A 
   
   
   
  
m
e
di
an
.e
st
4$
M.
arr
ay
[3,
 , 3
]
m
e
di
an
.e
st
4$
M.
arr
ay
[2,
 , 3
]
m
e
di
an
.e
st
4$
M.
arr
ay
[1,
 , 3
]
m
e
di
an
.e
st
4$
M.
arr
ay
[4,
 , 3
]
By inspecting the images and loadings associated with the median PRMSE(Sˆ,S) for
each method in the LNGCA scenario, we see that D-FastICA recovers a spurious component
when Q∗ = 3; PCA+Infomax and PCA+ProDenICA generally fail to unmix features; and
Logis-LCA and Spline-LCA are highly accurate (Figure 2). Boxplots for D-FastICA indicate
higher PRMSE than Logis-LCA or Spline-LCA for Q∗ = 3 and Q∗ = 4 (Figure S.3), and
the third component was typically not recovered for Q∗ = 3 (Figure 2). This suggests a
deflationary approach to estimating LNGCA may be inaccurate. In contrast, Logis-LCA
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and Spline-LCA recovered the components in all simulations (Figure S.3). It is notable
that estimates from PCA+Infomax, PCA+ProDenICA, and D-FastICA were sensitive to
the choice of Q∗, whereas Logis-LCA and Spline-LCA were robust (Figures 2, S.3).
For the noisy-ICA scenario, the features recovered by Logis-LCA most closely resembled
the truth (Figure S.2) and Logis-LCA generally outperformed other methods (Figure S.3).
Features from component two were again faintly visible in component three for Q∗ = 2 in
both PCA+Infomax and PCA+ProDenICA, again indicating inadequate unmixing of the
sources. As seen in the LNGCA scenario, D-FastICA recovered a spurious component for
Q∗ = 3, but accurately estimated component three in the majority of simulations when
Q∗ = 4. Spline-LCA typically failed to recover component one for Q∗ = 3, although it was
quite accurate for components two and three. Spatial correlations in the noise can result in
spurious disk-like features, which were estimated in D-FastICA for both scenarios and by
Spline-LCA in the noisy-ICA scenario. For the simulation associated with the median error,
an accurate estimate of component one was associated with a local maxima in Spline-LCA,
but the spurious component had a higher likelihood. The true component was recovered in
some simulations (Figure S.3).
7 Data Visualization and Dimension Reduction
We used Logis-LCA and Spline-LCA for data visualization and dimension reduction in mul-
tivariate data comprising measurements from independent leaf samples (Silva et al., 2013).
Fourteen variables were generated from eight to sixteen images of leaves from each of thirty
species (Figure S.4). Many of the covariates are highly correlated (Figure S.5). We plotted
the first two PCs, ICs from PCA+Infomax and PCA+ProDenICA, and LCs from Logis-LCA
and Spline-LCA. Two-dimensional PCA does not reveal clear features (Figure 3). Since we
are examining two dimensions, the effect of ICA is apparent as a rotation of the X- and
Y-axes. Rotating the axes does not reveal any additional insight (Figure 3, Figure S.6). In
contrast, Spline-LCA clearly reveals three clusters, where the green dots correspond to two
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Figure 3: Data visualization and dimension reduction for the leaf dataset. The original
dataset comprises 14 variables, many of which are highly correlated. The green dots corre-
spond to Podocarpus sp. and Pseudosasa japonica; the blue dots to Neurium oleander ; the
red dots to all other species.
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plant species that have very thin leaves (species 31 and 34 in Figure S.4), the blue cate-
gory corresponds to a species with leaves that are thinner than most species but less than
those comprising the green dots (species 8), and the red category corresponds to all other
species. Logis-LCA also reveals structure (Figure S.6), although the separation is less than
in Spline-LCA. A referee remarked that the NGCA model is not true here, in which the data
are a mixture of thirty fourteen-variate distributions corresponding to the thirty species. We
agree, but the goal here is to identify useful features. We find the model useful to that end.
PCA+ICA methods were sensitive to the number of components estimated whereas the
highest ranked components were very similar for different Q∗ in the LCA methods. In
PCA+Infomax and PCA+ProDenICA, the first two (matched) ICs for Q∗ = 5 differed
from the ICs estimated using two components, demonstrating the sensitivity of PCA+ICA
methods to the number of principal components (Figures S.6 and S.7). In contrast, the two
highest-ranked LCs extracted from Logis-LCA and Spline-LCA when five components were
estimated were very similar to the LCs estimated using two components.
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8 Application to fMRI
We applied Spline-LCA to eleven subjects from the Social Cognition / Theory of Mind ex-
periment of the WU-Minn Human Connectome Project (HCP); additional information is in
Web Supplement H. Single-subject ICA is an important technique for identifying artifacts
in fMRI due to physiology (heart rate, breathing), subject-specific motion, and/or scanner
instabilities, and accounting for these artifacts can decrease false positives and increase sensi-
tivity (Pruim et al., 2015). We used the minimally preprocessed data from the fMRIVolume
pipeline (Glasser et al., 2013). The preprocessing pipeline includes rigid-body motion cor-
rection of all volumes to a subject’s reference image. Note that even if perfect alignment
were possible, motion artifacts may still be present due to spin history effects and/or spatial
variation in the coil sensitivities (Friston et al., 1996). The fMRIVolume pipeline does not
include any spatial smoothing. Three-dimensional volume data were vectorized and non-
brain tissue excluded using the mask provided from the HCP. This resulted in a 230,459 ×
272 data matrix. Each voxel was treated as a replicate with i = 1, . . . , n for n = 230,459,
which is analogous to ‘spatial’ ICA of fMRI (Calhoun and Adali, 2006). We mean centered
and variance normalized each voxel’s time course prior to conducting LCA, as suggested for
ICA (Beckmann and Smith, 2004).
We used the ICA software MELODIC (FSL) to determine the number of components
that would be used in an analogous ICA of this dataset, which chose thirty components for
subject 103414. Thirty components were then estimated for all other subjects. We initiated
the algorithm from fifty-six matrices as described in Web Supplement H. Initiating the
algorithm from fifty-six matrices resulted in multiple initializations converging to the same
estimate of the argmax (Figure S.8). We also completed an analogous PCA+ProDenICA
with thirty components using the R package ProDenICA (Hastie and Tibshirani, 2010).
In all subjects, a component highly correlated with the task was found in both Spline-
LCA and PCA+ProDenICA, but a number of other components were only detected in
Spline-LCA. We discuss the biological interpretation of the task-related network in the Web
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Figure 4: Motion artifact (component 25) identified using Spline-LCA (top) and the matched
component from PCA+ProDenICA (bottom; correlation = 0.38) in subject 103414. Note
the component exhibited activation near the edge of the brain in the LC but not the IC.
Thresholded at |sv,25| > 2; yellow indicates sv,25 > 2 and blue indicates sv,25 < −2.
Supplement H, and here focus on the application to artifact detection. Overall, a median of
eight components were found in Spline-LCA but not PCA+ProDenICA, as defined by the
matched component having a correlation less than 0.5. In one example from subject 103414,
LC 25 exhibited activation at the edges of the brain, which is typical of motion artifacts
(Salimi-Khorshidi et al., 2014). This artifact was not evident in the matched component from
PCA+ProDenICA (Figure 4). Additionally, component two was not correlated with any of
the components in PCA+ProDenICA. It exhibited activation in the brainstem and near the
edges of the brain, and may correspond to other sources of motion and noise (Figure S.9; Web
Supplement H). There were also artifacts that exhibited alternating patterns of positive and
negative activation (Figure S.10), which may be due to scanner acquisition and/or air-tissue
boundaries (e.g., Figure 6 in Salimi-Khorshidi et al. 2014), and these components were not
found in PCA+ProDenICA. Our results suggests that LCA may improve artifact detection.
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9 Discussion
We propose a new model, LNGCA, and estimation framework, LCA, for non-Gaussian latent
components in the presence of Gaussian noise that have many applications including dimen-
sion reduction, signal processing, and artifact detection. We presented two applications:
data visualization and dimension reduction, and identifying brain networks and artifacts
from neuroimagery. Our first simulation study indicates that our methods perform well
when the LNGCA model is true, even for low SNR, and our methods provide a reasonable
approximation to noisy ICA when the SNR is high. Additionally, we found that the popu-
lar approach to approximating the noisy ICA model, PCA+ICA, does not approximate the
LNGCA model under low SNR, and performs similarly to LCA for the noisy ICA model. In
the second simulation study, we examined performance when data contained spatiotemporal
dependence and a moderately low SNR. Logis-LCA and Spline-LCA outperformed compet-
ing methods for the LNGCA model, and Logis-LCA outperformed all other methods for the
noisy ICA model. These results suggest that LCA can be used to reveal structure for a large
class of non-Gaussian observations. In the leaf example with correlated multivariate data,
Spline-LCA revealed biologically meaningful clusters not apparent from PCA+ProDenICA.
In our fMRI application, we simultaneously achieved dimension reduction and latent vari-
able extraction for large image data (T = 272 and n =230,459) and identified artifacts not
extracted by PCA+ICA.
LCA offers a computationally tractable alternative to one of the most common applica-
tions of ICA to fMRI: artifact detection. Currently, PCA+ICA is used as a pre-processing
step to reveal biologically implausible loadings and/or loadings resembling physiological arti-
facts that can be used to de-noise data for subsequent analyses (Beckmann, 2012). In LCA,
these artifacts appear as LCs since they have non-Gaussian distributions. Our improved
detection of artifacts (Figure 4, Figures S.9 and S.10) suggests LCA could be used for more
powerful denoising methods over traditional PCA+ICA.
An important advantage of LCA over existing frameworks is its robustness to misspecifi-
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cation of the number of estimated components, and future research should examine methods
to select Q∗. In contrast to LCA, noisy ICA is sensitive to the choice of Q∗ (Section 6,
see also Allassonniere and Younes 2012). Beckmann and Smith (2004) explored the use of
probabilistic PCA to estimate the number of brain networks prior to ICA in order to avoid
model over-fitting, which addresses the concern that over-fitting may separate a single brain
network into multiple brain networks. However, our simulations suggest that using too few
components leads to inappropriately aggregated sources in PCA+ICA methods (Figures 2
and S.2). In contrast, the components recovered for Q∗ 6= Q in Logis-LCA across model
scenarios and Spline-LCA for the LNGCA scenario accurately represent the spatial features.
Moreover, in the leaf data example, the first two components were nearly identical for Q∗ = 2
and Q∗ = 5 for LCA but differed for PCA+ICA (Figures S.6 and S.7). To determine Q∗
in LNGCA, Virta et al. (2016) suggest the sequential use of the Jarque-Bera test of nor-
mality. Nordhausen et al. (2016) develop asymptotic and bootstrap tests of dimensionality
using first-order blind identification (FOBI). The use of these criteria in fMRI and other
applications is a direction for future research.
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A Proofs
A.1 Proofs for Section 2
We assume all random variables are mean zero. In Kagan et al. (1973), a random variable
X ∈ RT is said to have a linear structure if it can be represented as X = BY where the
elements of Y are mutually independent random variables and no two columns of B are
proportional. We say a linear-structure random vector X has essentially unique structure
if for any two representations X = BY and X = CZ, we have B equals C up to scaling
and permutation of the columns, which we denote as B ∼= C. A random variable X is
non-unique if there exist representations X = BY = CZ but B  C. Let d= denote equal
in distribution. First consider the theorem on uniqueness of decomposition.
Theorem 10.3.9 from Kagan et al. (1973). Let X = AY be a structural representation
of X and let the columns of A be linearly independent. Then X can be expressed as X =
X1 + X2, where X1 and X2 are independent, X1 has essentially unique structure, and X2
is multivariate normal with a non-unique structure. Moreover, this decomposition is unique
in the sense that if X = Z1 + Z2 is another decomposition, where Z1 has essentially unique
structure, Z2 is multivariate normal, and Z1 is independent of Z2, then Z1
d
= X1 and Z2
d
= X2
up to scaling and permutations.
For a proof see Kagan et al. (1973).
Before proving Theorem 1, we consider the following lemma.
Lemma 1. Suppose Z and X each have essentially unique structure and Z
d
= X. Consider
their structural representations: Z = MSS and X = M
∗
SS
∗ where MS ∈ RT×Q and M∗S ∈
1
RT×Q for Q ≤ T , and rank(MS) = rank(M∗S) = Q. Then MS ∼= M∗S and S d= S∗ up to
scaling and permutations.
Proof. We have MSS
d
= M∗SS
∗. Then,
(MS
>MS)−1MS>MSS = (MS>MS)−1MS>M∗SS
∗.
Letting B = (MS
>MS)−1MS>M∗S, we have S
d
= BS∗. Note by assumption S ∈ RQ and
S∗ ∈ RQ. Now S has non-Gaussian independent components and thus has essentially unique
structure for the given number of components Q (Theorem 10.3.5 in Kagan et al. 1973); in
particular, S = IS. We can define a random variable R = B−1S, and note that R d= S∗,
and S∗ has independent components, which implies R has independent components, which
implies BR is a structural representation of S. Since S has essentially unique structure,
B ∼= I. It follows that S∗ d= S up to scaling and permutations.
Now consider the scaling and permutation such that S∗ d= S. Then we have B = I, so
(MS
>MS)−1MS>M∗S = I. Now since (MS
>MS)−1MS> is full row rank, it has a unique
right inverse equal to the Moore-Penrose pseudoinverse, which is equal to MS, which implies
MS = M
∗
S. For B
∼= I, it follows that M∗S ∼= MS.
We now prove Theorem 1.
Theorem 1. Suppose X follows the model in (1) with Assumptions 1-3. Then for any other
representation X = M∗SS
∗ + E∗ where S∗ ∈ RQ are independent non-Gaussian components
and E∗ is multivariate normal, we have: M∗S ∼= MS; S∗ d= S up to scaling and permutations;
MSS
d
= M∗SS
∗; and E∗ d= MNN.
Proof. Since X has a unique decomposition in the sense of Theorem 10.3.9, we have MSS
d
= M∗SS
∗
and MNN
d
= E∗. Moreover, MSS and M∗SS
∗ have essentially unique structure (Theorem
10.3.5 in Kagan et al. 1973). Applying Lemma 1, we obtain the desired result.
2
Corollary 1. Suppose the linear structure model in (1) of the main manuscript with density
defined in (2) and suppose that Assumptions 1-3 hold. Then {f1,w1}, . . . , {fQ,wQ} are
identifiable up to sign and ordering. Note the rows wQ+k for k = 1, . . . , T − Q are not
identifiable.
Proof. For identifiability, we need to show that if there exist densities g1, . . . , gT and a matrix
C such that
| det(L)|
Q∏
q=1
fq
(
w>q Lx
) T−Q∏
k=1
φ(w>Q+kLx) = | det(C)|
T∏
`=1
g`(c
>
` x) (S.1)
then Q of the marginal densities g1, . . . , gT are equivalent up to sign to f1, . . . , fQ, where
densities g(x) and f(x) are equivalent up to sign if they are equal or if g(x) = f(−x) for all
x on R, and that each of the corresponding Q rows of C equal w>1 L, . . . ,w>QL. Using a change
of variable Z = LX, we consider the model Z = ASS + ANN, such that [w
>
1 ; . . . ; w
>
Q] = A
>
S
(where [w>1 ; . . . ; w
>
Q] indicates stacked row vectors) and [w
>
Q+1; . . . ; w
>
T ] = A
>
N. Then (S.1)
is equivalent to
Q∏
q=1
fq
(
w>q z
) T−Q∏
k=1
φ(w>Q+kz) = | det(C)|| det(L)|−1
T∏
`=1
g`(c
>
` L
−1z).
We define R = CL−1 such that we have
Q∏
q=1
fq
(
w>q z
) T−Q∏
k=1
φ(w>Q+kz) = | det(R)|
T∏
`=1
g`(r
>
` z). (S.2)
We have demonstrated identifiability up to signed permutations if we can show that Q of
the marginal densities g1, . . . , gT are equivalent to f1, . . . , fQ; that each of the corresponding
Q rows of R equal ±w1, . . . ,±wQ; and that | det(R)| = 1.
Define K = R−1. Given the relationship in (S.2), then there exists another linear struc-
ture representation of Z such that Z = KY. Without loss of generality, we have E YY> = I
(there is no loss of generality because we can scale K such that E YY> = I). From Theorem
3
10.3.3 in Kagan et al. (1973), Z has the decomposition Z = K1Y1 + K2Y2 in which Y1 are
independent non-Gaussian and Y2 are Gaussian. Then from Theorem 1 and the assumption
of unit variance, we have that Y1
d
= S (up to ordering), and it follows that there exists a
subset of g1, . . . , gT equal to f1, . . . , fQ. Also from Theorem 1, we have K1 ∼= AS. Note that
K ∈ OT×T since E YY> = I and E ZZ> = I, and hence | det(R)| = 1. Then the scaling
of K1 is also identifiable such that there exists a signed permutation matrix, P±, such that
K1P± = AS. Note that WS = A>S . Define RS = K
>
1 . Then P
>
±RS = WS.
A.2 Proofs for Section 3
To simplify notation, we assume E X = 0 but include the estimate of the mean x¯ in our
analysis so this assumption is without loss of generality. Let fS denote the joint density of
the LCs, and similarly define pS(s) =
∏Q
q=1 pq(sq) for the densities used in (4). Let ‖A‖
denote the Frobenius norm for A ∈ RQ×T .
Next we discuss Assumption 4 (ii) and inequality (5). The value of α will depend on the
tail behavior of d
dx
log{pq(x)}, q = 1, . . . , Q. For insight into this assumption, consider Q = 1
such that h(x) = log p1(x). By the mean value theorem,
‖h(x1)− h(x0)‖ = ‖h′(x∗)‖ ‖x1 − x0‖
with x∗ between x0 and x1. Then if h′ is monotonic,
‖h(x1)− h(x0)‖ ≤ {‖h′(x1)‖+ ‖h′(x0)‖} ‖x1 − x0‖. (S.3)
Therefore, if ‖h′(x)‖ grows like ‖x‖α as ‖x‖ → ∞, then (5) will hold.
For example, for the exponential power density centered at 0, which is
pq(x) =
β
2σΓ(1/β)
exp
{
−
( |x|
σ
)β}
,
4
we have
d
dx
log{pq(x)} = −β sign(x) |x|
β−1
σβ
, x 6= 0,
which is bounded for β = 1. For β > 1, we can take α = β − 1. For β < 1, the expo-
nential power density has an unbounded score function at zero, but similar densities can be
constructed with exponential power law tails such that one can take α = 0. The student-t
distributions and the logistic distribution are other examples where d
dx
log{pq(x)} is bounded,
so α = 0. At least in these examples, lighter tails require large values of α, but, fortunately,
make it easier for E(‖S‖1+α) <∞ to hold.
Equation (S.3) shows that (5) cannot be replaced by something like
‖h(x)− h(x′)‖ ≤M‖x− x′‖
{
1 + ‖x− x′‖α
}
.
The following two propositions are used to prove consistency with pre-whitening. Recall
that Jn is defined in (4) of the main manuscript.
Proposition 3. Jn(OSL̂(xi − x¯)) a.s.−→Jn(OSLxi)
Proof. First note that
Jn(OSL̂(xi − x¯)) = Jn(OSLxi) +Rn
where
‖Rn‖ =
∥∥∥Jn(OSL̂(xi − x¯))− Jn(OSLxi)∥∥∥
≤ 1
n
n∑
i=1
∥∥∥h(OSL̂(xi − x))− h(OSLxi)∥∥∥ .
5
Using (5),
1
n
n∑
i=1
∥∥∥h(OSL̂(xi − x¯))− h(OSLxi)∥∥∥ ≤M{ 1
n
n∑
i=1
‖OS(L̂(xi − x¯)− Lxi)‖ (S.4)
+
1
n
n∑
i=1
‖OS(L̂(xi − x¯)− Lxi)‖ ‖OSL̂(xi − x¯)‖α + 1
n
n∑
i=1
‖OS(L̂(xi − x¯)− Lxi)‖ ‖OSLxi‖α
}
Then since OS is semi-orthogonal, the right-hand side of (S.4) is at most
M
{
1
n
n∑
i=1
‖L̂(xi − x¯)− Lxi‖+ 1
n
n∑
i=1
‖L̂(xi − x¯)− Lxi‖ ‖L̂(xi − x¯)‖α
+
1
n
n∑
i=1
‖L̂(xi − x¯)− Lxi‖ ‖Lxi‖α
}
. (S.5)
Note that {E ‖xi‖1+α}1/(1+α) = {E ‖Mzi‖1+α}1/(1+α) ≤ ‖M‖ {E (‖si‖+ ‖ni‖)1+α}1/(1+α) ≤
‖M‖(E ‖si‖1+α)1/(1+α)+‖M‖(E ‖ni‖1+α)1/(1+α) <∞, where the last inequality uses Assump-
tion 4 (iii) and properties of the normal distribution. For the first term on the right-hand
side of (S.5)
1
n
n∑
i=1
‖L̂(xi − x¯)− Lxi‖ ≤
{
‖L̂− L‖ 1
n
n∑
i=1
‖xi‖+ ‖L̂‖ ‖x¯‖
}
a.s.−→ 0,
since L̂
a.s.−→L, x¯ a.s.−→ 0, and x1, . . . ,xn are iid so we can apply the strong law of large numbers:
1
n
n∑
i=1
‖xi‖ a.s.−→E (‖xi‖) ≤ {E (‖xi‖1+α)}1/(1+α) <∞.
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For the second term on the right hand side of (S.5),
1
n
n∑
i=1
‖L̂(xi − x¯)− Lxi‖ ‖L̂(xi − x¯)‖α
≤ 1
n
n∑
i=1
(
‖L̂− L‖ ‖xi‖+ ‖L̂‖ ‖x¯‖
)
‖L̂(xi − x¯)‖α
≤ ‖L̂− L‖ 1
n
n∑
i=1
‖xi‖ ‖L̂(xi − x¯)‖α + ‖L̂‖ ‖x¯‖ 1
n
n∑
i=1
‖L̂(xi − x¯)‖α.
To prove this converges to zero, we need to show the means are finite, but we can not
directly apply a law of large numbers because the summands are not independent due to
prewhitening. First, note that
1
n
n∑
i=1
‖xi‖ ‖L̂(xi − x¯)‖α ≤ 1
n
n∑
i=1
{
‖xi‖1+α + ‖L̂(xi − x¯)‖1+α
}
.
Then it remains to be shown that lim 1
n
∑n
i=1 ‖L̂(xi − x¯)‖1+α <∞. We have
1
n
n∑
i=1
‖L̂(xi − x¯)‖1+α ≤ 1
n
n∑
i=1
{
‖L̂‖‖xi − x¯‖
}1+α
≤ ‖L̂‖1+α 1
n
n∑
i=1
‖xi − x¯‖1+α (S.6)
Now consider
1
n
n∑
i=1
‖xi − x¯‖1+α ≤ 1
n
n∑
i=1
(‖xi‖+ ‖x¯‖)1+α
≤ 1
n
n∑
i=1
(2‖xi‖)1+α + (2‖x¯‖)1+α (S.7)
Since E ‖xi‖1+α < ∞, we apply the law of large numbers to conclude that (S.7) < ∞, and
we conclude that (S.6) <∞. Then (S.5) a.s.−→ 0 because ‖L̂− L‖ a.s.−→ 0 and ‖x¯‖ a.s.−→ 0.
The third term on the right-hand side of (S.5) can be handled similarly.
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Proposition 4. Let B ⊆ OQ×T . Then
sup
OS∈B
Jn(OSL̂(xi − x¯)) ≤ sup
OS∈B
Jn(OSLxi) + o(1) a.s.
Proof.
sup
OS∈B
Jn(OSL̂(xi − x¯)) ≤ sup
OS∈B
Jn(OSLxi) + sup
OS∈B
1
n
n∑
i=1
∥∥∥h(OSL̂(xi − x))− h(OSLxi)∥∥∥
Note that
sup
OS∈B
1
n
n∑
i=1
‖OS(L̂(xi − x¯))− Lxi)‖ ≤ sup
OS∈B
‖OS‖ 1
n
n∑
i=1
‖L̂(xi − x¯)− Lxi‖
≤
√
Q
1
n
n∑
i=1
‖L̂(xi − x¯)− Lxi‖.
Using the inequality in (S.4) and the previous argument, we have
sup
OS∈B
1
n
n∑
i=1
∥∥∥h(OSL̂(xi − x¯))− h(OSLxi)∥∥∥ ≤MQ{ 1
n
n∑
i=1
‖L̂(xi − x¯)− Lxi‖
+
1
n
n∑
i=1
‖L̂(xi − x¯)− Lxi‖ ‖L̂(xi − x¯)‖α + 1
n
n∑
i=1
‖L̂(xi − x¯)− Lxi‖ ‖Lxi‖α
}
.(S.8)
Using the same arguments as in Proposition 3 to analyze the inequality in (S.5), we have
(S.8)
a.s.−→ 0.
The next proposition is used in the proof of Theorem 2.
Proposition 5. Consider a random vector Y ∈ RT with density fY such that E Y = 0 and
E YY> = IT . Then for any o and w such that o>o = w>w = 1, we have
E log φ(o>Y) = E log φ(w>Y).
Proof. We can ignore the normalizing constants of φ(x) and consider the quadratic term
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of the Gaussian kernel. Then we have E (o>Y)2 = o>E (YY>)o = o>Io = o>o = 1 and
similarly for E (w>Y)2.
Next we prove consistency when the density used in the objective function equals the
true density.
Theorem 2. Suppose X follows the LNGCA model in (1) with Assumptions 1-4. Given an
iid sample {xi}, ŴOrS a.s.−→WS on the equivalence class of signed permutations.
Proof. We will include the effects of centering with x¯ in the discussion that follows such that
it is without loss of generality that we assume E X = 0. Then X ∼ (0,Σ) and let Σ−1/2 = L.
We will show the assumptions in Wald’s consistency proof as recast in Theorem 5.14
in van der Vaart (2000) hold; a similar proof is in Pollard (2001). Note that this theory
applies to a set of maxima of the population objective function, and thus is convenient for
the set defined by the equivalence class of signed permutations of WS. For clarity, we use
op(1) notation to correspond to van der Vaart, but note that Propositions 3 and 4 hold
almost surely and the proof ultimately demonstrates strong consistency as in Wald (1949)
and Pollard (2001). Recall fS denotes the joint density of the LCs. The conditions are not
all numbered in van der Vaart (2000), so for ease of reference we now state them.
(i.) The parameter space is compact. This is stated in Pollard (2001), where as van der
Vaart proves consistency for all compact subsets, K, of the parameter space.
(ii.) log fS(OSLx) is upper-semicontinuous for almost all x; in van der Vaart, this corre-
sponds to (5.12).
(iii.) For every sufficiently small ball U ⊂ OQ×T , the function OS 7→ supOS∈U log fS(OSLxi)
is measurable and satisfies E supOS∈U log fS(OSLX) < ∞; in van der Vaart, this
corresponds to (5.13).
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(iv.) E log fS(OSLX) ≤ E log fS(WSLX) for any OS ∈ OQ×T with equality if and only if
OS ∼= WS; this assumption is part of the definition of Θ0 following assumption (5.13)
in van der Vaart and is assumption (i) in Pollard (2001).
(v.) The estimator satisfies:
Jn(ŴSL̂(xi − x¯)) ≥ Jn(WSLxi)− op(1);
in van der Vaart’s notation, this corresponds to Mn(θˆn) ≥Mn(θ0)− op(1).
In addition to these conditions, we will outline van der Vaart’s proof and provide additional
justification to apply the law of large numbers, which is required because the observations
are not iid due to pre-whitening.
First, OQ×T is compact, and (i) is satisfied. Next, we assume continuous densities
which implies upper semicontinuity (condition ii). From Assumption 4 (i), the densities are
bounded, say by some constant A, and we have E supOS∈U log fS(OSLX) ≤ E logA < ∞
and hence satisfy condition (iii).
We next show condition (iv) is satisfied. Let WN denote rows Q + 1 to T of W. Note
that the fact that E log fS(OSLX) ≤ E log fS(WSLX) does not hold trivially can be seen
by the following argument:
E log
fS(OSLX)
fS(WSLX)
= (det L)
∫
log
{
fS(OSLx)
fS(WSLx)
}
{fS(WSLx)φ(WNLx)} dx
≤ (det L) log
∫ {
fS(OSLx)
fS(WSLx)
}
{fS(WSLx)φ(WNLx)} dx
= (det L) log
∫
fS(OSLx)φ(WNLx) dx.
We would like the last quantity to be equal to zero, in which case we would obtain the
desired bound. Let W∗ be the T × T matrix formed by stacking OS and WN. The term
fS(OSx)φ(WNx) is a density if and only if |det(W∗)| = 1, which is not true in general
because OS may not be orthogonal to WN. Consequently, this quantity could integrate to
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greater than one, in which case we would have E log fS(OSLX) ≤ E log fS(WSLX) + α for
some α > 0, and the bound is not tight enough.
Then define an orthogonal matrix in OT×T such that rows 1 to Q are equal to OS and
the other rows are arbitrary. Then
E log
fS(OSLX)
fS(WSLX)
= E log
fS(OSLX)φ(ONLX)
fS(WSLX)φ(ONLX)
= E log
fS(OSLX)φ(ONLX)
fS(WSLX)φ(WNLX)
,
where the second line follows from Proposition 5. Then applying Jensen’s inequality, we
have
E log
fS(OSLX)φ(ONLX)
fS(WSLX)φ(WNLX)
≤ (det L) log
∫ (
fS(OSLX)φ(ONLX)
fS(WSLX)φ(WNLX)
)
fS(WSLX)φ(WNLX)dx
= (det L) log
∫
fS(OSLx)φ(ONLx)dx
= 0,
which holds with equality if and only if fS(OSLx)φ(ONLx) = fS(WSLx)φ(WNLx), where
the only if direction is a consequence of absolute continuity. Now suppose equality holds for
the matrix O∗S. Define O+ = [O
∗
S
>,O∗N
>]> such that O+ ∈ OT×T . Let Y be a random vari-
able with density fS(O
∗
Sy)φ(O
∗
Ny) = fS(WSy)φ(WNy). Then there exist random variables
R+ and R such that Y = O+R+ and Y = WR. Applying Theorem 1, we have O
∗
S
∼= WS.
It follows that
E log fS(OSLX) < E log fS(WSLX)
for all OS 6∼= WS.
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To show condition (v) is satisfied,
Jn(ŴSL̂(xi − x¯)) ≥ Jn(WSL̂(xi − x¯)) (by definition)
= Jn(WSLxi)− op(1). (Proposition 3)
In other words, our estimator ŴS with Jn defined using the sequence {L̂, x¯} is an approxi-
mate maximum of the exact maximum of the function Jn(OSLxi).
In this paragraph, we recount the first half of the proof of van der Vaart (2000) 5.14. Let
WS be the set of signed permutations of WS. Fix some O†S /∈ WS with O†S ∈ OQ×T , and
let U` be a decreasing sequence of open balls around O
†
S with diameter converging to zero.
Define the function: mU`(xi) = supOS∈U` log fS(OSLxi). Then using (ii) we have mU`(xi) ↓
log fS(O
†
SLxi) and from (iii) we can apply the monotone convergence theorem to obtain
EmU`(xi) ↓ E log fS(O†SLxi). From (iv), we have E log fS(O†SLX) < E log fS(WSLX).
Then with the previous argument, for any Ok ∈ OQ×T \ WS, we can define a set UOk such
that EmUOk (xi) < E log fS(WSLX). Now let  be given and consider the set B = {OS ∈
OQ×T : ∩
W∗S∈WS
||OS −W∗S|| ≥ }, which is compact. This set is covered by the balls UOk .
Then there exists a finite subcover U1, . . . , Up.
Next, we detail the second half of the proof of van der Vaart (2000) 5.14, where we
incorporate Proposition 4 to account for pre-whitening. In the argument that follows,
note that if EmUk(X) = −∞ for some k, then we can discard the set Uk, and since
we have EmUj(X) < ∞ from (iii), we have E |mUj(X)| < ∞ for all remaining sets, and
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1
n
∑n
i=1 mUj(xi)
a.s.−→EmUj from the law of large numbers.
sup
OS∈B
Jn(OSL̂(xi − x¯)) ≤ sup
OS∈B
Jn(OSLxi) + op(1) (from Proposition 4) (S.9)
≤ sup
j=1,...,p
sup
OS∈Uj
Jn(OSLxi) + op(1)
≤ sup
j=1,...,p
1
n
n∑
i=1
mUj(xi) + op(1)
→ sup
j=1,...,p
EmUj(X) (law of large numbers)
< E log fS(WSLX). (S.10)
Now if ŴS ∈ B, then we have
sup
OS∈B
Jn(OSL̂(xi − x¯)) ≥ Jn(WSLxi)− op(1) (from condition (v.))
= E log fS(WSLX)− op(1), (from LLN)
which would imply the following relationship between events:
{
ŴS ∈ B
}
⊂
{
sup
OS∈B
Jn(OSL̂(xi − x¯)) ≥ E log fS(WSLX)− op(1)
}
. (S.11)
In view of (S.9) and (S.10), the probability of the event on the right-hand side of (S.11)
converges to zero as n→∞. Note the op(1) inequalities hold almost surely from Propositions
3 and 4. Then
P
 lim
n→∞
⋂
W∗S∈WS
{
||ŴS −W∗S|| ≥ 
}→ 0.
Next we describe conditions for consistency when the density used in the objective func-
tion may not be equal to the density of the LCs. We first present a result that is contained
in the proof of Theorem 1 in Hyva¨rinen and Oja (1998), where here the nonlinearity is equal
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to the log of the density used in the objective function.
Recall that rq(·) denotes the score function of log fq(·) and r′q(·) denotes the derivative of
the score function. Additionally, define Z = [S>,N>]>.
Lemma 2. Let e1 = [1, 0, . . . , 0]
> and let  be given such that ||e1 + || = 1. Then
E log p1
[
(e1 + )
>Z
]
= E log p1(S1) +
1
2
[E r′1(S1)− ES1r1(S1)]
T∑
q=2
2q + o(||||2).
Proof. Calculating the gradient with respect to o,
∇E log p1(o>Z) = E Zr1(o>Z),
where we have applied Assumption 5(iv) to interchange differentiation and integration. Eval-
uating this at e1, and using the fact that ESq = ENk = 0, q = 1, . . . , Q, k = 1, . . . , T −Q,
and the fact that S1 is independent of Sq, q > 1, and Nk,
∇E log p1(e>1 Z) = e1ES1r1(S1).
We also have
∇2E log p1(e>1 Z) = diag
[
ES21r
′
1(S1),E r
′
1(S1), . . . ,E r
′
1(S1)
]
where as before we have interchanged integration and differentiation using Assumption 5(iv)
and applied independence and the fact that ES2q = EN
2
k = 1.
14
Now for some small  with ||e1 + || = 1, we have
E log p1[(e1 + )
>Z] =
E log p1(S1) + 
>e1ES1r1(S1) +
1
2
>diag
[
ES21r
′
1(S1),E r
′
1(S1), . . . ,E r
′
1(S1)
]
+ o(||||2) =
E log p1(S1) + 1ES1r1(S1) +
1
2
21ES
2
1r
′
1(S1) +
1
2
E r′1(S1)
∑
q>1
2q + o(||||2).
Note that 1 =
√
1−∑q>1 2q−1. Now we consider the first-order Taylor series expansion of
√
1− γ about 0 which is 1−γ/2 +o(||γ||), so 1 = −12
∑
q>1 
2
q +o(
∑
q>1 
2
q). By Assumption
5(ii), |ES21r′1(S1)| <∞. Then we can write
E log p1 [(e1 + )
′Z] = E log p1(S1) +
1
2
[E r′1(S1)− ES1r1(S1)]
∑
q>1
2q + o(||||2).
Proposition. (Proposition 1 in the main manuscript.) Suppose Assumptions 1-3 and 5.
There exists N∗(WS) such that E log p(OSLX) constrained to OS ∈ N∗(WS) is maximized
at WS.
Proof. We consider a perturbation of WS. Using the change of variables Z = WLX =
[S>,N>]>, it suffices to consider the case where wq = eq, where eqt = 1 for q = t and 0
otherwise. For q = 1, consider a perturbation 1 ∈ RT with ||e1 + 1|| = 1. From Lemma 2,
we have
E log p1[(e1 + 1)
>Z] = E log p1(S1) +
1
2
E [r′1(S1)− S1r1(S1)]
∑
q>1
21q + o(||1||2).
By Assumption 5(i), which states E r′q(Sq)−ESq rq(Sq) < 0, and for sufficiently small 1, we
have
1
2
E [r′1(S1)− S1r1(S1)]
∑
q>1
21q + o(||1||2) < 0,
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which makes e1 a local maximum for E log p1(o
>Z). Since this also true for E log pq(o>Z),
q = 2, . . . , Q, we have that IQ×T (the Q × Q identity matrix padded with zeros) is a local
maximum on the set GQ×T =
{
G ∈ RQ×T : diag GG> = 1Q
}
. Since OQ×T ⊂ GQ×T and
IQ×T ∈ OQ×T , IQ×T is also a local maximum on OQ×T . (For a similar argument in ICA, see
Wei 2015). Then for the perturbations 1, . . . , Q, it suffices to let 
∗ = minQq=1 min
T
t=1 qt,
and define N∗(WS).
Theorem 3. Suppose X follows the LNGCA model in (1) with Assumptions 1-5. Given an
iid sample {xi}, ŴLocalS a.s.−→WS on the equivalence class of signed permutations.
Proof. We restrict the parameter space to N∗(WS). Wald’s method for consistency of the
MLE can be applied to the more general setting in which the wrong likelihood is used if the
supremum of the population objective function corresponds to the set of true parameters
(condition (iv) in Theorem 2), which was proven in Proposition 1 for the restricted parameter
space N∗(WS). The other conditions are satisfied using the previous arguments in the proof
of Theorem 2.
A.3 Proofs for Section 4
Next we show that the solution to the Spline-LCA objective function corresponds to a mean-
zero density.
Proposition. (Proposition 2 in the main manuscript.) Let G be the class of all cubic
splines g : R → R. Consider the argmax of (11) of the main manuscript for gq ∈ G with
gq denoting the tilt function for the qth component. Then (i)
∫
φ(u)egq(u) du = 1 and (ii)∫
uφ(u)egq(u) du = 0 for each q.
Proof. It suffices to consider the case Q∗ = 1. Let o1 be given. Let G be the set of
cubic splines and note that for any g ⊂ G, we can write g(u) = θ0 + θ1u + j(u) with
θ0 ∈ R, θ1 ∈ R, and j(u) does not depend on θ0 or θ1. Noting that ∂(
∫
φ(u)eg(u)du)/∂θ0 =
16
∂(eθ0
∫
φ(u)eθ1u+j(u)du)/∂θ0 =
∫
φ(u)eg(u)du, we have
∂`pen
∂θ0
= 1−
∫
φ(u)eg(u) du,
from which it follows that at the optimum g∗, φ(u)eg
∗(u) is a density. Next, note that
∂(φ(u)eθ0+θ1u+j(u)/∂θ1 = uφ(u)e
g(u). Then,
∂`pen
∂θ1
=
1
n
n∑
i=1
o>1 L̂(xi − x¯)−
∫
uφ(u)eg(u) du,
where we have assumed
∫ |u|φ(u)eg(u)du <∞ to interchange integration and differentiation.
Then it follows that EU = 0 for U with density φ(u)eg
∗(u).
B Additional Asymptotics for Section 3
In this section, we examine
√
n-consistency, asymptotic normality, and the asymptotic vari-
ances of the parametric LCA estimators.
Recall that rq(·) is the score function of log fq(·) and r′q(·) is the derivative of the score
function. Define the following quantities:
βq = ES
4
q
ηq = E r(Sq)
ξq = E r(Sq)
2 − η2q
λq = E r(Sq)Sq
δq = E r
′(Sq)
Also define the empirical expectation: En f(xi) = 1n
∑n
i=1 f(xi). Recall that eq ∈ RT such
that eqq′ = 0 for q
′ 6= q and 1 for q′ = q.
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We apply the approach used in Virta et al. (2016) to derive asymptotic variances based
on rewriting the objective function using Lagrange multipliers. Virta et al. (2016) find non-
Gaussian components using a modified version of symmetric fastICA but with the measure of
non-Gaussianity equal to a convex combination of squared skewness and kurtosis. We adapt
their approach to log likelihoods. For an arbitrary consistent estimator of the LNGCA model,
ŴS, define B̂S = ŴSL̂. Let BS be the first Q rows of M
−1. Consistency of B̂S follows from
Slutsky’s theorem. Throughout the remainder of this section, we focus on B̂S rather than
ŴS.
First, consider:
L(CS,Θ) =
Q∑
q=1
En
{
log pq(c
>
q (xi − x¯))
}− Q∑
q=1
θqq
2
(c>q Σ̂cq − 1)−
Q−1∑
q=1
Q∑
q′=q+1
θqq′c
>
q Σ̂cq′ .
(S.12)
Consider the substitution o>q L̂ = cq. Then we rewrite (S.12):
L(OS,Θ) =
Q∑
q=1
En
{
log pq(o
>
q L̂(xi − x¯))
}
−
Q∑
q=1
θqq
2
(o>q oq − 1)−
Q−1∑
q=1
Q∑
q′=q+1
θqq′o
>
q oq′ .
(S.13)
Then the partial derivatives of (S.12) at B̂S equal zero.
In the special case where M = I, let eˆq be the estimate of the qth row of the true
unmixing matrix IQ×T .
Next we define the conditions for
√
n-consistency and asymptotic normality.
Assumption 6. For all q, the following expectations are finite: (i) ES4q ; (ii) E r
2
q(Sq); (iii)
E r′q(Sq); (iv) E rq(Sq)Sq; and (v) E r
′
q(Sq)Sq.
Lemma 3. Suppose E X = 0, M = I, and Assumptions 1-6. Consider a consistent esti-
mator, ÊS, of the first Q rows of M
−1 with the rows permuted and signs specified such that
18
eˆq → eq. Let eˆqq′ be the q′th element of eˆq. Then
√
n(eˆqq′) =
√
n
En {(rq(siq)− ηq)siq′ − (rq′(siq′)− ηq′)siq − (δq′ − λq)siqsir}
δq − λq + δq′ − λq′ + op(1), q, q
′ ≤ Q
(S.14)
√
n(eˆqq − 1) = −
√
n
1
2
En (s2iq − 1) + op(1), q ≤ Q (S.15)
√
n(eˆqr) =
√
n
En [{rq(siq)− ηq}ni,r−Q − λqsiqni,r−Q]
λq − δq + op(1), q ≤ Q,Q < r < T.
(S.16)
Proof. At the estimates eˆq, the Lagrangian in (S.12) enforces the constraints
eˆ>q Σ̂eˆq′ = 0, q 6= q′ (S.17)
eˆ>q Σ̂eˆq = 1. (S.18)
Now we differentiate the Lagrangian with respect to cq and set the result equal to zero, and
replace cq with the estimates eˆq, q = 1, . . . , Q:
En rq(eˆ>q (xi − x¯))(xi − x¯) = θqqΣ̂eˆq +
∑
q′ 6=q
θqq′Σ̂eˆq′ . (S.19)
Next, write (S.19) as
En rq(eˆ>q (xi − x¯))(xi − x¯) = Σ̂
Q∑
q′=1
eˆq′θqq′ . (S.20)
Multiplying (S.19) by eˆq′ and applying (S.17) and (S.18), we get
eˆ>q′En rq(eˆ>q (xi − x¯))(xi − x¯) = θqq′ .
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Then substituting this expression into (S.20), we write
En rq(eˆ>q (xi − x¯))(xi − x¯) = Σ̂
(
Q∑
q′=1
eˆq′ eˆ
>
q′
)[
En
{
rq(eˆ
>
q (xi − x¯))(xi − x¯)
}]
. (S.21)
This is the same estimating equation that appears in deflationary fastICA when q = Q, see
equation (4) in Nordhausen et al. (2011), but here it applies to all q ≤ Q, and we replace the
non-linearities with the log likelihoods. Then we apply Theorem 1 from Nordhausen et al.
(2011); see similar theorems in Miettinen et al. (2017, 2015) and Virta et al. (2016), which
requires Assumption 6:
√
neˆqq′ = −
√
neˆq′q −
√
nEn (xiq − x¯q)(xiq′ − x¯q′) + op(1), q 6= q′, q, q′ ≤ Q (S.22)
√
n(eˆqq − 1) = −1
2
√
n
{
En (xiq − x¯q)2 − 1
}
+ op(1), q ≤ Q (S.23)
√
neˆqr =
√
n
1
λq − δq
[
e>r En
{
rq(e
>
q xi)− ηq
}
xi − λqEn (xiq − x¯q)(xir − x¯r)
]
+ op(1).
(S.24)
Next note that
√
n
[
En (xiq − x¯q)2
]
=
√
nEn x2iq + op(1),
since
√
nx¯2q = op(1). Similarly,
√
nx¯qx¯r = op(1). Then applying xiq = siq and xir = ni,r−Q,
we obtain (S.15) and (S.16).
To obtain (S.14), we derive a second expression for θqq′ by performing the differentiation
with respect to cq′ and multplying by eˆq:
En rq(eˆ>q′(xi − x¯))eˆ>q (xi − x¯) = θqq′ . (S.25)
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This gives us the estimating equations:
En
[
rq
{
eˆ>q (xi − x¯)
}
eˆ>q′(xi − x¯)
]
= En
[
rq′
{
eˆ>q′(xi − x¯)
}
eˆ>q (xi − x¯)
]
, q, q′ ≤ Q. (S.26)
The estimating equation in (S.26) is also found in symmetric fastICA (Miettinen et al., 2015,
2017; Wei, 2015) but here restricted to q, q′ ≤ Q, and we replace the nonlinearities by the log
likelihoods. Then (S.14) is a special case of the symmetric case in Theorem 1 in Miettinen
et al. (2017) with additional details in the proof of Theorem 6 in Miettinen et al. (2015),
where here we revise the sign modification, pij, in their theorem, to be equal to −1 when
we use the log likelihood in lieu of their objective function. Again, we use the fact that the
terms arising from centering converge at a faster rate and thus vanish from the asymptotic
variances. Then we restate the symmetric case from Theorem 1 in Miettinen et al. (2017) in
terms of the iid non-Gaussian components.
Theorem 4. Suppose Assumptions 1-6 and additionally let M = I and E X = 0. Consider
a consistent estimator, ÊS, of the first Q rows of M
−1 with the rows permuted and signs
specified such that eˆq → eq. Then for q ≤ Q,
√
n(eˆq − eq)⇒ N (0,Rq) with
Rq =
βq − 1
4
eqe
>
q (S.27)
+
Q∑
q′ 6=q
ξq + ξq′ + δ
2
q′ − λ2q − 2δq′λq′
(δq − λq + δq′ − λq′)2
eq′e
>
q′
+
ξq − λ2q
(λq − δq)2
(
I−
Q∑
q′=1
eq′e
>
q′
)
.
Proof. Asyptotic normality follows from the central limit theorem for the iid observations
on the right-hand side of equations (S.14)-(S.16) together with Slutsky’s theorem. The
variances can be calculated directly from the previous lemma and correspond to the variances
of symmetric fastICA for q ≤ Q and the variances of deflationary fastICA for r > Q.
Note that the asymptotic variances for symmetric fastICA are also derived in Theorem 8
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in Wei (2015) using a modified M-estimator approach. They are equivalent to Miettinen et al.
(2017) except the sign modification is replaced by the sign of the term E r′q(Sq)−ESqrq(Sq).
In LCA, this is always equal to negative one due to Assumption 5(i), and then Wei (2015)
Theorem 8 is equivalent to the result presented here for q, q′ ≤ Q and M = I.
It is straightforward to extend this result to arbitrary mixing matrices when the estima-
tors are affine equivariant, and this property is used in the estimators considered in Virta
et al. (2016) and related works by Nordhausen et al. (2011) and Miettinen et al. (2015). Let
FX be the cumulative distribution of X, and let B(FX) ∈ RQ×T be a functional. As defined
in Nordhausen et al. (2011),
Definition 1. A functional B(FX) is affine equivariant if
B(FAX) = B(FX)A−1.
Wei (2015) proves that an estimator is affine equivariant if and only if it does not depend
on initialization, and thus our estimators are not in general affine equivariant. In practice, we
satisfy this requirement by initializing from a sufficiently large number of random orthogonal
matrices, such that if we were to estimate the unmixing matrix with another set of random
initial values, we would obtain the same estimate with high probability. Alternatively, one
can use the two-stage estimator, ŴLVS , since the estimator from Virta et al. (2016) is affine
equivariant.
For the following theorem, we additionally assume the estimator is globally consistent, for
example, under finite eighth moment assumptions with ŴLVS , which simplifies the exposition
by avoiding the dependency between the optimization space and the choice of mixing matrix.
Corollary 2. Suppose Assumptions 1-6. Let B̂S be a globally consistent and affine equiv-
ariant estimator of the LCA model for any full rank M ∈ RT×T with M−1 = B, and
let B̂S have rows permuted and signs chosen such that B̂S → BS. Then for q ≤ Q,
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√
n(bˆq − bq)⇒ N (0,Rq) with
Rq =
βq − 1
4
bqb
>
q +
Q∑
q′ 6=q
ξq + ξq′ + δ
2
q′ − λ2q − 2δq′λq′
(δq − λq + δq′ − λq′)2
bq′b
>
q′ (S.28)
+
ξq − λ2q
(λq − δq)2
(
Σ−1 −
Q∑
q′=1
bq′b
>
q′
)
.
Proof. Consider the trivial model: zi = Izi and let IˆS = argmax
OS∈OQ×T
Jn(OS; {zi}). Define
ŴS = argmax
OS∈OQ×T
Jn(OS; {L̂(xi − x¯)}). Then
B̂S = ŴSL̂
=
[
argmax
OS∈OQ×T
Jn(OS; L̂{xi − x¯})
]
L̂
=
[
argmax
OS∈OQ×T
Jn(OS; L̂Mzi)
]
L̂
=
[
argmax
OS∈OQ×T
Jn(OS; zi)
]
BL̂−1L̂.
Then B̂S is a linear transformation of the estimator in Theorem 4 and
√
n-consistency and
asymptotic normality follow.
The asymptotic variance is a linear transformation of the asymptotic variance of the
previous theorem. Define the QT ×QT covariance matrix: Var {vec(ŴS)} = R. Using the
fact vec(ACB) = (B> ⊗A)vec(C), we have
Var {vec(IQŴSB)} = (B> ⊗ IQ)R(B⊗ IQ)
Now let BN be the rows of the full unmixing matrix corresponding to the Gaussian compo-
nents. Restricting our attention to the block of this matrix corresponding to the covariance
matrix for bq, then applying simplifications and the property that B
>
NBN = Σ
−1 −B>S BS,
we obtain (S.28).
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Figure S.1: Theoretical densities versus histograms of
√
n(bˆLogisqt − bqt) where B̂LogisS =
ŴLogisS L̂ from 10,000 simulations with n =10,000, Q = 2 with exponential and logistic
densities, T = 4, and the true B is fixed at a randomly generated matrix.
Wei (2015) develop similar asymptotics for estimators using the theory of M-estimation
without requiring affine equivariance; however, his approach does not readily extend to
LNGCA and LCA. In particular, the identifiability issues created by the Gaussian compo-
nents precludes the direct application to LNGCA. For T = Q,
∑Q
q′=1 bq′b
>
q′ = Σ
−1, and
Corollary 2 is equivalent to Theorem 8 in Wei (2015) for the special case specified by our
Assumption 5(i).
We validated the asymptotic approximation of the distribution of the Logis-LCA esti-
mator on a finite sample through simulations. Here we present the results from a single
random choice of M with 10,000 simulations, n = 10,000, Q = 2, and T = 4 in which the
true densities were exponential and logistic. In Figure S.1, we can see that the histograms
are in general agreement with the theoretical results.
24
C Additional Background
C.1 Projection Pursuit, D-FastICA, and Non-Gaussian Compo-
nent Analysis
Projection pursuit is an exploratory method for finding low-dimensional representations of
multivariate data that reveal interesting patterns and structure (Huber, 1985). Let {xst, i},
i = 1, . . . , n be the standardized data sample with xi ∈ RT ,
∑n
i=1 xst, i = 0, where 0 is the
vector of T zeros, and 1
n
∑n
i=1 x
2
st, i = 1, where 1 is a length T vector of ones. Let Q be the
number of projection pursuit directions that are estimated. In FastICA in deflation mode
(D-FastICA), the projection pursuit index is equivalent to an approximation of negentropy
(Hyvarinen, 1999):
wq = argmax
w∈RT
{
1
n
n∑
i=1
R(w>xst, i)−
∫
R(n)φ(n) dn
}2
, (S.29)
where w is orthogonal to ŵ1, . . . , ŵq−1 and ||w|| = 1 with || · || denoting the L2-norm, R
is a non-linear function (in likelihood-based ICA, R = log f(x)), and φ(n) is the standard
normal density. A common choice for R is log cosh(x), which is used to estimate projection
pursuit directions in our simulations.
NGCA uses multiple projection pursuit indices (Blanchard et al., 2006) or radial basis
functions (Kawanabe et al., 2007) to find a non-Gaussian subspace that is assumed to contain
the interesting features of the data. NGCA can be formulated using a semiparametric
likelihood,
fX(x) = h
∗(BSx)φ0,Σ(x) (S.30)
where φ0,Σ is multivariate normal with mean 0 and covariance Σ; BS is a Q× T matrix; and
h∗(·) is a function that captures departures from Gaussianity under the constraint that fX(x)
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is a density. NGCA does not assume linear mixing of independent factors, and consequently
the factors are not identifiable. Thus we do not consider it in our simulations.
The density in the Spline-LCA model can be considered an extension of (S.30) with the
additional assumption of independence.
Proposition 6. Let X be a random variable from the LCA model where the LCs have tilted
Gaussian densities. Then the density of X is
fX(x) = φ0,Σ(x)
Q∏
q=1
egq(w
>
q Lx)
where φ0,Σ is the mean zero multivariate distribution with covariance Σ = L
−2.
Proof. Using the tilted Gaussian density, we have
fX(x) = det L
Q∏
q=1
egq(w
>
q Lx)φ(w>q Lx)
T−Q∏
k=1
φ(w>Q+kLx)
=
{
Q∏
q=1
egq(w
>
q Lx)
}
(2pi)−T/2 (det L) exp
{
−1
2
T∑
k=1
x>Lwkw>k Lx
}
= (det Σ)−1/2(2pi)−T/2 exp
{
−1
2
x>Σ−1x
} Q∏
q=1
egq(w
>
q Lx).
Writing the likelihood in this way, one notes that we are using the Gaussian density
to model the covariance between components and we are using the tilt functions to model
deviations from the Gaussian model.
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C.2 Noisy ICA and IFA
In the noisy ICA model, Q ICs are mixed and then corrupted by rank-T Gaussian noise,
where Q ≤ T (Hyva¨rinen et al., 2001),
X = MSS + E (S.31)
with X ∈ RT , MS is T ×Q with Q ≤ T , E is mean-zero multivariate normal with covariance
matrix Ψ, and E is independent of S.
Assume that Ψ = σ2I. Let d1, . . . , dQ denote the eigenvalues from the covariance matrix
of MSS and let d1 , . . . , dT denote the eigenvalues from the decomposition of E. Under the
assumption of isotropic noise, we have di = σ
2 for all i, j = 1, . . . , T . Then the eigenvalue
decomposition can be written as
Cov X = U diag(d1 + σ
2, . . . , dQ + σ
2, σ2, . . . , σ2) U>. (S.32)
Let Xdata be the n×T data matrix. In PCA+ICA, noise-free ICA is applied to the first Q left
singular vectors of Xdata multiplied by
√
n, which is equivalent to the first Q standardized
principal components.
In IFA, (S.31) is estimated under the assumption that the densities of the ICs are Gaussian
mixtures (Attias, 1999). In its original formulation, Ψ was an arbitrary positive definite
matrix, the IC densities had Kq classes, and the variance of each IC was standardized to
unity after each iteration. In our presentation and estimation, we assume that the covariance
of the noise is σ2I and IC densities are mixtures of two Gaussians, which has been assumed
elsewhere (e.g., Guo and Tang 2013; Beckmann and Smith 2004), and enforce the constraint
that the IC densities are mean zero with unit variance. Let piq1 be the probability that
an observation of the qth IC comes from the first class, where the first class has a normal
distribution with mean µq1 and variance ρq1. Then the probability, mean, and variance for
27
the second class are piq2 = 1−piq1, µq2 = −piq1µq1piq2 , and ρq2 =
1−piq1ρq1−piq1µ2q1
piq2
−µ2q2, respectively.
Then the joint density of X can be written
fX(x |MS) =
T∏
t=1
∫
φ0,σ2
(
xt −m>t s
)
fS(s) ds, (S.33)
where φ0,σ2 is a normal density with mean zero and variance σ
2 and
fS(s) =
Q∏
q=1
{
piq1φµq1,ρq1(sq) + piq2φµq2,ρq2(sq)
}
.
Analytic integration across s is possible. Let kq equal one if sq is in the first class and zero
otherwise. Let K be the set of all possible states for the Q components composed from the
Cartesian product Q-times of the singletons {{0}, {1}}. Let kj = {k1, . . . , kQ} denote an
element of K, where j ∈ {1, . . . , 2Q}. Let µ(kj) and ρ(kj) denote the conditional means of
s given the states kj. Now define
Σ(kj) = MS diag{ρ(kj)}M>S + σ2I
and
µ∗(kj) = MSµ(kj).
Then the density is
fX(x |MS) =
∑
kj∈K
Φ{x | µ∗(kj),Σ(kj)}
Q∏
q=1
pi
kq
q1pi
1−kq
q2 (S.34)
with Φ{x | µ∗(kj),Σ(kj)} multivariate normal with mean µ∗(kj) and variance Σ(kj) (see
(16) and (17) in Attias 1999). Then a likelihood can be constructed from (S.34), and given
some M̂S, the ICs can be estimated from their conditional means. Alternatively, maximum
a posteriori estimates of the ICs could be obtained, though we pursue the former here.
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D Using the fixed-point algorithm to fit the LCA model
Here we describe the fixed-point algorithm from Hyvarinen (1999). Our account is equivalent
to Hyvarinen (1999) except we use our novel discrepancy measure (PMSE) and a different
orthogonalization method. Under the constraint that the noise components follow a standard
normal distribution, we can ignore rows Q∗ + 1 : T in Ŵ. Recall rq(x) and r′q(x) are the
first and second derivatives of log fq(x). Algorithm 1 provides details on estimating ŴS.
Algorithm 2: The fastICA algorithm (symmetric fixed point) for LCA.
Inputs : The whitened n× T data matrix Xst; initial W0S; tolerance .
Result: Estimates of the unmixing matrix, ŴS, and latent components, Ŝ = XstŴ
>
S .
1. Let S0 = XstW
0
S
> and let (m) = 0, where (m) denotes the number of update steps.
2. For each row wq, q = 1, . . . , Q, of WS, calculate
w∗q =
1
n
n∑
i=1
{
rq(w
(m)
q
>xst,i)xst,i − r′q(w(m)q >xst,i)w(m)q
}
3. Calculate the thin SVD of W∗S = U
∗ D∗ V∗>.
4. Let W(m+1) = U∗ V∗>.
5. If PMSE(W
(m+1)
S
>,W(m)S
>) < , stop, else increment (m) and repeat (2)-(4).
E Supplemental materials for simulations examining
distributional and noise-rank assumptions
We fit D-FastICA using the ‘deflation’ option in the fastICA R package (Marchini et al.,
2010). However, this popular function does not include an option to use projection pursuit
for dimension reduction. If one specifies some Q < T number of components, PCA is
performed prior to the ICA. Consequently, one must estimate all T directions and then
subset to the first two.
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We fit the IFA model with two-class mixtures of normals by maximizing the log likeli-
hood using a numerical optimizer. This contrasts with methods using approximating EM
algorithms, as described in the introduction. Our implementation is not scalable to large Q
or T (nor is the exact EM algorithm) but suffices for the simulation experiments. For IFA,
one must specify initial values for the unmixing matrix, the variance of the isotropic noise,
and the parameters of the Gaussian mixtures. We had four strategies to find the argmax
as detailed here. In our function, we constrain the latent component distributions to have
zero expectation and unit norm, and as a result, the number of parameters to estimate for
each latent component distribution is three. First, we estimated the parameters of the model
proposed in Beckmann and Smith (2004) (BS-PICA) and used this solution to initialize the
IFA. We then estimated the model from six additional random matrices but with density
parameters initialized from the BS-PICA solution. Secondly, when the IFA model was true,
we initialized it from the true mixing matrix and true density parameters and also from
six additional random matrices with density parameters initialized from their true values.
When the IFA model was not true, we initialized it from the true mixing matrix but with the
density parameters initialized from their BS-PICA estimates and an additional six random
matrices. Thirdly, we initialized the algorithm from seven random matrices but with initial
Gaussian mixture densities defined by the parameters (0.7, 0.7, −0.5, −0.5, 0.5, 0.5) (super-
Gaussian distribution) for pi11, pi21, µ11, µ21, ρ11, ρ21 and σ
2 = 1. Finally, we initialized the
algorithm from seven random matrices but with initial Gaussian mixture densities defined
by the parameters (0.3, 0.3, −1, −1, 0.5, 0.5) (sub-Gaussian distribution) with σ2 = 1.
The matrices MS and MN were generated by first simulating a 5×5 matrix with standard
normal entries, taking the singular value decomposition (SVD), then creating a diagonal
matrix with five singular values from a uniform(1,10) distribution, followed by multiplying
the left singular vectors from the SVD, the diagonal matrix, and the right singular vectors,
which created [MS,MN]. For the noisy ICA model, we generated a random mixing matrix
in the same manner, then retained the first two columns.
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Figure S.2: Network recovery from the noisy-ICA scenario with Q = 3 for Q∗ = 2, 3, or 4.
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To generate semi-orthogonal random matrices to initiate the fixed point algorithm, ma-
trices were generated by taking the left eigenvectors from the SVD of a 2 × 5 matrix with
entries simulated from a standard normal. We generated random matrices constrained to
the principal subspace in the following manner. Let Û>1:Q denote the first Q rows from Û
> in
the decomposition Σ̂ = ÛΛˆÛ>. Then constraining the initial matrix, W0S, to the principal
subspace is equivalent to W0S = OÛ
>
1:Q where O is a random Q×Q orthogonal matrix.
31
Figure S.3: Boxplots of PRMSE for estimated columns of S from simulations of spatial
sources with temporal dependence and Q = 3 with Q∗ = 2, 3, or 4. ‘DF’ = D-FastICA; ‘PI’
= PCA+Infomax; ‘LL’= Logis-LCA; ‘PP’ = PCA+ProDenICA; ‘SL’ = Spline-LCA.
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F Supplemental figures for the spatio-temporal sources
The permutation-invariant root mean squared errors for the components estimated from the
spatio-temporal source simulations are much lower for Logis-LCA and Spline-LCA when the
noise rank is T − Q (Figure S.3). When the noise is rank-T , Logis-LCA performs best.
Spline-LCA is excellent at finding two of the three components, but appears to sometimes
find spurious components that were produced from the correlated noise when three or four
components are estimated.
G Supplemental materials for Section: Data Visual-
ization and Dimension Reduction
Silva et al. (2013) generated covariates from photographs of leaf samples from thirty species
(Figure S.4). Many of these covariates are highly correlated (Figure S.5).
Logis-LCA and Spline-LCA reveal features in the data (Figures S.6, S.7), while PCA+Infomax
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Figure S.4: Species 1-15 and 22-36 are included in the leaf dataset. Species 8 corresponds
to Neurium oleander (blue dots in Figure 4 and Supplemental Figures 4 and 5); species 31
and 34 correspond to Podocarpus sp. and Pseudosasa japonica (green dots in Figure 3 and
Supplemental Figures S.6 and S.7). Figure from Silva et al. (2013).
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Figure S.5: Correlation matrix of the variables in the leaf dataset: a) eccentricity, b) aspect
ratio, c) elongation, d) solidity, e) stochastic convexity, f) isoperimetric factor, g) maximal
indentation depth, h) lobedness, i) average intensity, j) average contrast, k) smoothness, l)
third moment, m) uniformity, and n) entropy.
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value
and PCA+ProDenICA simply rotate the principal components. Additionally, when five com-
ponents are estimated using the LCA methods, the first two components are nearly equivalent
to the components obtained from Q∗ = 2. This is not the case with the PCA+ICA methods.
Thus, the components in LCA appear less sensitive to the number of estimated components
than the components from PCA+ICA methods.
H Supplemental materials for Section: Application to
fMRI
We analyzed task data from the theory of mind experiment in the HCP dataset. Theory
of mind (ToM) refers to the ability of humans to infer the mental states of others. The
experiment involved a mentalizing task in which shapes interacted in a goal-directed manner
(e.g., a big triangle leading a little triangle out of a box) or according to some complex
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Figure S.6: Components in the leaf data from PCA+Infomax and Logis-LCA when two
components were estimated and when five components were estimated (when five components
were estimated, the two components with the highest marginal likelihood are plotted). The
green dots correspond to Podocarpus sp. and Pseudosasa japonica; the blue dots correspond
to Neurium oleander ; the red dots correspond to all other species.
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Figure S.7: Components in the leaf data from PCA-ProDenICA and Spline-LCA when two
components were estimated and when five components were estimated (when five components
were estimated, the two components with the highest marginal likelihood are plotted). The
green dots correspond to Podocarpus sp. and Pseudosasa japonica; the blue dots correspond
to Neurium oleander ; the red dots correspond to all other species. The plots in the first row
also appear in Figure 3 of the main manuscript.
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intentionality (e.g., a shape scaring another shape), and in which the random task involved
shapes moving in random directions; for details see Barch et al. (2013).
The application of ICA to fMRI usually assumes that voxels are iid (an exception for
temporal ICA is Lee et al. 2011). This assumption is often not made explicitly because ICA
is usually derived from the perspective of maximizing non-Gaussianity. Since the objective
function maximizing non-Gaussianity can also be derived from ML theory where the non-
linear function is equivalent to the log likelihood (e.g., Hyva¨rinen and Oja 2000), summation
of the non-linear function over voxels (e.g., Equation 12 in Beckmann and Smith 2004) is
mathematically equivalent to assuming the voxels are independent. Despite the violation of
model assumptions, ICA recovers simulated brain networks and their loadings (Beckmann
and Smith, 2004) and has proven useful in constructing models of functional connectivity
that are consistent across subjects and image acquisition centers (Biswal et al., 2010).
We analyzed the following subjects from the HCP 900-subject release dataset: 100206,
100307, 100408, 100610, 101006, 101107, 101309, 101410, 101915, 102008, and 103414.
Whole-brain data were acquired from two sessions with 274 volumes (i.e., brain images)
each using gradient-echo EPI with multiband acceleration factor equal to eight and 2 x 2 x 2
mm voxels (repetition time (TR) = 720 ms; echo time (TE) = 33.1 ms; flip angle=52◦; field
of view = 208 x 180 mm (readout x phase-encoding); acquisition matrix = 104 x 90; slice
thickness = 2.0 mm) in which the sessions differed in phase-encoding direction (right-left
versus left-right). Only the first session was used in our analyses (the session with right-left
phase encoding). Inspection revealed that the first two TRs contained BOLD signals that
were higher than other time points. Consequently, we removed the first two TRs resulting
in 272 time points for each voxel. After vectorization, the voxels were standardized across
time to have mean zero and unit variance.
We initiated the algorithm from fifty-six matrices: from the first thirty columns of the
FOBI (fourth-order blind identification) estimate of all components (an analytic solution
that is fast to compute); twenty-seven semi-orthogonal matrices randomly generated in the
37
principal subspace; and twenty-eight random semi-orthogonal matrices. We selected the es-
timate corresponding to the largest log likelihood as our estimate of the true argmax. The
best estimate corresponded to one of the random matrices from the principal subspace for
all subjects. Depending on initialization, the algorithm took between ten minutes and 3.75
hours on a 2666 MHz processor, where 3.75 hours represented initializations that reached
the maximum number of iterations, which we conservatively chose to be equal to 300. We
also completed an analogous PCA+ProDenICA with thirty components using the R pack-
age ProDenICA (Hastie and Tibshirani, 2010), where one initialization was from the FOBI
solution from the PCA-reduced dataset and fifty-five initializations were from random or-
thogonal matrices. In PCA+ProDenICA, the best initialization was always from one of the
fifty-five random orthogonal matrices. These results suggest that the FOBI solution was not
“close enough” to the semiparametric solution to aid detection of the maximum in either
Spline-LCA or PCA+ProDenICA.
The presence of local maxima in LCA can increase computational expenses, and more
initializations are required for larger values of T . Since the set of orthogonal matrices is
non-convex, local optima are also a problem in PCA+ICA (e.g., Risk et al. 2014). For
fMRI data, fifty initializations appeared to be adequate when estimating thirty components
with nearly three hundred time points (Figure S.8). In general, we found that Logis-LCA
was less sensitive to initialization than Spline-LCA (results not shown). However, we favor
Spline-LCA because it can more accurately model source densities.
For subject 103414, we examined the effect of initialization in detail. Following Risk
et al. (2014), we assessed the reliability of individual components by matching components
from all other initializations to the components corresponding to the argmax using the mod-
ified Hungarian algorithm. We then created dissimilarity matrices for each component based
on the MSE and visualized basins of attraction using multidimensional scaling. Generally,
there were at least two basins of attraction corresponding to initializations from the prin-
cipal subspace and initializations from the entire column space (Supplemental Figure S.8).
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Figure S.8: Multidimensional scaling of ||Ŝ(k)j − Ŝ(`)j ||F for components j = 1, . . . , 30 and
initializations k 6= ` ∈ {1, . . . , 56}. The coordinates corresponding to the initialization
with the highest likelihood are depicted by solid red triangles. In all instances, the red
triangle appears in a cluster of other triangles, indicating agreement between a subset of
initializations.
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Components one, two, and nine were relatively robust to initialization and contained only
one (main) basin of attraction.
We examined the correlation between the loadings (columns of M̂S) and the mentalizing
and random tasks. The mentalizing and random task covariates were generated by convolving
each task’s onsets and durations with the canonical HRF in SPM8 (Ashburner et al., 2004).
In all subjects, the first component, i.e., the one with the highest likelihood, was highly
correlated with the mentalizing and random tasks (e.g., Figure S.9). The most positive values
of this component are located in the gray matter, which indicates brain activity. Areas of
Brodmann Area 19 in the visual cortex appear activated. This is an area associated with
shape recognition and attention, and thus it makes sense that the movies based on moving
shapes engaged this area. The same component was found using PCA+ProDenICA. For all
subjects, the correlation of the matched PCA+ProDenICA component with the first Spline-
LCA component was at least 0.98. Note however that this component does not distinguish
between the mentalizing and random tasks. Moreover, the temporal parietal junction (TPJ)
is an area often found in ToM studies (Castelli et al., 2000) (the crosshairs in Figure S.9
are located near the TPJ) but is not activated in this component, suggesting there exists
additional signal in other components.
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Figure S.9: Selected components estimated from the HCP ToM data using Spline-LCA. The
first row depicts a task-activated component that was highly correlated with the mentalizing
(green) and random (blue) tasks (MNI coordinates: -50,-56,18); a similar component was
found using PCA+ProDenICA (not depicted). The second row appears to be an artifact not
found by PCA+ProDenICA (MNI: 0,-50,0).
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Voxels were highly activated in the brainstem and the component’s time course was
correlated with three of the motion parameters from the rigid-body alignment (r = 0.32,
0.32, and 0.42 for the x-transformation, x-rotation, and z-rotation parameters, respectively).
This may be related to a gradual relaxation of the neck or spine over the course of the
subject’s session. Additionally, there was a positive correlation with time (r = 0.44), which
could also be related to scanner drift.
LCA also identified a type of artifact that did not seem to be found in PCA+ProDenICA.
Some components had alternating bands of positive and negative values, in particular in axial
slices through orbitofrontal regions (Figure S.10). The patterns of activation ignored gray
and white matter tissue boundaries, which is evidence of an artifact. This type of pattern is
described as an “MRI acquisition/reconstruction related artifact” in Salimi-Khorshidi et al.
41
(2014).
Figure S.10: Artifact (component 14) identified using Spline-LCA (top) and the matched
component from PCA+ProDenICA (bottom; correlation = 0.08) in subject 100307. Thresh-
olded at |sv,14| > 1.75.
Removing artifacts from fMRI detected using PCA+ICA is a popular tool that can
increase detection in subsequent mixed-modeling of voxel activation (Pruim et al., 2015).
Our results suggests that LCA may improve artifact detection.
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