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Today, surfaces and interfaces play a more important role than ever in science and
technology. When a solid comes in contact with a gas, vacuum, another solid, or
a liquid the contact volume or interface will behave - sometimes vastly - different
from the bulk, i.e. the physical and chemical properties are generally not the same
at the interface. For example, atoms at a surface have fewer direct neighbors and
they will rearrange or reconstruct at the interface to accommodate for this break
in symmetry. Miniaturization of devices and structures, like e.g. circuits in central
processing units, down to the nano- or even atomic-scale implies that these de-
vices and structures are becoming more and more surface-like in dimension and
therefore also adopt surface properties rather than behave like the bulk material.
For example a macroscopic piece of gold is known to be a shiny, yellow - well gold-
colored - metal. Yet, very small gold clusters or particles of about 10 nm are no
longer yellow but appear red since the optical dispersion and therefore the surface
plasmon wave vector is size-dependent.
Surfaces are commonly probed with photons, like in surface x-ray diffraction
(SXRD), x-ray reflectivity (XRR), and photo emission spectroscopy (PES), with ions,
like in medium energy ion scattering (MEIS), with electrons, like in low energy
electron microscopy (LEEM), low energy electron diffraction (LEED), and scanning
electron microscopy (SEM), and with physical probes in scanning microscopy like
e.g. scanning tunneling microscopy (STM) and atomic force microscopy (AFM) to




FIGURE 1.1: Inelastic electron mean free path in a solid as a function of kinetic energy according to [1].
structure and elemental composition of surfaces that is even depth-resolved e.g.
in the case of MEIS. Each technique has its own advantages but also its limitations.
That is why it is the rule rather than the exception that questions in surface sci-
ence are answered indisputably only by use of a combination of surface sensitive
techniques.
1.2 LOW ENERGY ELECTRONS AS SURFACE PROBES
Electrons can be used to probe surfaces as mentioned above. It turns out that
electrons with low kinetic energies are particularly useful to study the physics of
surfaces. Electrons with energies of a few electronvolts, up to around 1000 eV are
considered low energy electrons (LEEs) compared to high energy electrons with
energies of a few hundred kilo electronvolts as used e.g. in Transmission Electron
Microscopy (TEM).
Most importantly, LEEs are surface-sensitive since their inelastic mean free
path, that is their penetration depth, is only a few atomic layers (see Fig. 1.1). In
other words, the strong attenuation due to inelastic scattering limits interaction of
LEEs with a solid sample to a shallow region near the surface. The inelastic mean
free path varies only little with electron density which is why Fig. 1.1 is also referred
to as the ’universal curve’ (see e.g [1], [2]).
Furthermore, LEEs have electron wavelengths in the order of a few Ångstrom,
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i.e. in the range of interatomic spacing in crystalline solids. That means they are
highly suited as probes in diffraction experiments such as Low Energy Electron
Diffraction (LEED).
1.3 LOW ENERGY ELECTRON MICROSCOPY
In Low Energy Electron Microscopy (LEEM) surfaces are imaged with low energy,
elastically backscattered electrons. Surfaces can be imaged in-situ over a broad
temperature range of about 300−1700 K with gas pressures up to about 10−5 mbar.
LEEM forms an image of the entire field-of-view at once, unlike a scanning tech-
nique. This allows one to follow dynamic processes in real-time. Its main strength
is the multitude of unique contrast mechanisms that facilitate a thorough study of
static and dynamic surface properties and processes like e.g. growth phenomena,
diffusion and segregation, phase transitions, surface structure, and morphology.
LEEM can routinely resolve details with a lateral resolution of about 5 nm. When
aberration-correction is employed the spatial resolution improves to below 2 nm
[3]. However, atomic resolution can be achieved in the direction normal to the sur-
face due to electron interference and e.g. atomic steps on surfaces can be resolved.
The fundamental principle of how a LEEM operates is best explained by fol-
lowing the electrons step by step from the source to the detector. Figure 1.2 shows
a schematic drawing of a typical LEEM instrument. Two key components that de-
fine LEEM and set it apart from conventional electron microscopes are the cathode
objective lens and the magnetic beam separator. The magnetic beam separator is
necessary to separate incoming, illuminating electrons from the back-reflected or
emitted electrons used to form an image. The illumination optics is similar to what
is commonly used in Transmission Electron Microscopes and so is the projector
optics. Starting at the top, electrons leave the gun and enter the microscope with
an energy of about 15 keV. Then, they are focused by gun and condenser lenses
before they are deflected toward the sample by the magnetic beam separator as
indicated by the yellow path in Fig. 1.2. After passing a transfer lens and the objec-
tive lens the electrons arrive with an energy of a few eV at the sample. The optical
performance of a well-designed LEEM is determined by its cathode objective lens
(see section 1.7 for a detailed discussion of the cathode objective lens). The sam-
ple is part of that objective lens, it forms the cathode. The sample is biased with
a negative high-voltage similar to the electron gun potential - typically about −15
kV. The strong electric field (≈ 10 kV/mm) between the sample and the anode of
the objective lens decelerates the illuminating electrons before they interact with
the sample. The electron energy at the sample, E0, is determined by the difference
of gun potential and sample bias and can be tuned during the experiment in the
range of about E0 = 0−100 eV by simply changing sample bias. After interaction
{{1
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FIGURE 1.2: Diagram of a standard LEEM instrument. The electron gun at the top creates electrons
with an energy of 15 keV. The illuminating electrons leaving the gun follow the yellow ray path towards
the sample. The sample is biased with a negative voltage of about −15 kV. A strong electric field of
about 10 kV/mm exists between the sample and the objective lens at ground potential. The difference
between sample bias and gun potential determines the electron energy at the sample. Emitted and
back-reflected electrons coming from the sample follow the green ray path towards the detector at the
bottom.
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FIGURE 1.3: Ray diagram of a lens indicating object plane, diffraction plane, and image plane (a). A
contrast aperture can be inserted in the backfocal plane to select rays close to the optical axis (b).
with the sample the back-reflected electrons will be accelerated back to gun po-
tential by the same electric field. In the backfocal plane of the objective lens, that
is the plane where initially (at the sample) parallel electron rays intersect, a diffrac-
tion pattern is formed (see Fig. 1.3). Further along, a real space image is formed in
the image plane. Now, the electrons travel again through the beam separator and
are deflected by 90◦ downwards into the projector lens system (green path in Fig.
1.2). The projector lenses are used to set magnification of the final image at the
detector. A more detailed description is presented e.g. by Tromp et al. [3, 4].
With electron energies in the range of about E0 = 0− 100 eV the correspond-
ing electron wavelength is in the order of a few Ångstrom (λ ≈p150/E [eV] Å), i.e.
approximately the same magnitude as the lattice constants of crystalline semicon-
ductor materials and metals. Therefore, the backscattered electrons in a LEEM will
be diffracted by the sample if it is crystalline. Then, a low energy electron diffrac-
tion (LEED) pattern will be formed in the backfocal plane of the objective lens. The
LEED pattern or in general the angular distribution of the electrons in the backfo-
cal plane can then be observed and recorded in a LEEM by switching on an addi-
tional lens located in the projector column. Fast switching between imaging mode
and LEED mode is therefore possible. The image in LEEM is then formed by using
a selected LEED spot. A contrast aperture inserted in the backfocal plane (or any
other diffraction plane after that) allows one to select a specific diffraction spot.
The imaging mode where the central (0,0) spot is selected to form the image is re-
ferred to as bright-field imaging. Using any other LEED spot except for the (0,0)
spot for imaging is called dark-field imaging. An example for dark-field imaging in
LEEM is the imaging of the (2×1)-superstructure on Si(001) (see Section 1.5).
1.4 PHOTO ELECTRON EMISSION MICROSCOPY
In photo electron emission microscopy (PEEM) a sample is illuminated with a suit-
able light source like e.g. a Hg discharge lamp to create photo electrons. These
{{1
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photo electrons are then used to form an image. Clearly, the photons will not only
be absorbed at the surface but will also penetrate into the bulk of the sample. Yet,
only photo electrons in the near surface region have enough energy to leave the
sample. Therefore, PEEM is a surface sensitive technique just like LEEM.
Again, like in LEEM (see Fig. 1.2) the central part of a PEEM is a cathode ob-
jective lens where the sample acts as the cathode. However, no electron gun is re-
quired. Therefore, the detector and projector optics can be placed directly in line
with the objective lens without the need of a beam separator. A LEEM can easily be
used as a PEEM by adding an appropriate light source. Virtually all LEEM systems
make use of the PEEM mode to simplify initial set up of the microscope. The way
this works is that in PEEM the electron optics from the sample through the beam
splitter to the detector is aligned first without having to worry about the electron
optical elements used for the illuminating electrons. Then, in a second step the
electron source is switched on and the illuminating electron optics is set up know-
ing that the projector optics is already properly adjusted (detailed descriptions of
rational alignment procedures for LEEM and PEEM are given in Ref. [4]).
In PEEM different contrast mechanisms are possible also depending on the
type of the photon source used in the experiment. A commonly used laboratory
light source is the Hg discharge lamp with the maximum intensity at a photon en-
ergy of about hν≈ 5 eV. The image intensity recorded in PEEM reflects the photo-
electron distribution emitted by the imaged sample surface. Local variations in the
workfunction give rise to local differences in electron emission and can therefore
be detected as intensity contrast in PEEM. With a typical workfunction of about 4
eV the emitted and imaged electrons have a rather broad energy spread of about
1 eV. The photo electrons are incoherent in time and space and it is therefore not
possible to image surface steps using electron interference like in LEEM. Surface
steps might still be visible due to topography contrast.
Another way to excite photo electrons is to use x-rays generated by synchrotrons.
Soft x-rays, i.e. photons with energies in the range of about 100 eV to 1 keV are
used for element-selective imaging and to create chemical contrast making use
of absorption edges in the vicinity of the core electron’s binding energies. With
synchrotron light it is also possible to perform local spectroscopy or spectromi-
croscopy by scanning the photon energy and collecting images at each photon
energy. A similar experiment is possible in a laboratory setting if the PEEM in-
strument is equipped with an energy filter [5]. Together with a He I/II radiation
source and an energy filter we cannot only perform spectromicroscopy, i.e. energy-
filtered real space imaging, but it is also possible to obtain spatially resolved elec-
tronic band structure information, that is microspectroscopy. Polarized x-ray light
is used to image magnetic structures by making use of the so-called x-ray mag-
netic circular dichroism spectromicroscopy. This technique allows one to obtain
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quantitative information about spins and orbital magnetic moments of a sample
by considering the difference in contrast due to the use of left circularly polarized
light and right circularly polarized light (see e.g. [6]).
In general, the electron energy spread in PEEM is relatively large compared
to LEEM and imaging is therefore dominated by chromatic aberrations. This, to-
gether with large emission angles limits spatial resolution to values usually worse
than the one obtained with LEEM. In chapter 3, I will discuss quantitatively image
contrast and resolution of PEEM with different photon sources.
1.5 LEEM EXPERIMENTS: TWO EXAMPLES
LEEM is a very powerful non-destructive technique to study surfaces in real-space
and real-time with field of views ranging from 0.5 up to 50µm. The sample temper-
ature can be varied over a broad range from room temperature up to about 1700 K.
In addition, gases can be introduced into the sample chamber with pressures up
to 10−5 mbar while imaging. A LEEM instrument provides a multitude of contrast
mechanisms and imaging modes to study surface processes and phase transitions.
In the following two examples are discussed to illustrate the versatile capabilities
of LEEM in practice.
1.5.1 GRAPHENE ON SIC(0001)
It has been shown that silicon carbide crystals can be used to grow high quality
graphene, i.e. a single layer of graphite [7]. For this, the SiC substrate is heated
to about 1700 K causing Si atoms from the surface to evaporate. The remaining
carbon atoms form well defined graphene layers on top of the substrate. During
heating, Si atoms evaporate and the Si-terminated SiC(0001) surface undergoes
several surface phase transitions [8]. For example by increasing the temperature
the Si-rich (3×3) phase goes via the intermediate (1×1) phase and the (p3×p3)
- R30◦ phase into a carbon rich (6
p
3×6p3) reconstruction. Further Si depletion
results in formation of graphene on the SiC(0001) substrate. These phase transi-
tions can be followed in real-time with LEEM, both in bright-field imaging mode
and with LEED. An example of a LEED pattern of the (
p
3×p3) - R30◦ phase on
SiC(0001) taken with LEEM is shown in Fig. 1.4a (the unit cell is indicated by the
yellow dotted lines). The bright spot in the center is the (0,0) beam. The intensity
cloud visible on the lower left is due to inelastic electrons that are subject to dis-
persion in the magnetic beam separator. The evolution of the (
p
3×p3) phase with
temperature will be discussed in detail in chapter 6.
In LEEM it is possible to follow the growth of graphene on SiC and characterize
the graphitic adlayers. Hibino et al. [9] showed that the number of graphene layers
can be determined for each location on the sample with LEEM by taking images
{{1
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FIGURE 1.4: (a) LEED pattern of the (
p
3×p3) surface reconstruction of 6H-SiC(0001) recorded with
a LEEM. The (
p
3×p3) unit cell is indicated in yellow. (b) LEEM image of a 6H-SiC(0001) sample cov-
ered with a few monolayers of graphene. The bright areas correspond to one monolayer, and the dark
areas to two monolayers of graphene. (c) A E −kx -slice of the band structure of the graphene covered
SiC(0001) sample shown in (b).
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FIGURE 1.5: LEED pattern of the Si(001)-(2× 1) surface (top center) and dark-field images taken by
using the indicated 1/2-order LEED spots.
while scanning the electron energy in the range between 0−7 eV. The number of
intensity minima appearing as a function of energy is due to interference effects
(see chapter 2) and corresponds to the number of graphene monolayers. Figure
1.4b shows a LEEM image of graphene grown on SiC(0001) where the bright and
dark areas correspond to one monolayer and two monolayer of graphene, respec-
tively. Furthermore, when a LEEM is equipped with an energy filter it is possible
to obtain full electronic bandstructure information of the surface area by spec-
troscopy [5]. An example of a E −kx -slice of the full E −kx −ky dispersion data of
graphene on SiC(0001) is shown in Fig. 1.4c taken with a laboratory based He II
(40.8 eV) discharge lamp. The σ-band is clearly visible and so is the onset of the
π-band [5].
1.5.2 SI(001)
The surface of Si(001) is widely studied due to its significance in semiconductor
industry. The clean Si(001) surface shows a (2×1) surface reconstruction, i.e. the
simple cubic lattice of the (001) face is covered with a superstructure that has in
one direction the same periodicity as the underlying (1×1) structure, but twice the
periodicity in the other perpendicular direction. Two types of domains are possible
which are rotated with respect to each other by 90◦, i.e. (2×1)-domains and (1×2)-
domains. The presence of the (2× 1) and the (1× 2) superstructures give rise to
extra spots in the corresponding LEED pattern located halfway between the integer
spots due to the (1×1) structure. Figure 1.5 shows a LEED pattern (top center) of a
{{1
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Si(001) surface. The central (0,0) spot is surrounded by four 1/2-order spots. Each
pair of opposing 1/2-order spots is due to one type of the (2×1) superstructure. In
dark-field imaging in LEEM we can choose either one of these diffraction spots to
form an image. This allows one to identify which areas on the sample give rise to
which 1/2-order LEED spot. In other words, we can distinguish between sample
areas covered with (2× 1)-domains and (1× 2)-domains as shown in the left and
right panel of Fig. 1.5.
1.6 LENS ABERRATIONS
Here we will briefly introduce the concept of aberrations and discuss their impli-
cations on image formation. Optical imaging systems can be well described in the
frame work of Gaussian optics. This approach makes use of the paraxial approx-
imation to describe the properties of an optical system to first order. The parax-
ial or small-angle approximation assumes that all (light) rays under consideration
only make small angles with the optical axis of the optical system. If larger angles
between rays and the optical axis occur we have to consider higher-order approx-
imations leading to deviations from the predictions of Gaussian optics. Further-
more, the properties of the optical system may be wavelength dependent. All such
deviations from the ideal Gaussian optics or more general from the first order ap-
proximation are known as aberrations. In general, lens aberrations are divided in
two types, geometric aberrations like e.g. defocus and spherical aberrations and
chromatic aberrations.
The analogy between the behavior of light rays in an optical medium and the
trajectories of charged particles in electromagnetic and electrostatic fields allows
one to apply light optical concepts and laws to electron optical elements that use
electromagnetic and electrostatic fields to focus, deflect, and manipulate elec-
trons. The application of light optical concepts to electron optical elements re-
quires - strictly speaking - a phenomenological translation based on the Hamil-
tonian analogy introduced by William Rowan Hamilton (for a more elaborate de-
scription of this topic see Ref. [10]). Therefore, the above description of aberrations
in light optics also applies to electron optics.
The geometric aberrations like e.g. defocus, third order spherical aberrations,
and fifth order spherical aberrations are independent of the energy spread. The
lateral displacement of a ray with angle α due to geometric aberrations is given by
δ1 =C1α (defocus), δ3 =C3α3 (3rd order spherical aberration), δ5 =C5α5 (5th order
spherical aberration). Aberrations that depend on the energy spread are called
chromatic aberrations. The lowest rank chromatic aberration can be expressed as
follows δC = CCεα where CC is the lowest rank chromatic aberration coefficient
and ε the normalized electron energy spread ∆E0E .
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FIGURE 1.6: A simple ray optical picture of the effect of (a) spherical and (b) chromatic aberrations. (a)
Rays that have a larger angle (blue) with the optical axis are refracted stronger by the lens’s fields and
are therefore focused stronger than paraxial rays (red). (b) Electrons with higher energy (green) are less
affected by the lens’s fields and therefore form an in-focus image further away from the object.
In the following we will discuss geometric and chromatic aberrations in a sim-
ple ray optical picture to provide a basic description of their impact on image for-
mation. A detailed description of these aberrations in a wave-optical picture is
given in chapter 3.
Geometric aberrations cause deviations from the ideal Gaussian optics even if
we were to use a perfectly monochromatic electron beam as a source. Electron
rays that have a small-angle α with respect to the optical axis, i.e. paraxial rays, if
subjected to the focusing fields of a lens are brought to form a focused image in
the Gaussian image plane of that lens (see red rays in Fig. 1.6a). Rays coming in
under an angle β > α, i.e. rays that do not fulfill the conditions for a first order
approximation, are refracted too strongly and will be focused at a plane closer to
the object (see blue rays in Fig. 1.6a). They will intersect the Gaussian image plane
at a distance δ3 = C3β3 away from the optical axis. This is true if the dominant
spherical aberrations are of third order in angle which is the case for a typical non-
aberration-corrected LEEM. Then, a point in the object will show up as a circle in
the image causing image blur. Spherical aberrations therefore reduce the ultimate
achievable resolution of the imaging system. Minimization of the geometric aber-
rations is possible by employing aberration-correctors (see below). In addition to
spherical aberrations there is an infinite series of other aberrations, such as astig-
matism, coma, etc. which we will not discuss further here.
Chromatic aberrations are caused by a wavelength dependence of the focal
length of a given lens. Let’s consider electrons with an energy E2 and angle α to
be focused at the Gaussian image plane (see red rays in Fig. 1.6b). In practice the
microscopes’s electron source will not be monochromatic and therefore also elec-
trons with an energy E1 > E2 will contribute to the image formation. Such electrons
with a slightly higher energy are less affected by the lens’s action and are thus fo-
cused behind the Gaussian image plane further away from the object. For every
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electron energy present in the source an in-focus image is formed at a different
energy-dependent focal length. Chromatic aberrations, therefore, also give rise
to image blur. Chromatic aberrations cannot only be caused by a polychromatic
source but also by instabilities of the current or the voltage used to create the lens’s
electromagnetic and electrostatic fields. We will see in chapter 3 that the effect of
instabilities in lens current and voltage are negligible compare to the aberrations
due to a source energy spread in a typical LEEM. Like for geometric aberrations,
there is an infinite series of chromatic aberrations. Since we can form a real image
in a practical microscope, we have experimental proof that these infinite series
converge to a finite sum.
1.7 CATHODE OBJECTIVE LENS
The cathode objective lens is one of the crucial elements of a LEEM. Its properties
define and ensure the microscope’s performance and determine the limit spatial
resolution. Figure 1.7a shows a schematic diagram of a cathode objective lens. The
sample on the left hand side is part of the objective lens. It is biased with a high
negative voltage of typically about −15 kV. The sample, i.e. the cathode, sits about
1.5 mm in front of a grounded magnetic lens. Therefore, there is a strong electro-
static field of about 10 kV/mm between sample and the front of the magnetic lens,
i.e. the anode. Electrons leaving the sample are accelerated by this electrostatic
field towards the anode. We will see that the strong electric field is necessary to
ensure small aberrations and therefore guarantee a high spatial resolution of a few
nanometers. Furthermore, electrons are less prone to disturbances by electromag-
netic stray fields at higher electron energy. After the electrons have been acceler-
ated to an energy of about 15 keV they are traveling through the aperture in the
anode towards the magnetic lens. The cathode objective lens can be considered to
be consisting of three image forming elements, i.e. the electrostatic acceleration
field, the aperture in the anode, and the magnetic lens.
The uniform electrostatic field between sample (cathode) and anode decel-
erates incoming electrons and accelerates electrons leaving the sample along a
parabolic trajectory. Figure 1.7b shows a schematic of a uniform electrostatic field
assuming that there is no aperture in the anode to let electrons pass. Therefore,
the electrostatic field is uniform over the entire distance L between sample and
anode. In this case the uniform field forms a virtual image of the sample at a dis-
tance z =−2L to the left of the anode with a magnification 1. This image is subject
to the chromatic and spherical aberrations of the electrostatic field. In practice we
will need to have a small opening in the anode to let electrons pass. This aper-
ture in the anode will cause small distortions of the uniform electrostatic field in
its vicinity diverting the electron trajectories. Davisson and Calbick [11] showed in
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FIGURE 1.7: (a) Schematic drawing of a cathode objective lens where the sample acts as the cathode.
Electrons leaving the sample are accelerated by a strong electrostatic field towards the anode. Then,
they travel through the aperture in the anode towards a magnetic lens which forms a real image of the
sample. (b) Schematic drawing of an uniform electrostatic field lens. Electrons leaving the cathode are
accelerated by the electrostatic field on a parabolic trajectory. The electrostatic field lens forms a virtual
image with magnification 1 at z =−2L to the left of the anode.
{{1
14 1. INTRODUCTION
FIGURE 1.8: Limit resolution δopt (see Eq. 1.11) of the electrostatic field plus aperture lens of the ob-
jective cathode lens as a function of starting electron energy E0 for E = 15 keV and an energy spread
∆E0 = 0.25 eV.




with V the potential of the electrons at the aperture and G2 −G1 the difference
between the potential gradients on each side of the aperture. In the case of the
cathode objective lens (see Fig. 1.7a) the potential gradient on the left hand side
is G1 = VL and the gradient on the right hand side is G2 = 0. Therefore, the focal
length of the aperture in the cathode objective lens is given by f = −4L assuming
that E0 << E . The virtual image of the uniform field at z = −2L is shifted by the
aperture lens to z =−4/3L with a magnification Me = 2/3. Therefore, the magnetic
lens sees a virtual object at z = −4/3L with Me = 2/3. A real image of this virtual
object is formed by the magnetic lens.
The total aberration coefficients of the cathode objective lens are the sum of
the aberration coefficients due to the electrostatic part, CCe and C3e, i.e. uniform
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field lens and aperture lens, and the aberration coefficients due the magnetic lens,
CCm and C3m, and are therefore given by
CC =CCe +CCm (1.2)
C3 =C3e +C3m (1.3)
The total magnification of the cathode objective lens is given by M = MeMm =
2/3Mm, with Me the magnification of the electrostatic part and Mm the magnifica-
tion of the magnetic part of the objective lens.
The resolution of LEEM is determined by the properties of the cathode objec-
tive lens. The critical part of the cathode objective lens is the uniform field lens
and the aperture lens where the electrons have their lowest energy. Therefore, we
will here estimate the resolution limit due to the aberrations of the electrostatic
part of the objective lens. The chromatic and spherical aberration coefficients of














where k = E/E0 and d is the diameter of the aperture. For large values of k
Eq. 1.4 and 1.5 simplify to





The chromatic aberration coefficient CCe and the spherical aberration coeffi-
cient C3e are given relative to the object at magnification 1. They depend on the
electron energy at the sample E0 and the field strength between the sample and
the anode of the objective lens. The aberrations decrease with increasing field
strength, i.e. higher resolution can be achieved at higher field strengths. In prac-
tice, the field strength is limited to about 10 kV/mm.
In practice we are concerned with the aberrations in the image. We will, there-
fore, derive now the aberration coefficients referenced to the image. When an elec-
tron with a start energy E0 is accelerated to an energy E0 +E , the takeoff angle α0










We assume that the image magnification is M = 1. Then, the effects of chro-
matic and spherical aberrations are the same whether referenced to object or im-
age. Using k >> 1, small angle approximation sin(α) ≈ α, and Eq.1.4 and 1.5 we
obtain the aberration coefficients of the electrostatic field on the image side [13]





The resolution of the cathode objective lens depends on the chromatic aberra-
tions and spherical aberrations of the magnetic and the electrostatic part. We may















The first term is due to the diffraction limit of the contrast aperture located in a
backfocal plane. Chromatic aberrations of the uniform field and the aperture lens
give rise to the second term. The third term is due to spherical aberrations of the
uniform field and the aperture lens. We find the optimum aperture αopt and the
limit resolution δopt if we minimize the resolution δ as a function of the aperture


















where c = 0.61λpE . Figure 1.8 shows a plot of the limit resolution (see Eq. 1.11)
as a function of electron energy at the sample E0 for E = 15 keV and ∆E0 = 0.25 eV.
We find that the aberrations of the electrostatic part of the objective lens limit the
resolution to about 3 − 5 nm for all electron energies except for the very lowest
ones. Of course, to obtain the final limit resolution we have to also consider the
aberrations of the magnetic lens of the objective lens. However, the limit resolution
of a standard LEEM cannot be better than about 5 nm due to the aberrations of the
electrostatic field.
1.8 IMAGE FORMATION
When working with microscopes one frequently encounters questions about im-
age contrast and resolution of a given object. In an ideal image forming system
a point object appears as a perfect point in the image without any modification.
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However, LEEM as any other electron microscope is far from being an ideal im-
age forming system. The electron wave front emitted from the sample is modi-
fied during imaging e.g. by defocus, chromatic and spherical aberrations of imag-
ing lenses. In addition, a contrast aperture located in a backfocal plane causes a
diffraction limit by cut-off of diffraction angles larger than the radius of the aper-
ture. In LEEM and PEEM the cathode objective lens causes the largest image mod-
ifications due to its chromatic and spherical aberrations (see above). The other
electron optical elements like beam separator, illumination optics, and projector
optics - given they are well-designed and properly aligned - cause only negligible
image modifications compared to the aberrations of the objective lens. It is clear
that the ultimate resolution will be determined by the electron optics of the micro-
scope.
Image contrast of an object depends on its nature or type. For example phase
objects, i.e. objects that give rise to phase contrast, yield a vastly different contrast
compared to amplitude objects, i.e objects that cause contrast due to a varying
structure factor. Thus, to understand and quantify the relation of object, image
contrast, and resolution the entire image formation has to be modeled or simu-
lated.
Until recently, most of the work in this area focused on resolution estimates in
LEEM and PEEM using mainly the so-called geometric optics approach. In this
model the contribution of diffraction, chromatic aberrations, and spherical aber-
rations are summed up incoherently to find an expression of the microscope’s res-
olution, δ, as a function of the aperture size or emission angle, α. The resolution



































The first term is due to the diffraction limit of the contrast aperture that cuts
off electron rays that have an angle with the optical axis larger than the size of the
aperture. The second term is due to defocus, C1. The third term is due to 3rd order
spherical aberration. And the fifth term is due to 5th order spherical aberration.
Higher order spherical aberrations are not taken into account here. The sixth term
is caused by the lowest rank chromatic aberration, CC, where ∆E0/E is the nor-
malized energy spread of the electron beam. The seventh term is due to 3rd rank
chromatic aberration, CCC and the eighth term is due to 4th rank chromatic aber-
ration, C3C. Higher rank chromatic aberrations are neglected here. I will discuss in
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chapter 3 that this approach insufficiently estimates resolution and more impor-
tantly suggests incorrect values for optimum aperture size.
There are only a few published reports that discuss wave-optical methods to
treat contrast formation and resolution calculation in LEEM. In 1998 Chung and
Altman introduced a wave-optical model of step phase contrast in LEEM [14]. More
recently, in 2009, a wave-optical theory for image formation in LEEM has been in-
troduced by Pang et al. [15]. Using a Fourier optics approach they calculated image
contrast and resolution of one-dimensional pure phase and pure amplitude ob-
jects in non-aberration-corrected LEEM. Another wave-optical treatment of sur-
face step contrast was introduced shortly after by Kennedy et al. [16]. They make
use of a transfer function to calculate contrast and resolution in standard LEEM.
The TEM community, on the other hand, is successfully using a wave-optical
formalism for image formation - essentially equivalent to the Fourier optics ap-
proach - based on the so-called Contrast Transfer Function (CTF) for already more
than 30 years. In TEM use is often made of the special case of the phase CTF that
is valid only for weak phase objects. The general form of the CTF formalism can be
applied in a relatively straightforward way to the case of standard LEEM. The basic
idea is that the modifications introduced by the microscope can be comprised in
a single function, the CTF which is unique for each instrument. The convolution
of the CTF with a given object yields then the image wave function. We obtain the
image intensity by taking the squared modulus of the image wave function. In a
well-aligned LEEM the major contributions causing image modifications are con-
trast aperture, spherical and chromatic aberrations of the objective lens, and de-
focus. Therefore, in the simplest case the CTF consists out of the contributions of
these four aberrations. In aberration-corrected instruments the third order spher-
ical and lowest rank chromatic aberrations are set to zero. For the CTF to correctly
model aberration-corrected instruments, higher order spherical and higher rank
chromatic aberrations that have been neglected so far need to be taken into con-
sideration.
For the case of PEEM, we must additionally consider the fact that the photo-
emitted electrons are incoherent, which then modifies the effect of the aberrations
on the image.
1.9 ABERRATION-CORRECTION
In the previous sections we have introduced the concept of lens aberrations and
their detrimental impact on image formation and resolution. The question is if it
is possible to built an aberration-free lens? The work published by Otto Scherzer
in 1936 [17] and 1947 [18] shows that chromatic and spherical aberrations are un-
avoidable for electron lenses as long as their electromagnetic fields are
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• free of space charges
• stationary, i.e. not time dependent
• rotationally symmetric.
Furthermore, he proved that chromatic and spherical aberrations of such lenses
are always of the same sign (although the signs of chromatic and spherical aber-
rations are not necessarily the same). The reason is that solutions of the Laplace
equation give inhomogeneous spatial distributions of the electromagnetic fields,
i.e. the lens’ focusing strength is always dependent on the distance from the op-
tical axis. It is, however, possible to minimize this spatial dependence by careful
engineering. While Scherzer’s theorem imposes a practical limit on the resolu-
tion achievable with electron lenses which satisfy the three conditions mentioned
above it does not constitute a fundamental limit on the resolution of electron op-
tics. It has already been realized by Scherzer [19] that ’as soon as one of these
(three) conditions is abandoned the lenses can be corrected spherically and chro-
matically.’ In other words, it is possible to build electron optical elements that have
chromatic and spherical aberrations with opposite sign by violating at least one
of the conditions of Scherzer’s theorem (see above). Aberration correction is now
possible by combining such an electron optical device with a standard lens. If both
elements introduce aberrations with the same magnitude the sum of the aberra-
tions will by equal to zero and the images will be aberration-free. Ramberg [20]
showed in 1949 that electron mirrors can also have aberrations with opposite sign
and can therefore be employed as well to correct aberrations of standard lenses.
Among all of the theoretical possibilities there are two types of aberration cor-
recting elements successfully and reliably employed in todays electron microscopes.
Transmission electron microscopes and Scanning transmission electron micro-
scopes with relatively high electron energies (typically about 100 − 500 keV) are
equipped with multipole lenses to correct aberrations [10]. Such multipole lenses
have electromagnetic fields that are non-rotationally symmetric and can there-
fore have spherical aberrations with negative sign. An example of a quadrupole-
octupole spherical aberration corrector is shown in the photograph in Fig. 1.9a.
This multipole corrector is built by Nion [21] and is successfully used in their Scan-
ning transmission electron microscopes [22]. Electrostatic electron mirrors are
another type of electron optical device that has proven to be effective in correct-
ing aberrations in microscopes that use lower electron energies of about 10− 30
keV (see e.g. [3, 23–25]). The electrostatic potentials of the electron mirror cre-
ate an inhomogeneous refracting medium decelerating the incoming electrons.
The penetration depth before re-acceleration in the reverse direction, i.e. reflec-
tion, depends on the energy and direction of the incoming electrons. Aberration-
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FIGURE 1.9: Photographs of electron optical aberration-correctors employed in present-day electron
microscopes. (a) Nion’s multipole (quadrupole-octupole) spherical aberration corrector that is suc-
cessfully used in their scanning transmission electron microscopes [21, 22]. (b) Electrostatic electron
mirror employed to successfully correct chromatic and spherical aberrations in low energy electron
microscopes [4] (see also chapter 2).
correcting electron mirrors are successfully applied in photo emission electron mi-
croscopes (see e.g. [23–25]) and low energy electron microscopes (see e.g. [3]).
Figure 1.9b shows a photograph of an electron mirror designed by R.M. Tromp [3].
In light optics it is well established practice to use a combination of optical
elements to correct aberrations. One famous example is the successful correc-
tion of spherical aberrations of the wide field and planetary camera of the Hub-
ble space telescope. Shortly after the launch of the Hubble space telescope into a
low Earth orbit (altitude ≈ 560 km) in April 1990 it was realized that the wide field
and planetary camera was delivering images with markedly lower quality than ex-
pected. It was soon established that one of the optical mirrors of the imaging sys-
tem was polished to the wrong shape showing deviations of the intended shape at
the edges of about 2µm. This alteration in the mirror’s shape caused severe spher-
ical aberrations limiting image resolution and quality of the telescopes’s imaging
system. During the first servicing mission in 1993 correcting optical elements with
the same magnitude in error but opposite sign were added to the optical system of
the telescope. The sum of the spherical aberrations of the new elements and the al-
ready installed devices, therefore, vanished leading to a significantly higher image
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FIGURE 1.10: Images of the core of galaxy M 100 taken with the Hubble space telescope (a) with the
initially installed aberrated optics and (b) after successful installation of spherical aberration correcting
optics. The images impressively demonstrate the power of aberration correction. Images taken from
[26].
quality. The successful correction of the mirror’s spherical aberrations is demon-
strated by the remarkable improvement in the quality and detail of the images be-
fore installation of the correcting optics (see Fig. 1.10a) and after the corrector was
added (see Fig. 1.10b).
In aberration-corrected electron microscopes, resolution is typically limited by
the fifth order spherical aberrations while the third order spherical aberrations are
set to zero. Similar to Scherzer’s [27] well-known concept of using a negative de-
focus to reduce the effect of third order spherical aberrations in non-corrected
microscopes, the concept of negative C3 imaging was introduced for aberration-
corrected instruments by the same author. Here, the aberration-corrector is set up
such that the third order aberrations are not zero but that they are set to a slightly
negative value. This - in combination with a slightly positive defocus - reduces the
effective fifth order spherical aberrations and therefore improves instrument reso-
lution. Different values have been suggested for defocus and third order spherical
aberrations most notably by Lentzen [28] and Chang et al. [29] all with the goal to
optimize resolution. In chapter 4, I will show that optimizing resolution as a func-
tion of defocus and C3 might come at the cost of increased microscope instability,
i.e. small deviations can lead to a dramatic decrease in resolution. Therefore, a
stability parameter is introduced to judge stability and lifetime of a microscope
setting. Then, stability can be traded against resolution in a transparent fashion
depending on the requirements of a given experiment.
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The resolution in aberration-corrected LEEM is modeled by wave-optical sim-
ulations to be about 0.5 nm (see chapter 3 for details). This is true if the low-
est rank chromatic aberrations and the third order spherical aberrations are both
completely corrected, i.e. CC = 0 and C3 = 0. In practice the aberration correc-
tor has to be set up and controlled such that these aberrations are corrected. The
corrector settings can then be judged and quantified by a measurement of chro-
matic and spherical aberrations. An important question is how accurately we have
to control the aberration-corrector in order to achieve ultimate resolution? And if
the corrector is set up to correct e.g. 90 % of CC and C3, what will the resolution
be in that case? In other words we need to know how spatial resolution depends
on chromatic and spherical aberrations. In chapter 5, I will discuss quantitatively
the relation between resolution and aberrations. It turns out that the ultimate res-
olution is very sensitive to small deviations from the fully corrected state. Precise
control of the aberration-correcting optics is crucial to achieve ultimate resolution.
1.10 USE OF DIFFRACTION FOR STRUCTURE ANALYSIS
While direct imaging allows us to observe structures down to 5 nm in uncorrected
LEEM, 1.5 nm in corrected LEEM, the Low Energy Electron Diffraction (LEED) pat-
tern contains information down to the atomic level. Thus, atomic level informa-
tion can be retrieved from the diffraction pattern. In chapter 6, we show how this
can be used to obtain a detailed understanding of the atomic lattice gas structures
on the Si(111)−′ (1×1)′ surface at 863◦C, and on the (p3×p3)−(1×1) phase tran-
sition on SiC(0001) first discovered in our experimental studies.
We will show that on both surfaces atomic steps play a key role. On the Si(111)
surface the high temperature lattice gas exists in equilibrium with the step edges
which can freely emit and adsorb adatoms to and from the terraces. On the SiC(0001)
surface this is not the case: release of a Si atom from a step edge is accompanied by
simultaneous release of a C atom. This process eventually leads to the formation
of graphene. Thus, the Si adatoms on the surface can only equilibrate with an ex-
ternal Si source. When the substrate Si vapor pressure exceeds the external source
pressure Si will evaporate into the vacuum. From the Clausius-Clapeyron relation
and our experiments we can then obtain the latent heat of the various phase tran-
sitions.
1.11 LEEM AT VARIABLE CRYOGENIC TEMPERATURES
The application of low energy electron microscopy (LEEM) has been limited so far
mainly to sample temperatures ranging from room temperature to about 1800 K.
Only a few LEEM instruments have the capability to cool the sample below 300
K. The lowest temperature achieved in a LEEM experiment with a liquid helium
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cooled sample stage is around 50 K [30]. The capability to cool the sample in
LEEM to variable temperatures below room temperature gives access to numer-
ous novel experiments. For example, complex oxides with their rich phase dia-
grams show magnetic and electronic phase transitions at low temperatures [31].
Nucleation and growth phenomena at low temperatures are also interesting topics
due to strongly decreasing diffusion coefficients with decreasing thermal energy.
Furthermore, it will also be possible to study biological samples in their native en-
vironment at cryogenic temperatures with LEEM/LEED and PEEM. In chapter 7 we
introduce a design concept and a prototype of a variable low temperature LEEM
set-up with the capability to vary the sample temperature in the range of about 300
K to 10 K. We expect this cryogenic capability to be available in the very near fu-
ture. When completed, Leiden’s ESCHER facility will be the most advanced LEEM
instrument in the world. Future plans to expand the system with better detec-
tors, and with specialized deposition sources such as pulsed laser deposition will
expand these capabilities even further. A detailed description of the ESCHER in-
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We describe the layout and the capabilities of a new aberration-corrected low energy
electron microscopy (LEEM) and photo electron emission microscopy (PEEM) facil-
ity, which features real- and reciprocal-space spectroscopy. This new setup, named
Electronic, Structural, and Chemical Nanoimaging in Real Time (ESCHER), was re-
cently installed at Leiden University. It has three major instrumentation-related
goals. First, we aim to reach the ultimate spatial resolution facilitated by aberra-
tion correction using an electron mirror, together with advanced electron detection.
Second, we want to develop and exploit the spectroscopic possibilities of LEEM and
PEEM in a standard laboratory environment. To this end, ESCHER is equipped with
an inline energy filter and advanced photon sources. Third, we plan to extend the
sample temperature range down to approximately 10 K, which is significantly lower
than that achieved to date. Combined, these efforts will broaden the scientific reach
of LEEM and PEEM beyond the areas of surface and materials science and into the
realms of biosciences and life sciences. Here, we also present images of the first ex-
periments performed with ESCHER focused on the growth of graphene on SiC(0001).
This chapter is partly based on S. M. Schramm, J. Kautz, A. Berghaus, O. Schaff, R. M. Tromp,
S. J. van der Molen, Low Energy Electron Microscopy and Spectroscopy with ESCHER: Status
and Prospects, IBM Journal of Research and Development 55, 1:1-1:7 (2011) and R. van Gastel,
I. Sikharulidze, S. M. Schramm, J. Abrahams, B. Poelsema, R. M. Tromp, S. J. van der Molen, Medipix 2
detector applied to Low Energy Electron Microscopy, Ultramicroscopy 110, 33 (2009).
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2.1 INTRODUCTION
Low energy electron microscopy (LEEM) and photoemission electron microscopy
(PEEM) are powerful surface-science techniques. They enable real-time in situ
imaging of surfaces and interfaces at elevated temperatures and with nanometer
resolution [1–4]. In this chapter, we describe an advanced aberration-corrected
LEEM/PEEM facility, i.e., Electronic, Structural, and Chemical Nanoimaging in
Real Time (ESCHER), which was recently installed at Leiden Center for Ultrami-
croscopy, Leiden University. The scientific goals of this Dutch national facility are
threefold: 1) to reach the ultimate spatial resolution promised by electron-mirror-
based aberration correction; 2) to develop, optimize, and exploit the spectroscopic
possibilities afforded by inline, real-space, and reciprocal-space resolved electron
energy spectroscopy; and 3) to extend the sample temperature range to cryogenic
temperatures in the 10-K range or lower. In combination, these three goals will
facilitate novel interdisciplinary experiments in scientific areas such as nanoelec-
tronics, condensed matter physics, and biophysics. This will significantly broaden
the scientific impact of LEEM/PEEM beyond the traditional areas of surface and
materials science.
Here, we give a comprehensive description of the ESCHER facility and its cur-
rent capabilities. We also present the first experimental results obtained during
the installation and testing phase of the ESCHER instrument. Next, we present
measurements of the chromatic and the spherical aberrations demonstrating suc-
cessful correction of these aberrations. Furthermore, we present measurements
of a record spatial resolution of 1.4 nm afforded by aberration-correction. Finally,
we discuss the additional steps necessary to reach a spatial resolution close to the
theoretical limit of about 0.5 nm (see chapter 3) with our instrument.
2.2 ESCHER SETUP
The ESCHER setup is based on the commercially available FE-LEEM P90 instru-
ment (SPECS GmbH, Berlin) originally designed by IBM [5]. Figure 2.1a shows a
schematic diagram of the low-temperature sample chamber design concept that
we will discuss in detail in chapter 7. Figure 2.1b shows a photograph of the ES-
CHER setup. In the center, we see the vertical electron column that extends from
the gun (top) to the image screen (bottom). Extending to the sides are the high-
(right) and low-temperature (left) imaging chambers, plus their respective sample
loadlock systems. In a high-temperature LEEM experiment, the electrons follow
the optical axis indicated in purple and red in Fig. 2.1c. The cold field-emission
gun generates an electron beam with an energy of 15 keV. A combination of a gun
lens and a condenser lens serves to focus the electron beam with variable magni-
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fication. Next, a magnetic prism array, with electron optical properties that closely
resemble those of a thin lens, deflects the electrons by 90◦ toward the objective
lens and the sample. The sample itself is held at a negative potential close to that
of the field emitter in the electron gun. Hence, the electrons can be decelerated to
an energy in the range of 0−100 eV. After interaction with the sample, the electrons
are reflected back into the vacuum and again accelerated to 15 keV in the direc-
tion of the magnetic prism array. The objective lens, plus a transfer lens, places
a magnified image of the sample on the diagonal plane of the prism array. The
prism array deflects the electrons again by 90◦ toward a second prism array. The
midplane between these two prism arrays coincides with a diffraction plane. In a
LEEM experiment, this is where the low-energy electron diffraction pattern is lo-
cated. In a PEEM experiment, this is where one finds the angular distribution of
the photoelectrons. An electrostatic lens located in this same plane transfers the
image rotation-free from the diagonal of the first magnetic prism array to the diag-
onal plane of the second prism array. The latter deflects the electrons once more
by 90◦ toward a four-element electron mirror. The purpose of this electron mir-
ror is to compensate both the chromatic and spherical aberrations of the objective
lens. This improves the image resolution from approximately 5 to less than 1 nm,
as predicted by full wave-optical resolution calculations (see chapter 3). At the
same time, the transmission of the instrument is increased by about a factor of 10
(see chapter 3). On the path toward the mirror, an uncorrected image is placed in
the mirror object plane. The mirror reflects the image into that same plane, with a
magnification of 1, removing chromatic and spherical aberration in the reflection
process. The electrons then return to the second prism array, with the corrected
image again located on the prism diagonal. After this final deflection of 90◦, the
electrons enter the projector system. By changing the settings of the projector col-
umn, either the real space image or the diffraction pattern can be projected onto
the image screen.
In PEEM experiments, the emitted electrons are accelerated away from the
sample and follow the same path as in a LEEM experiment. To generate photoelec-
trons, we can illuminate the sample using either a Hg discharge lamp or a focused
He I/He II discharge source.
The base pressure in the ESCHER setup is about 10−10 mbar. Experiments can
be performed at pressures up to approximately 10−5 mbar. Samples are cleaned
in situ by heating via electron bombardment. Because images are obtained in real
time, processes such as growth, interface formation, phase transitions, and phase
transformations can be followed at high resolution and at video rate. The high-
temperature imaging chamber is equipped with a evaporator source, as well as
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FIGURE 2.1: ESCHER setup: (a) Schematic of the low-temperature sample chamber design concept; (b)
photograph of the ESCHER setup; (c) schematic diagram of the ESCHER setup. The sample chamber
for experiments at elevated temperatures (300−1800 K) is located on the right-hand side of the central
gun/projector column. The cryogenic sample chamber (10−300 K) is placed on the left-hand side of
the central column. The respective electron paths are indicated by the purple and blue (cryogenic tem-
perature) and the purple and red (high temperature) lines. (HTS: high-temperature superconductor.)
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with chemical vapor deposition facilities with a direct line of sight to the sample. A
Hiden Hal 7 quadrupole mass spectrometer with a mass range of 500 u gives tight
control over these processes.
One of the unique features of ESCHER is the implementation of two sample
chambers positioned around a single vertical gun/projector column. This provides
two experimental locations using only one set of central column components. In
the right chamber, the sample temperature can be varied between 300 and 1800
K. The left chamber is equipped with a cryogenic stage and an objective lens to
cool the sample to around 10 K (see chapter 7). By changing the polarity of the
magnetic field in the prisms, we are able to switch between the high- and low-
temperature imaging systems (see Fig. 2.1c). Note that ESCHER is equipped with
two aberration-correcting mirrors. For the aberration correction to work, the 90◦
deflection angles provided by the magnetic prism arrays must always be of the
same sense (either clockwise or counterclockwise) to maintain the proper symme-
tries in the imaging optics.
For distinguishing nanostructures, the highest possible spatial resolution, as
well as the highest possible electron transmission, is desired. Clearly, electronic
and mechanical stabilities are a first requirement for this. We minimize the ef-
fects of chromatic aberrations by using a cold field emitter with a small energy
spread (0.25 eV). Even with the correction of the chromatic aberration coefficient
CC , higher rank aberrations make the choice of the electron source relevant. This
is particularly important for experiments at electron energies at the sample below
5 eV, as preferred for imaging organic systems. Passive electromagnetic shielding
of the entire electron path and active vibration isolation reduce external influences
to a minimum.
To extend the possibilities even further, the ESCHER setup has been equipped
with an inline energy filter [6]. This filter is based on the fact that the deflection
angle of a magnetic prism is highly sensitive to the precise energy of the elec-






, without the need for deceleration optics. In this
configuration, the microscope can be used as a space- and angle-resolved ultra-
violet photoemission spectroscopy facility for surface electronic structure studies.
By combining information from both real and reciprocal spaces, spectroscopy can
be locally carried out (microspectroscopy), or the spectroscopic information can
be used to create contrast in real-space images (spectromicroscopy). Alternatively,
when the sample is illuminated with the electron beam, the energy filter can be
used to perform spatially resolved electron energy loss spectroscopy experiments.
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FIGURE 2.2: LEEM images of the same area of a SiC(0001) sample covered with a few monolayers of
graphene taken with the ESCHER setup: (a) Step edges at the substrate are visible. The electron energy
is E0 = 2.5 eV. (b) The bright areas correspond to one monolayer, and the dark areas to two monolayers
of graphene. The electron energy is E0 = 4.5 eV. The field of view is approximately 4.5 µm.
2.3 FIRST EXPERIMENTAL RESULTS
Initial experiments performed with ESCHER during the installation phase con-
cerned the growth of graphene on a 4H-SiC(0001) substrate (see, e.g., [6]). Graphene
was formed in situ by heating the SiC substrate to about 1700 K [6]. Bringing the
sample to these elevated temperatures causes the desorption of Si from the sample
surface. Therefore, the SiC(0001) surface undergoes a sequence of surface phase
transitions (see chapter 6) before a carbon-rich surface structure is formed. The
carbon atoms left behind on the surface rearrange to form a thin graphene film
with a thickness in the range of 1−4 atomic layers. Figure 2.2a shows step edges
of the SiC substrate at an electron energy at the sample of E0 = 2.5 eV. Figure 2.2b
shows an image of the same area of the sample at a slightly higher electron energy
of E0 = 4.5 eV. We note the remarkable change in contrast. Hibino et al. [7] showed
that the reflected intensity of a graphene/SiC(0001) sample in LEEM shows quan-
tized oscillations as a function of electron energy (i.e. electron wavelength) and
graphite thickness. The observed intensity peaks and dips can be understood in
terms of interference between electron waves reflected from the sample surface
and from the interface between graphite and substrate [7]. The change of contrast
as a function of electron energy allows one to determine the number of monolay-
ers of graphene at each position on the sample with atomic layer resolution [7].
Such an analysis reveals that the bright and dark areas in Fig. 2.2b correspond to
one monolayer and two monolayers of graphene, respectively. Both images show
a field of view of about 4.5 µm. For these images, the spatial resolution is limited
not by the electron optics but by the spatial resolution of the multichannel plate
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FIGURE 2.3: (a) Diagram of the electrostatic electron mirror used in ESCHER to correct chromatic and
spherical aberrations. The electrostatic potentials V 1, V 2, and V 3 allow one to independently control
chromatic and spherical aberrations and mirror focus. (b) Photograph of the electron mirror (courtesy
R.M. Tromp).
(MCP) electron detector.
2.4 ABERRATION-CORRECTED LEEM IN PRACTICE
The goal is to correct third order spherical and lowest rank chromatic aberrations
of the objective lens in LEEM in practice. To achieve this it is necessary to have
precise control over the aberrations introduced by the aberration-corrector and
also to quantify the total chromatic and spherical aberrations by measuring them.
The measurement results can be used to re-adjust and improve the setting of the
corrector if required. Finally, the error of the aberration measurements determines
how good the aberrations can reliably be corrected.
First, we will introduce the electrostatic electron mirror and its optical proper-
ties. Then, we will outline ways to measure the aberrations CC and C3 in LEEM.
Successful aberration-correction in ESCHER is demonstrated by measurements
of chromatic and spherical aberrations and by high resolution measurements of
graphene on SiC(0001).
2.4.1 ELECTRON MIRROR
The ESCHER instrument is equipped with an electrostatic electron mirror capa-
ble of introducing aberrations with the same magnitude but opposite sign com-
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pared to the objective lens. The mirror is placed in the electron optical path be-
tween the cathode objective lens and projector optics (see Fig. 2.1c). It consists
of four elements, namely a ring-shaped electrode at ground potential, two ring-
shaped electrodes at electrostatic potentials V 3 and V 2, and the mirror electrode
with a potential of V 1 as depicted in Fig. 2.3. The total electric field created by
these electrodes acts as a electrostatic mirror and lens system for incoming elec-
trons. The instrument is considered aberration-corrected when both, the sum of
lowest rank chromatic aberrations of objective and mirror and the sum of third
order spherical aberrations of objective and mirror are equal to zero, i.e. C totalC =
C objC +C mirrorC /M 2 = 0 and C total3 = C
obj
3 +C mirror3 /M 4 = 0 where M is the magni-
fication in front of the mirror. The mirror has three variables - the electrostatic
potentials V 1, V 2, and V 3 - to adjust three optical parameters, namely C mirrorC ,
C mirror3 , and mirror focal length. All three parameters can be controlled indepen-
dently. The scaling of the aberration coefficients with magnification is necessary
since the aberrations of the objective lens depend strongly on image magnification
M . The third order spherical aberrations scale with C3 ∝ M 4 and the lowest rank
chromatic aberrations scale according to CC ∝ M 2 [8]. Therefore, it is important
that the image is placed in front of the mirror with a well-defined design-specific
magnification [9]. The magnification can be adjusted by changing the sample-
objective lens distance. Keeping the magnification close to the design value of
M = 8.5 assures that the mirror can fully correct the aberrations within the limits
of its finite working range (see Ref. [9] for a discussion on magnification measure-
ments).
The optical performance of the electron mirror has been modeled by ray-tracing
simulations [5]. These calculations show how the three mirror electrode potentials
depend on each other (see Fig. 2.4a - voltages are indicated relative to a column
potential of −15010 V) and they predict C mirrorC and C mirror3 as a function of V 1,
V 2, and V 3 (see Fig. 2.4b). The behavior of the mirror can be described approx-
imately as follows: the voltage difference V 3−V 2 is to first order proportional to
the spherical aberrations of the mirror, C mirror3 . The potential of the last electrode,
V 1, determines approximately the chromatic aberrations, C mirrorC . The voltage V 2
controls the focal length of the mirror. More precise control of the mirror aberra-
tions is possible when they are considered to be functions of both V 1 and V 3−V 2
each, i.e. C mirrorC (V 1,V 3−V 2) and C mirror3 (V 1,V 3−V 2).
The question we want to answer here is if the two electron mirrors of ESCHER
behave according to the theoretical predictions and if so how good is the agree-
ment between theory and experiment? A quantitative answer is found by perform-
ing the following measurement: We pick a value for V 1 and a value for V 3−V 2 in
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the range shown in Fig. 2.4a. The chosen voltage and voltage difference are ap-
plied to the respective electrodes of the mirror. We use now the potential V 2 to
adjust focus of the mirror while V 3 follows since V 3−V 2 is set to a fixed value.
The in-focus condition of the mirror can be measured with the help of a TEM grid
placed in the image plane in front of the mirror. Electrons coming from the sam-
ple form a shadow image of this grid before they go towards the mirror. Coming
back from the mirror the same electrons form a second shadow image of that grid.
The electron mirror is at in-focus condition if both shadows of the TEM grid are
in-focus. This way we can measure V 2 as a function of sets of V 1 and V 3−V 2 (see
Fig. 2.4a). The measured sets of potentials can then be compared with the calcu-
lated values. Another way to look at Fig. 2.4a is that each data point corresponds
to a different pair of C mirrorC and C
mirror
3 with the mirror at the in-focus condition.
We find for the mirror on the right-hand side a perfect match with theory if V 1 is
offset by −40 V, i.e. a relative error of 0.24 %. For the left-hand side mirror shifting
V 1 by −27 V and V 2 by +20 V yields the theoretical behavior. The electron mirrors
used in ESCHER, therefore, behave according to the ray-tracing results considering
only small constant offsets as mentioned above. That means the calculated curves
can be used in practice to control the first order properties of the electron mirrors.
With the first order properties (Fig. 2.4a) accurately reproduced over a wide range
of parameters, we can be confident that the chromatic and spherical aberrations
(Fig. 2.4b) will also be accurately reproduced, as there is a 1 : 1 (but non-linear)
relation between Fig. 2.4a and Fig. 2.4b. A set of electrode potentials to achieve a
certain C mirrorC and C
mirror
3 can be obtained from these theoretical curves. Refer-
ence [9] discusses how the data in Fig. 2.4 is inverted to yield V 1, V 2, and V 3 as a
function of CC and C3.
2.4.2 MEASURING ABERRATIONS
For aberration-corrected LEEM and PEEM the mirror potentials have to be set such
that both the total of chromatic aberrations CC and the total of spherical aberra-
tions C3 are zero. The aberrations are mainly due to the cathode objective lens and
only minor contributions are caused by the other optical elements in the micro-
scope. Therefore, aberrations are corrected to first order if the mirror is set up to
introduce chromatic and spherical aberrations with same magnitude but opposite
sign as the ones of the objective lens. The chromatic and spherical aberrations of
the objective lens as a function of electron energy at the sample are well-known
from ray-tracing calculations and from analytical theory [5, 10]. Then, a good first
setting is obtained using the theoretical predictions of objective lens aberrations
and mirror aberrations. To quantify the mirror setup we have to measure the chro-
matic and spherical aberrations of the microscope. Ways to measure chromatic
and spherical aberrations of a LEEM have been introduced by Tromp et al. [8, 9].
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FIGURE 2.4: (a) Theoretical electron mirror imaging properties as a function of its electrode potentials.
Shown are sets of V 1 ≈C mirrorC and V 3−V 2 ≈C mirror3 together with the potential V 2 required to focus
the mirror. Blue and red symbols are experimental data of both mirrors of ESCHER plotted with offsets
in V 1 and V 2 (see text for details). (b) Calculated mirror aberration coefficients C mirrorC and C
mirror
3 for
magnification M = 1 as a function of mirror electrode potentials V 1 and V 3−V 2.
In the following I will outline these measurement protocols and present aberration
measurements performed with ESCHER.
Chromatic aberrations
















α3 + ... (2.1)
with CC the lowest rank chromatic aberration coefficient and C3C and CCC higher
rank chromatic aberration coefficients.
In a non-corrected microscope the lowest rank chromatic aberrations shift the
image plane according to ∆C /α = CC ∆E0E , i.e. changing the electron energy will
shift the image plane. Varying the lens current that excites the magnetic field of the
objective lens changes focus and therefore also shifts the image plane. To deter-
mine the chromatic aberrations of the objective lens we can in principle measure
the lens current necessary to offset the image plane shift caused by the chromatic
aberrations as a function of electron energy. However, we need to be aware that
the objective lens chromatic aberrations are the sum of aberrations caused by the
strong electrostatic immersion field and by the focusing magnetic field. The lowest
rank chromatic aberration, CC, can be treated as a superposition of the aberrations
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FIGURE 2.5: (a) Objective lens current as a function of sample bias for different C mirrorC set values ob-
tained from Hg PEEM measurements. At ∆E = 0 the sample potential is 15 kV. The slope of the data
changes sign as C mirrorC is increased. (b) Slope of curves in (a) as a function of C
mirror
C .
due to the electrostatic field CCe and due to the magnetic field CCm [8]





where L is the distance between sample and anode of the cathode lens. CCe
depends on the electron energy at the sample E0 and on the energy gained by elec-
trons in the electrostatic immersion field E .
In an aberration-corrected microscope we have to add the chromatic aberra-
tions of the aberration-correcting electron mirror C mirrorC to yield the total chro-
matic aberrations taking into account the scaling of the aberration coefficients
with magnification
CC =CCe +CCm +C mirrorC /M 2 (2.3)
where M is the magnification in front of the mirror.
The energy gained by the electrons in the electrostatic immersion field E is
determined by the bias voltage of the sample. The electron energy at the sample
E0 is determined by the difference between electron source potential G and the
sample bias voltage and is therefore given by E0 =G −E . The total electron energy
after acceleration is equal to the gun potential, E0 +E =G .
If we vary the gun potential while keeping the sample bias constant we also
vary the total energy after acceleration E0 +E and the electron energy at the sam-
ple E0 = G −E . We are interested in the experimentally relevant case where E is
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constant, and the electrons leave the sample with a start energy E0, and an en-
ergy spread ∆E0. The image displacement due to such an energy offset ∆E0 can
be measured by changing the gun voltage by ∆E : E0 +∆E0 = G +∆E −E . Thus,
the total chromatic aberration coefficient CC can be measured by varying the gun
potential with fixed sample bias. It is, however, not very practical to perform such
measurements because a change in gun potential also requires readjustment of the
magnetic beam separators. For practical reasons it is therefore easier to measure
CCe and CCm +C mirrorC /M 2 in two separate experiments. CCm +C mirrorC /M 2 can be
determined by an experiment that varies E0 +E and at the same time keeps E0 at
a constant value making the measurement insensitive to CCe. Such a scenario can
be realized in a Hg PEEM experiment where E0 is constant and determined by the
photon energy and the workfunction of the sample. E and therefore E0 +E can be
varied by adjusting sample bias. The other part of the chromatic aberration coeffi-
cient, CCe, can be quantified by a typical LEEM experiment where the gun potential
is fixed and the sample bias voltage is varied changing E0 while E0+E =G remains
constant, i.e. the electrons pass through the magnetic part of the objective lens
and through the mirror optics at fixed energy, and their chromatic aberrations are
therefore not contributing to changes in lens current when E0 is changed.
Figure 2.5a shows measurements of the objective lens current necessary to re-
focus the image in Hg PEEM as we vary E . These measurements are repeated for
different set values of the mirror chromatic aberrations C mirrorC (the required po-
tentials are obtained from the data in Fig. 2.4). The slope d I /dE changes sign as
we change C mirrorC from 0 m to 10 m in steps of 2 m. These measurements were
performed with C mirror3 =−1900 m. The authors of Ref. [9] show that the results in
Fig. 2.5b are independent of C mirror3 . The measurements are sensitive to the chro-
matic aberrations of the magnetic field of the objective lens and of the electron
mirror. In Fig. 2.5b the slope is plotted as a function of the mirror chromatic aber-
ration set value together with a fit to the data of the form S = S0 −aC mirrorC .
In Fig. 2.6a measurements of the objective lens current in LEEM as a function
of electron energy at the sample E0 are plotted. The sum E +E0 is kept constant
making these experiments insensitive to the mirror aberrations and the chromatic
aberrations of the objective lens’s magnetic field. The solid line in Fig. 2.6a is a fit
of the form I = I0 + c
p





∝ CCe, yields the electrostatic part of the chromatic aberration coefficient.
The derivative is independent of the magnetic part of the chromatic aberrations
of the objective lens and the chromatic aberrations of the electron mirror since
the electron energy passing through these elements remain constant during these
measurements.
The chromatic aberrations are corrected at one given electron energy E0 if the
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FIGURE 2.6: (a) Objective lens current as a function of electron energy at the sample E0 measured in
LEEM. The solid line is a fit of the form I = I0 + c
√
E0. (b) Chromatic aberration coefficient of the ob-
jective lens as a function of electron energy at the sample. The solid line obtained from measurements
is in good agreement with theoretical values obtained using ray-tracing calculations (black circles).
sum of CCe +CCm +C mirrorC /M 2 = 0, i.e. if c/(2
p
E0)+S0 −aC mirrorC = 0. This yields
the required set value C mirrorC to correct the chromatic aberrations of the cathode
objective lens at E0. The chromatic aberration coefficient of the objective lens is
then given by C objC = −C mirrorC /M 2, with M the magnification in the object plane
of the mirror. Figure 2.6b shows the measured chromatic aberration coefficient
CC of the objective lens as a function of electron energy at the sample E0 (solid
blue line). Comparison with the theoretical values (black circles) obtained from
ray-tracing yields a magnification of M = 9, close to the design value M = 8.5.
Geometric aberrations
If geometric aberrations are present, an electron ray leaving the sample at the op-
tical axis under an angleα> 0 will not be focused at the Gaussian image plane, but
suffers a small displacement δ. The displacement due to geometric aberrations is
given by [8]
∆=C1α+C3α3 +C5α5 + ... (2.4)
with the objective lens defocus C1, 3rd order spherical aberration coefficient
C3, and 5th order spherical aberration coefficient C5.
Recently, Tromp et al. [9] suggested to measure the displacement due to spheri-
cal aberrations with the help of a sample with a rich diffraction pattern, like Si(111)-
(7x7), in LEEM. We only illuminate a small spot with a size of about 200 nm diam-
eter of the Si(111) sample. If the microscope were perfect and did not have any
spherical aberrations we would see the 200 nm spot at in-focus condition as one
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spot in the image. This image is, however, a superposition of all images coming
from all the diffraction spots of the Si(111) sample at different α. Now, if we defo-
cus the objective lens of our perfect aberration-free microscope we would see not
only one image of the spot but a multitude of images of this spot linearly displaced
in radial direction with the displacement directly proportional to the defocus value
(see Eq. 2.4). The objective lens of a real microscope, however, does have spherical
aberrations causing an image displacement proportional to α3 (see Eq. 2.4) when
C3 is dominant. The total image displacement is then given by the sum of the con-
tributions of third order spherical aberrations and defocus, neglecting the impact
of higher order spherical aberrations. At in-focus condition the displacement of
the small spot images is only caused by spherical aberrations. Over-focused small
spot illumination images of Si(111)-(7x7) are shown in Fig. 2.7 for different set val-
ues of the mirror spherical aberrations C mirror3 . The non-linear displacements de-
crease when going from C mirror3 =−500 m (Fig. 2.7a) to C mirror3 =−1000 m (Fig. 2.7b)
and to C mirror3 =−2500 m (Fig. 2.7c) compensating more and more for the spheri-
cal aberrations of the objective lens. The non-perfect rotational symmetry of these
images is caused by residual tilt of the sample and electron beam as discussed in
Ref. [11]. The data presented here were recorded with a previous version of a sam-
ple stage where sample tilt alignment was cumbersome and unreliable. With the
recently installed improved sample stage, tilt alignment can be achieved in a much
more precise and reliable fashion. A quantitative measure of the spherical aberra-
tions can be obtained from these images by plotting the image displacement as a
function of the known diffraction angles α of the corresponding diffraction spots.
The displaced images are labeled as indicated in Fig. 2.7d. From ray-tracing we
know that C3 of the objective lens is about 0.5 m at a magnification of M = 1 at
E0 = 1 eV (see chapter 3). The largest diffraction angle considered in the aberra-
tion coefficient measurements here is about 20 mrad. The magnitude of the image
displacements due to C3 is therefore to be expected in the order of a few µm.
Figure 2.8a shows data obtained from an image taken with C mirror3 =−1000 m at
an electron energy of E0 = 5 eV. A fit of the form δ=C1α+C3α3 to the data gives the
defocus C1 and the total spherical aberration coefficient C3, i.e. the sum of spheri-
cal aberration coefficients of the objective lens and the electron mirror. Figure 2.8b
shows the measured C3 as a function of mirror set value C mirror3 . The error bars in-
dicate the 95 % confidence intervals of C3 obtained by fitting the displacement vs.
diffraction angle data as shown in Fig. 2.8a for C mirror3 =−1000 m. The deviation of
the data from the linear fit in Fig. 2.8b is mainly due to residual sample and beam
tilt that give rise to asymmetric image distortions.
In Fig. 2.8b C3 is referenced to an image plane with magnification M = 1. The






= M 4 is therefore expected to be 5220. The C3 aberrations of the objec-
tive lens are corrected if C mirror3 =−C3M 4. The inverse of the slope of the linear fit
in Fig. 2.8b is 5880 = M 4. From these measurements we conclude that the magni-
fication of the mirror object plane in our experiment is M = 8.8±0.5 - very close
to the nominal design value. Furthermore, we find that the spherical aberrations
are corrected at C mirror3 = −3055 m for an electron energy at the sample of E0 = 5
eV. Since the spherical aberrations of the objective lens depend on E0 (see chap-
ter 1) the measurement of C3 has to be repeated at different electron energies (see
Ref. [9]).
The measurements presented above show that chromatic and spherical aber-
rations can be corrected and quantified in ESCHER. What’s more, using the out-
lined procedures to control spherical and chromatic aberrations we have been
able to achieve a record spatial resolution of 1.4 nm of a SiC(0001) sample with
graphene (see below and Fig. 2.9).
2.5 RESOLUTION
So far, the best resolution obtained in an aberration-corrected LEEM experiment is
approximately 2 nm [5]. Experiments with graphene grown on SiC(0001) show that
it is possible to image with ESCHER with a lateral resolution < 2 nm during routine
operation (see Fig. 2.9). The best lateral resolution obtained with ESCHER is 1.4
nm measured on a graphene covered SiC(0001) sample (see Fig. 2.9). The resolu-
tion is obtained by applying a 84 % - 16 % intensity criterion (see chapter 3). These
high resolution measurements are experimental proof that chromatic and spheri-
cal aberrations are succesfully corrected in ESCHER. Furthermore, it corroborates
the validity of the measurement protocols to determine and control CC and C3 in
LEEM as discussed above.
In order to reach even higher resolution, several measures have to be taken
to reduce the level of vibrations introduced into the system and to increase me-
chanical stability. First, we have developed a new sample stage. This new stage
is directly attached to the objective lens, eliminating any direct mechanical cou-
pling to other parts of the vacuum system. In addition, we have incorporated
a mu-metal shield around the sample to suppress electromagnetic disturbances.
In the vicinity of the sample, shielding is most important since the electron en-
ergy is at its lowest value. In addition, the vibration and the acoustic isolation of
the microscope have to be optimized. The system is already installed on its own
vibration-isolated building foundation and is equipped with an active vibration
isolation system (AVI-400/LP and AVI-350/LP from TABLE STABLE, Switzerland).
Vibrations transmitted through incoming wires, tubes, and vacuum pumps are
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FIGURE 2.7: Over-focused LEEM images of Si(111) taken with a small illumination spot for different set
values of the spherical aberrations of the aberration-corrector. The non-linear displacement decreases
with increasingly corrected C3 (see dashed lines). Distortions due to residual sample and beam tilt
make the images non-rotational symmetric.
2.5. RESOLUTION 43
{{2
FIGURE 2.8: (a) Displacement of diffraction spots in over-focused small illumination spot images (see
Fig. 2.7). Defocus C1 and C3 can be obtained from a fit to this data. (b) Total C3 as a function of C
mirror
3
at E0 = 5 eV. The error bars indicate the 95 % confidence intervals of C3.
minimized by passive vibration isolation. Moreover, acoustic isolation becomes
increasingly important to reach the ultimate resolution. Other sources of inter-
ference include alternating-current magnetic fields that are present in the vicinity
of the microscope. Even small fields can cause oscillatory displacements of the
image and therefore degrade the resolution. This can be overcome by improv-
ing the passive magnetic shielding, particularly of the sensitive magnetic prism
arrays. Furthermore, the stability of the power supplies of the microscope needs
to be improved by about an order of magnitude to better than 0.1 ppm. Finally,
the image detection system has to be improved to reach a resolution as low as 1
nm at a field of view of 1 µm, i.e., the detector must be able to resolve 1000 pixel
elements across the field of view. MCP/phosphor/charge-coupled device camera
detector systems currently in use in most LEEM/PEEM instruments have a spa-
tial resolution of about 130 µm across a 40-mm diameter detector. This gives only
300 resolvable pixel elements across the detector. An attractive replacement of this
commonly used detection system is the Medipix detector - a solid-state pixel de-
tector. In the framework of the ESCHER project, we have shown that the detector
resolution of Medipix is better by about a factor of 2, as compared with a stan-
dard MCP-based detector [12]. Figure 2.10 shows LEEM images of graphene flakes
grown on an Ir(111) substrate recorded with the LEEM setup at the University of
Twente. The image in Fig. 2.10a was recorded with a conventional MCP detection
system, and the image in Fig. 2.10b was recorded with a Medipix2 detector. Both
images show the same sample area at identical electron-optical magnification. It
is clear from these images that finer image details are visible in the image taken
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FIGURE 2.9: LEEM images of graphene grown in-situ on SiC(0001) samples. Field of view is 660 nm. (a)
A line scan along the red rectangle with a width of 30 profiles is shown at the right. Applying a 84 % -
16 % intensity criterion to the step in this profile gives a spatial resolution of 1.4 nm. (b) The two line
profiles (average over 5 profiles) on the right yield a resolution of 2 nm and 1.6 nm.
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FIGURE 2.10: LEEM images of graphene flakes on Ir(111) recorded with (a) a conventional MCP detec-
tor and (b) a Medipix2 detector with the LEEM setup at the University of Twente. Both images show the
same sample area at identical magnification with a field of view of 1.5 µm. The detector resolution is
improved by about a factor of 2 in the case of Medipix2.
with Medipix2.
2.6 SUMMARY
We have described the layout and the capabilities of a new aberration-corrected
LEEM and spectroscopy facility, i.e., ESCHER, at Leiden University. Initial experi-
mental results obtained on thin graphene films grown in situ on SiC(0001) at 1700
K are very promising and demonstrate that the electron optical system is fully op-
erational. In our quest for the ultimate spatial resolution, we have demonstrated
successful correction of chromatic and spherical aberrations yielding a record res-
olution of 1.4 nm measured on graphene grown on a SiC(0001) substrate. We have
addressed the various factors that limit the experimental resolution and have dis-
cussed what measures we have taken and what advancements are still needed to
improve it toward the theoretical limit of about 0.5 nm. In the following chapter 3
we will introduce a theory that allows one to calculate the limit resolution theoret-
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3
IMAGE FORMATION IN LEEM
AND PEEM
We introduce an extended Contrast Transfer Function (CTF) approach for the cal-
culation of image formation in low energy electron microscopy (LEEM) and photo
electron emission microscopy (PEEM). This approach considers aberrations up to
fifth order, appropriate for image formation in state-of-the-art aberration-corrected
LEEM and PEEM. We derive Scherzer defocus values for both weak and strong phase
objects, as well as for pure amplitude objects, in non-aberration-corrected and
aberration-corrected LEEM. Using the extended CTF formalism, we calculate con-
trast and resolution of one-dimensional and two-dimensional pure phase, pure am-
plitude, and mixed phase and amplitude objects. PEEM imaging is treated by adapt-
ing this approach to the case of incoherent imaging. Based on these calculations, we
show that the ultimate resolution in aberration-corrected LEEM is about 0.5 nm,
and in aberration-corrected PEEM about 3.5 nm. The aperture sizes required to
achieve these ultimate resolutions are precisely determined with the CTF method.
The formalism discussed here is also relevant to imaging with high resolution trans-
mission electron microscopy.
Published as: S. M. Schramm, A. B. Pang, M. S. Altman, R. M. Tromp, A Contrast Transfer Function
Approach for Image Calculations in Standard and Aberration-Corrected LEEM and PEEM , Ultrami-
croscopy 115, 88 (2012).
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3.1 INTRODUCTION
In recent years, low energy electron microscopy (LEEM) and photo electron emis-
sion microscopy (PEEM) have developed into powerful methods for the study of
surfaces and interfaces in real time, with a spatial resolution of several nanometers
[1, 2]. In LEEM imaging, the sample is illuminated with a coherent electron beam,
and one of the reflected low energy electron diffraction (LEED) beams, aligned
with the optical axis of the instrument, is selected for image formation. Using the
(0,0) LEED beam we obtain a bright field image, while use of any other LEED beam
results in a dark field image. As the electron beam is reflected by the sample, it may
undergo a change in amplitude, in phase, or both. As in any electron microscope,
the electron wave front that is emitted by the sample is modified by the objective
lens due to defocus, chromatic, spherical, and higher order aberrations, as well as
cut-off in reciprocal space by the contrast aperture, often referred to as the diffrac-
tion limit. In order to fully understand image formation in a quantitative manner,
a theory of LEEM image formation must take these modifications into account. In
PEEM imaging, electrons emitted from the sample are incoherent, both in space
and in time. Yet the same aberrations that affect coherent image formation also
affect incoherent image formation, although not in quite the same manner.
Recently, Pang et al. [3] introduced a wave-optical approach to calculate im-
age formation in LEEM. Using a Fourier optics formalism they calculated contrast
and resolution of pure amplitude and pure phase objects in one dimension. Mixed
phase and amplitude objects can also be treated with Fourier optics, but were not
considered by Pang et al. In these calculations, only the third order spherical (C3)
and the lowest order chromatic (CC) aberrations of the objective lens, diffraction
cut-off at the aperture, energy spread and size of the electron source, defocus, as
well as instabilities in lens current and voltage were considered. On the other hand,
in the Transmission Electron Microscopy (TEM) community an alternative and es-
sentially equivalent wave-optical formalism for image calculation using the Con-
trast Transfer Function (CTF) has been successfully applied for more than 30 years
[4, 5]. The CTF considers the same imaging errors and modifications as the Fourier
optics formalism used by Pang et al. [3]. It is an attractive approach because it fa-
cilitates image calculations that are particularly easy in the special case of weak
phase objects, as appropriate for high resolution atomic imaging of thin objects by
TEM. Nonetheless, the CTF formalism in its general formulation can also be ap-
plied to calculate image formation for arbitrary phase, amplitude, and mixed am-
plitude and phase objects that are routinely encountered in imaging with LEEM
and PEEM.
In the present work, we apply the CTF formalism to image calculations for
phase, amplitude, and mixed phase and amplitude objects in LEEM. Application
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of the CTF formalism to LEEM has recently been explored [6]. Here, we expand
the formalism to include the effects of the chromatic and spherical aberrations
of the objective lens up to fifth order. This approach allows for calculating im-
age formation in state-of-the-art aberration corrected microscopes with improved
resolution. In these microscopes, the third order spherical and the lowest order
chromatic aberrations of the objective lens are compensated by an electron mirror
[7–9]. In this case, the contributions of the next higher order spherical and chro-
matic aberrations need to be taken into account. Finally, we consider the case of
incoherent imaging in PEEM. A modified CTF which models a spatially and tempo-
rally incoherent source is introduced and applied to calculate image formation in
PEEM for different emitted electron energy distributions with and without energy
filtering. Based on these calculations we show that the ultimate resolution in aber-
ration corrected LEEM is about 0.5 nm, and in aberration corrected PEEM is about
3.5 nm. While we focus our attention in this paper on LEEM/PEEM imaging, the
extension of the CTF formalism presented here is equally applicable to TEM imag-
ing in and beyond the weak phase approximation, with aberration correction.
3.2 THE CTF FORMALISM
A real instrument always introduces image modifications. For example, a point
in the object appears as an extended region in the image. This broadening can
be described by the so-called Point-Spread-Function (PSF) [5]. It describes how
information is transferred from the object to the image. The convolution of the PSF,
h(r ), with the object wave function, f (r ), yields the image wave function,ψ(r ). The
observed image intensity is obtained by taking the squared modulus of the image
wave function, i.e. I =ψψ∗.
The modifications introduced by the optical system of the microscope are best
described in the spatial frequency space. The spatial frequency is here approxi-
mated by q = α/λ, where λ is the electron wavelength and α the emission angle.
Using the convolution theorem, the Fourier transform of the image wave function
is given by Ψ(q) = F (q)H(q), where F (q) and H(q) are the Fourier transforms of
f (r ) and h(r ). H(q) is called the Contrast Transfer Function (CTF) since it de-
scribes how information or contrast is transmitted from the object to the image.
The basic idea is to include all the relevant image modifications introduced by the
optical imaging system in the CTF. The CTF can be written as a product of all rele-
vant contributions imposed by the optical system [4, 5]
H(q) = M(q)W (q,∆z)EC(q,∆E)ES(q)EU /I (q) (3.1)
Here, M(q) is the aperture function and accounts for the effects introduced by
the contrast aperture located in a diffraction plane. W (q,∆z) is the wave aber-
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ration function which accounts for effects due to spherical wave aberrations and
defocus,∆z. EC(q,∆E) is the chromatic envelope function that accounts for effects
due to chromatic aberrations. ES(q) is the envelope function due to a finite source
size and EU /I (q) is the envelope function caused by instabilities in the lens current
and the lens voltage.
State-of-the-art electron microscopes use aberration correcting elements for
improved resolution. In LEEM an electrostatic electron mirror is placed in the op-
tical path after the objective lens [7, 8]. The mirror introduces spherical and chro-
matic aberrations with opposite sign compared to the objective lens. Therefore,
the spherical and chromatic aberrations of the objective lens can be compensated
to yield an imaging system with zero net third order spherical and lowest order
chromatic aberrations, i.e. C3 = 0 and CC = 0, resulting in a better microscope
resolution. Image calculations in aberration corrected microscopes require an ex-
tended CTF which takes higher order spherical and chromatic aberrations into ac-
count.
In LEEM the sample acts as the cathode in an electrostatic immersion lens.
The front of the objective lens constitutes the anode. The incident electrons are
decelerated by the electric field between the sample and the anode. Then, the back
reflected electrons from the sample are reaccelerated by the same electric field.
The electron energy with which electrons impact the sample and with which they
also leave the sample can be adjusted by the offset between the potential of the
sample and the electron gun and is referred to as the starting electron energy or the
electron energy at the sample. The electron energy before deceleration and after
reacceleration following reflection from the sample is given by the potential of the
gun and is referred to as the nominal or the column electron energy. The column
electron energy is typically E = 15−20 keV. The immersion lens produces a virtual
image plane behind the real sample position [3, 6, 10]. This virtual image plane is
then imaged by the remaining optics of the microscope. Here, the CTF formalism
is applied to calculate LEEM images in an image plane with magnification M = 1.
Other effects that might cause additional image modifications include astig-
matism, coma, and drift and vibrations of the sample. Since these effects usually
can be minimized, they are not considered further here.
In the following sections, we describe each of the above mentioned terms of the
CTF in more detail for standard and aberration corrected electron microscopes.
3.2.1 APERTURE FUNCTION
The contrast aperture, located in a diffraction plane, limits the spatial frequencies
used for image formation to a certain maximum value, qmax = αmaxλ , where αmax
is the maximum emission angle permitted by the aperture and λ is the electron
wavelength. A circular aperture can be represented by a simple boxcar function
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which is equal to 1 for all spatial frequencies lower than qmax and zero for all fre-
quencies higher than that:
M(q) =
{
1, |q | < qmax
0, |q | ≥ qmax (3.2)
Selection of aperture size that optimizes spatial resolution is discussed further
in Section 3.3.3 on resolution.
3.2.2 WAVE ABERRATIONS
Imaging errors due to deviations of the wave path from an ideal reference wave
are described by the wave aberration function, W (q,∆z). There are two general
sources causing wave aberrations for off-axis waves (q > 0), namely, spherical aber-
rations and defocus. Third order spherical aberrations cause electrons that travel
further away from the optical axis to be focused stronger. This introduces an opti-
cal path length difference and corresponding phase shift that increases with in-
creasing angle from the optical axis. Considering only defocus and third order






where C3 is the third order spherical aberration coefficient of the objective lens
and ∆z =∆ f −∆a is the defocus with ∆ f and ∆a being the deviations of focus and
sample position, respectively, from ideal values (see Ref. [3]). The wave aberration
function is calculated from the phase shift as follows [4, 5]:
W (q,∆z) = exp(i 2πχ(q,∆z)) (3.4)
Figure 3.1a shows the real and imaginary parts of the wave aberration func-
tion for standard LEEM at in-focus condition for aberration coefficients at starting
electron energy of E0 = 10 eV (see Section 3.2.7 on aberration coefficients). The
frequency of the observed oscillations increases with increasing spatial frequency.
For image formation in aberration-corrected electron microscopes, the wave
aberration function needs to include higher order spherical aberrations. The next
higher order spherical aberration coefficient is the fifth order term C5. These fifth
order spherical aberrations cause an additional phase shift to χ(q,∆z) which is
given by 16C5λ
5q6 [11–13]. Therefore, the phase shift due to wave aberrations has
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FIGURE 3.1: (a) Real part (red solid line) and imaginary part (blue dashed line) of the wave aberration
function for standard LEEM at in-focus condition and E0 = 10 eV. (b) Real part (red solid line) and
imaginary part (blue dashed line) of the CTF for standard LEEM at in-focus condition with E0 = 10 eV.
Also shown are the chromatic envelope, EC, for ∆E = 0.25 eV (green dotted-dashed lines) and source
spread envelope, ES, for αill = 0.25 mrad (black dotted lines). (c) Real part of CTFs with ∆E = 0.25 eV
(red solid and dotted lines) and∆E = 0.75 eV (blue dashed and dotted-dashed lines) for standard LEEM
(solid and dashed lines) and aberration-corrected LEEM (dotted-dashed and dotted lines) at in-focus
condition with E0 = 10 eV.









It follows from raytracing calculations (see Ref. [14] and Section 3.2.7 on aber-
ration coefficients) that the third order spherical aberration coefficient and the
fifth order spherical aberration coefficient have positive sign, i.e. C3 and C5 cause
phase shifts in W (q,δz) with the same sign.
3.2.3 TEMPORAL COHERENCE
The imaging fidelity of a real instrument is further degraded by limited temporal
coherence caused by a finite energy spread in the electron beam and instabilities in
the current and high voltage of the objective lens. The energy spread of the electron
beam introduces imaging errors due to chromatic aberrations of the objective lens.
In other words, the focal length becomes energy dependent leading to deviations
of electron trajectories from ideal. Considering an electron with an energy that
deviates by ε from the nominal energy E , the lowest order chromatic aberration of







where CC is the chromatic aberration coefficient of lowest order ref. In the CTF
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this leads to another phase factor given by [11–13]
K (q,ε) = exp(i 2πξ) (3.6)
The energy distributions can generally be approximated by a Gaussian func-
tion centered at the nominal energy E . The full-width at half-maximum (FWHM)
of the Gaussian is equivalent to the energy spread of the electron source ∆E =
2σE
p
2ln2. Electron emitters used in LEEM exhibit an energy spread typically in
the range ∆E = 0.25− 0.75eV. Integration over the weighted contributions of the
different energies within the Gaussian energy distribution of the source yields the























An energy spread of the source causes strong damping in the transfer of the
spatial frequencies from the diffraction plane to the image that is exponential in
q4. Fig. 3.1b shows a plot of EC(q,∆E) and the corresponding CTF with a typical
energy spread for a cold field emitter of ∆E = 0.25eV. In Fig. 3.1c we compare the
real parts of the CTFs with an energy spread of ∆E = 0.25eV and ∆E = 0.75eV for
standard or non-aberration-corrected (nac) as well as for aberration-corrected (ac)
LEEM (see below).
Instabilities in the lens current and voltage also lead to fluctuations in the lens
focal length f . The time-averaged effect of these fluctuations on the image for-
mation is analogous to the modifications caused by the energy spread [15]. In the













with U and I being the nominal lens voltage and current, respectively, and u
and i are the deviations from U and I . The time-averaged current and voltage
distributions are assumed to be Gaussian with FWHMs ∆I = 4σI
p
2ln2 and ∆U =
2σU
p
2ln2 (see Ref. [4]). Using Eq. 3.8, the phase factor for arbitrary but fixed
energy, current, and voltage yields
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= ECEU E I (3.10)
Therefore, instabilities in the lens current and voltage give rise to additional ex-
ponential envelope functions EU and E I in the CTF. In modern LEEM instruments,
the ratio ∆U /U = ∆I /I is typically in the order of 10−6. This is about one order of






Since the exponential envelopes in Eq. 3.10 scale with the squared of the ratios
of ∆E/E , ∆U /U , and ∆I /I , the impact of the envelope functions EU and E I on
the CTF in LEEM is about a factor 100−1000 smaller compared to EC. Hence, we
will not further consider the minor effects of objective lens current and voltage
instabilities on image formation for standard LEEM for the rest of the discussion.
Here, we consider the next two leading chromatic aberrations which comprise
the aberration coefficients C3C and CCC [11–13]. The modifications caused by these
aberrations in the case of a monochromatic source with electron energy deviation
ε from the nominal energy E are given by [11–13]
















In analogy with the lowest order chromatic aberration term CC, we sum up the
weighted contributions for the different energies within a Gaussian energy distri-
bution of the source to yield the effect of a polychromatic beam.
In a rigorous treatment, the chromatic aberration terms must be taken into
account jointly, i.e. Ktotal(q,ε) = exp(i 2πξtotal) with ξtotal = ξC +ξCC +ξ3C, because
the integral of the product of the phase factor and the Gaussian energy distribution
of the source





































































In order to get an understanding of the contributions of each of the two ad-
ditional chromatic aberration terms to the CTF, we will consider them now sepa-
























Therefore, the C3C aberrations lead to an exponential damping in q8 for higher
q-values that is similar to but stronger than the q4 damping due to the CC aber-
rations, Eq. 3.7. The modifications introduced by the CCC aberration term is given
by
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= (1− iγq2)−1/2 (3.14)
This can be rewritten as
(







The aberration coefficient CCC introduces a weak damping envelope and also
an additional phase shift. The phase shift for small spatial frequencies q is pro-
portional q2. For large q-values the phase shift goes asymptotically to π/4 and be-
comes independent of q . This behavior is also observed for the rigorous treatment
(see Eq. 3.11). To our knowledge, this is the first known case that chromatic aberra-
tion causes a phase shift. This phase shift has the same sign as the phase shift due
to fifth order spherical aberrations since the chromatic aberration coefficient CCC
and the spherical aberration coefficient have the same sign (see Section 3.2.7 on
aberration coefficients). However, in the case if the IBM LEEM [8] the phase shift
due to chromatic aberration is small in the q-range passed by the aperture and is
negligible compared to the phase shift due to wave aberrations in that q-range.
The three separate chromatic envelope functions EC(q), E3C(q), and ECC(q)
can also be obtained from Eq. 3.11 by setting each of the other two aberration co-
efficients to zero.
Similar to the case of the lowest order chromatic aberrations discussed above,
the presence of current and voltage instabilities can be considered in the phase












where u, i , U and I are defined as stated above. We already know that these
effects can be neglected in the case of the lowest order chromatic aberrations. The
same holds for the case of C3C, since the corresponding envelope function E3C(q)
(Eq. 3.13) has the same form as EC(q). Solving the integral of Eq. 3.14 with current
and voltage instabilities included and use of Eq. 3.15 yields
(
1+ (γE q2)2)−1/4 (1+ (γU q2)2)−1/4 (1+ (4γI q2)2)−1/4
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where the superscripts U and I indicate that the ratio ∆E/E in Eq. 3.15 is re-
placed by ∆U /U and 2∆I /I , respectively. The phase factors due to current and
voltage instabilities have already been neglected. A series expansion gives (1 +
(γq2)2)−1/4 ≈ 1− (γ2q4/4). The second term is about a factor 104 −106 smaller in
the case of current and voltage instabilities compared to the case of energy spread.
Therefore, the instabilities in lens current and voltage are also negligible in the case
of next higher order chromatic aberrations and are not considered further.
The effects of all chromatic aberrations discussed here can be considered in
the CTF by replacing EC(q) in Eq. 3.1 with Etotal(q), Eq. 3.11.
3.2.4 SPATIAL COHERENCE
Here we consider the effect of an extended source. In practice electrons are emitted
from a finite area on the source cathode rather than a point source. Therefore,
electrons that are emitted from a position some distance away from the point on
the optical axis will be incident with a tilt angle, αill, at the sample. This angle





The extended source can be described by a source density with a Gaussian dis-
tribution with FWHM given by qill = 2σill
p
2ln2. This leads to an exponential en-





Using the expression for the phase shift due to wave aberrations given in Eq. 3.3,










Figure 3.1b shows a plot of the source envelope damping function with a typ-
ical angle spread of a cold field emitter, αill = 0.25 mrad, for standard LEEM. It
is clear that it has no impact on the CTF because of the overriding effect of the
chromatic envelope. Therefore, we will neglect the effect of source extension in
standard LEEM in the following.
When the contribution of higher order wave aberrations to the phase shift,
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FIGURE 3.2: (a) Real parts of CTFs with E0 = 1 eV (green dashed line), E0 = 10 eV (red dotted line), and
E0 = 30 eV (blue solid line) for standard LEEM at in-focus condition and ∆E = 0.25 eV. (b) Real parts of
CTFs with E0 = 1 eV (green dashed line), E0 = 10 eV (red dashed line), and E0 = 30 eV (blue solid line)
for aberration-corrected LEEM at in-focus condition and ∆E = 0.25 eV. (c) Real part (solid lines) and
imaginary part (dashed lines) of the CTF at in-focus condition (red lines), at ∆Z 3
φ
defocus (blue lines),
and at ∆Z 3AΦ defocus (green lines) for standard LEEM with ∆E = 0.25 eV and E0 = 10 eV.
Again, like in the case of standard LEEM, the effect of an extended source is
negligible compared to the chromatic envelope and is therefore neglected in the
following.
3.2.5 PROPERTIES OF THE CTF
The CTF describes the transmission of information from the object wave function
to the image wave function as a function of the spatial frequency. The transmis-
sion depends on the amplitude and phase of the CTF which oscillate with increas-
ing frequency for increasing q-values. The point where the real or imaginary part,
depending on the nature of the object, of the CTF first crosses the abscissa defines
the point resolution of the microscope. Up to the first zero crossing all the trans-
mitted phase information has the same sign and contributes therefore in the same
manner to the image.
In addition, the CTF amplitude is damped by the chromatic envelope function
with increasing spatial frequency. Therefore, only information up to a certain spa-
tial frequency is transmitted. The point where the amplitude is too small to con-
tribute significantly to the image is called the information limit. In well-designed
instruments this information limit is located beyond the point resolution. Fig-
ure 3.2a and b shows plots of the real part of CTFs for energy dependent aberration
coefficients at 1 eV, 10 eV, and 30 eV for standard and aberration-corrected LEEM,
respectively. The point of the first zero crossing shifts to higher q-values with in-
creasing starting energy improving the point resolution. Aberration-correction im-
proves the point resolution at a fixed starting electron energy significantly.
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Weak phase approximation
Usually in high resolution transmission electron microscopy thin objects are used
for imaging. In that case, the CTF approach focuses on the special case of weak
phase objects. Considering a pure phase object (i.e. an object that does not con-
tain variations in scattering amplitude) the corresponding object wave function is
given by f (r ) = exp(iφ(r )), whereφ is the phase. In the case of a weak phase object,
i.e. φ<< 1, the object wave function can be written as an expansion of exp(iφ(r ))
f (r ) ≈ 1+ iφ(r ) (3.20)
where all terms containing φ2 and higher orders of φ are neglected [17]. The
image wave function is given by the convolution of the object wave function with
the PSF, h(r ), which is given by the inverse Fourier transform of the CTF. In the non-
aberration-corrected case, the CTF consists of a product of real and even functions
except for the wave aberration function which is complex and even. Therefore,
the imaginary part of the PSF is only given by the inverse Fourier transform of the
imaginary part of the CTF. Then, the image intensity of a weak phase object, to first
order, is given by [4]
I =ΨΨ∗ ≈ 1+2φ⊗F−1 {Im [W (q,∆z)]M(q)EC(q,∆E)} (3.21)
where ⊗ is the symbol for the convolution and F−1 denotes the inverse Fourier
transform. This means that only the imaginary part of the wave aberration func-
tion, i.e. Im[W (q,∆z)] = sin(2πξ(q,∆z)), is of significance for weak phase objects.
In LEEM and PEEM, phase shifts can be anywhere between 0 and 2π, and struc-
ture factor differences across the object can give rise to strong amplitude contrast,
as it is also the case for thicker specimen in transmission electron microscopy. In
LEEM/PEEM therefore, the weak phase approximation does not apply in general,
and we must utilize the full wave aberration function, i.e.
W (q,∆z) = cos(2πξ(q,∆z))+ i sin(2πξ(q,∆z))
3.2.6 SCHERZER DEFOCUS
The amplitude of the CTF is seen to oscillate between positive and negative values
with increasing q . The regions between each two zero crossings are called pass-
bands. The first passband extends from q = 0 up to the first zero crossing, i.e. the
point resolution. Ideally the first passband is as broad as possible to assure the best
point resolution. The first zero crossing can be shifted to larger q and the point
resolution of an electron microscope can be optimized by defocussing slightly. A
defocus is chosen that balances the effects of spherical aberrations and defocus
term in Eq. 3.3. At the same time, the defocus should give rise to an amplitude
{{3
60 3. IMAGE FORMATION IN LEEM AND PEEM
of the CTF that is ideally close to a transmission of 1. Such an optimized defocus
value in the case of a weak phase object is called Scherzer defocus, first introduced
by Scherzer [18].
In the case of a weak phase object, the effective part of the wave aberration
function is given by Im[W (q,∆z)] = sin(2πξ(q,∆z)). Although the amplitude is
ideally close to 1, a less strict requirement for the amplitude is chosen to allow for
a broader passband. Considering an amplitude of 1/
p
2 ≈ 0.71 to be sufficient,
the maximum argument of the sine to fulfill that requirement before the first zero
crossing is given by ±3π/4. However, only the negative argument gives a real so-
lution for the optimized defocus value. Therefore, this requirement is given by
2πξ=−3π/4, which can be reexpressed using Eq. 3.3 as C3λ3q4−2∆zλq2 =−(3/2).
By differentiating Eq. 3.3, the criterion for a nearly flat W (q,∆z) in the range of the




By combining the latter two equations we obtain the value of the Scherzer de-







Below, we will equivalently define and derive Scherzer defocus values for weak
phase objects with dominant fifth order spherical aberration (C3 = 0), as well as
for pure amplitude (A) and strong phase (Φ) objects, both with dominant third
and fifth order spherical aberrations.
The CTF for standard LEEM at zero defocus and at ∆Z 3φ Scherzer defocus is
plotted in Fig. 3.2c. It is clear that this defocus shifts the zero crossing of the imagi-
nary part to higher q-value improving the point resolution for weak phase objects.
The zero crossing of the real part is shifted to lower q-values at the same time.
However, for most objects that are encountered in LEEM and PEEM, the real part
of the CTF is dominant. Therefore, a different defocus value that improves point
resolution for amplitude and strong phase objects has to be used.
Amplitude and strong phase objects
In LEEM a sample usually exhibits a multitude of phase and amplitude objects.
Therefore, in general the approximations for weak phase objects cannot be applied
in LEEM, and the CTF has to be used in its general form for image calculations.
Then, the image formation of an object is determined by both the real and imagi-
nary parts of the CTF. We consider here the case that image formation is dominated
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by the real part. In this case, the first zero crossing of the real part is used as the
point resolution.
Now we derive a defocus value which optimizes the point resolution of an ob-
ject in standard LEEM for which the image formation is dominated by the real
part of the CTF, i.e. for A and Φ objects. Following Scherzer’s example for weak
phase objects, we consider a transfer amplitude of 1/
p
2 to be sufficient. Hence,
the maximum argument of the cosine, i.e. the real part of the wave aberration
function, to fulfill that requirement before the first zero crossing is given by ±π/4.
Again, only the negative argument leads to one real solution. Therefore, we obtain






The Scherzer defocus value is therefore about 40 % smaller for this case than for
weak phase Scherzer defocus∆Z 3φ. The real situation for LEEM may be somewhere
in between, depending upon the object. Figure 3.2c shows the real and imaginary
part of the CTF at ∆Z 3AΦ Scherzer defocus (green solid and dashed lines). The po-
sition of the first zero crossing of the real part is at significantly larger q compared
to zero defocus. However, the first zero crossing of the imaginary part is the same
as for in-focus although the amplitude has opposite sign.
So far we have discussed Scherzer defocus values for standard LEEM and TEM.
In the case of aberration-corrected instruments, these defocus values have to be
adapted. In the following we derive a defocus value which optimizes the point
resolution of a weak phase object in aberration-corrected LEEM and TEM, i.e. a
weak phase fifth order Scherzer defocus for aberration-corrected instruments, and
a defocus value which optimizes the point resolution of strong phase/amplitude
objects in aberration-corrected LEEM, i.e. a fifth order amplitude/strong phase
Scherzer defocus. The derivation is equivalent to the derivation of ∆Z 3φ in Eq. 3.23
and∆Z 3AΦ in Eq. 3.24 for the case of non-aberration-corrected instruments, except
that the third order spherical aberration term is zero and only fifth order spherical
aberration is considered. The requirements 2πξ = −(3π/4) and 2πξ = −(π/4) for
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The requirement of a nearly flat function, dξ/d q = 0, gives q4 =∆z/C5λ4. Us-
ing this equation to replace q in Eq. 3.25 and Eq. 3.26 gives one real solution each.


















The point resolution in aberration-corrected LEEM can possibly be further im-
proved by using an approach that involves the use of an optimized defocus value
and a negative value for the third order spherical aberration term to balance at
least partly the fifth order spherical aberrations [19]. We will discuss such an opti-
mization in chapter 4 and 5.
3.2.7 ABERRATION COEFFICIENTS
We used aberration coefficients calculated with two different raytracing programs,
namely the MIRDA program from Munro’s Electron Beam Software Ltd. (London,
UK) and the COSY INFINITY code (M. Berz, K. Makino, COSY INFINITY 9.0 Beam
Physics Manual, MSU Report MSUHEP-060804, Department of Physics and As-
tronomy, Michigan State University, 2006). A detailed description of the computa-
tion and comparison with an analytical theory can be found in Ref. [14]. Aberra-
tion coefficients obtained for both the uncorrected and the corrected microscopes
are given in Table 3.1, for starting electron energies of 1 eV, 10 eV, and 30 eV. The
coefficients are the sum of objective lens aberrations and electron mirror aber-
rations and are given for an image plane with magnification M = 1 and nominal
energy E = 15010 eV. The aberration coefficients depend on the starting energy of
the electrons, decreasing with increasing starting energy. A method to experimen-
tally determine the values of the aberration coefficients in LEEM is discussed in
Ref. [20].
3.3 IMAGE CONTRAST CALCULATIONS IN LEEM
We calculate the image contrast created by pure phase and pure amplitude ob-
jects as well as objects consisting of a superposition of phase and amplitude con-
tributions. First we consider spatial variations, i.e. objects, only in one dimension.
Then, we discuss two-dimensional objects and the respective image features. The
phase and amplitude objects are represented by step functions as shown in Fig. 3.3.
A pure amplitude object has a constant phase and produces only variations in the
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TABLE 3.1: Calculated aberration coefficients (in meters) for the IBM LEEM system for different start-
ing electron energies. The coefficients are the sum of objective lens aberrations and electron mirror
aberrations and are referenced to an image plane with M = 1 and E = 15010 eV.
Energy (eV) C3 C5 CC C3C CCC
Non-aberration-corrected
1 0.492 768 -0.13 -1484 719
10 0.345 39.4 -0.075 -59.37 23.09
30 0.305 14.5 -0.052 -16.12 4.58
Aberration-corrected
1 0 749 0 -1433 731
10 0 92.8 0 -67.4 27.9
30 0 66.4 0 -23.2 8.2
amplitude, σ(r ). A pure phase object, on the other hand, creates only a phase shift
and has no effect on the amplitude. A surface step connecting two atomic terraces
with the same reflection coefficients is an example of a phase object [21]. This







where d = 2a0 is the path length difference between waves that are reflected
from opposite sides of a step with step height a0, and λ0 is the wavelength of the
low energy electrons that are elastically backscattered from the object. The border
between regions that have different reflection coefficients without an intervening
step is an example of a pure amplitude object.
All image intensity calculations, except where noted otherwise, have been per-
formed with the aperture size for which the best lateral resolution is obtained at
zero defocus. How we obtain these values is discussed in Section 3.3.3 on reso-
lution calculations. For all calculations presented here, the starting electron en-
ergy is E0 = 10 eV and the energy spread is ∆E = 0.25 eV. We obtain the optimum
aperture angle at in-focus condition of αnac = 2.34 mrad and αac = 7.37 mrad for
the standard and the aberration-corrected microscope, respectively, for amplitude
and strong phase objects. In the case of weak phase objects the optimum aperture
angle at in-focus condition is αnac = 2.78 mrad and αac = 8.32 mrad for the stan-
dard and the aberration-corrected LEEM, respectively. The corresponding cut-off
frequencies are given by qnacmax ≈ 0.234 nm−1 and qacmax ≈ 0.737 nm−1 fro ampli-
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FIGURE 3.3: Amplitude, σ, (red dashed lines) and phase, φ, (black solid lines) components of a one-
dimensional pure 1 : 1/
p
2 amplitude object (a) and a pure π phase object (b).
tude/strong phase objects and by qnacmax ≈ 0.278 nm−1 and qacmax ≈ 0.832 nm−1 for
weak phase objects for the standard and the aberration-corrected LEEM, respec-
tively.
3.3.1 ONE-DIMENSIONAL OBJECTS
Figure 3.4 shows the one-dimensional image intensity profiles of a pure 1 : 1p
2
am-
plitude object (a-c), a pure π phase object (d-f), and a pure π/2 phase object (g-i)
considering only the effects of the contrast aperture (a, d, and g), the contrast aper-
ture and the wave aberration function (b, e, and h), and the entire CTF (c, f, and
i). The image contrast is shown for in-focus for standard (thick black lines) and
aberration-corrected LEEM (thin red lines). The aperture function eliminates the
contributions of spatial frequencies above a sharp cut-off. Sharp features like the
amplitude object step function can only be reproduced by an infinite Fourier se-
ries. The use of the contrast aperture leads to the loss of higher q-values and there-
fore introduces broadening and intensity fringes (see Fig. 3.4, left panels). The
width and spacing of these features scales with the inverse of the cut-off frequency
qmax. The image modifications introduced by the aperture degrade the resolution
and are responsible for the well-known diffraction limit in resolution [4].
In the case of a phase object, contrast can only be observed due to the cut-off of
higher spatial frequencies. When the calculation considers the cut-off of the aper-
ture only (Fig. 3.4d, and g), a core destructive fringe is located near the position
of the phase jump in the corresponding object (here located at x = 0) and is sur-
rounded by diffraction fringes. In the limit of αap →∞, the lateral dimensions of
the phase object approach zero and phase contrast is lost. The same fundamental
effect is created by all of the other factors that act as low pass filter like the chro-
matic envelope function and the envelope function due to an extended source.
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FIGURE 3.4: Image contrast of a 1 : 1/
p
2 amplitude object (a)-(c), a π phase object (d)-(f), and a π/2
phase object (g)-(i) obtained by using only the aperture function, M(q), ((a), (d), and (g)), using the
aperture function and the wave aberration function, W (q), ((b), (e), and (h)), and using the aperture
function and the wave aberration function plus the total chromatic envelope function, E(q), with∆E =
0.25 eV ((c), (f), and (i)). The thick black lines correspond to standard LEEM and the thin red lines
to aberration-corrected LEEM. All calculations were performed at in-focus condition with optimum
aperture angle and E0 = 10 eV.
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We have already discussed that the wave aberration function causes an increas-
ing phase shift with increasing spatial frequency. This behavior also leads to inten-
sity fringes and broadening. The cut-off of an aperture of optimum size is located
at the first zero crossing of the relevant part of the CTF, i.e. the point resolution.
Consequently, the modifications caused by the oscillations of the aberration func-
tion at larger q-values are suppressed and any remaining effects are minor com-
pared to the effect of the contrast aperture. This is true for amplitude objects and
π-phase objects. However, for phase objects like π/2 or 3π/2 the wave aberration
function introduces asymmetric (with respect to the phase step position) modifi-
cations in the image contrast (see Fig. 3.4g, and h) as already observed by Chang et
al. [21] and by Pang et al. [3] for non-aberration-corrected LEEM.
The chromatic aberration envelope function (see Eq. 3.11) dampens higher q-
values and reduces their transmittance. For a non-aberration-corrected LEEM the
dampening is determined by the lowest order chromatic aberration term. In the
case of the aberration-corrected LEEM the dampening behavior is determined by
the chromatic aberration term C3C and to a lesser extend by the CCC aberrations
for an energy spread of ∆E = 0.25 eV. A larger energy spread can cause a change in
the relative importance of the two higher order chromatic aberrations. The damp-
ening leads to a reduction of the amplitude of the diffraction fringes and broadens
them further. The effect of the chromatic damping envelope is independent of
the focus condition. For in-focus condition with an optimum aperture the chro-
matic envelope effect introduces significant changes in standard LEEM but has
only a minor impact in the case of the aberration-corrected microscope for a rea-
sonably small energy spread (∆E < 1 eV). The reason for this is that the chromatic
envelope reduces the transmittance at the cut-off qmax by 33 % in the case of the
standard LEEM and only 2 % in the case of the aberration-corrected LEEM. A sim-
ilar scenario is observed when we apply the Scherzer defocus together with the
correspondingly larger optimum aperture sizes. Since the point resolution and
therefore the cut-off frequency are now shifted to higher q-values but the chro-
matic envelope stays unaffected by the defocus, the maximum amount of chro-
matic dampening at the cut-off is now increased to 78 % and 9 % for the standard
and the aberration-corrected LEEM, respectively.
Figure 3.4a-c shows the contrast profile of a pure 1 : 1p
2
amplitude object at
in-focus condition for standard and aberration-corrected LEEM. The object pro-
duces an intensity change of one half because it is calculated as the square of the
wave function. The high intensity side as well as the low intensity side exhibit in-
tensity fringes which are most pronounced around the amplitude step and decay
with distance from the step. This behavior is observed for all pure amplitude ob-
jects with jumps from a value greater than zero to another value greater than zero
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given that the low amplitude side is not too close to zero, compared to the fringe
amplitude. In the case of an object with an amplitude step from a value greater
than zero to zero the intensity fringes are almost completely suppressed on the
low intensity side [3]. In any case, aberration correction produces intensity pro-
files of amplitude objects that exhibit a steeper slope between the high and the low
intensity sides and fringes that are narrower and oscillate with higher frequencies
compared to the standard uncorrected case.
In the case of pure phase objects the CTF reproduces several behaviors that
were observed previously with Fourier optics [3] and also with an analytical wave-
optical model [21]. In agreement with the previously published work we observe
that the corresponding image contrast highly depends on the magnitude of the
phase jump. For the so-called in-phase condition, ∆ψ = 2nπ with n =integer, the
phase shift amounts to zero since the phase factor has a periodicity of 2π. There-
fore, contrast is absent for the in-phase condition. In the case of the out-of-phase
condition, ∆ψ = (2n +1)π, the intensity fringes are located symmetrically around
a completely destructive interference fringe at the phase step position [3]. Fig-
ure 3.4d-f shows the image contrast for an out-of-phase object with n = 0, namely
∆ψ=π, which clearly shows a mirror symmetry around x = 0.
Objects with intermediate phase condition produce image contrast with clear
asymmetric features. This asymmetry is most pronounced at ∆ψ = ((2n + 1)π)/2
[3, 21]. Our calculations show for ∆ψ = π/2 and equivalent conditions (n =even),
that the intensity fringes including the first intensity maximum after the global
minimum are more pronounced on the down side than on the upper side of the
step at in-focus condition. This asymmetric behavior has been reported for imag-
ing in an uncorrected instrument at defocus [3, 21] but not for in-focus imaging
as observed here. The wave aberration function gives rise to asymmetric fringes.
We observe asymmetry at in-focus for optimum aperture size. In case of a larger
energy spread (e.g. ∆E = 1.2 eV as used in Ref. [3]), the chromatic envelope is nar-
rower, and that suppresses the effect of the wave aberration function and the con-
trast becomes almost completely symmetric. We also observe asymmetric fringes
for a ∆ψ = π/2 phase object in the aberration-corrected case at in-focus for the
first time. These fringes exhibit the same asymmetry as the uncorrected case be-
cause the spherical aberration coefficient C3 and C5 have the same sign, therefore
introduce phase shifts in the wave aberration function with the same sign. For
∆ψ = 3π/2 and equivalent conditions (n =odd), the asymmetry is reversed with
more intense fringes on the upper side of the step for standard LEEM [3, 21] and
for aberration-corrected LEEM.
As a generic example of a mixed amplitude/phase object, Fig. 3.5a shows the
image contrast of a mixed 1 : 1p
2
amplitude and π phase object with the amplitude
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and phase step coinciding at x = 0 for standard and aberration-corrected LEEM.
Comparison with the pure 1 : 1p
2
amplitude object (Fig. 3.4c) shows that the su-
perposition with a π phase object causes larger amplitudes of the intensity fringes
next to the step.
In Fig. 3.5b-d the image contrast is shown for a pure 1 : 1p
2
amplitude, a π
phase, and a π/20 phase object, respectively, for aberration-corrected LEEM at in-
focus (red solid lines), at∆Z 5φ Scherzer defocus, Eq. 3.27, (blue dashed lines) and at
∆Z 5AΦ Scherzer defocus for amplitude/strong phase objects, Eq. 3.28, (green dot-
ted lines). For the amplitude and π phase object the first zero crossing of the real
part of the CTF is taken as the aperture size for each focus condition. In the case
of the π/20 phase object the first zero crossing of the imaginary part of the CTF is
taken as the aperture size for each focus condition.
If we apply ∆Z 5AΦ defocus the slope of the step in the image contrast of the
1 : 1p
2
amplitude object (Fig. 3.5b, green dotted line) becomes steeper and therefore
improves the resolution (see Section 3.3.3 on resolution) to R = 0.5 nm compared
to R = 0.6 nm at in-focus. The ∆Z 5φ defocus causes a less steep slope in the image
that results in a resolution of R = 1.2 nm. Therefore, the resolution is about a factor
2.4 worse for the latter defocus condition. This result clearly demonstrates the
difference between weak phase and non-weak phase imaging and that different
Scherzer defocus values are necessary.
In the case of the π phase object (Fig. 3.5c) the observed central dip becomes
narrower for ∆Z 5AΦ defocus and gets wider for ∆Z
5
φ defocus. The corresponding
resolution is R = 0.6 nm, R = 0.5 nm, and R = 0.7 nm for imaging at in-focus.
Therefore, we conclude that also in the case of strong phase objects the resolution
in aberration-corrected instruments is improved by ∆Z 5AΦ defocus.
The image contrast of a weak phase object is shown in Fig. 3.5d for different
defocus conditions. The depth and height of the central intensity fringes are in-
creased and asymmetry of the fringes is reversed for ∆Z 5φ defocus and, to a lesser
extent, also for ∆Z 5AΦ defocus compared to the in-focus case. The inversion of the
asymmetry of the fringes around the position of the phase step is, although to a
lesser extent, also observed for π/2 and 3π/2 phase objects. From Fig. 3.2c we
know that the imaginary part of the CTF has up to the first zero crossing oppo-
site sign for ∆Zφ and ∆ZAΦ compared to at in-focus condition. The real part of
the CTF, however, has up to the first zero crossing the same sign for all three focus
conditions. This explains why the asymmetry of the fringes in the contrast of weak
phase objects, where the imaginary part of the CTF is relevant, is reversed for ∆Zφ
and ∆ZAΦ. It also shows that for π/2 a 3π/2 phase objects the imaginary part of
the CTF cannot be completely neglected and both parts of the CTF have an impact
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FIGURE 3.5: (a) Contrast of a mixed 1 : 1/
p
2 amplitude and π phase object for standard LEEM (thick
black line) and aberration-corrected LEEM (thin red line) at in-focus with optimum aperture angle.
Image contrast of a 1 : 1/
p
2 amplitude object (b), aπ phase object (c), and aπ/20 phase, i.e. weakphase,
object (d) for aberration-corrected LEEM at in-focus (red solid lines), at ∆Z 5
φ
defocus (blue dashed
lines), and at ∆Z 5AΦ defocus (green dotted lines). The aperture angle is α = 15 mrad. All calculations
were performed with E0 = 10 eV and ∆E = 0.25 eV.
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the image formation. The resolution of theπ/20 phase object is R = 0.6 nm, R = 0.8
nm, and R = 0.7 nm for imaging at in-focus,∆Z 5AΦ defocus, and at∆Zφ defocus, re-
spectively. Therefore, both defocus values degrade the resolution compared to the
in-focus condition. However, at the same time they improve the image contrast.
Although the in-focus condition yields the best resolution it might be still advan-
tageous to use ∆Z 5φ defocus to improve image contrast of weak phase objects (see
Section 3.3.3 on resolution for a more detailed discussion).
The CTF formalism shows that all phase objects (excluding the in-phase case
which is equivalent to a constant phase) produce significant image contrast for in-
focus condition. This is in contradiction to the reported experimental observation
that phase contrast disappears for in-focus condition. Like with Fourier optics,
contrast is produced with the CTF formalism for in-focus condition because alter-
ations like phase shifts and suppression of high q-values introduced by the chro-
matic envelope and the contrast aperture are always present and independent of
defocus. As pointed out before [3], the loss of phase contrast in experiment at in-
focus condition has to stem from a different source. We suggest that one possible
reason is the modification introduced by the detection system which is character-
ized by its modulation transfer function (MTF). The MTF of the detector can lead to
further broadening and loss of image details. Defocus can increase the width and
can change the depth of the main destructive fringe of phase objects (see Fig. 3.5
and [3, 21]) in order that it can be recorded with a lower detector resolution. We will
discuss the qualitative effect of a detector in Section 3.3.3 using a simple model.
3.3.2 2D IMAGE CALCULATIONS
The CTF formalism can readily be extended to image calculations of two-dimensional
objects, i.e. real objects in LEEM. The 2D CTF is generated by rotation of the 1D
CTFs around the optical axis at q = 0. Again, like in the one-dimensional case it
is possible to calculate image contrast of pure amplitude, pure phase, and mixed
arbitrary phase and amplitude objects.
We calculate here the image contrast of square-shaped amplitude and phase
objects surrounded by a uniform background. We have chosen an amplitude step
of 1 : 1p
2
and the special case of an 1 : 0 amplitude step. The side length of the
square, is varied form 10 nm, well above the resolution limit, down to 0.1 nm, be-
low the resolution limit, with a step size of 0.1 nm. Figure 3.6a, d, g, j shows a
1 : 0 : 1 amplitude object, the inverse 0 : 1 : 0 amplitude object, π phase and arbi-
trary amplitude objects, respectively, that are used to perform 2D image contrast
calculations. The calculated images are shown, respectively, in Fig. 3.6b, e, h, k for
standard LEEM and Fig. 3.6c, f, i, and l for aberration-corrected LEEM.
Intensity line profiles through the center of the object functions and the cal-
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FIGURE 3.6: (Previous page) Square object (a) with amplitudeσ= 0, a background ofσ= 1, and (d) with
a constant phase∆φ= 0. A profile plot taken across the center of that object is shown at the bottom. (b)
and (c) show the image contrast of the object in (a) with an object size of 10 nm for standard LEEM and
aberration-corrected LEEM, respectively. Profile plots taken along the dashed black lines and along the
dashed green lines are shown at the bottom. The profile plots along the diagonal of the image (green
lines) are projected on to the x position axis. (d) Square object with σ = 1, a background of σ = 0,
and with a constant phase ∆φ = 0. (e) and (f) show the image contrast of the object in (d) with an
object size of 10 nm for standard and aberration-corrected LEEM, respectively. Indications as in (b)
and (c). (g) Square object with ∆φ = π and with a constant amplitude of σ = 1. (h) and (i) show the
image contrast of the object in (g) with an object size of 10 nm for standard and aberration-corrected
LEEM, respectively. Indications as in (b) and (c). (j) Amplitude object image of different shapes with
constant phase∆φ= 0. (k) and (l) show image contrast of the object in (j) with a size of 0.1 nm per pixel
for standard and aberration-corrected LEEM, respectively. Indications as in (b) and (c). All images are
calculated at in-focus condition with E0 = 10 eV and ∆E = 0.25 eV.
culated 2D images in horizontal direction (black dashed lines in Fig. 3.6) are also
shown in Fig. 3.6. In addition, Fig. 3.6 shows line profiles taken along the diago-
nal of the object (green dashed lines in Fig. 3.6). These profiles are projected on
to the x position axis so that they can be easily compared with the horizontal line
profiles. It is clear that the line profiles along these two directions yield different re-
sults. Therefore, additional information is obtained from the 2D images compared
to the one-dimensional images. While the expect the horizontal line profile to re-
semble the one-dimensional calculation result when the object dimension is large
compared to fringe spacing, the new information in the diagonal line profile of the
2D object arises because of corners that are not present in the one-dimensional
calculation. With decreasing object size, deviation from the one-dimensional re-
sult will be exacerbated.
From the horizontal profile plots we extracted the contrast. The contrast of a
pure α :β amplitude object is defined as
Intensity of the global maximum (minimum) - Intensity far away
α2 −β2
In the case of a pure phase object the contrast is defined as
Intensity of the global maximum (minimum) - Intensity far away
Intensity far away
for Intensity far away 6= 0. The contrast of different amplitude and phase ob-
jects is plotted as a function of their size in Fig. 3.7 for standard (a, c, and e) and
aberration-corrected (b, d and f) LEEM.
The image contrast of a square two-dimensional 0 : 1 : 0 amplitude object shown
in Fig. 3.6d is significantly higher than the inverse case of a 1 : 0 : 1 object shown in
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FIGURE 3.7: Contrast as a function of object size (see text for details). (a) Square object with σ = 1
surrounded byσ= 0 (red dashed line) and withσ= 0 surrounded byσ= 1 (black solid line) for standard
LEEM. Also shown are the contrast of a square object with σ= 1 with a background of σ= 1/p2 (green
dotted-dashed line) and contrast of an object with σ = 1/p2 surrounded by σ = 1 (blue dotted line).
(b) Results for the same objects for aberration-corrected LEEM. The contrast of a π : −π phase object is
shown in (c) for standard LEEM and in (d) for aberration-corrected LEEM. The contrast of a π/2 : −π/2
phase (black solid lines) and a 3π/2 : −3π/2 phase object (red dotted lines) is shown in (e) for standard
LEEM and in (f) for aberration-corrected LEEM. The starting electron energy is E0 = 10 eV, ∆E = 0.25
eV, at in-focus condition. The dashed vertical lines indicate the corresponding calculated resolution
limits (see Section 3.3 on resolution).
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Fig. 3.6a for an object size in the range of about 3−8 nm for standard LEEM and
in the range of about 1−2.5 nm for aberration-corrected LEEM. A similar behav-
ior is observed for the cases of a 1p
2
: 1 : 1p
2
and the inverse 1 : 1p
2
: 1 amplitude
objects, although the difference is significantly less compared to the case of the
0 : 1 : 0 and 1 : 0 : 1 amplitude objects. This observation can be of value in practice
to obtain better image contrast. For example, 1 : 0 objects are frequently observed
in dark field imaging mode. Dark-field contrast can be reversed choosing different
diffraction spots for imaging. Therefore, dark field contrast of small objects can be
optimized by choosing the appropriate diffraction spot for imaging.
The observed image contrast of a π phase object (Fig. 3.7c and d) is symmetric
across the phase step (see discussion in Section 3.3.1 on one-dimensional image
contrast). Therefore a phase step of ∆ψ = π causes the same image contrast as a
phase step of∆ψ=−π. That means that the contrast of a π : −π phase object is the
same as for a −π :π phase object. The contrast of the π : −π phase object is signifi-
cantly enhanced in the range of about 4−7 nm with the maximum enhancement of
about 60 % located at about 5.3 nm for standard LEEM. In the aberration-corrected
case, contrast of aπ : −π phase object is enhanced in the range of 1−2 nm, with the
maximum enhancement of about 90 % at 1.6 nm. The enhancement in contrast is
due to the overlap of constructive interference fringes from both sides of the object
that occurs at these dimensions. this agrees with the experimental observation by
Wu et al. [22].
As already discussed for the one-dimensional case above the image contrast
for a π/2 phase and a 3π/2 phase object are related, i.e. they are mirror symmet-
ric around a vertical plane at the step position. That means that a π/2 : −π/2
phase step gives rise to the same image contrast as a −3π/2 : 3π/2 step, and a
3π/2 : −3π/2 phase step yields the same image as a −π/2 : π/2 phase step. There-
fore, it is sufficient to look at phase steps of π/2 : −π/2 and 3π/2 : −3π/2 for stan-
dard and aberration-corrected LEEM. The contrast of both phase objects oscillates
as a function of object size. Their image contrast (Fig. 3.7e and f) goes asymptoti-
cally to about 50 % for large objects. For phase objects with a size below about 15
nm and below about 5 nm the contrast varies vastly with the object size for stan-
dard and aberration-corrected LEEM, respectively.
3.3.3 RESOLUTION OF LEEM
Geometric optics model
The resolution is determined by diffraction, chromatic aberrations, and spherical
aberrations. In the simplest approach, the resolution of the microscope, R, is of-
ten estimated using a simple geometric optics model approach. Including higher
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FIGURE 3.8: (a) Resolution estimated with the geometric optics model for standard LEEM with E0 = 10
eV and ∆E = 0.25 eV (thick red solid line). Also plotted are the diffraction limit (thin solid line), the
geometric aberration terms C3 (blue dotted line) and C5 (orange short dotted line), and the chromatic
aberration terms CC (light green dotted-dotted-dashed line), C3C (purple dotted-dashed line), and CCC
(dark green dashed line). (b) Resolution estimated with the geometric optics model for aberration-
corrected LEEM with E0 = 10 eV and ∆E = 0.25 eV (thick red solid line). Also plotted are the diffraction
limit (thin solid line), the geometric aberration term C5 (orange short dotted line), and the chromatic
aberration terms C3C (purple dotted-dashed line) and CCC (green dashed line).





























All five aberration terms listed here, plus the Rayleigh resolution term (0.61λ)
were taken into account in our calculations of the resolution using the geometric
optics method. Figure 3.8 shows the resolution as a function of the acceptance
angle plus the single contributions of the five aberration terms and the diffrac-
tion term for an energy spread of ∆E = 0.25 eV and a nominal electron energy of
E = 15010 eV for standard LEEM (a) and for aberration-corrected LEEM (b). The
starting electron energy is E0 = 10 eV.
In standard LEEM, the resolution is limited by diffraction and third order spher-
ical aberrations. The chromatic aberrations are less important because of the small
energy spread appropriate for a field emission source that is used in the calcula-
tion. All higher order aberration terms contribute only little to the resolution limit.
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In an aberration-corrected microscope the resolution is limited by diffraction and
fifth order spherical aberrations. The higher order chromatic aberrations do not
contribute significantly to the resolution limit for the energy spread chosen here.
Resolution using CTF
We will use now the image profiles of different objects calculated with the CTF
method to determine lateral resolution. A uniformly-illuminated circular aperture
gives rise to an Airy diffraction pattern, i.e. a central bright Airy disk surrounded by
a series of concentric bright rings [23]. The Airy disk extends to the first minimum
located at a radius R = 0.61λ/α. If we only consider diffraction or if diffraction
is dominant, it is common practice to estimate the resolution from the electron
wavelength and the size of the aperture by the Rayleigh criterion. It states that two
point objects are just resolved if the global diffraction maximum produced in an
image by one of the objects coincides with the first diffraction minimum produced
by the other object. Then, the resolution is given by R = 0.61λ/α.
The CTF considers diffraction by the aperture and also chromatic and spherical
aberrations of the objective lens. This gives rise to a slightly modified Airy pattern
and we will refer to this as a point spread function (PSF). The Airy disk can be
approximated with a Gaussian if we ignore the smaller surrounding bright rings.
If we optimally fit a Gaussian to the central Airy disk with the constraint that the
peak amplitude of the Airy pattern is equal to the maximum of the Gaussian, the
width of this Gaussian becomes 2σ= 0.42λ/α.
The integral of a Gaussian is the error-function which has the property that the
lateral separation between 84 % and 16 % of the error-function is equal to the 2σ-
width of the Gaussian. Now, if we extract the lateral distance between the 84 % and
16 % intensity values of an image intensity profile of an amplitude object we find
a resolution R = 0.37λ/α in the diffraction limited regime. This value is close to
the width of the Gaussian fitted to the central peak in the PSF. We conclude that
the width of the central peak in the PSF determines diffraction limit and resolu-
tion. Therefore, the resolution of amplitude objects is here defined as the spatial
separation between 84 % and 16 % of the contrast between the intensity far away
on the left side and the intensity far away on the right side of the object, i.e. for
α :β amplitude objects this means the resolution is given by the spatial separation
between 84 % and 16 % of
∣∣α2 −β2∣∣.
We are interested in finding the aperture angle that optimizes resolution. On
that account we repeat the resolution calculation outlined above for a series of
different aperture angles. This gives resolution plots analogous to those obtained
by the geometric optics method (see Fig. 3.8). Figure 3.9a shows resolution plots
of a 1 : 1p
2
amplitude object, for an electron starting energy of 10 eV and an en-
ergy spread of 0.25 eV for standard (thin black solid lines) and aberration-corrected
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LEEM (thick red solid lines) at in-focus condition, and at ∆ZAΦ defocus for stan-
dard (green dotted-dashed lines) and aberration-corrected (blue dotted lines) LEEM.
Aberration-correction improves optimum resolution and increases optimum aper-
ture angle by about a factor 3. The optimum aperture angle at ∆ZAΦ defocus is
about 30 % and 15 % larger for standard and aberration-corrected LEEM, respec-
tively, compared to the in-focus condition. At the same time resolution is improved
by ∆ZAΦ defocus by about a 10 % for the non-corrected and the corrected case.
Weak phase ∆Zφ Scherzer defocus, on the other hand, degrades resolution of a
1 : 1p
2
amplitude object by about 35 % and 45 % compared to resolution at in-focus
for standard and aberration-corrected LEEM, respectively.
The resolution of a phase object is defined here as the FWHM of the central
dip in the corresponding image contrast, where the maximum is defined as the
difference of the intensity far away and the intensity at the central dip. Again, by
calculating the image contrast of a phase object for a series of acceptance angles
and extracting the resolution from each of these images one obtains the resolution
as a function of the acceptance angle. Such resolution plots are shown in Fig. 3.9b-
d for a π phase, a π/2 phase, and a π/20 phase object, i.e. a weak phase object,
respectively, for an electron starting energy of 10 eV and an energy spread of 0.25
eV for standard (thin lack solid lines) and aberration-corrected LEEM (thick red
solid lines) at zero defocus. In the case of the π phase object (see Fig. 3.9b) the
resolution for ∆ZAΦ defocus is also shown for standard (green dotted-dashed line)
and aberration-corrected (blue dotted line) LEEM. The increase in the optimum
aperture angle and the improvement in the resolution at ∆ZAΦ defocus compared
to the in-focus case is the same as for the 1 : 1p
2
amplitude object. Both, ∆ZAΦ and
∆Zφ Scherzer defocus, degrade the resolution in the case of the π/2 phase object
and the π/20 phase object compared to the in-focus condition (see discussion be-
low). The resolution of a 3π/2 phase object is equal to the resolution of aπ/2 phase
object since they are connected by a symmetry operation.
The main reason for choosing∆Zφ Scherzer defocus in the case of a weak phase
object is to maximize phase contrast in the image [24]. The resolution, which is de-
termined by the width of the PSF, is not necessarily optimized at the same time as
discussed, e.g. by Lichte [25]. Figure 3.10 shows the resolution and contrast of a
1 : 1p
2
amplitude object (a), a π phase object (b), and a π/20 phase object (c) as
a function of defocus for standard and aberration-corrected LEEM with a starting
electron energy of E0 = 10 eV and ∆E = 0.25 eV. The aperture angle is kept at a
constant value at every defocus. For the amplitude and π phase objects the aper-
ture angle is given by the value of the first zero crossing of the real part of the CTF
at ∆ZAΦ defocus values for standard and aberration-corrected LEEM. In the case
of the weak phase object, π/20, the aperture angle is given by the first zero cross-
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FIGURE 3.9: Resolution calculated with the CTF formalism for a 1 : 1/
p
2 amplitude object (a), aπ phase
object (b), a π/2 phase object (c), and a π/20 phase object (d) for standard LEEM (thin black solid lines)
and aberration-corrected LEEM (thick red solid lines). All calculations were performed with E0 = 10 eV,
∆E = 0.25 eV and at in-focus condition. The thin green dotted-dashed and thin blue dotted lines in (a)
and (b) correspond to the resolution at∆Z 3AΦ defocus and∆Z
5
AΦ defocus, respectively. Additionally, the
corresponding resolution obtained with the geometric optics model for non-corrected and aberration-
corrected instruments is plotted in each figure (dashed lines).
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{{3FIGURE 3.10: Resolution (solid lines) and contrast (dotted lines) as a function of defocus for a 1 : 1/p2amplitude object(a),a π phase object (b), and a π/20 phase object (c) for standard LEEM (thin black
lines) and aberration-corrected LEEM (thick red lines) at a fixed aperture size (see text for details). The
vertical dashed lines indicate the ∆ZAΦ defocus values. The vertical dashed-dotted lines indicate the
∆Zφ defocus values. All calculations were performed with E0 = 10 eV and ∆E = 0.25 eV.
ing of the imaginary part of the CTF at ∆Zφ defocus for standard and aberration-
corrected LEEM, respectively.
We find that the contrast of the amplitude object (Fig. 3.10a) and the π phase
object (Fig. 3.10b) changes by less than 10 % over the full defocus range consid-
ered here. The resolution, on the other hand, changes about a factor of 3 with
defocus. The optimum resolution is obtained with defocus values close to ∆Z 3AΦ
defocus for standard LEEM (Fig. 3.10, black vertical dotted lines) and ∆Z 5AΦ defo-
cus for aberration-corrected LEEM (Fig. 3.10, red vertical dotted lines). The con-
trast of the weak phase object shown in Fig. 3.10c is significantly weaker compared
to the strong phase object in Fig. 3.10b and varies by about a factor of 4 over the
full defocus range. The maximum contrast is obtained close to∆Z 3φ and∆Z
5
φ defo-
cus for standard and aberration-corrected LEEM, respectively. The defocus value
that gives the weakest contrast also produces the best resolution. Scherzer defo-
cus yields an increase of contrast by about a factor of 4 compared to the contrast
at the infocus condition. The resolution at Scherzer defocus is about 25 % worse
compared to that at zero defocus. This discussion shows that in the case of weak
phase objects a change in defocus causes a significant change in resolution and in
contrast. In addition, it shows that the latter two variables cannot be optimized
at the same time. The appropriate defocus value, therefore, depends on whether
resolution or contrast is to be optimized.
The calculated resolutions (Fig. 3.9) follow a 1/α behavior similar to the reso-
lution obtained with the geometric optics method up to the first minimum, inde-
pendent of the nature of the object. After reaching a minimum, the resolution plot
does not rise like the resolution plot obtained with the geometric optics method.
Instead it is flat with some oscillations that damp out with increasing aperture an-
{{3
80 3. IMAGE FORMATION IN LEEM AND PEEM
gle. The cause of these oscillations is the sign change of the CTF due to the wave
aberrations as a function of spatial frequencies (see Fig. 3.1). The flattening is due
to the damping of the chromatic envelope for larger q . The exponential envelope
functions due to chromatic aberrations create an information limit which is related
to the spatial frequency at which the amplitude in the CTF is damped below a crit-
ical value. No more contrast is transmitted to the image as the acceptance angle
increases beyond the information limit, i.e. the resolution does not decay nor im-
prove any further as the transmission increases. In practice, however, the contrast
will decay with increasing acceptance angle due to increased background intensity
in the image. The oscillations are more pronounced for the aberration-corrected
case, because the damping due to the chromatic envelope function is weaker. This
weaker damping gives rise to a greater separation in spatial frequency between the
first zero crossing of the CTF and the information limit.
Converting the spatial frequencies into acceptance angle values using q =α/λ
allows one to compare the behavior of the resolution plot with the behavior of the
CTF. Figure 3.11 compares the resolution of amplitude and phase objects with the
real part and the imaginary part of the corresponding CTF. These plots show that
the resolution generally improves up to the first zero crossing of the relevant part
of the CTF, although not strictly so for the π and π/2 phase objects. A sign change
of the amplitude in the CTF causes a decay of the resolution until the amplitude
switches sign again. At this point the amplitude has the same sign as the starting
amplitude and the resolution improves again. This behavior continues until the
oscillations in the amplitude of the CTF are damped out by the chromatic enve-
lope function and the resolution stays at a constant level. Figure 3.11 shows clearly
that the positions of the zero crossings of the real part of the CTF coincide with
the positions of the maxima and the minima of the resolution of the amplitude ob-
ject. That supports the interpretation that the imaginary part of the CTF plays a
minor role for amplitude objects. On the other hand, the positions of the maxima
and the minima in the resolution of a π/20 phase object (Fig. 3.11, green solid line,
bottom), a weak phase object, coincide with the positions of the zero crossings of
the imaginary part of the CTF. In the case of the resolution of a π phase object and
a π/2 phase object the situation is not as clear as for the weak phase object and
the amplitude object. For strong phase objects, like a π phase object, both contri-
butions of the CTF, real and imaginary, can play a role and need to be considered.
These examples demonstrate how imaging of weak phase and arbitrary objects can
differ, and that the distinction must be made.
The geometric optics model gives a reasonable estimate for the resolution limit
and the optimum acceptance angle. However, it uses the Rayleigh resolution limit
which is found to be a conservative estimate compared to the 40 % smaller reso-
lution limit determined using the 84/16 criterion with the CTF method. Further-
3.3. IMAGE CONTRAST CALCULATIONS IN LEEM 81
{{3
FIGURE 3.11: Comparison of the resolution of a 1 : 1/
p
2 amplitude object (thin black dashed line, top),
a π phase object (thick orange solid line, top), a π/2 phase object (purple dotted line, top), and a π/20
phase object (green solid line, bottom) with the real part (red solid line, center) and the imaginary part
(blue dotted line, center) of the corresponding CTF. The calculations were performed for aberration-
corrected LEEM at in-focus condition with E0 = 10 eV and ∆E = 0.25 eV.
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more, it underestimates the best achievable resolution by about 60 % for standard
and 50 % for aberration-corrected LEEM compared to the more accurate results
obtained with the CTF formalism. Connected to this, we find that the optimum
aperture angle is underestimated by the geometric optics method by about 30 %
compared to the CTF results. The acceptance angle is related to the spatial fre-
quency by α = λq . The exact optimum aperture angle for given conditions can
therefore easily be extracted from the zero crossings of the corresponding CTF plot
and do not require a full CTF resolution calculation. The inverse of these optimum
acceptance angles gives a good upper limit of the achievable resolution. The CTF
approach also allows one to consider the effects of defocus as well as the effects
due to the nature of the object (e.g. weak phase object, strong phase object) on
the aperture angle and resolution. These considerations are not addressed by the
geometric optics approach.
The best theoretically achievable resolution as calculated by the CTF formalism
for aberration-corrected LEEM at in-focus condition is about 0.6 nm for amplitude
objects and strong phase objects. The best obtainable resolution in aberration-
corrected LEEM is lowered to 0.5 nm for weak phase objects at in-focus condition
and for amplitude and strong phase objects at their respective Scherzer defocuses.
Off-axis aberrations
The magnetic prism arrays in the IBM LEEM used to separate the incoming from
the reflected electron beam introduce second-order aberrations such as image tilt
and off-axis astigmatism [8]. In order to see the effects of these factors on the im-
age formation we performed additional calculations which explicitly include both
magnetic prism arrays. The results of ray tracing 105 electrons through the entire
imaging system from points on the sample that are located at different lateral dis-
tances from the optical axis are shown in Fig. 3.12 for a starting electron energy of
E0 = 10 eV and electron energy spreads of ∆E = 0 eV and ∆E = 0.25 eV. The calcu-
lations are performed in an image plane with magnification M = 1. The axes of the
cones shown in Fig. 3.12 are along the radial displacement direction. Figure 3.12b,
d, and f shows profile plots taken across the whole width of the data presented in
Fig. 3.12a, c, and e. We take the FWHM of these profile plots as a measure for the
effect of off-axis aberrations. The FWHM of these off-axis aberrations is about 11.8
nm, 1.24 nm, and 0.6 nm for distances from the optical axis of 5 mm, 0.5 mm, and
0.25 mm. The detector resolution is about 20 nm, 2 nm, and 1 nm for fields-of-view
of 10 mm, 1 mm, and 0.5 mm, respectively. The off-axis aberrations are therefore
smaller by about a factor 2 than the spatial resolution of the currently employed
multichannel plate (MCP)/phosphorscreen/charge-coupled device detection sys-
tem. Therefore, off-axis aberrations do not limit the resolution.
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FIGURE 3.12: Image spread caused by off-axis aberrations at different distances d from the optical axis
for energy spreads of ∆E = 0 eV (red) and ∆E = 0.25 eV (green) and a starting electron energy of E0 = 10
eV. Line profiles taken horizontally across figures (a), (c), and (e) with line widths as broad as the entire
images are shown in (b), (d), and (f), respectively.
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Effect of a detector on image contrast
So far, the image contrast was calculated by considering only the modifications in-
troduced by the microscope excluding the detection system. It is clear that the final
image contrast and resolution depend on the properties of the detector. Here, we
use a simple model to show the qualitative effect of a detector on the image con-
trast and resolution. We convolute the calculated image contrast with Gaussian
smearing function with FWHM of d = 2 nm, d = 5 nm, and d = 10 nm. Figure 3.13
shows image contrast plots of a 1 : 1p
2
amplitude object (a-b) and a π phase object
(c-d) for standard LEEM (a and c) and aberration-corrected LEEM (b and d) for
Gaussians with different FWHM each. The resolution of the 1 : 1p
2
amplitude and a
π phase object for the different detector smearing functions is shown in Table 3.2.
This data shows that the resolution for standard and aberration-corrected LEEM
approach each other and become equal with increasing Gaussian smearing. The
resolution of a π phase object can even be worse for aberration-corrected LEEM
than for standard LEEM if the smearing function is large. Therefore, to fully ex-
ploit the improvement in resolution due to aberration-correction a good detection
system is necessary.
The Gaussian smearing effect of the detector also degrades the contrast in the
final image. For all amplitude objects this is only a minor effect but it is significant
in the case of phase objects. We use here the definition of contrast as defined in
Section 3.3.2. The contrast extracted from Fig. 3.13c and d is shown in Table 3.3.
The decay of contrast is significantly higher for the aberration-corrected case. Al-
ready for a smearing function with a FWHM of d = 2 nm the decay is about a factor
4 higher for aberration-corrected LEEM compared to standard LEEM. From this we
conclude that the loss of phase contrast for in-focus conditions as experienced by
LEEM users in practice could be - at least partially - caused by a detection system
with insufficient spatial resolution. These calculations show that a good detec-
tion system becomes crucial to profit from the advantages of aberration-corrected
LEEM systems. A promising alternative to the conventional used MCP based de-
tectors is the hybrid pixel solid state detector called Medipix. LEEM and PEEM
images obtained with a Medipix detector show improved contrast and a resolution
better by a factor of about 2 compared to MCP detectors [26].
3.4 PEEM
In the case of PEEM, photo emitted electrons are used to form an image. In con-
trast to the electrons emitted by an electron gun, the photo emitted electrons are
incoherent in time and space. The image intensity for perfectly incoherent illu-
mination, Iinco, is given by the convolution of the intensity distribution in the ob-
ject plane,
∣∣ f (r )∣∣2, with the square modulus of the point spread function, ∣∣h(r )∣∣2
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FIGURE 3.13: Image contrast of a 1 : 1/
p
2 amplitude object (a-b) and aπphase object (c-d) for standard
LEEM (a,c) and aberration-corrected LEEM (b,d) at in-focus condition for different detector smearing
functions (black solid: d = 0 nm; red dotted: d = 2 nm; blue dashed: d = 5 nm; green dotted-dashed:
d = 10 nm). All calculations were performed with optimum aperture angle, E0 = 10 eV, and ∆E = 0.25
eV.
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TABLE 3.2: Resolution of a 1 : 1/
p
2 amplitude and a π phase object for different detector smearing
functions (FWHM) for standard and aberration-corrected LEEM.
FWHM w/o 2 nm 5 nm 10 nm
Resolution
Amplitude
nac 1.9 2.3 4.3 8.5
ac 0.5 1.7 4.2 8.4
π phase
nac 1.9 2.3 4.3 9.3
ac 0.6 1.8 4.8 9.8
TABLE 3.3: Contrast in % of a π phase object imaged for different detector smearing functions (FWHM)
for standard and aberration-corrected LEEM.
FWHM w/o 2 nm 5 nm 10 nm
Contrast
nac 100 68 26 11




The Fourier transform of the point spread function is the CTF, H(q). The CTF
for a monochromatic point source for the coherent case (compare Eq. 3.1), is given
by
H mono(q,ε) = M(q)W (q)Ktotal(q,ε) (3.30)
where Ktotal(q,ε) is given by Eq. 3.6 for the standard case and includes K3C/CC(q,ε)
(see Section 3.2.3) for the aberration-corrected case, and ε is the deviation of en-
ergy from some nominal energy E . For incoherent imaging we need to consider
the squared modulus of the PSF. The Fourier transform of the squared modulus of
a function is equal to the autocorrelation of the function according to the Wiener-




mono = H mono(q,ε)?H mono(q,ε) (3.31)
















assuring temporal incoherence. The image intensity for perfectly incoherent
illumination is then given by
Iinco =
∣∣ f (r ))∣∣2 ⊗ ∣∣hinco(r ))∣∣2 (3.33)
where
∣∣hinco(r ))∣∣2 is the inverse Fourier transform of [ρH (q)]inco.[
ρH (q)
]
inco cannot be presented in an analytical form anymore but needs to be
evaluated numerically. This makes the calculations for the incoherent case more
time consuming than for coherent imaging.
The energy distribution of photo emitted electrons depends on the energy of
the light used to excite the electrons. In the case of ultraviolet (UV) PEEM the start-
ing energy of the electrons ranges from E0 = 0 eV to a few eV with an energy spread
typically between ∆E = 1.5 eV and ∆E = 3 eV depending on the UV source and the
work function of the sample. In the case of X-ray PEEM the range of the starting
energy becomes larger and also the energy spread gets broader. The broad energy
spread in the case of X-ray PEEM is the determining factor for the resolution limit.
The situation can be improved significantly, as we will see, by employing energy
filtering.
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FIGURE 3.14: Image contrast of a 1 : 1/
p
2 amplitude object for standard (blue solid line) and
aberration-corrected ultraviolet PEEM (red dashed line) with an energy spread of ∆E = 1.5 eV at zero
defocus. The starting electron energy is E0 = 1 eV.
3.4.1 UV-PEEM
In the case of UV-PEEM the energy distribution can be well approximated by a
Gaussian with a FWHM determined by the source energy spread. The energy spread
depends on the used light source and the work function of the sample. A light
source typically used for UV-PEEM is a Hg discharge lamp with hν≈ 5 eV. Assum-
ing a typical work function of 4 eV the energy spread is about 1 eV. Here, we use
energy spreads of ∆E = 1.5 eV and ∆E = 3 eV to perform the UV-PEEM image con-
trast calculations. We use the aberration coefficients for an electron starting energy
of E0 = 1 eV to perform the following calculations. That assumes that the maxima
of the Gaussian energy distributions are located at an energy of E0 = 1 eV.
Figure 3.14 shows a typical image contrast of a 1 : 1p
2
amplitude object obtained
for a spatially and temporally incoherent source. No oscillations or fringes are ob-
served in these contrast profiles contrary to the image contrast plots for a coherent
source. Also, no contrast is observed for phase objects.
Here, we calculate the resolution as a function of the acceptance angle in a
manner similar to the resolution calculations for coherent imaging (see Section 3.3.3).
Figure 3.15 shows resolution plots for Gaussian energy source distributions with
spreads of ∆E = 1.5 eV (dotted-dashed and solid lines) and ∆E = 3 eV (dotted
and dashed lines) for standard PEEM (blue dotted and dotted-dashed lines) and
aberration-corrected PEEM (red dashed and solid lines). The behavior of these
resolution plots is similar to the resolution plots obtained with the geometric op-
tics method (see Fig. 3.8), i.e. the resolution increases again for aperture angles
larger than the optimum aperture angle at optimum resolution. This is due to the
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FIGURE 3.15: Resolution plots of a 1 : 1/
p
2 amplitude object for ultraviolet PEEM with an energy spread
of ∆E = 1.5 eV (dotted-dashed and solid lines) and ∆E = 3 eV (dashed and dotted lines) for a standard
microscope (blue dotted-dashed and dotted lines) and an aberration-corrected system (red solid and
dashed lines). The starting electron energy is E0 = 1 eV at in-focus condition.
temporal incoherence of the imaged electrons which prevents the damping of the
contrast transfer for higher q-values. In the case of an energy spread of ∆E = 3 eV
we obtain an optimum resolution of R = 11.4 nm and R = 7.3 nm for standard and
aberration-corrected PEEM, respectively. The best resolution for an energy spread
of ∆E = 1.5 eV improves from R = 8.1 nm for the standard microscope to R = 3.7
nm for the aberration-corrected instrument. Again, the best resolution is observed
at an optimum aperture angle. This optimum acceptance angle increases for the
aberration-corrected microscope by factors of 1.7 and 2.5 compared to the stan-
dard case for energy spreads of∆E = 3 eV and∆E = 1.5 eV, respectively. That means
that the increase in transmission can be as large as a factor of 6.
3.4.2 X-RAY PEEM
Incident X-rays create secondary, photo and Auger electrons which can be used
for imaging. The energy distribution of emitted secondary electrons can be well
approximated by a model function of the form f ∝ E0/(E0 +ω)4 with the work
function of the sample ω and the starting energy of the electrons E0 [29]. We use
here the normalized energy distribution function f (E0) = 6ω2E0/(E0 +ω)4 with a
typical work function ofω= 4 eV. The maximum of that function is located atω/3 ≈
1.33 eV. For practical reasons we consider the function only in the range between
E0 = 0 eV and E0 = 20 eV containing 93 % of the total intensity.
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For the IBM LEEM instrument [30] the radius in mm of the Ewald sphere in
the back-focal plane (bfp) of the objective lens for energy E0 in eV is given by
r (E0) ≈ 60
p
E0. The radius in mm of the aperture in the bfp of the objective lens
is given by a(α) = 9.6x103α where α is the aperture angle. Let us assume that for
a given energy E 10 the corresponding radius of the Ewald sphere is r
1. If the radius
of the aperture a is larger than r 1 the entire Ewald sphere corresponding to E 10 is
transmitted. However, if the radius of the aperture becomes smaller than r 1 the
Ewald sphere corresponding to E 10 is only partially transmitted. That means if the







Therefore, we have to consider two conditions of the energy distribution func-




(E0+ω)4 if 2.5 ·10
4 α2
E0
> 1 and E0 ≥ 0
1.5·105ω2α2
(E0+ω)4 if 2.5 ·10
4 α2
E0
≤ 1 and E0 ≥ 0
(3.34)
Using this expression for the energy distribution function we calculated the
resolution similar to the case of UV-PEEM discussed above. Figure 3.16a shows
resolution plots as a function of the aperture angle for standard (dotted-dashed
and dashed lines) and aberration-corrected (dotted and solid lines) X-ray PEEM,
respectively. The resolution was calculated using the energy distribution function
f (E0) with E0 ranging from E0 = 0 eV to E0 = 20 eV. The resolution limitis R = 9.8
nm and R = 8.2 nm for a standard and an aberration-corrected microscope (black
dotted-dashed and dotted lines). We also calculated the resolution obtained by
energy filtering with an energy window of ∆E = 2 eV. In practice the slit of the en-
ergy filter in the IBM LEEM [30] might impose a maximum acceptance angle in
the bfp of the objective lens and therefore limit the resolution to a value above the
theoretical minimum. It is clear that energy filtering improves the resolution limit
significantly to R = 7.4 nm and R = 3.5 nm for standard and aberration-corrected
LEEM.
Figure 3.16b shows plots of the resolution as a function of the transmission.





f (E0i ) (3.35)
where E01 and E0m are the energy at the start and the end point of the cor-
responding energy window and C20 = ∑i=1n 6ω2E0i /(E0i +ω)4 with E01 = 0 eV and
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FIGURE 3.16: (a) Resolution plots of a 1 : 1/
p
2 amplitude object for X-ray PEEM with a standard in-
strument (black dashed-dotted and red dashed lines) and an aberration-corrected microscope (black
dotted and red solid lines). The starting electron energy is E0 = 1 eV at in-focus condition. The black
dashed-dotted and dotted lines correspond to calculations considering the energy distribution in the
range of ∆E = 0− 20 eV. The other curves are obtained by energy filtering with an energy window of
∆E = 2 eV (red dashed and solid lines). (b) Resolution plots as a function of transmission. The conven-
tion for indication is the same as in (a).
E0n = 20 eV. Transmission at optimum aperture angle is improved for the aberration-
corrected instrument compared to the standard microscope. The higher optimum
resolution in the case of energy filtering comes with lower transmission.
In Fig. 3.17a we compare the behavior of the ultimate resolution at optimum
aperture angle for PEEM and LEEM. The graph shows resolution of amplitude
objects in different PEEM modes and resolution of amplitude and phase objects
in LEEM with E0 = 10 eV and ∆E = 0.25 eV at zero defocus for non-aberration-
corrected and for aberration-corrected microscopes. The LEEM data closely fol-
lows a RLEEMopt = 0.42λ/αbehavior. In the case of PEEM, however, a RPEEMopt = 0.61λ/α
behavior is observed. For aberration-corrected LEEM the resolution falls closer
at the 0.42λ/α limit compared to the data for standard LEEM because additional
limiting effects due to chromatic and spherical aberrations are more dominant in
the latter case. In PEEM the dominant limiting factor is a broad energy spread in
combination with chromatic aberrations. We conclude that the resolution for co-
herent imaging, i.e. LEEM, is limited by the Gaussian width of the central Airy disk
2σ = 0.42λ/α (see discussion in Section 3.3.3 on resolution). The resolution limit
for PEEM is defined by 2σ = 0.61λ/α, that is the width of a Gaussian fitted as en-
velope to the maxima of the entire PSF, i.e. the Airy pattern with chromatic and
spherical aberrations. Such a Gaussian envelope neglects the oscillations in the
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FIGURE 3.17: (a) Optimum resolution of different objects as a function of optimum aperture angle
for a standard (full symbols) and an aberration-corrected (empty symbols) microscope in LEEM and
PEEM. The starting electron energy is E0 = 10 eV for LEEM and E0 = 1 eV for PEEM, all at in-focus
condition. The energy spread for LEEM is ∆E = 0.25 eV. The resolution limit for LEEM (dashed line)
and for PEEM (dotted line) are also indicated. (b) Ultimate resolution and optimum aperture angle of
a 1 : 1/
p
2 amplitude object as a function of starting electron energy for standard (full symbols) and
aberration-corrected (empty symbols) LEEM at zero defocus. The solid curves are fits to the resolution
data and the dotted curves are fits to the aperture angle data (see text for details).
PSF appropriate for incoherent imaging. Hence, a good estimate for the ultimate
resolution for a given aperture angle and starting electron energy of 10 eV can be
obtained from RLEEMopt = 0.42λ/α for LEEM and from RPEEMopt = 0.61λ/α for PEEM
without the need of a full CTF image calculation.
Figure 3.17b shows the energy-dependence of ultimate resolution and opti-
mum aperture angle of an amplitude object in standard (full symbols) and aberration-
corrected (empty symbols) LEEM. We find that the resolution behaves according
to power laws of the form Rnac(E) = 0.83E−0.49 + 1.62 and Rac(E) = 0.34E−0.74 +
0.49 (solid curves in Fig. 3.17b) for standard and aberration-corrected LEEM, re-
spectively. We know from the discussion above that R ∝ 1/α. We fit the energy-
dependent optimum aperture angle data with functions of the formα(E) = a/R(E)
and obtain αnac(E) = 0.0042/Rnac(E) and αac(E) = 0.0039/Rac(E) (dotted curves
in Fig. 3.17b) for standard and aberration-corrected LEEM, respectively. The fits
reproduce the data very well and can therefore be used as good estimates for ulti-
mate resolution and optimum aperture angle in LEEM for a given starting electron
energy without the need of a fullwave-optical image calculation.
3.5 CONCLUSIONS
We have introduced an extended Contrast Transfer Function (CTF) approach for
the calculation of image formation in Low Energy Electron Microscopy (LEEM).
This approach considers chromatic and spherical aberrations up to fifth order,
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appropriate for image formation in state-of-the-art aberration-corrected LEEM.
We have derived a set of four Scherzer defocus values for weak phase objects,
and for strong phase and amplitude objects, in both non-aberration-corrected and
aberration-corrected LEEM. Using this extended CTF formalism, we have calcu-
lated contrast and resolution of one-dimensional and two-dimensional pure phase,
pure amplitude, and mixed phase and amplitude objects in LEEM. We show that
adjusting defocus causes a change in resolution and contrast. In the case of weak
phase objects choosing defocus is a trade-off between optimum resolution and op-
timum contrast. For strong phase and amplitude objects, the relevant Scherzer de-
focus setting optimizes resolution without negatively affecting contrast. The CTF
approach was also adapted to consider the case of incoherent imaging in Photo
Electron Emission Microscopy (PEEM). Based on these calculations, we show that
the ultimate resolution in aberration-corrected LEEM is about 0.5 nm, and in
aberration-corrected PEEM about 3.5 nm. The aperture sizes required to achieve
these ultimate resolutions were precisely determined with the CTF method. We
conclude that the commonly employed geometric optics model to estimate opti-
mum resolution and aperture size underestimates both parameters by about 50 %
and 30 %, respectively, compared to the more accurate results determined with
the CTF approach. Furthermore, we find that the energy-dependent resolution in
LEEM behaves according to Rnac(E) = 0.83E−0.49 +1.62 and Rac(E) = 0.34E−0.74 +
0.49 for a standard and an aberration-corrected microscope, respectively. A good
estimate for the energy-dependent optimum aperture angle is given by αnac(E) =
0.0042/Rnac(E) and αac(E) = 0.0039/Rac(E) for standard and aberration-corrected
LEEM, respectively. A good estimate for the resolution in PEEM can be obtained
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OF THE CTF IN
ABERRATION-CORRECTED
ELECTRON MICROSCOPY
The Contrast Transfer Function (CTF) describes the manner in which the electron
microscope modifies the object exit wave function as a result of objective lens aberra-
tions. For optimum resolution in C3-corrected microscopes it is well established that
a small negative value of C3, offset by positive values of C5 and defocus C1 results in
the most optimal instrument resolution, and optimization of the CTF has been the
subject of several studies. Here we describe a simple design procedure for the CTF
that results in a most even transfer of information below the resolution limit. We
address not only the resolution of the instrument, but also the stability of the CTF
in the presence of small disturbances in C1 and C3. We show that resolution can
be traded for stability in a rational and transparent fashion. These topics are dis-
cussed quantitatively for both weak-phase and strong-phase (or amplitude) objects.
The results apply equally to instruments at high electron energy (TEM) and at very
low electron energy (LEEM), as the basic optical properties of the imaging lenses are
essentially identical.
This chapter is based on R. M. Tromp, S. M. Schramm, Optimization and stability of the contrast transfer




4. OPTIMIZATION AND STABILITY OF THE CTF IN ABERRATION-CORRECTED
ELECTRON MICROSCOPY
4.1 INTRODUCTION
Correction of spherical and chromatic aberrations of the electron microscope con-
stitutes one of the most significant breakthroughs in microscopy over the last two
decades. This extraordinary achievement was the fruit of many decades of dead-
end trials, false starts, dogged pursuit, and - finally - success [1–6]. The ability to
correct the leading aberrations of the electron microscope also implies that these
aberrations are now adjustable, not just to zero, but to small residual values that
can be chosen to optimize the final resolution of the instrument by artfully bal-
ancing the remaining uncorrected aberrations with the adjustable ones. It was
recognized already by Scherzer [7] that a small negative value of the 3rd order
spherical aberration coefficient C3, in combination with a positive value of the 5th
order spherical aberration coefficient C5, and a small positive defocus C1 would
result in superior instrument performance. This so-called ’negative CS imaging -
NCSI’ has recently received renewed attention [8], as it was shown to indeed result
in extremely high resolution. However, exactly what combination of C1, C3, and
C5 constitutes the ’optimum’ has been the topic of several papers, and no univer-
sal agreement seems to have been reached. Particularly noteworthy are the early
works by Scherzer [7] in 1970, by Chang et al. [9], and by Lentzen [10]. Each of
these came up with somewhat different prescriptions, based on somewhat differ-
ent arguments. It is not our aim to repeat these arguments here, or to assess them
in any detail. Rather, we will present a simple and transparent method not to de-
rive the optimum imaging conditions from the mathematical formulation of the
CTF, but rather design a family of optimum conditions by a detailed inspection of
what goes on in the vicinity of the NCSI condition. This allows us not only to give a
transparent description of the CTF, but also to assess its stability and its sensitivity
to small fluctuations in defocus and residual value of C3. We will show that a single
parameter, φ, can be varied in a manner that trades resolution for stability. This
is important, as stability of the corrected state has become an issue of concern in
the practical operation of the TEM [11–13]. While the highest possible resolution
is sometimes the sole concern of the microscope operator, it is not always so. For
instance, when performing in-situ experiments on samples that rapidly change
in time, stability is usually a greater requirement than ultimate resolution. So a
proper understanding of the relation between stability and resolution will be of
value in using the microscope to its best effect.
We will discuss these issues not only for the weak-phase imaging conditions
of the Transmission Electron Microscope (TEM), but also for Low Energy Electron
Microscopy (LEEM) [14–16], where weak-phase objects are the exception rather
than the rule. Thus, we will be motivated not only by the imaginary part of the
CTF, but also its real part. In fact, our concern for both components led us down
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the path that we will retrace in the following.
4.2 THE CONTRAST TRANSFER FUNCTION
The leading aberrations of the objective lens are defocus C1, and 3rd and 5th order
spherical aberrations, C3 and C5. For sure, there is an infinite series of both ax-
ial and off-axial aberrations, many of which need careful attention in the design,
construction, and operation of the corrected electron microscope [17]. However,
here we will mostly concern ourselves with just these three terms. The aberration










6λ5 +·· · (4.1a)
W = e i 2πχ = cos(2πχ)+ i sin(2πχ) (4.1b)
where λ is the wavelength of the electrons, and q is the spatial frequency. For
weak-phase objects only the sine component of the CTF is of importance, while
for pure amplitude and strong-phase objects only the cosine component matters
[15, 16]. In the following, we will discuss both in sequence. We will assume that
resolution is not limited by chromatic aberration, and that the information trans-
fer is limited by a contrast aperture that corresponds to the point resolution of the
instrument. For a weak-phase object, Fig. 4.1a shows the CTF in the range of op-
timum NCSI imaging conditions for two slightly different settings of C1 and C3.
Both lines show two minima, at Q1 and Q2. The minima have different depths for
the gray CTF, but are the same for the black line. As C1 and C3 are varied, these
depths change, and the point resolution (i.e. the spatial frequency where sin(2πχ)
goes through zero for the first time,in nm−1) also changes. However, just playing
with the values of C1 and C3 provides little insight in to what goes on. Figure 4.1b
is much more useful. It shows the same two functions as in Fig. 4.1a, but now
projected on to the complex plane. For clarity, we have multiplied Eq. 4.1 with a
chromatic envelope function of the form [18] EC(q) = exp
(−(πCCλ)ε2/16ln2) in
Fig. 4.1b, so that W spirals down to the origin for increasing values of q . Figure
4.1a does not contain this chromatic envelope function, which is why the ampli-
tude extrema do not decrease with increasing q . For q = 0, W starts at the top of
Fig. 4.1b, on the real axis, with amplitude 1. It then starts to turn clockwise, in-
creasing the phase angle 2πχ as q increases, and the relative magnitudes of the
contributions from C1, C3, and C5 play off against one another. For small values
of q the contribution from C1 dominates, as χ is linear in q2. As C1 is positive, the
phase increases in the positive direction.
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FIGURE 4.1: (a) The CTF for two different settings of C1 and C3. For the gray line the minima at Q1 and
Q2 have unequal depths, leading to uneven contrast transfer as a function of q . The black line shows
the CTF according to Eq. 4.5 with φ = π/4, where the depths at Q1 and Q2 are the same and (b) the
same two CTFs multiplied by the chromatic envelope and projected onto the complex plane (Eq. 4.1).
The turning points Q1 and Q2 are indicated for the gray CTF.
At some value of q , C3 starts to play a role. As C3 was chosen to be negative,
at some point the role of C3 overtakes that of C1, and the CTF changes direction
at Q1. This does not happen for all combinations of C1, C3 and C5, but it does
happen in the range of NCSI imaging conditions. At even larger values of q , C5
starts to dominate over C3, and the CTF changes direction a second time, at Q2.
From there on, the CTF spirals clockwise toward zero. In this figure we can already
appreciate that the minima in Fig. 4.1a correspond to the turning points Q1 and
Q2 in Fig. 4.1b. The maxima in Fig. 4.1a correspond to the three different branches
dominated by C1, C3, and C5, as they cross the 2πχ=π/2 line. We can assign angles
φ1 and φ2 (relative to the horizontal axis in Fig. 4.1b) to the turning points Q1 and
Q2, as indicated in Fig. 4.1b. Now, we can design a CTF where the minima at Q1
and Q2 have equal depths by setting up a condition where φ = φ2 = φ1, i.e. the
turning points are symmetrically located about the imaginary axis, as shown for
the black line in Fig. 4.1b where we chose φ= π/4. The symmetric condition thus
realized leads to a most even transfer of information at spatial frequencies below
the point resolution, i.e. it minimizes the loss of information across the spatial
frequency spectrum below the point resolution. The CTF in both Q1 and Q2 then
equals cos(φ). Such a condition can be represented as follows. In the turn-around
points Q1 and Q2:
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dχ/d q = 0 (4.2a)
C1 +C3Q +C5Q2 = 0 (4.2b)
Q = q2λ2 (4.2c)







Note that Q1 is the value of Q (i.e. q2λ2) in point Q1, and Q2 is the value of Q
in point Q2. To have valid solutions, the following conditions must be met: C 23 >
4C1C5 and Q1,2 > 0.
4.2.1 WEAK-PHASE OBJECTS
For weak-phase imaging Q1 and Q2 straddle the imaginary axis, while for ampli-
tude and strong-phase objects they straddle the real axis. We will first focus on the































Combining Eqs. 4.2a - 4.4b it follows that
















1+ (1−4φ2/π2)1/2)1/3 + (1− (1−4φ2/π2)1/2)1/3 (4.5d)
We have now constructed a family of CTFs characterized by the angle φ, where
the CTF is optimally uniform for all spatial frequencies below the point resolution
for any choice of φ. Figure 4.2 shows examples for φ = 0, π/4, and π/2. For φ = 0
the CTF is flat over a broad range of spatial frequencies. The CTF forφ=π/4 fulfills
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FIGURE 4.2: (a) Weak-phase CTF for φ = 0 (blue), π/4 (red) and π/2 (green) and (b) same CTFs multi-
plied by the chromatic envelope and projected onto the complex plane.
the familiar Scherzer condition, where the amplitude in the minima equals 1/
p
2.
And for φ = π/2 the minima at Q1 and Q2 dip all the way to zero without actually
crossing zero.
Formally, this latter CTF offers the highest possible point resolution, although
not the most useful characteristics, as the CTF is blind for spatial frequencies near
Q1 and Q2. By varying φ we can decide which CTF is most suited for a specific ap-
plication, balancing transfer characteristics over a broad range of spatial frequen-
cies against point resolution.
To get a better feeling for the landscape around the conditions specified by Eq.
4.5 and for the stability of the CTF near the optimum conditions, we have numer-
ically calculated the point resolution over a broad range of C1 and C3 settings. We


















































= q2 (C5λ5)1/3 (4.7c)
In the reduced coordinates of Eq. 4.7 the solutions to Eq. 5.6 are universal, in-
cluding the values of Q̃ for which 2πχ=π (i.e. the point resolution for weak-phase





The weak-phase resolution map is shown in Fig. 4.3. A narrow ridge of optimum
resolution runs from the lower left to upper right diagonal. The yellow line marks
Eq. 4.5 for 0 <φ<π/2. There are several features in this map which we will discuss
one by one. Besides the yellow line, Fig. 4.3 shows three dashed white lines, a, b,
and c. For the turning points Q1 and Q2 to exist, the solutions given in Eq. 4.3 must
be real, i.e. C 23 > 4C1C5. Line a is given by
C1 =C 23 /4C5 (4.8)
To the left of this line, there are no real, positive solutions for Q1 and Q2.
As Q2 crosses the real axis sin(2πχ) becomes negative at Q2. This condition
(dχ/d q = 0, 2πχ= 0) gives rise to line b:
C1 = 3C 23 /16C5 (4.9)
Lastly, as Q1 crosses the real axis sin(2πχ) becomes negative at Q1. This condi-








)3/2 = 8λC 25 (4.10)
The numerical solution to Eq. 4.10 is plotted in Fig. 4.3. Line c does not cross
line a, but stops at their intersection as Q1 and Q2 do not exist to the left of line a.
φ = π/2 falls at the intersection of lines b and c. φ = 0 falls on the intersection of
the yellow line and line a. The map in Fig. 4.3 has five separate regions marked I-V
in the figure. Region I contains the solutions that are of interest here.
4.2.2 INSTABILITY BUDGET FOR THE WEAK-PHASE CTF
The yellow line in Fig. 4.3 falls very close to instability line b, where the point res-
olution suddenly drops as the minimum at Q2 drops below zero. Thus, if either C1
or C3 deviates towards line b, the CTF runs the risk of crossing into region II, with
{{4
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FIGURE 4.3: Point resolution as a function of C1 and C3 for weak-phase objects. The yellow line is given
by Eq. 4.5. The white dashed lines and regions I-V are discussed in the text. Lower and left-hand axes
for E = 300 keV, C5 = 5 mm. The upper and right-hand axes are scaled in accordance to Eqs. (5.6 and
4.7), so that the map is universal in these dimensionless units.
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FIGURE 4.4: (a) Resolution for weak-phase objects as function of φ, (b) instability budgets as function
of φ and (c) instability budgets as a function of resolution. E = 300 keV, C5 = 5 mm.
a sudden loss of resolution. The maximum deviations in C1 and C3 are therefore
given by the distance between the yellow line and line b:
∆C max1 (φ) =
∣∣∣∣∣3C 23 (φ)16C5 −C1(φ)
∣∣∣∣∣∼C 1/35 (4.11a)







We refer to Eq. 4.11 as the instability budgets for C1 and C3. It defines the
largest instabilities allowed in C1 and C3 without crossing line b into region II. In
Eq. 4.11 it is assumed that only C1, or only C3 is subject to instabilities, i.e. we move
either along horizontal or the vertical axis in Fig. 4.3. If both C1 and C3 are subject
to fluctuations or drifts, the instability budgets are about a factor
p
2 smaller than
Eq. 4.11. In Fig. 4.4a we plot the resolution (E = 300 keV, C5 = 5 mm), as well as the
instability budgets in Fig. 4.4b, as a function of φ. The resolutions δ (inverse of the













)1/6 = 0.6609(λ5C5)1/6 (4.12c)
With increasing φ the resolution improves slowly and modestly, while at the
same time the instability budgets drop steadily until they equal zero at φ=π/2. In
Fig. 4.4c we plot the instability budgets as a function of the resolution, showing
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FIGURE 4.5: CTF with additional ±0.5 nm defocus (a) φ=π/4 and (b) φ=π/32.
how resolution can be traded for stability: a modest loss in resolution as a result of
operating at a lower value ofφhas the benefit of yielding a larger instability budget.
The instrument operator can decide for a given experiment where to operate the
instrument on this sliding scale. In any case, these instability budgets are very
small: even at φ= π/4 a (negative) defocus offset of just 0.3 nm will move the CTF
into region II.
With decreasing φ, the values of ∆C max1 and ∆C
max
3 increase, making the CTF
less vulnerable to small fluctuations in C1 and C3. This is demonstrated explicitly
in Fig. 4.5 where we plot the CTF for φ = π/4 and φ = π/32, with and without
additional ±0.5 nm focus deviations.
In Fig. 4.5a a defocus of −0.5 nm (dashed line) causes a deep negative min-
imum at ∼ 20 nm−1, while a defocus of +0.5 nm creates a significant dip near
12 nm−1. The same defocus offsets cause far less significant effects in Fig. 4.5b.
Clearly, at φ=π/32, where the instability budget is ∼ 0.7 nm, a 0.5 nm defocus off-
set has only a modest effect. At φ= π/4 the instability budget for defocus is ∼ 0.28
nm, and a 0.5 nm defocus offset has a strong effect. Of course, in both cases the
0.5 nm defocus offset causes the same additional phase factor in the CTF, but for
smaller angles φ the inflection points Q1 and Q2 are situated closer to the imagi-
nary axis (Fig. 4.2b), so that a larger defocus offset is required to push Q2 all the
way to the positive real axis. For φ= π/2, Q2 is already located on the positive real
axis, so it takes only an infinitesimal additional defocus offset to push it over the
axis: the instability budget is zero.
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Amplitude and strong-phase objects
In the case of amplitude and strong-phase objects the CTF straddles the real axis,
but otherwise the procedure follows along the same lines. Again, in the Q1 and Q2
points dχ/d q = 0. Placing Q1 and Q2 symmetrically about the real axis we have
2πχ(Q1) =−2πχ(Q2) =φ (4.13a)































=−2.708(λφC 25 )1/3 (4.15b)
Figure 4.6 shows examples of the CTF for φ = π/32, π/4, and π/2. At q = 0 the
CTF (cos(2πχ)) has a value of 1, an important difference with the weak-phase CTF
which starts at 0. The CTF for strong-phase and amplitude objects therefore has
the distinct advantage that its sensitivity for low spatial frequency features is near
unity, while for weak-phase objects the sensitivity is rather poor, and is poorer for
an aberration-corrected instrument than for a non-corrected instrument.
While this advantage of the amplitude CTF may not be very important for TEM
experiments which usually operate in or near weak-phase conditions, for LEEM
and PEEM it is very important, because one usually deals with amplitude or strong-
phase objects, and only rarely with weak-phase objects. The amplitude object res-
olution map is shown in Fig. 4.7. We recognize the same key features that were also
present in Fig. 4.3. The yellow line marks Eqs. 4.15a,4.15b for 0 < φ < π/2. To the
left of line a (Eq. 4.8) there are no real and positive solutions for Q1 and Q2. Line b








)3/2 =−4λC 25 (4.16)
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FIGURE 4.6: (a) Amplitude CTF for φ= π/32 (blue), π/4 (red) and π/2 (green) and (b) same CTFs mul-
tiplied by the chromatic envelope and projected onto the complex plane.









)3/2 = 4λC 25 (4.17)
Eqs. 4.16 and 4.17 are solved numerically as shown in Fig. 4.7.
Regions I-V are again marked for C3 < 0, as in Fig. 4.3. The solutions of interest
fall in region I.
Instability budget for the amplitude and strong-phase CTF
Similar to the weak-phase CTF, the distance from the yellow line to line b is the
largest instability in C1 or C3 that can be tolerated to prevent the CTF from cross-
ing the instability at line b. The instability budget now has no simple analytical
expression, but can be determined numerically from Eq. (4.14-4.17). Figure 4.8a
shows resolution as a function of φ, while Fig. 4.8b shows the values of ∆C max1 and
∆C max3 , both for a 300 keV TEM with C5 = 5 mm. Figure 4.8c shows ∆C max1 and
∆C max3 as a function of resolution. For small values of φ the instability budgets are
quite large and there solution is relatively poor, but of course we must also con-
sider the relation between instability budget and resolution, as shown in Fig. 4.8c.
Again, resolution can be traded for stability.
The resolutions δ (inverse of the point resolution) at φ = 0, π/4, and π/2 are
given by
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FIGURE 4.7: Point resolution as a function of C1 and C3 for amplitude objects. The yellow line is given
by Eq. 4.15. The white dashed lines and regions I-V are discussed in the text. Lower and left-hand axes
for E = 300 keV, C5 = 5 mm. The upper and right-hand axes are scaled in accordance to Eqs. (5.6 and
4.7), so that the map is universal in these dimensionless units.
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FIGURE 4.8: (a) Resolution for amplitude/strong-phase objects as function of φ, (b) instability budgets














)1/6 = 0.9347(λ5C5)1/6 (4.18c)
Comparison with the weak-phase resolutions Eq. 4.12 shows that the best res-
olution achievable for an amplitude object is almost as good as for a weak-phase
object. At φ = π/4 the instability budgets for weak-phase and amplitude objects
are very similar in magnitude.
4.2.3 COMPARISON OF AMPLITUDE AND WEAK-PHASE CTFS
It is useful to compare the key features of the amplitude and weak-phase resolution
maps in a single figure - see Fig. 4.9. Here we have plotted Eq. 4.5 (heavy red line)
and Eq. 4.15 (heavy blue line), as well as the boundary lines where the CTF goes
negative at Q1 and Q2 (thin blue and red lines). Unfortunately, the heavy red and
blue lines do not overlap, so there is no imaging condition that is optimum for both
amplitude and weak-phase objects. In TEM this may not be much of an issue, as
imaging of weak-phase objects is prevalent. In LEEM we may encounter both types
of objects, although one generally avoids weak-phase objects as the image contrast
is very poor. Therefore, the operating space for amplitude/strong-phase objects
is generally more relevant. Nonetheless, Fig. 4.9 shows that imaging objects with
mixed character, which may be encountered in both TEM and in LEEM, must strike
a compromise between the optimum resolution for both, as either one or the other
may be optimized, but not both at the same time. Even for very thin samples, TEM
objects may deviate strongly from weak-phase conditions. For example, the phase
modulation increases in steps of about π/6 for each layer of Au atoms in a thin
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crystalline Au specimen [19]. For just 6 atomic layers of Au, the accumulated phase
modulation in the exit wave equals π, and the sample is in the strong-phase limit.
We may also compare the resolution forφ=π/4 with that obtained for Scherzer
defocus conditions when C3 = 0. The relevant Scherzer defocus settings were de-
rived in Ref. [16]. For weak-phase objects we compare Scherzer resolution (δs)














δπ/4 = 0.59(C5λ5)1/6 (4.20b)
Scherzer defocus at C3 = 0 results in a resolution that is about a factor 4/3
worse in both cases. In addition, for the weak-phase case the CTF at Scherzer
defocus(C3 = 0) is negative, leading to a contrast reversal as compared to Eq. 4.5.
Weak-phase settings for C1 and C3 were also derived by Chang et al. [9], based
on the condition that dχ/d q = 0 at 2πχ= π/2, putting a turn-around point in the
















The CTF for E = 300 keV, and C5 = 5 mm using Eq. 4.21 is shown in Fig. 4.10.
The use of a negative C3 is again combined with a positive defocus C1, but the
condition dχ/d q = 0 at 2πχ = π/2 restricts the CTF to the first quadrant in Fig.
4.10b, with Q1 at π/2, while placing Q2 on or very near the real axis, i.e. on or
very near instability line b in Fig. 4.3. Recalling Eq. 4.9 for this instability line
(C1 = 3C 23 /16C5), we find that Eq. 4.21 exactly fulfill this relation, and therefore
that Q2 is located exactly on the real axis and the minimum at Q2 has a value of
zero. Use of these settings therefore does not lead to a well optimized transfer
function, neither with respect to the point resolution, nor with the uniformity of
the information transfer at all spatial frequencies below the point resolution, nor
with respect to the instability budget.
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FIGURE 4.9: Comparison of resolution maps for weak-phase (red) and amplitude/strong-phase (blue)
objects. The heavy red (Eq. 4.5) and blue (Eq. 4.15) lines do not overlap anywhere, showing that there is
no single imaging condition that is optimum for both kinds of objects. The upper and right-hand axes
use universal scaling, while the lower and left-hand axes are scaled for 300 keV, C5 = 5 mm.
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FIGURE 4.10: (a) Weak-phase CTF (300 keV, C5 = 5 mm)according [9] to Eq. 4.21, (b) same CTF multi-
plied by the chromatic envelope and projected onto the complex plane. Q1 and Q2 fall on the horizontal
and vertical axes, respectively.
Next we comment on the settings proposed by Lentzen [10], where the goal
was to achieve the most even contrast transfer possible, i.e. 2πχ must stay as close
as possible to π/2 over the range of spatial frequencies contributing in 2 dimen-





2πχ(q)−π/2)2 qd q , where qmax is the highest spatial frequency
that contributes to the image. The value of qmax may be limited either by a contrast
aperture, or by the (chromatic) information limit of the instrument. The result of













The approaches taken by Lentzen and by this paper have the same goal, i.e.
to achieve the most even transfer of information possible over the range of spatial
frequencies of interest. Indeed over a significant range of parameters (300 keV,
C5 = 5 mm, 19.3 < qmax < 26.9) Eq. 4.22 overlaps very closely with Eq. 4.5. In
Fig. 4.11a we compare settings for φ = π/2 (blue line) with qmax = 26.9 nm−1 (red
dashed line), and φ = π/4 (black line) with qmax = 24.6 nm−1 (gray dashed line).
These transfer functions are virtually identical. For qmax < 19 nm−1 the differences
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FIGURE 4.11: (a) Comparison of CTFs for φ = π/2 (blue line), qmax = 26.9 nm−1 (red dashed line),
φ=π/4 (black line), and qmax = 24.6 nm−1 (gray dashed line) and (b) qmax = 15 nm−1 (black line), and
φ−π/8 (blue line): qmax = 15 nm−1 and φ = π/8 have virtually identical low frequency response, but
φ= π/8 offers superior point resolution and very even transfer over a much broader spatial frequency
window.
are more significant. Figure 4.11b shows the CTF for qmax = 15 nm−1 (black line).
For qmax < 19 nm−1 Eq. 4.22 raises defocus while keeping the point resolution
somewhat above qmax. Raising defocus leads to an increase in the CTF amplitude
at low spatial frequencies, while the behavior of the CTF above qmax is not deemed
relevant.
However,the improvement at lower spatial frequencies is very marginal, while
the loss of point resolution is significant. Figure 4.11b also shows the CTF given by
Eq. 4.5 for φ = π/8 (blue line). The low-frequency response is virtually the same
as for qmax = 15 nm−1, without sacrificing point resolution, and at the same time
offering a very even response over a much broader spatial frequency window. The
CTF at φ = π/8 is in fact suitable for imaging over a broad range of resolution re-
quirements, with a point resolution of 23 nm−1 as well as optimized low-frequency
response. Thus it appears that the family of CTFs defined by Eq. 4.5 will meet
the needs of any weak-phase imaging application. Even at the most conservative
setting, φ = 0, the point resolution is almost 21 nm−1, with excellent information
transfer over a broad range of spatial frequencies, and an optimized instability
budget. With their emphasis on weak-phase TEM imaging, Refs. [9, 10] do not
derive optimum imaging conditions for amplitude/strong-phase objects.
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4.3 APPLICATION TO LEEM
In the above we have provided numerical examples that apply to an aberration-
corrected TEM instrument, operating at 300keV with C5 = 5 mm. But our results
apply equally well to other electron microscopes, notably Low Energy Electron Mi-
croscopy (LEEM). Successful correction of both C3 and CC has been demonstrated
for LEEM instruments in the last few years [20, 21]. In addition, the energy de-
pendence of the aberration coefficients of the cathode objective lens was recently
studied up to 5th order [22]. The contribution to C5 due to the uniform electrostatic






L is the distance from the sample to the grounded front of the objective lens
(1.5−2 mm), E0 is the energy with which the electrons leave the sample (0−100
eV), and E is the additional energy acquired as the electrons traverse the electro-
static field between sample and objective lens (10−20 keV). The magnetic part of
the objective lens, as well as the electron mirror optics used to correct C3 and CC
add an additional contribution [22, 23] that does not depend on start energy E0.
With CC corrected, the resolution is not limited by chromatic aberration. There-
fore, with C5 known with good accuracy [22], we can calculate the resolution for
weak-phase objects (Eq. 4.12) as well as amplitude objects (Eq. 4.18) for φ = π/4,
as representative of the resolution of an aberration-corrected LEEM instrument.
The results are shown in Fig. 4.12a. Similarly we can obtain the instability budgets
for φ=π/4 as a function of E0, as shown in Fig. 4.12b.
For low energies, both the resolution and the instability budgets decrease with
increasing E0. Above ∼ 20 eV, the fixed contributions to C5 by the magnetic part
of the objective lens and by the electron mirror dominate so that C5 becomes es-
sentially constant, as do the resolution and the instability budgets. That said, the
instability budgets are very stringent, as they are in TEM. While an instability bud-
get of 0.5 mm for C3 may not sound too bad (certainly compared to the numbers
one is accustomed to in the TEM world), the uncorrected value of C3 at 40 eV is
300 mm. So we must correct C3 to an accuracy of 0.5/300, i.e. better than 0.2%.
That is certainly a challenge. With CC corrected, the instrument is to first order not
sensitive to small fluctuations in the gun potential or in the objective lens current,
but measuring C3 to the required accuracy is not at all trivial, as the use of Zemlin
tableaus common in the context of aberration-corrected TEM has not been ex-
plored for LEEM (there is no equivalent of an amorphous object in LEEM).
Nonetheless, Fig. 4.12 shows that sub-nm resolution is possible in principle
for electron energies of just a few eV, provided that the instrument can be adjusted
with sufficient accuracy. Experimentally, resolution down to 2 nm has already been
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FIGURE 4.12: (a) Resolution at φ = π/4 for amplitude and weak-phase objects in LEEM as function of
start energy E0. The related instability budgets are shown in (b). E = 15 keV, L = 1.5 mm.
reported [21], and further improvements may be expected as stability and opera-
tional procedures [24] improve overtime. Certainly, resolution at or near the 1 nm
level appears to be achievable.
4.4 CONCLUSIONS
In the above we have investigated the CTF for both weak-phase and amplitude
objects in considerable detail. In Eqs. 4.5 and 4.15 we have introduced two families
of CTFs that depend on a single parameter, φ, the maximum angular excursion of
the CTF below the point resolution from the real axis for amplitude objects, and
from the imaginary axis for weak-phase objects, in NCSI imaging conditions. The
CTFs constructed in this manner have an optimally uniform transmission of all
spatial frequencies below the point resolution. The depths of the minima at the
turning points Q1 and Q2 are set by the choice of φ. Associated with these CTFs
we have introduced the notion of ’instability budgets’ for C1 and C3, the maximum
excursions in C1 and C3, before the minimum at Q2 drops below zero and abruptly
reduces the point resolution. These instability budgets provide a measure of the
accuracy with which C1 and C3 must be set to achieve the optimum resolution
afforded by the instrument, and also the stability with which these settings must be
maintained. The instability budgets are not very generous, and present a challenge
to current aberration-corrected TEM and LEEM instruments.
While today’s aberration corrected instruments usually correct C3 with a pos-
itive remaining value of C5, it is conceivable that both C3 and C5 become freely
variable over a wide range of parameters, with a positive remaining value of the 7th
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order spherical aberration coefficient C7. In that case one can perform an analysis
similar to the one presented here. For optimum resolution and information trans-
fer C1 would become slightly negative, C3 slightly positive, and C5 slightly negative.
The CTF would show three minima: Q1 at the end of the C1-dominated counter-
clockwise branch of the complex CTF, Q2 at the end of the C3-dominated clockwise
branch, and Q3 at the end of the C5-dominated counter-clockwise branch before
C7 makes the CTF spiral toward the center in the clockwise direction. One can now
set up a triple-symmetric condition in which φ=−φ1 =φ2 =−φ3. For weak-phase
objects the CTF will be negative, as in the conventional uncorrected Scherzer defo-
cus condition. However, the instability budgets would be very much smaller than
the ones presented here, and it is highly doubtful that such a system could be op-
erated in a stable fashion. As C5 is reduced to further improve the resolution of
the microscope, the reduction in instability budget outstrips the improvement in
resolution, posing a fundamental limit to the ultimate resolution attainable with
the electron microscope.
In a previous paper [13] we have commented on the intrinsic instability of
aberration-corrected electron optical instruments in more depth, and we will not
repeat these same arguments here. However, we believe that the analysis pre-
sented in this paper provides a useful framework for understanding the issues at
hand in a more intuitive manner. In particular, the ability to trade resolution for
stability (Figs. 4c and 8c) should prove useful for instrument operators. In many
cases better stability is more important than a bit more resolution and the choice
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Aberration-corrected microscopes with subatomic resolution will impact broad ar-
eas of science and technology. However, the experimentally observed lifetime of the
corrected state is just a few minutes. Here we show that the corrected state is intrinsi-
cally unstable; the higher its quality, the more unstable it is. Analyzing the contrast
transfer function near optimum correction, we define an ’instability budget’ which
allows a rational trade-off between resolution and stability. Unless control systems
are developed to overcome these challenges, intrinsic instability poses a fundamen-
tal limit to the resolution practically achievable in the electron microscope.
This chapter is based on S. M. Schramm, S. J. van der Molen, R. M. Tromp, Intrinsic Instability of




5. INTRINSIC INSTABILITY OF ABERRATION-CORRECTED
ELECTRON MICROSCOPES
5.1 INTRODUCTION
Correction of spherical and chromatic aberrations of the electron microscope con-
stitutes one of the most far-reaching breakthroughs in electron optics in the last 20
years [1, 2]. Now, transmission electron microscopy (TEM) with 50 pm resolution
provides a detailed view of carbon atoms in a single sheet of graphene [3, 4]. The
resolution of low energy electron microscopy (LEEM) has improved from 5− 10
nm to below 2 nm [5, 6], with a theoretical limit of ∼ 1 nm, opening up new pos-
sibilities for the dynamic imaging of surfaces, interfaces, and thin films, including
domain boundaries and domain walls, as well as nanometer-scale organic and bi-
ological materials. Photoelectron emission microscopy (PEEM), uniquely suited
for elemental, chemical, electronic, and magnetic imaging, has achieved ∼ 5 nm
resolution [7], with a further factor of 2 improvement still possible. Aberration
correction has also been applied to scanning electron microscopy [8] and focused
ion beam systems [9], and is being considered for applications in semiconductor
electron beam lithography and inspection tools [10]. Reduction of electron en-
ergy while maintaining atomic resolution will drastically reduce radiation damage
in delicate organic and biological samples [11]. Undoubtedly, this revolutionary
technology will impact many areas of science and technology, including physics,
chemistry, materials science, geology, archeology, biology, medicine, manufactur-
ing, etc. However, significant unresolved issues still remain. Recent experience
with TEM shows that the optimum corrected state can be maintained for only a
few minutes, after which the microscope drifts away and must be readjusted [12–
14], a serious concern to microscope designers and users alike.
Here we discuss how resolution depends on the degree to which aberrations
are corrected: resolution is exquisitely sensitive to small deviations from full cor-
rection, and is intrinsically unstable against small fluctuations. For instance, to
achieve at least 90% of the resolution improvement afforded by correction of the
third order spherical aberration coefficient C3, with simultaneous correction of the
chromatic aberration coefficient CC , C3 must be corrected to within 1/10000th of
its uncorrected value. For a typical TEM with C3 = 1 mm, correction must there-
fore be accurate and stable to within 0.1 µm. Correction of the fifth order spherical
aberration C5, in addition to CC and C3, is even harder, and it appears unlikely
that a stable state could be maintained for any significant length of time. Aber-
ration correction may utilize either axially symmetric electron mirrors [15, 16] as
in LEEM or PEEM or sophisticated multipole optics [17, 18] as in (scanning) TEM.
The fact that such aberration-corrected TEM instruments have stringent environ-
mental and electronic stability requirements is well documented [19]. However,
the fact that corrected electron optical instruments are intrinsically unstable does
not appear to be widely recognized or appreciated.
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5.2 ABERRATIONS AND RESOLUTION
In the simplest approach we define the resolution δ as follows:
δ2 = (0.61λ/α)2 + (CCεα)2 +
(
C3α
3)2 + (C5α5)2 +·· · (5.1)
where λ is the electron wavelength and ε the normalized energy spread ∆E/E .
The first term, 0.61λ/α, is the Rayleigh limit, due to a contrast aperture with an-
gular range ±α. The best resolution occurs when dδ/dα = 0. We consider three
limiting cases in which two aberration coefficients are set to zero, and the third is
free to vary, leading to the following power laws:
C3 =C5 = 0 : δ∝ (CC)1/2 , (5.2a)
CC =C5 = 0 : δ∝ (C3)1/4 , (5.2b)
CC =C3 = 0 : δ∝ (C5)1/6 . (5.2c)
The same dependencies are obtained from a wave-optical theory based on the
contrast transfer function (CTF), which quantifies the aberrations of the objective
lens. The CTF is given by [20]:










5q6 +·· · (5.3b)
C1 is the defocus and q the spatial frequency. The point resolution (i.e., the
value of q at the first zero crossing of W , in nm−1) is given by Im(W ) = 0 when
relative phase shifts in the exit wave function are near zero (weak-phase object).
For a strong-phase object (relative phase shifts around π) or amplitude object (exit
wave dominated by structure factor contrast), it is given by Re(W ) = 0 [21]. With

























i.e., δ = 1/qr ∝ C 1/43 , the same as Eq. 5.2b. Similarly, when C1 = C3 = 0, δ =
1/qr ∝C 1/65 , as in Eq. 5.2c.
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Taking EC(qi ) = e−2 to define the information limit [20], the CC limited resolu-









δ= 1/qi ∝C 1/2C , (5.6b)
as in Eq. 5.2a. Thus, Eqs. 5.1 and 5.3 lead to identical results. Looking at the
aberration coefficients individually, with the other coefficients set to zero, for the
resolution to reach 50% (10%) of its uncorrected value, CC must be corrected to
better than 25% (1%), C3 to better than 6.25% (0.01%), and C5 to better than 1.5% (1
ppm); the window in which the benefits of aberration correction can be obtained
shrinks rapidly with increasing order. The stability of the corrected state is deter-
mined by the derivatives of resolution with respect to the aberration coefficients.
When these derivatives are zero, the system is stable and protected from small fluc-




5 , diverging as the
corrected state is approached. That is, the corrected state is intrinsically unstable,
and the more fully it is realized, the more unstable it is.
5.2.1 LOW ENERGY ELECTRON MICROSCOPY
In the following we use a more realistic and complete scheme of calculating res-
olution. Using the CTF to calculate images for specific objects [21], all aberration
coefficients up to fifth order are set at the actual values calculated for a CC/C3 cor-
rected LEEM or PEEM instrument [22]. We calculate images at C1 = 0 for amplitude
objects [23] as commonly encountered in LEEM and extract the resolution. We use
∆E0 = 0.25 eV and the column energy E = 15 keV. Figure 5.1a shows resolution ver-
sus C3 (normalized to the uncorrected value) with CC ranging from uncorrected
(100%) to fully corrected (0%). As CC decreases, a deep cusp develops near C3 = 0.
The minimum does not reach zero, as higher order coefficients [22] (such as CCC,
and C5) are set at the nonzero values obtained from ray tracing. The minimum is
shifted to a slightly negative value of C3, offsetting the positive value of C5. The
dotted δ ∼ C 1/43 line is in close agreement with the full calculations when CC = 0.
These results do not depend significantly on E0. The effects of nonzero defocus
will be discussed in more detail below.
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FIGURE 5.1: (a) Resolution of an amplitude object versus the normalized value of C3, for different set-
tings of CC (uncorrected, 100%; fully corrected, 0%). Start energy E0 = 10 eV, ∆E0 = 0.25 eV. Green
dotted line: C 1/43 prediction of Eqs. 5.2b and 5.4b. (b) Resolution (normalized to uncorrected values)
versus normalized value of CC, with C3 = 0, for E0 = 4, 10, and 30 eV. (c) Resolution versus normalized
value of CC, with C3 = 0, for ∆E0 = 0.25 and 0.75 eV. Dotted lines in (b) and (c): C 1/2C prediction of Eqs.
5.2a and 5.6b. (d) Resolution versus C5 for CC/C3 corrected LEEM with ∆E0 = 50 meV. The microscope
has (near) atomic resolution of 0.17 nm. However, this corrected state is very fragile: a 0.003 excursion
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In Fig. 5.1b C3 = 0 and CC is varied for different values of E0. The dotted
line shows δ ∼ C 1/2C . For all values of E0, as CC increases the simulations follow
δ∼C 1/2C closely. Figure 5.1c compares∆E0 = 0.25 eV (cold field emission [24]) with
∆E0 = 0.75 eV (typical LaB6 gun [25]). The ordinate is not normalized, to highlight
differences on an absolute scale. Dotted lines are individually scaled δ∼C 1/2C lines.
While near CC = 0 the two cases are almost identical, for the uncorrected situation
the difference is significant. As expected, the minimum is steeper and narrower
as ∆E0 increases and chromatic aberration is more significant. Very similar results
were obtained for weak-phase objects [23] or by plotting point resolution (Eq. 5.4)
versus C3 for amplitude and weak-phase objects. Finally, in Fig. 5.1d we consider
a ’supercorrected’ LEEM in which CC = C3 = 0. The remaining chromatic aberra-
tions are minimized by an energy-filtered gun with∆E0 = 50 meV. The cusp around
C5 = 0 shows the predicted C 1/65 dependence. This microscope promises atomic
resolution (0.17 nm) with 30 eV electrons, limited by the higher order chromatic
terms. It is conceivable that such an instrument can be designed and built, using
an electron mirror with at least four electrostatic elements to control C1, C3, C5,
and CC. C5 must be reduced from 14.5 m to < 0.5 mm [22], C3 from ∼ 300 mm
to ∼ 10 µm, with a stability of ∼ 0.5 µm, and C1 must be controlled to better than
2 nm. However, the corrected state would be extremely fragile due to the very steep
and narrow cusp in Fig. 5.1d.
5.2.2 TRANSMISSION ELECTRON MICROSCOPY
Turning to transmission microscopes, the C3-limited TEM resolution at Scherzer
defocus is given [20] byδ= 0.66C 1/43 λ3/4, the same C 1/43 dependence as seen before.
In the following we focus on the region of slightly negative C3 and slightly positive
C1, which previous studies have shown to give the highest resolution imaging re-
sults. Figure 5.2a shows the point resolution (the q value at the first zero crossing
of sin(2πχ), in nm−1) versus C3 for a weak-phase object in a microscope similar to
the so-called TEAM instrument [3, 4] (C5 = 5 mm, 300 keV). We note the presence
of a narrow, ridge-shaped optimum-resolution band diagonally across the figure,
with optimum performance along the solid yellow line near the center. The CTF
along this line is optimally balanced over all spatial frequencies below the point
resolution and is characterized by a single parameter, 0 < φ< π/2 (see chapter 4).
At φ = π/2, Fig. 5.2a shows a singularity where two line-shaped singularities in-
tersect. To the right of this point the resolution is always inferior. Along the white
dashed line the CTF becomes unstable and the resolution drops abruptly. The dis-
tance between the yellow line and the white line is the largest deviation that can
be tolerated without a significant loss of resolution, defining an ’instability budget’
for C1 and C3 (see chapter 4). Figure 5.2b plots the instability budgets as a function
of φ. The budget for C1 decreases from ∼ 0.7 nm at φ = π/32 to 0 nm at φ = π/2,
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while for C3 it changes from ∼ 1 µm to 0 µm. At the same time, δ changes from
46 pm at φ= π/32 to 38 pm at φ= π/2. Note that these instability budgets are not
fixed: they depend on the value of φ selected by the operator. Figure 5.2c shows
the CTF for φ= π/32, π/4, and π/2. For φ= π/4 (Scherzer defocus) the instability
budgets for C1 and C3 are ∼ 0.28 nm and ∼ 0.32 µm, respectively. For φ=π/32, the
resolution is somewhat worse, but stability has improved. In Figs. 5.2d and 5.2e we
plot the CTF at φ= π/4 (Fig. 5.2d) and φ= π/32 (Fig. 5.2e), with additional offsets
in C1 of ±0.5 nm, exceeding the instability budget for φ=π/4, but well below it for
φ=π/32. In Fig. 5.2d the CTF is strongly affected, with a deep minimum at q ≈ 20
nm−1 for −0.5 nm defocus. The CTF in Fig. 5.2e is much less affected, with a point
resolution well above 20 nm−1 at −0.5 nm defocus, and 20 nm−1 at +0.5 nm defo-
cus. This may seem counterintuitive. To obtain 50 pm resolution, it would appear
that the CTF at φ = π/4 is better than at φ = π/32, as it has a higher point resolu-
tion. However, it is also significantly less stable. In practice, one may prefer the
small loss in resolution at φ = π/32, as it provides a better instability budget. The
map in Fig. 5.2a is not specific for a TEAM-like instrument. Every electron micro-
scope where C1 and C3 can be adjusted for a given C5 behaves in the same manner.
As shown in chapter 4, the resolution scales with C 1/65 , while the instability budgets
for C1 and C3 scale with C 1/35 and C
2/3
5 , respectively. The advent of C3 correction
led to an improvement in resolution by about a factor of 2. Could we gain another
factor of 2 by reducing C5? The small inset labeled δ/2 in Fig. 5.2a shows the rela-
tive size of the resolution map resulting from a reduction of C5 from 5 to 0.08 mm,
required to improve the resolution by a factor of 2. Regardless of the fact that this
would present huge, possibly insurmountable challenges in controlling numerous
other aberrations, it is clear from the diminutive size of this map that the leading
aberrations C1 and C3 could not be controlled with sufficient accuracy and stabil-
ity to make such an improvement possible; the instability budgets have shrunken
to near nothing.
When CC is corrected the system is - to first order - insensitive to small fluctu-
ations in the electron gun potential. But when only C3 is corrected, a small shift
v in the electron gun potential V is equivalent to a focus shift ∆C1 = CCv/V . To
appreciate the difference between a high frequency ripple versus a static shift of
the gun potential, we refer to Fig. 5.2f. We use CC = 1.6 mm, an energy spread
∆E = 100 meV, and no high voltage (HV) ripple (solid black line). The slow dropoff
for q > 10 nm−1 is due to the chromatic envelope function, Eq. 5.5. The dashed
line results when - in addition to the energy spread of 100 meV - we introduce
an additional high voltage ripple of 60 mV. The effect is minor: a slightly stronger
dropoff at higher q values. In contrast, the gray line uses ∆E = 100 meV, no HV
ripple, plus a static HV shift of −60 mV, equivalent to ∆C1 = −0.32 nm. Now the
CTF has changed dramatically, and the CTF amplitude at q = 20 nm−1, critical for
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FIGURE 5.2: (a) Point resolution (in nm−1) versus C1 and C3 near C3 = 0. Solid yellow line: Optimized
performance as a function of φ, ranging from φ = 0 to π/2. White dashed line: Abrupt instability in
the transfer function. The inset below the scale bar, labeled δ/2, shows the relative size of this map if
resolution is improved by a factor of 2 by reduction of C5. (b) Instability budgets for C1 and C3, defined
by the distance between the yellow line and the white dashed line in (a), as a function of φ. (c) CTF for
different values of φ. (d) CTF at φ = π/4 with negative (dashed gray) and positive (solid gray) 0.5 nm
additional defocus. (e) As (d) for φ = π/32. The sensitivity for a small defocus is greater in (d) than in
(e), in agreement with (b). (f) CTF at φ= π/4 with ∆E = 100 meV (black line). Dashed line: Additional
high voltage ripple v = 60 mV. Solid gray line: High voltage shift of −60 mV.
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a spatial resolution of 50 pm, has dropped to about zero. To keep ∆C1 stable to
within 0.16 nm, the absolute voltage stability (i.e., immunity against drift) must be
better than 30 meV at 300 keV (10 meV at 100 keV), a relative stability of 0.1 ppm.
When CC is not corrected, using a gun monochromator [26–28] reduces the en-
ergy spread prior to acceleration to the final beam energy. However, instabilities
in the acceleration stage (i.e., drift in the high tension supply for the electron gun)
remain unremedied. A similar effect is caused by instabilities in the objective lens
current I : a small current shift i causes a defocus shift ∆C1 = 2CCi /I . Thus, the
objective lens power supply must have a relative stability of 5×10−8. Such extraor-
dinary long-term drift stabilities are extremely difficult to realize experimentally.
For a TEAM-like instrument, the gun high voltage can drift over 100 mV on a time
scale from minutes to hours, depending on the quality of the air conditioning in
the room [29]. Of course, mechanical drift of the sample along the beam direction,
as well as undulations in the thin sample foil, also give rise to defocus shifts.
5.3 CONCLUSIONS
These results are not limited to LEEM or TEM, but hold for any electron optical
instrument. As more aberration coefficients are corrected, the widths of the cusps
within which correction must be maintained become increasingly narrow. Our
findings shed new light on the short-lived corrected state observed in state-of-
the-art aberration-corrected TEM instruments [12–14]. With resolution exquisitely
sensitive to the residual values of the aberration coefficients, even minute mechan-
ical and electronic drifts are strongly amplified. Uncorrected chromatic aberra-
tions can create a small ’island of stability’ around the corrected state. Figure 5.1a
shows that this island is reasonably broad when CC is uncorrected. But when CC is
corrected it shrinks dramatically, leaving the improved corrected state much less
protected. Additionally, as the quality of the corrected state is improved, it be-
comes increasingly difficult to reliably put and keep the system into that state. To
put the CTF at φ = π/4 within 30% of the instability budget, we must measure C1
and C3 with sufficient accuracy and know the value of C5 to better than 1.5%. When
we reduce C5, increase in instability outstrips improvement in resolution, posing a
fundamental limit on the resolution that is ultimately achievable.
While the intrinsic instability identified in this Letter presents a serious chal-
lenge, it may be possible to monitor the state of the microscope in real time and
adjust the instrument settings ’on the fly,’ i.e., by dynamic feedback, to maintain
the corrected condition, much like most aircraft flying today are inherently unsta-
ble without sophisticated electronic control systems. Identifying suitable measur-
able parameters to fully quantify the state of the microscope during routine sample
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We present a study of the adatom structures of SiC(0001) and Si(111) at elevated
temperatures. We use Spot-Profile-Analysis Low Energy Electron Diffraction to in-
vestigate these surfaces in equilibrium as a function of temperature and external
silicon flux. We find that the Si(111)-′(1× 1)′ surface is covered with a lattice gas
of Si adatoms with constant density over a temperature range of T = 900◦C to T =
1150◦C. This constant-density lattice gas is in equilibrium with the step edges which
act as Si adatom supplies to compensate the loss of evaporating Si adatoms. On the
SiC(0001) surface a similar Si adatom structure is formed at high temperature. How-
ever, no lattice gas is formed. On the SiC(0001) the Si adatoms arrange in a (
p
3×p
3)-layer. The surface area covered by this Si adlayer decreases with increasing tem-
perature since the step edges on the SiC surface cannot supply Si adatoms without
also supplying C atoms which leads to the formation of a carbon-rich (6
p
3×6p3)-
phase and finally graphene at higher temperature. By investigating the temperature
evolution of this decaying (
p
3 ×p3)-adlayer we found a new additional (1 × 1)-
phase which exists over a small temperature range of a few degrees Celsius below the
transition temperature to the (6
p
3×6p3)-phase.
Part of this chapter has been submitted for publication as: S. M. Schramm, J. B. Hannon,
S. J. van der Molen, R. M. Tromp, Adatom structures on SiC(0001) and Si(111).
133
{{6
134 6. ADATOM STRUCTURES ON SIC(0001) AND SI(111)
6.1 INTRODUCTION
Graphene, a single monolayer of carbon in a hexagonal ’honeycomb’ arrangement,
has attracted considerable interest due to its peculiar electronic properties such as
high electronic carrier mobility and ballistic transport up to room-temperature [1]
and novel magneto-transport properties [2–4]. Therefore, it has great potential for
technological applications such as single-molecule gas sensors [5], in spintron-
ics devices [6–8] or as successor of silicon in the semiconductor device industry
[9–11]. All of these applications require uniform high quality graphene on a large
scale. One promising route to grow graphene suitable for large-scale production of
graphene-based devices is the in-vacuum decomposition of SiC at elevated tem-
perature [9, 12]. Heating SiC in vacuum will cause Si atoms to sublime leaving
behind an excess of carbon atoms. These excess carbon atoms self-assemble into
graphene. During Si sublimation, the SiC surface changes its structure undergoing
a sequence of surface phase transitions [12, 13]. Details of the phase formation
sequence and the interface structure between the SiC substrate and the graphene
are highly relevant to understand structural quality and electronic properties of
the graphene overlayer. Furthermore, it is important to understand the thermody-
namics and the kinetics of these phase formations. It has been reported previously
that the phase transition temperatures can be shifted by several hundred degrees
Celsius by balancing the rate of Si sublimation with an external Si flux, i.e. a Si
gas background pressure [13]. At the same time this also leads to a change of the
phase transition time scales by several orders of magnitude. Therefore, a dramatic
improvement of the morphology of the C-rich phases, including graphene, can be
achieved [14].
Now, let us have a more detailed look at the phase formation sequence. Figure
6.1 shows a diagram of the generally accepted phase formation sequence. At low
temperature we start with a Si-rich (3× 3)-phase. Upon heating, the SiC surface
will become increasingly Si-depleted. Therefore, we will observe a phase transition
from the (3×3) to the (1×1) structure. Further heating will lead to the (p3×p3)-
phase where the SiC substrate is covered with 1/3 ML of Si adatoms arranged in
a (
p
3×p3)-layer. Additional sublimation of Si from the substrate will yield the
carbon-rich (6
p
3 × 6p3)-phase which consists of the first graphene-like atomic
layer of carbon on top of the SiC substrate. During prolonged heating additional
layers of graphene will be formed.
Here, we will investigate the structural transition between the last Si-decorated
surface structure, the (
p
3×p3)-phase, to the first carbon layer, the C-rich (6p3×
6
p
3)-phase. Using temperature dependent Spot-Profile-Analysis Low Energy Elec-
tron Diffraction (SPA-LEED) we find for the first time an additional intermediate
(1 × 1)-phase between the previously reported (p3 ×p3)-phase and the (6p3 ×
6.2. EXPERIMENT 135
{{6
FIGURE 6.1: Diagram of the generally accepted phase formation sequence of the SiC(0001) surface.
Starting with a Si-rich phase at low temperature on the right the surface undergoes several phase transi-
tions upon heating until a C-rich phase is reached on the left. Heating the SiC(0001) causes sublimation
of Si surface atoms which can be balanced by an external Si flux [13].
6
p
3)-phase. While the transition from the additional (1× 1) to the (6p3× 6p3)-
phase happens over a relatively small temperature interval, the transition from
(
p
3×p3) to the additional (1×1) stretches over ∼ 30 degrees Celsius. The coverage
and average domain size of the (
p
3×p3) phase decreases upon heating until the
surface is covered by only a pure (1×1)-phase.
Similar to the SiC(0001)-(
p
3×p3)-phase a Si adatom structure can be observed
on the Si(111) surface at high temperature. The intriguing complexity of the struc-
tures and properties of the Si(111) surface has spurred numerous studies. From
these previous reports we know that at room temperature the clean equilibrated
Si(111) surface is covered with a (7× 7) dimer-adatom-stacking fault layer (DAS)
[15]. At temperatures higher than about 860◦C a reversible first-order surface phase
transition from the (7×7)-DAS to a disordered ′(1×1)′ phase is observed [16–19].
It is well established that the ′(1×1)′-phase consists of a relaxed bulklike structure
with random Si adatoms [20–24]. These adatoms arrange in a diffuse (
p
3×p3)
structure somewhat similar to the (
p
3×p3)-phase on SiC(0001).
In the present work, we investigate the structure of the Si(111)-′(1×1)′-phase
as a function of temperature using SPA-LEED. We are able to determine and quan-
tify the Si adatom gas concentration by comparison with calculated LEED spot-
profiles obtained from Monte Carlo (MC) type simulations of lattice gas adatom
structures. From the same MC simulations we gain insight into the real space
structure of the Si adatom layer of the ′(1×1)′-phase.
6.2 EXPERIMENT
All Low Energy Electron Microscopy (LEEM) and LEED experiments presented here
were performed in the IBM LEEM-II instrument [25] at the T.J. Watson Research
{{6
136 6. ADATOM STRUCTURES ON SIC(0001) AND SI(111)
Center in Yorktown Heights, USA. The SiC(0001) samples (Cree) were cleaned in-
side the LEEM system by outgassing at≈ 800◦C for 24 h. Subsequently, the samples
were exposed at this temperature to disilane gas at a pressure of about 1×10−7 Torr
for several minutes. The sample surface shows a clear and distinct (3×3) LEED
pattern after this cleaning routine. Disilane gas is used as an external source of Si
atoms. It decomposes thermally at around 640◦C. The Si gas background pressure
in the sample chamber is taken as twice the disilane partial pressure since each
disilane atom contains two Si atoms. The Si(111) samples were cleaned by out-
gassing at ≈ 800◦C for 24 h and subsequent repeated flashing to ≈ 1200◦C. After
this treatment the samples showed clear and distinct (1×1) (above TC ) and (7×7)
(below TC ) LEED pattern. The influence of an external Si flux on the phase tran-
sition temperature is only minor in the case of Si(111) as reported by Hannon et
al. [26]. Therefore, the experiments on Si(111) were performed in UHV without an
external Si flux. Sample temperatures were measured with an IR-pyrometer. The
pyrometer is calibrated using known phase transition temperatures of the sample,
i.e either SiC(0001) [13] or Si(111) [16–19]. Temperatures are reproducible to within
≈ 30 degrees Celsius.
6.3 RESULTS
First, we will present the results obtained from measurements on the SiC(0001)
surface as a function of temperature and external Si flux. Next, we will then discuss
the outcome of our experiments on the Si(111) surface as a function of tempera-
ture.
6.3.1 SIC(0001)
The growth of high-quality large-scale graphene on the SiC(0001) surface is pos-
sible by in-vacuum sublimation of Si atoms. The SiC(0001) surface undergoes a
sequence of phase transitions with increasing Si depletion. It has been reported
earlier [13] that these phase transitions can be observed in bright-field LEEM due
to the fact that each surface structure gives rise to a different image contrast. Let
us assume that we start with an equilibrated (3×3) surface. By heating the sample
slowly enough such that the surface remains in quasi-equilibrium we will start to
see contrast due to the (1×1)-phase in the image. The temperature at which the
contrast due to the (1× 1) structure starts to appear is taken as the phase transi-
tion temperature. Similarly, the phase transition temperature of the (1×1)− (p3×p
3) transition is determined by the temperature at which the contrast due to the
(1×1) structure appears in the image upon cooling, analogous to the definition in
Ref.[13]. The (
p
3×p3)− (6p3×6p3) transition temperature is given by the tem-
perature at which - upon heating - the (6
p
3× 6p3) shows up as contrast in the
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bright-field LEEM image. Using these procedures we recorded the (3×3)− (1×1),
the (1×1)− (p3×p3), and the (p3×p3)− (6p3×6p3) phase transition tempera-
tures at different Si pressures in the range between p = 4×10−8 Torr and p = 9×10−7
Torr. Our data is in very good agreement with the results published by Tromp et al.
[13]. Here, the goal is to study the structure and evolution of the (
p
3×p3)-phase
in greater detail. The (
p
3×p3)-phase is the last Si decorated surface structure -
upon heating - before the transition to the carbon-rich (6
p
3×6p3)-phase.
We recorded the LEED pattern of the in-equilibrium SiC(0001) surface as a
function of sample temperature just above the (1 × 1) − (p3 ×p3) phase transi-
tion up to the (
p
3 ×p3) − (6p3 × 6p3) phase transition (see Fig. 6.2). Such a
temperature-dependent LEED pattern sequence was recorded at five different Si
background gas pressures in the range from about 4×10−8 Torr to 9×10−7 Torr. Fig-
ure 6.3a shows temperature-dependent
p
3-spot profiles taken through the center
of the
p
3-spots in the corresponding LEED pattern (similar to the ones in Fig. 6.2)
at pSi = 8.8×10−7 Torr. We can clearly see that the peak intensity decreases with
increasing sample temperature until the spots completely vanish at very high tem-
peratures. The spot profiles can nicely be reproduced by Lorentzian functions of
the form L(x) = aω
(x−c)2+ω2 with amplitude a, width ω, and center position c. By fit-
ting such Lorentzians to the spot profiles such as those in Fig. 6.3a we obtain the
full width at half maximum (FWHM) of the
p
3-spot as a function of temperature
and Si gas pressure. Figure 6.3b shows the temperature-dependence of the FWHM
at five different Si gas pressures. We find that for each temperature sequence there
is a range of constant FWHM at low temperature (limited by the k-resolution in
the measurement imposed by the detector of ≈ 0.035 nm−1) and at high tempera-
ture there is a range where an increase of the FWHM with increasing temperature
is observed. The onset of the high temperature broadening of the
p
3-spot is de-
termined by the temperature at which the FWHM starts to increase. The tempera-
ture at which the spot-width broadening starts increases exponentially with the Si
gas pressure similar to the pressure-dependence of the previously reported phase
transition temperatures on SiC(0001) [13].
Figure 6.4 shows the temperature-pressure-phase diagram of the SiC(0001) sur-
face. We measured the Si pressure-dependent phase transition temperatures of the
(1×1)− (p3×p3) transition (green squares) and the (p3×p3)− (6p3×6p3) tran-
sition (blue circles). In addition, the temperature at which the broadening of thep
3-spots starts, TB, is also plotted in Fig. 6.4 as a function of Si pressure (red di-
amonds). The diagram clearly shows that there is a temperature window of ∼ 30
degrees Celsius between the perfect (
p
3×p3)-layer structure and the (6p3×6p3)-
phase where we observe a broadening and decay of the
p
3-spots (light red area in
Fig. 6.4). In this temperature window a coexistence of a decaying (
p
3×p3)-phase
and a (1×1)-phase is observed. With increasing temperature, the fraction of the
{{6
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FIGURE 6.2: LEED patterns of the SiC(0001)−(p3×p3) surface at a temperature below the onset of thep
3-broadening ((a) and (b): T = 1160◦C) and above ((c) and (d): T = 1260◦C) all at a Si background
pressure of 8.8×10−7 Torr. (b) and (d) are 3D intensity plots of the patterns in (a) and (c), respectively.
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FIGURE 6.3: (a) Profile plots of the
p
3-spots of the SiC(0001) surface as a function of sample temper-
ature at a Si background pressure of 8.8×10−7 Torr. (b) FWHM of the p3-spot extracted from profile
plots such as those in (a) as a function of temperature for different external Si gas pressures.
surface covered with (
p
3×p3)-domains decreases, as Si atoms evaporate from the
surface - until equilibrium with the external Si flux is reached - and the (
p
3×p3)-
layer breaks up in domains that shrink with increasing temperature, coexisting
with a (1×1) structure. Just below the transition temperature to the (6p3×6p3)-
phase - in a very narrow temperature window - only a bare (1 × 1)-phase exists
(yellow line in Fig. 6.4) and the (
p
3×p3)-structure has completely vanished. This
is the first time that this additional (1×1)-phase has been observed. It is very dif-
ficult to detect because it only exists in a very small temperature range. By looking
at the temperature-evolution of the (
p
3×p3)-structure, however, we find clear ev-
idence for the existence of such an additional (1×1)-phase before the transition to
the first carbon-rich (6
p
3×6p3)-phase.
The heat of sublimation of the phase transitions indicated in Fig. 6.4 can be
estimated by using the Clausius-Clapeyron relation





with p the vapor pressure, T temperature, L the latent heat of sublimation, R
the gas constant, and c a constant. Using this relation we find that the heat of
sublimation is L1 = 3.7±0.8×102 kJ per mole for the (1×1)− (
p
3×p3) transition,
L2 = 4.7±0.4×102 kJ per mole for the transition from sharp
p
3-spots to broadening
spots, and L3 = 4.1±0.6×102 kJ per mole for the (1×1)− (6
p
3×6p3) transition.
These values are the same within the error and are close to the heat of sublimation
of Si from Si LSi = 4.5±0.1×102 kJ per mole [13, 27].
The average (
p
3×p3) domain size is inversely proportional to the FWHM of
the corresponding diffraction spots. In Fig. 6.5 we plot this average domain size
{{6
140 6. ADATOM STRUCTURES ON SIC(0001) AND SI(111)
FIGURE 6.4: Temperature-pressure-phase diagram of the SiC(0001) surface. Indicated are the three
well known phase transition temperatures of (3×3)− (1×1) (black triangles), (1×1)− (p3×p3) (green
squares), and (
p
3×p3)− (6p3×6p3) (blue circles). In addition the onset temperature of the p3-spot
broadening is indicated (red diamonds). The green area corresponds to the temperature range where
the FWHM of the
p
3-spots is constant. Broadening and decay of the
p
3-spots is observed in the range




FIGURE 6.5: Average domain size of the (
p
3×p3)-adlayer as a function of integrated p3-spot intensity
for Si pressures of p = 8.8e −7 Torr (red) and p = 8.8e −8 Torr (blue).
as a function of the integrated diffraction spot intensity for two different Si pres-
sures, i.e p = 8.8×10−7 Torr (red) and p = 8.8×10−8 Torr (blue). From this plot we
conclude that the transition from the (
p
3×p3) adatom structure to the bulklike
(1×1)-phase without any adatoms is induced by a gradual disappearance of the p3
phase, accompanied by a reduction of the
p
3 domain size. At the same
p
3 cover-
age, the average domain size is smaller at higher temperature, presumably due to
entropic effects.
6.3.2 SI(111)
As already mentioned in the introduction (section 6.1) the Si(111) surface exhibits
a (7 × 7)-DAS reconstruction at temperatures below TC ≈ 860◦C. Above TC the
Si(111) surface shows a ′(1×1)′ structure with random adatoms which can be con-
sidered as a lattice gas [20–24]. These lattice gas atoms give rise to weak diffuse
intensity around the ’
p
3’ position in the LEED patterns as shown in Fig. 6.6 at
T = 896◦C. We recorded LEED patterns of the clean Si(111) surface as a func-
tion of temperature in the range of about T = 900◦C to T = 1150◦C. The weak
diffraction signal of the lattice gas is of the same order of magnitude as the en-
countered background due to inelastically scattered or secondary electrons. In
a LEEM instrument, however, the inelastic background intensity is deflected off-
center with respect to the elastically scattered intensity due to dispersion in the
magnetic 90◦-deflector that separates illuminating electrons and back-reflected
electrons. Therefore, the weak diffraction signal of the lattice gas is detectable in
the LEED pattern.
Figure 6.7 shows profile plots of the LEED pattern at five different tempera-
tures taken through the center of two
p
3-spots and two adjacent integer spots (see
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FIGURE 6.6: (a) LEED pattern of the Si(111)−′ (1× 1)′ surface just above TC at T = 896◦C). (b) 3D
intensity plot of the pattern in (a). Very weak but clear
p
3-spots are visible in the center surrounded by
sharp integer spots.
dashed line in the inset in Fig. 6.7). The LEED patterns contain contributions from
inelastically scattered electrons. That background intensity has been subtracted
from the profile plots in Fig. 6.7 by subtracting a temperature-scaled background
of the background extracted from a LEED pattern recorded just below TC. The pro-





tensity of these spots decreases rapidly with increasing sample temperature. Com-
parison with the profile plots from the SiC(0001)-(
p
3×p3) (see inset in Fig. 6.7)
shows that the width of the
p
3-spots is significantly larger in the Si(111) data. This
clearly suggests that a lattice gas is formed on the Si(111) surface above TC unlike
the decaying but ordered (
p
3×p3)-adatom layer observed on SiC(0001) (see sec-
tion 6.3.1).
Monte Carlo simulations of a lattice gas
It has been suggested earlier that the high temperature ′(1×1)′-structure consists
of Si adatoms randomly occupying binding sites of a (1×1) substrate plane [20–24].
The (1×1) surface has one dangling bond per unit cell. It is, therefore, energetically
favorable to have the (1×1) surface decorated with Si adatoms. Adatoms can sit on
the threefold-hollow site (H3) or the threefold-atop site (T4) by forming covalent
bonds with neighboring Si atoms of the underlying Si structure. The T4-sites and
the H3-sites can be considered to form two separate triangular sublattices. In the
case that two adatoms are so close that they would have to share one bond or more
to the Si substrate they will repel each other. Therefore, such an adatom configu-
ration is excluded and the adatom distribution is not completely random but does
contain short-range order.
In principle, we can imagine adatom configurations where x% of the adatoms
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FIGURE 6.7: Profile plots taken through the center of two integer spots (far left and far right) and twop
3-spots (broad spots in the center region) of LEED patterns of the Si(111) surface as a function of
sample temperature. For comparison the
p
3-spot profile of a LEED pattern from the SiC(0001) is plot-
ted to scale in width (orange curve). The width of the
p
3-spots is significantly larger compared to thep
3-spots of SiC.
are located at T4-sites and (100−x)% of the adatoms sit at H3-sites with x = [0,100].
The total adatom concentration can be anywhere between 0% and 100%. It has
been reported by Northrup [28], however, that a Si adatom on Si(111) sitting at a
H3-site is 0.64 eV per atom energetically less favorable compared to an adatom at
a T4-site. Hence, the probability of an occupied H3-site is about 0.65% at 1200◦C
assuming a Boltzmann distribution. Figure 6.9a shows LEED patterns obtained
from MC simulations for different ratios of T4/H3 occupation at a fixed lattice gas
density of ρ = 0.2 ML. We performed test calculations for T4-site occupations of
90%, 95%, and 99% for different lattice gas densities, ρ, ranging from 0.17 ML to
0.25 ML. From these test calculations we know that a real space adatom configu-
ration with 50% of the Si atoms located at T4-sites and the remaining 50% sitting
at H3-sites yields LEED patterns with a very weak and very broad intensity dis-
tribution around (2×2)-spots without any clear indication of p3-spots (see black
curve in Fig. 6.9a). Furthermore, a real space structure with 1% of the adatoms
located at H3-sites (close to the theoretically expected value of 0.65%) yields LEED
patterns very similar to the ones obtained from real space adatom structures with
all of the adatoms located at T4-sites. Comparison of LEED patterns with a T4-site
ratio of 99% (see blue curve in Fig. 6.9a) and a T4-site ratio of 100% (see red curve
in Fig. 6.9a) shows that only a very minor difference in the intensity profile can be
observed. Thus, we assume that we can neglect the effect of adatoms at H3-sites
on the LEED patterns for now. Below we will give a quantitative estimate of how
the T4/H3-ratio changes the extracted lattice gas density. In the following, the MC
simulations are performed with a T4-site ratio of 100%.
{{6
144 6. ADATOM STRUCTURES ON SIC(0001) AND SI(111)
The super cell used in the simulations contains 1000× 1000 T4-sites (see Fig.
6.8) with periodic boundary conditions. We start with defining the adatom den-
sity, ρ. Then, we randomly place adatoms at the T4-sites of our simulation unit
super-cell. This is done by randomly picking one of the 106 T4-sites. An adatom
is placed at a chosen T4-site only if it is not already occupied and if all six direct
neighboring T4-sites are not occupied by adatoms (nearest-neighbor exclusion,
see Fig. 6.8). Then, another random T4-site is chosen. This is repeated until the
specified adatom density is reached as long as the chosen density is below 1/3 ML.
A perfect (
p
3×p3)-layer has a density of 1/3 ML referenced to the (1×1) structure.
Therefore, the chosen lattice gas density needs to be always smaller than 1/3 ML
otherwise there will not be enough T4-sites with empty neighboring sites available.
To further randomize the adatom structure we anneal the populated simulation
super-cell. This is done by randomly choosing two T4-sites of the cell. If one of the
chosen sites is is occupied with an adatom and the other site is empty and if all di-
rect neighboring T4-sites of the empty site are also empty we move the adatom to
the chosen empty T4-site. This is repeated many times to assure a truly annealed
real space adatom structure. For a good signal to noise ratio we need to have many
of the annealed real space adlayer structures. We use the first real space structure
(obtained as described above) as a starting point to form further uncorrelated real
space adatom configurations by annealing. We average over 1000 uncorrelated real
space structure units to calculate the LEED patterns shown in Fig. 6.9b.
We calculate the diffraction patterns of these simulated real space structures
in the kinematic limit excluding multiple scattering events. Then, the diffracted




e i k̄ r̄m
∣∣∣∣2 (6.2)
with the scattering vector k̄ and the contribution of m surface atoms at posi-
tions r̄m .
Figure 6.9b shows profile plots of the calculated diffraction patterns for differ-
ent lattice gas densities. The intensity is normalized to the number of scatterers.
We can see two very broad intensity maxima at the
p
3-positions with widths sim-
ilar those encountered in the experimental data. In addition we see two integer
spots at the far left and far right of the profiles. The intensity of the
p
3-spots clearly
decreases with decreasing lattice gas density. Furthermore, a broadening of these
spots takes places as the lattice gas becomes less dense as one can see by the up-





FIGURE 6.8: Schematic diagram of the real space structure of the Si(111) surface. Surface Si atoms
are indicated by black (second surface layer) and gray (first surface layer) circles. The threefold-atop
sites (T4) are indicated in red and the threefold-hollow site (H3) are indicated in green. In addition
the (1×1) unit cell (dashed red lines) and the (p3×p3) unit cell (dashed purple lines) are shown. A Si
adatom (blue circle) placed on a T4-site blocks all six nearest-neighboring T4-sites (blue crosses).
FIGURE 6.9: (a) Profile plots of calculated LEED patterns for a fixed lattice gas density of ρ = 0.2 ML with
different percentage of H3-site occupation in the range between 0% and 50%. (b) Calculated LEED
pattern profiles for different lattice gas densities ranging from ρ = 0.1 ML to ρ = 0.21 ML with only
allowing T4-sites for adatoms.
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Lattice gas density
Already by simple visual inspection we find that the calculated spot profiles re-
semble very well the overall shape and width of the spot profiles observed in the
experiment. This gives us confidence that the chosen real space model for the
adatom structure is indeed the real structure that gives rise to the experimental
spot profiles. Next, the goal is to obtain quantitative information about the lattice
gas density as a function of sample temperature. The experimental data gives us
information about how the LEED spot profiles caused by the lattice gas depend on
temperature. The data obtained from the Monte Carlo (MC) simulations tells us
how the spot profiles change with changing adatom density. Therefore, by com-
paring the experimental data with the calculated spot profiles we are able to deter-
mine lattice gas density as a function of temperature.
First, we have to note that only the adatom layer is modeled in the MC sim-
ulations. Therefore, the integer LEED spots of the experimental data, which are
caused mainly by the underlying bulklike Si(111) surface, are not reproduced ac-
curately. The experimental integer spot profiles, however, can be well reproduced
by a Lorentzian function of the form L(x) = aω
(x−c)2+ω2 with amplitude a, peak posi-
tion c, and width ω.
We compare the experimental data at each temperature with a series of calcu-
lated spot profiles for lattice gas densities ranging from ρ = 0.1 ML to ρ = 0.25 ML
with steps of∆ρ = 0.005 ML. To quantify the agreement of the experimental data at
a fixed temperature with each of the calculated profiles we define a cost function
∆ε(ρ) = min
d ,β,a,ω
∣∣ fExp − (d +β fSim(ρ)+L1 +L2)∣∣ (6.3)
with fExp the experimental data at a given temperature, fSim data of a calcu-
lated profile for a fixed lattice gas density and β a scaling factor. L1 and L2 are
Lorentzians that resemble the integer spot profiles. They are located at fixed po-
sitions c = ±
p
3
2 but have a variable width, ω, and a variable amplitude, a. The
constant offset parameter d is to correct for a small but unknown offset in the ex-
perimental data due to inelastic scattering and thermionic emission. Therefore,
we have four parameters to minimize our cost function. We find ∆ε by first ap-
plying a global optimizer based on a simulated annealing algorithm and subse-
quently utilizing a local optimizer. We repeat this procedure to calculate ∆ε for
all the calculated profiles at different lattice gas densities for a fixed temperature.
Figure 6.10a shows ∆ε as a function of ρ for T = 896◦C. The smallest value of ∆ε
corresponds to the best agreement between experimental data and one of the cal-
culated profiles. Therefore, the clear minimum in Fig. 6.10a tells us that the Si(111)
surface is covered with a lattice gas with a density ρ = 0.21±0.01 ML at T = 896◦C.
In Fig. 6.10b we plot the experimental data at T = 896◦C (red data points) and the
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FIGURE 6.10: Comparison of the best fitting calculated LEED profiles with the experimental data at
different temperatures. (a) Plot of ∆ε as a function of calculated lattice gas densities for T = 896◦C for
different T4/H3-ratios. For 100% T4-sites the minimum of the blue curve gives the lattice gas density at
T = 896◦C. (b) Experimental LEED profile at T = 896◦C (red circles) and calculated LEED profile that
best matches the experimental data (blue curve), i.e smallest∆ε equivalent to the minimum in (a). (c-f)
Same as in (b) for different temperatures 959◦C, 1026◦C, 1070◦C, and 1134◦C.
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best fit (blue curve), i.e. s = d +β fSim(ρ = 0.21)+L1 +L2. The best fit reproduces
the experimental data very well.
In the next step, we repeat the entire routine to calculate ∆ε(ρ) for all the ex-
perimental data at five different temperatures. This yields the lattice gas density as
a function of temperature. Figure 6.11 shows the lattice gas density as a function
of temperature for two sets of experimental data. The density is nearly constant
over the entire temperature range from about 900◦C to 1200◦C and has a value
of ρ = 0.20±0.01 ML. This is in good agreement with previously reported results
[20–24]. In particular Fukaya et al. [24] reported a constant lattice gas density of
0.25 ML in the temperature range 950◦C to 1160◦C as determined with reflection
high-energy electron diffraction.
We can now determine the effect of the T4/H3-ratio on lattice gas density by
using the calculated LEED profiles of different T4/H3-ratios and compare it with
the experimental data using the above outlined approach. Figure 6.10a shows
∆ε(T = 896◦C) as a function of lattice gas density for T4-site ratios of 90% (red
curve), 95% (black curve), 99% (green curve), and 100% (blue curve). The lattice
gas density increases with increasing H3-site occupation from 0.21 ML (100% and
99% T4-sites) to 0.22 ML (95% T4-sites) to 0.23 ML (90% T4-sites). We can see in
Fig. 6.10a that not only the lattice gas density increases but also ∆ε, i.e. the agree-
ment with the experimental data, becomes worse as the occupation of H3-sites
increases. Thus, we find that the quality of the fits degrades when we introduce
a significant number of H3 adatoms, in agreement with theory. Based on these
results, the adatom coverage can be given as ρ = 0.20+0.03/−0.01 ML in the tem-
perature range of 900◦C to 1200◦C.
The intensity of the
p
3-spots clearly decays with increasing temperature (see
e.g. Fig. 6.10b-f). However, no broadening of the spots takes places with increas-
ing temperature as discussed above. The decreasing intensity can be explained by
a Debye-Waller-factor which accounts for the increasing inelastic scattering with
increasing temperature, a purely thermal effect. The elastically scattered intensity
decreases exponentially with temperature
I = I0 exp(−W ) (6.4)





Here, T is the sample temperature,ΘD is the Debye temperature, m is the mass
of the scattering center, ħ is the Planck constant, ħ(∆k) is the electron momentum
transfer, kB is the Boltzmann constant. The scaling factorsβ (see Eq.6.3) of the best
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FIGURE 6.11: Lattice gas density on the Si(111) surface as a function of temperature. The error bars
indication the uncertainty of the fit. ρ = 0.2+0.03/−0.01 ML independent of temperature in the range
of about 900◦C to 1200◦C.
fits as function of temperature are a measure of the intensity decay with increasing
temperature. Therefore, we can extract a surface Debye temperature of the lattice
gas by fitting an exponential decaying function to β(T ). In our experiments we
have ∆k = |kout −kin| = 53.14nm−1. We find a Debye temperature of ΘD = 600±10
K. This is close to the Debye temperature of bulk siliconΘbulkD = 645 K.
6.4 COMPARISON AND CONCLUSION
Our study of the Si(111) surface at elevated temperatures shows that the Si adatoms
form a lattice gas with a density of ρ = 0.20+0.03/−0.01 ML. The lattice gas is in
equilibrium with the step edges of the Si(111) surface. The lattice gas density is
constant over the investigated temperature range from about 900◦C to 1200◦C.
This is at first sight surprising since evaporation of Si from the surface takes place
at the higher end of the temperature range. The step edges on the surface, however,
can readily supply Si adatoms and the density stays constant even as temperature
increases, indicating that the ′(1× 1)′ adatom lattice gas is a thermodynamically
stable phase over this temperature range.
On SiC(0001) a highly ordered (
p
3×p3)-layer of Si adatoms is formed. Again,
with increasing temperature Si adatoms evaporate from the surface until equilib-
rium is reached with an external Si flux. The step edges on SiC cannot supply
Si adatoms without also releasing C atoms onto the terraces. This happens only
at higher temperature when the transition to the carbon-rich (6
p
3×6p3)-phase
takes place. With increasing temperature (but below the 6
p
3 formation temper-





3×p3)-layer breaks up in domains that shrink with increasing temperature,
coexisting with the bare (1×1) structure. Just below the transition temperature to
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the (6
p
3×6p3)-phase the p3-domains vanish and the surface consists of just the
bare (1×1) structure. The relatively sharp spot profiles of the p3-spots do indicate
that it is energetically favorable on the SiC(0001) surface to form the coexisting
(
p
3×p3)+(1×1) phases rather than a lattice gas. On the SiC(0001) surface we find
a temperature dependent coexistence of (
p
3×p3) and (1×1) structures, unlike the
adatom lattice gas found on Si(111).
Again, on the Si(111) surface the adatoms exist in equilibrium with the step
edges which can provide an unlimited supply of adatoms. On the SiC(0001) sur-
face, however, adatom supply from the step edges is accompanied by a simultane-
ous release of C atoms, and the formation of the (6
p
3×6p3) graphene structure.
Thus, while the adatom phases on Si(111) and SiC(111) display many similarities,
the atomic steps play very different roles on both surfaces.
Finally, we may ask if our results shed any light on the energetics of adatom
structures on Si(111) and SiC(0001). It is well known that the Si and Ge (111) sur-
faces prefer to form local (2× 2) structures [31, 32]. A (2× 2) unit cell contains 4
surface atoms. Three of the surface atoms are capped by an adatom, with the T4-
site preferred over the H3-site. There are now two three-fold coordinated atoms in
the unit cell: the adatom and the so-called rest-atom. Without further modifica-
tions, both of these have a half-filled dangling bond orbital giving rise to a metallic
surface state. However, on both Ge and Si there is an effective transfer of charge
from adatom to rest-atom: the adatom now features an empty state orbital, and
the rest-atom a lone-pair state. This electron transfer opens up an energy gap be-
tween these two states. The surface is no longer metallic, and the total energy is
reduced. On Si(111) the (7×7) structure as well as the high temperature lattice gas
structure consists of a mix of adatoms and restatoms, similar to the simple (2×2)
structure. On SiC(0001) one might expect the same structural motif to be opera-
tional. Surprisingly, however, we find a
p
3 structure that is not observed for the
clean Si(111) and Ge(111) surfaces. Experimentally, it has been established that T4
adatoms decorate the SiC surface in a compact (
p
3×p3) superstructure without
restatoms [33, 34]. Each adatom then has a half-filled dangling bond orbital, and
one would expect a metallic surface state. Energetically this is not very favorable.
However, photoemission and STM experiments show that the surface is not metal-
lic, but semiconducting. This is explained theoretically by strong electronic corre-
lation effects giving rise to a Mott-Hubbard ground state with a large surface state
bandgap [35]. Such strong correlation effects are absent for the Si and Ge surfaces.
Thus, even at high temperature, when the (
p
3×p3) structure is no longer stable
against thermal evaporation of adatoms, co-existence of (
p
3×p3) and (1×1) is en-
ergetically preferred over an adatom-restatom coexistence with a local (2×2) mo-
tif. While detailed calculations have been performed to assess both the electronic
structure and the total energy of the SiC(0001) (
p
3×p3) surface [36], no theoretical
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comparison has been made with a (2×2) adatom-restatom structure. Therefore,
we do not know theoretically if the same charge transfer mechanism that is opera-
tional on the Si and Ge surfaces could also occur on the SiC surface. With a much
larger bulk bandgap and significantly lower dielectric constant, it is possible that
such a mechanism is less favorable. Additionally, with the much smaller lattice
constant of SiC (0.436 nm, vs. 0.543 nm for Si and 0.566 nm for Ge) the adatom
binding may also be significantly stronger, leading to further stabilization of the
(
p
3×p3) structure. Our experiments indicate that the (p3×p3) structure is more
stable than an adatom-restatom lattice gas, indicating that a (local) (2×2) structure
is energetically unfavorable. Further theoretical exploration of adatom energetics
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The application of low energy electron microscopy (LEEM) has been limited mainly
to sample temperatures ranging from room temperature to about 1800 K. Only a
few LEEM instruments have the capability to cool the sample below 300 K. Here, we
introduce a design concept for a LEEM instrument with the capability to cool the
sample to variable cryogenic temperatures in the range of about 300 K - 10 K during
high-resolution imaging afforded by aberration-correction.
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7.1 INTRODUCTION
Low energy electron microscopy (LEEM) is a powerful technique to study dynamic
processes at surfaces, such as phase transitions and growth phenomena in-situ at
elevated temperatures [1–4]. There are, however, also numerous interesting phe-
nomena that take place below room temperature. For example, complex oxides
with their rich phase diagrams show magnetic and electronic phase transitions at
low temperatures [5]. Nucleation and growth phenomena at low temperatures are
also interesting topics due to strongly decreasing diffusion coefficients with de-
creasing thermal energy.
The application of LEEM has been restricted so far mainly to sample temper-
atures in the range from 300 K to about 1800 K. Only a few LEEM and Photoemis-
sion electron microscopy (PEEM) instruments exists with the capability to cool the
sample below room temperature. The lowest temperature achieved in a LEEM ex-
periment with a liquid helium cooled sample stage is around 50 K [6]. Recently, a
cryogenic PEEM set-up reached a temperature as low as about 25 K when cooled
with liquid helium [7].
Here, our goal is to develop a LEEM instrument with the capability of cooling
the sample to variable cryogenic temperatures in the range of about 300 K - 10 K
during high-resolution imaging afforded by aberration-correction. This low tem-
perature set-up is being installed in the sample chamber on the left-hand side of
the ESCHER facility (see chapter 2) sharing the central gun/projector column with
the room/high-temperature sample chamber located on the right-hand-side. In
the following we will present our design concept and discuss the stringent require-
ments imposed by the nature of the LEEM technique. Then, we will present the
first performance tests of our prototype instrument.
7.2 DESIGN AND CONCEPT
In the following we will outline the basic concept of our design for a cryogenic
LEEM set-up. Let us start by considering user-defined specifications and review-
ing the requirements and boundary conditions given by the microscopy technique
itself. First, we define the temperature range we want to access with our new mi-
croscope to about 300 K to 10 K. The sample itself needs to be biased with a high
voltage of about −15 keV because it acts as the cathode in the cathode objective
lens (see e.g. chapter 1 and 2). The sample itself needs to be adjustable with re-
spect to the anode of the objective and the optical axis of the microscope with 5-
degrees of freedom, i.e. x and y in-plane movements to vary the illuminated sam-
ple area, two perpendicular tilt-angles to align the sample surface perpendicular
to the optical axis/illuminating electrons, and z-adjustment to adapt the distance
between sample and anode of the objective. The instrument is equipped with an
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aberration-correcting electron mirror. To make use of the high resolution afforded
by the aberration-corrector we have to minimize vibrations introduced by e.g. the
cooling mechanism. Ideally, the thermal drift should be low and limited to about
1/4µm per minute to be able to track features in the smallest field-of-view of about
500 nm.
In our design approach the entire cathode objective lens plus sample manip-
ulator, electromagnetic shielding of the sample, and sample are cooled with liq-
uid nitrogen to a fixed temperature of ≈ 80 K. This cryogenic set-up is enclosed
in a gold-plated copper cylinder acting as radiation shield against the room tem-
perature surrounding. Cryogenic flow tubes are rigidly connected to this set-up
(see Fig. 7.1a) and are used for initial rapid cool-down by flowing liquid nitrogen
through them. The advantage of this flow cryostat is that the relatively big mass of
the cryogenic set-up can be cooled to ≈ 80 K within minutes. However, a flow of
cryogenic liquid directly at the set-up has the disadvantage that unwanted vibra-
tions are coupled into the objective lens and sample which may degrade micro-
scope resolution. Therefore, a second cooling mechanism is used for cooling after
the initial cool-down and during microscope operation. A liquid nitrogen bath de-
war is connected via a flexible copper braid connection (Leiden Cryogenics B.V. [8])
to the cryogenic sample/objective lens set-up. The small vibrations coming from
the vacuum insulated bath cryostat are damped by the flexible copper braid to a
minimum. The actual level of vibrations introduced into the microscope by the
cooling has to be first determined and quantified in the experiment during initial
testing of the cryogenic set-up in the near future.
The sample itself is cooled in addition with a flexible copper braid connected to
a low vibration flow cryostat (Advanced Research Systems Inc. [9]). This flow cryo-
stat can be operated with both liquid nitrogen and liquid helium. Therefore, the
temperature of the flow cryostat’s cold finger can be varied in the range of about
300 K to 4.2 K. The temperature at the sample is expected to be several degrees
higher due to several solid/solid interfaces between the cold finger and the sam-
ple. A resistive heater element placed behind the sample can be used to heat the
sample by electron bombardment to ∼ 1200◦C.
Our approach allows one to vary sample temperature from 300 K to about 10
K while the objective lens and sample manipulator are kept at a fixed tempera-
ture of about 80 K. This ensures short equilibration times after sample temperature
changes, low thermal drift, and small temperature gradients.
7.2.1 HEAT LOAD CALCULATIONS
One of the key aspects in designing a cryogenic measurement set-up is the un-
derstanding and management of heat transfer. Here, we are concerned with radia-
tive heat transfer through vacuum and conductive heat transfer through solids and
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FIGURE 7.1: (a) Cross-section drawing showing the cryogenic set-up design from the backside. Elec-
trons will enter the system from the left. The transfer lens is shown on the left in gray. (b) Drawing of
the stainless steel flange used in the low-thermal-conductivity mount including flexures, ZrO v-grooves
and spheres. (c) Cross-section view of a objective lens/ZrO sphere/v-groove assembly.
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FIGURE 7.2: (a) Photograph of the ESCHER set-up during cooling performance tests with liquid nitro-
gen. (b) Photograph of the stainless steel flange used to mount the cryogenic set-up to the remaining
microscope parts (compare Fig.e 7.1). The three flexures with threads are located around the center
hole where the electrons enter/leave. The inset shows a ZrO v-groove with a ZrO sphere. The v-grooves
are placed into the three pockets in the stainless steel flange. (c) Photograph of the bottom part the
cryogenic set-up mounted on the stainless steel. The center cone of the bottom part of the cathode
objective lens is visible in the center. The lens base is mounted to the flange via kinematic mount using
ZrO spheres and v-grooves (see text for details). The HTS coil assembly is mounted to the objective
lens base. The big gold-plated copper block contains the cryogenic flow tubes and is mounted to the
objective lens.
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solid/solid interfaces. In the following we will outline the heat load estimates that
motivate the design choices we made for our cryogenic LEEM set-up design con-
cept as discussed above, taking into account the given boundary conditions such
as availability of cryogenic liquids to cool, cooling power, and lowest temperature
that has to be reached.
Radiative heat load
The net exchange of radiative heat between two surfaces can be estimated by [10]
q̇rad =σE A
(
T 42 −T 41
)
(7.1)
with the Stefan-Boltzmann constantσ= 5.67×10−8 W/m2 K4, an area factor A,
E a factor that depends on the emissivities of the surfaces involved and can range
from 1 to 0 (see Ref. [10]), and temperature of the warmer surface T2 and tempera-
ture of the colder surface T1. A is given by the area of the smaller plate in the case of
two parallel surfaces or by the area of the inner surface in the case of coaxial cylin-
ders and concentric spheres (see Ref. [10]). The weak point in these radiation heat
load estimates is the emissivity factor E since it highly depends on the material
and morphology of the concerned surfaces in a non-trivial fashion. Therefore, we
make use of empirical values listed in Ref. [10]. To minimize the radiative heat load
on our set-up we want E to be small which is achieved by smoothing and polishing
of the surfaces.
The surface area of the sample holder in our cryogenic LEEM set-up is about
A = 0.005 m2. Let us assume an emissivity factor of E = 0.5. Then, the radiative
heat load from a room temperature environment onto the sample holder at 10 K is
≈ 1 W. If the sample holder is enclosed by a radiative heat shield with a temperature
of 77 K (boiling point of liquid nitrogen) the radiative heat load from the liquid
nitrogen cooled heat shield onto the sample holder at 10 K is only about 4 mW.
To reduce the heat load onto the sample holder we can hence enclose it in a
liquid nitrogen cooled radiation shield. Given the space constraints and the ge-
ometry it is plausible to enclose not only the sample holder but also the cathode
objective lens and sample manipulator. This has the important added value of
reducing thermal gradients. The entire cryogenic set-up can be fitted inside of a
gold-plated copper cylinder acting as a cryogenic shield with a diameter of 126
mm and a height of 190 mm. Thus, the surface area of the radiation shield is about
A = 0.09 m2. We expect a emissivity factor of about E = 0.1 for this radiation shield.
Then, the radiative heat load from the room temperature environment onto the
liquid nitrogen cooled radiation shield at 77 K is about 4 W.
The radiative heat load estimates make it clear that 99.6% of the radiative heat
load from a room temperature environment on to a sample at 10 K can be removed
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by enclosing the sample in an environment cooled to 77 K. Such a heat shield can
be efficiently cooled with liquid nitrogen which has a relatively large cooling power
of 1 W per 0.00225 L/h [10]. In addition, liquid nitrogen is relativily cheap and
therefore also from an economical point of view a viable option. Then, only 0.4%
of the radiative heat load need to be removed by more expensive cryogenic liq-
uids with a boiling point below 77 K like for example liquid Helium. The cooling
power of liquid Helium is only 1 W per 1.377 L/h [10], i.e. about a factor 600 worse
compared to liquid nitrogen.
Conductive heat transfer








with the length of the solid L, the temperature dependent thermal conductivity
of the solid’s materialλ(T ), and T1 and T2 the temperatures at the ends of the solid.
Copper is a material with one of the highest thermal conductivities at cryogenic
temperatures with a typical value of
∫ 300
80 λ(T )dT = 40 kW/m [10]. Zirconium oxide
(ZrO) has a very low thermal conductivity of about
∫ 300
80 λ(T )dT = 0.56 kW/m [11,
12].
Here, we want to estimate the heat load across the only mechanical mount be-
tween the room temperature environment and the cryogenic set-up. This mount
consist out of three M5 screws out of ZrO [13] and four ZrO spheres with a diameter
of 10 mm [14] (see below for detailed description of this low-thermal-conductivity
mount). One ZrO M5 screw has a cross-sectional area of about A = 2×10−5 m2 and
a length of about L = 10 mm. Then, the conductive heat transfer through one such
screw with one end at 300 K and the other end at 80 K is ≈ 1 W. The total conductive
heat load due to the three M5 ceramic screws is about 3 W.
For the ZrO spheres we assume a cross-sectional area of about A = 2×10−5 m2
and a length of about 5 mm. The conductive heat load through one ZrO sphere
between room temperature and 80 K is then about 2 W and the total heat load due
to thermal conduction through the three ceramic spheres is 6 W. The estimated
total conductive heat load of the entire mechanical mount is about 9 W. We expect
that the heat load will be lower in the experiment since the solid/solid interfaces
that occur in this design further reduce the heat transfer. The heat transfer across
solid/solid interfaces depends on the materials in contact, contact pressure, and
atomic morphology of the contact surfaces. Therefore, it is not possible to deter-
mine meaningful estimates for heat transfer across solid/solid interfaces without
performing experiments.
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7.2.2 LOW-THERMAL-CONDUCTIVITY MOUNT
The cathode objective lens has to be well-aligned with the optical axis of the micro-
scope. This can be achieved with a rigid mount to the transfer lens. A rigid mount,
however, has the disadvantage of a high heat load onto the objective lens (which is
part of the cryogenic set-up) and the other parts of the microscope (which are at
room temperature). Furthermore, during cool-down (warm-up) of the cryogenic
set-up differential thermal contraction (expansion) can lead to unwanted stress
and strain on the mount which may lead to failure of the mount due to fatigue. In
addition, we opt for a solution that does not require additional mechanical posi-
tioning or alignment aids to ensure ease of operation.
Figure 7.1b shows a schematic drawing of our kinematic mount that gives a
rigid mechanical connection to the microscope, guarantees alignment of the cryo-
genic set-up with the optical axis at room temperature and at cryogenic temper-
atures, and yields only a low heat load onto the cryogenic set-up since contact
area is reduced to a minimum. The building block of this mount is a sphere that
can roll or slide along only one dimension in a v-shaped groove. The flat surfaces
forming the v-shaped groove intersect under an angle of 60◦. The dimensions of
the sphere and the v-groove are such that the sphere has one contact point with
each of the flat surfaces that form the v-shape. The kinematic mount consists out
of three such sphere/v-groove units placed equally-spaced on a circle around the
optical axis of the microscope such that each sphere can move along radial direc-
tion towards and away from the optical axis. The v-grooves are mounted to the
microscope-side. The spheres are placed in cone-shaped pockets at the backside
of the objective lens facing the transfer lens, i.e. each sphere forms a line-contact
with one of these pockets in the objective lens. Now, thermal contraction (ex-
pansion) upon cool-down (warm-up) of the objective lens causes the spheres to
slide/roll in the v-grooves compensating differential thermal contraction (expan-
sion) in radial direction and assuring high-accuracy alignment of the cryogenic
set-up with respect to the optical axis. The heat load of this mount is minimized by
choosing construction materials with low thermal conductivity but with high frac-
ture toughness and high yield strength. A material that fulfills these requirements
is e.g. zirconium oxide. We use commercially available ZrO spheres (Ceratec B.V.
[14]) with a diameter of 10 mm and a surface roughness of only 20 nm. The v-
grooves itself are high-accuracy custom-machined parts made out of ZrO (Ceratec
B.V. [14]). The v-groove parts are counter-fitted into pockets in a stainless steel
flange such that they can be clipped into these pockets assuring high-accuracy
alignment. The flange itself is mounted to the transfer lens chamber. The objec-
tive lens/sphere/v-groove/flange assembly is held together by three M5 ZrO bolts
(Ceramic Factory KDA Corporation, Japan [13]) that screw the objective lens to the
stainless steel flange. The used threads sit on x-y flexures mounted to the stainless
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TABLE 7.1: Specifications of the 2G HTS tape SCS3050-i from Superpower [15] (critical current IC , crit-
ical temperature TC ).
Type of HTS tape: SCS3050-i
min. IC at 77 K: 60 A
TC : 93 K [16]
Tape width: 3 mm
Copper stabilizer thickness: 0.04 mm
Electrical insulation: Polyimide
steel flange. This guarantees that differential thermal contraction in radial direc-
tion can be compensated. Differential thermal contraction along the direction of
the optical axis is negligible since all relevant parts are made of ZrO. The total ther-
mal contraction along the direction of the optical axis, however, can change the
distance between objective lens and transfer lens. This can be compensated by
readjusting the excitation of the transfer lens.
Cooling performance tests of our prototype set-up (see Fig. 7.2) yield a base
temperature of about 95 K using only the flexible thermal link to the liquid nitro-
gen reservoir after an initial cool-down with the cryogenic flow tubes for ≈ 30 min-
utes. In addition, the base temperature can be lowered by pumping on the liquid
nitrogen reservoir. This yields a temperature of about 80 K at the base with a gas
pressure of about 200− 150 mbar above the liquid nitrogen reservoir. The hold
time of the 10 l liquid nitrogen reservoir is > 24 h with continuous pumping on the
liquid nitrogen reservoir. We estimate the total heat load on the cryogenic set-up
at 95 K using the dewar hold time to be about 10 W in close agreement with our
theoretical estimate of q̇rad + q̇cond = 4+9 = 13 W (see above).
7.2.3 OBJECTIVE LENS
The design of the cathode objective lens is based on the design successfully used
in the right-hand side sample chamber of our LEEM instrument (see chapter 2 and
[17]). Only the diameter of the lens base has been adjusted to fit inside the cryo-
genic set-up. The magnetic field design-value for the magnetic part of the cathode
objective lens is 800 Amp · turns. In the standard cathode objective lens this mag-
netic field is excited with a thin copper wire wound to a coil assembly with about
1000 windings and a current of about 1 A. However, to avoid Joule heating of the
cryogenic set-up by the coil exciting the magnetic field in the objective lens we
replaced the copper wire with high-temperature superconducting (HTS) wire (Su-
perpower Inc. [15]). The minimum critical current of the HTS wire at 77 K is 60 A.
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FIGURE 7.3: Schematic drawing of the 2G high temperature superconducting (HTS) SCS3050 tape [15].
The HTS wire is actually a tape with a thickness of 0.1 mm and a width of 3 mm.
The (rare earth)-Ba-Cu-O HTS material is enclosed in a copper stabilizer. The HTS
tape is coated with an insulating polyimide layer. Figure 7.3 shows a schematic
drawing of the HTS tape.
To built a coil we wind the tape spiral-like to form a ’pancake’. A test coil of
a single double ’pancake’ with a total of N = 40 windings made out of 2G HTS
SCS405i tape (tape width: 4 mm, min. critical current: 94 A, Superpower [15])
showed no change in the resistance vs. current measurements during up to 20
thermal cycles (see Fig. 7.4). The resistance of 21 µΩ at a current of 4 A (design
value for the objective lens) is caused by the resistive splice between the two HTS
tape ’pancakes’.
Figure 7.5 shows a photograph of the HTS coil assembly using 2G HTS tape
SCS3050i. The coil has a total number of N = 200 windings, i.e. the design value
of 800 Amp · turns is reached with a maximum current of I = 4 A. The maximum
current needed to reach the design value is less than 7% of the minimum critical
current of the HTS tape at 77 K. The coil consists of a stack of four ’pancakes’ with
50 windings each. The HTS pancakes are wound in alternating directions around a
copper base such that the magnetic field of each coil does add up. The first and the
second as well as the third and fourth HTS pancake are spliced together on the in-
side. The connection between second and third HTS pancake is made on the out-
side. The resistance of these splices is only about 20 µΩ per splice (see above), i.e.
the total power due to joule heating introduced by the coil into the cryogenic set-
up is only ≈ 1 mW. A gold-plated copper spacer with a thickness of 1 mm is placed
between each pair of HTS pancakes. The entire HTS coil assembly is mounted in-
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FIGURE 7.4: Test results of a single double pancake HTS coil with N = 40 windings and one resistive
splice to connect the two pancakes (HTS tape: SCS4050i from Superpower [15], tape width 4 mm, min.
critical current 94 A). (a) Resistance vs. current measurement in the range from 0 to 80 A at 77 K. (b)
Resistance vs. current measurement for up to 20 thermal cycles in the range from 1 A to 10 A at 77 K.
side of the objective lens. The HTS coil is powered by a 4 A high-stability power
supply (Georg Schmidt, Halle, Germany [18]) with a current stability of ±1 ppm.
7.2.4 SAMPLE MANIPULATOR
The concept of the sample manipulator is based on the 5-axis manipulator suc-
cessfully used in LEEM instruments for sample temperatures in the range of about
300 K to 1800 K (see Fig. 7.6 [19]). The sample manipulator is powered by piezo
actuated linear positioners with a minimum step size of ≈ 1 nm (Smaract GmbH
[20]). These linear positioners are equipped with an integrated position sensor
with a resolution of about 1 nm. They are fully compatible with an ultra-high vac-
uum environment (UHV). The maximum blocking force is 6 N and the maximum
load carrying capability is 70 N. These positioning elements must be engineered to
be compatible with a LN2 cooled environment.
Several issues can occur when these piezo actuators are cooled to e.g. liquid ni-
trogen temperature without taking additional measures. First, differential thermal
contraction has to be minimized by choosing similar materials if possible. If ma-
terials with a different thermal contraction have to be connected it is important
to minimize joint area. Furthermore, springs of the driving mechanism have to
be made out of a material that does retain its spring-properties at cryogenic tem-
peratures like e.g. beryllium-copper. We found that the capacitance of the piezos
used in the linear positioners is reduced by about 50% upon cooling from 300 K to
about 77 K. A piezo actuator behaves like a capacitor if operated well below its reso-
nance frequency. Then, the piezo displacement is to first order proportional to the
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FIGURE 7.5: Photographs showing the HTS coil assembly in (a) side-view and (b) top-view. The four
pancakes are separated by 1 mm thick gold-plated copper plates.
FIGURE 7.6: Photographs of the sample manipulator used in the sample chamber on the right-hand
side for LEEM experiments at high temperature. Courtesy of R. M. Tromp.
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FIGURE 7.7: Results of performance tests of a linear actuator (Smaract [20]) engineered for use in a
liquid nitrogen cooled vacuum environment. (a) Maximum blocking force at room temperature and
at 80 K as a function of thermal cycles. (b) Piezo capacitance at room temperature and at 80 K as a
function of thermal cycles.
stored charge, i.e. also the maximum actuator displacement is at 77 K only 50% of
the room temperature value. The maximum blocking force is proportional to the
maximum displacement and therefore also degrades significantly upon cooling to
77 K. In summary, the commercially available room-temperature UHV versions of
the linear positioners only give a maximum blocking force of about 2.8 N at 77 K
(compared to about 6 N at room temperature).
The maximum blocking force can be increased by using a stack of two or more
piezo actuators electrically connected in parallel such that their capacitance adds
up to twice or more of only a single piezo. This doubles the maximum displace-
ment and also the maximum blocking force. In a collaboration with Smaract GmbH
[20] we started developing a linear positioner with such a double piezo arrange-
ment and materials and joints compatible for cryogenic environments. Tests of
several prototypes of such cryo-compatible positioners yielded a maximum block-
ing force of about 7−6 N without any sign of decay over several thermal cycles (see
Fig. 7.7). These initial test results are encouraging and prove that our concept of
a cryo-compatible linear actuator does work. We expect to have a full set of linear
actuators for the sample manipulation in a liquid nitrogen cooled environment
available in the near future.
7.2.5 SAMPLE COOLING
The sample needs to be cooled to varying temperatures in the range of about 300−
10 K. This is achieved by using an additional flow cryostat (Advanced Research Sys-
tems Inc. [9]). The sample itself has to be biased with a high-voltage of about −15
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keV. The electrical insulation between the sample and the flow cryostat is achieved
by using a sapphire tube. Figure 7.8 shows schematic drawings of our design con-
cept for the cryogenic sample holder. Sapphire is electrically insulating but has a
relatively high thermal conductivity that increases with decreasing temperature.
The sapphire tube is mounted on the sample manipulator via a Z r O-spacer plate
for thermal insulation. Two molybdenum pieces are mounted against an edge at
the front of the sapphire tube. A thin tungsten wire that runs along the inside
of the sapphire tube connects these molybdenum pieces to a high-voltage bias.
The sample itself is clamped against a molybdenum sample cap similar to sample
caps used in the right-hand side sample chamber. This sample cap is mounted by
screwing it into a thread on the inside of the molybdenum pieces mounted at the
front of the sapphire tube. To change samples only this sample cap (see inset at
bottom of Fig. 7.8b) has to be removed. The sample itself is clamped with a clamp
washer from the inside against the front of the sample cap (see Fig. 7.8). A flexible
copper braid mounted to the cold finger of the flow cryostat is clamped around
the sapphire tube. A resistive heater element can be placed behind the sample
after mounting to heat the sample.
The sample temperature can be determined and tracked using Si diode-based
temperature sensors mounted at the sapphire tube. These sensors can be used
to determine the temperature in the range of about 300−2 K with an accuracy of
about ±1 K. The temperature difference between sapphire tube and sample itself
can be calibrated to first order by measuring a ’calibration curve’ of an additional
temperature sensor mounted directly on a test sample without applying a high-
voltage.
7.3 SUMMARY AND OUTLOOK
We presented a design concept for a Low energy electron microscopy (LEEM) in-
strument with the capability of cooling the sample in the temperature range of
about 300 K to 10 K during high resolution imaging. We started by discussing the
boundary conditions given by the microscopy technique itself as well as by user
requirements like e.g. variable temperature high resolution imaging, low thermal
drift, and in-situ sample cleaning and preparation at elevated temperatures. Then,
we presented in detail our ideas and concepts as well as a prototype to meet this
requirements and boundary conditions. Cooling performance tests of the liquid
nitrogen cooled cryogenic prototype set-up show that the heat load is about 10 W
in close agreement with the anticipated heat load.
The issue of in-situ sample manipulation at about liquid nitrogen temperature
remains currently unsolved. The piezo-actuated nano-positioners developed in
collaboration with Smaract GmbH [20] are producing encouraging results. When
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FIGURE 7.8: Schematic drawings of our cryogenic sample holder design. (a) Side view of the sample
holder. A copper clamp around the Al2O3 tube is used to thermally connect the liquid He flow cryostat.
(b) Cross-section view of the same assembly as in (a). The inset on the top right shows the sample
holder without the sample heater. The inset on the bottom right shows the sample cap with sample.
Only this part has to be removed from the assembly to exchange samples. (c) Photograph of the sample
holder assembly. (d) Photograph of the sample heater. (e) Photograph of the molybdenum sample cap
and a molybdenum clamp washer to fix the sample inside the sample cap.
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a full set of cryogenic motors becomes available in the near future, the optical per-
formance of the cryogenic LEEM set-up can be tested.
Upon successful completion of the cryogenic LEEM set-up, the ESCHER mi-
croscope will give access to physical phenomena over a very broad temperature
range from about 1800 K to 10 K. Therefore, it will be possible to perform numer-
ous novel experiments with this instrument answering questions in surface sci-
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LOW ENERGY ELECTRON MICROSCOPY
Microscopy is a technique used to view and study objects with dimensions
smaller than what can be resolved by the unaided eye (< 0.1 mm). The resolu-
tion limit of a perfect aberration-free microscope is limited by the wavelength of
the used probe. In classical light microscopy the limit resolution is about 0.00025
mm (250 nm) although visible light based superresolution techniques can resolve
structures as small as 0.00001 mm (10 nm). Even smaller dimensions can be re-
solved by using electrons instead of light to probe an object. As with light, the
resolving power of electron microscopy depends on the electron wavelength and
therefore on the electron energy. With high energy electron microscopy sub-atomic
resolution of about 50 pm (50×10−9 mm) is possible today. However, resolution
is not the only criterion to consider in microscopy. While electrons with an energy
of only a few electronvolts yield a poorer resolution compared to high energy elec-
trons, they are useful in imaging surfaces since their penetration depth is limited
to the topmost atoms of the investigated object.
In this thesis we discuss imaging with aberration-corrected Low Energy Elec-
tron Microscopy in theory as well as in the experiment. We start by giving a brief
introduction into LEEM, its cathode objective lens, objective lens aberrations, and
aberration-correction in chapter 1. Chapter 2 introduces ESCHER, the aberration-
corrected LEEM facility at Leiden University, and its capabilities. Furthermore, we
discuss how the relevant aberrations are measured in an experiment. Being able to
determine the aberrations of the microscope makes it possible to optimally set-up
the aberration-correcting electron optics leading to images with a record spatial
resolution of 1.4 nm.
In chapter 3 we introduce a theoretical approach to calculate images of arbi-
trary objects in LEEM and in PEEM for standard instruments as well as for aberration-
corrected microscopes. This allows us to calculate images of a given object at dif-
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ferent electron energies, at different focus settings, with different contrast aper-
ture sizes, and with or without aberration-correction or with partial aberration-
correction, to study the effect of these parameters on image contrast. Further-
more, we can then extract the spatial resolution of these calculated images. We
find that the theoretical limit resolution in aberration-corrected LEEM is about 0.5
nm, corresponding to an impressive ratio of resolution to electron wave length (at
an electron energy of E0 = 10 eV) of about 1.25. Otto Scherzer suggested already in
1936 that the imaging ability of aberration-corrected electron microscopes can be
further optimized by setting up the aberration-correcting optics such that the to-
be corrected aberrations are overcompensated. This, together with a finite defocus
value, yields then partial correction of the next higher order aberrations, yielding
even higher resolution. In chapter 4 we discuss a family of pairs of optimal set-
tings of defocus and aberration-corrector. By choosing from these values the mi-
croscope operator can trade highest resolution against highest instability budget.
The instability budget quantifies the margin for fluctuations and deviations in de-
focus and to-be corrected aberrations acceptable before they will cause significant
degradation of image resolution.
Our resolution calculations presented in chapter 3 (see above) predict an ul-
timate spatial resolution of about 0.5 nm if the relevant aberrations are fully cor-
rected. The question is how accurate the relevant aberrations need to be corrected
to reach highest resolution? Or, if we only partially correct aberrations by e.g. 80%
what resolution can be expected? Chapter 5 discusses how the spatial resolution
in LEEM depends on the amount of aberration-correction. We find that the reso-
lution delicately depends on the amount of aberrations corrected. It is therefore of
utmost importance to set up the aberration-correcting optics with high accuracy
to achieve highest resolution.
With LEEM it is possible to study topographical as well as electronic proper-
ties of graphene. Graphene, a monolayer of graphite, is a material with peculiar
electronic properties like a high electronic carrier mobility. It is therefore consid-
ered as a possible replacement of silicon based semiconductor devices. The large-
scale growth of high-quality graphene is possible by thermal decomposition of sil-
icon carbide (SiC(0001)). Heating a SiC sample in vacuum to about 1400◦C leads
to evaporation of Si from the sample surface. The remaining carbon atoms self-
assemble into graphene. During Si evaporation, the SiC surface undergoes several
surface phase transitions with each phase having a distinct atomic surface struc-
ture. These different surface structures can be observed with Low Energy Electron
Diffraction (LEED). In chapter 6 we present a temperature-dependent LEED study
of the SiC surface. We find that the previously established surface phase formation
sequence of SiC(0001) is incomplete. Our study shows that an additional, previ-
ously not reported, high temperature (1×1) surface structure is present in a nar-
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row temperature range below the phase transition temperature of the first carbon
layer structure. Similar to our LEED studies of the SiC surface we also investigated
the temperature-dependent surface structure of silicon (Si(111)). We found that
at high temperature, the silicon surface shows a bulk-like structure with randomly
placed silicon ad-atoms which form a lattice gas on the bulk-structured silicon sur-
face. Using Monte Carlo simulations we determined the density of that Si lattice
gas as a function of sample temperature. We find that the Si(111) surface is covered
with a Si lattice gas with constant density in the investigated temperature range of
about 900◦C to 1200◦C.
Today, most LEEM instruments have the capability to vary sample temperature
from room temperature to about 1500◦C while imaging. It is, however, also desir-
able to be able to cool the sample during imaging below room temperature. Then,
it becomes possible to study for example phase transitions with transition temper-
atures below room temperature. Another interesting aspect is to then investigate
the low-temperature dependence of, for example, diffusion phenomena. Only a
few instruments exist with the capability to cool the sample below room tempera-
ture and even fewer reports of low temperature LEEM experiments have been pub-
lished to date. In chapter 7 we present a design concept of a LEEM instrument that
has the capability to cool the sample to variable temperatures from room temper-
ature to about 10 K (−263◦C). This prototype will give access to numerous novel






Microscopie is een techniek die gebruikt wordt om objecten te bekijken en te
bestuderen waarvan de afmetingen dusdanig klein zijn dat ze niet zichtbaar zijn
met het blote oog (< 0,1 mm). De resolutielimiet van een perfecte, zogeheten
aberratie-vrije microscoop wordt beperkt door de golflengte van de gebruikte bun-
del. In klassieke lichtmicroscopie is de resolutielimiet ongeveer 0,00025 mm (250
nm), hoewel lichtmicroscopie gebaseerd op superresolutietechnieken afmetingen
tot ongeveer 0,00001 mm (10 nm) zichtbaar kan maken. Om kleinere objecten
zichtbaar te maken kan gebruik worden gemaakt van elektronen in plaats van licht.
Ook in elektronenmicroscopie is het oplossend vermogen afhankelijk van de golf-
lengte van het elektron en dus van de elektronenergie. Met hoge-energie elektro-
nenmicroscopie is tegenwoordig zelfs een subatomaire resolutie van ongeveer 50
pm (50×10−9 mm) haalbaar. De resolutie is echter niet het enige belangrijke cri-
terium in de microscopie. Zo zijn elektronen met een energie van enkele elek-
tronvolts zeer nuttig voor het afbeelden van oppervlakken. Dit komt doordat de
indringdiepte van deze elektronen beperkt is zodat zij alleen de bovenste atomen
van het onderzochte materiaal aftasten. Bij deze lage elektron-energiewaarden is
de resolutie natuurlijk wel lager dan voor microscopen met hoogenergetische elek-
tronen.
In dit proefschrift bespreken we de werking van een aberratie-gecorigeerde
lage-energie elektronenmicroscoop (LEEM), zowel in theorie als in de praktijk.
We beginnen in hoofdstuk 1 met een korte inleiding in LEEM, en bespreken de
kathode objectieflens, aberraties in de objectieflens en aberratie-correctie. Hoofd-
stuk 2 introduceert ESCHER, de aberratie-gecorrigeerde LEEM faciliteit aan de
Universiteit Leiden, en de mogelijkheden van deze microscoop. Verder bespreken
we hoe de relevante aberraties worden gemeten in een experiment. Deze metingen
maken het mogelijk om de corrigerende elektronenoptiek optimaal in te stellen.
We laten zien dat dit leidt tot afbeeldingen met een recordresolutie van 1,4 nm.
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In hoofdstuk 3 introduceren we een theoretisch model om afbeeldingen van
willekeurige objecten te berekenen in LEEM en in foto-emissie elektronenmicro-
scopie (PEEM), zowel voor standaardinstrumenten als voor aberratie-gecorrigeerde
microscopen. Dit maakt het mogelijk om afbeeldingen te berekenen van een ob-
ject bij verschillende elektron-energieën, focus-instellingen, groottes van de con-
trast apertuur en met (of zonder) partiële aberratie-correctie. Zo kunnen we het
effect van deze parameters op het beeldcontrast bestuderen. Daarnaast kunnen
we de laterale resolutie bepalen van de berekende afbeelding. We vinden daarbij
een theoretische resolutielimiet van ongeveer 0,5 nm in aberratie-gecorrigeerde
LEEM. Dit komt overeen met een verhouding tussen resolutie en elektron golflengte
die indrukwekkend te noemen is, nl. ongeveer 1,25 (bij een elektron energie van
E0 = 10 eV). Al in 1936 stelde Otto Scherzer voor dat de werking van aberratie
gecorigeerde elektronenmicroscopen verder verbeterd kan worden door de cor-
rigerende optiek zo in te stellen dat de te corrigeren afwijkingen overgecompenseerd
worden. Tezamen met een eindige defocus waarde zorgt dit ervoor dat de aber-
raties van hogere orde gedeeltelijk gecorrigeerd worden, wat leidt tot een hogere
resolutie. In hoofdstuk 4 bespreken we een aantal geoptimaliseerde instellingen
van defocus en aberratie correctie. Door een keuze te maken uit deze mogelijk-
heden kan resolutie afgewogen worden tegen ’instabliteit’. Instabiliteit kwantificeert
hierbij de toegestane mate van fluctuaties en afwijkingen in defocus en te cor-
rigeren aberraties, voordat de resolutie van de microscoop aanmerkelijk verslechtert.
De resolutie berekeningen zoals beschreven in hoofdstuk 3 (zie hierboven) voor-
spellen een maximale resolutie van ongeveer 0,5 nm wanneer de relevante aber-
raties volledig gecorrigeerd worden. Een logische vraag is dus hoe nauwkeurig de
aberraties gecorrigeerd moeten worden om zo dicht mogelijk bij deze maximale
resolutie te komen. Omgekeerd kan de vraag worden gesteld wat de verwachte res-
olutie is als de aberraties gedeeltelijk, bijvoorbeeld voor 80% gecorigeerd worden.
Hoofdstuk 5 beschrijft hoe de laterale resolutie in LEEM afhangt van de hoeveel-
heid aberratie correctie. We zien dat de resolutie op een subtiele manier afhanke-
lijk is van de mate waarin de aberraties gecorigeerd worden. Het is daarom van
groot belang om de aberratie-correctie optiek nauwkeurig in te stellen om zo de
hoogst mogelijke resolutie te behalen.
Grafeen, een monolaag van grafiet, is een materiaal met bijzondere elektron-
ische eigenschappen, zoals een hoge mobiliteit van de ladingsdragers. Daarom
wordt grafeen gezien als mogelijke vervanging of aanvulling op silicium in de half-
geleider elektronica. Het op grote schaal groeien van grafeen van hoge kwaliteit is
mogelijk door middel van thermische decompositie van siliciumcarbide (SiC(0001)).
Door een SiC preparaat in vacuum te verhitten tot ongeveer 1400◦C verdampt
Si van het oppervlak van het preparaat. De overgebleven koolstofatomen vor-
men uiteindelijk grafeen. Tijdens de verdamping van Si ondergaat het SiC op-
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pervlak een aantal faseovergangen, waarbij elke fase een onderscheidbare ato-
maire oppervlaktestructuur heeft. Deze verschillende oppervlaktestructuren kun-
nen waargenomen worden met lage-energie elektronendiffractie (LEED). In hoofd-
stuk 6 beschrijven we een temperatuur afhankelijke LEED-studie van het SiC(0001)
oppervlak. We vinden dat de eerder vastgestelde volgorde van de oppervlakte struc-
turen van SiC(0001) onvolledig is. Ons onderzoek toont aan dat een extra, niet
eerder gerapporteerde (1× 1) oppervlaktestructuur bestaat in een klein temper-
atuurbereik, vlak onder de fase overgangstemperatuur naar de eerste echte kool-
stoflaag. We hebben ook de temperatuur afhankelijke oppervlakte structuur van
puur silicium (Si(111)) onderzocht. Het silicium oppervlak vertoont bij hoge tem-
peratuur een bulk-structuur met willekeurig geplaatste silicium atomen, die een
roostergas vormen op het silicium oppervlak. Door middel van Monte Carlo sim-
ulaties hebben we de dichtheid van het Si roostergas als functie van preparaat
temperatuur bepaald. Hieruit blijkt dat het Si(111) oppervlak bedekt is met een
Si roostergas met een constante dichtheid in het onderzochte temperatuurbereik
van ongeveer 900◦C tot 1200◦C.
Tegenwoordig hebben de meeste LEEM instrumenten de mogelijkheid om de
preparaat temperatuur te variëren van kamertemperatuur tot ongeveer 1500◦C,
terwijl er afbeeldingen gemaakt worden met het instrument. Het is echter ook
wenselijk om het preparaat af te kunnen koelen onder kamertemperatuur. Dan
wordt het namelijk mogelijk om faseovergangen te bekijken beneden kamertem-
peratuur. Een ander interessant aspect is bijvoorbeeld het onderzoeken van de
temperatuur afhankelijkheid van diffusie verschijnselen bij lage temperatuur.
Slechts een klein aantal LEEM instrumenten heeft de mogelijkheid om het preparaat
af te koelen, en er zijn al helemaal weinig vermeldingen in de literatuur van lage-
temperatuur LEEM experimenten. In hoofdstuk 7 presenteren we een ontwerp van
een LEEM instrument met de mogelijkheid om het preparaat af te koelen naar een
willekeurig temperatuur tussen kamertemperatuur en ongeveeer 10 K (−263◦C).
Dit prototype geeft toegang tot tal van nieuwe experimenten en verbreedt de toepass-
ing van LEEM aanzienlijk.
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