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送る。情報ビット部は、(n, k, t)BCH符号 (n:符号長,k:情報数,t:訂正能力)がB個で構成












第 2 章 通信モデル 5
このときBをB +m = 2m − 1すなわち











= 1− (1− θl)B+m − (B +m)θl(1− θl)B+m−1
= 1− (1− θl)B+m−1{1 + (B +m− 1)θl} (2.2)
式 (2.2)における θlは長さ lの反復符号 Liのビット列反転率である。この反復符号は 1
ビットの信号を lビット反復して送信するというものである。受信器は受け取った lビッ
トの受信信号から多数決により送られた 1ビットの信号が 0か 1かを決定する。ただし、
lが偶数で 0と 1の個数が同数の場合は、0か 1かを確率 1/2でどちらかを決定する。反



































B = 4、m = 3で、l = 5、l = 11のときの式 (2.2)を示したグラフが以下の図 2.5で
ある。
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図 2.5: 判定ビット部の誤り率 (l = 5, l = 11)
本研究では、判定ビット部の誤り率が 10−3以下ならば、ゼロエラーで送ることができ
ると仮定する。図 2.5の縦線は、ϵhaming = 10−3となる p = 0.093, 0.180をそれぞれ表して
いる。すなわち、この縦線より左側がゼロエラーで通信を行うことができる pの範囲で
ある。この範囲は、測定結果が有意である pの範囲として、第 5章の図 5.1にも示した。
以後、判定ビット部ではハミング符号のみを用いるものとし、ϵ = ϵhamingと略記する。
反復回数 lが十分大きいとき θlおよび ϵについて以下の補題が成り立つ。
補題 1 lが十分大きいとき、以下の 2つの式が成り立つ。
θl ≈ 2−lC(p) (2.4)






が成り立つ。ここでD(p||q)は、2つの分布 (p, p̄)と (q, q̄)の間のカルバック-ライブラー
情報量であり










) = 1 + p log p+ p̄ log p̄
= 1− h(p) = C(p) (2.8)
であるから、式 (2.4)が成り立つ。次に式 (2.5)を示す。lが十分に大きいとき、式 (2.4)よ
り θlは lの指数関数のオーダーで十分小さい値をとる。このとき
(1− θl)B+m−1 ≈ 1− (B +m− 1)θl (2.9)
が成り立つ。式 (2.2)と式 (2.9)より
ϵ ≈ 1− {1− (B +m− 1)θl}{1 + (B +m− 1)θl}
= (B +m− 1)2θ2l (2.10)
となり、式 (2.5)の成立がわかる。 2
2.5 情報ビット部の伝送率

















s(nB + lB + lm)(1− f(p))s−1f(p)


























の受信信号に対する bit誤り確率を q(s, p)とおく。この量は、2.4節で出てきた θsと等し
く、以下で与えられる。









































q(s, p)i(1− q(s, p))n−i (3.2)
で与えられる。さらに、s回目で初めて復号成功する確率を η(s, p)と定義すると、以下が
成り立つ。



























































s− 1 + i
i
)
[s+ (1 + δ)i]Pr{S = s} (4.1)
ここで、iは無音通信の発生回数を、Sは蓄積情報を利用する際に正しく復号されるまで
の蓄積受信系列の個数を表す。
図 4.2: ブロック番号 bにおける s回受信時の平均符号長
式 (4.1)における δは以下の式で表されている。(ηは無音時間 [bit]を表す。)
δ :=
η





= 1 + ϵ+ ϵ2 + · · ·+ ϵn + · · ·
の適当な回数の項別微分によって、以下の恒等式が得られる。(導出については付録を参




















































n+ l(1 + m
B
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nB + l(B +m)





第 4 章 無音通信の利用 13
さらに、ブロックをまとめてハミング符号としない場合の伝送率について考察する。こ
の場合は、
















(n, k, t)BCH符号の符号長 nを 63で固定しながら、kと tの値の 11個の組み合わせ
を用意してそれぞれのパラメータで伝送率の計算をする。そして、各 pに対して最大
の伝送率を与える {k, t}の組み合わせを採用して実験値の計算を行う。 





1.1 無音通信非利用 (l = 5, B = 4,m = 3)
1.2 無音通信利用 (l = 5, B = 4,m = 3)
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下の図 5.1において、”non-silent(l = 5)”とラベリングして測定結果を示した。
1.2では、反復符号の長さ lを 5bitと設定し、蓄積情報も無音通信も利用して測定した。
図 5.1において、”silent(l = 5)”とラベリングして測定結果を示した。
1.3は、反復符号の長さ lを 11bitと設定し、蓄積情報も無音通信も利用して、さらに、複
数ブロックを連結してハミング符号化をしない条件 (B = 1,m = 0)で測定したものであ
る。図 5.1において、”silent(l = 11,blockoff)”とラベリングして測定結果を示した。
図 5.1: 無音通信利用の有無・ハミング符号化の有無による実験値の変化
図 5.1における黄色の縦線は、1.1条件の測定における pの有効範囲を示している (p <
0.093)。図 5.1に示されたシミュレーション 1の結果より、実験値について以下のことが
言える。
• p < 0.05の範囲における 1.1と 1.2の差に着目すると、雑音の少ない環境下では無
音通信利用による劣化がほとんどない
• ある点を境に (p = 0.14付近)、1.2と 1.3の大小関係が逆転している
• 上記大小関係は、雑音の少ない環境下ではハミング符号化をしている 1.2が大きく、
雑音の多い環境下ではハミング符号化をしない 1.3が大きい
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2.1 (l = 5, B = 4,m = 3)
2.2 (l = 11, B = 4,m = 3)
2.3 (l = 23, B = 4,m = 3)
2.4 (l = 5, B = 1,m = 0)
2.5 (l = 11, B = 1,m = 0)
2.6 (l = 23, B = 1,m = 0) 
2.1では、以下の図 5.2において、”silent(l = 5)”とラベリングして測定結果を示した。
2.2では、図 5.2において、”silent(l = 11)”とラベリングして測定結果を示した。
2.3では、図 5.2において、”silent(l = 23)”とラベリングして測定結果を示した。
2.4では、図 5.2において、”silent(l = 5,blockoff)”とラベリングして測定結果を示した。
2.5では、図 5.2において、”silent(l = 11,blockoff)”とラベリングして測定結果を示した。
2.6では、図 5.2において、”silent(l = 23,blockoff)”とラベリングして測定結果を示した。
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図 5.2: 反復符号の長さを変えた際の実験値の変化
図 5.2に示されたシミュレーション 2の結果より、実験値について以下のことが言える。
• 雑音の少ない環境下 (p = 0.01)では、2.3 < 2.6 < 2.2 < 2.5 < 2.1 < 2.4という大小
関係になっている
• 雑音の多い環境下 (p = 0.30)では、2.1 < 2.2 < 2.3 < 2.6 < 2.4 < 2.5という大小関
係になっている
• p = 0.27付近までの測定範囲においては 2.4が最大
• 上記範囲外では 2.5が最大
上記より、p = 0.27までの最適な反復符号の長さ l∗が存在するとすれば、l∗は l < 11の
範囲に存在する可能性が高いことが考えられる。また、上記範囲外の最適な反復符号の
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続いて、式 (6.3)の成立を確かめるために表が確率 ϵ̄、裏が確率 ϵで出る偏りのあるコ
インを繰り返し投げ、表の出る回数を記録していき s回表が出たところでコイン投げを
やめるゲームを考える。このとき、Uをゲームが終了するまでに裏の出た回数の期待値
とする。すると、U ∈ {0, 1, 2, · · · }であり
Pr {U = i} = ϵi
(
































s− 1 + i
i
)
= s(ϵ̄)−(s+1)
となり、式 (6.2)を得る。
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