Abstract: The problem we consider in this article is motivated by data placement in particular data replication in video on demand systems. We are given a set V of n servers and b files (data, documents). Each file is replicated on exactly k servers. The problem is to determine the placement that minimizes the variance of the number of unavailable datas. To do that, we consider the problem of determining well balanced designs, a difficult problem because it contains the problem of the existence of Steiner systems.
Introduction
The problem we consider in this article is motivated by data placement in particular data replication in video on demand systems (see [BBJMR08, BBJMR09a, BBJMR09b, JMRBB09] ). We use here the terminology of design and graph theory (so the notations are somewhat different from the papers mentioned above). We are given a set V of n servers and b files (data, documents). Each file is replicated (placed) on exactly k servers. The set of servers containing file i is therefore a subset of size k, which will be called a block and denoted B i . A placement consists of giving a family F of blocks B i , 1 ≤ i ≤ b.
A server is available (on-line) with some probability δ and so unavailable (offline, failed) with the probability 1 − δ. The file i is said to be available if one of the servers containing it is available or equivalently the file is unavailable if all the servers containing it are unavailable. In [BBJMR09a, BBJMR09b, JMRBB09] the authors study the random variable Λ, the number of available files and they proved that the mean E(Λ) = b(1 − δ k ); so the mean is independent of the placement. However thay proved that the variance of Λ depends on the placement and showed (see [JMRBB09] ) that minimizing the variance corresponds to minimizing the polynomial P (F, x) = k j=0 v j x j where x = 1 1−δ (so x ≥ 1) and v j denotes the number of ordered pairs of blocks intersecting in exactly j elements. So we can summarize our problem as follows:
Problem: Let n, k, b be given integers and x be a real number, x ≥ 1; find a placement that is a family F of b blocks, each of size k, on a set of n elements, which minimizes the polynomial P (F, x) = k j=0 v j x j , where v j denotes the number of ordered pairs of blocks intersecting in exactly j elements. Such a placement will be called optimal for the value x.
In [JMRBB09] it is conjectured that for any n, k, b there exists a family F * which is optimal for all the values of x ≥ 1 (that is P (F * , x) ≤ P (F, x) for any F and any x ≥ 1). Before stating our results let us give some examples. Let n = 4, b = 4, k = 2. We can consider different placements:
• Family F 1 : B 1 = B 2 = B 3 = B 4 = {1, 2}; then P (F 1 , x) = 12x 2 • Family F 2 : B 1 = B 2 = {1, 2}, B 3 = B 4 = {3, 4}; then P (F 2 , x) = 4x 2 + 8
• Family F 3 : B 1 = {1, 2}, B 2 = {1, 3}, B 3 = {1, 4}, B 4 = {2, 3}; then P (F 3 , x) = 10x+2
• Family F 4 :
For any x ≥ 1, P (F 4 , x) ≤ P (F i , x) and it can be proven that indeed F 4 is an optimal family for any x ≥ 1. Note that according to the values of x, F 2 can be better (or worse) than F 3 . For x ≤ 3 2 , P (F 2 , x) ≤ P (F 3 , x) (for example for x = 2 , P (F 2 , x) ≥ P (F 3 , x) (for example for x = 2, P (F 2 , 2) = 24 and P (F 3 , 2) = 22).
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Let now n = 5, b = 3, k = 3. We claim that the family F * consisting of the three blocks {1, 2, 3}, {1, 2, 4}, {3, 4, 5} is optimal for all x ≥ 1. We have P (F * , x) = 2x 2 + 4. Let F be any other family with a polynomial P (F, x) = αx 3 + βx 2 + γx + δ. As n = 5, there can never be two disjoint blocks; so δ = 0. Furthermore we always have α + β + γ = b(b − 1) = 6. So P (F, x) − P (F * , x) = (x − 1)(αx 2 + (α + β − 2)x). If α ≥ 2 (that is at least one block repeated), then P (F, x) − P (F * , x) > 0 for any x > 1. If α = 0, among 3 blocks necessarily two of them have a pair in common and so β ≥ 2 and P (F, x) − P (F * , x) ≥ 0 for any x > 1.
Our results
For a family F let λ F x1,...,xj (or shortly λ x1,...,xj ) denote the number of blocks of the family containing the j-element subset {x 1 , . . . , x j }. We first show that P (F,
A family F is j-balanced if the λ x1,...,xj are all equal or almost equal that is if for any two j-elemnt subsets {x 1 , . . . , x j } and {y 1 , . . . , y j } |λ x1,...,xj − λ y1,...,yj | ≤ 1. Finally the family F is well balanced if it is j-balanced for 1 ≤ j ≤ k. The form of the above polynomial enables us to prove that a well balanced family is also optimal and therefore the conjecture is proven for the values of b, for which there exists a well balanced family. The rest of the paper is devoted to construct well balanced families and so optimal ones. We consider first the case k = 2 where such families are easy to construct for any b. Then, we partly deal with the case k = 3 using results of design theory. Indeed the problem of constructing well balanced families contains as subproblem the existence of Steiner systems. Recall that a t-Steiner system satisfies(see [CM06] ) the fact that, for any 1 ≤ j ≤ t, λ x1,...,xj is a constant. As example a (n, 3, 1) Steiner triple system is defined as a family of triples (blocks of size 3) such that every pair of elements belongs to exactly one block (λ x1,x2 = 1). So it is 2 balanced; it is well known that every vertex belongs to exactly n−1 2 blocks and therefore it is well balanced. Such a design exists if and only if n ≡ 1 or 3 (mod 6). In that case b = n(n−1) 6
. That gives some sporadic values for which there exist well balanced families. We construct many other families; as example we show that such families exist for any b for the values of n ≡ 3 (mod6) for which there exist a large number of disjoint Kirkman triple systems (see []). We deal also with other congruences of n.
Computation of P (F, x)
Recall that λ x1,...,xj denotes the number of blocks of the family containing the j-element subset {x 1 , . . . , x j }. By convention λ ∅ = b
We claim that µ j = x1,...,xj λ x1,...,xj (λ x1,...,xj − 1).
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Indeed λ x1,...,xj (λ x1,...,xj − 1) counts the number of ordered pairs of blocks which contain x 1 , . . . , x j .This number is the sum of the ordered pairs of blocks which intersect in exactly the j elements x 1 , . . . , x j , plus those intersecting in exactly j + 1 elements containing x 1 , . . . , x j , plus more generally those intersecting in exactly in h elements containing x 1 , . . . , x j , where, j + 2 ≤ h ≤ k. When we sum on all the possible j-elemnt subsets, we therefore get
• the number of ordered pairs of blocks intersecting in exactly j elements, that is v j
• plus the number of ordered pairs of blocks intersecting in exactly j + 1 elements, which are counted j+1 j times. Indeed, if the intersection of two blocks is {x 1 , . . . , x j+1 } they are counted for all the j-element subsets included in {x 1 , . . . , x j+1 } which are in number j+1 j . Therefore we have j+1 j v j+1 such ordered pairs of blocks.
• plus for a general h, j + 2 ≤ h ≤ k we count h j v h ordered pairs of blocks intersecting in exactly h elements; indeed if the intersection of two blocks is {x 1 , . . . , x h } they are counted for all the j-element subsets included in {x 1 , . . . , x h } which are in number h j .
We will use intensively the following equality x1,...,xj
It follows from the fact that a given block B is counted once in all the λ x1,...,xj such that {x 1 , . . . , x j } ⊂ B and we have k j such j-element subsets.
Replacing in the expression of P (F, x) given in proposition 1 and using the fact that λ
we obtain the theorem.
Well balanced families
A family F is j-balanced if all the λ x1,...,xj are equal or almost equal that is if for any two j-element subsets {x 1 , . . . , x j } and {y 1 , . . . , y j } |λ x1,...,xj − λ y1,...,yj | ≤ 1. Finally the family F is well balanced if it is j-balanced for 1 ≤ j ≤ k.
Proposition 2. x1,...,xj λ 2 x1,...,xj is minimized when F is j-balanced.
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Proof. As by equation 1, x1,...,xj λ x1,...,xj is a constant, x1,...,xj λ 2 x1,...,xj is minimized when all the λ x1,...,xj are equal to b (
if this value is an integer or equal either to b (
. That is equivalent to say that F is j-balanced.
So, we can state our main theorem Theorem 2. If F * is well balanced, then F * is optimal that is P (F * , x) ≤ P (F, x) for any F and any x ≥ 1.
Proof. If F * is well balanced, then all the coefficients of the polynomial as expressed in the Theorem 1 are minimized and so F * is optimal.
Note that for a j-balanced family, the coefficient of (x − 1) j in the polynomial P (F, x) is easy to compute. Let b Proof. Suppose there exists an optimal family F for b . This family is necessarily k-balanced. Indeed suppose it is not the case and let G be a k-balanced family (such a family can be easily constructed by taking among the n k subsets of size k, b of them repeated h + 1 times and the other n k − b repeated h times). But, the coefficient of x k in P (G , x) will be strictly less than that of P (F , x) and so for x large enough P (G , x) < P (F , x) contradicting the optimality of F . So each k-element subset appears exactly h or h + 1 times. Deleting h copies of each block we get a family F with b = b − n k blocks (none of them being repeated). Note that if λ x1,...,xj (resp λ x1,...,xj ) denotes the number of blocks of the family F (resp F ) containing {x 1 , . . . , x j } we have : λ x1,...,xj = λ x1,...,xj + h n−j k−j . Consider another family G on b blocks and let G be the family on b blocks obtained by adding h complete families to G. Let µ x1,...,xj (resp µ x1,...,xj ) denote the number of blocks of the family G (resp G ) containing {x 1 , . . . , x j }. Then we have : µ x1,...,xj = µ x1,...,xj + h 
. Therefore if F is not optimal there exists a family G and a value x for which P (G, x) < P (F, x) and for this value of x we have P (G , x) < P (F , x) and F will not have been optimal, a contradiction.
Note that we conjecture that the converse is true: that is starting from an optimal family F for some b ≤ n k , the family F obtained by adding h complete families is also optimal. That is verified, if the conjecture of [JMRBB09] on the existence of an optimal family for any n, b, k is true as in that case any optimal family is k-balanced.
In what follows we will restrict ourselves to the case b ≤ Proposition 5. Let n and k be given, an optimal familyF forb = n k − b is obtained from an optimal family F for b ≤ n k by taking as blocks the k-subsets which are not blocks of F. Proof. Let F be an optimal family with b blocks and letF be the family obtained from F by taking as blocks the k-subsets which are not blocks of F.F hasb = n k − b blocks. Furthermore, ifλ x1,...,xj denotes the number of blocks of the familyF containing {x 1 , . . . , x j }, we haveλ x1,...,xj = n−j k−j − λ x1,...,xj . Consider another familyḠ withb blocks and let G be the complementary family obtained fromḠ by taking as blocks the k-subsets which are not blocks ofḠ; G has b blocks. We also have:μ x1,...,xj = n−j k−j − µ x1,...,xj and so we get P (Ḡ, x) − P (F, x) = P (G, x) − P (F, x). Therefore if F is an optimal family, thenF is also an optimal family.
Well balanced families and Steiner systems:
Recall that a t-Steiner system (or (n, k, λ) t-design) is a family of blocks such that each t-element subset appears in exactly λ blocks (see [CM06, CJ06] ). In that case it is well known that also, for 1 ≤ j ≤ t each j-element subset appears in exactly λ j blocks, where λ j = λ t+1−j n−j t−j . So a t-design is j-balanced for all j, 1 ≤ j ≤ t. In particular, if t = k − 1 and the blocks are repeated the same or almost the same number of times, then a k-Steiner family is also well balanced. As an example, a Steiner Triple System (STS) consists of a triples and no triple is repeated. Therefore, a STS is a well balanced family. It is well known that a STS exists if and only if n ≡ 1 or 3 mod (6) and then b = n(n−1) 6
.
Case k = 2
Theorem 3. Let k = 2. Then for any n and b there exists a well balanced family.
Proof. We have only to consider the case b ≤ n 2 . In the case k = 2 the blocks are pairs of elements and so the problem consists of designing a simple graph with b edges and almost regular (the degree of a vertex x being d(x) = 2b n or 2b n . We distinguish two cases:
• Case n even: let b = q n 2 + r for 0 ≤ r < n 2 . It is well known that, for n even, the edges of the complete graph K n can be decomposed into n − 1 perfect matchings (set of n 2 disjoint edges covering the vertices). In that case the family consisting of q perfect matchings plus r edges of the (q + 1)th perfect matching form the required family with b = q n 2 + r edges, none of them repeated and with the degree of a vertex equal to q or q + 1.
• Case n odd: let b = qn + r for 0 ≤ r < n. It is also well known that for n odd, the edges of complete graph K n can be decomposed into n−1 2 hamiltonian cycles (cycles containing each vertex exactly once). In that case consider the family consisting of q hamiltonian cycles plus the following r edges of the (q + 1)th hamiltonian cycle: if the cycle is x 0 , x 1 , . . . , x i , . . . , x n−1 we take the r edges {x 2j , x 2j+1 } for 0 ≤ j ≤ r − 1 (indices being taken modulo n). Then it consists of b = qn + r edges none of them being repeated; furthermore the degree of a vertex is 2q or 2q + 1 if r ≤ n−1 2 and 2q + 1 or 2q + 2 otherwise and so in both cases d(x) = 2b n or 2b n .
Algorithm to construct a well balanced family starting from any family: In some cases (files or servers appearing or disappearing), it might be helpful to design an algorithm, which starting from some family constructs an optimal well balanced family. That is in general a difficult problem; but for k = 2, we can easily design such a procedure. Let n and b be given and k = 2 and consider any family F; we will transform it into a well balanced family with the same parameters. First let us construct a 2-balanced family. Suppose, F is not 2 balanced; so there exist two edges (blocks) {x, y} and {z, t} with λ xy ≥ λ zt + 2. Then, delete from F one edge {x, y} and add one edge {z, t}. Repeating this procedure we end after a finite number of steps with a family such that for any pair of edges {x, y} and {z, t} λ xy ≤ λ zt + 1, that is a 2-balanced family. Now let us show how to construct a well balanced family from a 2-balanced one. Let F be a 2-balanced family with λ xy = λ or λ − 1; suppose it is not 1-balanced; then there exist two vertices x and z with d(x) ≥ d(z) + 2. So there exists a vertex y = x, z with λ xy ≥ λ zy + 1; otherwise d(x) = y =x,z λ xy + λ xz ≤ y =x,z λ zy + λ xz = d(z) a contradiction. So, λ xy = λ and λ zy = λ − 1. Deleting from F one edge {x, y} and adding one edge {z, y}, we still get a 2-balanced family F (λ xy = λ − 1 and λ zy = λ); but we have reduced the gap between the degrees of x and z (as d (x) = d(x) − 1 and d (z) = d(z) − 1 the other degrees being unchanged). Repeating this procedure we end after a finite number of steps with a 1-balanced and 2-balanced, so well balanced family.
Case k = 3
The cases k > 2, are much more complicated. Already for k = 3, there are values of n and b for which there do not exist well balanced families. For n = 4 and b = 2, if there exists a 2-balanced family, then λ xy = 1, but that is impossible as n − 1 =3 and there cannot exist a partition of the edges of K 4 into triples. The argument is generalized in the following proposition :
Proposition 6. Let k = 3, n be even and λ be odd. If λ
then there does not exist a 2 balanced family.
Proof. Note that the number of possible pairs is
. We distinguish 3 cases
• λ n(n−1) 2 = 3b. In that case a 2-balanced family will verify λ xy = λ for all pairs {x, y} and then we should have λ x = λ n−1 2 impossible as λ is odd and n is even. On a positive side we can use all the results obtained in design theory in particular on Steiner Triple Systems (see the handbook [CJ06] for details) to construct some well balanced families. Recall that a (n, 3, 1) Steiner Triple System (STS(n) shortly) is defined as a family of triples (blocks of size 3) such that every pair of elements belongs to exactly one block (λ x1,x2 = 1). So it is 2 balanced; it is well known that every vertex belongs to exactly . That gives some sporadic values for which there exist well balanced families. We can get more values of b by considering more than one STS(n); but we have to insure that the family is 3-balanced (that is no block are repeated). Fortunately the answer is obtained thanks to Theorem 4. Two STS(n) are said to be disjoint if they have no triple in common. A set of n − 2 disjoint STS(n) is called a large set of disjoint STS(v) and briefly denoted by LSTS(n). A LSTS(n)can be viewed as a partition of the complete family of n 3 triples into STS(n). In 1850, Cayley showed that there are only two disjoint STS(7) and so there is no LSTS(7). The same year Kirkman showed that there exists an LSTS(9). Then, due to the efforts of many authors the following theorem completely settles the existence of LSTS(n). [Ji05] for a simple proof ) For n ≡ 1 or 3 (mod 6) with n > 7 there exits an LSTS(n).
Proposition 7. Let k = 3, and n ≡ 1 or 3 n > 7, then there exists a well balanced family for any b multiple of
. Then, the family consisting of h dijoint STS(n) is well balanced (with λ xy = h and λ x = h n−1 2 ). For b ≥ n 3 the result follows by using Proposition 3
We will see after that the existence of two disjoint STS(7) suffices to construct a well balanced family for n = 7 and any b.
When n = 6t + 3 ) there exist STS which have a strong property. The triples of the STS can be themselves be partitionned into 3t + 1 classes, called parallel classes, where each class consists of 2t + 1 blocks forming a partition of the n elements. Such an STS is called resolvable or a Kirkman Triple System (briefly KTS(n)).It is well known that a KTS(n) exists for any n ≡ 3 (mod6) ( [RCW71] . Two KTS(n) are said to be disjoint if they have no triple in common. A set of n − 2 disjoint KTS(n) is called a large set of disjoint KTS(n) and briefly denoted by LKTS(n). Kirkman showed that an LKTS(9) exists in 1850 and Denniston found an LKTS(15) in 1974. Since that many peoplke have done some research on their existence. The more recent paper is that of [ZC10] where the reader can find other references. The results are summarized in the following theorem :
Proposition 8. Let k = 3, and n = 6t + 3. If there exists an LKTS(n) then there exists a well balanced family for any b.
Proof. By Proposition 3 we can suppose b ≤ n 3 . Let b = q(2t+1)(3t+1)+r(2t+1)+s with 0 ≤ q < 6t + 1; 0 ≤ r < 3t + 1; 0 ≤ s < 2t + 1. Let K i , 1 ≤ i ≤ 6t + 1 be the 6t + 1 KTS(n) of an LKTS(n). Then a well balanced family consists of q disjoint KTS plus r parallel classes of the (q + 1)th KTS K q+1 and s triples of the (r + 1)th parallel class of K q+1 . Indeed by definition of an LKTS, all the triples are disjoint and so λx, y, z = 0 or 1. In eack KTS a pair of elements appears exactly once; so λx, y = q or q + 1 (exactly q if r = 0, s = 0). In each parallel class, each vertex appears exactly once ; so λx = (3t + 1)q + r or (3t + 1)q + r + 1 (exactly (3t + 1)q + r if s = 0).
Note that, according to the proof above and the fact that by Proposition 5 we can suppose b ≤ 1 2 n k , we do not need to have a strong structure such as an LKTS, but only 3t + 1 disjoint STS with one of them being a KTS (the one used as the (q + 1)th KTS. We conjecture such structure always exists for n = 6t + 3.
Conjecture 1. For n = 6t+3 there exist 3t+1 disjoint STS(n) one of them being a KTS(n)
Concerning well balanced families we conjecture that:
Conjecture 2. Let k = 3 and n ≡ 1 or 3 (mod6). Then there exists a well balanced family for any b Conjecture 2 will follow from Conjecture 1 for n ≡ 3 (mod 6). For n ≡ 1 (mod 6) we need to have some extra property. We will see that the conjecture is true for n = 7.
From Proposition 7 and Proposition 8 we can construct well balanced families for n = 6t or 6t + 2 by deleting an element or for n = 6t + 2 or 6t + 4 by adding one element; but we have to do it carefully.
Proposition 9. Let k = 3 and n = 6t (resp n = 6t + 2). There exist a well balanced family for b = ht(6t − 2) (resp b = ht(6t + 2).
Proof. Take a set of h disjoint STS(n+1) (as n + 1 ≡ 1 or 3 (mod6)) and delete all the h n 2 blocks containing the element n + 1.
Proposition 10. Let k = 3 and n = 6t + 4. There exist a well balanced family for b = 2p(3t + 2)(2t + 1)
Proof. We will use the following construction (called Construction A). Consider a parallel class of a KTS(6t + 3) and a new element α(= 6t + 4) and replaced each of the 2t + 1 triples {x j , y j , z j } (1 ≤ j ≤ 2t + 1 with the 3 triples {x j , y j , α}, {x j , z j , α} and {y j , z j , α}. Now start with q = 2p disjoint KTS on a set X of 6t + 3 elements and do the construction A for p classes of one KTS. As the classes are taken in the same KTS, α appears in 3p(2t+1) disjoint triples, where each vertex x appears exactly 2p times; so λ αx = 2p and λ α = 3p(2t + 1) . Doing so we have not changed the values of λ xy = 2p as we took 2p disjoint KTS; but λ x has increased by p and it value is now 2p(3t + 1) + p = 3p(2t + 1). Therefore the family constructed is well balanced.
Small cases n=5
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For n = 5, we have well balanced families for b = 1 (one block) and b = 2 (two blocks {1, 2, 3} and {1, 4, 5}), but not for b = 3 as we have seen in the example of the introduction. However there exists an optimal solution {1, 2, 3}, {1, 2, 4}, {3, 4, 5} 1-balanced but not 2-balanced (λ 12 = 2 but λ 15 = λ 25 = 0). One can show also there is no well balanced solution for b = 4; an optimal one consists of the blocks {1, 2, 3}, {1, 2, 4}, {1, 3, 5}, {3, 4, 5}. For b = 5 there exists a well balanced solution with λ x = 3 and λ xy = 1 or 2 and consisting of the 5 blocks {1, 2, 3}, {1, 2, 4}, {1, 3, 5}, {3, 4, 5}, {2, 4, 5}. 2 + 16x as associated polynomial. The proof is obtained by looking at various cases. Let a general solution be of the form P (F, x) = αx 3 + βx 2 + γx + δ. Furthermore, we always have α + β + γ = b(b − 1) = 20. So P (F, x) − P (F * , x) = (x − 1)(α(x − 1) 2 + (3α + β − 4)(x − 1) + 2α + β − 4 − δ). If α ≥ 2 (that is at least one block repeated), one can show by looking at the number of repeated blocks that P (F, x) − P (F * , x) > 0 for any x > 1. For example suppose one block is repeated 3 times say {1, 2, 3}; then either we have twice the block {4, 5, 6} and then α = 8 and δ = 12 otherwise α = 6 and δ ≤ 6.
In what follows, let α = 0, that is no repeated block. Then P (F, x) − P (F * , x) = (β − 4)(x − 1) + β − 4 − δ). Note that δ ≤ 4, as there can be at most two pairs of disjoint blocks (as b = 5); furthermore, when we have two disjoint blocks any other block intersect one block in 2 elements and the other in one element. We distinguish 3 cases :
• δ = 4. Wlog let the pairs of disjoint blocks be B 1 = {1, 2, 3}, B 2 = {4, 5, 6}, B 3 = {1, 2, 4}, B 4 = {3, 5, 6}. Then B 1 and B 3 intersect in a pair and also B 2 and B 4 ; the last block B 5 intersect one of B 1 , B 2 and one of B 3 , B 4 in a pair; so β = 8 and P (F, x) − P (F * , x) ≥ 0 for x ≥ 1.
• δ = 2. Let the two disjoint blocks be B 1 and B 2 . Then any other block intersect one of them in a pair and so β ≥ 6 and P (F, x) − P (F * , x) ≥ 0 for x ≥ 1.
• δ = 0. First, β = 0 is impossible as if B 1 = {1, 2, 3}, we have at most 3 pairs available among {4, 5, 6}. If β = 2; let the two blocks intersecting in a pair be B 1 = {1, 2, 3}, B 2 = {1, 2, 4}; the pair {5, 6} can be in at most one triple, but the two other blocks need to share either one pair with B 1 or B 2 or the pair {3, 4}. So necessarily β ≥ 4 and P (F, x) − P (F * , x) ≥ 0 for x ≥ 1.
For the other values of b, we can construct well balanced families as follows. Let B 1 = {1, 2, 3}, B 2 = {4, 5, 6}; C 1 = {1, 2, 4}, C 2 = {1, 3, 5}, C 3 = {2, 3, 6}; D 1 = {1, 4, 5}, D 2 = {2, 4, 6}, D 3 = {3, 5, 6} and C 1 = {1, 2, 5}, C 2 = {1, 3, 6}, C 3 = {2, 3, 4}. Note that the C i and C i (resp D i ) intersect B 1 (resp. B 2 ) in three different pairs and B 2 (resp B 1 ) in 3 different elements. Solutions are obtained by taking:
