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Time-dependent R-matrix theory applied to two-photon double ionization of He
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Centre for Theoretical Atomic, Molecular and Optical Physics, School of Mathematics and Physics,
Queen’s University Belfast, Belfast, BT7 1NN, United Kingdom
(Dated: May 13, 2014)
We introduce a time-dependent R-matrix theory generalised to describe double ionization pro-
cesses. The method is used to investigate two-photon double ionization of He by intense XUV laser
radiation. We combine a detailed B-spline-based wavefunction description in a extended inner region
with a single-electron outer region containing channels representing both single ionization and dou-
ble ionization. A comparison of wavefunction densities for different box sizes demonstrates that the
flow between the two regions is described with excellent accuracy. The obtained two-photon double
ionization cross sections are in excellent agreement with other cross sections available. Compared to
calculations fully contained within a finite inner region, the present calculations can be propagated
over the time it takes the slowest electron to reach the boundary.
PACS numbers: 32.80.Rm, 31.15.A-, 32.80.Fb
I. INTRODUCTION
In the last decade, free-electron laser facilities operat-
ing in the XUV and X-ray regimes have become available
for scientific investigations [1–3]. These facilities have
opened up the research area of laser-matter interactions
in intense high-frequency fields. When a high-frequency
laser field interacts with an atom, electrons from many
different shells can be removed, and hence the response
of many electrons in the atom needs to be considered.
For an intense laser field, absorption of multiple photons
can occur, so that a single laser shot is capable of ejecting
many electrons from many different shells, leading to the
creation of highly charged ions [4, 5].
This development in laser technology needs to be repli-
cated in theory by developing methods capable of pro-
viding detailed understanding of this new area of laser-
matter interactions. For example, great progress has
been made in the theoretical description of sequential
ionization processes [6], so that accurate predictions can
be made for the observed ionization stages. However,
for other processes theoretical understanding has been
developed to a much lesser degree.
One of the processes, for which there is an urgent
need for theoretical code development, is the description
of non-sequential double ionization processes for general
multi-electron atoms in intense laser fields. One of the
prototypical problems for theoretical investigation is two-
photon double ionization of He at photon energies be-
tween 40 and 50 eV, which has been investigated through
a wide variety of methods (see, for just a small subset of
methods, [7–13]). Initial studies of this process obtained
two-photon double ionization cross sections which var-
ied by over one order of magnitude. More recently, it
has been concluded, however, that accurate cross sec-
tions can be obtained using either exterior complex scal-
ing (ECS) or through projection onto Coulomb functions,
if the wavefunction is propagated for sufficiently long
times and sufficiently long distances [13]. Although sig-
nificant effort has been devoted to describe multiphoton
double ionization processes in helium, the accurate de-
scription of double photoionization processes for general
multi-electron atoms from first principles is still in its in-
fancy, even after absorption of only a single photon [14].
Over the last seven years, we have explored the ap-
plication of R-matrix theory for general multi-electron
atoms to time-dependent processes in intense light fields
[15–19]. These approaches have demonstrated that time-
dependent R-matrix theory has the capability to accu-
rately describe ultra-fast dynamics, including correlated
multi-electron dynamics [20] and multi-channel dynam-
ics [21, 22], accurately. However, many processes in-
volving ultra-short high-frequency light pulses involve
the removal of two electrons, either sequentially or non-
sequentially. In order to be able to apply time-dependent
R-matrix theory to these processes, it is necessary to pro-
vide the approach with the capability to describe double
ionization processes. In the present report, we demon-
strate this capability by applying time-dependent R-
matrix theory to study non-sequential two-photon double
ionization of He.
II. METHODS
Of the time-dependent R-matrix approaches available,
we apply its most recent version, R-matrix theory includ-
ing time-dependence (RMT) [18, 19] to study two-photon
double ionization of He. The RMT approach provides
better performance for large-scale problems than the pre-
vious implementation of time-dependent R-matrix the-
ory, as it can more efficiently exploit massively parallel
computers. However, so far it has only been applied in
the determination of time delays in Ne photoionization
at high intensities [21].
The RMT approach adopts the standard R-matrix
technique of separating space into two distinct regions,
an inner region in which all interactions between all elec-
trons are taken into account, and an outer region, in
which exchange effects between the electrons are assumed
2to be negligible [27]. In the inner region, the He wave-
function is described using a large CI expansion involving
R-matrix basis functions confined to a sphere of radius
a. In the outer region the wave function is described
in terms of a combination of a residual-ion state, which
remains confined to the sphere of radius a, and a wave-
function associated with the outer electron, which has
now moved beyond this sphere. The approach to de-
scribe this outer electron depends on the nature of the
problem. For the current time-dependent approach, the
outer electron is described on an extensive radial grid.
The key procedure in the RMT approach is to establish
a highly accurate connection between the wavefunction in
the inner region and the wavefunction in the outer region.
The RMT approach adopts a procedure to connect these
wavefunctions, which differs significantly from other R-
matrix approaches [18, 19]. To connect the inner region
wavefunction to the outer region, the outer-region grid
is expanded into the inner region, and the inner region
wavefunction is evaluated on this expanded grid. The
propagation of the outer region wavefunction, including
the kinetic-energy terms, can then proceed entirely on
this grid. To connect the outer region to the inner re-
gion, time derivatives of the outer region wavefunction
are determined at the boundary of the inner region. In
the inner region, we then determine the time propagation
not only of the initial wavefunctions but also of these time
derivatives. The final inner-region wavefunction is then
built from all these terms. A detailed description of the
approach is given in [18, 19].
In the R-matrix inner region, He is described by a
wavefunction expansion in terms of products of box-
based He+ eigenfunctions. These eigenfunctions are, in
turn, expressed in terms of B-splines. This expansion
is similar to the expansion used for the description of
electron-impact excitation of H [23], and it is also similar
to the expansions used by Guan et al [10] and Nepstad
et al [12] in their investigations of two-photon double
ionization of He. However, in the present calculations,
all He+ eigenfunctions in the inner region are from the
outset defined as continuum functions. They are eigen-
functions of Hˆ+Lˆb, where Hˆ is the field-free Hamiltonian
and Lˆb is the Bloch operator, so that Hˆ + Lˆb is Hermi-
titan within the inner region. All He+ eigenfunctions
will therefore have a non-vanishing amplitude and a non-
vanishing first derivative at the boundary. Basis func-
tions with non-vanishing amplitudes at the boundary for
both electrons are also used in the intermediate-energy
R-matrix approach, which has recently been employed to
investigate double photoionization [24].
The non-vanishing boundary amplitudes for the He+
eigenfunctions affect the subsequent calculations. In or-
der to link the outer region wavefunction to the inner
region wavefunction, we need to know the boundary am-
plitudes of the inner-region He eigenfunctions. To obtain
the inner region wavefunction near the boundary on the
expanded outer-region grid, we need to determine how
each He eigenfunction in the inner region connects to
each He+ eigenstate at the boundary. Since both elec-
trons are treated as potential continuum electrons, we
take both electrons into account in the determination of
the boundary amplitudes and the wavefunction in the
inner region.
To reduce the size of the calculations, we limit the He
basis: product basis functions, in which both electrons
have both a field-free energy exceeding 102.2 eV and a
small boundary amplitude, are excluded from the calcu-
lations. The angular momentum of the first electron is
restricted to ℓmax = 2, and we only include total angu-
lar momentum up to Lmax = 3. Most calculations are
carried out for an inner region size of 35 a0, although
additional calculations were carried out for a box size of
50 a0. In the former box, we use 48 B-splines of order
7 with a mixed exponential-linear distribution of knot
points. In the latter box, we use 68 B-splines.
The laser field is described by a 14-cycle pulse, with
a 5-cycle sin2 turn-on, 4 cycles at peak intensity of 1014
W/cm2, and a 5-cycle sin2 turn-off. For a photon en-
ergy of 42.2 eV, additional calculations were carried by
varying the number of cycles at peak intensity between
0 and 4. Within RMT theory, the laser field is described
in the length gauge. The wavefunction is propagated for
a time corresponding to 15 cycles of the laser field. Time
propagation is achieved through an Arnoldi propagator
of order 8 with a time step size of approximately 0.005
au [25]. The grid spacing in the outer region grid is 0.08
au. The total number of channels included in the outer
region is 744 for a box size of 35 a0. The programme
runs over 3072 processors using both MPI and OpenMP
parallelisation.
III. RESULTS
In order to obtain two-photon double ionization cross
sections for He, we have to analyze the wavefunction after
the initial 1s2 state has been propagated over the 14-cycle
laser pulse and one additional laser field period in the
absence of a laser field. Figure 1 shows the two-electron
wavefunction density at the end of the calculation as a
function of the distance of both electrons from the nu-
cleus for a photon energy of 42.2 eV. The 1s2 ground
state still forms the dominant contribution to the wave-
function, 96.8%. The total population in the outer region
is 1.9%. Figure 1 shows great continuity between the
wavefunction in the inner region and the wavefunction
in the outer region. This demonstrates that the flow be-
tween the inner and outer regions is described with very
good accuracy, both when the residual electron remains a
bound electron and when the residual electron is a slower
escaping electron.
In the outer region part of Figure 1, noticeable inter-
ference structures can be seen when both electrons are
well distanced from the nucleus. These structures are
quite pronounced for wavefunction densities at the 10−10
level, but have become substantially reduced for the con-
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FIG. 1: (Color online) Two-electron wave function density
as a function of the radial distance for electron 1 (r1) and 2
(r2) for He after time propagation for 15 cycles for a photon
energy of 42.2 eV. The laser pulse is a 14-cycle pulse with
peak intensity of 1014 W cm−2, and a 5-cycle sin2 turn-on
and turn-off. The box size is set to 35 a0. The wavefunction
density is shown on a base-10 logarithmic scale with 2 contour
lines per order of magnitude.
tour line at a density of 3 × 10−9. These interference
structures should be expected in the calculations. The
fastest electron is allowed to go beyond the inner region
radius. However, the slowest electron is not. When this
electron reaches the inner region radius, it reflects. This
reflection then leads to unphysical interference structures
in the wavefunction density. These reflections are not ex-
pected to significantly affect the double ionization cross
sections, since the outer electron will continue to escape.
However, the interferences will be problematic when one
is interested in more detailed properties of the double
ionization process, such as angular distributions.
The basis set used in the present calculations can, in
principle, also lead to interference structures within the
inner region. The first electron in the current basis set
is restricted to a maximum angular momentum of 2. For
the (ℓ1, ℓ2) = (2, 3) contribution to the
1P wavefunction,
this means that the residual ion cannot have an angu-
lar momentum exceeding 2. If the fastest electron has
ℓ2 = 2, and the slow electron ℓ1 = 3, the fast electron
cannot enter the outer region, as this would result in a,
presently unallowed, residual ion with ℓ1 = 3. Figure 1
shows no significant sign of interference in the inner re-
gion. Therefore, this limitation on the wavefunction does
not appear to affect the present calculation significantly.
The effect of reflections of the slowest electron can be
reduced by moving the radius of the inner-region sphere
outwards. Figure 2 shows the wavefunction density for
the laser field, but the inner region radius has been in-
creased to 50 a0. This wavefunction density is in excel-
lent agreement with the one obtained for an inner-region
radius of 35 a0. For example, the dip in the density ob-
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FIG. 2: (Color online) Two-electron wave function density
as a function of the radial distance for electron 1 (r1) and 2
(r2) for He after time propagation for 15 cycles for a photon
energy of 42.2 eV. The laser pulse is a 14-cycle pulse with
peak intensity of 1014 W cm−2, and a 5-cycle sin2 turn-on
and turn-off. The box size is set to 50 a0. The wavefunction
density is shown on a base-10 logarithmic scale with 2 contour
lines per order of magnitude.
served at (r1, r2) = (35a0, 5a0) is well reproduced in both
calculations. The increase in the density of states appears
to lead to a smoother wavefunction distribution through-
out the inner region, and the influence of the boundary
of the box has decreased significantly. This smoother dis-
tribution can be seen in the contour line at r1, r2 = 20a0.
The calculations demonstrate a significant amount of
wavefunction flow into the outer region, especially along
the r1 and r2 axes. The capability to describe this
single-ionization flow accurately brings advantages to the
method: we can let the two-electron emission wavepacket
develop for longer when compared to a calculation that is
confined within the inner-region sphere. In a box-based
calculation, reflection of the wavefunction occurs when
the first electron reaches the boundary. In the present
calculations, the first electron can enter the outer re-
gion unhindered, and it is only when the second electron
reaches the boundary that reflection of the wavefunction
occurs. Therefore, we can let the wavefunction evolve un-
til the slowest of the two electrons reaches the boundary
of the box. Since the fastest electrons are those asso-
ciated with above-threshold single ionization, the time
over which we can let the wavefunction evolve now cor-
responds to a time associated with double ionization,
rather than a time associated with single ionization.
A detailed comparison of the two densities in figures
1 and 2 shows that the contour lines in the inner region
are smoother for a box size of 50 a0 than for a box size
of 35 a0. This is likely due to the finer resolution of the
He+ eigenfunctions for the larger box size.
In order to demonstrate the accuracy of the final-state
wavefunction, we derive two-photon double ionization
4cross sections from these wavefunctions. This topic has
been debated extensively in the literature (see, for exam-
ple, [13]). In this particular calculation, our emphasis is
on the initial application of the RMT approach to double
ionization processes. For the merits of the different ap-
proaches to extract the double continuum, we refer the
reader to [13]. To extract the two-photon double ioniza-
tion cross sections, we adopt different approaches in the
inner region and the outer region to reflect the different
description of the wavefunction in these regions. Within
the inner region, we adopt an approach similar to the one
used in the investigation of triple photoionization of Li
at high photon energies [26]. First, we only consider the
part of the wavefunction corresponding to two-electron
eigenstates with a total energy exceeding the double-
ionization threshold. This part of the wavefunction is
coherently transformed back onto the product basis of
He+ box-based eigenstates. We then sum the population
in all product states in which both electrons are in a He+
eigenstate with an energy greater than 0. To reduce the
dependence on box size, the He+ eigenstate closest to
the He+ ionization threshold for each angular momen-
tum is assumed to account for both single and double
ionization. The weight of its contribution to either de-
pends on its distance to the He+ ionization threshold.
Within the outer region, the double ionization yield is
obtained under the assumption that the outer electron is
in a continuum state. Channels associated with a He+
state below the He+ ionization threshold then contribute
to single ionization and channels associated with a He+
state above the He+ ionization threshold contribute to
double ionization. Once again, the He+ state closest to
the ionization threshold is assumed to contribute to both
single and double ionization with a weight factor for each
contribution.
Using this procedure, we have obtained two-photon
double ionization cross sections for both box sizes. For
an inner-region size of 35 a0, the two-photon cross sec-
tion is determined to be 4.64 × 10−53 cm4s, whereas for
an inner-region size of 50 a0, the two-photon cross sec-
tion is determined to be 4.52 × 10−53 cm4s. At a box
size of 50 a0, only a small fraction of the wavefunction
has reached the boundary of the system, so we estimate
that the results for a box size of 35 a0 overestimate the
two-photon cross section by about 3-4%. Three-photon
processes are included in the determination of the total
double ionization yield. They contribute about 0.2-0.3%.
The three-photon contribution can be eliminated by re-
stricting the determination of the double ionization yield
to even-parity states only.
Figure 3 shows how the cross section, determined from
the final ionization yield, depends on the number of cy-
cles the laser pulse is kept at peak intensity. The cross
section increases from 4.47 × 10−53 cm4s for 0 cycles at
peak intensity to 4.64 × 10−53 cm4s for a pulse with 4
cycles at peak intensity. Alternatively, we can obtain a
cross section of 4.75 × 10−53 cm4s by examining the dif-
ference in ionization yield between a pulse with 0 cycles
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FIG. 3: Two-photon double ionization cross sections for He as
a function of number of cycles at peak intensity at a photon
energy of 42.2 eV as obtained by the RMT approach. Cross
sections derived for a pulse of a given length are shown (full
line, squares). They are compared to cross sections derived
from the difference in ionization yield obtained for a pulse of
given length and for a pulse with zero cycles at peak intensity
(dashed line, circles).
at peak intensity and a pulse with n cycles at peak inten-
sity. This latter cross section varies by 0.02% for n = 2,
3 or 4, whereas it is about 0.25% smaller for n = 1. We
therefore estimate that the use of a 4-cycle pulse length
underestimates the two-photon cross section by about
3%. Combining this with the observations for a finite
box size, we estimate the two-photon double ionization
cross section to be 4.64 × 10−53 cm4s with an accuracy
of about 5-10% within the present basis set.
Figure 4 shows the dependence of the two-photon
cross sections on photon energy, and compares the two-
photon cross sections with a selection of other available
results[8, 9, 11, 12]. The overall agreement between the
cross sections obtained through the methods presented in
figure 4 is very good indeed, with a spread of about 0.1
× 10−52 cm4s. The present cross sections are in particu-
larly good agreement with the cross sections obtained us-
ing large-scale B-spline basis sets [12] for photon energies
between 41 and 45 eV with differences well within 1%.
This good agreement is fortuitous. As indicated above,
the present cross section change by a few percent when
longer pulses and larger box sizes are used, but these
changes appear to cancel each other. The difference with
the finite-element discrete-variable-representation (FE-
DVR) calculations [9] is typically about 5%. The agree-
ment with finite-element discrete-variable-representation
employing exterior complex scaling to extract the double
continuuum (ECS) [11] may be better than suggested in
figure 4. The cross sections shown have been obtained
for a pulse length of 1 fs, for which more data points are
available in the present range. However, cross sections
obtained for a pulse length of 2 fs are smaller by about
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FIG. 4: Two-photon double ionization cross sections of He
as a function of photon energy. The present cross sections
(RMT, solid squares) are compared with those obtained us-
ing the R-matrix-Floquet approach (stars) [8], B-spline basis-
set calculations (open diamonds) [12], finite-element discrete
variable representation (FE-DVR) calculations (open trian-
gles) [9], and finite-element discrete variable representation
calculations using exterior complex scaling (ECS) for a 1 fs
pulse (open squares) [11].
10-20%, which leads to a difference with the present cross
sections of only 0.02 × 10−52 cm4s at 42 and 46 eV.
For photon energies below 41 eV, the differences are
larger: the short pulse length in the present calculation
allows ionization to take place when the central photon
energy is below threshold. This effect is significantly re-
duced for longer pulse lengths. For photon energies above
48 eV, the differences also become noticeable, with a dif-
ference of about 15% observed at a photon energy of 49
eV. In this range of photon energies, the cross sections be-
come affected by the rapid increase in the photoionization
cross sections above 50 eV. The short pulse length means
that this increase is shifted to smaller photon energies in
the present calculations. The figure shows that in this
photon energy range, the behavious of the cross sections
is similar to those observed in the ECS calculations us-
ing a similar short pulse length [11]. Unfortunately, it is
at present not easy to extend the calculations to longer
pulse lengths. Larger box sizes are required, and as a
consequence the basis-set size increases rapidly. Further
code development is needed to enable these calculations.
The comparison with R-matrix-Floquet calculations
[8] shows a difference in the cross sections of about 1.2
- 1.8 × 10−53 cm4s across the photon energy range con-
sidered. The origin of this difference is likely to be the
different nature of the calculations. In the Floquet cal-
culations, only residual-ion states below the two-photon
excitation energy can be populated. In the RMT calcula-
tions, the photon energy uncertainty still allows residual-
ion states just above this energy to be excited. Therefore,
some part of the excitation spectrum may well be missed
in the R-matrix-Floquet calculations, whereas that is not
the case in the RMT calculations. In addition, the R-
matrix-Floquet calculations used a smaller inner region,
which reduces the resolution in the energy spectrum of
the residual-ion states.
IV. CONCLUSIONS
In conclusion, we have applied R-matrix theory includ-
ing time dependence to the study of double ionization
processes in intense fields. Two-photon double ioniza-
tion cross sections are obtained for He in close agreement
with other sophisticated calculations, which adopt a sim-
ilar method to extract the double ionization yield. For
photon energies between 42 and 48 eV, the cross sections
increase from about 0.5× 10−52 cm4s to 1.5 × 10−52 cm4s
with a spread between the different calculations of about
0.1 × 10−52 cm4s.
The present calculations demonstrate the stability of
the RMT approach for the large-scale treatment of atoms
in intense fields, and demonstrate that the method can
provide reliable double ionization yields and double ion-
ization cross sections. By combining an R-matrix inner
region with an outer region, the fundamental time con-
straint on the calculations is given by the time taken by
the slowest electron to reach the boundary of the inner
region, instead of the fastest electron. Double ioniza-
tion processes can thus be studied on the time scale on
which double ionization processes evolve rather than on
the time scale of single ionization.
The advantage of the RMT method is that it builds
upon the general atomic R-matrix codes [27]. In the
present approach, the time-dependent approach builds
upon an inner region description specific for He. How-
ever, the approach can also be combined with a stan-
dard R-matrix approach to describe multiple ionization
for general atoms. The present results demonstrate that
the RMT approach has the capability to become a use-
ful technique for the accurate determination of double
ionization processes for general multi-electron atoms in
short light fields from first principles.
The RMT approach has been developed specifically for
the treatment of general multi-electron systems with full
correlation included. At present, the time propagation
of the wavefunction is limited to a time determined by
the emission of the slowest electron. To propagate the
wavefunction for longer times, a two-electron outer re-
gion needs to be combined with the present approach.
The escape of a second electron out of the inner region
requires at least two electrons to be treated as continuum
electrons. In this particular application, we therefore
specifically imposed that the wavefunction of the slow-
est electron had to be be represented as a continuum
function. The calculations demonstrate that this change
in function type poses no fundamental problem to the de-
scription of time-dependent problems. Adaptation of a
two-electron inner-region code for He requires relatively
6little code development. However, significant changes to
existing inner-region R-matrix codes are needed in order
to treat general multi-electron atoms.
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