Abstract. We consider a steady axisymmetric solution of the Euler equations for a fluid (incompressible and with zero vorticity) with a free surface, acted on only by gravity. We analyze stagnation points as well as points on the axis of symmetry. At points on the axis of symmetry which are not stagnation points, constant velocity motion is the only blow-up profile consistent with the invariant scaling of the equation. This suggests the presence of downward pointing cusps at those points.
Introduction
Consider the steady axisymmetric Euler equations for a fluid (incompressible and with zero vorticity) with a free surface acted on only by gravity. Using cylindrical coordinates and the Stokes stream function ψ (see for example [9, Exercise 4.18 (ii)]), we obtain the free boundary problem div 1 x 1 ∇ψ(x 1 , x 2 ) = 0 in the water phase {ψ > 0} (1.1)
here the original velocity field
where (X, Y, Z) = (x 1 cos ϑ, x 1 sin ϑ, x 2 ).
Observe that the positive sign of ψ is chosen just for convenience and that replacing ψ by −ψ our analysis covers the case of negative ψ as well.
Note also that the equations above describe apart from a model, where the fluid is pumped in or sucked out at a fixed boundary, also the case of a traveling wave traveling in the direction of the axis of symmetry; here the equations describe the steady flow in the moving frame, so that the original velocity field is V (X, Y, Z, t) = V (X, Y, Z − c 0 t) + (0, 0, c 0 ), where c 0 is the speed of the traveling wave and
[17] and [19] , [18] are excellent reviews on two-dimensional water waves.
The free boundary problem (1.1) has been studied in [2] where regularity away from the degenerate sets {x 1 = 0} (the axis of symmetry) and {x 2 = 0} (containing all stagnation points) has been shown for minimizers of a certain energy.
In the present paper we will focus on precisely those two sets and analyze the profile of the velocity vector field close to points in those sets.
Due to the degeneracy of the free boundary condition |∇ψ(x 1 , x 2 )| 2 = In a first main result we determine the profile of the scaled solution as r → 0 (Proposition 3.10): In the case x 0 1 = 0 and x 0 2 = 0 the only asymptotics possible is constant velocity flow parallel to the free surface. In the case x 0 1 = 0 and x 0 2 = 0 the only asymptotics possible is the well-known Stokes corner flow (see [4] , [15] , [16] , [21] ). Due to the perturbed equation the situation is actually not unlike the two-dimensional problem in the presence of vorticity (see [20] , [5] , [6] , [7] for twodimensional results in the presence of vorticity). In the case x Figure 2 ). This comes at first as a surprise as it means that there is no nontrivial asymptotic profile at all with air above water and with the invariant scaling. However there remains at this stage the possibility that the solution has a higher growth than that suggested by the invariant scaling.
In Theorem 3.12 we first analyze the possible shapes of the surface close to stagnation points and close to points on the axis of symmetry. Assuming that the surface is given by an injective curve and assuming also a strict Bernstein inequality (corresponding to a Rayleigh-Taylor condition) we obtain the following result:
In the case x The proofs rely on a monotonicity formula as well as a frequency formula for the axisymmetric problem; as remarked in [21] , it is for certain semilinear problems possible to derive on the set of highest density not a perturbation of Almgren's frequency formula (see [1] , [13] , [12] , [11] ), but a true nonlinear frequency formula. Here we extend the formula of [21] to the axisymmetric case. In combination with a concentration compactness result for the axially symmetric Euler equations by J.-M. Delort [8] , this leads to the already mentioned profile for the velocity vector field. Note that while the concentration compactness result alone does not lead to strong convergence in general, we prove the convergence to the limiting velocity vector field to be strong in our application.
Notation
We will use coordinates (X, Y, Z) in the physical space R 3 together with partial derivatives ∂ X , ∂ Y , ∂ Z as well as two-dimensional coordinates x = (x 1 , x 2 ) together with partial derivatives ∂ 1 , ∂ 2 . Sometimes we are going to to use cylindrical coordinates (X, Y, Z) = (x 1 cos ϑ, x 1 sin ϑ, x 2 ). We denote by x · y the Euclidean inner product in R n × R n , by |x| the Euclidean norm in R n , by B r (x 0 ) := {x ∈ R n :
|x − x 0 | < r} the ball of center x 0 and radius r, by B We will use the notation B r for B r (0) as well as B + r for B + r (0), and denote by ω 2 the 2-dimensional volume of B 1 .
We will use the weighted L p space We denote by χ A the characteristic function of a set A. For any real number a, the notation a + stands for max(a, 0) and a − stands for min(a, 0). Also, L n shall denote the n-dimensional Lebesgue measure and H s the s-dimensional Hausdorff measure. By ν we will always refer to the outer normal on a given surface. We will use functions of bounded variation BV (U ), i.e. functions f ∈ L 1 (U ) for which the distributional derivative is a vector-valued Radon measure. Here |∇f | denotes the total variation measure. Note that for a smooth open set E ⊂ R 2 , |∇χ E | coincides with the surface measure on ∂E. We will also use the reduced boundary ∂ red E.
Notion of solution and monotonicity formula
Let Ω be a bounded domain contained in {(x 1 , x 2 ) : x 1 ≥ 0}, in which to consider the combined problem for fluid and air. We study solutions u, in a sense to be specified, of the problem
Note that, compared to the Introduction, we have switched notation from ψ to u, and we have "reflected" the problem at the hyperplane {x 2 = 0}. Since our results are completely local, we do not specify boundary conditions on ∂Ω.
We begin by introducing our notion of a variational solution of problem (3.1).
on {x 1 = 0} (motivated by the fact that the velocity on the axis orthogonal to the axis direction should be zero), u ≥ 0 in Ω, and the first variation with respect to domain variations of the functional
A proof of the just mentioned first variation formula can be found in [14, Section 3.2] . An integration by parts shows that u satisfies on smooth parts of free boundary ∂{u > 0} in {x 1 x 2 = 0} the free boundary condition 1
Theorem 3.2 (Monotonicity Formula). Let u be a variational solution of (3.1), let x 0 ∈ Ω and let δ := dist(x 0 , ∂Ω)/2. Let, for any r ∈ (0, δ),
Then, for a.e. r ∈ (0, δ),
In the case x
Last, in the case
The integrand in the first integral on the right-hand side of (3.8) is a scalar multiple of (∇u(x) · (x − x 0 ) − u(x)) 2 , and therefore vanishes if and only if u is a homogeneous function of degree 1 with respect to x 0 .
(ii) The integrand in the first integral on the right-hand side of (3.9) is a scalar multiple of (∇u(x) · (x − x 0 ) − 3 2 u(x)) 2 , and therefore vanishes if and only if u is a homogeneous function of degree 3/2 with respect to x 0 .
(iii) The integrand in the first integral on the right-hand side of (3.9) is a scalar multiple of (∇u(x) · (x − x 0 ) − 2u(x)) 2 , and therefore vanishes if and only if u is a homogeneous function of degree 2 with respect to x 0 .
(iv) The integrand in the first integral on the right-hand side of (3.9) is a scalar multiple of (∇u(x)·x− Proof. First, for each u ∈ W 1,2 w,loc (R 2 ), each α ∈ R and a.e. r ∈ (0, δ) we obtain,
Suppose now that u is a variational solution of (3.1). For small positive κ and η κ (t) := max(0, min(1, r−t κ )), we take after approximation φ κ (x) := η κ (|x−x 0 |)(x− x 0 ) as a test function in the definition of a variational solution, obtaining
Passing to the limit as κ → 0, we obtain for a.e. r ∈ (0, δ),
Observe that letting → 0 in
for a.e. r ∈ (0, δ), we obtain the integration by parts formula
for a.e. r ∈ (0, δ). Note that
so that by (3.13) and (3.14),
Combining (3.15) and (3.12) with α = −3 yields (3.8).
Moreover,
In the case x 0 2 = 0 we obtain from (3.16), using (3.13) and (3.14) , that
Combining (3.17) and (3.12) with α = −4 yields (3.9). On the other hand, in the case x 0 1 = 0 we obtain from (3.16), using (3.13) and (3.14) , that
Combining (3.18) and (3.12) with α = −4 yields (3.10). Last, in the case
we obtain from (3.13) and (3.14) that
(3.19) Combining (3.19) and (3.12) with α = −5 yields (3.11).
Lemma 3.4 (Bernstein estimate).
In {u > 0}, the solution satisfies
Proof. Direct calculation.
Remark 3.5. Constructing barrier solutions it is therefore possible to verify
certain Dirichlet boundary data and the minimal solution u (cf. [22] ).
w,loc (Ω) to be a weak solution of (3.1) if the following are satisfied: u is a variational solution of (3.1) and the topological free boundary ∂{u > 0} ∩ Ω
• ∩ {x 2 = 0} is locally a C 2,α -surface.
Remark 3.7. (i) It follows that in Ω
• ∩ {x 2 = 0} the solution is a classical solution of (3.1). It follows also that ∂{u > 0} ⊂ {x 2 ≥ 0}.
(ii) For any weak solution u of (3.1) such that
u is a variational solution of (3.1), χ {u>0} is locally in Ω • ∩ {x 2 > 0} a function of bounded variation, and the total variation measure |∇χ {u>0} | satisfies
The reason is that, integrating by parts,
Lemma 3.8. Let u be a variational solution of (3.1) and suppose that
Then: 
Proof. (i) follows from the assumption
. For any 0 < τ < σ < ∞, we write the identities (3.8), (3.9), (3.8), (3.11) in integral form as Also, using the uniform convergence, the continuity of u 0 and its solution property in {u 0 > 0} we obtain as in the proof of (3.14) that 
In the case x The next lemma will be useful in the characterization of blow-up limits in Proposition 3.10.
Lemma 3.9. The Legendre function y = P 3/2 satisfies
is strictly increasing on (−1, 1).
Proof. It suffices to prove that
Using the differential equation
we obtain
Therefore it is sufficient to prove that f (x) = y(x)y (−x) + y(−x)y (x) < 0 in (−1, 1). As f (x) → −∞ for |x| → 1, must have a maximum point in (−1, 1) . At the maximum point,
implying that x = 0 and that and that
where e is a unit vector and γ is a nonnegative constant. In the case u 0 (x) = x 
For U we have the relations
with a unique positive constant c 0 .
Proof. Consider a blow-up sequence u m as in Lemma 3.8, where r m → 0+, with blow-up limit u 0 . Because of the strong convergence of ∇u m to ∇u 0 in L 2 and the compact embedding from BV into L 1 , u 0 is a homogeneous solution of 
in the case x 2 = 0, then the fact that u 0 must be harmonic in {x 2 < 0}, implies that {u 0 > 0} is a cone with vertex at the origin and of opening angle 120
• symmetric with respect to and containing {(0, t) : t > 0}.
In the cases where x 0 1 = 0, solving the resulting ODE leads to hypergeometric functions and is slightly awkward, so we will instead use, in each section of the unit disk where u 0 > 0, the velocity potential φ defined by
In the case x 0 2 > 0 we obtain that φ(ρ sin θ, ρ cos θ) is homogeneous of degree 1 and is on the unit circle given by a linear combination of P 1 (cos θ) and (Q 1 (cos θ)), where P 1 and Q 1 are the Legendre functions. Now P 1 (x) = x and Q 1 is a strictly convex function with singularities at −1 and 1, so that it is not possible that
It follows that there can be at most one free surface point of the solution αP 1 (cos θ)+ Q 1 (cos θ) in (0, π), but then the solution would have at least one singularity in the interval [0, π]. Thus the only solution possible is σP 1 (cos θ) = σ cos θ, so that φ(x) = σx 2 and u 0 (x) = cx In the case x 0 2 = 0 we obtain that φ(ρ sin θ, ρ cos θ) is homogeneous of degree 3/2 and is on the unit circle given by a liner combination of P 3/2 (cos θ) and P 3/2 (− cos θ), where P 3/2 is the Legendre function. It is well known that P 3/2 has only one singularity at −1 and that P 3/2 has in (−1, 1) a unique zero z 0 ∈ (−1, 0). By Lemma 3.9 we obtain as in the last case that αP 3/2 (cos θ) + βP 3/2 (− cos θ) can have at most one free surface point in (0, π). but then the solution would have at least one singularity in the interval [0, π] unless β = 0. The fact that the singularity and the unique zero are both contained in [−1, 0) implies therefore that either φ(ρ sin θ, ρ cos θ) = σρ 3/2 P 3/2 (cos θ) in {0 < θ < arccos(z 0 )} or φ(ρ sin θ, ρ cos θ) = σρ 3/2 P 3/2 (− cos θ) in {arccos(−z 0 ) < θ < π}.
However the free surface must not intersect {x 2 < 0}, so that we obtain that the only admissible solution is φ(ρ sin θ, ρ cos θ) = σρ 3/2 P 3/2 (− cos θ) in {arccos(−z 0 ) < θ < π} for some nonzero constant σ. Switching from the velocity potential back to u 0 we obtain the statement about u 0 as well as the density. Last, consider the situation when the set B δ (z) ∩ {u 0 > 0} has two connected components. The computations of u 0 in the respective cases show that this is only possible for x Lemma 3.11. Let u be a weak solution of (3.1) such that u = 0 in {x 2 ≤ 0} and suppose that |∇u|
in Ω. x 1 x 2 dx, then (cf. Figure 9 ) σ 1 (t) = 0 in (0, t 1 ) and, then (cf. Figure 10 ) σ 1 (t) = 0 in (0, t 1 ) and inequality holds-, then σ 1 (t) = 0 in (−t 1 , t 1 ) \ {0}, and
Remark 3.13. Although we omit a proof in the present paper, a perturbation of the frequency formula in [21] (see [20] ) can be used to prove that, if x We now consider the set
Note that in fact L ⊂ [0, π/2], since the free boundary ∂{u > 0} is contained in {x 2 ≥ 0}.
We now claim that: The set L is a subset of {0, θ * , π/2}, where θ * = arccos(−z 0 )
is the angle corresponding to the Garabedian cone. Indeed, suppose towards a contradiction that a sequence 0 = t m → 0+, m → ∞ exists such that θ(σ(t m )) → θ 0 ∈ L \ {0, θ * , π/2}, let r m := |σ(t m )| and let
For each ρ > 0 such thatB := B ρ (sin θ 0 , cos θ 0 ) satisfies
we infer from the formula for the unique blow-up limit u 0 (see Theorem 3.10) that the convergence of measures
On the other hand,
which implies, sinceB ∩ ∂{u m > 0} contains a curve of length at least 2ρ − o (1), that
where c(θ 0 , ρ) > 0, a contradiction. This proves the property claimed. Now, a continuity argument yields that L is a connected set. Consequently the limit = lim x 1 x 2 dx. Then, by Proposition 3.10, the blow-up limit is
Since (div ( 1 x1 ∇u 0 ))(B 1/100 (sin θ * , cos θ * )) > 0, it follows that we cannot have ∈ {0, π/2}, and therefore we must have = θ * . This proves case (iii 1 ) of the Theorem.
. Then the blowup limit is u 0 (x) = 0. The same argument given earlier in the proof shows that = θ * , so that necessarily ∈ {0, π/2}. But then the formula in Lemma 3.8 that
However, the possibility that M x1x2 (0+) = 0 and = 0 is ruled out by the argument in the proof of Lemma 3.11, even in the absence of the strict Bernstein condition. This proves the cases (iii 2 ) and (iii 3 ) of the Theorem.
Frequency formula
From now on we will focus on the case x x 1 x + 2 dx, in which we will derive a precise asymptotic profile of the velocity.
Theorem 4.1 (Frequency Formula). Let u be a variational solution of (3.1), and let δ := dist(0, ∂Ω)/2. Let, for any r ∈ (0, δ),
Then the "frequency"
and
Proof. Note that, for all r ∈ (0, δ),
Hence, for a.e. r ∈ (0, δ),
Using the identities (3.19) and (3.12) with α = −5, we therefore obtain that, for a.e. r ∈ (0, δ),
where we have also used the fact, which follows from (3.14) , that
Identity (4.1) now follows by merely rearranging (4.4), making use again of (4.5) and the fact that D(r) = V (r) + H(r).
Since (4.1) holds, it follows by inspection that (4.2) holds if and only if
However, (4.6) is easily verified as a consequence of (4.5) and the fact that D(r) = H(r) + V (r). In conclusion, identity (4.2) also holds. for all r ∈ (0, δ).
(ii) The function r → r −5 J(r) is nondecreasing on (0, δ).
The function H is nondecreasing on (0, δ), and has a right limit H(0+), where
Proof. (i) The monotonicity, which follows from Theorem 3.2, of the function M x1x2
ensures that, for all r ∈ (0, δ),
Using (4.3), the above inequality may be rearranged in the form of the claimed result.
(ii) Plugging α = −5 into (3.12), using also (3.14), and then (4.7), we obtain, for a.e. r ∈ (0, δ),
which implies the claimed result.
(iii) The monotonicity of H on (0, δ) is a consequence of (4.1) and (i). The remaining part of the claim is immediate.
(iv) The claimed result follows from (4.1) and (iii).
Blow-up limits
The Frequency Formula allows passing to blow-up limits. 
Proof. We first prove that, for any sequence r m → 0+, the sequence v m defined in (5.1) satisfies, for every 0 < τ < σ < 1,
Indeed, for any such τ and σ, it follows by scaling from (4.2) that, for every m such that r m < δ, Now note that, for every r ∈ (τ, σ) ⊂ (0, 1) and all m as before, it follows by using Theorem 4.2 (ii), that
Therefore (5.2) follows from (5.3), which proves our claim. Let us also recall (4.5).
We can now prove all parts of the Proposition. 
Since, at least along a subsequence, 
Concentration compactness
In the present section we will prove a concentration compactness result which allows us to preserve variational solutions in the blow-up limit at degenerate points and excludes concentration. In order to do so we combine the concentration compactness result of J.-M. Delort [8] with information gained by our Frequency Formula. In addition, we obtain strong convergence of our blow-up sequence which is necessary in order to prove our main theorems. 
where φ m is a standard mollifier such that
Let us now consider the velocity field in three dimensions
in the sense of distributions on B + σ as m → ∞. Let us remark that in contrast to the true two-dimensional problem, this alone would not allow us to pass to the limit in the domain variation formula for v m ! Observe now that (5.2) shows that
, we obtain that Proof. Let r m → 0+ be an arbitrary sequence such that the sequence v m given by (5.1) converges weakly in W for every φ ∈ C 1 0 ({x 1 > 0} ∩ {x 2 > 0}; R 2 ), so that even an analysis in the case of {u = 0} consisting of infinitely many disconnected components (similar to that in [21] ) would be possible in principle. However the structure here is more complicated.
For that reason we confine ourselves to the assumed injective curve case. As in the proof of Proposition 3.10, we will use in each section of the unit disk where v 0 > 0 the velocity potential φ defined by
We obtain that φ(ρ sin θ, ρ cos θ) is homogeneous of degree m = H(0+) ≥ 5/2 and is on the unit circle given by a linear combination f (cos θ) = αP m (cos θ) + βP m (− cos θ), in the case that the Legendre function P m and the function P m (−x) are linearly independent, and f (cos θ) = αP m (cos θ)+β (Q m (cos θ)) in the case the Legendre function P m and the function P m (−x) are linearly dependent. Moreover (1, 0) is a free boundary point of v 0 so that f (0) = 0, which implies α = β in the case of linear independence. On the other hand, Theorem 3.12 (ii) implies that for any ballB ⊂⊂ B In the case f (cos θ) = α(P m (cos θ) + P m (− cos θ)) we obtain now a contradiction to the fact that P m is bounded at 1 and has a singularity at −1.
In the case that P m is an even function, we obtain from P m (0) = mP m−1 (0) = , that m is an even integer ≥ 2 and that β = 0 so that f is up to a nonzero multiplicative constant the Legendre polynomial P m . But, using [3, Corollary on p. 114] there is only one even integer ≥ 2 such that P m has no critical point in (0, 1), namely m = 2. We obtain f (x) = c 2 P 2 (x) = c 2 1 2 (3x 2 − 1).
In order to obtain the claimed growth we calculate for u r (x) = u(rx)/r α and a.e. r ∈ (0, δ), using (3.14), Integrating we obtain the result.
