Banach modules over C*-algebras (von Neumann algebras) that can be represented isometrically as operator modules (normal operator modules, respectively) are characterised.
Introduction
It is well known that each Banach space X can be linearly isometrically embedded into a commutative C*-algebra, hence X can be regarded as an operator space. If X has some additional algebraic structure, we may ask whether an embedding can be found which preserves this additional structure. For example, if X is a Banach algebra, the criterion for X to have a bicontinuous isomorphic representation as an algebra of operators on a Hilbert space was obtained in [20] (see also [3] and [5] ). Here we shall consider the case when X is a Banach bimodule over a pair of C*-algebras A and B. Using the abstract characterisation of operator bimodules developed by Christensen, Effros and Sinclair in [6] we show first that a normed A, B-bimodule can be represented isometrically as an operator bimodule if and only if \\axb + cyd\\ < ||fla* + ccl 1/2 max{||x||, ||y||}|l&*& + <**<*ll l / 2 (1.1) for all a, c € A, x, y e X and b,d e B. Although the characterisation in [6] can be extended to the case when A and B are general operator algebras (not necessarily Calgebras), we will show by a finite dimensional example that the above isometric characterisation cannot be extended to modules over general operator algebras. If A and B are von Neumann algebras and X is a Banach A, B-bimodule, we may ask under what conditions can X be represented isometrically as a normal operator A, B-bimodule. More precisely, we would like to know when does there exist a Hilbert space H, an isometry <D: X -»• B(W) and a pair of normal representations n : A -»• B(W) and a : B -»• B(«) such that <D(axb) = re(a)4>(x)«r(fe) for all a e A, x e X and b e B. In this case we shall simply say that X can be represented as a normal operator A, B-bimodule. In the case of one-sided modules (say if B = C), we shall show that a Banach /I-module X satisfying the condition (1.1) can be represented as a normal operator 4-module if and only if for each x e X the mapping x H-> ||ax|| is lower semicontinuous on (the unit ball of) A in the weak* topology. We obtain a similar condition for bimodules, but the role of A is played by the Haagerup tensor product A <8> h B and the weak* topology is replaced by the topology which is induced on A ® h B by all completely bounded bilinear forms on A x B which are normal in each variable separately.
Given a von Neumann algebra A c X = B(K) and a norm closed ^4-submodule Y in X the quotient module X/Y is not necessarily representable as a normal operator module. A necessary condition for this is that Y is closed in the so called /1-topology of X which was introduced in [12] . ( We shall recall the definition of this topology in Section 4.) But in general the condition that Y is a closed submodule of X in the Atopology does not suffice for X/Y to be representable as a normal operator module. However, if X 3 A is a von Neumann algebra and Y is the closure in the i4-topology of an ideal in X, then we will show (as an application of the result mentioned in the previous paragraph) that X/ Y can be represented as a normal operator A-module.
Throughout the paper we denote by M mn (X) the set of all m x n matrices with the entries in a set X (m, n e N) and we let M n {X) = M n , n (X), TZ n (X) = M hn (X) and C n (X) = M. n t(X) be the corresponding sets of square matrices, rows and columns.
A characterisation of operator modules among Banach modules
If A and B are operator algebras with contractive approximate identities {e M } and {/,}, respectively, then by a Banach A, B-bimodule we mean a Banach space X which is an A, B-bimodule satisfying ||axb|| < ||a||||x||||fr|| for all a e A, beB and x € X; moreover we shall always assume that lim e^x -x -x lim / v for all x e X. Thus all the modules here are essential, which by the Cohen Hewitt factorization theorem means that AX = X = XB. If for each n e N the space M n (X) is equipped with a norm || || such that the norm on M. i (X) = X coincides with the given norm on X and (i) llflx&ll<IMI 11*11 ll&ll for all a, be M m (Q, x e M n (X) and
(ii)
for all x e M m (X) and y e M n (X) (all m,n e N), then X can be regarded as an operator space by the Ruan theorem [17, 9] . Moreover, if the condition (i) holds for all a e M n (A), b e M n (B) and x e M n (X) then we say that the bimodule multiplication A x X x B ^* X is completely contractive. If A and B are C*-algebras and the bimodule multiplication is completely contractive then X is an operator bimodule by a result of Christensen, Effros and Sinclair [6] . Proof. If X is an operator A, B-bimodule, then in particular the module multiplication 1Z 2 (A) x M 2 {X) x C 2 (B) -> X is contractive, which implies the condition (2.1).
Conversely, if the condition (2.1) holds, then for each n define a norm on M n (X) by (2.2). It is easy to verify that (2.2) indeed defines a norm on M n (X). The fact that ||x|| = 0 implies x -0 follows since AXB ^ 0 (recall that we have assumed that all the modules here are essential). Moreover, it follows directly from (2.2) that the multi-
is also contractive for all m, n e N. This implies in particular that max{||x I ||,||x 2 Thus by Theorem 2.1 AT is isometric to an operator A-module. This proves the corollary in one direction, the proof of the converse is trivial.
• An operator A, B-bimodule X on which the operator space structure satisfies (2.2) will be called a minimal operator A, B-bimodule (of a given Banach A, B-bimodule X).
For example, if A and B are C*-subalgebras of B(W) with cyclic vectors, then B(W) (and consequently any subbimodule of B(H)) is a minimal operator A, B-bimodule. To see this, let x e M n (B(7i)), denote by £ 0 and ^0 the cyclic vectors for A and B (respectively) and choose unit vectors £ = (a,£ 0 ,..., a n £ 0 ) and r\ = (btf 0 ,..., b n n 0 ) in H" such that (x»/, £) approximates ||x||. Then, using an approximate variant of the polar decompositions a -u\a\ and b -v\b\, where a -(a,,..., a n ) T e C n (A) and
, it follows easily that ||u*xu|| approximates ||x||, where u* and v are contractions in Tl n (A) and C n {B) (respectively).
As another example, each C*-algebra A is easily seen to be a minimal A, A-operator bimodule and so is any closed two-sided ideal J in A and also the quotient bimodule A/J.
Perhaps the simplest example of a Banach module over a C-algebra A ^ C which does not satisfy the condition (2.4) is the dual space A" with the usual module structure ) and one can express these maximal norms for modules in a similar intrinsic way as in [14, 2.1], but we shall not study this maximal operator module structure here.
In the rest of this section we show by an example that for a non selfadjoint operator algebra A the condition (2.4) is not always sufficient for a Banach ^-module to have an isometric representation as an operator module. The appropriate module in the example is a finite dimensional Hilbert space. As a byproduct we shall find in the first two paragraphs of the example a very simple unital contractive representation of an operator algebra which is not completely contractive. (The first example of such a representation was found by Arveson in [1] .) The example itself is not needed in the rest of the paper, so it may be skipped. 
o x = <p(a)x (a e A,x e X).
Since <p is a unital contractive homomorphism, X is an essential Banach A-module.
Let {e,,: i = 1,...,«} be the standard basis of C" (regarded as the space of columns) and define E, e A by E,= Then hence the module multiplication A x X -> X can not be completely contractive for any operator structure on X such that the norm on X coincides with the given one. Now we are going to show that nevertheless the condition (2.4) is satisfied if p is chosen appropriately. Given two elements fa, 0 "1 fa, 0 1 a, = and a 2 -\ in A, the norm of the matrix a x a\ + a 2 a\ can be computed explicitly. We assume that
\\[El
If P = 0 the computation is easier and is left to the reader. To facilitate the computation put T h e characteristic polynomial of the matrix (2.6) is (denoting z = 1 -A)
which is just the special case of F{z) when y/i = 0. The smallest zero of G is min{-s, -j(r 4-Vr 2 + 4r)}. Evidently G(z) < F(z) if z < 0. Since for z ->• -oo we have F(z) < 0 and G(z) < 0, the smallest zero of F must be less than or equal to the smallest zero of G. Since the norm of the matrix in (2.5) is the same as the norm of the matrix (2.6), which is equal to its largest eigenvalue (A = 1 -z), we see that
To prove that the condition (2.4) is satisfied, let x ( e X (i = 1,2) be such that l|x,|| 2 holds for all r, s > 0, where t = i (r + vV + 4r). It is possible to prove (by a tedious computation) that (2.10) is true if we choose p -2, but the proof is much simpler if we choose a larger p. So let p = 4 and suppose that the inequality (2.10) is not true. Then both s and t are smaller than the left side of (2.10), hence so must be the convex combination ^s + \t. Thus we have s) 2 w 'th x i,i an<^ yi.j t n e entries of x and y, respectively (see [8] ). The bimodule multiplication B x Y x A -+ Y is then easily seen to be completely contractive, hence so is the bimodule multiplication AxXxB-^X if X carries the new Loo-matrically normed structure defined by ||x||' = sup{|(x, y)\ : y e M n (Y), \\y\\ < 1} for x G M n (X). Obviously ||x||' < ||x|| for all x e M n {X) and the equality holds here if n=\, hence by the minimality of (X, || ||), the equality must hold for all n. It follows that X as an operator A, B-bimodule is the dual of Y in the sense of [8] and we shall call such a bimodule X a dual minimal operator A, B-bimodule. We do not assume in general that for all x e X the maps Question. Is the lower semicontinuity of the maps (3.3) a sufficient condition for a minimal operator A, B-bimodule X to be normal?
For general (not necessarily minimal) operator bimodules it is natural to require in this problem the lower semicontinuity of the mappings defined by (3.3) on M n (A) and M n (B) for all x G M n (X) and all n. We shall see below that the answer to the above question is affirmative in the case of one-sided modules (that is, if A or B is C). In the case of bimodules we have to replace the semicontinuity of the maps (3.3) by an apparently stronger condition, to guarantee the normality of bimodules, but we do not have any concrete example of a minimal A, B-operator bimodule X for which the maps (3.3) are lower semicontinuous and X is not normal. Before proceeding with formal theorems, we shall now indicate how the results of [8] imply that the answer to the above question is affirmative if X is a dual bimodule.
If X is any dual operator space, then by [8, Theorem 3.3] X can be represented isometrically and weak* continuously as a weak* closed subspace of B(W) for some Hilbert space H; if in addition X is a dual operator A, B-bimodule, then an argument in the proof of Theorem 3.4 in [8, p. 150] shows that there exist a Hilbert space H, a weak* homemorphic complete isometry d>: X ->• B(7i) and two (not necessarily normal) unital representations n : A -> B(W) and a : B -*• B(H) such that (3.2) holds. We now replace n and a with their restrictions to the invariant subspaces and H 2 = [<J>(X)'H], respectively, and regard <D(X) as a subspace in Then the left and the right annihilator of <b(X) in B(W,) and B(W 2 ) (respectively) is 0. We claim that the two representations n and a are necessarily normal if the mappings (3.3) are lower semicontinuous, hence X is a normal dual operator A, B-bimodule. In fact, to prove that, say, n is normal, it suffices to show that for each normal state co on B(H,) the state con on A is normal, which is equivalent to the condition that for each net of projections {e v } in A increasing to the identity 1 the net {a)7t(e v )} converges to con(l) = 1 (see e.g. [10] ). Thus, it suffices to show that the limit/of the increasing net of projections {n(e v )} in B(H,) is equal to 1. For each x e X we have that / The set of all linear functionals on the Haagerup tensor product A ® h B which (as bilinear forms on A x B) are normal in each variable separately will be denoted by Bir (/4, B) . (We refer to [18] and [4] for the definition of the Haagerup tensor product. An explicit characterisation of functionals in Bil"(/1, B) can be found in [7] , but we shall nod need this characterisation here.) The topology on A <8>* B determined by the family of seminorms w H-> |9(W)| (3 e Bir(/1, B)) will be called the normal weak topology.
Given a Banach A, B-bimodule Y, let Y be the Banach B, X-subbimodule of the dual bimodule Y" consisting of all functionals co on Y such that for each y e Y the two maps a i-* co{ay) and b»-+ co(yb) on A and B (respectively) are normal. We shall need the following simple lemma (a variant of which for one-sided modules has been proved already in [12] ). It is now easy to verify that the so defined map 9 has the required properties.
• We shall denote Y by Y. If X is an operator A, B-bimodule, then X is an operator A, B-bimodule and the natural map i : X -*• X is a completely contractive homomorphism of bimodules. Then X is a normal operator A, B-bimodule if and only if i is a complete isometry. This is proved in [12] for one-sided modules, but the proof for bimodules is the same. If X carries the minimal operator A, B-bimodule structure and i is an isometry, then of course i must be a complete isometry.
Recall that each element in the Haagerup tensor product A ® h B can be written in the form £ " , a < ® k =: a O b, where a (b, respectively) is an infinite row (column) with the entries in A(B) such that the series £~, a,a* ( £ " , b*b t ) is norm convergent.
Proposition 3.2. Let A and B be von Neumann algebras and X an operator A, Bbimodule. Then X is a normal operator A, B-bimodule if and only if for each n e N and each x e M a (X) the function p x : M U {A) ®" M n (B) -* R, p x {a Qb)= \\axb\\ is lower semicontinuous in the normal weak topology of MM) ® h M n (B). If X is a minimal operator A, B-bimodule then it suffices to require the above condition for n = 1 only.
Proof. For simplicity of notation we shall prove the theorem for minimal bimodules, the proof for general bimodules is essentially the same. If X is normal, we may assume that X, A and B are contained in Assume now that all the functions p x are lower semicontinuous in the normal weak topology of A 0* B. To prove that X is a normal A, B-bimodule, it suffices by the remarks preceding the proposition to show that the natural map i : X ->• X is an isometry. By hypothesis for each x e X the set S = {we A® h B:p x (w) < 1}
is closed in the normal weak topology and clearly S is also convex and balanced.
Assume that x ^ 0 and let e > 0. Since p x {\ ® 1) = ||x||, the element ^ 1 ® 1 is not in S, hence by the geometric variant of the Hahn-Banach theorem there exists and we have \\j/{axb)\ < \\axb\\ for all aQbe A® h B (hence | | iAH < 1) and \jiix) > f^. Since 9 e Bil CT (/4, B), the functional ip is in (/4xB)~. By Lemma 3.1 i/^ can be extended to a functional in X without increasing the norm. Since e > 0 in this argument was arbitrary, we see that the natural contraction i : X -*• X must indeed be isometric.
•
Theorem 3.3. A left operator module X over a von Neumann algebra A is normal if and only if for each n eN, x e M n (X) and each net [e v ] of projections in M n (A) converging to the identity 1 the equality holds. Moreover, if A is a-finite, it suffices to check this condition for increasing sequences of projections in A instead of general nets. If X is a minimal left operator Amodule, then it suffices to require the condition for n = \ only.
Proof. Again, for simplicity of notation we shall consider only minimal modules. We need only to prove the sufficiency of the above condition for X to be normal. By Proposition 3.2 (applied to the A, C-bimodule X) it suffices to show that for each x e X the function
is lower semicontinuous in the weak* topology of A, which is equivalent to the requirement that the convex set S = {a e A : \\ax\\ < 1} is weak* closed in A. By the Krein-Smulian theorem [15] it suffices to prove that the intersection of S with each closed ball A, in A with the centre 0 and radius r is weak* closed or, equivalently, closed in the *-strong operator topology of A r . So, let {a v } be a net in S n A r converging to an element a e A r in the *-strong operator topology. Using the noncommutative Egoroff theorem (see [19] ), it follows that each strong neighbourhood U of the identity 1 in A contains a projection e u e A such there is a sequence {a uk } c [a y ] for which the sequence {e v a vk : k = 1, 2,...} converges to e u a in the norm topology. This implies that Heyflxll < 1 since Hay fc x|| < 1 for all k. Since the projections e u (U a neighbourhood of 1 in the strong operator topology) form a net converging to 1, it follows now from the hypothesis of the Theorem that ||ax|| < 1, which concludes the proof that S is weak* closed in A.
If A is (j-finite, we may choose a sequence of basic neighbourhoods U n of 1 in the strong topology of the ball A, and then for each n a projection e n -e Un e U n as above. In addition, we may require that e n+l > e n for each n. Indeed, assuming inductively that e ,e n and a sequence {a k } c. {a,} have been already constructed such that the sequence {e a (a k -a)} is norm convergent to 0 as k -*• oo, we apply the Egoroff theorem to the sequence {e^(a k -a)(a k -a)*e^} teN in the von Neumann algebra e^Ae% t o find an appropriate subprojection f <e^ and a subsequence of [a k ], and then we put e n+i = £ n +/• Then it follows as in the previous paragraph that the set S is weak* closed.
Quotient modules
Throughout this section A will be a von Neumann algebra. If X is an operator /1-module we can define the so called A-topology on X by the family of seminorms sjx) = inf{o;(a fl -) l/2 |M| : x = ay, a e TZ n (A), y 6 C n (X), n e N}, (4.1) where co is any normal positive linear functional on A. It is proved in [12] that (4.1) is indeed a seminorm and that in (4.1) it suffices to take n = 1 and y e X, a e A with 0<a< 1, without changing the value of s m . This implies that the /l-topology is independent of the norms on M n (X) for n > 1. The fact that X is an operator module is required only to prove that the quantities (4.1) are indeed seminorms and to establish some useful properties of this topology. The continuous linear functionals in the /l-topology of X are just the norm bounded functionals 6 on X such that for each x e X the functional a >-> 0(ax) is normal on A (see [12] ). As in the previous section, we denote the set of all such functionals by X. The question, which we would like to discuss in this section is the following. in A must be weak* closed. By [12, 2.1, 5.3] the condition that this ideals are weak* closed for all x e X is equivalent to the requirement that Y is closed in the A-topology of X (such submodules Y are called strong in [11] ). Thus, a necessary condition for X/Y to be a normal operator A-module is that Y is closed in X in the A-topology. In certain special circumstances this condition is also sufficient for X/Y to be normal. ..} of projections in A with sum e n such that e nj z 6 J for each j . Then e nj ze nj e J, hence e nj y k y* k e nj e J for all k, hence e nj y k e J for all n, j , k since J is a two-sided ideal in X. (We have used the well known fact that w'w e J implies w e J for w e X, where J may be any norm closed two-sided ideal in a C*-algebra X.) This proves the claim.
For each n let p n = Ylt+j<n e i.j> s o t n a t {p n : " = 1 > 2, • • •} is an increasing sequence of projections in A converging to 1. Then we have p n y n e J and ||p n (x -y n )\\ < ||/ n (x -y n )\\ < $ for all n, hence
Put q n -p n -p n _i (with p 0 = 0) and x n = q n x. We shall construct inductively a sequence of elements z n = q n z n e J such that |H>,.-z,.)|</? (4.3)
for all n. Since the series £ x i converges in the strong operator topology and x, = <j,x, and z, = qjZj, where the q t 's are mutually orthogonal projections, (4.3) will imply that the series 5Zz, converges strongly to an element z (namely, the partial sums of the series XX x i ~~z.)
a r e bounded in norm by P and the terms x, -z t have mutually orthogonal ranges). Since q { z = z f e Y and Y is closed in the A-topology, it follows from [12] that z e Y. (Alternatively, it is not hard to show directly that the partial sums of the series J^z, converge to z in the /1-topology.) Since z e Y and (4.3) implies that ||x -z\\ < P, it follows that ||x|| < p. But this holds for all P > a, hence 11*11 < a (= lim ||/ n x||), which will prove the required lower semicontinuity. So it remains to construct the required sequence {z, : i = 1,2,...}.
Suppose by induction that we have already constructed the elements z t -q,z x € J for i = 1,..., n -1 such that On the other hand we shall now compute that ||x|| > y/2, which will prove that the map a >-* \\ax\\ is not lower semicontinuous in the weak* topology of A since / " / 1. Indeed, for each y e Y the norm of the operator matrix x -y is greater than or equal to the norm of its first column, hence
\\x-y\\>

11/2
where d e K.(H) is the first component of y. Since the norm of an operator dominates the norm of the corresponding coset in the Calkin algebra, it follows from the last estimate that ||x|| > -Jl (in fact ||x|| = V2 since ||x|| = -Jl).
Although the operator /4-module X/Y is not normal, it follows from Proposition 4.1 that B(Ti.y°/Y is normal (at least if H is separable), and here B(H)°° is just the weak* closure of Y.
