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В последние годы в социальной и экономической областях деятельности 
происходит комплексный пересмотр системы учета и статистики, вызванный 
необходимостью повышения возможностей получения объективной и досто-
верной  информации  о  состоянии  сложных  социально-экономических объек-
тов [6]. С одной стороны, это объясняется необходимостью обработки больших 
объемов информации, накапливаемой в современных хранилищах данных, а с 
другой – неопределенностью, возникающей по причине сложности объектов, 
наличия помех и зашумленности, а также плохой формализуемости данных. 
Широкое применение для решения задач в условиях нечеткости получили 
нейронечеткие модели [2, 8, 9]. Как правило, для их обучения предлагается ис-
пользовать алгоритм обратного распространения ошибки, основанный на мето-
де градиентного спуска. Однако он обладает двумя недостатками: длительность 
процесса обучения и сложность нахождения оптимального решения. 
Поскольку задача обучения нейронечеткой модели относится к классу 
оптимизационных задач, для ее решения могут быть применены генетические 
алгоритмы. Однако, для обучения нейронных сетей генетические алгоритмы в 
чистом виде, как правило, не применяют [3]. В практике разработки интеллек-
туальных систем имеется тенденция использования гибридных моделей. При-
менительно к обучению нечетких нейронных сетей и настройке параметров их 
функций принадлежности генетические алгоритмы необходимо использовать 
наряду с традиционными методами оптимизации. 
В данной работе решается задача разработки эффективного алгоритма 
обучения нечеткой нейронной сети, используемой как инструмент эксперта в 
составе мягкой экспертной системы для формирования ее базы знаний [1, 5]. 
Рассмотрим нейронечеткую модель формирования базы знаний [4] (см. рис.1). 
В первом слое нечеткой нейронной сети содержится множество входных 
нейронов, выполняющих функцию распределения входных сигналов. В втором 
слое сети содержится множество А-нейронов, которые задают условия в прави-
ле «Р = iA

». Выход А-нейронов равен значениям функций принадлежности iA

 
(степень срабатывания условий) при соответствующих значениях входных 
  
нейронов. Третий слой содержит множество И-нейронов, задающих антецедент 
правила и определяющих степень срабатывания условной части соответствую-
щего правила. Четвертый слой сети состоит из множества RT-нейронов, на вы-
ходе которых вычисляются произведения оценок R и T для каждого правила. На 
пятом слое содержится множество A-нейронов, вычисляющих комплексную 
оценку достоверности решения С каждого из относящихся к ним правил (как 
произведение значений соответствующих степеней срабатывания условных ча-
стей правил на совокупные веса условных частей правил, а также на достовер-
ности правил) и формируют на выходе максимальные значения оценок. В ше-
стом слое содержится выходной нейрон, формирующий значение выхода сети 
,Apö   соответствующее А-нейрону с максимальной С. 
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Рис. 1. Структура нечеткой нейронной сети 
Для получения системы правил, формирующих базу знаний экспертной 
системы, необходимо произвести обучение нечеткой нейронной сети. Рассмот-
рим этапы работы разработанного алгоритма обучения [7]. 
1. Задается значение коэффициента скорости обучения α  (0,1]. 
2. Задается начальное значение счетчика неправильно классифицирован-
ных входных образов res=0. 
3. На вход сети подается образ из обучающей выборки объема N. 
4.1. Вычисляется выход сети для заданного входного образа. 
4.2. Если выход совпадает со значением целевого параметра во входном 
образе, то происходит переход к шагу 3 алгоритма. 
4.3. Увеличивается значение res на 1. 
  
4.4. Выбираются два отличительных А-нейрона, у которых требуется из-
менение выходной активности.  
4.5. Определяются kA
~
-нейроны, соответствующие выбранным А-нейронам. 
4.6. Вычисляется ошибка выхода Ek каждого kA
~
-нейрона. 
4.7. Для минимизации Ek производится настройка вектора параметров 
функции принадлежности каждого kA
~
-нейрона по формуле: 
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4.8. Пересчитываются с учетом изменившихся значений параметров 
функции принадлежности kA
~
-нейронов значения достоверностей правил CF: 
,
N
N
CF R  
где RN  – число шаблонов правила Rule в данных; N – число случаев со значе-
нием целевого параметра .*öp ; 
а также весов условий в правилах 
N
n
w  , 
где n  – число случаев, когда данное условие реализовывалось в правилах со 
значением целевого параметра *öp . 
5. Вычисляется ошибка нейронечеткой модели .
N
res
E   
6. Если E>0, то происходит переход на шаг 2 алгоритма и производится 
обучение до тех пор, пока ошибка Е не станет равной нулю или в течение опре-
деленного числа циклов обучения ошибка модели не будет уменьшаться (кри-
тическое число циклов «холостого» обучения определяется экспериментально). 
Таким образом, в результате обучения нечеткой нейронной сети на мно-
жестве обучающих выборок происходит параметрическая адаптация нейроне-
четкой модели к имеющимся данным – формируется совокупность систем не-
четко-продукционных правил с известными значениями параметров функций 
принадлежности в правилах, весов условий и достоверности каждого правила. 
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