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A SCALING LIMIT FOR THE DEGREE DISTRIBUTION IN
SUBLINEAR PREFERENTIAL ATTACHMENT SCHEMES
JIHYEOK CHOI, SUNDER SETHURAMAN,
AND SHANKAR C. VENKATARAMANI
Abstract. We consider a general class of preferential attachment schemes
evolving by a reinforcement rule with respect to certain sublinear weights. In
these schemes, which grow a random network, the sequence of degree distri-
butions is an object of interest which sheds light on the evolving structures.
In this article, we use a fluid limit approach to prove a functional law of
large numbers for the degree structure in this class, starting from a variety
of initial conditions. The method appears robust and applies in particular to
‘non-tree’ evolutions where cycles may develop in the network.
A main part of the argument is to analyze an infinite system of coupled
ODEs, corresponding to a rate formulation of the law of large numbers limit, in
terms of C0-semigroup/dynamical systems methods. These results also resolve
a question in Chung, Handjani and Jungreis (2003).
1. Introduction
Since the late 90’s and early 2000’s, much attention has been devoted to ‘prefer-
ential attachment processes’: Networks evolving over time by linking at each time
step new nodes to vertices in the existing graph with a probability based on their
connectivity. Such schemes relate to ‘reinforcement’ and other dynamics which
have a long history (cf. surveys [27], [34], [40]). Recently, Baraba´si and Albert
(BA) in [6] proposed that versions of these processes may serve as models for grow-
ing real-world networks such as the world wide internet web, and types of social
structures.
For instance, in a ‘friend network’, a newcomer may be favorably disposed to
link or become friends with an individual with high connectivity, or in other words,
one who already has many friends. As observed in [6], when the probability of
selecting a vertex is proportional to its degree, the proportions of nodes with degrees
1, 2, . . . , k, . . . converge as time grows to a power-law distribution 〈q(k) : k ≥ 1〉
where 0 < limk↑∞ q(k)k
θ < ∞ for some θ > 0. Since the sampled empirical
degree structure in many real-world networks also has such a power-law form, such
preferential attachment processes, in contrast to Erdo¨s-Re´nyi graphs where the
degree structure decays much more rapidly, have become popular: See [1], [5], [9],
[10], [14], [15], [19], [21], [29], [30], [31], and references therein.
At the same time, other versions of preferential attachment, where the selection
probability is a nonlinear function of the connectivity have been considered, and
interesting effects have been shown: See, among other works, [13], [18], [20], [24],
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[32], [38]. For instance, depending on the scheme and the type of nonlinearity, the
degree structure asymptotically may be in the form of a ‘stretched exponential’ or
the graph may evolve into a ‘condensed’ state in which a single (random) vertex
may be linked with almost all the incoming nodes.
To be more specific, consider the following preferential attachment model. Sup-
pose at time n = 0, the initial network G0 is composed of two vertices with a single
(undirected) edge between them. The dynamics now is that at time n = 1, a new
vertex is attached to one of the two vertices in G0 with probability proportional to
a function of its degree to form the new network G1. This scheme continues: More
precisely, at time n + 1, a new node is linked to vertex x ∈ Gn with probability
proportional to w(dx(n)), that is chance w(dx(n))/
∑
y∈Gn
w(dy(n)), where dz(n)
is the degree at time n of vertex z and w = w(d) : N→ R+ is the ‘weight’ function.
Now, for the moment, to simplify the discussion, let us assume w(d) = dκ for
κ > −∞. In this way, since the initial graph is a tree, all later networks Gn for
n ≥ 0 are also trees. Let now Zk(n) be the number of vertices in Gn with degree
k, Zk(n) =
∑
y∈Gn
1(dy(n) = k). In [24], a trichotomy of growth behaviors was
observed depending on the strength of the exponent κ.
First, when w is linear, that is when κ = 1, the scheme is the well known
Barabasi-Albert model where the degree structure satisfies, for k ≥ 1,
lim
n→∞
Zk(n)
n
=
4
k(k + 1)(k + 2)
a.s.
This power-law (θ = 3), in mean-value, through an analysis of rates, was found
in [6], [24]. In [8], using difference equations/concentration bounds, the limit was
proved in probability. Via Po´lya urns, another proof was found yielding a.s. con-
vergence, and also central limit theorems [28]. Also, by embedding into continuous
time branching processes, the same a.s. limit was proved in [38]; see also [3] where a
different type of embedding was used. A form of Stein’s method gives rates of con-
vergence in total variation norm [33], [37]. A large deviation approach also obtains
the limit [12].
Next, in the strict sublinear case, when κ < 1, it was shown that
lim
n↑∞
Zk(n)/n = q(k) a.s. (1.1)
although q is not a power law, but in form where it decays faster than any polyno-
mial [24], [38]: For k ≥ 1,
q(k) =
s∗
kκ
k∏
j=1
jκ
s∗ + jκ
, and s∗ is determined by 1 =
∞∑
k=1
k∏
j=1
jκ
s∗ + jκ
.
Asymptotically as k ↑ ∞, when 0 < κ < 1, log q(k) ∼ −(s∗/(1 − κ))k1−κ is in
‘stretched exponential’ form; when κ < 0, log q(k) ∼ κk log k; when κ = 0, the case
of uniform attachment when an old vertex is selected uniformly, s∗ = 1 and q is
geometric: q(k) = 2−k for k ≥ 1.
In the superlinear case, when κ > 1, ‘explosion’ or a sort of ‘condensation’ hap-
pens in that in the limiting graph a random single vertex dominates in accumulating
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connections. In particular, the limiting graph is shown to be a tree
where there is a single random vertex with an infinite number of children;
all other vertices have bounded degree, and of these only a finite number
have degree equal or larger than ⌊κ/(κ− 1)⌋ (1.2)
(cf. for a more precise description [32], [24]). Moreover, a corresponding LLN limit,
limn↑∞EZk(n)/n = q(k), is proposed where q is degenerate in that q(1) = 1 but
q(k) = 0 for k ≥ 2 (cf. [24], [21, Chapter 4], [2]).
We now comment on the methods in the papers [38] and [32]. Both use branching
process embedding techniques to establish the sublinear and superlinear degree
structure results (1.1) and (1.2). More specifically, it seems a tree structure is
useful in the proofs, that is the dynamics places no edges between already extant
vertices to create cycles.
The purpose of this article, in this context, is to show the LLN for the degree
structure in a general class of ‘sublinear’ preferential attachment models, including
the scheme discussed above, starting from various initial conditions, through a new,
different ‘fluid limit’ approach where cycles may develop. We also note that the
method taken here seems robust and might be used in other combinatorial schemes
(cf. Remark 2.4).
Specifically, we show (Theorem 2.3) a functional LLN for the degree counts in
sublinear generalizations of the urn scheme of Chung, Handjani and Jungreis [13]
and the graph model of Chung and Lu [14] (cf. Section 2 for model descriptions
and assumptions). Moreover, our work solves a question in [13] to show a LLN for
the associated degree structure when the weights are sublinear (cf. Remark 2.4).
The ‘fluid limit’ method is to consider a more complex problem, namely that
of the dynamics of paths {n−1Zk(⌊nt⌋) : t ∈ [0, 1]} for k ≥ 1. But, these paths
have nice properties and we show their limit points satisfy certain ODEs corre-
sponding to a rate formulation of the degree distribution flow (cf. (2.7)). As all
the counts {Zk(n)} are coupled together in terms of the total ‘weight’ of the graph
S(n) =
∑
k≥1 Zk(n) in the selection procedure, the ODE system derived is infinite
dimensional and nonlinear, and poses nontrivial difficulties.
The ODEs appear natural and may be of interest in other contexts where there
is exchange of proportional flow between chains of components. By a change of
variables, the ODEs can be written in terms of a linear ‘Kolmogorov’ differential
equation (cf. [26]) which can be analyzed by C0-semigroup/dynamical systems ar-
guments. In particular, we show (Theorem 2.1) the ODEs admit a unique solution.
Therefore, addressing the original ‘fluid limit’ taken, all the path limit points are
the same and so are uniquely characterized.
There is a large literature on fluid limits in various contexts: See [11], [17],
[23], [35], [42], [44]) and references therein. Most of this previous development
focuses on finite dimensional spaces. In this respect, the current article considers
a nontrivial infinite dimensional fluid limit, whose analysis depends on the type
of initial condition, namely ‘small’ versus ‘large’ (cf. (LIM) in Section 2), which
plays a role in the results Theorems 2.1, 2.3. See also [36] for a different infinite
dimensional limit in a type of Erdo¨s-Re´nyi graph.
In the next Section, we detail the preferential attachment models discussed, and
state results. Then, proofs of the main convergence and uniqueness results follow
in succeeding Sections.
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2. Models and Results
To specify the models considered, let 0 ≤ p ≤ 1 be a parameter, and let w :
{1, 2, . . .} → (0,∞) be a positive function which we will call the ‘weight’ function.
Graph Model. The following scheme captures the growth of a graph network:
• At time n = 0, the initial network G0 is a finite, possibly disconnected
graph.
• At time n+ 1 ≥ 1, form Gn+1 as follows.
–With probability 1− p, we select independently two old vertices x, y ∈
Gn with chances w(|x|)/S(n) and w(|y|)/S(n) respectively, and then place
an edge connecting x and y to form Gn+1.
–However, with probability p, an edge is placed between a new vertex
and an old node x ∈ Gn, chosen with probability w(|x|)/S(n), to form
Gn+1.
In this model, |x| ≥ 1 is the degree of the vertex x, and S(n) is the total ‘weight’
of collection Gn:
S(n) =
∑
k≥1
w(k)Zk(n)
where Zk(n) is the count of vertices in Gn with degree k for k ≥ 1.
Note that it may be possible when two vertices x, y ∈ Gn are selected, they are
the same, which means a ‘loop’ is added to the graph at x = y, and our convention
here is that the degree of vertex x = y is incremented by 2. In particular, at each
time, the total degree of the graph increments by 2. However, as the successive
independent choices in actions are random, the total number of vertices at time
n ≥ 1 is V (G0) plus a sum of n independent Bernoulli(p) variables; here, V (G0) is
the initial number of vertices.
Cases of the above dynamics include the following.
• When p = 1 and w(k) = kκ, the dynamics matches the preferential attach-
ment graph scheme mentioned in the Introduction, and Zk(n) = Zk(n) for
all k ≥ 1. In this case, for κ ≤ 1, a LLN limit for Zk(n)/n has been proved,
among other results, in [38] as mentioned before.
• When w(k) = kκ and p is arbitrary, the scheme is discussed and many
results are proved in [14]. For instance, when κ = 1, a LLN is proved,
limn↑∞ Zk(n)/n = q(k) where q is in ‘power law’ form with θ = 1+2/(2−p).
Also, in this situation, a central limit theorem for the ‘leaves’, nodes of
degree 1, has been found in [43]. However, when κ < 1 and p < 1, the LLN
for Zk(n)/n has been an open question, now resolved by Theorem 2.3.
• If p = 0, the dynamics would always add edges and loops with respect to
the initial graph G0. We will avoid this ‘degenerate’ growth in what follows.
Urn Model. Consider the following urn dynamics which builds an evolving col-
lection of urns:
• At time n = 0, the initial collection G0 is a finite set of nonempty urns,
each containing a finite number of balls.
• At time n+ 1 ≥ 1, Gn+1 is built as follows.
–With probability p, a new urn with a single ball is added to the collec-
tion to form Gn+1.
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–However, with probability 1 − p, we select an urn x from Gn with
probability w(|x|)/S(n), and place a new ball into it to form Gn+1.
Here, |x| ≥ 1 is the size or number of balls in the urn x, and S(n) is the total
‘weight’ of collection Gn:
S(n) =
∑
k≥1
w(k)Zk(n)
where Zk(n) is the number of urns in Gn with exactly k balls for k ≥ 1.
We note that the total size or number of balls increments by 1 at each time, but
as in the graph model, at time n ≥ 1, the total number of urns is random, namely
U(G0) plus the sum of n independent Bernoulli(p) variables, where U(G0) is the
initial number of urns.
We now remark on some cases of the above dynamics:
• When w(k) = kκ, the scheme is discussed in [13], and results on the evolu-
tion are given when κ ≥ 1. However, when κ < 1, a LLN is stated, but the
convergence of Zk(n)/n is left open (cf. Remark 2.4).
• If p = 1, the scheme would always add an urn with a single ball to the
collection at each time. Also, if p = 0, no new urns are added and only the
urns in the initial collection grow. Both are ‘degenerate’ evolutions which
we will avoid in assumption (P) below.
We now give assumptions on p with respect to the two models, and on the weight
function w under which results are stated.
(P) To avoid ‘degeneracies’, in the graph model, p is taken 0 < p ≤ 1. However,
in the urn scheme, we assume that 0 < p < 1.
(SUB) We have
lim
k↑∞
w(k)
k
= 0. Hence, sup
k≥1
[
w(k)/k
]
≤ W for some constant W <∞.
This large class of weights w(·) includes in particular the well-studied case w(k) =
kκ for κ < 1 discussed in the Introduction.
Let p0, q0 > 0. In the following, with respect to the two models under (P),
fix in the graph scheme p0 = p and q0 = 2− p, and
in the urn scheme p0 = p and q0 = 1− p.
Define also the positive function Fp0,q0 : [0,∞)→ R ∪ {∞} by
Fp0,q0(s) =
p0
q0
∑
k≥1
k∏
j=1
q0w(j)
s+ q0w(j)
.
By (SUB), Fp0,q0(s) < ∞ for s > 0. Moreover, it is clear in each model that
there exists a number s0 = s0(p0, q0) > 0 such that
1 < Fp0,q0(s0) < ∞. (2.1)
Given (2.1), the function Fp0,q0 is strictly decreasing on [s0,∞) and vanishes at
infinity, lims↑∞ Fp0,q0(s) = 0. Therefore,
there exists a unique s∗ = s∗(p0, q0) > s0 such that Fp0,q0(s
∗) = 1. (2.2)
We now comment, in [38], which proves the LLN for the degree distribution in
the graph model when p = 1, the only condition assumed on w is that (2.1) holds,
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which is more general than (SUB). For instance, a ‘linear weights’-type structure
where lim infk↑∞ w(k)/k > 0 is not allowed under (SUB) (although see Remark 2.4).
However, as remarked in [38], (2.1) itself is only given as a sufficient condition.
A necessary condition might include the requirement,
∑
k≥1 1/w(k) = ∞, im-
plied by (2.1), although this is not pursued here. In this respect, we note Theorem
1.1(ii) in [16] proves that
∑
k≥1 1/w(k) =∞ is a necessary and sufficient condition
for all vertices/urns to have infinite size in the limit network a.s.
The assumption (SUB) is used to enforce control on the tails of the weight sum
S(n), so that the limits of S(n)/n and {Zk(n)/n} can be related (cf. Step 2, proof
of Theorem 2.3). (SUB) is also useful in the proof of uniqueness of solution to the
infinite dimensional ODE system derived (cf. Section 4).
We now derive the evolution scheme of the counts {Zk(n)} for n ≥ 0. Define
sigma-fields Fj = σ{{Zk(ℓ)} : 0 ≤ ℓ ≤ j} for j ≥ 0. Note also, in both models, as
w(·) > 0, S(n) > 0 for all n ≥ 0. For each k ≥ 1, let
Zk(j + 1)− Zk(j) =: dk(j + 1) (2.3)
where given {Zk(j)}, the counts at time j, the difference dk(j + 1) is as follows.
With respect to the urn scheme,
d1(j + 1) =


1 with prob. p
−1 with prob. (1− p)w(1)Z1(j)S(j)
0 with prob. (1− p)
[
1− w(1)Z1(j)S(j)
]
.
Also, for k ≥ 2,
dk(j + 1) =


1 with prob. (1− p)
w(k−1)Zk−1(j)
S(j)
−1 with prob. (1− p)w(k)Zk(j)S(j)
0 with prob. 1− (1− p)
[w(k−1)Zk−1(j)
S(j) +
w(k)Zk(j)
S(j)
]
.
In the graph scheme, dk(j + 1) has a similar, but more involved expression as
possible loops need to be considered. These formulas are given in the Appendix.
Consider now an array of counts {Znk (·) : k ≥ 1} and weights {S
n(·)} for n ≥ 1
where in the nth row the underlying process begins from initial network Gn0 . Define
the family of linearly interpolated processes {Xnk (t) : t ≥ 0, k ≥ 1} for n ≥ 1, which
place the proportion of counts {Znk (j)/n} into continuous time trajectories, by
Xnk (t) :=
1
n
Znk (⌊nt⌋) +
nt− ⌊nt⌋
n
(Znk (⌈nt⌉)− Z
n
k (⌊nt⌋)) .
The paths Xnk : [0,∞) → R+, in both schemes as |dk(j + 1)| ≤ 2, belong to the
space of Lipschitz functions with constant at most 2. For t ≥ 0, let also Sn be the
continuous interpolation of the weights Sn,
Sn(t) :=
1
n
Sn(⌊nt⌋) +
nt− ⌊nt⌋
n
(Sn(⌈nt⌉)− Sn(⌊nt⌋)) . (2.4)
Let now, initially, for some constants cnk , c
n, c˜n ≥ 0 for k ≥ 1 that
cnk :=
1
n
Znk (0), c
n :=
∑
k≥1
cnk , and c˜
n :=
∑
k≥1
kcnk .
We will impose the following initial laws of large numbers:
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(LIM) For constants ck, c, c˜ ≥ 0, we have
ck := lim
n↑∞
cnk and c˜ := sup
n≥1
c˜n <∞.
Hence, c := limn↑∞ c
n =
∑
k≥1 ck <∞ and c˜ ≥
∑
k≥1 kck.
Here, noting
∑
k≥L c
n
k ≤ L
−1
∑
k≥1 kc
n
k ≤ c˜/L, the c
n-limit follows. The c˜-
inequality is Fatou’s inequality. Also, as
∑
k≥L w(k)c
n
k ≤ c˜[supj≥L w(j)/j], from
(SUB), we may also conclude the initial weights
∑
k≥1 w(k)c
n
k →
∑
k≥1 w(k)ck.
We will say that the initial configuration is a ‘small’ configuration if ck ≡ 0,
and is a ‘large’ one if ck > 0 for some k ≥ 1. In a small configuration, the total
degree/size of Gn0 is o(n). In particular, if the total degree/size of G
n
0 is uniformly
bounded, for example Gn0 ≡ G0 is fixed, the initial configuration is a small one.
However, in a large configuration, the initial networks are already developed in
that their degree/size is at least εn for some ε > 0. We remark similar initial
conditions were used in a different context in [12].
With respect to small initial configurations, we now try to guess the long term
behavior of Xnk (t) for all k. Suppose, as n ↑ ∞, that X
n
k (t) → akt and S
n(t) → bt
for constants {ak} and b =
∑
k≥1 w(k)ak > 0. Then, since Zk(⌊nt⌋) is a type of
random walk, considering the drift, if the increment dk(j + 1) were set equal to its
conditional expectation given Fj , we would obtain heuristically the following limit
equations for {ak} in the two models discussed.
Let p0, q0 > 0. In the following, under (P), fix p0 = p and q0 = 2 − p, the
parameters correspond to the the graph model. However, in the urn model, set the
parameters p0 = p and q0 = 1− p.
Then, for b > 0, define ak = ak(p0, q0, b) by
a1 = p0 −
q0w(1)a1
b
(2.5)
ak = q0
w(k − 1)ak−1
b
− q0
w(k)ak
b
for k ≥ 2.
Solving for the {ak}, in terms of b, one obtains
a1 =
bp0
b+ q0w(1)
, and ak =
q0w(k − 1)ak−1
b+ q0w(k)
for k ≥ 2.
Therefore, for k ≥ 2,
ak = a1
k−1∏
j=1
q0w(j)
b+ q0w(j + 1)
= a1
b+ q0w(1)
b+ q0w(k)
k−1∏
j=1
q0w(j)
b+ q0w(j)
= a1
b+ q0w(1)
b
[ k−1∏
j=1
q0w(j)
b+ q0w(j)
−
k∏
j=1
q0w(j)
b+ q0w(j)
]
.
Noting {ak} above, under (SUB), the equation b =
∑
w(k)ak takes form
b =
bp0
q0
∑
k≥1
k∏
j=1
q0w(k)
b+ q0w(k)
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or 1 = Fp0,q0(b) (cf. definition near (2.1)).
Hence, the parameter b above is identified from (2.2) as b = s∗, which through
(2.5) implicitly determines {ak} in terms of w(·), p0 and q0. Of course, when
w(k) = kκ for κ < 1, ak = q(k) for k ≥ 1 (cf. (1.1)).
In both models, after a calculation, one sees∑
k≥1
ak = p0 and
∑
k≥1
kak = p0 + q0. (2.6)
At this point, one might also infer an a.s. ‘continuous’ version of (2.5), a rate
formulation for the limit of the functions {Xnk }. That is, for each realization in a
probability 1 set, we take subsequential limits of Xnk and conclude that all limit
points are nonnegative functions ϕk(·) = ϕk(·; p0, q0) for k ≥ 1 satisfying the inte-
gral form of a coupled system of ODEs:
ϕ˙1(t) = p0 −
q0w(1)ϕ1(t)∑
k≥1 w(ℓ)ϕk(t)
, (2.7)
ϕ˙k(t) =
q0∑
k≥1 w(ℓ)ϕk(t)
[
w(k − 1)ϕk−1(t)− w(k)ϕk(t)
]
, for k ≥ 2.
with initial condition ϕk(0) = ck for k ≥ 1. Under small initial configurations
(ck ≡ 0), the ODE is singular at t = 0, although one can inspect that {ϕk(t) =
ak(p0, q0, s
∗)t : k ≥ 1} is a solution since {ak(p0, q0, s
∗) : k ≥ 1} verifies (2.5).
However, under either large or small initial configurations, it does not seem easy to
conclude the ODEs has a unique nonnegative solution.
But, one can think of the ODE system in the following way: Introduce a time-
change t = t(s) satisfying t˙ = T (t) where T (t) =
∑
k≥1 w(k)ϕk(t) and t(0) =
1. Then, {ψk(s) = ϕk(t(s)) : k ≥ 1} satisfies the integral form of the following
autonomous system:
ψ˙1(s) = (p0 − q0)w(1)ψ1(s) + p0
∑
k≥2
ψk(s), (2.8)
ψ˙k(s) = q0
[
w(k − 1)ψk−1(s)− w(k)ψk(s)
]
, for k ≥ 2.
It will turn out that one can associate to this system a strongly continuous
positive semigroup Ps whose essential growth rate is nonpositive. Such semigroups
have nice asymptotics in terms of a ‘Perron-Frobenius’ eigenvector and eigenvalue.
Moreover, it turns out the time-change t(·) can be determined in terms of Ps, which
will allow to characterize solutions of (2.7).
Theorem 2.1. Suppose p0, q0 > 0 and conditions (SUB) and (LIM) hold, and recall
the parameter s∗ in (2.2). Then, under both small and large initial configurations,
there is a unique nonnegative solution {ϕk(·)} of the integral form of ODEs (2.7).
Moreover, for k ≥ 1, under small initial configurations, ϕk(t) = ak(p0, q0, s∗)t.
Also, with respect to large initial configurations, limt↑∞ t
−1ϕk(t) = ak(p0, q0, s
∗).
Remark 2.2. The proof of Theorem 2.1 is shorter under large initial configurations
as there is no time singularity at t = 0. In this case, the solution is found implicitly
in terms of the semigroup Ps and time-change t = t(s).
However, the full machinery of ‘quasi-compact’ semigroup asymptotics and the
assumption c = 0 are used in the small initial configuration case. See the beginning
of Section 4 for more remarks on the strategy of the proof.
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Finally, we note s∗ can be identified in terms of the ‘Perron-Frobenius’ eigenvalue
alluded to earlier (cf. Proposition 4.8).
We now assert that the heuristic derivations (2.5) and (2.7) are correct.
Theorem 2.3. Suppose conditions (P), (SUB), and (LIM) hold. Let {ϕk(·, p0, q0) :
k ≥ 1} be the unique nonnegative solution found in Theorem 2.1 to the integral form
of ODEs (2.7). Then, with respect to the graph and urn models, for k ≥ 1, uniformly
on compact time sets, we have
lim
n↑∞
Xnk (t) = ϕk(t; p0, q0) a.s.
Remark 2.4. With respect to the urn model, when w(k) = kκ for κ < 1, the form
of {ak} was derived in [13]. However, it was left open in [13] to show that the LLN
limn↑∞ Zk(n)/n = ak holds for k ≥ 1. In this context, a contribution of Theorem
2.3 is to give a proof of this limit.
The fluid limit argument given seems of potential use in other nonlinear pref-
erential attachment schemes. In particular, the approach should hold for models
where at each time only a finite number of vertices/edges or balls/urns are added.
In this case, the differences dk(j + 1) are still uniformly bounded in k, j and the
paths Xnk (t) will be Lipschitz, a primary ingredient in the proof.
In addition, although (SUB) excludes the “linear weights” case w(k) = k + m
for k ≥ 1 and m > −1, since in this case Sn acts as an affine function of n, and the
corresponding ODEs (2.7) can be uniquely integrated (cf. Corollary 1.7 in [12]), a
similar fluid limit argument yields yet another proof in this situation.
3. Proof of Theorem 2.3.
We will assume Theorem 2.1, proved in the next Section, and prove Theorem
2.3 in several steps.
Step 1. Since dk(j) is uniformly bounded, ‖dk(j)‖L∞ ≤ 2, we have, for each re-
alization of the evolving scheme, that Xnk are Lipschitz functions with constant 2
for all k ≥ 1 and n ≥ 1. Since Xnk (0) = c
n
k converges to ck, by equicontinuity and
local compactness of [0,∞), we may take a diagonal subsequence nm so that X
nm
k
converges uniformly for t in compact subsets of [0,∞) to a Lipschitz function ϕk
with constant 2, for each k ≥ 1, which may depend on the realization:
lim
m↑∞
sup
t∈[0,1]
∣∣Xnmk (t)− ϕk(t)∣∣ = 0.
Step 2. With respect to the graph model, as the total degree increments by 2 at
each time, we have
∑
k≥1 kZ
n
k (n) = nc˜
n + 2n. On the other hand, in the urn
scheme, the total number of balls increases by 1 at each time, and so the total size∑
k≥1 kZk(n) = nc˜
n+n. Hence, in both models, given
∑
k≥1 kX
n
k (t) ≤ c˜
n+2t, we
have, for each L ≥ 1, that∑
k≥L
w(k)Xnmk (t) ≤
[
sup
k≥L
w(k)/k
]∑
k≥1
kXnmk (t) ≤
[
sup
k≥L
w(k)/k
]
(c˜n + 2t). (3.1)
Therefore,∑
k≤L
w(k)Xnmk (t) ≤ S
nm(t) ≤
∑
k≤L
w(k)Xnmk (t) + (c˜
n + 2t)[sup
k>L
w(k)/k]
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and also, for N > 0, noting (LIM),
lim
nm↑∞
sup
t∈[0,N ]
∣∣Snm(t)−∑
k≤L
w(k)ϕk(t)
∣∣ ≤ (c˜+ 2N)[sup
k>L
w(k)/k].
In addition, by Fatou’s lemma, from (3.1), we obtain
∑
kϕk(t) ≤ c˜+ 2t. Then,
sup
t∈[0,N ]
∑
k>L
w(k)ϕk(t) ≤
[
sup
k>L
w(k)/k
]
sup
t∈[0,N ]
∑
k≥1
kϕk(t) ≤ (c˜+2N)
[
sup
k>L
w(k)/k
]
.
Putting together these estimates, we have for each L ≥ 1 that
lim
nm↑∞
sup
t∈[0,N ]
∣∣Snm(t)−∑
k≥1
w(k)ϕk(t)
∣∣ ≤ 2(c˜+ 2N)[sup
k>L
w(k)/k].
Therefore, by assumption (SUB), taking L ↑ ∞, we have
S := lim
m↑∞
Snm =
∑
k≥1
w(k)ϕk
converges uniformly for t ∈ [0, N ]. Since {Snm} are continuous functions, we see
also that S is a continuous function.
Step 3. We now derive bounds for the limit function S. Under (SUB) and (LIM),
in both models, given the bound (c˜ + 2)n on the total degree/size of the network
at time n, we have
Sn(t) =
∑
k≥1
w(k)Xnk (t) ≤ W
∑
k≥1
kXnk (t) ≤ (c˜+ 2t)W .
Also, in both models, for L ≥ 1, we have
Sn(t) ≥
(
inf
k≤L
w(k)
)∑
k≤L
Xnk (t)
≥
(
inf
k≤L
w(k)
)[∑
k≥1
Xnk (t)−
1
L+ 1
∑
k≥1
kXnk (t)
]
≥
(
inf
k≤L
w(k)
)[∑
k≥1
Xnk (t)−
c˜+ 2t
L+ 1
]
.
Since, in both models, at time n ≥ 1, the number of vertices/urns at time n equals
ncn plus the sum of n independent Bernoulli(p) variables, we have
∑
k≥1X
nm
k (t)→
c + pt a.s. Therefore, with Lˆ such that c˜/(Lˆ + 1) ≤ c/2 and 2/(Lˆ + 1) ≤ p/2, we
conclude from the above estimates that
2−1(c+ pt)
(
inf
k≤Lˆ
w(k)
)
≤ S(t) ≤ (c˜+ 2t)W .
Step 4. From the martingale decomposition (2.3), we have, for k ≥ 1, that
Xnk (t)−X
n
k (0) = M
n
k (⌊nt⌋) +
1
n
⌊nt⌋−1∑
j=0
E
[
dnk (j + 1)
∣∣Fj]+ nt− ⌊nt⌋
n
dk(⌊nt⌋+ 1)
where
Mnk (ℓ) =
1
n
ℓ−1∑
j=0
(
dnk (j + 1)− E
[
dnk (j + 1)
∣∣Fj])
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is a martingale with respect to {Fℓ : ℓ ≥ 0}, and, for the urn scheme,
E
[
dnk (j + 1)
∣∣Fj]
=
{
p− (1− p)
w(1)Xn1 (j/n)
Sn(j/n) for k = 1
(1−p)w(k−1)Xn
k−1(j/n)
Sn(j/n) −
(1−p)w(k)Xn
k
(j/n)
Sn(j/n) for k ≥ 2
and, for the graph model, after calculating with {dnk} in the Appendix,
E
[
dnk (j + 1)
∣∣Fj]
=


p− (2− p)
w(1)Xn1 (j/n)
Sn(j/n)
+ 1−pn
{
[w(1)]2Xn1 (j/n)
[Sn(j/n)]2
} for k = 1
(2−p)w(1)Xn1 (j/n)
Sn(j/n) −
(2−p)w(2)Xn2 (j/n)
Sn(j/n)
+ 1−pn
{
−2[w(1)]2Xn1 (j/n)
[Sn(j/n)]2 +
[w(2)]2Xn2 (j/n)
[Sn(j/n)]2
} for k = 2
(2−p)w(k−1)Xn
k−1(j/n)
Sn(j/n) −
(2−p)w(k)Xn
k
(j/n)
Sn(j/n)
+ 1−pn
{
[w(k−2)]2Xn
k−2(j/n)
[Sn(j/n)]2 +
−2[w(k−1)]2Xn
k−1(j/n)
[Sn(j/n)]2
+
[w(k)]2Xn
k
(j/n)
[Sn(j/n)]2
} for k ≥ 3,
Step 5. Let 〈Mnk (j)〉 be the quadratic variation of M
n
k (j). In our context, noting
|dnk (j)| ≤ 2 is bounded, we have
|〈Mnk (⌊nt⌋)〉| =
1
n2
⌊nt⌋−1∑
j=0
(
dnk (j + 1)− E[d
n
k (j + 1)|Fj]
)2
≤ Ctn−1.
Therefore, for ǫ > 0, by Burkholder-Davis-Gundy inequalities, we have
P
(
sup
s∈[0,N ]
|Mnk (⌊ns⌋)| > ǫ
)
≤
1
ǫ4
E
[
max
0≤j≤⌊nN⌋
|Mnk (j)|
4
]
≤ CE
[
〈Mnk (⌊nN⌋)〉
2
]
≤ CN2n−2.
Then, by Borel-Cantelli lemma, limn↑∞ supt∈[0,N ] |M
n
k (⌊nt⌋)| = 0 a.s.
Step 6. To obtain an integral equation, from the development in Step 4, since
Xnk (0) = c
n
k → ck by (LIM) and n
−1dk(⌊nt⌋ + 1), M
n
k (·) vanish uniformly a.s., we
need only evaluate the limit of
1
nm
⌊nmt⌋−1∑
j=0
E
[
dnmk (j + 1)
∣∣Fj] =
∫ t
0
E
[
dnmk (⌈nms⌉)
∣∣F⌊nms⌋]ds.
By Steps 2 and 3, given uniform convergence of Xnm(s)→ ϕk(s) and S
nm(s)→
S(s) for s ∈ [0, N ], and positivity of Snm(s) and S(s) for s > 0, in both models, we
have for 0 < s ≤ N ,
lim
m↑∞
E
[
dnmk (⌈nms⌉)
∣∣F⌊nms⌋]
= =
{
p0 − q0
w(1)ϕ1(s)
S(s) for k = 1
q0
S(s)
[
w(k − 1)ϕk−1(s)− w(k)ϕk(s)
]
for k ≥ 2.
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Given the pointwise bound |dnmk | ≤ 2, by dominated convergence, as nm ↑ ∞,
we conclude {ϕk : k ≥ 1} satisfies the integral equation corresponding to (2.7) with
initial condition ϕk(0) = ck for k ≥ 1.
Finally, as {ϕk(t)} is nonnegative by construction, by Theorem 2.1, we conclude
it is the unique solution to the ODEs. Moreover, under small initial configurations
ck ≡ 0, ϕk(t) = ak(p0, q0, s
∗)t for k ≥ 1. Hence, as this is the unique limit family
{ϕk : k ≥ 1} for each realization in a full probability set, the whole sequence
{Xnk : n ≥ 1} a.s. must converge uniformly to this solution for k ≥ 1. 
4. Proof of Theorem 2.1.
After several steps in the form of successive propositions, we complete the proof
Theorem 2.1 at the end of the Section. The condition (SUB) will be assumed
throughout.
As noted, in Chapter VI in [22], ‘semigroups are everywhere’, and are useful
in many applications. In this vein, our strategy is to exploit the properties of a
semigroup associated to the transformed ODEs (2.8). However, our semigroup is
neither compact nor ‘eventually’ compact (see Proposition 6.1 in the Appendix for
a proof), properties often useful in the study of population evolutions (cf. Section
VI.1 in [22] and references therein).
Also, although the transformed ODEs (2.8) do not fit into the general theoretical
framework of linear ‘Kolmogorov’ differential systems, recently considered in certain
host patch/parasite models [25], [26], [7], nevertheless one can use this framework to
show the semigroup associated to (2.8) is strongly continuous and to help estimate
its growth rate.
Moreover, we show the semigroup is positive and after a shift also ‘quasicompact’,
a statement about its ‘essential’ growth rate and one allowing certain spectral de-
compositions and asymptotic analysis (see [4] for a discussion of ‘quasicompactness’
with respect to ergodic theory). Through semigroup ‘Perron-Frobenius’ results, we
specify further the evolution in terms of a finite-dimensional motion and a part
corresponding to spectra in a left-half plane. For large initial configurations, such
a decomposition is enough to capture the asymptotic growth of the ODE solutions.
However, under small initial configurations, because of the time singularity at t =
0, identification of the solution requires more work. By a time-reversal argument,
we show the only part of the evolution, consistent with nonnegativity of the solution
and the initial condition, corresponds to motion in terms of a dominant eigenvalue-
eigenvector pair, leading to the desired characterization.
With respect to a nonnegative solution of the integral form of the nonlinear
ODEs (2.7), define for t ≥ 0 the nonnegative functions
V (t) =
∑
k≥1
ϕk(t), T (t) =
∑
k≥1
w(k)ϕk(t), and D(t) =
∑
k≥1
kϕk(t).
We now derive properties of the functions V , T and D, representing the scaled
vertices/urns, weight, and degree/size of the system respectively. Recall p0, q0 > 0.
Proposition 4.1. Suppose (SUB) holds. For t ≥ 0, T (·) is continuous. Also,
V (t) = c + p0t, D(t) ≤ c˜ + (p0 + q0)t, and in addition there is a constant C0 > 0
such that
C−10 [c+ p0t] ≤ T (t) ≤ C0[c˜+ (p0 + q0)t].
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Proof. We first consider D(t). From the ODEs (2.7), write for L ≥ 1 that
L∑
k=1
kϕk(t) =
L∑
k=1
kck +
L∑
k=1
k
(
ϕk(t)− ϕk(0)
)
(4.1)
=
L∑
k=1
kck + p0t+ q0
∫ t
0
L−1∑
k=1
w(k)ϕk(u)
T (u)
du− q0L
∫ t
0
w(L)ϕL(u)
T (u)
du.
Hence, by (LIM), dropping the last negative term, D(t) ≤ c˜+(p0+ q0)t as desired.
Considering V (t) now, write
L∑
k=1
ϕk(t) =
L∑
k=1
ck + p0t− q0
∫ t
0
w(L)ϕL(u)
T (u)
du.
Since
∫ t
0
∑
k≥1 w(k)ϕk(u)/T (u)du = t < ∞, the last integral above vanishes as
L ↑ ∞. Hence, by (LIM), V (t) = c+ p0t.
Also, the lower and upper bounds on T (t) follow from the argument as given in
Step 3 of the proof of Theorem 2.3 in Section 3. The constant C0 can be taken as
C0 = max{[(1/2) inf1≤k≤Lˆ w(k)]
−1,W} where Lˆ is the smallest integer satisfying
c˜/(Lˆ+ 1) ≤ c/2 and 2/(Lˆ+ 1) ≤ p0/2.
To show T is continuous, write
T (t)− T (s) =
L∑
k=1
w(k)
(
ϕk(t)− ϕk(s)
)
+
∑
k>L
w(k)ϕk(t)−
∑
k>L
w(k)ϕk(s).
The last two terms, for large L, are small by the inequality
∑
k≥L w(k)ϕk(u) ≤
[supj>L w(j)/j]D(u) and (SUB). Now, as {ϕk} satisfies the integral form of the
ODEs (2.7), they are continuous functions. Hence, one sees T is also continuous. 
We now analyze more carefully the time scale t = t(s) and associated system
{ψk(s) = ϕk(t(s))} mentioned above the statement of Theorem 2.1. Recall
t˙(s) = T (t) and t(0) = 1.
Since T is continuous by Proposition 4.1, a solution t = t(s) exists. Also, given the
bounds on T in Proposition 4.1, by comparison estimates, we have for s ≥ 0 that
t(0)eC
−1
0
p0s +
c
p0
[
eC
−1
0
p0s − 1
]
(4.2)
≤ t(s) ≤ t(0)eC0(p0+q0)s +
c˜
(p0 + q0)
[
eC0(p0+q0)s − 1
]
,
t(0)e−C0(p0+q0)s +
c˜
(p0 + q0)
[
e−C0(p0+q0)s − 1
]
≤ t(−s) ≤ t(0)e−C
−1
0
p0s +
c
p0
[
e−C
−1
0
p0s − 1
]
.
In addition, as T (t) > 0 for t > 0, t(s) is a strictly increasing, invertible function
of s. Then, under small initial configurations ck ≡ 0, as s ↓ −∞, we have t(s) ↓ 0.
Under large initial conditions c > 0, there is an −∞ < s0 < 0 where t(s0) = 0.
The system ψk(s) = ϕk(t(s)) for k ≥ 1 obeys the integral form of ODEs (2.8),
with boundary conditions, under small initial configurations, lims↓−∞ ψk(s) = 0
and, under large initial configurations, ψk(s0) = ck, for k ≥ 1. Also, given ϕk(·) ≥ 0,
of course, in the corresponding time-ranges ψk(·) ≥ 0 for k ≥ 1.
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With Ψ = 〈ψk : k ≥ 1〉,
Ψ˙ = AΨ (4.3)
where
A =


(p0 − q0)w(1) p0w(2) p0w(3) · · ·
q0w(1) −q0w(2) 0 · · ·
0 q0w(2) −q0w(3) · · ·
...
...
...
. . .


It will be convenient to write A = B +K where
B =


−q0w(1) 0 0 · · ·
q0w(1) −q0w(2) 0 · · ·
0 q0w(2) −q0w(3) · · ·
...
...
...
. . .


K =


p0w(1) p0w(2) p0w(3) · · ·
0 0 0 · · ·
0 0 0 · · ·
...
...
...
. . .

 .
For a vector x = 〈xk : k ≥ 1〉 where xk ∈ R, define the norm ‖x‖ =
∑
k≥1 k|xk|
and the Banach lattice (cf. Section VI.1b in [22])
Ω =
{
x = 〈xk : k ≥ 1〉 : ‖x‖ <∞
}
.
Let ℓc be the space of compactly supported vectors, and note ℓc ⊂ Ω. The
operators A, B and K are well-defined on ℓc. Moreover, Aℓc ⊂ ℓc, Bℓc ⊂ ℓc and
Kℓc ⊂ ℓc, and hence A,B,K are densely defined.
Moreover, K : Ω → Ω is a bounded operator: As w(k) ≤ Wk for k ≥ 1 (SUB),
the bound ‖K‖ ≤ p0W may be computed. Also, since K is a bounded, rank 1
operator on Ω, K is in addition compact.
The operator B with domain ℓc is closable: Indeed, let {x
n} ⊂ ℓc so that x
n → 0
and Bxn → y in Ω. Since every row in B is in ℓc, we have (Bx
n)k → 0 for
k ≥ 1. Since projections πk : Ω → R where πk(x) = xk is continuous, we have
πk(Bx
n)→ πk(y) = 0 for k ≥ 1. Hence, y = 0.
As a consequence, (A, ℓc) is closable. We will denote the closures of A and B by
the same names as it will not cause confusion in what follows.
Now, we observe the ODEs associated to B, ζ˙ = Bζ, fall into the frame-
work of the ‘Kolmogorov’ differential equations considered in [26]. Indeed, given
supk w(k)/k ≤ W , in the notation of [26], with αk,k = −q0w(k + 1), αk+1,k =
q0w(k + 1) for k ≥ 0, αj,k = 0 otherwise, α
⋄ = supk
∑∞
j=0 αj,k = 0, c0 = 2q0W ,
c1 = 2q0W , ǫ = 1 and ω = c1∨(α
⋄+c0) = c0, one inspects
∑∞
j=1 jαj,k = q0w(k+1),
and the B-ODE system satisfies Assumptions 1, 2 in [26]. We note the full state-
ment of (SUB) is not used in this verification.
Proposition 4.2. Both A and B generate strongly continuous semigroups Pt, P
B
t :
Ω→ Ω with bounds ‖Pt‖ ≤ e
(2q0W+‖K‖)t and ‖PBt ‖ ≤ e
2q0Wt for t ≥ 0 respectively.
Proof. By Theorem 2 in [26] there is a strongly continuous semigroup PBt : Ω→ Ω,
generated by the part of B restricted to domain D(B) = {x ∈ Ω :
∑
k w(k)|xk| <
∞, Bx ∈ Ω}, with bound ‖PBt ‖ ≤ e
ωt.
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Moreover, by the perturbation Theorem III.1.3 in [22], as K is bounded, A =
B + K with domain D(A) = D(B) generates a strongly continuous semigroup
Pt : Ω→ Ω with bound ‖Pt‖ ≤ e
(ω+‖K‖)t. 
Recall that a strongly continuous semigroup PEt : Ω→ Ω is positive if (P
E
t x)k ≥
0 for k ≥ 1 when x ∈ Ω and xk ≥ 0 for all k ≥ 1 (cf. Section VI.1b in [22]).
Below, in Proposition 4.3, we show the semigroups generated by B and A are
positive. In passing, we remark in fact Pt, although not P
B
t , is irreducible, that is
[(λI − A)−1x]k > 0 for k ≥ 1 when xk ≥ 0 for all k ≥ 1 but x 6= 0 (cf. Section
VI.1b in [22]). Indeed, from the ODEs (4.3) and a calculation left to the reader,
(Psx)k = ψk(s) > 0 for k ≥ 1 and s > 0. Then, (λI − A)
−1x =
∫∞
0 e
−λsPsxds is
composed of positive entries. We will not need this stronger result in the following.
Proposition 4.3. The semigroups Pt and P
B
t are both positive.
Proof. We show Pt is positive; the same argument also proves P
B
t is positve. Since
ℓc is a core of A, we can calculate Ptx for x ∈ ℓc such that xk ≥ 0 for k ≥ 1 by
the equation (d/dt)Ptx = APtx, in other words ODEs (4.3), and initial condition
P0x = x (cf. Lemma II.1.3 in [22]). As q0 > 0, all off-diagonal entries in A are
nonnegative. Hence, inspection of these ODEs reveals that Ptx ≥ 0. Now, for
x ∈ Ω and xk ≥ 0 for k ≥ 1, take xn ∈ ℓc so that (xn)k ≥ 0 for k ≥ 1 and xn → x
in Ω. Since, for fixed t ≥ 0, Pt is bounded (cf. Proposition 4.2), Ptxn → Ptx in Ω.
Hence, Ptx ≥ 0. 
The growth rate w0(E) of a semigroup P
E
t is w0(E) = limt↑∞ t
−1 log ‖PEt ‖
(cf. Proposition IV.2.2 in [22]). Also, the essential growth rate wess(E) of P
E
t is
wess(E) = limt↑∞ t
−1 log ‖PEt ‖ess where ‖P
E
t ‖ess = inf{‖P
E
t −M‖ : M compact}
(cf. Proposition IV.2.10 in [22]). In particular, inputting M ≡ 0, we obtain
wess(E) ≤ w0(E).
Proposition 4.4. We have that w0(B) ≤ 0.
Proof. Again, since the B-ODEs satisfy Assumptions 1,2 in [26], by Theorem 4 in
[26], we have
w0(B) ≤ α
⋄ ∨ lim sup
k→∞
∞∑
j=1
jαj,k/k = 0,
recalling α⋄ = 0 and lim supk↑∞
∑∞
j=1 jαj,k/k = limk↑∞ q0w(k + 1)/k = 0. 
We now show for all small ε > 0 that e−εtPt is a quasi-compact semigroup,
that is the essential growth rate wess(A − εI) < 0. This is one characterization of
being ‘quasicompact’ (cf. Proposition V.3.5 in [22]). Such semigroups have nice
representations which we will leverage later on.
Proposition 4.5. For all small ε > 0, the semigroup e−εtPt is quasi-compact.
Proof. We will show that e−εtPBt , the semigroup generated by B − εI, is quasi-
compact. Then, by the perturbation result Proposition V.3.6 in [22], as K is a
compact operator, e−εtPt the semigroup generated by A− εI = B +K − εI is also
quasi-compact.
As stated in Proposition V.3.5 in [22], for a strongly continuous semigroup,
quasi-compactness is equivalent to the essential growth rate of the semigroup being
strictly negative. We will apply this characterization to B − εI. Since w0(B) ≤ 0
by Proposition 4.4, we have wess(B − εI) ≤ w0(B − εI) = w0(B)− ε < 0. 
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Now, by the quasi-compact semigroup representation Theorem V.3.7 in [22] ap-
plied to e−εtPt for ε > 0, there are only a finite number m of spectral values z, if
any, of A − ε, and each of these is a pole of the resolvent R(·, A − ε) with finite
algebraic multiplicity. Moreover, when m ≥ 1, we may write for t ≥ 0 that
e−εtPt =
m∑
r=1
Ur(t) +R(t). (4.4)
Here, with respect to the rth pole λr with multiplicity kr and spectral projection
Qr (cf. Proposition IV.1.16 in [22]),
Ur(t) = e
λrt
kr−1∑
j=0
tj
j!
(A− (ε+ λr)I)
jQr.
Also, Theorem V.3.7 in [22] states ‖R(t)‖ ≤Me−βt for some β > 0 and M ≥ 1.
In effect, e−εtPt acts as a finite-dimensional operator on Range(Qr) and leaves
it invariant for 1 ≤ r ≤ m. In particular, e−εtPt and {Qr} commute and
e−εtPtQr = Ur(t) and Rt = e
−εtPt
[
I −
m∑
r=1
Qr
]
. (4.5)
Let now σ(E) be the spectrum of a generator E on Ω. The largest real part of
the spectrum is denoted s(E) = sup{Re(λ) : λ ∈ σ(E)}.
To make use of this representation, we now examine the spectrum of A in a right
half plane. A goal in the next propositions is to show that s(A) is positive and a
simple eigenvalue. Also, we derive the form of its eigenvector.
Proposition 4.6. The generator A has only one real eigenvalue in the strict right
half-plane {z ∈ C : Re(z) > 0}, and it has an eigenvector with all positive entries.
As a consequence, s(A) > 0.
Proof. We solve Ax = λx for λ > 0. We have
λx1 = (p0 − q0)x1 + p0
∑
k≥2
w(k)xk
λxk = q0
{
w(k − 1)xk−1 − w(k)xk
}
for k ≥ 2.
This gives, for k ≥ 2,
xk = x1
k∏
r=2
q0w(r − 1)
λ+ q0w(r)
, (4.6)
the same equations for ak(p0, q0, λ) (cf. (2.5)).
In particular, by (SUB), a calculation shows that x ∈ Ω, and
∑
k≥2
w(k)xk = x1w(1)
∑
k≥2
k∏
r=2
q0w(r)
λ+ q0w(r)
converges for λ > 0. Hence, plugging into the equation involving x1 above,
λ = p0 − q0 + p0w(1)
∑
k≥2
k∏
r=2
q0w(r)
λ+ q0w(r)
. (4.7)
The left side of the equation (4.7) is strictly increasing in λ, whereas the right-side
is strictly decreasing in λ. Also, the right-side of (4.7) diverges to infinity as λ ↓ 0.
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We conclude therefore there is exactly one λ > 0 which satisfies (4.7). This λ is the
desired unique real eigenvalue, with positive eigenvector x when x1 > 0. 
Proposition 4.7. For 0 ≤ ε < s(A), s(A − εI) > 0 is the only real eigenvalue of
A − εI in the strict right-half plane {z ∈ C : Re(z) > 0}. All other eigenvalues λ
of A− εI, if they exist, satisfy Re(λ) < s(A− εI).
Proof. First, for ε > 0, as e−εtPt is quasi-compact (Proposition 4.5), as noted
above there are only a finite number of spectral values of A − εI in the right
half-plane {z ∈ C : Re(z) ≥ 0}, and these are all eigenvalues. In particular,
there are only a finite number of spectral values/eigenvalues of A in the half-plane
{z ∈ C : Re(z) ≥ ε}.
Then, as s(A) > 0 (Proposition 4.6), and by positivity of Pt (Proposition 4.3)
and the ‘Perron-Frobenius’ type Theorem VI.1.10 in [22], s(A) is an eigenvalue of A
and, by Proposition 4.6, the only real one in the strict right-half plane. Moreover,
with ε = s(A)/2, as there are only a finite number of eigenvalues z of A with real
part Re(z) ≥ s(A)/2, by another ‘Perron-Frobenius’ type Theorem VI.1.12(i) in
[22], the boundary spectrum of A must be a singleton. Hence, any other eigenvalue
z of A satisfies Re(z) < s(A).
Then, for all 0 ≤ ε < s(A), s(A − εI) = s(A) − ε is the only real eigenvalue of
A−εI in the strict right half-plane, and all other eigenvalues have real part strictly
less than s(A− εI). 
Define now the dual space
Ω′ =
{
z : There exists C such that |zk| ≤ Ck for all k ≥ 1
}
and ‖z‖Ω′ is the smallest such constant C. It will be helpful now to find an eigen-
vector of
A∗ =


(p0 − q0)w(1) q0w(1) 0 0 · · ·
p0w(2) −q0w(2) q0w(2) 0 · · ·
p0w(3) 0 −q0w(3) q0w(3) · · ·
...
...
...
... · · ·


with positive entries.
Proposition 4.8. There exists an eigenvector x∗ ∈ Ω′ of A∗, with all entries
positive, corresponding to a real eigenvalue λ∗ > 0. Moreover, λ∗ can be taken
λ∗ = s∗ where we recall s∗ solves 1 = Fp0,q0(s
∗) (cf. (2.2)).
Proof. For a possible eigenpair x∗, λ∗, we obtain equations
x∗1 =
q0w(1)x
∗
2
λ∗ + q0w(1)
+
p0w(1)x
∗
1
λ∗ + q0w(1)
(4.8)
x∗k =
q0w(k)x
∗
k+1
λ∗ + q0w(k)
+
p0w(k)x
∗
1
λ∗ + q0w(k)
for k ≥ 2.
Note, by (SUB), the sum
∑
k≥2
p0w(k)
λ∗ + q0w(k)
k−1∏
r=1
q0w(r)
λ∗ + q0w(r)
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converges for each λ∗ > 0. Also, consider the equation
1 =
∑
k≥2
p0w(k)
λ∗ + q0w(k)
k−1∏
r=1
q0w(r)
λ∗ + q0w(r)
+
p0w(1)
λ∗ + q0w(1)
, (4.9)
which is the same as 1 = Fp0,q0(λ
∗) and identifies, as concluded in (2.2), λ∗ = s∗.
Iterating (4.8), we may solve
x∗1 = lim
N↑∞
x∗N+1
N∏
r=1
q0w(k)
λ+ q0w(k)
+x∗1
∑
k≥2
p0w(k)
λ+ q0w(k)
k−1∏
r=1
q0w(r)
λ+ q0w(r)
+ x∗1
p0w(1)
λ+ q0w(1)
.
With λ∗ = s∗, necessarily, noting (4.9), limN↑∞ x
∗
N+1
∏N
r=1
q0w(k)
λ∗+q0w(k)
= 0.
In this case, for j ≥ 2, with convention
∏j
r=j+1 · = 1,
x∗j = x
∗
1
∑
k≥j
p0w(k + 1)
λ+ q0w(k + 1)
k∏
r=j
q0w(r)
λ+ q0w(r)
+ x∗1
p0w(j)
λ+ q0w(j)
=
x∗1w(j)
λ+ q0w(j)
[∑
k≥j
p0w(k + 1)
λ+ q0w(k + 1)
k∏
r=j+1
q0w(r)
λ+ q0w(r)
+ p0
]
.
Again, by (SUB), one sees that |x∗j | ≤ Cj for a uniform constant C for j ≥ 1. In
particular, the eigenvector x∗ ∈ Ω′ and if x∗1 > 0, x
∗
j > 0 for j ≥ 2. 
Proposition 4.9. The eigenvalue s(A) of A is simple and moreover λ∗ = s(A).
Also, x∗ ⊥ w for any (generalized) eigenvector w of A other than the one with
eigenvalue s(A).
Proof. Consider the eigenvector x∗ with eigenvalue λ∗ in Proposition 4.8 consist-
ing of all positive entries when say x∗1 = 1. Then, with respect to the positive
eigenvector x with eigenvalue s(A) of A in Proposition 4.7, we note 〈x∗, Ax〉 =
s(A)〈x∗, x〉 = λ∗〈x∗, x〉. Since 〈x∗, x〉 > 0, λ∗ = s(A).
Moreover, suppose there exists a generalized eigenvector w where (A−s(A)I)w =
cx for some c 6= 0. Then, λ∗〈x∗, w〉 = 〈x∗, Aw〉 = 〈x∗, s(A)w〉 + c〈x∗, x〉. Since
λ∗ = s(A) and 〈x∗, x〉 > 0, we must have c = 0 which is a contradiction. Hence,
s(A) is a simple eigenvalue of A.
Finally, for any eigenvector w of A with eigenvalue λw 6= s(A), s(A)〈x
∗, w〉 =
〈x∗, Aw〉 = λw〈x
∗, w〉. Since λw 6= s(A), we have x
∗ ⊥ w. If w′ is a generalized
eigenvector corresponding to eigenvalue λw, (A − λw)
kw′ = cw for some power k
and constant c. Then, (s(A) − λw)
k〈x∗, w′〉 = 〈(A∗ − λw)
kx∗, w′〉 = c〈x∗, w〉 = 0.
Again, as λw 6= s(A), x
∗ ⊥ w′. 
Consider now, under small initial configurations, the global trajectory ψ(s) =
〈ψk(s) : k ≥ 1〉 satisfying the ODEs (4.3) such that ψ(0) = φ(1) and lims↓−∞ ψ(s) =
0. To characterize ψ(s), we will need the following estimate.
Lemma 4.10. Under small initial configurations, for s < 0,
Y (s) := ‖ψ(s)‖ ≤ (p0 + q0)e
C−1
0
s
where C0 is the constant in Lemma 4.1.
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Proof. From (4.2), applied to small initial configurations (c = 0), noting t(0) = 1,
we have t(s) ≤ eC
−1
0
s. Also, note that D(u) ≤ (p0 + q0)u for u ≥ 0. Then,
Y (s) =
∑
k kψk(s) =
∑
k kϕk(t(s)) = D(t(s)) ≤ (p0+ q0)t(s) ≤ (p0+ q0)e
C−1
0
s. 
Proposition 4.11. With respect to small initial configurations, we identify ψ(s) =
es(A)sψ(0) for all s ∈ R where ψ(0) is an eigenvector of A with eigenvalue s(A).
Proof. The argument proceeds in steps.
Step 1. Let 0 < ε < C−10 /2 where C0 is the constant in Proposition 4.1. Recall
the quasi-compact representation of e−εtPt in (4.4). For u ∈ R, define ξ(u) by the
equation
e−εuψ(u) = e−εu
m∑
r=1
Qrψ(u) + ξ(u). (4.10)
Then, for t ≥ 0 and s ∈ R, on the one hand,
e−ε(s+t)ψ(s+ t) = e−ε(s+t)
m∑
r=1
Qrψ(s+ t) + ξ(s+ t). (4.11)
On the other hand, as Rt = e
−εtPt[I −
∑m
r=1Qr] (cf. (4.5)),
e−ε(s+t)ψ(s+ t) = e−εtPt
(
e−εsψ(s)
)
= e−εtPt
[ m∑
r=1
Qr
](
e−εsψ(s)
)
+Rt
(
e−εsψ(s)
)
.
Since Rt
(
e−εsψ(s)
)
= Rtξ(s), and e
−εtPt and {Qr} commute,
e−ε(s+t)ψ(s+ t) = e−ε(s+t)
m∑
r=1
Qrψ(s+ t) +Rtξ(s). (4.12)
Hence, combining (4.11) and (4.12), we have ξ(s+ t) = Rtξ(s), and with the bound
on Rt after (4.4),
‖ξ(s+ t)‖ ≤ ‖R(t)‖‖ξ(s)‖ ≤ Me−βt‖ξ(s)‖.
Step 2. We now argue that ξ(u) = 0 for all u ∈ R. First, for s < 0, from Lemma
4.10 and ε < C−10 /2,
‖e−εsψ(s)‖ = e−εsY (s) ≤ (p0 + q0)e
(C−1
0
−ε)s ≤ (p0 + q0)e
(C−1
0
/2)s. (4.13)
Second, from its finite-dimensional form, the operator e−εtPt|Range(Qr) is invert-
ible for t ≥ 0. Denote the inverse on the range of Qr as
eεtP−t|Range(Qr) = e
−λrt
kr−1∑
j=0
((−t)j/j!)(A− (ε+ λr)I)
jQr =: Ur(−t)
where Ur is extended to R−. Then, for s < 0, we have
eεsP−s
m∑
r=1
Qr
(
e−εsψ(s)
)
=
m∑
r=1
Qr
(
P−sψ(s)
)
=
m∑
r=1
Qrψ(0).
Hence, after inverting,
e−εs
m∑
r=1
Qrψ(s) =
m∑
r=1
Ur(s)ψ(0). (4.14)
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Third, with respect to a constant C = C({λr}, {kr}, ϕ(1)), for s < 0, from (4.10)
and (4.14), and bound (4.13) and λr ≥ 0 for 1 ≤ r ≤ m,
‖ξ(s)‖ ≤ ‖e−εsψ(s)‖ +
∥∥ m∑
r=1
Ur(s)ψ(0)
∥∥
≤ (p0 + q0) + C|s|
max1≤r≤m kr−1
As a consequence, for fixed u = s+ t where s < 0 and t > 0, as t ↑ ∞, we have
‖ξ(u)‖ = ‖ξ(s+ t)‖ ≤ Me−βt
[
(p0 + q0) + C|u− t|
max kr−1
]
→ 0.
Therefore, in equation (4.10), e−εsψ(u) =
∑m
r=1Ur(u)ψ(0) for all u ∈ R.
Step 3. Recall ψ(·) is assumed nonnegative. We now show that ψ(u) = es(A)uψ(0)
for all u ∈ R where λ = s(A) is the simple eigenvalue of A with largest real part.
We will also conclude ψ(0) is an eigenvector corresponding to s(A).
Indeed, the eigenvalue λr with largest real part is of form s(A) − ε > 0 with a
corresponding eigenvector x with all positive entries (cf. Proposition 4.6). Recall x∗
the positive eigenvector of A∗ with eigenvalue λ∗ = s(A) and that all (generalized)
eigenvectors xr of A− εI corresponding to λr 6= s(A)− ε are orthogonal to x
∗ (cf.
Propositions 4.7, 4.8, 4.9).
Let {λr : r ∈ Iα} be those eigenvalues with the same real part Re(λr) = α, and
Iα the corresponding index set. For 0 ≤ j ≤ max1≤r≤m kr − 1, consider the sum
A(α, j, s) :=
∑
r∈Iα
eλrs(sj/j!)(A− (ε+ λr)I)
jQrψ(0)
= esα
sj
j!
∑
r∈Iα
eisIm(λr)((A− (ε+ λr)I)
jQrψ(0).
There are a finite number of nontrivial sums indexed by α, j. Let α¯ be the minimum
real part of the eigenvalues {λr} and suppose α¯ 6= s(A), the largest real part. Let
jˆ be the maximum of kr − 1 among the eigenvalues λr with real part α¯.
Suppose A(α¯, jˆ, s) 6= 0 for some s ∈ R. We claim we can find integers {kr,ℓ :
r ∈ Iα} and nℓ ≥ 1 where limℓ↑∞ nℓ = ∞ and maxr∈Ir |nℓIm(λr)/(2π) − kr,ℓ| ≤
n
−1/|Iα|
ℓ for ℓ ≥ 1: Indeed, if {Im(λr) : r ∈ Iα} are all rational, this is the case; if
one of {Im(λr) : r ∈ Iα} is irrational, then Dirichlet’s simulataneous Diophantine
approximation theorem, Corollary II.1B in [39], implies the claim.
Then, at times uℓ = s − nℓ for ℓ ≥ 1, the sum (e
uℓα¯uℓ
jˆ/jˆ!)−1A(α¯, jˆ, uℓ) well
approximates (esα¯sjˆ jˆ!)−1A(α¯, jˆ, s) in Ω, and the absolute value |A(α¯, jˆ, uℓ)| domi-
nates the magnitudes of all the other sums A(α, j, uℓ) for (α, j) 6= (α¯, jˆ) as ℓ ↑ ∞.
Therefore,
eεuℓψk(uℓ) =
[ m∑
r=1
Ur(uℓ)ψ(0)
]
k
∼ A(α¯, jˆ, uℓ)k
for |uℓ| large with respect to components k of A(α¯, jˆ, uℓ) which are nonzero. Given
x∗ ⊥ xr for any generalized eigenvector xr of λr, r ∈ Iα¯, and e
εuℓψ(uℓ) is real, there
must be a component of A(α¯, jˆ, uℓ) which is also real and strictly negative. This
contradicts the nonnegativity of eεuℓψ(uℓ). Therefore, A(α¯, jˆ, s) = 0 for s ∈ R.
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Similarly, considering the remaining finite number of sums A(α, j, u), strictly
ordered according to their growth as u ↓ −∞, we conclude A(α, j, s) = 0 when
α < s(A) for s ∈ R.
Then, for u ∈ R,
∑
r:λr 6=s(A)
Ur(u)x0 = 0 and so ψ(s) = e
s(A)uQψ(0) where Q
is projection onto the eigenvector x of λ = s(A) (cf. (4.6)). Finally, ψ(0) is also a
corresponding eigenvector since ψ(0) = Qψ(0). 
We now identify, under small initial configurations, the ‘time-change’ t = t(s)’
given in the beginning of the Section.
Lemma 4.12. With respect to small initial configurations, we have t(u) = es(A)u
for u ∈ R and T (t) = s(A)t for t ≥ 0.
Proof. Since ψ(u) = es(A)uψ(0) from Proposition 4.11, and ψ(u) = ϕ(t(u)), we
have from Lemma 4.1 that
p0t(u) =
∑
k
ϕk(t(u)) = e
s(A)u
∑
k
ψk(0).
Since t(0) = 1, we have
∑
k ψk(0) = p0. This shows t(u) = e
s(A)u for u ∈ R. Next,
as s(A)t(u) = t˙(u) = T (t(u)), and t = t(u) is onto R, T (t) = s(A)t for t ≥ 0. 
Proof of Theorem 2.1. First, consider large initial configurations and recall
the time s0 defined after (4.2) so that t(s0) = 0, and ψ(s0)k = ck for k ≥ 1.
Then, ψ(s+ s0) = Psψ(s0) for s ≥ 0 and
∑
k≥1 ψk(s + s0) =
∑
k≥1 ϕ(t(s + s0)) =
p0t(s + s0) + c. In particular, t(·) is uniquely specified in terms of {ψk(·)} and c.
Hence, {ϕk(u) = ψk(t
−1(u)) : u ≥ 0} is uniquely determined.
Moreover, for ε > 0 small and s > 0, as e−εsPs satisfies representation (4.4),
and the dominant eigenvalue s(A) − ε > 0 is simple (Proposition 4.9), we have
e−s(A)sψ(s) = e−(s(A)−ε)se−εsPsψ(0) converges in Ω to an eigenvector v with eigen-
value s(A) of A as s ↑ ∞ (cf. discussion before Corollary V.3.3 in [22]). Then,
p0 +
c
t(s)
=
1
t(s)
∑
k≥1
ϕk(t(s)) =
es(A)s
t(s)
· e−s(A)s
∑
k≥1
ψk(s).
Taking s ↑ ∞, as t(s) ↑ ∞ from (4.2), we conclude p0 = z
∑
k≥1 vk where z =
lims↑∞ e
s(A)s/t(s), which necessarily converges. By the eigenvector formula (4.6)
which {ak(p0, q0, s
∗)} satisfies, fact s(A) = s∗ (Proposition 4.9), and equality∑
k≥1 ak(p0, q0, s
∗) = p0 (cf. (2.6)), we identify zvk = ak(p0, q0, s
∗) for k ≥ 1.
Hence, for k ≥ 1,
ϕk(s)/s = [e
s(A)t−1(s)/s][e−s(A)t
−1(s)ψk(t
−1(s))] → zvk = ak(p0, q0, s
∗).
Now, consider small initial configurations. By Lemma 4.12, t(s) = es(A)s is
identified and therefore {ϕk(u) = ψk(t
−1(u))} is as well uniquely found. However,
since {ak(p0, q0, s
∗)} satisfies (2.5), we conclude {ak(p0, q0, s
∗)t} solves ODEs (2.7)
with c = 0. Hence, in this case, ϕk(t) = ak(p0, q0, s
∗)t for k ≥ 1. 
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5. Appendix: dk(j + 1) in the graph model
As mentioned, formation of loops need to be considered. For k ≥ 3,
dk(j+1) =


2 with prob. (1 − p)
[w(k−1)Zk−1(j)
S(j)
]2
−(1− p)
[w(k−1)]2Zk−1(j)
[S(j)]2
1 with prob. pw(k−1)Zk−1(j)S(j)
+(1− p)
[w(k−2)]2Zk−2(j)
[S(j)]2
+2(1− p)
w(k−1)Zk−1(j)
S(j)
[
1−
w(k−1)Zk−1(j)
S(j) −
w(k)Zk(j)
S(j)
]
0 with prob. p
[
1− w(k−1)Zk−1(j)S(j) −
w(k)Zk(j)
S(j)
]
+(1− p) [w(k−1)]
2Zk−1(j)
[S(j)]2
+2(1− p)
w(k−1)Zk−1(j)
S(j)
w(k)Zk(j)
S(j)
+(1− p)
[
1− w(k−1)Zk−1(j)S(j) −
w(k)Zk(j)
S(j)
]2
−(1− p)
[w(k−2)]2Zk−2(j)
[S(j)]2
−1 with prob. pw(k)Zk(j)S(j)
+(1− p) [w(k)]
2Zk(j)
[S(j)]2
+2(1− p)w(k)Zk(j)S(j)
[
1− w(k−1)Zk−1(j)S(j) −
w(k)Zk(j)
S(j)
]
−2 with prob. (1 − p)
[w(k)Zk(j)
S(j)
]2
−(1− p) [w(k)]
2Zk(j)
[S(j)]2 .
d1(j + 1) =


1 with prob. p
[
1− w(1)Z1(j)S(j)
]
0 with prob. pw(1)Z1(j)S(j) + (1− p)
[
1− w(1)Z1(j)S(j)
]2
−1 with prob. 2(1− p)w(1)Z1(j)S(j)
[
1− w(1)Z1(j)S(j)
]
+(1− p) [w(1)]
2Z1(j)
[S(j)]2
−2 with prob. (1− p)
[w(1)Z1(j)
S(j)
]2
−(1− p) [w(1)]
2Z1(j)
[S(j)]2 .
d2(j + 1) =


2 with prob. (1− p)
[w(1)Z1(j)
S(j)
]2
−(1− p) [w(1)]
2Z1(j)
[S(j)]2
1 with prob. pw(1)Z1(j)S(j)
+2(1− p)w(1)Z1(j)S(j)
[
1− w(1)Z1(j)S(j) −
w(2)Z2(j)
S(j)
]
0 with prob. p
[
1− w(1)Z1(j)S(j) −
w(2)Z2(j)
S(j)
]
+(1− p) [w(1)]
2Z1(j)
[S(j)]2
+2(1− p)w(1)Z1(j)S(j)
w(2)Z2(j)
S(j)
+(1− p)
[
1− w(1)Z1(j)S(j) −
w(2)Z2(j)
S(j)
]2
−1 with prob. pw(2)Z2(j)S(j)
+(1− p) [w(2)]
2Z2(j)
[S(j)]2
+2(1− p)w(2)Z2(j)S(j)
[
1− w(1)Z1(j)S(j) −
w(2)Z2(j)
S(j)
]
−2 with prob. (1− p)
[w(2)Z2(j)
S(j)
]2
−(1− p) [w(2)]
2Z2(j)
[S(j)]2 .
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6. Appendix: Non-compactness of semigroups
Proposition 6.1. The semigroups Pt and P
B
t are not compact for any t ≥ 0.
Proof. For x ∈ Ω, let ζ(t;x) = PBt x. From the form of B (cf. after (2.8)), we
observe that
L∑
k=1
kζk(t;x) =
L∑
k=1
kζk(0;x) + q0
∫ t
0
L−1∑
k=1
w(k)ζk(s;x)ds
−q0Lw(L)
∫ t
0
ζL(s;x)ds (6.1)
when x ∈ ℓc (cf. proof of Proposition 4.1).
Fix now x ∈ ℓc positive. Since P
B
t is positive (Proposition 4.3), we have ζk(·;x) ≥
0 for k ≥ 1 and
∑L
k=1 kζk(t;x) ≤
∑L
k=1 kζk(0;x)+Wq0
∫ t
0
∑L
k=1 kζk(s;x)ds. There-
fore, the upper bound
∑
k≥1 kζk(t;x) ≤ e
Wq0t
∑
k≥1 kζk(0;x).
We now derive a lower bound. In (6.1), by the upper bound, limits of all
terms as L ↑ ∞ converge. In particular, by positivity,
∑
k≥1 w(k)
∫ t
0 ζk(s;x)ds =∫ t
0
∑
k≥1 w(k)ζk(s;x)ds <∞, and so the limit limL Lw(L)
∫ t
0 ζL(s;x)ds = 0. There-
fore, from (6.1) and positivity, we get
∑
k≥1 kζk(t;x) ≥
∑
k≥1 kζk(0;x) = ‖x‖.
Let now t ≥ 0 be fixed. For n ≥ 1, let xn ∈ ℓc where x
n
n = n
−1 and xnk = 0 for
k 6= n. This sequence is bounded in Ω: ‖xn‖ =
∑
k≥1 k|x
n
k | = 1.
Then, starting from n = 1, let L1 be an index so that
∑
k>L1 kζk(t;x
1) ≤ 1/2.
For n ≥ 1, define Ln+1 > Ln as an index where
∑
k>Ln+1 kζk(t;x
n+1) ≤ 1/2.
We now show ‖PBt x
n − PBt x
m‖ ≥ 1 for all 1 ≤ m < n. By the form of B, there
is no flow ‘backwards’, that is ζk(t;x
n) ≡ 0 for k < n. Write
∑
k≥1 k|ζk(t;x
m) −
ζk(t;x
n)| ≥
∑
k≤Lm k|ζk(t;x
m) − ζk(t;x
n)| =
∑
k≤Lm kζk(t;x
m) ≥ ‖xm‖ − 1/2 =
1/2. Hence, PBt cannot be a compact operator for any t ≥ 0.
Similarly, Pt cannot be compact for any t ≥ 0: Suppose Pt0 is compact. Then,
as Pu is bounded for each u ≥ 0, Pt0+u is compact for u ≥ 0. Because K is compact
and B = A−K, by say the perturbation result Theorem III.1.14(i) in [22], PBt1 for
some t1 ≥ 0 would also be compact, a contradiction. 
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