Abstract Multisets generalize sets by allowing elements to have repetitions. In this paper, we study from a formal perspective representations of multiset variables, and the consistency and propagation of constraints involving multiset variables. These help us model problems more naturally and can, for example, prevent introducing unnecessary symmetries into a model. We identify a number of different representations for multiset variables, compare them in terms of effectiveness and efficiency, and propose inference rules to enforce bounds consistency for the representations. In addition, we propose to exploit the variety of a multiset-the number of distinct elements in it-to improve modeling expressiveness and further enhance constraint propagation. We derive a number of inference rules involving the varieties of multiset variables. The rules interact varieties with the traditional components of multiset variables (such as cardinalities) to obtain stronger propagation. We also demonstrate how to apply the rules to perform variety reasoning on some common multiset constraints. Experimental results show that performing variety reasoning on top of cardinality reasoning can effectively reduce more search space and achieve better runtime in solving some multiset CSPs.
Introduction
Many combinatorial design problems can be modeled as constraint satisfaction problems (CSPs) [16] using set variables, which take collections of distinct elements as their values. The domain of a set variable is typically represented by its set upper and lower bounds, and propagated by enforcing set bounds consistency [8] together with cardinality reasoning [1, 2] . Utilizing also the cardinality information of a set variable during propagation allows for more prunings than using set bounds propagation alone, and further reduces the search space.
Set variables have been incorporated into most of the major constraint solvers (see, for example, Conjunto [7] , ILOG [11] , and Mozart [18] ). Similar to sets, multisets are also unordered collections of items but allow repetitions of elements. Given the success of set variables and constraints in providing more natural and efficient models to many problems and avoiding unnecessary symmetries in the models, it is surprising to find little work on multiset constraint solving. Whilst multiset variables are supported in a few solvers (for example, ILOG's configurator supports multiset variables), there has been little work from a more theoretical perspective on propagating such variables. The aim of this paper is to rectify this imbalance, to study formal notions of consistency and propagation for multiset variables, and to discuss how they can be implemented. Many problems naturally involve multisets. Consider the template design problem (prob002 in CSPLib [6] ) in which we assign designs to printing templates. As each template contains a fixed number of slots, we can model this problem with an integer variable for each slot, whose value is the design in this slot. However, this model introduces unnecessary symmetries as the slots are indistinguishable. Since a design can appear multiple times in one template, a more natural model is to use a multiset variable for each template to avoid the symmetries. The domain of each variable is the set of all possible multisets of designs that can be assigned to the template. This paper combines and extends the work of Walsh [22] and Law et al. [15] . We first introduce three different representations, namely bounds, occurrence, and fixed cardinality representations [22] , for multiset variables and compare the tightness of bounds among the representations. In a CSP model, the constraints often have a mixture of multiset, set, and/or integer variables. We propose various simple inference rules which enforce bounds consistency for constraints involving these kinds of variables. We also consider the variety of a multiset variable, which is the number of distinct elements [15] . Based on the occurrence representation, we further propose a hybrid representation [15] for multiset variables by incorporating a cardinality variable as well as a variety variable. The cardinality of a set reveals the total number of elements in it. Incorporating a cardinality variable to a set variable [1, 2] enjoys success in enhancing propagation for set constraints. We hope to benefit from incorporating cardinality and variety variables to multiset variables as well. Our hybrid representation not only allows us to express certain problem constraints much more easily (i.e., better modeling expressiveness), but also increases the opportunities to infer more domain prunings for better solving efficiency. We derive a number of inference rules involving the varieties of multiset variables and show how the traditional components of multiset variables (such as cardinalities) interact with the varieties to achieve stronger constraint propagation. We also apply our rules to perform variety reasoning on some common multiset constraints. Experimental results confirm that performing variety reasoning on top of cardinality reasoning can further reduce the search space and give a better runtime in solving CSPs involving multiset variables.
The rest of the paper is organized as follows. Section 2 describes set variables and how set constraints can be used in modeling combinatorial problems. Section 3 presents a number of multiset representations, some common multiset constraints, and the local consistency for constraint propagation. Section 4 focuses on how cardinality reasoning helps to improve expressivity and constraint propagation in multiset constraints. Section 5 introduces the variety information in multiset variables and shows how inferences using variety, together with cardinality, can achieve stronger constraint propagation. Section 6 presents the experimental results on some multiset problems. Section 7 summarizes the contributions of this paper and sheds light on possible directions of future research.
Set variables and constraint propagation
In this section, we define constraint satisfaction problems (CSPs) formally. Since our work on multiset variables is directly related to that of set variables, it is also useful to review the relevant definitions and concepts.
Constraint satisfaction problems
A constraint satisfaction problem (CSP) is a triple P = (X , D, C), where X = {x 1 , . . . , x n } is a finite set of variables, D = {D x1 , . . . , D xn } is a set of finite domains of possible values for each variable, and C is a set of constraints. Each constraint involves a subset of variables in X , limiting the combination of values that the variables in the subset can take. An assignment x i → a in P is a mapping from variable x i to value a ∈ D xi . A solution of P is a set of assignments of all variables in P that satisfies all the constraints in C.
Set constraint satisfaction
A set is an unordered collection of elements without repetitions. The cardinality of a set S is the number of elements in S, denoted as |S|. Given a universe U of integers {1, . . . , n}, a set variable S takes its set values from U. Sets are denoted by the letters m, M, s, t, x, and y. A set value m of cardinality c is denoted by {m 1 , m 2 , . . . , m c } where m 1 < m 2 < · · · < m c and m j denotes the j-th smallest value in m.
Gervet [8] proposed the bounds representation of the domain of a set variable S with an interval [glb(S), lub(S)] such that D S = {m | glb(S) ⊆ m ⊆ lub(S)}. The greatest lower bound glb(S) contains all the elements which must exist in the set, while the least upper bound lub(S) contains any element which may exist in the set. S is said to be bound when its lower bound equals its upper bound (i.e., glb(S) = lub(S)). Figure 1 gives a lattice which represents a set domain of a set variable S with an interval [∅, {1, 2, 3, 4}]. Each edge in the figure represents a subset relation in which the set value below is a subset of the set value above on the two ends of the edge. 
Example 2.1 Steiner triple system (prob044 in CSPLib)
The Steiner triple problem of order n consists of finding a set of n(n − 1)/6 triples of distinct integer elements in {1, . . . , n} such that any two triples have at most one common element. To model this problem, we use two kinds of set variables. The first kind of variables S i , where i ∈ {1, . . . , n(n − 1)/6}, denotes triples in the problem. The other kind of variables A ij , ∀i, j ∈ {1, . . . , n(n − 1)/6} and i < j, denotes the intersection of any two triples S i and S j . The domains of the two kinds of variables are both D Si = D Aij = [∅, {1, . . . , n}]. The constraints of this problem are as follows:
• intersection: S i ∩ S j = A ij , and • cardinality: |S i | = 3, |A ij | ≤ 1, for all i, j ∈ {1, . . . , n(n − 1)/6} and i < j.
The Steiner triple problem of order 7 has 7 × (7 − 1)/6 = 7 triples. One possible solution is {1, 2, 3}, {1, 4, 5}, {1, 6, 7}, {2, 4, 6}, {2, 5, 7}, {3, 4, 7}, {3, 5, 6}.
Tree searching
In solving a CSP with set variables, depth-first backtracking search [20] is often used. At each search node, the algorithm first chooses an unbound set variable S. Instead of assigning a value from the domain of the selected variable, the algorithm selects an element m that exists in the upper bound but not in the lower bound (i.e., m ∈ (lub(S) \ glb(S))) of the domain of S and proceeds the search with two branches: m ∈ S and m / ∈ S. Thus, at each node, the algorithm splits the search space into two. When we set m / ∈ S, the element m is removed from lub(S) of the domain of S. When we set m ∈ S, the element m is added to glb(S) of the domain of S. Example 2.2 Consider the set variable S in Fig. 1 , where D S = [∅, {1, 2, 3, 4}]. When we set 1 / ∈ S, the element 1 is removed from lub(S) and the domain becomes [∅, {2, 3, 4}]. Figure 2 gives the modified domain of S in which all the sets that contain element 1 are removed from the lattice.
Set bounds consistency
Traditional domain reasoning, such as generalized arc consistency [17] , for integer variables is not practical for set variables, as their domains are exponential in the size Fig. 2 The modified set domain of S of possible sets. Gervet [8] proposed using bounds reasoning to maintain consistency on set variables.
A set variable S with interval domain [glb(S), lub(S)] is set bounds consistent [8] with respect to a constraint C if and only if glb(S) = ∩dom S (C) and lub(S) = ∪dom S (C), where dom S (C) denotes the domain values of S that satisfy C.
Set bounds consistency can be enforced by projection functions [8] . Each set constraint is associated with a set of projection functions which derive new bounds for the set domains to maintain set bounds consistency. Table 1 shows the projection functions of some common set constraints. 
The variables S 1 and S 2 become set bounds consistent with respect to the subset constraint.
Cardinality variable and reasoning
Conjunto [8] is one of the first constraint solvers developed in which a set variable is represented by set intervals. Other set constraint solvers include Oz [19] , Choco [13] , Table 1 Projection functions of some common set constraints
Mozart [18] , the ROBDD-based [10, 14] , and Gecode [5] . Azevedo and Barahona [1, 2] further proposed cardinality reasoning on set constraints and developed another set constraint solver, Cardinal, to handle the set cardinality more actively and improve the performance in solving CSPs with set variables. On the other hand, Gervet and Van Hentenryck [9] proposed representing set variables using length-lex bound. This representation totally orders a set domain, and incorporates the cardinality and the position in lexicographic ordering directly. Whilst this representation increases propagation, it comes at the expense of potentially exponential cost. Even reaching a fixed point with bounds reasoning may require an exponential number of iterations. In this paper, by comparison, we consider representations for sets and multisets which are guaranteed to take only a polynomial number of iterations but nevertheless increase the amount of propagation.
Multiset constraint satisfaction
A multiset is a generalization of set that allows elements to repeat. Without loss of generality, we assume that multiset elements are positive integers from 1 to n. We shall use ∅ to denote both the empty set and the empty multiset. The universe of a multiset is a multiset itself, which defines the maximum possible occurrences of each element. Given a universe U, we denote a multiset by S = {{m 1 , m 2 , · · · , m c }} ⊆ U where m i ≤ m j for 1 ≤ i ≤ j ≤ c, and its cardinality (total number of elements) as |S|. Multisets are denoted by letters s, t, x, and y. For example, if S = {{1, 1, 2, 2, 3}}, then |S| = 5. Since an element in a multiset variable can occur multiple times, we let occ(i, S) be the number of occurrences of an element i in the multiset S.
Basic multiset variable representations
A multiset variable allows an element to repeat. It is not practical to represent a multiset variable as a finite domain variable in which the domain is a set of all possible multisets. The number of possible multisets grows exponentially as the number of elements in a multiset variable increases. Thus, we suggest two basic multiset representations: bounds and occurrence representations.
Bounds representation
The bounds representation for multiset variables is a generalization of the bounds representation for set variables [8] . The domain of a multiset variable S is specified by an interval [glb(S), lub(S)]. The greatest lower bound glb(S) is the largest multiset containing all the values that must exist in the multiset. The least upper bound lub(S) is the smallest multiset containing all the values that may exist in the multiset. This representation is compact yet cannot represent all forms of disjunction because it may contain unnecessary values between the upper and lower bounds. However, this representation also permits S to take the values ∅, {{2}}, {{1, 2}}, and {{1, 2, 2}} which are not possible values of S. [22] In the occurrence representation, a multiset variable with n elements is represented by a vector x 1 , . . . , x n of integer variables x i = occ(i, S). This vector is known as the occurrence vector. This representation is compact but, similar to the bounds representation, cannot represent all forms of disjunction. 
Occurrence representation

Expressivity
Based on the two different representations, we compare their expressivities. Given A and B be two different multiset representation methods. A is said to be as expressive as B if A and B both can represent the same set of multisets. A is said to be more expressive than B if (1) A is as expressive as B, and (2) there exists a set of multisets in which A can represent them with tighter bounds than B. A and B are incomparable if neither one of them is as expressive as the other.
Note that the occurrence representation gives the same representation as the bounds representation if we only maintain the bounds (i.e., the lower and upper bounds of the interval domain) of the variables in the occurrence vector. Proof Suppose we have some bounds representation. We construct an occurrence representation containing all the integers between the upper and lower bounds in the bound representation. This represents precisely the same multisets as the bounds representation.
In general, however, the occurrence representation is more expressive than the bounds representation.
Theorem 3.2 The occurrence representation is more expressive than the bounds representation.
Proof By Theorem 3.1, the occurrence representation is as expressive as the bounds. To show that the occurrence representation is more expressive, we give an example where the occurrence representation is tighter. Consider a multiset variable S with two values: ∅ or {{1, 1}}. This can be represented exactly with the occurrence variable D x1 = occ(1, S) = {0, 2}. By comparison, a bounds representation would need glb(S) = ∅ and lub(S) = {{1, 1}}, and this permits the additional value {{1}}.
In the rest of this paper, we mainly focus on the occurrence representation for multiset variables. A multiset variable S is represented by a vector occ (1, S) (1, S) , . . . , occ r (n, S) , occ p (1, S) , . . . , occ p (n, S) ].)
A set value can also be represented using the occurrence representation in which the number of occurrence is either 0 or 1 to denote the existence of the corresponding element.
Multiset bounds consistency
Gervet [8] proposed using bounds reasoning to maintain consistency on set variables due to the exponential size of set domains. Similarly, we consider using bounds consistency (BC) on the occurrence representation of multiset variables. We propose a new definition of local consistency that works with constraints involving multiset variables. Given a constraint C over the variables X 1 , . . . , X n and sol(X i ) represents the values for X i which can be extended to the other variables. That is, sol(
is BC if and only if for each multiset variable X j in the constraint, sol(X j ) = ∅, and glb(X j ) = m∈sol(X j) m and lub(X j ) = m∈sol (X j) m. This definition of local consistency might look rather expensive, being defined over the set of all solutions. However, this set merely identifies support for particular values in the set or multiset.
When using BC to filter, we will identify values which occur in no solution and so can be pruned. Thus, we will not be finding all solutions but merely identifying those values that occur in no solution (i.e., lack support). We define a bound support to be a satisfying assignment M of a constraint in which for each multiset/set variable X, glb(X) ⊆ M ⊆ lub(X). The following theorem justifies why BC can be called "bounds consistency". Unfortunately, the occurrence representation increases the number of variables in the problem. For example, suppose we have a constraint like X = Y where X and Y are multiset variables. This maps into a large disjunctive constraint in the occurrence representation over 2d integer variables where d is the maximum possible cardinality of the two multisets. It is therefore worth developing specialized propagation algorithms that exploit the semantics of set or multiset constraints. Such algorithms can work on either a bounds or an occurrence representation.
In the next two subsections, we show how to define such algorithms by means of some simple inference rules. Note that a degenerate version of this last theorem is that BC on a constraint containing just integer variables is equivalent to bounds consistency on these variables. Some other properties also follow immediately from this result.
Multiset constraints
Most set constraints can be generalized to their multiset counterparts. Table 2 gives some common multiset constraints, in which X, Y, and Z are multiset variables and i is an element. Note that the union multiset constraint takes the maximum number of occurrences of each element in X and Y, while the union-plus multiset constraint sums up the number of occurrences of each element in X and Y.
A multiset expression is, in turn, a ground multiset, a multiset variable, or an expression of the form X ∪ Y, X Y, or X ∩ Y where X and Y are again multiset expressions. To make constraint propagation easier, we decompose constraints into a flattened normal form in which constraints are at most ternary and only of the form:
where X, Y, and Z are multiset variables or ground multisets, N is an integer variable or an integer constant. This normalization takes any nested multiset expression and replaces it by a new equality constraint. For example, (X ∪ Y) ⊆ Z is normalized to give XY = X ∪ Y and XY ⊆ Z where XY is a new multiset variable. A similar decomposition of set constraints is used in [8] . In general, such decomposition hinders constraint propagation.
Following Debruyne and Bessière, we define the notion of stronger between two local consistencies A and B. A is stronger [4] than B (A ≥ B) if in any CSP in which A holds, then B holds too.
Theorem 3.4 BC on a set of constraints is stronger than BC on the equivalent set of constraints decomposed into normal form.
Proof Clearly it is as strong since normalization merely replaces one constraint with a set of logically equivalent constraints. For strictness, we can consider any type of multiset or set constraint. For example, for the set not-equals constraint, Table 2 Some common multiset constraints
determines that this constraint has no solution. But in the decomposition,
] make the decomposed constraints BC. Similar arguments hold for the other types of constraints. Note that for strictness, we do not need to give such arguments as it is sufficient to identify just one constraint (in this case, set not-equals) on which decomposition into the normal form hinders pruning.
Using the simple restriction that there are no repeated occurrences of variables on the right-hand side of every constraint, decomposition does not hinder constraint propagation.
Theorem 3.5 BC on a set of constraints, none of which contains a repeated occurrence of variables, is equivalent to BC on the equivalent set of constraints decomposed into normal form.
Proof (Outline) The proof uses induction on the number of auxiliary variables introduced and the structure of the multiset expressions which they replace, followed by extensive case analysis. The step cases of this proof reduce to consider each possible ternary constraint on set or multiset variables and demonstrating that BC on normalisation of such a constraint does not hinder BC reasoning. Consider, for example, the multiset constraint X ∪ Y ⊆ Z and the decomposition: XY = X ∪ Y, XY ⊆ Z . Suppose each of the decomposed constraints is BC but the original undecomposed constraint is not BC. There are four cases. In the first case, glb(Z ) is too small and we can add at least one value m to it. This is only possible if m is in glb(X) or in glb(Y). But then m is in glb(XY) and thus in glb(Z ), which is a contradiction. In the second case, lub(X) is too large and we can delete at least one value m from it and m is also not in lub(Y). But then m is not in lub(XY) and thus not in lub(Z ), which is a contradiction. In the third case, lub(Y) is too large and we can delete at least one value m from it and m is also not in lub(X). But then m is not in lub(XY) and thus not in lub(Z ), which is a contradiction. In the fourth case, lub(X) and lub(Y) are both too large and we can delete at least one value m from both of them. But then m is not in lub(XY) and thus not in lub(Z ), which is a contradiction. This covers all possible ways in which the bounds on X, Y, and Z are pruned. For instance, lub(Z ) is never pruned as the subset constraint only constrains glb(Z ). The analysis for other constraints is similar. Consider, for example, the multiset constraint X ∩ Y ⊆ Z and the decomposition: XY = X ∩ Y, XY ⊆ Z . There are three cases. In the first case, glb(Z ) is too small and we can add at least one value m to it. This is only possible if m is in glb(X) and in glb(Y). But then m is in glb(XY) and thus in glb(Z ), which is a contradiction. In the second case, lub(X) is too large and we can delete at least one value m from it where m is in glb(Y). But then m is not in lub(XY) and thus not in lub(Z ), which is a contradiction. In the third case, lub(Y) is too large and we can delete at least one value m from it where m is in glb(X). But then m is not in lub(XY) and thus not in lub(Z ), which is a contradiction. This again covers all possible ways in which the bounds on X, Y, and Z are pruned.
Enforcing local consistency
We now give some simple constraint propagation rules that enforce BC on multiset constraints in normal form. Following Azevedo [1, 2] and Walsh [22] , inference rules will be formally described as rewriting rules as in the following schematic figure: (trigger condition) conditions (which can be nil) changes in constraint store
Note that X, Y, and Z are multiset variables or ground multisets and N is an integer variable or an integer constant. The changes in constraint store will be in the form of {old constraints} → {new constraints} where the original set of constraints (old constraints) will be replaced by another equivalent set of constraints (new constraints).
Equality constraint (X = Y)
When X and Y are forced to be equal, both X and Y contain the same number of occurrences of every element i.
When Y contains X, the number of occurrences of each element i in Y is either greater than or equal to those in X.
Union takes the maximum number of occurrences of each element between X and Y. When Z is the union of X and Y, occ
Union-plus constraint (X Y = Z )
Union-plus sums up all the elements in both X and Y. When Z is the union-plus of
Intersection takes the minimum number of occurrences of each element between X and Y. When Z is the intersection of X and Y, occ
for all elements i.
Cardinality constraint (|X| = N)
Cardinality of X refers to the total number of elements in X, which is the sum of the number of occurrences of each element i.
Failure rules
A failure can be detected when the lower bound x r of X is not included in the upper bound x p of X.
Each rule tightens an upper and/or lower bound on a variable. The rules therefore terminate either with domains at a fixed point or by flagging failure. The rules can be applied in any order, though some orders may be quicker than others (especially when the constraints cannot be made BC). Similar rules for set variables are given in [8] .
It is easy to see that the application of these rules terminates either with domains that are at a fixed point or with failure. Indeed, these rules terminate either with the unique BC domains or, if the problem cannot be made BC, fail, in both cases independent of the order of application of the rules.
Theorem 3.6 If a set of constraints in normal form can be made BC, these inference rules reach a unique f ixed point in which domains are BC. If the constraints cannot be made BC, the inference rules terminate with failure. Both take at most O(enm 2 ) time where e is the number of constraints, n is the number of variables, and m is the maximum cardinality of the multiset variables.
Proof Each inference rule tightens the upper and lower bounds of a variable or flags failure. The rules must therefore reach a fixed point or fail.
Suppose that we reach some fixed points applying these rules to a set of constraints in normal form. The proof uses case analysis on the type of constraint. Consider, for example, a constraint of the form X = Y ∪ Z (3). We consider each of the multiset variables in turn and show that their domains are BC. For the variable X, as the inference rule tightening X's upper and lower bounds is at a fixed point, it must be the case that
Hence, X's domain is BC. Similar arguments hold for the domains of Y and Z , as well as for the other types of constraints. Hence, if the rules terminate at a fixed point, the resulting domains are BC.
We now prove that, if the domains in the problem can be made BC, the rules terminate at this fixed point. Consider a problem that can be made BC, and its unique BC domains. The proof again uses extensive case analysis on the type of constraint. Consider, for instance, the constraint X = Y ∪ Z and the BC domains for X, Y, and Z . To prove that the rules terminate at this fixed point, we assume that an inference rule can still narrow a domain or flag failure. There are five cases corresponding to the five different inference rules associated with this constraint. In the first, the inference rule narrows , X) ). The original multiset variables are not therefore BC (which is a contradiction). Hence, there can be no value m removed and this inference rule is at a fixed point if the domains are BC. Similar arguments hold for the inference rules (1), (2), (3), and (4).
These rules therefore terminate at a fixed point if and only if the resulting domains are BC. As the rules must terminate either at a fixed point or by flagging failure, it follows that the rules flag failure if and only if the problem cannot be made BC. As each rule tightens the bounds on a multiset, set, or finite domain occurrence variable, the worst case is when the rules tighten each bound by just one element at a time. We may therefore have to apply O(nm) rules. To find which rule applies, we may have to go through each of the e constraints in turn. Associated with each type of constraints, a fixed number of rules can be tried. The cost of applying the inference rules is thus at most O(enm) multiplied by the cost of applying a single inference rule. This last cost is dominated by the O(m) cost to test (dis)equality or inclusion, and the O(m) cost to perform one of the basic operations like union or difference. Hence, the total cost is O(enm 2 ) in the worst case.
Cardinality constraints and reasoning
Similar to sets, we define the cardinality of a multiset S, denoted as |S|, as the total number of elements in S. The cardinality |S| can be modeled using the constraint |S| = i occ(i, S) for all elements i in S. In this section, we discuss the benefits of incorporating cardinality information to a multiset variable and propose some refined inference rules.
Cardinality variable
In Section 3, we represent a multiset variable S as an occurrence vector occ (1, S) Representing and reasoning about the cardinality of a multiset variable is beneficial. This can increase the expressiveness of models by posting constraints directly on the cardinality variables, and we can model the domain of a multiset variable in a more precise way. For example, instead of posting a reified constraint | i occ(i, S)| < 5 on the occurrence variables, we can post a constraint C S < 5 on the cardinality variable. The propagation of reified constraints is usually weak in most constraint solvers.
To give a better representation of a multiset variable, we can combine the occurrence representation and the cardinality representation. The occurrence representation maintains the integer variables denoting the number of occurrences for each element in the multiset variable, while the cardinality representation maintains the integer variable denoting the total number of elements in the multiset variable. We shall use the abbreviations O and C for the occurrence and cardinality representation respectively. Thus, the combination of the occurrence and cardinality representations has the abbreviation O/C representation.
Theorem 4.1 The occurrence/cardinality (O/C) representation is more expressive than the occurrence representation alone.
Proof Consider the following sets of the set variable S 1 : {1} and {2}. These can be represented exactly with an O/C representation (i.e., D occ (1,S1) 
but not with the occurrence representation alone as this would not limit the total number of elements S 1 can take and thus also include the sets ∅ and {1, 2}. Similarly, consider the multiset variable S 2 with multiset values {{1, 1}}, {{1, 2}}, and {{2, 2}}. These can be represented exactly with an O/C representation (i.e., D occ (1,S1) 
but not with an occurrence representation alone as this would also include the multisets ∅, {{1}}, {{2}}, {{1, 1, 2}}, {{1, 2, 2}}, and {{1, 1, 2, 2}}. Exact cardinality constraints are required if the variables are represented by the occurrence representation alone.
Cardinality reasoning
When we incorporate cardinality information in multiset variables, we can relate not only the number of occurrences of each element, but also the cardinalities of the multisets. In the O/C representation, the number of occurrences of each element is closely related to the cardinality of a multiset variable. Thus, we also need to reason on the cardinality constraints when we enforce BC on multiset constraints. In the following, we update the inference rules stated in Section 3.4. For each rule, we will explain the changes in the constraint store involving cardinality variables, which are adopted from Azevedo and Barahona [1, 2] . Note that X, Y, and Z are multiset variables or ground multisets. C X , C Y , and C Z are the cardinality variables of X, Y, and Z respectively. N is an integer variable or an integer constant.
Equality constraint (X = Y)
When X and Y are forced to be equal, their cardinalities are also equal.
When Y contains X, C Y is also greater than or equal to C X .
When Z is the union of X and Y, C Z is smaller than or equal to C X + C Y . On the other hand, the lower bound of C Z can be obtained from the maximum of the following two cases: (1) Suppose Z contains X (i.e., X ⊆ Z ), Z will have at least C X elements. We can safely add the elements which appear in Y but not in X (i.e., y r \ x p ) to Z because Z is the multiset union and it takes all elements in both X and
Union-plus constraint (X Y = Z )
When Z is the union-plus of X and Y, C Z equals C X + C Y because union-plus sums up all the elements in both X and Y.
If Z is the intersection of X and Y, then C Z is smaller than or equal to both C X and C Y . The upper bound of C Z can be obtained from the minimum of the following two cases: (1) For the elements existing only in x r but not in y p (i.e., x r \ y p ), they must not be part of the intersection. We can safely subtract these elements from C X , 
Cardinality constraint (C X = N)
When the cardinality of X equals N, the cardinality variable C X also equals N.
Failure rules
A failure can be detected (1) when the lower bound x r is not included in the upper bound x p , or (2) when the domain of the cardinality variable D CX becomes empty.
Similar to the inference rules stated in Section 3.4, each of the above rules also tightens an upper and/or lower bound on a variable. Thus, the rules can terminate either with domains at a fixed point or by flagging failure independent of the order of applying the rules.
Besides giving a more expressive representation of multiset variables and multiset constraints, cardinality reasoning can also increase the pruning affected by a bounds consistency propagator. Following Debruyne and Bessière, we define the notion of stronger between two local consistencies A and B. A is stronger [4] than B (A ≥ B) if in any CSP in which A holds, then B holds too.
Theorem 4.2 BC on a constraint containing multiset variables using the occurrence/ cardinality (O/C) representation is strictly stronger than BC on that using the occurrence representation alone.
Proof Clearly both are at least as strong. To show strictness, consider X ∩ Y = ∅, ∅ ⊆ X, Y ⊆ {{1, 2, 2}}, |X| = |Y| = 2. Enforcing BC on the intersection constraint in which X and Y are using the O/C representation demonstrates that the problem is unsatisfiable. BC on that using the occurrence representation alone, on the other hand, does not detect this. [2, 2] . In this problem, there is a union constraint relating the three set variables:
After enforcing set bounds consistency, the element 1 is added to glb(S) of S 1 because both S 2 and S 3 must contain element 1. The bounds of the cardinality of S 1 is changed from [0, 3] to [1, 3] . However, it is known that S 3 has exactly two elements. It should be inferred that the cardinality of S 1 can never lower than two elements. Thus, we can further update the bounds of the cardinality of S 1 to [2, 3] . Example 4.2 shows how cardinality reasoning can further reduce the domain of the cardinality of a multiset variable. Such process can help to improve the efficiency of problem solving as the search space is reduced. Sometimes, a failure can be detected at an earlier state than simply using bounds reasoning. However, we have to be careful that cardinality reasoning introduces additional complexity. In particular, enforcing bounds consistency can go from being polynomial to being NP-hard.
Theorem 4.3 Given a set or multiset variable S represented by bounds, there exists a unary constraint C(S) such that enforcing BC on C(S) is polynomial but enforcing BC on C(S) ∧ |S| = c is NP-hard where c is a constant.
Proof For a set variable S, we suppose the set contains elements which represent either clauses or literals in these clauses. For instance, we might have S contain numbers and have an encoding scheme to represent each possible clause or literal by an unique number. Given any such S, we can compute m, the number of clauses in S and n, the number of variables that appear positively or negatively in clauses in S.
We define C(S) to be satisfied iff |S| = n + m or (|S| = n + m, S contains literals which satisfy all the clauses in S but does not contain two contradictory literals). Note that C is polynomial to check. Enforcing BC on C(S) is also polynomial. There are three cases. In the first case, |glb(S)| = |lub(S)| = n + m. Enforcing BC simply needs to check if the literals in S satisfy the clauses in S. In the second case, |glb(S)| = n + m − 1 and |lub(S)| = n + m. Enforcing BC again simply requires us to check if the literals in lub(S) satisfy the clauses in lub(S). If so, S is already BC. Otherwise, we reduce lub(S) to equal glb(S) and the bounds now have support. In the third case, which covers all other situations, S is already BC.
With an additional cardinality bound, |S| = c, we show that enforcing BC is NPhard by a reduction from 3-SAT. We set the lub(S) to be the clauses of the 3-SAT problem that we wish to decide, and glb(S) to be lub(S) plus every possible literal in the 3-SAT clauses. We also set c = n + m. Then finding a bound support is equivalent to deciding if the 3-SAT problem is satisfiable.
For a multiset variable S, we repeat the construction of C as above but treat any multiset as the set of distinct elements it contains.
Variety constraints and reasoning
The cardinality |S| of a multiset variable S reveals only the total number of elements, but not the number of distinct elements, which we define as variety and is denoted by S . Note that S ≤ |S|. In fact, S degenerates to a set when |S| = S (i.e., the number of occurrences of all elements equals one). We can model the variety V S using the constraints V S = i (occ(i, S) > 0) for each distinct element i in S. The propagation of such reified constraint is usually weak in most constraint solvers.
In this section, we discuss the benefits of incorporating variety information to a multiset variable. Then, we formally define a multiset variable with the additional variety information. Subsequently, we propose some inference rules which further improve over those incorporated with cardinality information. We also demonstrate how variety can help increase propagation for multiset constraints using variety reasoning.
Variety variable
On top of the occurrence vector [22] Similar to the cardinality variable, introducing a variety variable to the representation allows us to model the domain of a multiset variable in a more precise way (although still inexact). Consider S in the previous example and suppose we are interested in only the domain values whose varieties are 1. Without the variety variable V S , we can only set D CS to [1, 3] . This domain accepts, for example, the multiset {{1, 2}}, which obviously should not be included. However, with V S , we can simply set D VS = [1, 1] to further remove the multisets which contain more than one kind of elements. This essentially models D S = {{{1}}, {{2}}, {{2, 2}}, {{3}}, {{3, 3}}, {{3, 3, 3}}, {{4}}}, a much more precise representation.
Another advantage of introducing variety variables is that we can increase the expressiveness of models by posting constraints directly on them. For example, in the template design problem, we may want to restrict a template T to have at most three distinct designs in its slots. Using our representation, posting a variety constraint T ≤ 3 simply means to propagate the simple unary constraint V T ≤ 3. Without V T , we need to post a number of reified constraints to model the requirement, which may hinder propagation. The advantage becomes more obvious when the form of the variety constraints is more complicated, e.g., T 1 + T 2 ≤ 4. 
Suppose we now post a constraint in which the variety of the union-plus of S 1 and S 2 is not greater than 3 (i.e., S 1 S 2 ≤ 3). Reasoning on this constraint reveals that S 1 and S 2 cannot contain elements 2 and 4 respectively, because the cardinalities of both S 1 and S 2 must be 3 and their union-plus can contain at most three different elements. S 1 and S 2 should then be bound to {{1, 3, 3}} and {{1, 5, 5}} respectively. However, using the reified constraint
, the domains of S 1 and S 2 remain unchanged.
Theorem 5.1 The occurrence/cardinality/variety (O/C/V) representation is more expressive than the occurrence/cardinality (O/C) representation. Similarly, the occurrence/variety (O/V) representation is more expressive than the occurrence representation.
Proof Consider the following sets: {1}, {2}. These can be represented exactly with an O/V representation but not with the occurrence representation as this would also include the sets ∅ and {1, 2}. Similarly, consider the multisets {{1, 1, 2}}, {{1, 1, 3}}, {{1, 2, 2}}, {{1, 3, 3}}, {{2, 2, 3}}, and {{2, 3, 3}} in which the elements 1, 2, and 3 can appear at most twice. These can be represented exactly with an O/C/V representation but not with an O/C representation as this would also include the multiset {{1, 2, 3}}.
By exploiting the relationships between the three components of a multiset variable, we propose a number of inference rules to strengthen propagation. In the next subsection, we shall systematically enumerate the possible relationships.
Inferences within one multiset variable
Upon creation of a multiset variable S, the vector of occurrence variables occ (1, S) , . . . , occ(n, S) , the cardinality variable C S , and the variety variable V S will also be created. A number of inference rules are subsequently maintained. Inferences occur between any two kinds of variables (i.e., between occ(i, S) and C S , between occ(i, S) and V S , or between C S and V S ), or among all three of them.
Inferences between occ(i, S) and C S
The cardinality C S must always remain inside the limits given by the multiset bounds s r and s p [1, 2] . (Recall that s r and s p can be computed using the occurrence variables.) (S changed bounds) {} → {C S ≥ |s r |, C S ≤ |s p |}
The cardinality C S is the sum of the number of occurrences of all elements in a multiset variable. Thus, the number of occurrences of each element is updated when there are changes in the lower bound c r and the upper bound c p of the cardinality variable. Here, we only concern with the elements that have not yet been included in the lower bound (i.e., s p \ s r , which is defined as occ(i, s p \ s r ) = max{0, occ(i, s p ) − occ(i, s r )} for all elements i). 
Inferences between occ(i, S) and V S
The variety V S must always remain inside the limits given by the multiset bounds. This is generalized from the inferences between occ(i, S) and C S [1, 2] .
The occurrence of each element occ(i, S) will be updated only when V S is bound and equals either s r or s p . When the variety V S is fixed and equals s r , any element i that is not in s r (i.e., occ r (i, S) = 0) has to be removed (i.e., occ(i, S) = 0 for those i). On the other hand, if V S = s p , then each element in s p (i.e., occ p (i, S) > 0) must occur at least once in S (i.e., occ(i, S) > 0 for those i). 5] , and V S is bound to 1. Since V S = s r (i.e., 1 = {{1, 1}} ) and the elements 2 and 3 are not yet in s r , they will not exist in S, resulting occ(2, S) = occ(3, S) = 0. Consider the same multiset variable S but V S is now bound to 3. Since V S = s p (i.e., 3 = {{1, 1, 2, 2, 3}} ) and the elements 2 and 3 are not yet in s r , at least one occurrence of 2 and 3 has to be added to their lower bound, resulting occ r (2, S) = occ r (3, S) = 1. Here, occ r (1, S) remains unchanged because the element 1 is already in its lower bound.
Example 5.4 Consider a multiset variable S where D S
= [{{1, 1}}, {{1, 1, 2, 2, 3}}] (i.e., D occ(1,S) = [2, 2], D occ(2,S) = [0, 2], D occ(3,S) = [0, 1]), D CS = [2,
Inferences between C S and V S
The variety of a multiset must always be smaller than or equal to its cardinality at both limits because cardinality counts repeated elements but variety does not.
Inferences among occ(i, S), C S , and V S
When any two of occurrences occ(i, S), cardinality C S , and variety V S change their bounds, the remaining one has to be updated as well. This kind of inferences leads to stronger constraint propagation than those between the pairwise ones (i.e., between occ(i, S) and C S , between occ(i, S) and V S , and between C S and V S ). When the occurrences occ(i, S) and the variety V S change their bounds, the cardinality C S will be adjusted accordingly to fulfill the requirements on V S based on the elements existing in s p \ s r . To find a, the subset s p \ s r , which fulfills the condition b s r = β, is first extracted. The possible elements are then ordered. Thus, the complexity is bounded by the sorting procedure O(n log n), where n is the number of distinct elements in S.
Similarly, when the occurrences occ(i, S) and the cardinality C S change their bounds, the variety V S will be adjusted accordingly to fulfill the requirements on C S based on the elements existing in s p \ s r .
(S or C S changed bounds) {} → {V S ≥ a, V S ≤ s r + c}
The values of a and c can be obtained using the same way as finding a in the previous inference rule, but with different conditions. Thus, the complexity for this inference rule as a whole is also bounded by the sorting procedure O(n log n), where n is the number of distinct elements in S. ., 4) . Thus, v r equals the minimum variety of the union of s r and a possible b (i.e., {{1, 1}} ∪ {{1, 2}} = 2). V S is updated to [2, 3] .
When the cardinality C S is fixed and equals either |s r | or |s p |, S can be set to the corresponding bound (i.e., all occurrences occ(i, S) can be fixed) and V S can also be bound accordingly.
When both the cardinality C S and the variety V S are bound to the same value α, S degenerates to a set. Thus, the occurrence of each element occ(i, S) will be at most one.
(C S and V S are bound and equal)
Failure A failure can be detected when any one of the conditions is true: (1) 
Discussions
The inference rules described here are incomplete in the sense that they do not prune all possible values from the occurrence, cardinality, or variety variables. Consider the cardinality constraint card( occ (1, S) , . . . , occ(m, S) , C S ) which ensures that C S is the cardinality of the multiset S represented by the occurrence vector occ (1, S) , . . . , occ(m, S) (i.e., C S = m i=1 occ(i, S)). Enforcing BC on such a constraint is polynomial since enforcing BC on such a sum is polynomial. However, enforcing GAC on such a constraint is NP-hard.
Theorem 5.2 Enforcing GAC on card( occ(1, S), . . . , occ(m, S) , C S ) is NP-hard.
Proof We reduce subset sum to finding a support for card( occ (1, S) , . . . , occ(m, S) , C S ). Suppose we wish to find a subset of S = {a i |1 ≤ i ≤ m} with sum s. Let occ(i, S) = {0, a i } and C S = s. There exists a support for card( occ (1, S) , . . . , occ(m, S) , C S ) iff there exists a subset of S with sum s.
On the other hand, consider the variety constraint, variety( occ(1, S) , . . . , occ(m, S) , V S ) which ensures that V S is the variety of the multiset S represented by the occurrence vector occ (1, S) 
Enforcing GAC on such a constraint is polynomial. Thus, we see that variety reasoning can be easy but cardinality reasoning is hard.
Theorem 5.3 Enforcing GAC on variety( occ(1, S), . . . , occ(m, S) , V S ) is polynomial.
Proof We prove that GAC on variety ( occ(1, S) In fact, we can combine the cardinality and variety constraints to form an intravariable constraint intra( occ (1, S) , . . . , occ(m, S) , C S , V S ) which ensures that C S and V S are the cardinality and variety of the multiset S represented by the occurrence vector occ (1, S) , . . . , occ(m, S) respectively. Enforcing GAC on such a constraint is thus at least NP-hard.
Theorem 5.4 Enforcing GAC on intra( occ(1, S), . . . , occ(m, S) , C S , V S ) is NPhard.
Proof The intra-variable constraint intra( occ (1, S) , . . . , occ(m, S) , C S , V S ) can be decomposed to the cardinality constraint card( occ (1, S) , . . . , occ(m, S) , C S ) and the variety constraint variety ( occ(1, S) , . . . , occ(m, S) , V S ). Thus, by Theorems 5.2 and 5.3, enforcing GAC on intra( occ (1, S) , . . . , occ(m, S) , C S , V S ) is at least NP-hard.
Our primary aim is not for completeness, but for inference rules that are efficiently implementable. Nonetheless, the inference rules as a whole maintain more than BC.
Theorem 5.5 The inference rules (1) between occ(i, S) and C S , (2) between occ(i, S) and V S , (3) between C S and V S , (4) among occ(i, S), C S , and V S , and (5) for failure collectively enforce a consistency level strictly stronger than BC on the O/C/V representation.
Proof Obviously, the inference rules (14)- (24) collectively enforce a consistency level at least as strong as BC. For strictness, Examples 5.5 and 5.6 under Section 5.2.4 show that given a domain which is already multiset bounds consistent, the inference rules can further tighten the bounds of C S or V S . Hence the result holds.
Cardinality-variety reasoning
The previous subsection describes the inferences within one multiset variable. Besides giving a more expressive representation, variety reasoning can also increase the pruning achieved by a bound consistency propagator.
Theorem 5.6 BC on a constraint containing multiset variables using the O/C/V representation is strictly stronger than BC on that using the O/C representation. Similarly, BC on a constraint containing multiset variables using the O/V representation is strictly stronger than BC on that using the occurrence representation.
Proof Clearly both are at least as strong. To show strictness, consider X ∩ Y = ∅, ∅ ⊆ X, Y ⊆ {{1, 1, 2, 2, 3, 3}}, |X| = |Y| = 2, X = Y = 2. Enforcing BC on the intersection constraint in which X and Y are using the O/C/V representation demonstrates that the problem is unsatisfiable. BC on that using the O/C representation, on the other hand, does not detect this. Similarly, enforcing BC on the intersection constraint in which X and Y are using the O/V representation demonstrates that the problem is unsatisfiable, but BC on that using the occurrence representation does not detect this.
In this subsection, we focus on propagation that occurs across different multiset variables. We give some constraint propagation rules that enforce bounds consistency on some common multiset constraints. Performing inferences on both cardinality and variety variables are known as cardinality-variety reasoning, which is a combination of cardinality reasoning and variety reasoning. For each multiset constraint, we use an example to show how the propagation rules are useful in increasing constraint propagation. In the rules, the changes in the constraint store involving variety variables are more generalized than those involving cardinality variables, which are adopted from Azevedo and Barahona [1, 2] . We will only explain the updates from the rules stated in Section 4.2. Again, the rules can terminate either with domains at a fixed point or by flagging failure independent of the order of applying them.
Equality constraint (X = Y)
If X and Y are forced to be equal, then their varieties are equal.
, and D VY = [3, 3] . Without the variety variables V X and V Y (and thus without variety reasoning), there are no prunings available. However, with variety reasoning, the problem fails immediately because when X = Y (i.e., occ(i, X) = occ(i, Y) for all elements i), V X = V Y is obviously violated. 
Subset constraint (X ⊆ Y)
. With variety reasoning, the problem fails immediately because V X can never be smaller than or equal to V Y (i.e., 3 ≤ 2). Again, without variety reasoning, there are no available prunings.
Union constraint (X ∪ Y = Z )
When Z is the union of X and Y, V Z is smaller than or equal to V X + V Y . Similarly, the lower bound of V Z can be obtained from the maximum of the following two cases:
With variety reasoning, the problem fails immediately because V Z can never be smaller than or equal to the sum of V X and V Y . Without reasoning on the three variety variables, the problem will not fail even when 3 ≤ 1 + 1.
Union-plus constraint (X Y = Z )
When Z is the union-plus of X and Y, V Z is smaller than or equal to V X + V Y because X and Y can contain the same kind of elements (i.e., X + Y = X Y ). For the lower bound of V Z , it can be obtained in the same way as in the union constraint.
Example 5.10 Consider a union-plus constraint X Y = Z , where
. Variety reasoning fails the problem immediately because V Z can never be smaller than or equal to the sum of V X and V Y . Without reasoning on the three variety variables, the problem will not fail even when 3 ≤ 1 + 1.
Intersection constraint (X ∩ Y = Z )
If Z is the intersection of X and Y, then V Z is smaller than or equal to both V X and V Y . The upper bound of V Z can be obtained from the minimum of the following two cases:
. With variety reasoning, the problem fails immediately because V Z can never be smaller than or equal to both V X and V Y . The problem will not fail without variety reasoning even when 2 ≤ 1.
Failure rules
Each of the above rules tightens an upper and/or lower bound on a variable. Thus, the rules can terminate by flagging failure on any variables under any one of the conditions stated in Section 5.2.4.
Discussions
Cardinality reasoning introduces additional complexity. In particular, enforcing bounds consistency can go from being polynomial to being NP-hard. It follows that variety reasoning on a single multiset variable can also introduce additional complexity. As with a set variable, adding variety reasoning can make enforcing bounds consistency on a unary constraint go from being polynomial to being NPhard.
Theorem 5.7 Given a multiset variable S represented by bounds, there exists a unary constraint C(S) such that enforcing BC on C(S) is polynomial but enforcing BC on C(S) ∧ S = d is NP-hard where d is a constant.
Proof Similar to Theorem 4.3, the result holds.
Decomposition of multiset constraints
In Section 3.3, we discuss decomposing multiset constraints into a flattened normal form in which constraints are at most ternary and only of the form. When the constraint is complicated and contains a lot of variables, the solver may not be able to handle them. We can simplify the constraint by decomposing it into normal form. In general, decomposition into such a normal form hinders constraint propagation, whether we use just the occurrence representation or we use the O/C/V representation (Theorem 3.4). Under the simple restriction that there are no repeated occurrences of variables and we are using an occurrence representation for the multisets, we proved that decomposition does not hinder BC propagation (Theorem 3.5). However, with cardinality and variety reasoning, decomposition of complex multiset constraints does hinder propagation even when variables are not repeated.
Theorem 5.8 With cardinality reasoning, BC on a unary constraint on a single set variable can be strictly stronger than BC on the decomposition into normal form.
Proof Consider the unary constraints: X ⊆ {1, 2, 3}, |X| = 2, (X ∪ {3}) = {1, 2, 3}. With cardinality information, enforcing BC on these unary constraints will set {3} ⊆ X. Consider the decomposition into:
. Enforcing BC on these unary constraints will set {3} ⊆ Y ⊆ {1, 2, 3}. However, enforcing BC on the decomposition will not set {3} ⊆ X.
It follows therefore that, with variety reasoning, BC on a single multiset variable can be strictly stronger than BC on the decomposition into the normal form.
Theorem 5.9 With variety reasoning, BC on a unary constraint on a single multiset variable can be strictly stronger than BC on the decomposition into normal form.
Proof Consider the unary constraints: X ⊆ {{1, 1, 2, 2, 3}}, X = 3, X {3} = {{1, 1, 2, 2, 3}}. With variety information, enforcing BC on these unary constraints will set {3} ⊆ X. Consider the decomposition into: X ⊆ {{1, 1, 2, 2, 3}}, X = 3, Y = (X {3}), 1 ≤ Y ≤ 3, Y = {{1, 1, 2, 2, 3}}. Enforcing BC on these unary constraints will set {3} ⊆ Y ⊆ {{1, 1, 2, 2, 3}}. However, enforcing BC on the decomposition will not set {3} ⊆ X.
Since cardinality-variety reasoning is a combination of cardinality reasoning and variety reasoning, decomposition of complex multiset constraints also hinders propagation.
Theorem 5.10 With cardinality-variety reasoning, BC on a unary constraint on a single multiset variable can be strictly stronger than BC on the decomposition into normal form.
Proof By Theorems 5.8 and 5.9, the result follows.
Experimental results
To verify the feasibility and efficiency of our proposal, we implemented our multiset variable representation, the inference rules, and the multiset constraints in ILOG Solver 6.0 [11] . We use four benchmarks, which are introduced in later sections, for the experiments. The experiments are run on a Sun Blade 2500 (2 × 1.6GHz US-IIIi) workstation with 2GB memory. We report the number of fails (i.e., the number of backtracks occurred in solving a model) and CPU time in seconds to find and prove the optimal solution for each instance. Comparisons are made among bounds consistency on the occurrence representation (BC) [22] , bounds consistency with cardinality reasoning (BC+CR) [1, 2] , and bounds consistency with cardinality-variety reasoning (BC+CR+VR) [15] . We use the reified constraint C S = i (occ(i, S) ) mentioned in Section 4 to model the cardinality variables in BC, and use the reified constraint V S = i (occ(i, S) > 0) mentioned in Section 5 to model the variety variables in both BC and BC+CR. The reified constraints are enforced by the built-in propagation algorithms in ILOG Solver instead of the inference rules. In the tables, the best number of fails and CPU time among the results for each instance are highlighted in bold. A cell labeled with "-" denotes a timeout after 30 minutes.
Template design problem
In the template design problem T(t, s, d, c) (prob002 in CSPLib), we are given d designs to t printing templates subject to some constraints. Each template has a fixed number of slots s for the designs and there should be at least c copies for each design. Each multiset variable represents a template and its domain values are the possible combinations of designs which allow repetitions. This is an optimization problem which minimizes the total number of pressings so that the amount of extra copies is reduced as much as possible. To future increase problem difficulty, we impose a restriction to constrain each multiset to have at least certain varieties v. Table 3 shows the experimental results of the template design problem. From the experimental results, BC+CR+VR always achieves the fewest number of fails. There is a more than 90 % reduction in the number of fails when compared to BC alone. The amount of reduction increases with the tightness of the variety constraints. When the variety of each multiset is restricted to be at least 4, enforcing BC+CR+VR can also reduce the search space up to 40 % when compared to BC+CR. For runtimes, BC+CR+VR is also always the fastest. The amount of reduction also increases as the tightness of the variety constraints.
This problem does not contain multiset constraints like subset constraints and union constraints. It only has cardinality constraints, variety constraints, and arithmetic constraints to calculate the total number of copies of each design when the templates undergo certain number of pressings. Thus, the reduction in search space is mainly caused by the inference rules maintained within one multiset variable, as described in Section 5.2.
Extended steiner system
While the standard Steiner system is only set-based, the extended version is an important and practical multiset problem in the area of information retrieval [3, 12, 21] . Solving the extended Steiner system can provide solutions to the problem of a multiset batch code. The extended Steiner System ES(t, k, u) is a collection of b blocks. Each block is a k-element multiset drawn from a u-element set whose elements can be drawn multiple times. For every two blocks in the collection, the cardinality of their intersection must be smaller than t. For example, one possible Tables 4 and 5 show the experimental results of the maximization and the variety of each multiset is at least 2 and 3 respectively. Among the three propagation approaches, BC+CR+VR always achieves the fewest number of fails. There is a The variety of each multiset is at least 2 The variety of each multiset is at least 3 more than 90 % reduction in number of fails when compared to BC alone, and more than 50 % reduction when compared to BC+CR. This confirms that variety (and cardinality) reasoning is highly effective in reducing search space. The extra prunings are so significant that they compensate for the overhead of extra computational effort spent for variety (and cardinality) reasoning. For runtimes, BC+CR+VR is also always the fastest, although the proportion of reduction is less than that for the number of fails. The reduction of BC+CR+VR over BC+CR in Table 4 is moderate, but that in Table 5 is significant. There are even instances in which both BC and BC+CR cannot finish execution within the time limit, but BC+CR+VR can. This also shows that the usefulness of variety reasoning sometimes depends on the tightness of the variety constraints in a problem.
Generalized social golfer problem
Similar to the extended Steiner system, the generalized social golfer problem extends the standard social golfer problem (prob010 in CSPLib) from set-based to multisetbased. The original social golfer problem requires to schedule m groups of g golfers over w weeks so that no golfer plays in the same group as any other golfer twice. We generalize the problem to an extended version SG(w, m, n, g, p) in which we schedule m teams of n members to g groups of p golfers over w weeks. Each group contains golfers from different teams and they play against each other. We also constrain each group to have golfers from at least v teams. To maximize the socialisation, the number of times two teams meet with each other again is minimized. Table 6 shows the experimental results of the generalized social golfer problem and the variety of each multiset is at least 2. Again, BC+CR+VR always has the fewest number of fails and runtime. In this problem, the group size is fixed to p and this favours cardinality reasoning. Thus, the reduction in the number of fails of BC+CR+VR over BC alone is more significant than the reduction of BC+CR+VR over CR+VR. However, with the help of variety reasoning, BC+CR+VR can achieve zero backtrack in some instances. This shows that the extra prunings are so significant and effective in removing inconsistent domain values in the search tree.
Generalized warehouse location problem
Our last experiment is the generalized warehouse location problem W H(l, w, s). In this problem, we are given a set of locations l where a maximum of w warehouses There is a supply cost for delivering goods to the stores and this cost depends on the warehouses. Also, there is a cost of 5000 for building a warehouse. This problem is an optimization problem which minimizes the total cost in building the warehouses and the supply costs to the stores.
To model this problem, we use a multiset variable to represent where the warehouses are going to be built and s other multiset variables to represent the stores. The domain values of all the multiset variables are the locations of the warehouses. Union and equality multiset constraints are used to ensure that all stores obtain goods from the warehouses. To better utilize the resource and prevent under production, no two stores can obtain goods from more than v same location. Such a requirement can be modeled by the variety constraints on the intersection of any two stores. Tables 7 and 8 show the experimental results of the generalized warehouse location problem in which no two stores can obtain goods from more than one and two same locations respectively. Similar to the previous three benchmark problems, BC+CR+VR achieves the fewest number of fails and the fastest runtime among the three propagation approaches. The reduction is more significant for the comparison between BC alone and BC+CR+VR than that between BC+CR and BC+CR+VR. When the variety of the intersection of any two stores is limited to at most 2, the problem becomes less constrained even the problem size increases. Thus, the reduction of BC+CR+VR over BC+CR is moderate, but BC+CR+VR still achieves about 25 % faster in runtime.
Discussions
In the template design problem, extended Steiner problem, and the generalized social golfer problem, the reduction in the number of fails of BC+CR+VR over BC+CR is more significant than that in the runtime. In general, enforcing stronger consistency will discover and remove more inconsistent nodes to give a smaller search tree. However, more computational effort will be spent for constraint propagation at each search node. So, a large number of nodes has to be removed so as to compensate for the increased computational effort for a stronger consistency enforcement and to improve the runtime. From the experimental results of the generalized warehouse location problem, we observe that the reduction in runtime of BC+CR+VR over BC+VR is greater than that in number of fails. It behaves differently from the previous three benchmarks. So, we did further experiments to investigate the results. We find that the interaction among the multiset equality, union, and intersection constraints in the generalized warehouse location problem provides tighter bounds in BC+CR+VR. The pruning is so significant that they not only compensate for the overhead of the extra com-putational effort spent for cardinality-variety reasoning, but also reduce the number of iterations for constraint propagation at each search node. Thus, improvement in runtime is even better than that in number of nodes.
Take the generalized warehouse location problem instance W H (8, 5, 9) and the variety of the intersection of any two stores is at most 1 as an example. BC+CR and BC+CR+VR have 113,752 and 64,917 number of choice points (i.e., the number of nodes in the search tree) respectively and the average numbers of iterations for constraint propagation at each search node are 286 and 254 respectively. BC+ CR+VR reduces not only the number of choice points, but also the number of iterations it takes to converge at each search node. This results in fewer number of nodes in the search tree and also less work at each node. In contrast, in the extended Steiner system, although BC+CR+VR has fewer number of choice points, there are more iterations at each search node when compared to BC+CR. Take the extended Steiner System instance ES(2, 4, 5) where b = 5 and variety of each multiset is at least 2 as an example. BC+CR and BC+CR+VR have 637,200 and 356,786 number of choice points respectively and the average number of iterations for constraint propagation at each search node are 29 and 37 respectively. Thus, improvement in number of nodes is better than that in runtime for the extended Steiner system. As we can see, the multiset constraints can interact with each other and give tighter bounds.
Concluding remarks
In this section, we summarize our contributions in this paper and give some possible directions for future research.
Contributions
Besides integer, Boolean, and set variables and constraints, multiset variables and constraints are also useful in providing more natural and efficient models to many problems. However, we can only find little work on multiset constraint solving. Thus, this paper mainly studies multiset variables and constraints. The contribution of our work can be summarized as follows.
Unlike set variables, multiset variables allow repeated elements. We first propose three different ways to represent a multiset variable: bounds, occurrence, and fixed cardinality representations. The occurrence representation is more expressive than the bounds representation in general, and is as expressive as the bounds representation if we only maintain the bounds on the number of occurrences of an element in a multiset. The fixed cardinality representation is incomparable to the other two representations. Thus, in this paper, we focus on using the occurrence representation. Second, we have described various inference rules to maintain bounds consistency that work with constraints involving multiset, set, and/or integer variables. This bounds consistency is equivalent to integer bounds consistency applied to the occurrence representation for multiset variables. Those inference rules can tighten the upper and/or lower bound on the multiset variables to give a smaller search space.
Third, we have introduced the cardinality and variety variables to multiset variables based on the occurrence representation. While the introduction of cardinality variable is a straightforward generalization to the set variable counterpart, the idea of variety variable is a new concept.
Fourth, we have exploited the cardinality and variety properties to introduce new inference rules to increase pruning opportunities. We have also improved the propagation of some common multiset constraints through cardinality and variety reasoning. Experimental results on several benchmark problems confirm that enforcing bounds consistency with cardinality-variety reasoning can always achieve tighter bounds on multiset variables, resulting in an even smaller search space.
CSPs are typically solved by incorporating constraint propagation algorithms in backtracking tree search. Cardinality and variety reasoning is a form of extra constraint propagation. On one hand, it aims at bringing out more domain prunings so that the size of the search tree becomes smaller. On the other hand, it comes at an additional computational cost at each node in the search tree. Striking a balance between the computational overhead and the extra prunings is always problem specific. We can never guarantee that a stronger pruning power can always compensate for the additional computational cost. In our work, the overall effectiveness depends heavily on the existence of cardinality and variety information. From our experimental results, we envisage that if the problem has more constraints on the cardinality and variety of the variables, we can probably benefit to a greater extend.
Future work
Our work introduces the variety information to multiset variables and constraints. There can be plenty of scope for future research for multiset CSPs.
First, cardinality-variety reasoning is currently applied on some common multiset constraints in their normal forms. It is interesting to study how cardinalityvariety reasoning can be incorporated into other multiset global constraints. Since global constraints can be decomposed into their normal form, we can check if the cardinality-variety reasoning on multiset global constraints can achieve even better constraint propagation. Second, our current implementation of the hybrid representation and the rules is only prototypical. There is still room for improvement. For example, it is known that adjusting the triggering order of the rules (depending on the computational cost of the rules) can affect the performance [1, 2] . We expect that our implementation can be optimized in the future.
Third, we have proposed to use a hybrid representation for multiset variables in this paper. It is worthwhile to study if there are other ways to represent a multiset variable and compare them with the hybrid representation. Besides bounds representation, we can also represent set variables by ordering the set values lexicographically. This is called the length-lex representation [9] . We can investigate how length-lex ordering can be applied to the values in the domain of a multiset variable.
