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Abstract
The discretization of the density matrix is proposed as a nonlinear positive map for systems with
continuous variables. This procedure is used to calculate the entanglement between two modes through
different criteria, such as Tsallis entropy, von Neumann entropy and linear entropy and the logarithmic
negativity. As an example, we study the dynamics of entanglement for the two-mode squeezed vacuum
state in the parametric amplifier and show good agreement with the analytic results. The loss of
information on the system state due to the discretization of the density matrix is also addressed.
Keywords: Non linear positive maps, entanglement, entropies, logarithmic negativity.
1 Introduction
The pure state of a quantum system is identified with the wave function [1], while its mixed state
is identified with the density matrix [2–4]. The time evolution of the quantum-system state provides
the transformation (map) of the initial-state density matrix ρ(0) onto the density matrix at time t, i.e.,
ρ(0) → ρ(t). The density matrix has nonnegative eigenvalues only, and such transformations are called
positive maps. Among the positive maps, there are linear positive maps and nonlinear ones. The set
of linear positive maps contains a subset of completely positive maps. The properties of the maps were
considered in [5–7], and nonlinear maps were discussed in [8, 9].
A positive map is a transformation of a density matrix into a density matrix, i.e., this kind of operation
preserves the trace of the density matrix, its hermiticity and positivity. Any quantum operation can be
expressed as a positive map. In particular, the study of completely positive maps have been of great
interest in the quantum information theory; it provides the result that the transmission of classical or
quantum information can be represented by a set of operators defining a completely positive map, also
called the quantum channel.
There exist different capacities of a system to transmit information: the classical capacity [10], the
quantum capacity [11], and the entangled assisted capacity [12, 13]. Some of these capacities can be
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calculated through the three von Neumann entropies, such as the entropy of the input system state ρ,
the entropy associated to the map Φ(ρ), and the entropy exchange (Φ⊗ Id)|ψ〉〈ψ|, where |ψ〉 denotes the
state which, under purification over an ancillary system R, gives the input ρ (ρ = TrR(|ψ〉〈ψ|)).
The constructions of two linear positive maps of a qudit system are used to implement new entropic
inequalities in composite and non-composite systems [14–19]. This method transforms the density N×N -
matrix with N = nm into two density matrices ρ(1) and ρ(2) with dimensions m×m and n×n, respectively.
It is known that non-unitary transformation, such as the generic time evolution of the density matrix
can be expressed in terms of a completely positive map, in view of the Kraus decomposition [20]. For
finite-dimensional density matrices, such maps were discussed in [7]. These linear maps have also been
used to construct the time evolution of the initial state for any master equation which is local in time,
whether Markovian or non-Markovian of Gorini–Kossakowski–Sudarshan [21] and Lindblad [22] form
or not in [23]. In [24], a positive map that changes a mixed state into the pure state was introduced.
Pseudo-positive linear maps were considered in [25,26].
In this study, we propose the discretization of the density matrix of continuous variables as a nonlinear
map that preserves the quantum properties of the system. We show that the discrete form of the
density matrix can be used to calculate the entanglement measures and other observables numerically.
Implementing another map which reduces the discrete N×N density matrix to an n×n density matrix
(with n < N), we study the loss of information due to the discretization procedure.
This paper is organized as follows.
In section 2, we define the discretization of the density matrix of continuous variables, establishing
the conditions that should be satisfied to correspond to the positive map. Also in this section the positive
map of a discrete N×N density matrix into a cut discrete n×n density matrix (n < N) is discussed in
order to address the loss of information on the system. The entanglement properties of the squeezed
vacuum state in the parametric amplifier are obtained in section 3 as an example of the application
of the discretization procedure. The entanglement is calculated through different quantities, such as
Tsallis entropy, von Neumann entropy and linear entropy of the cut density matrices and the logarithmic
negativity for the two-mode partial transpose. The calculation of the covariance matrix is discussed in
section 4. Numerical results are compared with the analytical expressions in sections 3 and 4. Finally,
some conclusions are presented.
2 Discretization as a nonlinear positive map of the density matrices
In this section, we consider for two-mode field the procedure of discretization of the density matrix
ρ(12)(x, y;x′, y′) = 〈x, y|ρˆ(12)|x′, y′〉, which satisfies the normalization condition
∞∫
−∞
∞∫
−∞
ρ(12)(x, y;x, y) dx dy = 1. (1)
To obtain a discrete form, first, we define the discrete numbers of the axes xi = i∆x, yj = j∆y, x
′
k = k∆x
and y′l = l∆y with i, j, k, l = 0,±1,±2, . . . ,±M . In addition, the steps ∆x, ∆y, ∆x′ and ∆y′ are such
that the numerical convergence of the normalization condition (1) is ensured. This discretization provides
the density matrix
ρ(12)(xi, yj ;x
′
k, y
′
l) = ρ
(12)
ij,kl , (2)
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and this relation constitutes a map of infinite-dimensional Hilbert space H onto the finite-dimensional
Hilbert space Hd. In order to define correctly the conjugate transpose matrix ρ(12)ij,kl and the normalization
condition, the steps in the variables x and x′ should be ∆x = ∆x′ and also ∆y = ∆y′. Then the discrete
normalization reads ∞∫
−∞
∞∫
−∞
ρ(12)(x, y;x, y) dx dy =
M∑
i,j=−M
ρ
(12)
ij,ij∆x∆y = 1 , (3)
and the conjugate transpose matrix is ρ
(12) †
ij,kl = ρ
(12) ∗
kl,ij .
One can see that the obtained discrete density matrix ρ
(12)
ij,kl is a result of action by the nonlinear
positive map of the continuous matrix ρ(12)(x, y;x′, y′) satisfying the same properties as a standard
density matrix, i.e., is a hermitian, positive, semi-definite one with Trρ(12) = 1. Thus, information on the
initial continuous matrix can be obtained through information on the discrete density matrix obtained
by means of the positive map.
The partial density matrices for the system can be calculated as
ρ
(1)
ij =
M∑
k=−M
ρ
(12)
ik,jk∆y , ρ
(2)
ij =
M∑
k=−M
ρ
(12)
ki,kj∆x , (4)
where as in (2) we now use
ρ
(k)
ij = ρ
(k)(z, z′) ,
with k = 1, 2; for the first mode z = x, while for the second one z = y. One has the following discrete
normalization condition:
∞∫
−∞
ρ(k)(z, z)dz ≈
M∑
i=−M
ρ
(k)
ii ∆z = Tr ρ
(k) =
∑
i
R
(k)
ii = 1 .
We choose the interval dz in the sum form of the integral providing that ρ
(k)
ii ∆z = R
(k)
ii . This discrete
form ρ
(k)
ij is a nonlinear positive map of the reduced density matrix for the system, which can be used to
calculate all the observables, such as, for example, the entanglement entropies [27].
We assume ρ
(k)
ij < ε for i, j > (2M + 1), where ε is arbitrarily small. Then the infinite matrix R
(k)
ij
has the approximation
R
(k)
ij =

0 0 0 · · · 0 0
0 R−M,−M R−M,−M+1 · · · R−M,M 0
0 R−M+1,−M R−M+1,−M+1 · · · R−M+1,M 0
...
...
...
...
...
...
0 RM,−M RM,−M+1 · · · RM,M 0
0 0 0 · · · 0 0

,
where R
(k)
ij has an ocean of zeros. For all the reduced density matrices ρ
(k), such that Tr ρ(k) = 1, the
discretization procedure provides the infinite matrix R
(k)
ij , which has the form of an island finite N×N
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matrix (N = 2M + 1) floating in the infinity ocean of zero matrix elements. Thus we have mapped the
infinite matrix onto a finite N×N density matrix.
To give an example of such maps, we discuss a nonlinear positive map, which transforms an N×N
finite density matrix onto a n×n density matrix with n < N . The initial N×N density matrix ρ for
mode 1 has the matrix elements
ρ
(1)
ij = 〈i| ρ(1) |j〉 .
Let us construct the matrix
R
(1)
o jk = 〈j|R(1) |k〉 ,
following the rule that all the matrix elements R
(1)
2p,2s with p, s = 1, 2, . . . , n are equal to zero. Let the
matrix elements R
(1)
o ps = R
(1)
ij with i = 2p+ 1, j = 2s+ 1 be equal to ρij . Then the n×n matrix reads
R(1)o ps =
(
n∑
k=1
ρ
(1)
2k+1,2k+1
)−1
ρ
(1)
2p+1,2s+1;
it has the properties
(
R
(1)
o ps
)†
= R
(1)
o ps, Tr(R
(1)
o ) = 1 and R
(1)
o ≥ 0. Thus, we constructed the positive
map ρ(1) → R(1)o . An analogous construction can be done by taking the odd matrix elements equal to
zero, whose map can be denoted by ρ(1) → R(1)e . If the N×N matrix ρ(1) is large enough, one has the
equalities of the von Neumann and linear entropies,
−Tr (ρ(1) ln ρ(1)) ' −Tr (R(1)o lnR(1)o ) ' −Tr (R(1)e lnR(1)e ).
The same procedure can be applied to the density matrix of the bipartite system ρ(12). We only need to
change the indices i, j by α and k, l by β, where α, β = 1, . . . , N2, and consider the odd or even matrix
elements as zeros, and so on.
The entanglement properties of the state ρ(x, y, x′, y′) are again preserved for the matrices R(12)o and
R
(12)
e . One can check that global criteria as the logarithmic negativity for the discretized matrices reflect
the phenomenon of entanglement.
2.1 Cut maps of density matrices
The discussed example of density N×N matrices (with even number N = 2n) mapped on smaller density
n×n matrices is a particular case of specific nonlinear positive maps. Below we describe such maps, which
we call cut maps; they are constructed as follows.
First, we consider an arbitrary N×N matrix R (not only the density matrix) with matrix elements
Rjk, j, k = 1, 2, . . . , N. Then, we construct N×N matrix R′jk, where arbitrary kth columns and rows
(k = 1, 2, . . . ,m, m < N) are replaced by columns and rows with zero matrix elements. The new matrix
R′′ reads
R′′ =
R′
TrR′
, (5)
and we assume that TrR′ 6= 0.
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For example, by this prescription, the 3×3 matrix
Rjk =
 R11 R12 R13R21 R22 R23
R31 R32 R33

yields the matrices
R′′1 =
1
R22 +R33
 0 0 00 R22 R23
0 R32 R33
 ,
R′′2 =
1
R11 +R33
 R11 0 R130 0 0
R31 0 R33
 ,
R′′3 =
1
R11 +R22
 R11 R12 0R21 R22 0
0 0 0
 , (6)
with five zero matrix elements. Three other 3×3 matrices, which we can obtain by replacing two columns
and rows with zero matrix elements with applying the renormalization tool, are
R′′4 =
 1 0 00 0 0
0 0 0
 , R′′5 =
 0 0 00 1 0
0 0 0
 , R′′6 =
 0 0 00 0 0
0 0 1
 . (7)
We can consider this prescription as a map of 3×3 matrix R onto 2×2 matrices just by removing all zero
columns and rows in matrices (6), i.e., maps of 3×3 matrix R onto three matrices
R˜′′1 =
1
R22 +R33
(
R22 R23
R32 R33
)
,
R˜′′2 =
1
R11 +R33
(
R11 R13
R31 R33
)
,
R˜′′3 =
1
R11 +R22
(
R11 R12
R21 R22
)
. (8)
Due to this procedure, matrices (7) convert just to the identity 1×1 matrix.
In fact, the procedure we employed is equivalent to cutting some kth columns and rows (k < N) in
the initial matrix R accompanied by the normalization (dividing by the trace of the matrix obtained).
The map under discussion is a nonlinear map of the initial N×N matrix on the n×n matrices, where
n is an arbitrary integer, such that n < N . This map is such that in cases, where the matrix R has the
properties of the density matrix, i.e., R ≡ ρ, with ρ† = ρ, Tr ρ = 1, and ρ ≥ 0, the cut map preserves all
of them.
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For example, if we consider the 3×3 matrix Rjk = ρjk, where ρjk is the density matrix of the qutrit
state (spin j = 1 state), we obtain the density matrices of the qubit state (spin j = 1/2 state), i.e.,
ρ→ ρ1, ρ→ ρ2 and ρ→ ρ3, where
ρ1 =
1
ρ22 + ρ33
(
ρ22 ρ23
ρ32 ρ33
)
,
ρ2 =
1
ρ11 + ρ33
(
ρ11 ρ13
ρ31 ρ33
)
,
ρ3 =
1
ρ11 + ρ22
(
ρ11 ρ12
ρ21 ρ22
)
. (9)
It is worth noting that the hermiticity, normalization, and nonnegativity conditions of the matrices
obtained are obvious. In fact, the Sylvester criterion of non-negativity for the qubit density matrices,
obtained by using the cut map, is fulfilled since all the principal minors of the qubit matrices coincide
(up to positive normalization factor) with a part of principal minors of the initial matrix ρ. By induction,
this property can be checked for an arbitrary N×N density matrix ρ.
One can describe all cut maps for the density operator, acting in the N -dimensional Hilbert space H,
ρˆ→ ρˆ′ of the system state by the relation
ρˆ′ =
Pˆ ρˆPˆ
Tr Pˆ ρˆPˆ
, (10)
where Pˆ is (N −m)-rank projector Pˆ † = Pˆ , Pˆ 2 = Pˆ , Tr Pˆ = N −m, with m being the integer such that
1 ≤ m < N . Projector Pˆ in (10) has only diagonal matrix elements different from zero.
We discussed the cut maps of density matrices since the properties of the initial matrix R are partially
preserved after applying the map and obtaining the matrix R′′. Due to this fact, such phenomenon as
the entanglement and other quantum correlation properties can be studied using the smaller density n×n
matrix ρ′′ obtained from the initial density matrix. The conservation of the properties of the density
matrices can be characterized by using either the difference of the von Neumann entropies,
∆S = −Tr ρ ln ρ+ Tr ρ′′ ln ρ′′, (11)
or the difference of the Tsallis entropies of matrices ρ and ρ′′,
∆
(q)
S =
Tr ρq − Tr ρ′′q
1− q . (12)
Also relative q-entropy
S(q)(ρ | ρ′′) = 1
1− qTr
(
ρqρ′′(1−q)
)
(13)
and relative von Neumann entropy [28]
S(ρ | ρ′′) = Tr(ρ ln ρ)− Tr(ρ ln ρ′′) (14)
characterize a degree of the preservation of the properties of quantum correlations after applying the cut
map to the initial density matrix ρ.
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In formulas (11)–(14), the matrix ρ′′ is the N×N matrix with zero matrix elements in the columns
and rows corresponding to the action of (N −m)-rank projector Pˆ . The nonnegativity of the matrix ρ′′
follows from the positivity of the initial matrix ρ. In fact, the nonnegativity of the density operator ρˆ
acting in the Hilbert space H means that for an arbitrary state vector | ψ〉 one has the inequality
〈ψ | ρˆ | ψ〉 ≥ 0, (15)
from which follows that 〈ψ | ρˆ′ | ψ〉 ≥ 0 is valid for an arbitrary vector | ψ〉, since for the vector
| ϕ〉 = Pˆ | ψ〉 one has 〈ϕ | ρˆ | ϕ〉 ≥ 0.
This proof is coherent with the application of the Sylvester criterion discussed above to the matrix
representation of the density operator ρˆ′ for the qutrit state.
For continuous variables, the density matrix 〈~x | ρˆ | ~x′〉 = ρ(~x, ~x′) is infinite dimensional. Typically,
the function of variables ~x and ~x′ is the continuous function. In view of this fact, the values of the
function in coordinates ~x0, ~x
′
0 change a little in points ~x0 + d~x0 and ~x
′
0 + d~x
′
0. Thus, the discretization
procedure of the continuous density matrix does not change the properties of quantum correlations, if
there is no singular behavior of the function derivatives, or if the shifts of the arguments (steps of the
discretization) are not large.
In the case of finite N×N matrices, if one cuts uniformly columns and rows in the matrix ρ using the
small shifts between them, the correlation properties of the obtained matrix ρ′ do not change essentially.
This happens if the dependence of the matrix elements of the initial matrix ρjk on the indices j and k is
smooth enough. In our study, we address the problems of application of cut maps in such cases.
As for the case of bipartite-system states, the density N×N matrix ρjk at N = nm is interpreted
as the matrix with combined indices j ≡ (α, β), k ≡ (α′, β′), α = 1, 2, . . . , n and β = 1, 2, . . . ,m.
After this, there appears the possibility to obtain maps to the density matrix of the first subsystem
ρ
(1)
α,α′ =
∑m
β=1 ραβ,α′β and to the density matrix of the second subsystem ρ
(2)
β,β′ =
∑n
α=1 ραβ,αβ′ .
The cut map applied to the initial matrix ρjk ≡ ραβ,α′β′ induces cut maps of the subsystem density
matrices ρ
(1)
α,α′ and ρ
(2)
β,β′ . The obtained matrices ρ
′
αβ,α′β′ , ρ
′(1)
α,α′ and ρ
′(2)
β,β′ preserve some information on the
initial density matrices ρ, ρ(1) and ρ(2), among other things the correlation properties of the subsystem
degrees of freedom, including information on entanglement.
In our study, we focused on the properties of initial density matrices of continuous variables. Ob-
viously, after the first cut map, we obtained the finite matrix ρ(j, k), with j and k combined indices,
from the matrix ρ(~x, ~x′). The following maps are equivalent to the initial cut map with larger steps of
discretization.
3 Calculation of the entanglement
To show the procedure of discretization, we apply this method to the squeezed vacuum state that has the
continuous variable bipartite representation in variables x, y, x′ and y′. We determine the dynamics of
some entanglement measurements as the von Neumann, linear and Tsallis entropies and the logarithmic
negativity for the two-mode squeezed vacuum state in the parametric amplifier.
The squeezed vacuum state is a Gaussian two-mode state. It is known that a two-mode Gaussian state
remains the Gaussian one after the evolution due to a quadratic Hamiltonian. The analytical results for
the linear and von Neumann entropies of any two-mode Gaussian density matrix can be obtained using
the Wigner function [29] and the symplectic eigenvalues of the covariance matrix [30]. The symplectic
eigenvalues can also be used to calculate the logarithmic negativity [31].
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The physical system is an optical parametric amplifier described by the Hamiltonian
H = ~ωaa†a+ ~ωbb†b− ~κ(a†b†e−iωt + abeiωt), (16)
where ωa is the input signal to amplify, ω is the pump frequency that provides the energy to amplify the
input signal, ωb is the frequency of the idler mode, and κ is the coupling constant between the system
two modes. The time evolution operator can be written as
U(t) = e−iωaNate−iωbNbtea+(t)a
†b†ea0(t)(a
†a+b†b+1)/2ea−(t)ab, (17)
with the definitions
a+(t) = − e
−iΩt sin νt
cos(νt− γ) , a0(t) = −iΩt+ 2 ln
(
cos γ
cos(νt− γ)
)
, a−(t) = − sin νt
cos(νt− γ) . (18)
where Ω = ω − ωa − ωb, ν =
√
Ω2/4− κ2, and γ = arctanh(Ω/2ν).
The two-mode squeezed vacuum state is the result of applying the squeeze operator S(ξ) = exp{ξab−
ξ∗a†b†} (ξ = reiφ) to the vacuum state |0, 0〉; it is given by
|β〉 =
√
1− |β|2
∞∑
i=0
βi|i, i〉 , (19)
with β = −eiφ tanh r. The evolution in a parametric amplifier is also a squeezed vacuum state that can
be expressed as
|η(t)〉 =
√
1− |η(t)|2
∞∑
i=0
ηi(t)|i, i〉 , (20)
where
η(t) =
e−iωt
2κ
(
4κ2 exp{−2 ln(cos νt− i sin νt tanh γ)}
Ω− 2κ coth r + 2iν tan(νt+ iγ) − 2iν tan(νt+ iγ)− Ω
)
, (21)
with γ = arctanh(Ω/2ν). This state can be expressed as a Gaussian function of the quadratures x1, x2
as follows
ψη(x1, x2) =
ω
1/4
b√
pi
√
1− |η(t)|2
1− η2(t) exp
{
1
1− η2
(
2
√
ωbηx1x2 − 1 + η
2
2
(x21 + ωbx
2
2)
)}
, (22)
the discretization of this Gaussian function is used to calculate the entanglement between modes.
3.1 Tsallis entropy
The Tsallis entropy [32] is a generalization of the von Neumann entropy [33]. It is defined by
Sq =
1
1− q (Tr(ρ
q)− 1) , (23)
where q is a positive real number that is related with the subadditivity of the system. In a bipartite
system X,Y , the quantity Sq(X)+Sq(Y )+(1−q)Sq(X,Y ) is different from zero, if there exists correlation
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between the subsystems, and is zero if there is no correlation. When the sign of 1−q is positive (0 < q < 1),
this region is called the super-additive region, while for 1− q negative (q > 1) it is called the sub-additive
region. When q = 1, the Tsallis entropy is equal to the von Neumann entropy, which is an additive
quantity. We also note that for q = 2 the Tsallis entropy corresponds to the linear entropy.
Starting with the definition of the partial density matrices
ρ
(1)
ik =
∑
j
ρij,kj , ρ
(2)
jl =
∑
i
ρij,il , (24)
we calculate the eigenvalues of either ρ
(1)
ik or ρ
(2)
jl , which are denoted by the sets {e(1)} and {e(2)},
respectively.
The Tsallis entropy for the reduced system in the discrete scheme of the density matrix is
S(i)q =
1
1− q
(∑
k
e
(i)q
k − 1
)
, (25)
with i = 1, 2.
The density matrix of the squeezed vacuum state in the parametric amplifier reads
ρ = (1− |η|2)
∞∑
n,m=0
ηnη∗m|n, n〉〈m,m| .
Making the partial trace over the second mode, one has
ρ(1) = (1− |η|2)
∞∑
i=0
|η|2i|i〉〈i| ,
so one obtains the following eigenvalues for the partial density matrix
e
(1)
i = (1− |η|2)|η|2i . (26)
Using the expression for the eigenvalues of the partial density matrix in Eq. (26), one has the following
expression for the Tsallis entropy
Sq =
1
1− q
(
(1− |η|2)q
1− |η|2q − 1
)
. (27)
In Fig. 1, the evolution of the Tsallis entropy (q = 5) for the squeezed vacuum state is presented. The
entropy exhibits a periodic behavior with minima at times equal to tmin = mpi/ν and maxima at times
tmax = (2m + 1)pi/(2ν), with m = 0, 1, 2, . . .. The difference of the plots for the analytical solution and
for the cut maps with n = 32 and n = 16 are almost negligible. For n = 8, there is a region where both
solutions overlap, but the difference grows around the times with maxima of entropies. For n = 4, one
can also see that the approximation is not appropriate, in spite of the fact that some information on the
minimum value of the entanglement and the periodicity of the curve still remains.
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Figure 1: Tsallis entropy (q = 5) as a function of time for the squeezed vacuum state (β = 1/20) in
the parametric amplifier with ωa = 1, ωb = 3, ω = 5, κ = 2, and ν =
√
65/2. The solid line represents
the analytical results, the discrete series denote the numerical results as follows ( circles n = 32, squares
n = 16, rhombus n = 8, and triangles n = 4)
3.2 von Neumann and linear entropies
The von Neumann and linear entropies can also be obtained through the discretization procedure. Making
use of the eigenvalues of the partial density matrices, we can write the von Neumann entropy as follows:
SVN = −
∑
i
e
(1)
i ln e
(1)
i = −
∑
i
e
(2)
i ln e
(2)
i . (28)
The linear entropy can also be calculated similarly,
SL = 1−
∑
i
e
(1)2
i = 1−
∑
i
e
(2)2
i . (29)
The evolution of these entropies can be evaluated for the squeezed vacuum state in the parametric
amplifier. Using the eigenvalues of the partial density matrix in Eq. (26) it can be shown that the linear
entropy is given by
SL(t) =
2 |η(t)|2
1 + |η(t)|2 , (30)
with η given by Eq. (21).
Similarly, for the von Neumann entropy we obtain
SV N (t) = − ln
(
1− |η(t)|2
)
−
|η(t)|2 ln
(
|η(t)|2
)
1− |η(t)|2 . (31)
The dynamics of the linear and von Neumann entropies are plotted in Figs. 2 and 3, which have the
same properties as the Tsallis entropy. They are periodic (T = pi/ν), and the cut maps with n = 32 and
n = 16 have a remarkable agreement with the analytic results. The cut map with n = 8 differs in the
vicinity of the maximum values region and the cut map with n = 4 keeps only some general information
on the entropies.
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Figure 2: Linear entropy as a function of time for the squeezed vacuum state (β = 1/20) in the parametric
amplifier with ωa = 1, ωb = 3, ω = 5, κ = 2, and ν =
√
65/2. The discrete series denote the same cases
as fig. 1
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Figure 3: von Neumann entropy as a function of time for the squeezed vacuum state (β = 1/20) in the
parametric amplifier with ωa = 1, ωb = 3, ω = 5, κ = 2, and ν =
√
65/2. The discrete series denote the
same cases as fig. 1
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3.3 Logarithmic negativity
The logarithmic negativity criterion is an application of the Peres–Hodorecki criterion [34, 35] to the
density matrix. This criterion establishes that the partial transposition of a separable density matrix
ρ =
∑
i piρ
(1)
i ⊗ρ(2)i satisfies the same properties as the original density matrix, i.e., is hermitian, positively
semi-definite and, when there exists entanglement between the modes, the partial transpose of the density
matrix exhibits negative eigenvalues. Also the sum of the absolute value of the negative eigenvalues (called
negativity)
∑
i |e(−)i | grows, if the system is more entangled. The logarithmic negativity reads
LN = log2
(
2
∑
i
|e(−)i |+ 1
)
, (32)
where the set {e(−)i } represents the negative eigenvalues of the partial transpose matrix ρ(1)ptijkl = ρkjil
or ρ
(2)pt
ijkl = ρilkj
The partial transpose of the density matrix for the squeezed vacuum state in the parametric amplifier
can be obtained through the expression
ρ(2)pt = (1− |η(t)|2)
∞∑
n,m=0
ηnη∗m|n,m〉〈m,n| , (33)
which has the following states as eigenvectors:
|Φ0〉 = |r, r〉 ,
|Φ±〉 = 1√
ηrη∗s + ηsη∗r
{
√
ηrη∗s|r, s〉 ±
√
ηsη∗r|s, r〉} ,
with r 6= s. These states have eigenvalues
(1− |η|2)|η|2r, ±(1− |η|2)|η|r+s ,
respectively. Thus, the negativity reads
|η|
1− |η| ,
and the logarithmic negativity is
LN = log2
(
1 + |η|
1− |η|
)
. (34)
In Fig. 4, we show the logarithmic negativity as a function of time. To calculate these quantities, we use
a cut map of the bipartite partial transpose density matrix with n = 1024, 512, 256, 128. Note that these
values are two orders of magnitude larger, and thus the procedure is computationally more complex. The
differences between the analytic and numerical results are negligible for the cut maps with n = 1024 and
n = 512. For the cut map with n = 256, one finds larger discrepancies than the previous maps around
the maxima of the analytic curve. For the cut map with n = 128, some information on the logarithmic
negativity is preserved, as it happens for the other entanglement calculations.
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Figure 4: Logarithmic negativity as a function of time for the squeezed vacuum state (β = 1/20) in the
parametric amplifier with ωa = 1, ωb = 3, ω = 5, κ = 2, and ν =
√
65/2.The solid line represents the
analytical results, the discrete series denote the numerical results for a partition of n elements as follows
( circles n = 1024, squares n = 512, rhombus n = 256, and triangles n = 128)
4 Other observables
The study of other observables obtained through the established nonlinear map can be carried out
similarly. As an example, we consider the covariance matrix σ(t), which for the parametric amplifier is
defined by
σ(t) =

σp1p1 σp1p2 σp1q1 σp1q2
σp2p1 σp2p2 σp2q1 σp2q2
σq1p1 σq1p2 σq1q1 σq1q2
σq2p1 σq2p2 σq2q1 σq2q2
 , (35)
with σxy =
1
2〈{x, y}〉 − 〈x〉〈y〉. Using the discretized form of the density matrix, we calculate different
covariances as follows:
σp1p2 = −
n−1∑
i=1
n−1∑
j=1
ρi+1,j+1,i+1,j+1 +
n−1∑
i=1
n∑
j=1
ρi+1,j,i+1,j +
n∑
i=1
n−1∑
j=1
ρi,j+1,i,j+1
−
n∑
i=1
n∑
j=1
ρi,j,i,j , (36)
σpkpk = −
n−1∑
i=1
ρ
(k)
i,i+1 + 2
n∑
i=2
ρ
(k)
i,i−1 −
n∑
i=1
ρ
(k)
i,i , (37)
with k = 1, 2,
σqkqk =
n∑
i=1
ρ
(k)
i,i z
2(∆z)2 −
(
n∑
i=1
ρ
(k)
i,i z(∆z)
2
)2
, (38)
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Figure 5: The covariance σq1q1 as a function of time for the squeezed vacuum state (β = 1/20) in the
parametric amplifier with ωa = 1, ωb = 3, ω = 5, κ = 2, and ν =
√
65/2. The discrete series denote the
same cases as fig. 1
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Figure 6: The covariance σp1p1 as a function of time for the squeezed vacuum state (β = 1/20) in the
parametric amplifier with ωa = 1, ωb = 3, ω = 5, κ = 2, and ν =
√
65/2. The discrete series denote the
same cases as fig. 1
where for the first mode z = x, while for the second one z = y. Also
σqkpk = −
i
2
(n−1∑
i=1
ρ
(k)
i+1,iz − 2
n∑
i=1
ρ
(k)
i,i z +
n−1∑
i=1
ρ
(k)
i+1,iz
)
∆z . (39)
The covariance matrix elements σq1q1 and σp1p1 as functions of time are exhibited in Figs. 5 and 6;
we see that the cut maps, showing good agreement with the analytic results for the entanglement, also
display a good agreement in the covariances matrix elements. In the case of σp1p1 , the numerical results
are worse than the results for σq1q1 , because for the quadrature p it is necessary to approximate the
first derivative (and also the second derivative) of the density matrix by the expression 〈x, y|pρ|x′, y′〉 '
273
−i(ρ(x, y + ∆y;x′, y′) − ρ(x, y;x′, y′))/∆y. This approximation has an associated error of (∆y)2, which
can be noticed in Fig. 6.
5 Conclusions
In this work, we proposed the discretization of the density matrices of continuous variables as nonlinear
positive maps. The resulting discrete density matrix can be used to calculate the quantum properties of
the system, such as entanglement between the modes. Specifically, the two-mode entanglement measures
used in this work are the Tsallis, von Neumann and linear entropies and the logarithmic negativity.
This procedure is demonstrated using the two-mode squeezed vacuum state evolving in the parametric
amplifier. The squeezed vacuum state presents a periodic entanglement with period T = pi/ν.
The entanglement measures based on Tsallis entropy, von Neumann entropy and linear entropy are
obtained using the discretization procedure for the reduced density matrix with different dimensions
n = 32, 16, 8, 4. The numerical values of entropies for the procedure using discretization with n = 32
and n = 16 are almost equal to the analytic expressions of those quantities; in the case of n = 8, the
error between the numerical and analytic results is larger than in the previous case. In the case of n = 4,
the results are completely different, although the periodic behavior remains. The logarithmic negativity,
being a two-mode measure of the entanglement, was obtained using a larger dimension than with the
entropies, which can be obtained using only one mode. In this case, the two-mode density matrix was
discretized using the different dimensions n = 1024, 512, 256, 128; the analytic and numerical results are
compared giving a very good agreement for n = 1024 and n = 512; in the case of n = 256, the results
are not always equal; and in the case of n = 128, the results are completely different although, as in the
case of entropies, the periodic behavior is still present.
We presented the nonlinear positive maps (called cut maps) of the density N×N matrix onto the
density n×n matrix, with n < N . We demonstrated an example of the cut map for the case of qutrit
density matrix. The structure of the map is obtained following the procedure of mapping the density
matrix of continuous variables onto a finite-dimensional matrix. It is worth pointing out that the cut
positive maps and the discretization positive maps provide the density matrices of smaller dimensions,
but these matrices almost preserve information on quantum correlations available in the initial matrices.
Further applications of the map will be considered in a future paper.
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