solutions should be sent to Professor Cameron (for possible later updates in BCC problems lists). Several problems have been removed for editorial reasons or because they have been solved. For full details, conference participants should see the original list.
PROBLEM 417 (BCC19.1). Tight single-change covering designs
Donald A. Preece Queen Mary College, University of London, London, UK E-mail address: d.a.preece@qmul.ac.uk A tight single-change covering design is an array such that (a) each pair of its entries occurs in at least one column (block), so all pairs are "covered", (b) when each block is formed from the previous one, only a single change is made, and (c) when each new block is formed, the new entry occurs only with entries with which it has not previously been paired, so the arrangement is "tight".
The array below is such an array. A partial Latin square of order n is an n × n array using at most n symbols such that each symbol appears at most once in each row and each column. An intercalate is a partial Latin square having four entries in two rows and two columns and with two symbols.
A partial Latin square is completable to a Latin square if entries can be added so that each symbol appears exactly once in each row and column. A critical set in a Latin square L is a partial Latin square contained in L and in no other Latin square of the same size.
There has long been interest in which partial Latin squares are completable (Lindner [13] is an early reference); here we raise questions related to the number of completions. Question 1. Let P be a completable partial Latin square P of order n with n 6. If P has fewer than n 2 /4 entries, then must there be an intercalate I such that adding I to P yields a completable partial Latin square? Question 2. Let P be a partial Latin square of order n with fewer than n 2 /4 entries. Must the number of completions of P to Latin squares be even? Question 3. Let (n) be the maximum size of a critical set over all Latin squares of order n. Does satisfy
Comments. Note that B(n) D(n) for all n; B appears in the lower bound in case D fails to be a lower bound. The function & in the definition of C(n) is "bitwise and": write the arguments i and j in base 2, then multiply the digits in each position and interpret the result as the base 2 representation of i&j . The conjectured lower bound C(n) is Sequence A080572 in the Online Encyclopedia of Integer Sequences [19] ; see also [10] .
PROBLEM 419 (BCC19.3). Designs with three eigenvalues

R.A. Bailey
Queen Mary College, University of London, London, UK E-mail address: r.a.bailey@qmul.ac.uk
A binary equireplicate proper incomplete-block design with v treatments is a set of blocks such that each block consists of a fixed number k of distinct treatments (with k < v) and each treatment occurs in a fixed number r of blocks. The Levi graph of such a design has as vertices the treatments and blocks, a block being adjacent to all the blocks it contains. Such a design is connected if its Levi graph is connected. It is balanced if any two treatments lie in a constant number of blocks. Its concurrence matrix is the v × v matrix with rows and columns indexed by treatments, whose (i, j ) entry is the number of blocks in which i and j both occur.
Let D be a connected binary equireplicate proper incomplete-block design, and let be its concurrence matrix. Connectivity ensures that the maximum eigenvalue rk has multiplicity one. If D is balanced, then has two distinct eigenvalues: rk and one "interesting" eigenvalue. We therefore seek designs with two "interesting" eigenvalues.
Question. When does the concurrence matrix of a connected binary equireplicate proper incomplete block design have exactly three distinct eigenvalues? Is there a nice characterization of designs with this property, for example by a finite number of infinite families and a finite number of exceptions?
Comments. The case where one of the nontrivial eigenvalues is zero has long been recognized as important: see [4] for the statistical motivation, [3] for the combinatorial motivation, and [8] for the link with optimal designs. Updates from these three points of view are in [5, Section 7.3; 9,1], respectively. Some information on the case when both interesting eigenvalues are non-zero is given in [5, Section 8.3] .
The matrix has exactly three distinct eigenvalues at least when D lies in one of the following cases (see [5] for the definitions of these classes and proof of the statement): (1) duals of non-symmetric BIBDs, (2) partially balanced IBDs with two associate classes, (3) duals of symmetric partially balanced IBDs with two associate classes, (4) duals of non-symmetric partially balanced IBDs with two associate classes and having an efficiency factor 1 (if not balanced).
The original form of the question asked whether there are any such designs not in the four classes listed. Both Caliński and Kageyama [5] and van Dam and Spence [9] answered this in the affirmative. Given a design with three eigenvalues one of which is zero, another can be made by replacing each treatment by a constant number of new treatments. Other examples given in both references are partially balanced incomplete-block designs with three associate classes in which two of the four eigenvalues happen to coincide.
PROBLEM 420 (BCC19.4). Forcing domination number of products of cycles
E. S. Mahmoodian Sharif University of Technology, Tehran, Iran E-mail address: emahmood@sharif.edu
A dominating set in a graph G is a set S of vertices such that every vertex not in S is adjacent to a vertex in S. A forcing domination set is a set of vertices which is contained in a unique dominating set of minimum cardinality. See [7] .
Conjecture. If G is the Cartesian product of k copies of the odd cycle C 2k+1 , then the smallest forcing domination set in G has cardinality k.
Comments. The conjecture is known to be true if k = 2 (see [7] ). For k = 3, a forcing domination set of size 3 was found by Ms. Jahanbakht, while R. Bean claims to have one of size 2.
A prize of 1 000 000 Rials (about Ł300 as of July 2004) is offered for settling the problem.
PROBLEM 421 (BCC19.6). Cospectral graphs
Roland Häggkvist
Matematiska Institutionen, Umeå University, Umeå, Sweden E-mail: roland.haggkvist@math.umu.se
The characteristic polynomial of a graph is the characteristic polynomial of its adjacency matrix, and the spectrum of the graph is the multiset of zeros of this polynomial.
Question. Does almost every graph (a proportion tending to 1 as the number of vertices tends to ∞) have a cospectral mate (another graph with the same characteristic polynomial?) The same question can be asked for other graph polynomials such as the chromatic polynomial.
Comments. (by the editors) A recent paper by Haemers and Spence [11] suggests that the answer to the problem may be negative. It is shown that the proportion of graphs having a cospectral mate increases for n 10 but is smaller for n = 11 than for n = 10. On the other hand, Schwenk [18] showed that almost every tree has a spectral mate.
PROBLEM 422 (BCC19.7). An arithmetic graph
N. Lichiardopol Université de Nice Sophia Antipolis, Sophia-Antipolis, France E-mail: lichiar@club-internet.fr
Let m be an integer greater than 1. Let G m be the graph whose vertex set is the set Z of integers and whose edges are the pairs {x, y} such that x and y have difference or ratio m. A one-way Hamiltonian path in an infinite graph is a sequence (x i : i 0) that contains each vertex exactly once and has the property that x i x i+1 is an edge for all i 0). A two-way Hamiltonian path is a sequence (x i : i ∈ Z) that contains each vertex exactly once and has the property that x i , x i+1 is an edge for all i ∈ Z.
The question was raised of whether G m contains such paths. Russell [17] showed that G m , in general, does not have a one-way Hamiltonian path, but it does have a two-way Hamiltonian path. The following question remains. Let Q n denote the graph of the n-cube with vertex set {0, 1} n and edge set consisting of all pairs of vertices differing in one coordinate. Bollobás and Leader [2] showed that, if A and B are disjoint vertex sets in Q n with |A| = |B| = 2 k , then there exist 2 k (n − k) edge-disjoint paths from A to B. This is clearly best possible, since if A is a subcube, then there are just 2 k (n − k) edges from A to its complement. Lovász [14] proved for r 1 that r in fact exists. The best known bounds for r are due to Tuza [20] .
Question. Can the vertices of
For 1 k r n, let
A k = C ∈ X r : ∃A, B ∈ A with A ∩ B = C . A 1 , A 2 , . . . , A m ∈ A k are pairwise disjoint, then m r−k+1 .
Conjecture. If
