t h e p r o g r e s s i v e advances and development i n computer a r c h i t e c t u r e s and s c i e n t i f i c computing, w e o b s e r v e an i n c r e a s i n g demand f o r p a r a l l e l and d i s t r i b u t e d computing. T h i s t r e n d h a s l e d t h e r e s e a r c h e r s from v a r i o u s d i s c i p l i n e s t o f o c u s t h e i r a t t e n t i o n towards development of p a r a l l e l computational t e c h n i q u e s . There i s a l s o a g r e a t p o t e n t i a l f o r u s i n g p a r a l l e l computers i n s t r u c t u r a l mechanics
A b s t r a c t -P a r a l l e l Gaussian e l i m i n a t i o n t e c h n i q u e f o r C where A i s a banded m a t r i x , i s modeled a s a a c y c
l i c d i r e c t e d graph. T h i s graph i s u s e f u l i n t h e i d e n t i f i c a t i o n of p a r a l l e l o p e r a t i o n s , t h e minimum a b s o l u t e completion time f o r t h e s o l u t i o n p r o c e s s and t h e minimum number of p r o c e s s o r s r e q u i r e d t o s o l v e i t i n minimum time. H u ' s l e v e l s c h e d u l i n g s t r a t e g y i s used f o r s c h e d u l i n g o p e r a t i o n s t o p r o c e s s o r s . The a b s o l u t e minimum completion time sets a l i m i t on t h e speed-up. The a b s o l u t e minimum completion time i s dependent on t h e o r d e r of A m a t r i x and i s independent of t h e bandwidth. The minimum number of p r o c e s s o r s r e q u i r e d t o complete t h e s o l u t i o n p r o c e s s i s f i x e d by t h e bandwidth and i s independent o f t h e o r d e r of
A m a t r i x .
A method of i n c o r p o r a t i n g communication a s p e c t s i n between p r o c e s s o r s i n f o u r k i n d s of i n t e r c o n n e c t i o n s i s a l s o p r e s e n t e d .

INTRODU CTION t h e s o l u t i o n of a system o f e q u a t i o n s Ax =
Reviewing
t h e p r o g r e s s i v e advances and development i n computer a r c h i t e c t u r e s and s c i e n t i f i c computing, w e o b s e r v e an i n c r e a s i n g demand f o r p a r a l l e l and d i s t r i b u t e d computing. T h i s t r e n d h a s l e d t h e r e s e a r c h e r s from v a r i o u s d i s c i p l i n e s t o f o c u s t h e i r a t t e n t i o n towards development of p a r a l l e l computational t e c h n i q u e s . There i s a l s o a g r e a t p o t e n t i a l f o r u s i n g p a r a l l e l computers i n s t r u c t u r a l mechanics
The developments of p a r a l l e l i s m i n numerical a l g o r i t h m s can be found i n r e f e r e n c e s [ 2 , 3 , 4 ] . Ortega and Voigt [5] p r e s e n t s t h e development of p a r a l l e l a l g o r i t h m s f o r e n g i n e e r i n g problems. Recently s t r u c t u r a l e n g i n e e r s have developed p a r a l l e l implementation of f i n i t e element technique.
Law [ 6 ] p r e s e n t s a p a r a l l e l f i n i t e element s o l u t i o n .
I n t h i s method, t h e f i n i t e element displacements a r e d i r e c t l y computed w i t h o u t forming t h e g l o b a l s t i f f n e s s m a t r i x on a n MIMD m u l t i p r o c e s s i n g system. A p a r a l l e l f i n i t e element lhethod and i t s implementation on a hypercube computer i s d i s c u s s e d i n [ 7 ] and p a r a l l e l element o r i e n t e d c o n j u g a t e g r a d i e n t procedure i s used t o compute t h e di'splacements.
Chein and Sun [8] proposed two p a r a l l e l forming procedures and a p a r a l l e l Gaussian e l i m i n a t i o n t e c h n i q u e [ 9 ] f o r t h e s o l u t i o n o f l a r g e system of e q u a t i o n s . Two p r a c t i c a l p a r a l l e l a l g o r i t h m s f o r s o l v i n g systems of dense l i n e a r e q u a t i o n s on a n MIMD computer i s given i n [ l o ] .
There a r e t h r e e well d e f i n e d modules i n f i n i t e element program: (i) pre-processing, ( i i ) s o l u t i o n , (iii) post-processing.
I n t h i s paper, we d e a l w i t h t h e s o l u t i o n module. W e propose a p a r a l l e l Gaussian e l i m i n a t i o n t e c h n i q u e f o r t h e s o l u t i o n of l i n e a r e q u a t i o n s . W e c o n s i d e r t h e d i r e c t s o l u t i o n of Ax = C, where A i s a banded m a t r i x w i t h h a l f baDdnMth b.
We model t h e s i t u a t i o n as a a c y c l i c d i r e c t e d graph.
I n t h i s graph, t h e nodes r e p r e s e n t a r i t h m e t i c o p e r a t i o n s a p p l i e d t o t h e elements of A and t h e a r c s r e p r e s e n t t h e precedence r e l a t i o n t h a t e x i s t s among t h e o p e r a t i o n s i n t h e s o l u t i o n process. T h i s graph g i v e s t h e clear p i c t u r e t o t h e u s e r i n i d e n t i f y i n g t h e o p e r a t i o n s t h a t c a n be done i n p a r a l l e l . T h i s graph 'is a l s o u s e f u l i n s c h e d u l i n g o p e r a t i o n s t o t h e p r o c e s s o r s . The a b s o l u t e minimum completion time and t h e lower bound on t h e minimum number of p r o c e s s o r s r e q u i r e d t o s o l v e t h e e q u a t i o n s i n minimum time can be found from i t . Speed-up approaches a l i m i t u s i n g p a r a l l e l p r o c e s s o r s , set by t h e a b s o l u t e minimum time, is a l s o brought o u t from t h i s graph. 
Also A m a t r i x i s banded w i t h h a l f bandwidth b as shown i n F i g . 1. I n g e n e r a l Gaussian e l i m i n a t i o n h a s two s t e p s [13]: (i) t r i a n g u l a t i o n and forward e l i m i n a t i o n TF, (ii) Back s u b s t i t u t i o n BK. For ease of u n d e r s t a n d i n g , we w i l l show t h e o p e r a t i o n s t h a t c a n be done i n p a r a l l e l [13]
It i s t o be noted t h a t t h e o p e r a t i o n s ( 4 ) , and ( 7 ) c a n be done i n p a r a l l e l and t h e y a r e (5) denoted below. ( 7 ) as u p d a t e o p e r a t i o n . From ( 9 ) i t can be s e e n t h a t , i f t h e r e a r e s u f f i c i e n t p r o c e s s o r s t h e o p e r a t i o n s can be executed s i m u l t a n e o u s l y .
Each o u t e r do l o o p i n t r i a n g u l a t i o n o r back s u b s t i t u t i o n i s r e f e r r e d t o as a p i v o t i n g s t e p . There a r e n p i v o t i n g s t e p s i n forward e l i m i m t i o n and n-1 i n back s u b s t i t u t i o n p r o c e s s .
W e assume t h a t e a c h d i v i d e o r u p d a t e o p e r a t i o n t a k e s one u n i t of time. It i s w e l l known f o r a f u l l m a t r i x , t h a t t h e p a r a l l e l s o l u t i o n of e q u a t i o n (1) t a k e s a minimum o f (3n-2) time u n i t s , i f a n u n l i m i t e d number of p r o c e s s o r s are provided.
S i n c e A is banded, t h e minimum completion time i s expected t o be smaller. W e show t h a t t h e minimum completion time f o r a banded m a t r i x i s a l s o (3n-2) end i t i s independent of bandwidth. T h i s minimum completion time sets a l i m i t on t h e speed-up.
3. TAsg(aAFH divi& cgn b e s e e n i n ( 4 ) , f t a p v e n s t e p k , t h e p e r a t i o n on a n e emen a k j cannot be executed u n t i l t h e l a t e s t o p e r a t i o n s on a and have been completed a t some previous'jstep. ' & i i l a r l y , it i s e v i d e n t from ( 5 ) , t h e e x e c u t i o n of a n update o p e r a t i o n on a can o n l y begin a f t e r t h e latest o p e r a t i o n s on a!J, a . and a have been completed.
Wing andidwanikill], u! $d t h e a c y c l i c d i r e c t e d graph f o r p a r a l l e l s o l u t i o n o f a s p a r s e m a t r i x and d e r i v e d some i n t e r e s t i n g p r o p e r t i e s of t h e graph. There e x i s t s a set of precedence r e l a t i o n among t h e o p e r a t i o n s . It i s convenient t o r e p r e s e n t t h e s e r e l a t i o n s i n a m u l t i t a s k system as a W e s h a l l r e f e r t o G(V,E) a s a " t a s k graph" and t h e t h r e e terms "operation", "task", and "node" w i l l be used i n t e r c h a n g e a b l y . With t h e assumption t h a t t h e e x e c u t i o n of each t a s k t a k e s one u n i t of time, t h e t a s k graph i s a " u n i t e x e c u t i o n time" system. a27 -a21'a17 a32 -a31'a12
For t h e A m a t r i x shown i n Fig. 1, t h e t a s k graph f o r t h e forward e l i m i n a t i o n p r o c e s s i s shown i n F i g . 2. Task graph r e p r e s e n t s t h e s o l u t i o n p r o c e s s o f t h e e q u a t i o n s i n F i g . 1. Zero elements of A m a t r i x a r e n o t shown. The s o l u t i o n p r o c e s s c o n s i s t s of t h e f o l l o w i n g o p e r a t i o n s :
21 *a12 
I n t h e graph t h e d i v i d e o p e r a t i o n s are i n d i c a t e d by s q u a r e s and update o p e r a t i o n s by c i r c l e s . a r c s from t h e forward e l i m i n a t i o n steps t o back s u b s t i t u t i o n s t e p s e x c e p t t h e one through t h e node 41, which i s a d i s t i n c t node.
PROPERTIES OF TASK GRAPH Note t h a t (by d e f i n i t i o n ) t h e r e a r e
R e f e r r i n g t o t h e a l g o r i t h m i n S e c t i o n 2 , we see t h a t t h e t a s k graph c a n be c o n s t r u c t e d i n s t a g e s . L e t G (V , Ek) b e a subgraph c o n s t r u c t e d a f t e r t h e complfetlfon of p i v o t i n g s t e p k . i s t h e subgraph r e p r e s e n t i n g forward e l i m i n a t i o n ?
I n t h i s , t h e r e are 2n-1 s t e p s i n v o l v e d and there a r e n-1 s t e p s i n t h e back s u b s t i t u t i o n process.
It is proved i n [13] t h a t t h i s graph is a c y c l i c . V r k = 'j An a r c ( v . , v . ) i s redundant ( t r a n s i t i v e [ l b ] ) i f t h e r e ' e x i J t s a p a t h of l e n g t h g r e a t e r t h a n two from v . t o v . .
The d e f i n i t i o n i n [13] s t a t e s t h a t "A p a t h
The r e a s o n f o r t h e emphasis on r e d u n d i n t a d s i s t h a t t h e y i l l u s t r a t e t h e e x i s t e n c e of a n o p t i m a l s c h e d u l i n g s t r a t e g y u s i n g two p r p c e s s o r s f o r u n i t e x e c u t i o n time. T h i s s t r a t e g y i s o p t i m a l o n l y i f a l l redundant a r c s i n t h e graph a r e e l i m i n a t e d by a p p r o p r i a t e t a s k s c h e d u l i n g t o m u l t i p l e p r o c e s s o r s [ 1 5 ] .
The
The t o t a l number of l e v e l s i n t h e forward e l i m i n a t i o n i s (2n-1).
There a r e (n-1) s t e p s ( a l s o n-1 l e v e l s ) i n t h e back s u b s t i t u t i o n . So t h e r e a r e 3n-2 l e v e l s i n t h e s o l u t i o n p r o c e s s . There a r e a r c s only from a node a t l e v e l p t o nodes a t l e v e l p+l and p+2. W e a l s o know t h a t t h e r e i s a t l e a s t one node a t e v e r y l e v e l . T h e r e f o r e t h e l o n g e s t p a t h i s t h e one which i s p a s s i n g through t h e nodes a t a l l l e v e l s and hence i t is 3n-2. I t i s a l s o known t h a t f o r a f u l l m a t r i x , t h e s o l u t i o n t a k e s a minimum of 3n-2 time u n i t s [13].
Lemma 2:
The l o n g e s t p a t h i s independent of bandwidth b.
Proof: I n t h e forward e l i m i n a t i o n p r o c e s s , we s e e t h a t f o r e v e r y v a l u e of k , t h e r e a r e b d i v i d e o p e r a t i o n s and b*(b-1) update o p e r a t i o n s . I f t h e v a l u e of bandwidth b i s i n c r e a s e d , i t only i n c r e a s e s t h e number of nodes a t a given l e v e l and it d o e s n o t i n c r e a s e t h e number of l e v e l s . I n t h e banded m a t r i x c a s e t h e number of l e v e l s i s t h e same a s D. The l o n g e s t path p a s s through a t l e a s t one node a t e v e r y l e v e l .
Hence t h e l o n g e s t path D (which i s 3n-2) i s independent of bandwidth. Also t h i s is t h e r e a s o n t h a t minimum time f o r t h e s o l u t i o n p r o c e s s i s 3n-2 f o r both banded and f u l l m a t r i x , i f provided w i t h a n u n l i m i t e d number of p r o c e s s o r s .
The t a s k graph f o r t h e banded m a t r i x c a s e i s a l s o a c y c l i c , and t h e p r o p e r t i e s d e r i v e d f o r s p a r s e m a t r i x i n r e f e r e n c e [13] a r e a p p l i c a b l e t o banded m a t r i x a l s o . The t o t a l number of nodes i n t h e Gaussian e l i m i n a t i o n p r o c e s s a r e :
2 b b-1 (n-b)b + 120(b-1)2 + (n-b) (b-1) + lEl(b-l) (10) I n [ 1 2 , 1 6 ] ,
lower bounds on t h e minimum number of p r o c e s s o r s r e q u i r e d t o complete a g e n e r a l t a s k graph and lower bounds on t h e completion time i f a f i x e d number of p r o c e s s o r s a r e used a r e d e r i v e d . These r e s u l t s a r e v e r y u s e f u l and w e a p p l y t h e s e r e s u l t s t o our banded m a t r i x c a s e . Let p* be t h e minimum number o f p r o c e s s o r s r e q u i r e d t o complete t h e t a s k graph i n D time u n i t s . Then from [12]
where nk i s t h e number of nodes a t l e v e l k.
W e know a t any l e v e l t h e number of nodes i s a f u n c t i o n of h a l f bandwidth b. I n c r e a s i n g b, i n c r e a s e s t h e number of nodes a t any l e v e l and t h u s r e s u l t s i n a n i n c r e a s e i n t h e v a l u e o f p* i n e q u a t i o n ( 1 1 ) . Hence, w e can s a y t h a t t h e o p t i m a l number of p r o c e s s o r s r e q u i r e d t o complete t h e t a s k graph i n D time u n i t s i s f i x e d by t h e v a l u e of h a l f bandwidth b.
Also i n c r e a s e i n n only i n c r e a s e s t h e v a l u e of D and n o t t h e number of nodes a t any l e v e l . Amdhal's law s t a t e s : "A s m a l l number of s e q u e n t i a l o p e r a t i o n s can e f f e c t i v e l y l i m i t t h e speed-up of a p a r a l l e l algorithm". L e t f be t h e f r a c t i o n of o p e r a t i o n s i n a computation t h a t must be performed s e q u e n t i a l l y , where 0 5 f 5 1.
L e t t* be t h e minimum completion time t o p r o c e s s a t a s k graph w i t h p
From t h e t a s k graph (without c o n s i d e r i n g t h e communication time i n between p r o c e s s o r s ) , w e can see t h a t t h e u s e r time w i t h one p r o c e s s o r i s t h e t o t a l number of nodes i n t h e t a s k graph ( u n i t e x e c u t i o n time). We have a l s o proved t h a t D which i s (3n-2) i s t h e l o n g e s t p a t h i n t h e graph, i s t h e minimum completion time of t h e s o l u t i o n p r o c e s s i f a n u n l i m i t e d number of p r o c e s s o r s are used. Hence t h e maximum speed-up t h a t c a n achieved i s u s e r time f o r one p r o c e s s o r D , t h e l o n g e s t p a t h i n t h e graph
I t i s e a s y t o s e e t h a t t h e maximum speed-up a c h i e v a b l e by a p a r a l l e l computer w i t h p p r o c e s s o r s i s
For example, i f t h e s e q u e n t i a l o p e r a t i o n s i s 10% of t h e t o t a l computation, t h e n t h e maximum a c h i e v a b l e speed-up i s 10. W e can s e e from e q u a t i o n (13) t h a t w i t h a n i n f i n i t e number of p r o c e s s o r s , t h e maximum a c h i e v a b l e speed-up i s l / f .
The same r e s u l t i s a l s o o b t a i n e d i n our a n a l y s i s .
From our a n a l y s i s , we can s e e t h e r e l a t i o n of f a s D t h e l o n g e s t p a t h i n t h e graph f = ____________________-_-_-__-__----t o t a l number of nodes i n t h e graph and t h e maximum speed-up a c h i e v a b l e is l / f , no m a t t e r how many p r o c e s s o r s a computer h a s . Table 2 shows t h e e f f e c t of bandwidth on t h e maximum a c h i e v a b l e speed-up. A 10x10 m a t r i x i s c o n s i d e r e d and t h e bandwidth i s changed fron, 2 t o 10 and t h e r e s u l t s a r e shown i n Table 2 . I n Table 3 , f o r a g i v e n bandwidth t h e v a l u e s o f n i s changed and t h e r e s u l t s a r e shown. 
From t h i
s , w e can s a y t h a t f o r a n i n c r e a s e i n bandwidth, t h e r e is a s u b s t a n t i a l i n c r e a s e i n maximum a c h i e v a b l e speed-up. On t h e o t h e r hand, f o r a given bandwidth, f o r a n i n c r e a s e i n n , t h e i n c r e a s e i n maximum a c h i e v a b l e speed-up i s very marginal. T h i s f a c t i s a l s o observed i n t r u s s problem c o n s i d e r e d i n [8]. I n p r a c t i c e , t h e t o t a l u s e r time i n c r e a s e s , beyond t h e optimum number of p r o c x s o r s , because o f t h e communication time i n between p r o c e s s o r s . Scheduling: References [11,13], g i v e s t h e o p t i m a l s c h e d u l i n g s t r a t e g i e s t o p r o c e s s a t a s
l l t h e r e a d y t a s k s , s c h e d u l e t h e one w i t h t h e smallest l e v e l number and i f t h e r e is a t i e , s c h e d u l e t h e one w i t h t h e l a r g e s t number o f immediate s u c c e s s o r s . T h i s a l g o r i t h m i s a p p l i e d t o t h e above example 1, and t h e s c h e d u l e w i t h 3 ,
COMMUNICATION ASPECTS I n t h e p r e v i o u s s e c t i o n s , t h e t a s k graph i s used t o compute t h e a b s o l u t e minimum time and t h e optimal number of p r o c e s s o r s t o Complete i t in
minimm time a r e d i s c u s s e d . I n t h i s s e c t i o n , we ,,,ill i n c o r p o r a t e t h e communication time i n between p r o c e s s o r s . T h i s a n a l y s i s i s i m p o r t a n t because i n a parallel p r o c e s s i n g environment, t h e o v e r a l l e x e c u t i o n time i s t h e sum of computation time and and not through a s h a r e d main memory a s i n t h e case of a t i g h t l y coupled system.
L e t tcomp be t h e computation time f o r one node ( d i v i s l o n o r update) i n t h e t a s k graph.
L e t tcom be t h e t r a n s f e r (communication) time t o t r a n s f e r one v a l u e from one p r o c e s s o r t o its neighbor.
Because o f o u r s c h e d u l i n g a l g o r i t h m , each computation done by a p r o c e s s o r h a s t o be communicated t o a l l t h e remaining p r o c e s s o r s . The time t a k e n t o complete t h e t a s k graph w i t h p p r o c e s s o r i s t*. Hence t h e r e are (t*-1) p a r a l l e l d a t a t r a n s f e r s i n t h e a l g o r i t h m . Hence t h e t o t a l time f o r t h e p a r a l l e l a l g o r i t h m w i t h p p r o c e s s o r I s d e f i n e d a s t o t a l time = tcomp*t* + tcomm(t*-l)*d
where d is a f a c t o r t h a t depends on t h e i n t e r c o n n e c t l a n network. d i s t h e maximum number of s t e p s needed i n t h e i n t e r c o n n e c t i o n network t o send a d a t a from one p r o c e s s o r t o a l l t h e o t h e r p r o c e s s o r s . For b a r r e l s h i f t e r networks d 5 g p72 a n 8 f o r t h r e e dimensional mesh d 5 1 . 5 p1j9 f181. Now w i t h t h e v a l u e o f d c o r r e s p o n d i n g t o t h e network t y p e , we c a n e x a c t l y compute t h e t o t a l time.
W e c a n a l s o see from e q u a t i o n (14) t h a t t* r e a c h e s a maximum v a l u e D w i t h t h e i n c r e a s e i n number of p r o c e s s o r s .
The v a l u e o f d i n c r e a s e s w i t h t h e i n c r e a s e i n number of p r o c e s s o r s . Hence t h e t o t a l e x e c u t i o n time d e c r e a s e s w i t h t h e i n c r e a s e i n number of p r o c e s s o r s o n l y up t o a c e r t a i n number of p r o c e s s o r s .
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