Abstract-Activity models play a critical role for activity recognition and assistance in ambient assisted living. Existing approaches to activity modeling suffer from a number of problems, e.g., cold-start, model reusability, and incompleteness. In an effort to address these problems, we introduce an ontology-based hybrid approach to activity modeling that combines domain knowledge based model specification and data-driven model learning. Central to the approach is an iterative process that begins with "seed" activity models created by ontological engineering. The "seed" models are deployed, and subsequently evolved through incremental activity discovery and model update. While our previous work has detailed ontological activity modeling and activity recognition, this paper focuses on the systematic hybrid approach and associated methods and inference rules for learning new activities and user activity profiles. The approach has been implemented in a featurerich assistive living system. Analysis of the experiments conducted has been undertaken in an effort to test and evaluate the activity learning algorithms and associated mechanisms.
I. INTRODUCTION

S
MART homes (SH) have been widely accepted as being a promising paradigm for technology-driven assistive living for the aging population [1] . A SH can be described as a home environment augmented with a diversity of multimodal sensors, actuators, and devices along with information and communication technology based services and systems [2] . By monitoring environmental changes and inhabitants' activities, an assistive system within a SH can process sensor data, infer an inhabitant's needs, and take appropriate actions to support activities of daily living (ADLs). As such, a SH can help older people prolong their independent living and enhance quality of life within their own homes.
Activity models play a crucial role in the realization of the SH concept. They are required to support reasoning based upon realtime streaming sensor data in order to infer the current activity for application-level functions. This may include, for example, to predict the next action within a specific task or to detect anomalies within the ADLs currently being undertaken. The completeness and accuracy of ADL models is therefore critical for an assistive system to function correctly. If an activity is not modeled or the model is not accurate, the activity will not be recognized by an assistive system. The system will therefore not be able to provide assistance and/or prediction with regard to this activity.
Modeling ADLs is a challenging task due to their unique characteristics. For example, there are a large number of ADLs in a diversity of categories which can all be modeled at multiple levels of granularity [4] . In addition, most ADLs involve performing a number of actions. The sequence of the actions to be performed is usually dependent on an individual's own preferences. Furthermore, the manner in which an ADL is performed evolves dynamically, for example the change in duration or the order of objects being used within a task. This is particularly the case for older people and those suffering from decline of cognitive capabilities.
Currently, there are two mainstream approaches to modeling ADLs. One approach is to learn an individual's activity models from existing behavioral datasets using data mining and machine learning techniques. With this approach, activity models are created based on two tasks, namely the creation of a probabilistic or statistical activity model and the training of the model to decide its parameters or mappings [5] - [17] . Given that the approach is based on intensive data analysis, it is usually referred to as a data-driven approach. A data-driven approach to ADL modeling has three major drawbacks. The first is the wellknown cold-start problem, i.e., requiring a large representative dataset to support model training for each ADL. This problem is exacerbated in the context of assistive living as people are reluctant to disclose their behavioral data due to privacy and ethical considerations. The second drawback is related to model applicability and reusability. A data-driven approach is sensitive to unseen data which makes it difficult to apply the ADL models which have been learnt from one person to another person. This means that with a data-driven approach, an activity model for different users has to be learnt separately. The third drawback is the incompleteness of activity models which is closely related to the aforementioned two issues. With the data-driven approach, every activity model for all the ADLs for every user needs to be learnt in order to create complete ADL models. Given the large number of ADLs and the cold-start problem, this is a huge challenge, if indeed not impossible, in practice. To mitigate the aforementioned problems, researchers have recently started applying transfer learning techniques to activity modeling and recognition by reusing resources and knowledge. This involves transferring the source datasets, or features or models, from one user to another in different settings [18] , [19] , [20] .
Nevertheless, such research is still at its infancy with many open challenges [21] .
An alternative to the data-driven approach is to manually define activity models by making use of rich, prior knowledge, and domain heuristics. This approach is motivated by the observation that most ADLs are daily routines which normally take place within a specific circumstance of time, location, and space with relatively fixed types of objects. Using formal knowledge acquisition and modeling technologies, activity models can be created by means of various knowledge modeling tools [22] - [33] . As this approach is closely related to knowledge engineering, it is referred to as a knowledgedriven approach. A knowledge-driven approach overcomes the cold-start problem and improves model reusability by modeling activities at multiple levels of abstraction to create both generalized and specialized ADL models. For example, ontological activity modeling can model a generic ADL as an ontological activity class and an individual-specific ADL as an instance of the corresponding activity class. Nevertheless, given that ADL models are created manually by domain experts on a case-bycase basis, the approach is questionable in relation to its scalability of generating complete ADL models. As such, it also suffers from model incompleteness. In addition, ADL models created by knowledge-driven approaches are perceived as being generic and static. Adapting an individual's ADL models to their changing behaviors is still an open issue.
Rather than trying to reuse resources and knowledge among different users similar to the scenario with transfer learning based research, this paper introduces an ontology-based hybrid approach by incorporating data-driven learning capabilities into a knowledge-driven approach to address the aforementioned problems of activity modeling. The rationale is to provide generic activity models suitable for all users and then create individual activity models through incremental learning. The approach uses semantic technologies as a conceptual backbone and technology enablers for ADL modeling, classification, and learning. The distinguishable feature of the approach from existing approaches is that ADL modeling is not a one-off effort, instead, a multiphase iterative process that interleaves knowledge-based model specifications and data-driven model learning. The process consists of three key phases. In the first phase, the initial seed ADL models are created through ontological engineering by leveraging domain knowledge and heuristics, thus solving the cold-start problem. Ontological activity modeling creates activity models at two levels of abstractions, namely as ontological activity concepts and their instances, respectively. Ontological activity concepts represent generic coarse-grained activity models applicable and reusable for all users, thus solving the reusability problem. The seed ADL models are then used in applications for activity recognition at the second phase. In the third phase, the activity classification results from the second phase are analyzed to discover new activities and user profiles. These learnt activity patterns are in turn used to update the ADL models, thus solving the incompleteness problem. Once the first phase completes, the remaining two-phase process can be iterated many times to incrementally evolve the ADL models, leading to complete, accurate, and up-to-date ADL models. This paper makes three main contributions. First, we develop a hybrid approach to activity modeling that combines the strengths of data-and knowledge-driven approaches to support an incremental modeling process. The approach is built upon the work in [31] , however, extends it by incorporating the learning capabilities to provide a viable solution for addressing existing problems relating to ADL modeling. Second, we develop a learning method to discover activities that are performed by users but have not yet been modeled. Third, we define the characteristics of a user activity profile and develop analysis methods and associated inference rules to learn a user's activity profiles, i.e., the specific way the user performs activities. The learning methods of activity profiles can detect the changing manner an activity is performed, thus allowing ADL models to adapt over time. We have implemented the approach in a feature-rich assistive living system. ADL discovery algorithms and profile learning methods have been tested and evaluated in a number of experiments by participants in a real sensorised environment. Initial results have demonstrated that the approach works and the algorithms are effective.
It is worth noting that the research presented in this paper is based on single-user single-activity scenarios. While complex activity scenarios, e.g., interleaved and concurrent activities, pose many research problems, it is beyond the scope of this paper to address them all. In addition, the activities this research is concerned with are basic ADLs and instrumental ADLs [45] which can be performed within home environments with clear model semantics, such as meal and drink preparation. Instrumental ADLs such as shopping and use of transportation which take place outside residential environments, and money management and housekeeping which do not have meaningful computational models, require special treatment, and are therefore also considered to be beyond the scope of this paper. Activity monitoring in this study is based on dense sensing [3] , i.e., one miniaturized sensor is attached to individual objects that are used for monitoring individual tasks within ADLs. As such, by analyzing an inhabitant's interactions with objects of interest, it is possible to infer the inhabitant's activity.
The remainder of the paper is organized as follows. Section II presents related work. Section III introduces the hybrid approach and its core technical underpinnings. Section IV describes learning methods to discover new activities and Section V presents analysis mechanisms for learning user profiles. We discuss implementation, testing, and evaluation in Section VI and conclude the paper in Section VII.
II. RELATED WORK IN ACTIVITY MODELING
The data-driven approach to activity modeling contains two categories of methods. One of them involves the use of parametric probabilistic or statistical models to represent activities. Individual activity models are obtained by learning the structure and parameters through model training based on largescale datasets. Major models in this category include naive Bayes classifiers [5] , hidden Markov models (HMMs) [6] , dynamic Bayesian networks (DBN) [7] , hierarchical clustering [8] , partially observable Markov decision processes [9] , and the variants of HMM and DBN, e.g., Coupled HMMs [10] and linear dynamical system [11] .
The other category of data-driven activity modeling is to use classification techniques to establish the mapping from inputs of sensor data to outputs, i.e., activity labels. Methods in this category compare a sequence of sensor observations to a set of template sequences in a training dataset. Individual activity models are obtained by learning the activity labels of the most closely matching sequences in the training dataset. Examples of this type of method include nearest neighbor [12] , support vector machine [13] , conditional Random field (CRF) [14] , decision trees [15] , hierarchical CRF [16] , and meta-level classifiers that combine the results of multiple base-level classifiers [17] . The advantage of data-driven activity modeling is that it can handle noisy, uncertain, and incomplete data in addition to temporal information. Nevertheless, the approach suffers from several drawbacks as discussed in the previous section.
The knowledge-driven approach to activity modeling also consists of two types of methods. The first is to discover activity models from existing publicly available sources, e.g., recipe handbooks or activity specifications on the Web. This type of method uses information retrieval and analysis techniques to retrieve activity definitions from specific sources and then extracts phrases and relationships to create activity models. Relevant studies in this area include [22] - [24] .
The second type of method for knowledge-driven activity modeling is to view an activity model as a knowledge model. As such, activity modeling is essentially equivalent to knowledge modeling that can be formally performed using various knowledge engineering techniques and representation formalisms. There exists a number of works in this strand in terms of the underlying knowledge representation theories and formalisms. Kautz et al. [25] treated activity models as plans in the context of plan recognition, e.g., using first-order axioms to build a library of hierarchical plans. Wobke [26] used situation theory to address the different probabilities of inferred plans by defining a partial order relation between plans in terms of levels of plausibility. Bouchard et al. [27] used action description logic to formalize actions, entities, and variable states in a SH within which an activity was modeled as a sequence of actions and represented as a lattice structure. Chen et al. [28] adopted the highly developed logical theory of actions, i.e., the event calculus for formalizing domain theories of a SH in which activities are modeled as sequential and/or parallel events. More recently, ontologies and semantic technologies have been used for activity modeling and representation. For example, Chen et al. have developed sensor ontologies for contextual data management [29] and activity ontologies for activity modeling and recognition [31] . Ye et al. [32] defined an upper ontology for smart environments that has been used to create a formal activity model for activity recognition. Riboni et al. [33] presented the details of using OWL2 1 , in particular, rule modeling, for both modeling and reasoning with complex activities. Knowledgedriven activity modeling solves the cold-start problem. It is semantically clear and elegant in reasoning as the approach is based on the solid foundation of formal knowledge representation theories. The major weaknesses are that the predefined models are static and incomplete due to the limited knowledge of individual experts.
Though activity modeling is important and existing approaches suffer from various problems, research on this topic has in general received little attention. The main reason is that activity modeling has been predominantly carried out in the domain of pattern recognition and data mining [34] . In these research contexts, the emphasis is usually placed on recognition and classification algorithms and their performance. Activity modeling is often viewed as a supportive component for pattern recognition and model-based application-level functions. When a knowledge-driven approach is used for activity modeling in knowledge-based systems, the emphasis is normally placed on inference and decision-support mechanisms. It is usually assumed that activity modeling using knowledge engineering techniques will create complete accurate models [31] , [33] . Nevertheless, in reality it is very difficult, if not impossible, to manually create models covering all permutations of different users, activities, and performance styles. This is actually a widely known drawback of knowledge engineering based approach to knowledge modeling. This paper places activity modeling as the focus of the investigation. It conceives and develops an ontology-based hybrid approach that is able to address all of the aforementioned main problems, namely cold-start, reusability, and model incompleteness, in one systematic solution. The approach and associated learning methods presented in this paper have to date not been seen in related research communities and are therefore deemed to be novel. Fig. 1 depicts the three-phase process of the hybrid approach to activity modeling as introduced in this paper. In Phase IKnowledge-driven Activity Modeling, ontological knowledge engineering techniques, are utilized to extract and create the initial seed activity models based on domain heuristics and prior knowledge. In Phase II-Model-based Activity Recognition, the seed activity models are used as classifiers by activity-based application systems, e.g., an ambient assisted living system, to classify sensor data for the purposes of activity recognition. If an activity has been accurately modeled in the seed activity models, the activity should be recognized. On the other hand, if an activity is not modeled or the model is not accurate, the activity will not be recognized. Nevertheless, the outputs of Phase II provides valuable inputs for Phase III, Data-driven Activity Learning within which data mining based learning methods are used to learn new activities and a user's activity profile. The learning results from Phase III can then be used to expand or update the seed activity models created in Phase I. The threephase process can be iterated periodically, thus incrementally improving the completeness and accuracy of activity models. Among these three phases, Phase I requires human intervention. This includes initial inputs of domain knowledge, manual specification of the seed ontological activity models, and human validation and update of learnt activities at the end of a single iteration. Both Phase II and III are data-driven and completely automatic.
III. THE HYBRID APPROACH TO ACTIVITY MODELING
In our previous studies, we have developed ontological activity models [29] , the mechanisms for dynamic sensor data segmentation [30] , [37] , and ontology-based activity recognition [31] for Phase I and II. In this paper, we concentrate on developing methods and algorithms for activity and user profile learning in Phase III. While details of Phase I and II can be found in the aforementioned work, to aid in the understanding of the discussion of the following sections, we briefly outline the rationale and mechanisms of ontology-based activity modeling and recognition.
A. Ontological Activity Modeling
Ontological activity modeling relates to explicitly specifying activity models using the description logics formalism [42] . It defines an activity as an ontological concept and all actions that are required to perform the activity as the properties of the concept. In addition to action-based properties which are hereafter referred to action properties, an activity model also contains a number of descriptive properties to characterize the manner in which an activity is performed. For example, making tea involves taking a cup from the cupboard, putting a teabag into the cup, adding hot water to the cup, then milk and/or sugar. The ontological model of making tea, i.e., MakeTea concept, can be defined by action properties hasContainer, hasTeabag, hasHotwater, hasMilk, and hasFlavor in conjunction with descriptive properties such as an activity identifier actID, start time actStartTime, duration actDuration, and the sequential order of these objects in performing an activity actObjSequence. As action properties are mainly used for defining an activity, they play a crucial role in activity recognition. Descriptive properties, on the other hand, are not determinants in activity recognition. For example, making tea can happen at any time, it can be performed in different sequences and it may take variable amounts of time. Descriptive properties are mainly used to define user's activity profiles, namely to characterize the manner an activity is performed.
Activities can be modeled at different levels of abstraction. As such, ontological activity concepts are usually organized in a hierarchical structure to form superclass and subclass relationships. For example, MakeTea, MakeCoffee, and MakeHotChocolate activities can be modeled as the subclasses of MakeHotDrink activity, which is in turn the subclass of MakeDrink. Properties establish the relations between ontological activity concepts and the actions required for performing the activities. For example, the hasContainer property links the action of preparing a cup to the activity of making tea. Subclasses can inherit properties from superclasses. A leaf node of the hierarchy denotes a primitive activity that cannot be further classified. Fig. 2 presents an excerpt of activity ontologies and associated SH contextual concepts.
Ontological activity concepts define high-level generic activity models which are applicable to anyone. In addition to this, ontological activity modeling can also define the specific way that a person performs an activity, which is usually referred to as user activity profiles. For example, a user always makes English tea at 10 am using skimmed milk and brown sugar. User activity profiles can be defined by creating an instance of a generic ontological activity concept in terms of the user's preference and habits. Ontological activity modeling in Phase I can generate both generic activity models and user activity profiles, thus providing activity models at different levels of abstraction. Aside from activity concepts, other major entities from the domain will also be ontologically modeled. For example, a sensor concept and related properties are developed to establish the relationships between physical sensors, objects, and their locations in addition to the sensor activation time. Further details of these concepts can be found in [29] .
B. Ontology-Based Activity Recognition
In dense sensing based activity monitoring [3] , [34] , an action of a user interacting with an object is detected through the sensor attached to the object. As such, the activation of a sensor implies that an action has been taken and subsequently an action property relating to the object will be assigned a value. Suppose that a number of sensors are activated along a time line and these sensor observations have been linked to corresponding action properties. At a specific time point, the aggregation of these action properties will create a context denoting an ontological activity description. For example, the activation of the contact sensors on a cup and milk bottle can link the cup and milk to the activity being performed through hasContainer and hasFlavor properties. Assume that at a specific time, i.e., hasTime (10 am) , sensor observations hasLocation(kitchen), hasContainer(cup), hasTeabag (English Teabag), and hasFlavor(sand sugar) are generated, in aggregation, this represents a context for an ongoing activity. If an activity concept in the ADL ontologies, e.g., MakeTea, has been defined by this set of action properties, then the activity can be deemed as the type of activity for the perceived context.
The rationale of inferring an activity from sensor observations described above can be formulated as follows: Given a set of action properties instantiated by sensor observations, identify the activity concept in the ADL ontologies that has the same set of action properties. Conceptually, this problem of activity recognition can be mapped to the classification of the activity description using activity ontologies as the classifiers. Technically, the problem can be solved using the subsumption reasoning in description logic, i.e., to decide if a concept description C created from sensor observations is subsumed by a concept description D within the activity models. Details of the theoretical foundation, reasoning algorithm, and continuous recognition mechanisms for ontology-based activity recognition can be found in [31] . It is worth pointing out that the sensor data stream will be first partitioned into segments so that sensor activations within a segment can be aggregated to create an ontological activity description for activity recognition. We have developed a dynamic segmentation model based on the notion of varied time windows for real-time sensor data partition. The model can shrink and expand the window size of segmentation by using temporal information of activity models and sensor data. Further details about this can be found in [37] .
To facilitate discussion, we refer to the sequence of sensor observations within a segment as an action trace, i.e., the actions being undertaken within the segment. An action trace is equivalent to a set of action properties in an ontological activity description. With activity models from Phase I and streaming sensor data from applications within a SH, activity recognition in Phase II can produce two types of action traces. If an action trace has a corresponding activity concept in the ADL models, this type of action trace is referred to as a labeled action trace or LAT in short. Otherwise it is an unlabeled action trace or UAT. LATs can be recognized from the set of action properties while UATs cannot be recognized as there are no corresponding activity models in the ADL ontologies or the models are not accurate.
The initial seed activity models generated in Phase I are inevitably incomplete due to the large number of ADLs, the different manner of users performing the ADLs, and the changing user behaviors. As such, when an application within a SH performs activity recognition over a period of time, it will generate large amount of LATs and UATs that contain information relating to unmodeled activities and the changing behaviors of a user. These action traces can be analyzed in Phase III to learn new activities and user activity profiles. New activities increase the completeness of activity models while user activity profiles improve the accuracy of activity models. Sections IV and V describe the details of the learning mechanisms and methods for Phase III.
IV. LEARNING UNMODELED ACTIVITIES
Activity learning aims to discover the activities that a user performs, however, which have not been modeled in the seed activity ontologies. As there are no models for these activities, they will not be recognized by the activity recognition process in Phase II. Subsequently, they are classified as unlabelled action traces, i.e., UATs. The essence of the activity learning is therefore to extract regular activities from UATs so that they can be modeled to improve activity models.
We have developed a three-step learning method for this purpose. In the first step, a semantic similarity metric is defined to measure the semantic similarity between two UATs. Based on this, an algorithm is then developed to compute the semantic similarity. In the second step, the semantic similarity between any individual UAT among all UATs is calculated. Based on the similarity metrics, all UATs are classified into a number of subsets where each subset contains semantically similar UATs. In essence, each subset corresponds to one unmodeled activity and the number of UATs within each subset is the number of occurrences of the unmodeled activity during activity monitoring. Given that an unmodeled activity could be a one-off or random behavior, it would be necessary to determine which discovered activities are regular activities and should be formally modeled. In the third step, the frequency of the occurrence of these discovered unmodeled activities are calculated and a threshold is specified based on domain heuristics. If the occurrence frequency of an unmodeled activity is equal or greater than the threshold, then the activity will be formally modeled to update the ADL models.
As previously discussed, central to the activity learning method is the definition and computation of semantic similarity between UATs. We define sim uat (UAT i , UAT j ) as the semantic similarity measure between two UATs and denote each UAT as a set of action property-value pairs represented as follows:
By semantic similarity, we refer to the similarity of two UATs in terms of the types of the property values rather than the values themselves. This is because in ontological activity modeling, an activity model is defined by the types of object rather than the objects themselves. For example, the MakeTea activity is specified by hasContainer(x), hasTeabag(y) . . . and hasFlavor(z). It is the types of the property values, rather than the specific x, y, or z objects that define the activity. The value of a property, e.g., x, y, or z, can be any object, e.g., cup 1 or cup 2 for x. English tea or Indian tea for y, white sugar or brown sugar for z. As such, the types of objects are the key discriminants to decide if two UATs refer to the same type of activity.
We have developed a method to compute the semantic similarity of two UATs in terms of the similarity of the two sets of property-value pairs in the two UATs. The method works as follows. We first map the set of action properties in a UAT to a corresponding set of objects and then derive the corresponding object type for each individual object. Both mappings from action properties to objects and from objects to object types are conducted by recursively unfolding the semantic relations based on ontological relationships modeled in the ADL ontologies. As a result of these mappings, a UAT can be transformed into a description of a set of object types, as denoted in the formula below Following this semantic explication and transformation, the similarity of two sets of property-value pairs is equal to the similarity of two sets of object types. As each object type is modeled as a concept in the ADL ontologies, the semantic similarity between two object types (concepts) can be computed based on the signatures of the object concepts. Specifically, the similarity measure can be calculated using the Jaccard coefficient [35] which is the ratio of the number of shared elements from the intersection of the two sample sets to the number of total elements from the union of the two sets. This is represented as follows:
Here, UAT iot and UAT j ot refer to the set of object types in UAT i and UAT j , respectively.
Example 1 illustrates the transformation of two UATs and their semantic similarity. Even though the order and specific objects used for each activity is different, the semantic similarity measure equals one, indicating they refer to the same type of activities.
[ We can compute the semantic similarity of any two UATs using the described method and then use the resulting similarity metrics to classify all UATs into a number of subsets of UATs. For each subset, the semantic similarity sim uat between any two UATs is equal to 1, hence each subset denotes a specific type of activity. Once distinct activities are discovered through semantic classification, it is necessary to decide whether they are regular activities, random or one-off activities. To this end, we use the daily frequency of occurrence of a UAT as the significance measure for the activity it represents. For example, if the daily frequency of occurrence of UAT k is n, this means the activity UAT k occurs on average n times a day during the period of monitoring, e.g., once a day for n = 1, twice a day for n = 2, and once every two days for n = 0.5. A threshold value can then be specified for the daily frequency of occurrence based on domain knowledge and heuristics. For example, given that most ADLs are performed on a daily basis, we can reasonably set 0.5 as the threshold value, namely a UAT happening once every two days can be regarded as a regular activity. If the daily frequency of occurrence of a UAT is greater or equal to the threshold value, the UAT can be formally designated as a regular activity. Subsequently, this activity will be modeled to update the activity models. Table I summarizes the variables, their descriptions and the pseudo code of the algorithm for the presented activity learning method.
V. LEARNING USER ACTIVITY PROFILES
An activity can be performed in many different ways, e.g., using different items of the same object types, in different sequence of actions, at different times and within variable durations. A user activity profile is referred to the specific way of a user performing activities which is the key to personalized assistance in assistive living. To formally specify a user activity profile, we use three attributes, namely an object pattern, duration, and an activity pattern, to characterize the manner that an activity is performed. An object pattern refers to the unique order of objects that an activity is performed whilst an activity pattern describes the frequency and regularity of an activity occurrence, including the starting time(s).
Ontological activity modelling can model an activity profile as an instance of the corresponding generic activity concept. Nevertheless, the initial seed activity models do not contain user profile models. This is because the model of a user activity profile is user specific, it can only be defined once a user is identified. In addition, a user's behavior can change due to physical or mental conditions, thus leading to the change of activity profiles. As such, learning user behavior from their activity observations is an effective way to create user profiles.
An LAT represents an activity that has been modeled in the ADL ontologies and recognized in Phase II. Each LAT has a corresponding activity label and a sequence of sensor observations denoting the specific undertaking of the activity. Over time for each activity, there will be a set of accumulated LATs, which provide a valuable source for user profile discovery. In the following sections, we describe the processes and methods of learning user profiles from real time observations of activity performance, i.e., the LATs generated in Phase II.
A. Learning Object Patterns
We have developed a three-step learning method to discover whether or not a user follows a unique object pattern in performing an activity. In the first step, we define a similarity measure sim lat (LAT i , LAT j ) in terms of object sequences and develop an algorithm to calculate the similarity of two LATs. In the second step, we compute the similarity among all LATs of a specific activity and based on the similarity measures, a classification algorithm is developed to classify the set of LATs into subsets of LATs of the same object pattern. In the third step, we calculate the distribution of frequency of occurrences of all object patterns for the specific activity. The dominant object pattern can then be used to characterize the user activity profile for the specific activity.
Similar to a UAT, an LAT can be denoted as a set of action property-value pairs, i.e., LAT i = {prop 1 -value 1 , prop 2 -value 2 . . . prop k -value k }. We define sim lat (LAT i , LAT j ) as the similarity measure in terms of object sequences of the two LATs. To calculate the similarity measure, we transform an LAT from a sequence of action property-value pairs to a sequence of objects through semantic unfolding of ontological concepts. The resulting LAT can be represented as a sequence of objects, i.e., LAT = {object 1 of prop 1 -value 1 , object 2 of prop 2 -value 2 . . . object k of prop k -value k }, where each element object i is a specific object denoted by its signature. After this transformation, an LAT can be treated as an object signature vector, and the similarity of two LATs is essentially the similarity between two vectors in a high dimensional space. This can be computed using the generic cosine similarity algorithm [36] , as formulated in the following equation:
The numerator is the dot product of the two LAT vectors and the denominator is the product of the magnitudes of the two vectors. i and j are an LAT respectively, i =j, and n is the total number of LATs. A value in the range [−1, 1] can be generated, where −1 signifies the exact opposite object pattern and 1 signifies exactly the same pattern.
In order to make use of the cosine similarity algorithm to compute similarity of LATs, we convert the text notation of the elements of an LAT to numerical values by allocating each object an object identifier number. The object identifier numbers do not have any meaning, they are simply used to facilitate the similarity computation based on object sequences. Example 2 below illustrates three LATs, their object signatures, corresponding exemplar object identifier numbers and the similarity measures between them.
[Example 2: As shown in the above example, LAT 1 and LAT 3 will be classified into the same subset because they follow the same object sequences. Similarly, we can compute the similarity measures for all LATs and classify the LATs that their similarity measures are equal to 1 into a subset. Each subset represents a unique object pattern.
To determine if there is a dominant object pattern for performing a specific activity, we calculate the probability of the occurrence of a unique object pattern for all object patterns within the set of LATs for the activity. We then specify a threshold value for the probability of occurrence so that when the occurrence probability of a specific object pattern is greater than or equal to the threshold value, the corresponding subset can be viewed as the dominant object pattern. For example, suppose that there are five object patterns for performing an activity and the occurrence probability of the third object pattern is 0.83. This means that the activity is performed 83% of the time using the third object pattern and only 17% using the other patterns. In this case, the third object pattern can be reasonably regarded as the user profile for this specific activity. On the other hand, if all probability values are roughly evenly distributed and each value is very small, it can be assumed that the activity is performed in a random manner and there is not a specific preferred way of performing the activity. In our study, we define 2/3 as the 
B. Learning an Activity Duration
Duration information of an activity model is useful in continuous activity recognition. It helps define the sliding time window for dynamic sensor data segmentation [37] . It is also a key indicator of a user's behavioral changes, which provide personalized assistance, e.g., specifying the waiting time for a reminder.
We calculate duration information using all LATs of an activity based on the time points at which the first and last sensor activations of the LAT i are received. Table III displays the algorithm for calculating the minimum, maximum, and average duration of a user performing an activity. The algorithm is a continuum of the object pattern learning algorithm in Table II .
C. Learning Activity Patterns
An activity pattern is crucial for providing proactive personalized activity assistance. For example, if an assistive system knows that a user takes medicine twice a day at 10 am and 5 pm respectively, then it can prompt the user to take medicine at these times. Nevertheless, it is difficult to decide an activity pattern and starting time as most ADLs could be carried out randomly dependent on personal preferences. Even with some kind of regularity, ADLs are most likely performed within a time period rather than at an exact time point.
We have developed a two-stage approach to discover an activity pattern and starting time from LATs. In the first stage, we calculate the daily frequency of occurrence of an activity, namely the average number of activity occurrences in a day during the period of monitoring. The daily frequency of occurrence is used as a criterion to decide if the activity is carried out on a regular basis. It can be determined based on domain knowledge during the initial LAT modeling. For example, it could be 1/7, implying that it covers all weekly activities. A regular activity does not necessarily support an activity pattern. For example, a user makes tea twice a day, every day, however, the activity is always carried out at different times. This is a regular activity but does not have a pattern.
In the second stage, we decide if a regular activity follows an activity pattern. To this end, we first partition the 24 h of a day into a number of fixed-length time slots. For example, if the duration of a time slot is 30 min, then a day can be partitioned into 48 time slots. Second, we map the starting time of all LATs of an activity into the corresponding time slots. Third, we calculate the probabilities of the occurrence of the activity within each time slot against the total occurrence of the activity. Based on the probability distribution of occurrence and the threshold values of the occurrence probabilities, we can infer whether or not there is an activity pattern. Table IV displays the algorithm of learning activity patterns, which is a continuum of the algorithms in Tables II and III. Three inference rules for learning activity patterns have been defined below, which are explained using the example depicted in Fig. 3 .
Rule 1: If an activity is a regular activity based on the daily frequency of the activity fo lat (LAT); and fo lat (LAT) is n ≤ 1; and the occurrence probability of the activity in the p th time slot is equal or greater than P rob threshold ; then the activity has a pattern-it happens once 1/n day(s) in the p th time slot. The starting time Stime for the activity pattern can be estimated as the average time of the first sensor activation of all LATs within the p th time slot. The bath activity in Fig. 3 illustrates this case. For example, if fo lat (bath) = 0.5, P rob threshold = 70%, as Prob(bath) = 80% > 70%, then it can be inferred that the bath Fig. 3 . Making tea, having a bath, and making phone call activities, and their probability distribution of occurrence over a period of time.
activity happens once every two days in the time slot starting from 7 pm.
Rule 2: If an activity is a regular activity; and fo lat (LAT) is n > 1; and the occurrence probability for each time slot is greater than P rob threshold × (1/n), i.e., the aggregated occurrence probability in the n time slots is greater than P rob threshold ; then the activity has a pattern-it is performed n times a day within the n time slots. The starting time Stime of the n th occurrences can be estimated as the average time of the first sensor activation of all LATs within the n th time slot. The tea activity in Fig. 3  illustrated this case, i.e., it happens three times a day in three time slots with the occurrence probability of each timeslot being greater than 23.3%.
Rule 3: If an activity is a regular activity and the occurrence of an activity is dispersed evenly among a number of time slots k where k is significantly greater than fo lat (LAT); and the occurrence probability in each time slot is significantly less than P rob threshold ; then the activity is a random activity during a day. As such, it makes no sense to infer the starting time of the activity. The phone call activity in Fig. 3 illustrates the nature of a random activity.
D. Activity Model Evolution
Once a new activity is discovered as described in Section IV, it is necessary to decide the location of the activity in the hierarchy of the activity ontologies and also an appropriate label that should be assigned to the activity. The label should be meaningful and compliant with other activities' labeling rationale and also the ontological modeling conventions so that it can be easily referred to and understood later. The location of a newly discovered activity in the ontological activity hierarchy can be recommended through the subsumption reasoning of the UAT description. Nevertheless, human intervention is required to validate and finalize the position and label of an activity model in order to maintain the quality of the model. As such, the classification and naming process have been carried out manually using the standard practice of ontological engineering, i.e., a knowledge engineer encodes the new activities and edits the ontologies using an ontology editor, e.g., [38] .
Similarly, once a user's behavioral features, i.e., activity profiles, are learnt as described in the previous subsections, the activity models should be evolved to reflect the unique manner a user performs activities, e.g., for the purpose of personalized assistance. Given that a user's activity profile is equivalent to an instance of a generic activity model, i.e., an ontological activity class, and for any LAT there is a corresponding ontological activity class, activity profile evolution amounts to creating a new instance or updating an existing instance. This can be undertaken automatically by using the standard APIs of the underlying semantic frameworks.
VI. IMPLEMENTATION AND EVALUATION
In this section, we initially outline the results of ontological activity modeling, system implementation, and deployment. We then describe in detail the experimental design, data collection, and evaluation for activity and profile learning. Based on the evaluation results, we discuss generic issues related to the presented approach.
A. Modeling, Implementation, and Deployment
To test and evaluate the presented approach, we have created the seed activity ontologies in Phase I using the Protégé ontology editor [38] (see Fig. 2 ), through knowledge engineering practice [29] . We have implemented a feature-rich system for activity recognition and model learning in Phase II as presented in Fig. 4 . The system was developed using C#, ASP.NET, Ajax, and Silverlight for audio and graphical user experience and deployed within our smart Lab [2] . The creation, management, and query of semantic data was handled using the SemWeb semantic technologies for C# [39] and SPARQL query language. Fig. 4 . The system interface operating in real time mode. In the left-hand side, the top panel is used for communication port setup; the middle panel displays the sequence of activated objects; and the bottom panel presents progressively recognized activities in a tree-like hierarchy. In the right-hand side, the top panel contains function buttons for data recording and playback; the bottom panel presents a temporal trace of events during the system operation. The system can import activity ontologies, specify reasoning and learning parameters, select the modality of audio reminders, configure hardware, and define event priorities and user activity profiles.
Semantic reasoning was implemented using the Euler [40] and Pellet [41] inference engines.
When an actor interacts with objects in sequence in real time, sensor activations are continuously fed into the system. Sensor data series are dynamically segmented [37] and recognition operations are repeatedly performed to carry out continuous, progressive activity recognition [31] . As depicted in Fig. 4 , the system can dynamically display the activated sensor sequence, the incrementally recognized activities and the system status in real time.
B. Experiment Design and Data Collection
To systematically test and evaluate activity and profile learning in Phase III, eight typical ADLs as presented in Table VI , were selected for the purposes of experimentation. For each activity, the required objects for performing the activity were identified and for each of them a contact sensor was attached. Each activity was designed to be performed in three different ways, leading to three different types of activity specification as illustrated in Table V . The Type 1 activity specification, namely TP1 in short, can be viewed as the "standard" way of performing a specific activity. The Type 2 activity specification has the same set of objects; however, they are interacted with in a different order. The Type 3 activity specification has a different set of objects as it is intended to simulate noise on the sensor data, i.e., a faulty sensor by omitting a user-object interaction or a false sensor reading by adding an irrelevant object interaction. In addition, in order to test the activity learning capability, we deliberately remove activity models, MakeChocolate and BrushTeeth, two of the eight selected activities from the seed activity ontologies.
Three actors took part in the experiments. Each of the participants interacted with the objects of each activity of the eight activities in accordance with the activity specifications for two rounds. This produced a total of 3 (types) x 8 (activities) x 2 (rounds) x 3 (actors) = 144 action traces. Following activity recognition in Phase II, the system produced 100 LATs and 44 UATs as presented in Table VI .
C. Analysis and Evaluation
Our evaluation has focused on the performance of learning distinct activities from UATs and the performance of discovering the dominant object pattern from LATs in activity profile learning. This is due to the fact that semantic based similarity calculation and classification are the central underpinning mechanisms for the presented methods. In addition, evaluation of time-related metrics, e.g., duration or activity patterns will only make sense if the data are generated by real users performing real ADLs over a relatively long period of time. This has been proven to be difficult due to technical, privacy, and ethical issues. Furthermore, temporal information in these learning methods is mainly used for numerical calculation, i.e., the duration, starting time, and frequencies, which has already been clearly illustrated in previous sections.
1) Results and Analysis on Learning new Activities:
We apply the activity learning algorithm in Table I to the UAT dataset in Table VI to learn new activities. Table VII displays the activity learning results. The "Ground Truth" column presents what actually happened in the experiment whereas the "UAT Subset" column lists the classified subsets of the 44 UATs. Among six of the modeled activities three of them, i.e., WashHands, WatchTV, and HaveBath, have been fully recognized without generating any UATs, so they are not listed in Table VII . The other three modeled activities, i.e., MakeTea, MakePasta, and MakeCoffee, have generated four, two, and two UATs, respectively. This is because we randomly introduce sensor noise into the Type 3 activity specification, the activity traces from TP3 may be recognized or not depending on the nature of the noise, thus leading to UATs.
For the two unmodeled activities, MakeChocolate and BrushTeeth, each consists of 18 UATs which are classified into seven subsets. One subset has 12 UATs and the other six subsets each have one UAT. This is because both Type 1 and Type 2 activity specifications use the same set of objects, thus leading to 12 UATs in one subset. The Type 3 activity specification simulates random sensor noise by introducing an irrelevant object into the activity, thus leading to six different action traces. The comparison between the UAT classification results and the ground truth proved that the semantic similarity based UAT classification is 100% accurate in terms of similarity criteria sim uat (UAT i , UAT j ) = 1. In the case that the duration of observation is available, it is straightforward to follow the activity learning algorithm to identify the distinct regular activities.
2) Results and Analysis on Learning Object Patterns: We apply the algorithm in Table II to all LATs in Table VI to learn object patterns. Table VIII presents the analysis results for three of the six modeled activities. From left to right, the first and second columns contain the activities and the total number of LATs in the corresponding activity. The third column displays the unique object patterns among all LATs of the activity while the fourth one shows the number of LATs for each unique object pattern. The fifth column presents the probabilities of occurrence of a unique object pattern. As can be viewed from the results, each activity has two major activity patterns with a similar percentage of occurrences. In addition, a number of patterns are also identified for each activity with each pattern having only one LAT. The learning results are in line with the ground truth of the experiment. The two major activity patterns correspond to the Type 1 and Type 2 activity specifications. The occurrence of a number of one-LAT patterns in each activity corresponds to the Type 3 activity that is performed randomly by introducing random noise, thus no sequence of objects are identical. The matching of the analysis results with the ground truth of the experiment proves that the method for learning object patterns is effective.
There are a number of object patterns for each activity in Table VIII . This is because the activity specifications are deliberately designed to contain two major object patterns, i.e., Type 1 and Type 2, and a number of random patterns in Type 3, to test and evaluate various aspects of activity and profile learning methods. In a real situation, a user may have one dominant object pattern or simply perform in a random way. Nevertheless, the experiments and analysis results demonstrate the learning method and process. For example, if we set the threshold of the probability of occurrence of the object pattern to 36%, then the unique object pattern for both MakeTea and MakePasta will be identified as the dominant object patterns. For the WashHands activity, there is no object pattern.
3) General Discussions: Sensor noise such as faulty sensors, communication, and processing errors is inevitable in real use scenarios. In our experiments, we simulate sensor noise in Type 3 activity specifications, leading to six occurrences of sensor noise for each activity among its eighteen activity occurrences, equivalent to 33.33% data accuracy. As can be seen from the results in Table VI , sensor noise does not have to affect activity recognition, i.e., generating a UAT. It will be up to the nature of sensor noise that determines whether or not an action trace with sensor noise could be recognized. The impact of sensor noise on recognition accuracy has been discussed in [31] .
Sensor noise affects activity and profile learning. The analysis results in Table VII show that the two unmodeled activities, MakeChocolate and BrushTeeth each have 18 UATs but only 12 of them are classified into one set due to sensor noise, equivalent to a 66.67% classification rate, which resulted from our simulation of sensor noise for exactly one third of activities in the experiments. Nevertheless, the extent to which the noise affects the classification rate is dependent on the similarity threshold which is used to decide whether or not two traces are deemed as similar. For example, our study only classifies absolutely similar traces, i.e., sim uat (UAT i , UAT j ) = 1, into a set. If we reduce the similarity threshold, e.g., to 0.8, then any traces with sim uat (UAT i , UAT j ) ≥ 0.8 will be classified to the same set. In this case, the classification rate (66.67%) and the noise level (33.33%) will both be changed. This actually means that two activity traces with one of them having sensor noise such as a missing sensor observation or an incorrect object can still be classified to a set if the other objects are the same. Understandably, the lower the level of the similarity threshold, e.g., 0.65, the higher the level of sensor noise which can be accommodated for. From this perspective, our approach to activity learning is resilient to a certain level of sensor noise.
Given that the threshold determines how much sensor noise can be assimilated by our learning approach, further investigation is required to decide upon an appropriate similarity threshold. Nevertheless, the current study has shown that our approach itself is conceptually and theoretically correct without specific limitations. The impact of sensor noise on profile learning as depicted in Table VIII can be discussed and explained in the same context as above. We shall not elaborate here due to limited space.
Computational performance: In the three-phase iterative process of the hybrid approach to activity model learning, real-time continuous activity recognition requires high computational performance to ensure dynamic on-the-fly situation generation and reasoning against the activity models. The experiments and evaluation in [31] have shown the computational performance for real-time activity recognition is satisfactory. Given that activity and profile learning are intended to be performed periodically offline and most computation in these learning algorithms involve linear time complexity with regard to dataset volume, we believe that the technical correctness of these learning algorithms is more important than their computational performance. As such, our experiments and evaluation have focused on technical assessment.
Knowledge-driven versus data-driven: The presented hybrid approach combines knowledge-driven manual model specification with data-driven automatic model learning. One question arising from the study is to what extent models should be manually specified in advance. Should we specify as many models as possible with few to be learnt or the reverse? Relying too much on manual specification will have the disadvantages of the knowledge-driven approach. On the other hand, relying too much on automatic model learning will have the drawbacks of data-driven approaches. While the approach allows flexible specification of the initial seed activity models, it is an interesting research question to consider how to achieve the optimal balance between the two approaches to activity modeling.
Another question is which activity models should be specified and which should be learnt. As described in previous sections, only high-level generic coarse-grained activity models, i.e., ontological activity classes are reusable to multiple users, low-level fine-grained activity models, i.e., instances of ontological activity classes, are user-specific. Though both models can be created by manual specification and/or learning, experiences and initial findings from our current studies suggest that we should specify as many generic coarse-grained activity models as possible as the models at this level of abstraction are generic and applicable to all users, thus insensitive to low-level special behavior of individual users. On the other hand, we should learn as many fine-grained activity models as possible as the models at this level of abstraction reflect the uniqueness and dynamics of an individual user's behavior. Data-driven activity learning plays a more important role in improving activity model accuracy and addressing the changing nature of activity models.
It is worth noting that the knowledge-driven approach essentially avoids the "cold-start" problem by using domain knowledge to create models through knowledge engineering techniques. As such, the approach could suffer from the generic problems of knowledge engineering such as incomplete and inaccurate knowledge. Nevertheless, such issues have been well addressed in the knowledge engineering research community and are beyond the scope of this paper.
VII. CONCLUSION
This paper introduced a hybrid approach to creating complete, accurate activity models through incremental activity discovery and profile learning. We have described a three-phase iterative process and discussed the methodology of each phase of the lifecycle. While previous work [29] , [31] , [37] reported the details of ontological activity modeling and recognition, this paper has presented the details of activity and profile learning methods by which activity models can be expanded, personalized, and adapted. The compelling feature of the approach is that it combines the strengths of traditional data mining based activity modeling with that of ontology based explicit activity modeling, making our approach flexible, applicable, and scalable in terms of reusability, rapid system development, and deployment.
We have implemented our approach in a feature-rich assistive system and conducted systematic controlled experiments in a number of well-designed activity scenarios. Initial results have demonstrated that the approach and algorithms are technically correct, viable, and robust. Although the experimental dataset is not very large, it is representative and serves the purposes well. Our future work will focus on testing and evaluating our approach using publicly available activity datasets [43] , [44] and also considering the exact impact of different noise levels on the performance of our approach.
