Abstract. We prove that the solution map associated with the 1D half-wave cubic equation in the periodic setting cannot be uniformly continuous on bounded sets of the periodic Sobolev spaces H s with s ∈ (1/4, 1/2).
Introduction
Along this paper we shall consider the Cauchy problem associated with the defocusing cubic half-wave equation in the periodic setting:
(1.1) (i∂ t − |D x |)u = |u| 2 u, (t, x) ∈ R × R/(2πZ) u(0, x) = f (x) ∈ H s where H s denote the usual 2π-periodic Sobolev spaces. We are interested in the regularity (local in time) of the solution map associated with the Cauchy problem above.
We recall first the classical notion of local well-posedness in the Hadamard sense. We say that the problem (1.1) is well-posed in H s if for every R > 0 there is T > 0 such that for every f ∈ H s , f H s ≤ R there is a unique (in a suitable framework) solution u(t, x) ∈ C([0, T ]; H s ) of (1.1) so that the solution map
is continuous, where B s (R) denotes the ball of radius R centered at the origin of H s . This notion can be naturally extended to define well-posedness in subsets of H s or other functional settings. Via standard energy estimates, in conjunction with the Sobolev embedding H s ⊂ L ∞ for s > 1/2, it is easy to show that the Cauchy problem (1.1) is locally well-posed in H s with s > 1/2. Moreover the solution map (1.2) is Lipschitz continuous on bounded sets of H s . By an adaptation of a classical argument of Brézis-Gallouët [5] one can show (see [13, Proposition 1] ) that the Cauchy problem (1.1) is globally well-posed in the space H 1/2 (this space is related to the energy conservation law), and the corresponding solution map (1.2) is continuous in H 1/2 . The aim of this paper is to treat the case of initial data in H s with s < 1/2. We prove an "illposedness" result, in the sense that the corresponding solution map associated with (1.1) cannot be uniformly continuous on bounded sets with respect to the H s topology for s ∈ (1/4, 1/2). More precisely our main result is the following.
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but the corresponding solutions u n (t, x) andũ n (t, x) of (1.1) with data f n andf n respectively satisfy
As a consequence of Theorem 1, we deduce that the Cauchy problem (1.1) cannot be well-posed in H s for s ∈ (1/4, 1/2), with a solution map which is uniformly continuous on bounded sets in H s (in contrast with the case s > 1/2). We believe that the restriction s > 1/4 in Theorem 1 is technical, and could be removed. Similar arguments can be applied for the focusing case, in this case the solutions u n andũ n are only defined on short time intervals but still long enough to observe the instability phenomenon displayed by Theorem 1. For further results about the existence of minimal mass blow-up solutions in the focusing case we refer to [21] .
It is worth noticing that the cubic half-wave equation is rescaling invariant, and the corresponding critical space is L 2 . Hence there is a gap of 1/2 derivative between the regularity expected by the scaling argument and the H s regularity needed to guarantee uniform continuity of the flow. For previous results in the spirit of Theorem 1, we refer to [2, 3, 4, 6, 7, 9, 11, 18, 19, 20, 22] . For results where one contradicts the continuity of the flow map, we refer to [1, 8, 10, 23, 24, 27] .
We underline that our result gives only a partial progress on the question of the well-posedness in Hadamard sense of (1.1) in H s with s ∈ (0, 1/2). In fact, it is unclear whether or not the Cauchy problem (1.1) is well-posed with (only) a continuous solution map for s ∈ (0, 1/2).
Our approach to prove Theorem 1 is based on the observation that for short times one may approximate the solutions of (1.1) with the solution of the so called Szegő equation introduced in [12] . Thanks to [12] , we know that the Szegő equation has solutions displaying the phenomenon described by Theorem 1 and the time of the validity of the approximations between (1.1) and these solutions of the Szegő equation is just enough to be able to transfer the property of the Szegő equation to (1.1). Our argument here is close to the ill-posedness results obtained in [8, 27] . However in [8, 27] one gets approximations at time scales imposed by the scaling of the corresponding equation. The main novelty in the analysis we present here is that we are able to go beyond the times imposed by the scaling thanks to a smoothing property of the problem
where F (t) oscillates on very particular time frequencies (see Lemma 4.2 below). This type of smoothing property is a general feature not restricted to the particular structure of (1.3). We hope therefore that such an argument may be useful in other contexts. It is observed in [13] that the Szegö equation is the resonant part of the half-wave equation (1.1). This observation is of importance for long time questions concerning (1.1), it is however not clear to us how to exploit it in the context of high frequency short time problems as the one treated in Theorem 1.
The remaining part of the paper is devoted to the proof of Theorem 1.
Special solutions to the Szegő equation
First of all we introduce the Cauchy problem associated with the Szegő equation in the periodic setting:
where P ≥0 is the projection operator on positive frequencies:
Next we recall an explicit family of solutions V(t, x) to Szegő equation (2.1) introduced in [12] :
where the function ϕ α,p (z) is given by
for α ∈ R, α = 0, p ∈ (0, 1) and z ∈ C, |z| = 1, and
By using this family of solutions it is possible to show that the solution map associated with (2.1) cannot be uniformly continuous in the space H s for 0 < s < 1/2. More precisely let s ∈ (0, 1/2) be fixed. Then for any given ε ∈ (0, 1) we fix the parameters
and (2.7)
where δ(ε) = | log ε| −1/4 . We can construct now two families of solutions to the Szegö equation as follows:
where ω j = ω j (ε) and c j = c j (ε) for j = 1, 2 are given by (2.5). For these solutions we can apply the argument of [12, Section 5] and one can show the following estimates.
Proof. We have the relations
as ε ց 0 (more detailed analysis of these kind of Sobolev norms of can be found in Lemma 4.3 below) and in a similar way representing
Further, we have (2.8) so for any t > 0 we have
To this end we use the relation (2.5) and we find
via the property
we obtain the relation (2.10) . This completes the proof.
The solutions V (i)
ε (t, x) will play a crucial role along the proof of Theorem 1. The Szegő equation has a remarkably deep structure, see [12, 14, 15, 16, 17, 25, 26] . These aspects of the Szegő equation are however not of importance for our analysis.
A reduction of the problem
In particular we get
ε (t, x), j = 1, 2 are the solutions constructed in the Section 2. More precisely we have
where p(ε), α j (ε) are given by (2.6), (2.7) and c j (ε), ω j (ε), are obtained via (2.5). It is important to keep in mind that in the construction of V ε (t, x)) we have the following asymptotic of the parameters:
We can conclude the proof of Theorem 1 provided that we can show that the solutions u ε (t, x) to the Cauchy problems (1.1) such that:
Hence Theorem 1 follows from the following proposition.
Proposition 3.1. Given any s ∈ (1/4, 1/2) one can find ε 0 > 0 so that for any ε ∈ (0, ε 0 ) there exists a solution
to (1.1), satisfying the following conditions: a) u ε (0, x) = α 1−pe ix where
, where
and ω ε , c ε are related to α ε , p ε as in (2.5).
4.
Smoothing effect and a-priori estimates for v ε (t, x).
Our aim in this section is to estimate the L ∞ and H σ norms of v ε (t, x) as well as the H σ norm of the action of the Duhamel operator associated with e it|Dx| on the expression
where P <0 is the projection in the negative frequencies and v ε (t, x) are given in Proposition 3.1.
The results of this section will be crucial along the proof of Proposition 3.1 in section 5.
Our first step is to get in an explicit expression for P <0 v ε |v ε | 2 .
Lemma 4.1. Let A ∈ C and P ∈ C satisfy
Then we have
Proof. ¿From (4.2) we have
(1−Pz) 2 is analytic in a small neighborhood of the disc {|z| ≤ 1}. By the identity
and by noticing that the function
is analytic in a small neighborhood of the disc {|z| ≤ 1} (and in particular P <0 H(e ix ) = 0) we get
e ix − P = F (P) P <0 1 e ix − P .
We conclude since we have
The next result will be crucial in the sequel. 
Proof. We have to estimate the H σ norm of
where U(t) = e −it|Dx| and
We quote Lemma 4.1, so taking A = A ε = α ε e −iωεt and P = P ε = p ε e −it(1+cε) , we find
The following identity is trivial:
and hence
where
We shall use the estimate
together with the identity 1 − p 2 ε = ε and the asymptotic expansions (4.8)
Thus we can take t ∈ [0, 1], σ ≥ 0 and we can derive the relations
Further, we can observe that
and [a] is the integer part of the real number a, i.e.
[a] ≤ a < [a] + 1. Next notice that for any integer N ≥ 1 we have
On the other hand for 0 ≤ 2σ < 1 we have (4.12)
We conclude the proof in the case a) by combining (4.9), (4.10), (4.11) and (4.12).
In the case 1/2 ≤ σ < 1 we can use the Hölder inequality
The convergence of the series
The inequality
Summarizing, we get (4.15)
provided that 1/2 ≤ σ < 1 is such that there exist 1/p and 1/q that satisfy (4.13) and moreover
The conditions are satisfied if 1/2 ≤ σ < 1/(4s). We conclude the proof in the case b) by combining (4.9), (4.10), (4.11) and (4.15).
We conclude this section with the estimate of the H σ and L ∞ norms of v ε (t, x). .17) sup
and (4.18) sup
Proof. We have
The estimate (4.17) follows by the Minkowski inequality and the following estimate
To prove (4.18) we have to show the estimate (4.19)
Estimate (4.19) for σ = 0 is straightforward. Next, we notice that
In particular for σ = 1 we write, for N ≥ 1 to be chosen:
and hence by elementary computations:
By choosing N = 1 ε we deduce (4.19) for σ = 1. The proof of (4.19) for σ ∈ (0, 1) follows by interpolation between σ = 0 and σ = 1.
Proof of Proposition 3.1
Given any ε ∈ (0, 1) we define the solution to the cubic Szegö equation v = v ε by
where the parameters α, p are chosen as follows
and ω, c are determined as in (2.5). Then we look for solutions to (1.1) as a perturbation of v ε (t, x):
so that w(t, x) = w ε (t, x) has to be a solution to the equation
with zero initial data. Turning back to (5.1), we can rewrite it as follows
It is important to classify all term in the right sides of (5.2). We have linear combinations of the following terms: a) Term w 2 w cubic in w. b) Terms w 2 v ε and wwv ε quadratic in w. c) Terms wv ε v ε and wv
Lemma 5.1. For every σ > 1/2, s ∈ (1/4, 1/2) and for every t ∈ [0, 1] we have
and also
Proof. By the Minkowski inequality and the well-known estimate
For the first term we use the estimate (4.17) and deduce
To estimate II we need the interpolation inequality
where σ > 1/2. We obtain
where we used (4.17) and (4.18). We also have
Arguing as above we get I
and II
Lemma 5.2. For any σ > 1/2, s ∈ (1/4, 1/2) and for every t ∈ [0, 1] we have
Proof. By the Minkowski inequality and (5.5) we get
II
For the first term we use the estimate (4.17) together with the estimate (5.6) and deduce
We also get
where we used (4.18) and we conclude the first estimate of the lemma. We also have
, and arguing as above we get 
where we used (5.6) at the last step. We also have
In order to conclude the proof of Proposition 3.1, we need the following Gronwall type lemma.
and let g ε (t) be a family of continuous and non-negative functions satisfying
with θ > 0. Then there exists ε 0 > 0 so that we have the inequality
Remark 5.5. A similar analysis has been done in [8, 27] , where one can find a version of Lemma 5.4 with the assumption
in the place of (5.12). In this case the assumption θ > 0 in Lemma 5.4 is transformed into θ > −1. It is not important that the first term in the right hand-side of (5.14) is small, the important point is that it is smaller than the amplification factor ε −1 coming from the other terms in the right hand-side of (5.12) (see [8, 27] for more details).
Proof of Lemma 5.4 . We can introduce the rescaled functions y ε (t) = ε −θ/2 g ε (εt), and we can deduce that the assumption (5.12) is equivalent to (5.15) y ε (t) ≤ C ε θ/2 + ε −θ/2 t 0 F (ε θ/2 y ε (s))ds , ∀t ∈ [0, | log ε| 1/2 ].
It is not difficult to see that y ε (0) ≤ Cε θ/2 < 1 for ε small enough and hence y ε (t) < 1 for t close to 0. The inequality (5.13) will be established, if we can show that the graph of the function y ε (t) does not intersect the line y = 1 for t ∈ [0, | log ε| Indeed, if this is not true let t 1 ∈ (0, | log ε| 1/2 ) be the first point, where the graph of the function y ε (t) intersects the line y = 1, i.e. (5.17) y ε (t 1 ) = 1, y ε (t) < 1, ∀t ∈ [0, t 1 ). and hence log y ε (t 1 ) ≤ log C + θ log ε 2 + C 2 | log ε| 1/2 < 0 as ε is sufficiently small. This is in contradiction with (5.17). The contradiction shows that (5.16) holds and this completes the proof.
We can now conclude the proof of Proposition 3.1. We introduce the functions h ε (t) = ε −s w(t) L 2 + ε σ−s w(t) H σ where σ > 1/2 is any number that will be chosen properly at the end of the proof. Then, thanks to the analysis performed in the beginning of this section and the previous one, h ε (t) ε (2s−1/2) + ε and we conclude the proof.
