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Le concept d’inte´gration de donne´es est conc¸u initialement
pour fe´de´rer et unifier l’acce`s aux diverses sources de don-
ne´es. La grande partie des travaux mene´s dans ce domaine
a porte´ sur le traitement des proble`mes d’architecture des
syste`mes d’inte´gration de donne´es et de re´e´criture de re-
queˆtes (GAV, LAV, GLAV, etc.). Une re´e´criture de requeˆtes
peut eˆtre vue comme un plan logique de requeˆte auquel
plusieurs plans physiques d’exe´cution peuvent correspondre.
Si le proble`me de re´e´criture de requeˆtes a e´te´ intensivement
e´tudie´ dans la litte´rature, la ge´ne´ration de plans physiques
a` partir des re´e´critures est encore mal maˆıtrise´e. Nous nous
inte´ressons, dans notre travail de recherche, au proble`me
d’optimisation pour l’e´valuation de requeˆtes dans les sys-
te`mes d’inte´gration de larges volumes de donne´es.
1. INTRODUCTION
Le concept d’inte´gration de donne´es est conc¸u pour fe´de´rer
et unifier l’acce`s a` des sources de donne´es he´te´roge`nes. Les
diffe´rents travaux de recherche mene´s dans ce domaine [11, 8,
4, 10] ont propose´ les principaux composants de l’architecture
des syste`mes d’inte´gration de donne´es I. Ces syste`mes sont
constitue´s d’un sche´ma global G, d’un ensemble de sche´mas
de sources de donne´es S et d’un ensemble de liens (map-
ping) M reliant les relations du sche´ma G aux relations des
sche´mas de S.
Pour la de´finition des liens M, deux principales approches
ont e´te´ propose´es [8, 4]. La premie`re, appele´e Global As
View (GAV), consiste a` de´crire chaque e´le´ment du sche´ma
global G a` travers les sche´mas des sources de donne´es de
S. Quant a` la deuxie`me approche, appele´e Local As View
(LAV), consiste a de´finir les e´le´ments des sources de don-
ne´es de S a` travers les relations du sche´ma global G. Le
me´canisme le plus utilise´ pour mate´rialiser l’ensemble des
liens M est celui des vues (views).
La difficulte´ dans les syste`mes d’inte´gration de donne´es
re´side dans l’e´valuation de requeˆtes en utilisant les liens de
M. Cette difficulte´ se trouve dans l’identification des vues
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pertinentes et la ge´ne´ration de l’ensemble des plans logiques
possibles contenant le maximum de re´ponse [5, 6, 9].
2. PROBLÉMATIQUE
La proble´matique ge´ne´rale aborde´e a trait a` l’optimisation
de requeˆtes dans les syste`mes d’inte´gration de larges vol-
umes de donne´es. Il est constate´ que la grande partie des
travaux mene´s dans ce domaine a traite´ les proble`mes lie´s
a` l’architecture des syste`mes (GAV, LAV, GLAV, etc.) et
la re´e´criture de requeˆtes [11, 8, 4, 10, 5]. Cette re´e´criture,
peut eˆtre perc¸ue comme un plan logique de requeˆte, pouvant
eˆtre exe´cute´e concre`tement de plusieurs manie`res correspon-
dant a` diffe´rents plans physiques possibles. Ces derniers
de´pendent de plusieurs parame`tres, tels que, l’optimiseur,
les me´thodes d’acce`s aux donne´es, les agorithmes de join-
tures imple´mente´s, etc.
Notre travail de recherche vise, d’une part, la de´finition
d’une approche permettant de ge´ne´rer les diffe´rents plans
physiques possibles, et d’autre part, l’e´laboration d’un mod-
e`le de couˆt permettant de choisir le plan physique efficient.
Les parame`tres importants dudit mode`le devraient eˆtre iden-
tifie´s dans le cadre de ce travail de the`se.
3. ANALYSE DES PREMIERS RÉSULTATS
Dans l’objectif d’effectuer une premie`re analyse sur le fonc-
tionnement de syste`me d’inte´gration de donne´es et l’identification
des parame`tres impactant les performances d’exe´cution de
requeˆtes, une plate-forme expe´rimentale a e´te´ mise en place,
selon l’approche (GAV). Elle est compose´e de trois machines
virtuelles munies de syste`me de gestion de base de donne´es
(SGBD) dont deux he´bergeant les donne´es et la troisie`me
jouant le roˆle de me´diateur.
Notre travail est inscrit dans le cadre du projet intitule´
”Petasky” (http://com.isima.fr/Petasky), qui est de´fini et
soutenu dans le cadre du de´fi ”Grandes masses de donne´es
scientifiques”de la mission interdisciplinarite´ du CNRS-France.
Le jeu de donne´es utilise´ provient du projet ”Large Syn-
optic Survey Telescope” (LSST : http://www.lsst.org/lsst/).
Ce jeu de donne´es est d’une taille estime´e a` 90 Go et d’un
nombre d’enregistrements estime´ a` 170 millions re´partie sur
deux tables dans deux serveurs. Un protocole de tests a e´te´
e´labore´ afin d’e´tudier le fonctionnement du syste`me d’inte´gration
et d’e´valuer les performances d’exe´cution de requeˆtes de join-
ture.
L’analyse des premiers re´sultats fait ressortir les e´le´ments
suivants :
• Le me´diateur de´compose la requeˆte en un ensemble de
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sous-requeˆtes qui sont envoye´es aux sources de donne´es
concerne´es. Aussi, il pousse la se´lection et la projection
au niveau des sources distantes. Il collecte les re´ponses
et applique un algorithme de jointure.
• La variation des parame`tres lie´s a` l’espace me´moire du
SGBD, utilise´ par le me´diateur, a permis d’observer
des changements dans les performances d’exe´cution
sans le changement de l’algorithme de jointure ap-
plique´. Aussi, il a e´te´ observe´ que le me´diateur n’utilise
pas le cache me´moire du SGBD.
• La variation des parame`tres lie´s a` la couche re´seaux du
SGBD, au niveau du me´diateur, a permis de constater
des changements dans les performances d’exe´cution.
• Le me´diateur est sensible a` la fac¸on de de´finir les liens
entre les relations du sche´ma global et les relations des
sources distantes. Les cas suivants ont e´te´ observe´s :
– Dans une liaison de type une vue (relation glob-
ale) pour une et une seule relation de source dis-
tante, le me´diateur interroge la deuxie`me source
distante autant de fois que le nombre d’enregistrements
de la premie`re source. Dans cas, l’algorithme join-
ture applique´ est appele´ bind-join qui affiche une
exe´cution non optimale de la requeˆte.
– Dans une liaison de type une vue (relation glob-
ale) compose´e au moins deux relations distantes
et l’autre compose´ d’une seule relation distante, le
me´diateur interroge la deuxie`me source distante
autant de fois que le nombre d’enregistrements de
l’autre source. Ce plan d’exe´cution est le meˆme
que le plan pre´ce´dent.
– Dans une liaison de type une vue relie´e a` au moins
a` deux relations distantes, le me´diateur mate´ri-
alise les donne´es de la premie`re relation globale
sur l’espace me´moire de travail et commence a`
lire et faire la jointure des enregistrements de la
deuxie`me relation globale en appliquant le Hash-
Join algorithme.
– Dans une liaison de type une vue pour une et une
seule relation et les vues re´sidant dans le meˆme
site, le me´diateur pousse la jointure vers le site
contenant les deux relations qui aura le choix de
de´finir le plan physique d’exe´cution de la requeˆte.
4. CONCLUSIONS ET PERSPECTIVES :
Des premiers re´sultats obtenus, il convient de dire que
les syste`mes d’inte´gration actuels ne sont pas adapte´s a` la
gestion de large volumes de donne´es. Le mode d’exe´cution
d’une requeˆte de jointure dans un environnement distribue´
est plus complexe que l’exe´cution d’une requeˆte de jointure
en local. En effet, l’optimisation de l’exe´cution d’une requeˆte
de jointure en local repose sur le choix de l’ordonnancement
des relations, la me´thode d’acce`s et l’algorithme de join-
ture a` appliquer [1]. Quant a` l’exe´cution dans un syste`me
d’inte´gration de donne´es, en plus des e´le´ments d’optimisation
d’une requeˆte de jointure en local, elle de´pend notamment
de l’environnement distribue´, a` titre d’exemple :
• A quel moment faut-il re´aliser la jointure au niveau du
me´diateur ou au niveau du site distant ?
• Quel type d’algorithme de jointure et de me´thode d’acce`s
faut-il appliquer ?
• Quel type de fonction objective faut-il appliquer ?
Dans ce contexte, notre travail de recherche vise l’e´tude
des diffe´rentes techniques d’optimisation de requeˆtes dis-
tribue´es [3, 7]. Les auteurs de [2] conside`rent que la gestion
et l’e´valuation de requeˆtes dans les syste`mes d’inte´gration
de larges volumes de donne´es est un de´fi.
Pour notre travail qui s’appuie sur [3, 7, 2] , il s’agit
: (i) d’identifier les diffe´rents ope´rateurs physiques utiles
pour la construction de l’espace des solutions, (ii) d’identifier
les parame`tres impactant les performances d’exe´cution d’un
plan physique de requeˆte et l’e´laboration d’un mode`le de
couˆt adapte´, et (iii) la de´finition de strate´gie d’optimisation
qui s’appuient sur les e´le´ments pre´ce´dents pour ge´ne´rer des
plans physiques avec des couˆts d’exe´cution raisonnables.
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