The power flow is the fundamental tool for the study of power systems. The data for this problem are subject to uncertainty. This paper uses interval withmetic to solve the power flow problem. Interval arithmetic takes into consideration the uncertainty of the nodal information, and is able to provide strict bounds for the solutions to the problem: all possible solutions are included within the bounds given by interval arithmetic. Results are compared with those obtainable by Monte Carlo simulations and by the use of stochastic power flows. Object oriented programming techniques make it possible to use interval arithmetic with minimal modifications to existing software. However, to reduce the conservatism inherent in all interval arithmetic computations, the paper describes an iterative method used to obtain the "hull" of the solution set.
Introduction
Power Flow analysis has been one of the most fundamental tools used by power engineers over the decades. The power flow problem is formulated as a set of precisely known nonlinear algebraic equations that must be solved simultaneously. After the solution to these equations is obtained, any system voltage or flow can be determined precisely.
Reality is, of course, different. The models used in power flow analysis are only approximations. The parameter values used in these models are also uncertain. Two types of uncertainty are:
1. Errors in the calculated or measured parameters of the various lines and transformers in the system.
2. Errors in the magnitude of the demand assumed for the system load buses.
Even if parameter uncertainties were not an issue, the power flow problem would be nothing more than a " s n a p shot" of the system at a given instant. Sponsored by the IEFE Power Engineering Society would be valid only for a single specific system configuration and operating condition. However, the system evolves through time. It appears that it would be more reasonable to ask not what the system looks like at a given instant, but rather to ask for the range of all plausible system conditions that might be encountered as a result of expected uncertainties in demand and other system parameters. Thus, loads and other parameters can be characterized not by a single number but by a range of values, an interval. Study of a system with interval parameters can be a p proached by repeated simulations or by interval methods. The repeated simulations approach considers many possible combinations of the parameter values and uses a Monte Carlo approach to the problem, rather than an exhaustive search of extreme values, that would require 2K solutions. The approach is similar to the approach often used for production costing studies. Nevertheless, Monte Carlo techniques usually require a large number of cases to attain a reasonable estimate of the variables of interest and their variance.
A practical way to reduce the number of simulations required is to select a limited number of independent load variations. This is often justifiable because loads are often correlated. Selection of load correlations is arbitrary and depends on the experience of engineers [5] .
A different approach to the same problem is the use of stochastic techniques for the characterization of uncertainty. Here, rather than assuming that a parameter can be anywhere within a precisely restricted interval, it is assumed that the parameter varies according to some probability distribution. Quite often, the normal distribution is used.
Since the early 1970s, many papers have been published on the subject [1,2,5,6,11,12,13]. The main advantages of the stochastic power flow model are:
This paper describes a new method for taking uncertainty into account during power flow solutions with uncertain input data. The method is based on interval arithmetic. Interval arithmetic is a powerful tool to determine the effects of uncertain data. It can deal with numbers that vary within a range. Interval arithmetic can also consider, in an automatic manner, roundoff error accumulation during numerical computations. The main objective of this paper is to characterize parameter uncertainty in power flow computations by coming up with simple bounds on the solutions that are, in some sense, as small as possible. This paper introduces the basic concepts of interval arithmetic, and then gives a power flow example. Results are compared with those obtainable by Monte Carlo simulations and by the use of stochastic power flows.
Interval Arithmetic
An interval number k,Z] is the set of real numbers x such that g 5 x 5 p . Let R denote the set of real numbers.
Then:
where E, 5 are elements of R with 2 5 f , and Z is a generic element 2 E x .
Addition, subtraction, multiplication, and division of intervals are defined as Division is not defined if 0 E [g, $1.
Only some of the algebraic laws valid for real numbers remain valid for intervals; other laws only hold in a weaker form. Interval addition and multiplication are associative and commutative: where i is the midpoint of the interval k, 51, defined as:
F ' ( z ) is the interval Jacobian matrix. For each iteration, we need to solve interval linear equations:
Thus, solution of interval non-linear equations reduces (like in the ordinary case) to the solutions of linear equation, but using interval arithmetic. However, the solution of interval linear equations (which is a t the heart of the nonlinear iterative solution) is a very different proposition from the solution of ordinary linear equations. For one, the exact solution set of these equations cannot be characterized by an interval vector. The solution set has a very complex non-convex structure. Figure 1 illustrates the solution set for a two dimensional interval equations. The black region in figure 1 is the exact solution set. The solution set cannot be characterized as an interval. It is possible, however, to find the hull of the solution set, where the hull is defined as the smallest interval vector that contains the solution set. The hull of the solution is also illustrated in figure 1 The second major difference is that LDU decomposition to solve interval linear equations does not usually give the hull of the solution set. The hull can be found by either explicit inverse of matrices or by iterative methods.
Solving interval linear equations means to obtain the hull of the solution set. There are several methods to solve interval linear equations. LDU decomposition is not the best method to solve linear equations because of excessive interval growth. However, implementation of interval arithmetic using LDU decomposition, if this is desired, can be accomplished with little modification to current software for ordinary power flows, which in most cases uses ordered LDU factorization. The implementation is simple: every operation performed by the computer is replaced by an interval operation. This can be accomplished in a global manner if object-oriented techniques are used: data is defined as an object, then a new type of object (an "interval" object) is defined, and new arithmetic rules are substituted. While implementation following these ideas becomes quite simple, the results obtained are normally far too conservative to be of practical value. T h e use of better ordering techniques can reduce interval growth, but a basic problem remains. The best solution t o the problem of excessive conservatism in linear equation solving is to abandon direct methods and use either Krawczyk's method or interval Gauss Seidel iterations.
T h e most widely used method to solve interval linear equations is Gauss-Seidel iteration. While this may seem like a bad idea, the purpose of Gauss-Seidel iterations here is not to solve the power flow problem, but to solve the linear equations that result from Newton's method, and to do so with as little conservatism as possible. In order to converge to a solution, this method requires that the matrix be an M-matrix. M-matrices are defined as: If the matrix is an M-matrix, the hull of the solution set can be guaranteed by the Gauss-Seidel method; if the matrix is not an M-matrix, the solution may become infinite. For general matrices which are not M-matrices, preconditioning has to be used. Preconditioning [9] means multiplication of both sides of the equation by a preconditioning matrix. Using preconditioning, some matrices which are not M-matrices may become M-matrices. To summarize, solving the power flow problem using interval arithmetic can be done by first linearizing the problem (as in the ordinary arithmetic power flow case). However, the resulting linear equations must be solved by a GaussSeidel iterative process instead of by direct LDU factorization. T h e solution obtained is conservative in that it contains all solution points, but may contain non-solutions as well. This limitation is not an algorithmic. limitation, but rather a fundamental limitations of attempting to express solutions as simple intervals when in reality they are not.
Power Flow Application: An Example
The standard interval power flow equations can be expressed as:
where f and g are functions and y, x and z are interval vectors: y = real and reactive power injections (inputs) x = voltage magnitudes and angles (states) z = line power flows (outputs)
A 5-bus example from [3] is shown in figure 2. The system is assumed to operate a t normal conditions but all power demands may vary within certain ranges rather than have precise values. T h e problem is to find the interval values of the power flow.
This section compares three different approaches to the characterization of uncertainty in power systems: stochastic power flows, interval arithmetic methods and Monte Carlo simulation. The objective is to characterize the uncertainty in line flows.
Each method requires slightly different assumptions. The basic assumption is that demands at buses are uncertain over a given interval. In the interval power flow, these intervals can be used directly. T h e line flows obtained will, 2 3 4 5 however, be conservative. In the stochastic power flow approach, the intervals must be characterized as a probability distribution. If the intervals are treated as a uniform ptobability distribution, the mean and variance of the distribution can be calculated, and the uniform distribution can be replaced by a normal distribution of the same mean and variance. This means that the results will be slightly different, in that it is possible for the solution to have some values outside those predicted by the more strict bounds from interval arithmetic. Finally, the Monte Carlo approach requires an assumption as to the probability distribution of demand values within the interval. A uniform probability density function over the entire interval is assumed. Thus, Monte Carlo simulations should always be within the predictions of interval methods. Table 1 gives the input vector y, the injected real and reactive power interval for all the buses. In order to use stochastic power flows, a normal probability distribution is needed. First, assume that the intervals in Table 1 characterize uniform probability density fuhctions. The mean value and the variance for these can be computed from [7] :
Using the mean values of y (i.e. real and reactive power injection), the mean values of the state variables can be computed using conventional power flow methods. After this is done, the variances of state variables and branch load flows can be calculated using the formulas from [6]:
where J is the Jacobian of the load flow equations, V is a diagonal matrix of variances of injected power, and K is the first order matrix from the Taylor series expansion of g(x).
To perform a meaningful comparison against interval methods, the solution results are characterized as an interval of f 3 a around the mean. That is:
Numerical results are shown in the Table 2 for all variables. Figure 3 illustrates the resulting assumed normal probability distribution computed for one of the lines, line 2-1. Figure 4 illustrates the same results as Table 2 . This figure shows that the conservatism introduced by interval methods on the state variables is modest. However, the conservatism on derived variables (flows, which depend on differences of state variables) is much greater. 
Interval Method
This subsection uses interval arithmetic to solve this same power flow problem with interval input data. To solve interval non-linear equations, the Newton operator is used. For each iteration, the Gauss-Seidel Method is used to solve the interval linear equations. Experience using a variety of iteration schemes with several linear solvers suggests that the ideal combination of methods is the Newton operator for the non-linear interactions and the Gauss-Seidel iteration procedure for the required interval linear solver. Table  2 
M o n t e Carlo
The third method used to validate the power flow results with uncertain data is Monte Carlo simulation. For this simulation, 1000 different values of power injections within the intervals given in Table 1 were selected and conventional power flow simulations were performed. Interval solutions were obtained by monitoring the largest and the smallest values of line flows obtained during all 1000 simulations. Table 2 shows that all the values are within the range predicted by the interval method. 
Comparison of Methods
Since the methods differ in some fundamental ways, an exact direct comparison of computational requirements is not possible. Each method has some strengths and some limitations. In our own experiments, the implementations were rather different in nature. The interval arithmetic implementation was done using an object oriented version of the Sparse Matrix Manipulation System [4], the Monte Carlo approach used a conventional power flow, and the Stochastic Power Flow was done with some help from MatLab. However, some features did emerge. We were able to collect statistics on numbers of multiplications. Based on these, the Monte Carlo approach is hundreds of times slower than the other two methods. The stochastic power flow was I I Interval I Monte Carlo I Stochastic I comparable to the interval arithmetic method. The interval arithmetic method did not take particular advantage of many known computational shortcuts available to interval computations. Convergence to the hull was extremely rapid (one or two iterations).
Another relevant point of comparison is how the methods behave as the size of the intervals increase. Figure 5 illustrates the behavior of the ratio in the uncertainty interval for the methods. It illustrates that, as the uncertainty intervals grow, the behavior of both stochastic power flows and Monte-Carlo methods stays constant. However, the degree of conservatism introduced by interval methods worsens as the interval sizes increase. We have not yet performed extensive tests of specific comparative power flow studies in these larger systems. The computational requirements per iteration for interval methods scale with system size in the same manner as ordinary %rst neighbor" sparse matrix methods do, with the advan- tage that fill-in does not play a role. Extra arithmetic is required for every interval elementary operation, but this represents a constant factor. Also, an added burden is due to the preconditioning of the matrix, particularly as the intervals become larger. The number of iterations is more a function of how wide the intervals are, which is related to whether the matrix is an M-matrix. For small intervals (the usual case), convergence is not an issue even in large systems. As the intervals become large, the Jacobian ceases to be an M-matrix and convergence suffers. Further experimentation is needed to determine the exact properties of these matrices in large systems.
In place of tests on larger power flow cases, we offer comparative tests on the growth in the number of multiplications per iteration when solving well conditioned large interval linear problems. Table 3 illustrates the number of multiplications required to perform a single linear solve using interval arithmetic assuming that four iterations are sufficient. The interval solution multiplications are compared with the solution of linear equations with the same topology using LDU factorization and ordinary arithmetic. The assumption of four iterations to solve a linear interval problem may not always be valid. At this time we lack sufficent experience to generalize this result. However, preliminary indications are that in many cases it is sufficient. Because these linear cases are assumed to be well behaved, pre-conditioning overhead has not been considered. Evaluate the Jacobian:
Solve the interval linear equation: which is illustrated in as interval c in figure 6 . the interval equations be:
The second example illustrates a set of equations. Let
These equations are illustrated in figure 7 . The symbolic interval jacobian for these equations is: His main interests areas are computer applications to power systems, large scale program, sparse matrices, software concepts and power system security and economics. Discussion A. P. Sakis Meliopoulos and F. Xia: The authors should be commended for introducing interval arithmetic in power flow analysis which can take into consideration the uncertainty of the bus injections and provide the range of the solution vector. The concept of the proposed method is excellent. Many times there is uncertainty in the input data which can not be quantified with a specific distribution function. In these cases representing the uncertainty with an interval is a practical approach. The results of this approach can be characterized as 'negative' in the sense that interval arithmetic exaggerates the uncertainty. However the value of the paper is high because it delineates the limitations of interval arithmetic.
The application of interval arithmetic to the power flow problem as proposed in the paper assumes total independence among the power injections. This is not true in real life. We believe that a better model will be to assume some kind of correlation among the power injections. One suggested approach is to model the power injections with a small number of variables as follows:
where P is the vector of uncertainty in power injections U are a set of variables m is the number of variables U (small) This model will be a variation of the model proposed in [l] . The variables U can be assumed to be independent variables representing the uncertainty interval. The gained advantage of this model is that now only a small number of variables are to be dealt with.
In dealing with uncertainty in power flow solutions one seek to compute the distribution of some output quantities (i.e. circuit flow, bus voltage magnitude, etc). It appears to us that the authors in their application of interval arithmetic, first compute the 'hull' of the solution set (state vector) and then proceed to compute the uncertainty of output quantities. What will be the computational ramifications and the quality of the results if first a linearized expression of output quantities is developed and subsequently interval arithmetic is applied to this expression? We would expect that this approach will provide better results because the uncertainty will not be exaggerated as much as in the proposed approach. Coupled with an efficient linearization procedure the approach may be also practical.
Another question is as follows. Assume that the uncertainty is represented with a uniform distribution over an interval. Then the computational procedure may be identical to the one proposed in the paper with the exception that the interval arithmetic is replaced with convolutions. One can argue that the results of this approach will be realistic but the computational requirements may be higher than those of interval arithmetic. Can the authors comment on the comparative merits of these two approaches? However, interval operations can be seen as only a special case of fuzzy set operations, each interval being represented by a membership function of constant value 1 between its bounds and 0 outside.
If one has complete knowledge on some piece of evidence, then the right numeric representation is a certain or deterministic number. If the knowledge is not complete, but one knows that there is a frame of repetition of events, with fixed laws (though not explicit) governing it, one can and should represent information by random members, which come associated with probability distributions. However, if these conditions are not met, but one still has qualitative (or other) information on the phenomena to be represented, fuzzy set representation should be used-or fuzzy numbers, which come associated with possibility distributions.
Fuzzy set modelling of power system data where uncertainties are not of probabilistic type has been done and published since 1989. A list of references is included at the end of this discussion. Models vary from fuzzy load curve modelling to fuzzy power flow analysis, fuzzy dispatch, fuzzy risk analysis, fuzzy reliability studies and fuzzy optimization.
Therefore, we feel that a different focus should have been given to the paper. Interval arithmetic is not the adequate way of modelling uncertainties, but certainly is a necessary tool to deal with fuzzy number operations, when parameterized with a-cut concepts.
We disagree with comparisons of results to any stochastic model, for the following reasons: a) A new technique should be carefully explained to people that are not used to it. b) People used to probabilistic methods tend to think at first that someone is trying to replace their well known and faithful tool by another thing. c) Results are not comparable because the underlying assumptions on the information one has are v " y different-one is quantitative, though random, the other is qualitative. d) Probabilistic and possibilistic are not competing but cooperative approaches, and both should be used in Power System modelling. This greatly reduces the conservatism introduccd by interval methods and may, in fact, be the "right" way to introduce interval uncertainty into the models of interest.
with stochastic models should not be made. We agree that there i s a fundamental difference between possibilistic approaches and probabilistic ones. We also agree that both approaches are cooperative rather than competing, and that the type of information that one gets is very different. We do not agree, however, that a parallel should not be attempted. In fact, a properly done comparison of the two approaches can be very enlightening [C2] .
In some cases the probabilistic point of view is more appropriate, while in others the interval and/or possibilistic (fuzzy) point of view leads to a more natural interpretation of results.
[Cl] F. Alvarado Norman, Oklahoma.
July 15-17, 1 9 9 1 (invited panel p r e s e n t a t i o n ) .
Arithmetic," Van Nosrand Reinhold Co., 1985.
[C3] A. Kaufmann and M. M. Gupta, "Introduction to Fuzzy Manuscript r e c e i v e d December 2 , 1991.
As an alternative to interval methods, these discussers propose the use of uniforri probability distributions.
We have explored the relationship of uniform distributions and intervals in [C2]:
Problems associated with nonlinearities become difficult to handle when using uniform distributions: distributions quickly become nonuniform.
In fact, they often (but not always) become approximately gau'ssian.
A better approach may be to either work with general distributions all along. or to come up with procedures for approximatcly converting intervals into distributions a-posteriori.
All these topics required further exploration.
In response to the comments by Dr. Miranda. one can say that either interval methods are a special case of fuzzy set methods, or that fuzzy set methods are a generalization of interval methods, depending on the perspective one wishes to have.
As pointed out by the discusser and by most references on fuzzy a r i r h m e r i c , regardless of the point of view interval methods are usually an essential part of the fuzzy arithmetic computational process: at any desired a-cut level one deals with intervals [C2,C3]. And, in spite of the fuzzy nature J f a problem characterization, one must assumc a specific possibilistic distribution before computations can proceed.
The other point made by Dr. Miranda is that comparisons ,
