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1. Introduction
This paper aims to discuss an algorithm for the following generalized variational inequality: To find x∗ ∈ C and ξ ∈ F(x∗)
such that〈
ξ, y− x∗〉 ≥ 0, for all y ∈ C, (1.1)
where C is a nonempty closed convex set inRn, F is a multi-valuedmapping from C intoRn with nonempty values, and 〈·, ·〉
denotes the usual inner product in Rn.
Theory and algorithms of generalized variational inequality have been much studied in the literature [1,3,6–8,13,24,25].
[4] introduced the problem (1.1) and studied the existence of its solution. Various algorithms for computing the solution
of (1.1) are proposed. The well-known proximal point algorithm [23] requires the multi-valued mapping F be monotone.
Relaxing the monotonicity assumption, [1] proved if the set C is a box and F is order monotone, then the proximal point
algorithm still applies for the problem (1.1). [13] studied multiplier method for the problem (1.1), assuming that F is
monotone and C is bounded and is the solution set of finitely many differentiable convex inequalities. Assume that F is
pseudomonotone, [11] described a combined relaxation method for solving (1.1), which has been further developed in [16,
18,19,17,12]; see also [15,20]. If the mapping F is multi-valued, the combined relaxation method usually needs the set
C having an explicit expression and satisfying the Slater constraint qualification; see [16,20]. For other related methods
for generalized variational inequality, see [3,14,25]. This paper suggests a new algorithm for the generalized variational
inequality and proves the global convergence of the generated iteration sequence, assuming that F is pseudomonotone
in the sense of Karamardian. An obvious difference between our method and the combined relaxation method is that the
former does not require C to have an explicit expression. In the case where F is single-valued, we compare the Method 1.1
in [20] and the single-valued version of our Algorithm 1, the main difference is the line search rule generating the stepsize;
see the expression (9) in [20] and the expression (2.2) in this paper.
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Let S be the solution set of (1.1), that is, those points x∗ ∈ C satisfying (1.1). Throughout this paper, we assume that the
solution set S of the problem (1.1) is nonempty and F is continuous on C with nonempty compact convex values satisfying
the following property:
〈ζ , y− x〉 ≥ 0, for all y ∈ C, ζ ∈ F(y), and all x ∈ S. (1.2)
The property (1.2) holds if F is pseudomonotone on C in the sense of Karamardian [10]. In particular, if F is monotone, then
(1.2) holds.
The organization of this paper is as follows. In the next section, we recall the definition of continuous multi-valued
mapping and present the details of the algorithm and prove several preliminary results for convergence analysis in Section 3.
A small example is tested in the last section.
2. Algorithm
Let us recall the definition of continuous multi-valued mapping. F is said to be upper semicontinuous at x ∈ C if for
every open set V containing F(x), there is an open set U containing x such that F(y) ⊂ V for all y ∈ C ∩ U; F is said to
be lower semicontinuous at x ∈ C if for any y ∈ F(x) and any open set V containing y, there is an open set U containing x
such that F(y) ∩ V 6= ∅ for all y ∈ C ∩ U . F is said to be continuous at x ∈ C if it is both upper semicontinuous and lower
semicontinuous at x. F is said to be continuous on C if it is continuous at every point of C . If F is single-valued, then both
upper semicontinuous and lower semicontinuous reduce to the continuity of F .
Now we state the algorithm. The algorithm and its convergence analysis are inspired by [9,26]. Let ΠC denote the
projector onto C and let µ > 0 be a parameter.
Proposition 2.1. x ∈ C and ξ ∈ F(x) solves the problem (1.1) if and only if
rµ(x, ξ) := x−ΠC (x− µξ) = 0.
Algorithm 1. Choose x0 ∈ C and three parameters σ > 0, µ ∈ (0, 1/σ) and γ ∈ (0, 1). Set i = 0.
Step1. If rµ(xi, ξ) = 0 for some ξ ∈ F(xi), stop; else take ξi ∈ F(xi) satisfying〈
y− ξi, rµ(xi, ξi)
〉 ≥ 0, ∀y ∈ F(xi). (2.1)
Step2. For every positive integer k, let yk := ΠF(xi−γ krµ(xi,ξi))(ξi).
Step3. Let ki be the smallest nonnegative integer k satisfying〈
yk, rµ(xi, ξi)
〉 ≥ σ‖rµ(xi, ξi)‖2. (2.2)
Set zi = xi − ηirµ(xi, ξi), where ηi = γ ki .
Step4. Compute xi+1 := ΠCi(xi)where Ci := {v ∈ C : hi(v) ≤ 0} and
hi(v) := sup
ξ∈F(zi)
〈ξ, v − zi〉 . (2.3)
Let i = i+ 1 and return to Step 1.
We show that Algorithm 1 is well defined and implementable, though we will not give the numerical test in this paper.
Remark 2.1. ξi satisfying (2.1) is actually a solution of a classical Hartman–Stampacchia variational inequality. Therefore ξi
satisfying (2.1) does exist because the mapping ξ 7→ rµ(xi, ξ) is continuous and F(xi) is a nonempty compact convex sets.
Moreover, such ξi can be computed by some known algorithms for classical variational inequality.
Remark 2.2. If rµ(xi, ξ) 6= 0, k satisfying (2.2) does exist. Indeed, in view of the following Lemma 2.1, limk→∞ yk = ξi.
Therefore
lim
k→∞
〈
yk, rµ(xi, ξi)
〉 = 〈ξi, rµ(xi, ξi)〉 ≥ µ−1‖rµ(xi, ξi)‖2 > σ‖rµ(xi, ξi)‖2,
where the first inequality is due to Lemma 2.3 and the second one is due to µ−1 > σ and rµ(xi, ξ) 6= 0.
Remark 2.3. The computation of xi+1 in the Step 4 is implementable. In particular, if F(zi) is a polytope, then it has finitely
many extreme points, say {e1, . . . , em}. Thus
hi(v) := sup
ξ∈F(zi)
〈ξ, v − zi〉 = max
1≤j≤m
{〈
ej, v − zi
〉}
.
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Lemma 2.1. The sequence {yk} generated in Step 2 has the following properties:
yk ∈ F(xi − γ krµ(xi, ξi)) and lim
k→∞ yk = ξi. (2.4)
Proof. Since F is lower semicontinuous, ξi ∈ F(xi), and xi − γ krµ(xi, ξi) → xi as k → ∞, for each k, there is uk ∈
F(xi − γ krµ(xi, ξi)) such that limk→∞ uk = ξi. Since yk = ΠF(xi−γ krµ(xi,ξi))(ξi),
‖yk − ξi‖ ≤ ‖uk − ξi‖ → 0, as k→∞.
So limk→∞ yk = ξi. 
Lemma 2.2. The function hi defined by (2.3) is Lipschitz on Rn.
Proof. Let u, v ∈ Rn. Since F(zi) is compact, there is ξu ∈ F(zi) such that hi(u) = 〈ξu, u− zi〉. Therefore,
hi(u)− hi(v) ≤ 〈ξu, u− zi〉 − 〈ξu, v − zi〉 = 〈ξu, u− v〉 ≤ M‖u− v‖,
whereM := supξ∈F(zi) ‖ξ‖ <∞. Exchanging the roles of u and v yield that hi is Lipschitz with modulusM . 
Lemma 2.3. For every x ∈ Rn and ξ ∈ F(x),〈
ξ, rµ(x, ξ)
〉 ≥ µ−1‖rµ(x, ξ)‖2. (2.5)
Proof. Since rµ(x, ξ) = x−ΠC (x− µξ). The variational property of projection implies that
〈x−ΠC (x− µξ)− µξ, y−ΠC (x− µξ)〉 ≤ 0, for all y ∈ C;
in particular, taking y = x, we obtain the desired inequality. 
Lemma 2.4. Let x∗ solve the variational inequality (1.1) and the function hi be defined by (2.3). Then hi(xi) ≥ ηiσ‖rµ(xi, ξi)‖2
and hi(x∗) ≤ 0. In particular, if rµ(xi, ξi) 6= 0 then hi(xi) > 0.
Proof. Since zi = xi − ηirµ(xi, ξi),
hi(xi) = sup
ξ∈F(zi)
〈ξ, xi − zi〉 = ηi sup
ξ∈F(zi)
〈
ξ, rµ(xi, ξi)
〉
≥ ηi
〈
yki , rµ(xi, ξi)
〉 ≥ ηiσ‖rµ(xi, ξi)‖2,
where the last inequality follows from (2.2). Since F satisfies the property (1.2), hi(x∗) ≤ 0. 
3. Convergence analysis
Theorem 3.1. If F : C → 2Rn is continuous with nonempty compact convex values on C and the condition (1.2) holds, then
either Algorithm 1 terminates in a finite number of iterations or generates an infinite sequence {xi} converging to a solution of
(1.1).
Proof. Let x∗ be a solution of the variational inequality problem. By Lemma 2.4, x∗ ∈ Ci. We assume that Algorithm 1
generates an infinite sequence {xi}. In particular, rµ(xi, ξi) 6= 0 for every i. By Step 4, it follows from Lemma 2.4 in [9] that
‖xi+1 − x∗‖2 ≤ ‖xi − x∗‖2 − ‖xi+1 − xi‖2 ≤ ‖xi − x∗‖2 − dist2(xi, Ci), (3.1)
where the last inequality is due to xi+1 ∈ Ci. It follows that the sequence {‖xi+1 − x∗‖2} is nonincreasing, and hence is a
convergent sequence. Therefore, {xi} is bounded and
lim
i→∞ dist(xi, Ci) = 0. (3.2)
Since F(x) is continuous with compact values, Proposition 3.11 in [2] implies that {F(xi) : i ∈ N} is a bounded set, and so
the sequences {ξi} and {zi} are bounded. Thus the continuity of F implies that {F(zi)} is a bounded set: for someM > 0,
sup
ζ∈F(zi)
‖ζ‖ ≤ M, for all i. (3.3)
In view of Lemma 2.2, each function hi is Lipschitz continuous on C withmodulusM . Noting that xi 6∈ Ci and applying Lemma
2.3 in [9], we obtain that
dist(xi, Ci) ≥ M−1hi(xi), for all i. (3.4)
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It follows from (3.1), (3.4) and Lemma 2.4 that
dist(xi, Ci) ≥ M−1hi(xi) ≥ M−1σηi‖rµ(xi, ξi)‖2.
Thus (3.2) implies that
lim
i→∞ ηi‖rµ(xi, ξi)‖
2 = 0. (3.5)
If lim supi→∞ ηi > 0, then we must have lim infi→∞ ‖rµ(xi, ξi)‖ = 0. Since rµ(·, ·) is continuous and the sequences {xi}
and {ξi} are bounded, there exists an accumulation point (x¯, ξ¯ ) of {(xi, ξi)} such that rµ(x¯, ξ¯ ) = 0. This implies that x¯ solves
the variational inequality (1.1). Replacing x∗ by x¯ in the preceding argument, we obtain that the sequence {‖xi − x¯‖} is
nonincreasing and hence converges. Since x¯ is an accumulation point of {xi}, some subsequence of {‖xi − x¯‖} converges to
zero. This shows that the whole sequence {‖xi − x¯‖} converges to zero, and hence limi→∞ xi = x¯.
Suppose now that limi→∞ ηi = 0. Let (x¯, ξ¯ ) be any accumulation point of {(xi, ξi)}: there exists some subsequence {(xij ,
ξij)} converging to (x¯, ξ¯ ). By the construction of algorithm, ykij−1 ∈ F
(
xij − γ kij−1rµ(xij , ξij)
)
≡ F (xij − γ−1ηij rµ(xij , ξij)).
Without loss of generality, we assume that ykij−1 converges to y¯ ∈ F(x¯). By the choice of ηi, (2.2) implies that
σ‖rµ(xij , ξij)‖2 >
〈
ykij−1, rµ(xij , ξij)
〉
=
〈
ykij−1 − ξij , rµ(xij , ξij)
〉
+ 〈ξij , rµ(xij , ξij)〉
≥
〈
ykij−1 − ξij , rµ(xij , ξij)
〉
+ µ−1‖rµ(xij , ξij)‖2, for all j,
where the last inequality holds as a consequence of Lemma 2.3. Letting j→∞, we obtain that
σ‖rµ(x¯, ξ¯ )‖2 ≥
〈
y¯− ξ¯ , rµ(x¯, ξ¯ )
〉+ µ−1‖rµ(x¯, ξ¯ )‖2. (3.6)
By virtue of (2.1),
inf
y∈F(xi)
〈
y− ξi, rµ(xi, ξi)
〉 ≥ 0, ∀i,
which implies that
inf
y∈F(x¯)
〈
y− ξ¯ , rµ(x¯, ξ¯ )
〉 ≥ 0,
being F continuous (see Proposition 3.23 in [2]). Since y¯ ∈ F(x¯), it follows that〈
y¯− ξ¯ , rµ(x¯, ξ¯ )
〉 ≥ 0.
This together with (3.6) yields that
σ‖rµ(x¯, ξ¯ )‖2 ≥ µ−1‖rµ(x¯, ξ¯ )‖2.
Since µσ < 1, rµ(x¯, ξ¯ ) = 0; that is, x¯ solves the variational inequality (1.1). Applying the same argument as in the previous
case, we get that limi→∞ xi = x¯. 
Now we provide a result on the convergence rate of the iterative sequence generated by Algorithm 1. To establish this
result, we need a certain error bound to hold locally (see (3.7) below). The research on error bound is a large topic in the
field of mathematical programming. One can refer to the survey [21] for the roles played by error bounds in the convergence
analysis of iterative algorithms; more recent developments on this topic are included in Chapter 6 in [5].
For any λ > 0, define
P(λ) := {(x, ξ) ∈ C × Rn : ξ = ΠF(x)(ξ − rµ(x, ξ)), ‖rµ(x, ξ)‖ ≤ λ}.
We say that F is locally Lipschitz on C if for every x ∈ C , there are L > 0 and a neighborhood U of x such that
H(F(y), F(z)) ≤ L‖y− z‖ for all y, z ∈ U ∩ C , where H denotes the Hausdorff metric.
Theorem 3.2. In addition to the assumptions in the above theorem, if F is locally Lipschitz continuous on C and if there exist
positive constants c and λ such that
dist(x, S) ≤ c‖rµ(x, ξ)‖, for all (x, ξ) ∈ P(λ), (3.7)
then there is a constant α > 0 such that for sufficiently large i,
dist(xi, S) ≤ 1√
αi+ dist−2(x0, S)
.
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Proof. By the proof of Theorem 3.1, {xi} and {ξi} are convergent sequences. Since yki−1 ∈ F
(
xi − γ ki−1rµ(xi, ξi)
) ≡
F
(
xi − γ−1ηirµ(xi, ξi)
)
and since ηi ≤ 1, there is δ > 0 such that
max{‖xi‖, ‖xi − γ−1ηirµ(xi, ξi)‖} ≤ δ, ∀ i.
The local Lipschitz continuity of F implies that there is L > 0 such that F is Lipschitz on B(0, δ)with modulus L.
Put η := min{1/2, L−1γ (µ−1 − σ)}. We first prove that ηi > η for all i. By the construction of ηi, we have ηi ∈ (0, 1].
If ηi = 1, then clearly ηi > 1/2 ≥ η. Now we assume that ηi < 1. Since ηi = γ ki , it follows that the nonnegative integer
ki ≥ 1. Thus the construction of ki implies that〈
yki−1, rµ(xi, ξi)
〉
< σ‖rµ(xi, ξi)‖2. (3.8)
Since yki−1 ∈ F(xi − γ−1ηirµ(xi, ξi)) and F is of compact values, the definition of Hausdorff metric implies the existence
of ζi ∈ F(xi) such that
‖yki−1 − ζi‖ ≤ H(F(xi − γ−1ηirµ(xi, ξi)), F(xi))
≤ Lγ−1ηi‖rµ(xi, ξi)‖, (3.9)
where the second inequality is due to the Lipschitz property of F verified in the beginning of this proof. By (3.8), (2.1) and
(3.9),
σ‖rµ(xi, ξi)‖2 >
〈
yki−1 − ζi, rµ(xi, ξi)
〉+ 〈ζi − ξi, rµ(xi, ξi)〉+ 〈ξi, rµ(xi, ξi)〉
≥ µ−1‖rµ(xi, ξi)‖2 − ‖yki−1 − ζi‖‖rµ(xi, ξi)‖
≥ µ−1‖rµ(xi, ξi)‖2 − Lγ−1ηi‖rµ(xi, ξi)‖2.
Therefore ηi > L−1γ (µ−1 − σ) ≥ η.
Let x∗ ∈ ΠS(xi). By the proof of Theorem 3.1 and (3.7), we obtain that for sufficiently large i,
dist2(xi+1, S) ≤ ‖xi+1 − x∗‖2 ≤ ‖xi − x∗‖2 −M−2η2i (µ−1 − σ)2‖rµ(xi, ξi)‖4
≤ ‖xi − x∗‖2 −M−2η2(µ−1 − σ)2‖rµ(xi, ξi)‖4
≤ dist2(xi, S)−M−2η2(µ−1 − σ)2c−4 dist(xi, S)4.
Write α forM−2η2(µ−1 − σ)2c−4. Applying Lemma 6 in Chapter 2 of [22], we have
dist(xi, S) ≤ dist(x0, S)/
√
αi dist2(x0, S)+ 1 = 1/
√
αi+ dist−2(x0, S).
This completes the proof. 
Remark 3.1. Chapter 6 in [5] presents some results on the availability of (3.7) where the mapping F is single-valued; see
Proposition 6.2.1(b), Corollary 6.2.2, Theorem 6.2.5. As a consequence of the following result, if F is strongly monotone and
Lipschitz continuous on C , then (3.7) holds.
Proposition 3.1. Suppose that F : C 7→ 2Rn is strongly monotone and Lipschitz continuous: there are α > 0 and β > 0 such
that for all x, y ∈ C,
〈u− v, y− x〉 ≥ α‖y− x‖2, ∀ u ∈ F(y), v ∈ F(x), (3.10)
H(F(x), F(y)) ≤ β‖x− y‖. (3.11)
Then the problem (1.1) has a unique solution x∗ and there is a constant c > 0 such that for all x ∈ C and all ξ satisfying
ξ = ΠF(x)(x− rµ(x, ξ)),
‖x− x∗‖ ≤ c‖rµ(x, ξ)‖.
Proof. Let x∗ be the unique solution of (1.1). Then there exists some u∗ ∈ F(x∗) such that
〈u∗, y− x∗〉 ≥ 0, for all y ∈ C . (3.12)
Fix any x ∈ C . The Lipschitz continuity of F yields that there exists ζ ∈ F(x) such that
‖ζ − u∗‖ ≤ H(F(x), F(x∗)) ≤ β‖x− x∗‖. (3.13)
Since x− rµ(x, ξ) = ΠC (x− µξ) ∈ C , (3.12) yields that
〈u∗, x− rµ(x, ξ)− x∗〉 ≥ 0.
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Table 1
Example 4.1
Initial point Iter. Tolerance Output
(1, 0, 0) 28 10−7 (0, 0.00000010492621, 0.99999989507379)
(0, 1, 0) 23 10−7 (0, 0.00000011920929, 0.99999988079071)
(0.5, 0.5, 0) 26 10−7 (0, 0.00000007259976, 0.99999992740024)
(1, 0, 0) 21 10−5 (0, 0.00001319501520, 0.99998680498480)
(0, 1, 0) 17 10−5 (0, 0.00000762939453, 0.99999237060547)
(0.5, 0.5, 0) 19 10−5 (0, 0.00000932348858, 0.99999067651142)
In view of the variational property of projection,〈
rµ(x, ξ)− µξ, x− rµ(x, ξ)− x∗
〉 ≥ 0.
By the last two expressions and (3.10), we have
α ‖x− x∗‖2 ≤ 〈 ξ − u∗, x− x∗〉
≤ 〈rµ(x, ξ), ξ − u∗〉 − 1
µ
‖rµ(x, ξ)‖2 + 1
µ
〈rµ(x, ξ), x− x∗〉
≤ 〈rµ(x, ξ), ζ − u∗〉 + 1
µ
〈rµ(x, ξ), x− x∗〉
≤ ‖rµ(x, ξ)‖
(
‖ζ − u∗‖ + 1
µ
‖x− x∗‖
)
≤
(
β + 1
µ
)
‖rµ(x, ξ)‖‖x− x∗‖,
where the third inequality is because of ξ = ΠF(x)(x− rµ(x, ξ)) and ζ ∈ F(x), and the last one is due to (3.13). Therefore
‖x− x∗‖ ≤ µβ + 1
αµ
‖rµ(x, ξ)‖.
This completes the proof. 
The following example shows that (3.7) is possibly true even if F is not strongly monotone.
Example 3.1. Let C := [−1,∞) and F(x) := {x2 + 1}. Then F is pseudomonotone but not monotone on C and the solution
set of (1.1) is S = {−1}. One has (3.7) holds for c = max{1, 1
µ
} and λ = 1.
4. Numerical test
In this section, we present a small numerical experiment for the algorithm. TheMATLAB codes are run on a PC (with CPU
Intel P4) under MATLAB Version 6.5.1.199709 (R13) Service Pack 1 which contains Optimization Toolbox Version 2.3.
Example 4.1. Let n = 3,
C :=
{
x ∈ Rn+ :
n∑
i=1
xi = 1
}
,
and F : C → 2Rn be defined by
F(x) := {(t, t − x1, t − x2) : t ∈ [0, 1]}.
Then the set C and the mapping F satisfy the assumptions of Theorem 3.1, and (0, 0, 1) is a solution of the generalized
variational inequality. Since the set C has no interior point, C is not a feasible set of a real-valued convex inequality satisfying
the Slater constraint qualification.
We take σ = 0.4 and γ = 0.9. The tolerance ε means when ‖r(x, ξ)‖ ≤ ε, the procedure stops (See Table 1.).
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