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Resumo
Neste trabalho demonstramos a convergência do método QR no caso 
de matrizes de Jacobi via fluxo de Toda generalizado, baseado em [4], [14] e [3]. Os 
fluxos de Toda generalizados são caracterizados pela equação diferencial:
j t L(t) = B(G(L(t ) ) )L ( t )  -  L( t)B(G(L(t ) ) ) ,  1.(0) =  Lo,
em que L(t) é uma matriz real, tridiagonal e simétrica, G (A) é uma função real, 
analítica e injetiva num domínio que contém o espectro de L0; e B (G (L( t ) ) )  =  
[G(L(í))+] — [G(L(i))_] é uma matriz anti-simétrica, sendo G(L(t) )+ e G (L (í))_ as 
partes estritamente superior e inferior, respectivamente, de G(L(t)).
Inicialmente, estudamos o caso G(A) =  A, o qual caracteriza o fluxo 
de Toda. Mostramos que este fluxo é isospectral e converge, quando t —> oo, a uma 
matriz diagonal. Esses resultados são generalizados e, então, demonstramos que o 
método QR é uma avaliação, em tempos inteiros, do fluxo de Toda generalizado 
caracterizado por G(A) =  ln(A). Para finalizar, demonstramos um teorema sobre a 
velocidade de convergência do fluxo de Toda e apresentamos algumas comparações 
entre resultados obtidos pelo método QR e por uma resolução numérica da equação 
de Toda.
Abstract
In this workwe prove the convergence of the QR method for Jacobi 
matrices by using a generalized Toda flow, based on [4], [14] e [3]. Generalized Toda 
flows are described by the differential equation:
j t L(t) = B(G(L(t ) ) )L( t )  -  L(t)B(G(L(t ) ) ) ,  H 0) -  L0,
where L(t)  is a symmetric tridiagonal real matrix, G(A) is a analytic real function, 
which is one to one in an open domain which includes the spectrum of L0; and 
B(G(L(t ) ) )  = [G(L(t))+] — [G(L(i))_] is a skew symmetric matrix, where G(L(t))  + 
and G (L ( t ) ) -  denote the strictly upper and lower triangular parts, respectively, ofG(L(t))- '
First, we study the case G(A) =  A, which describes the Toda flow. We 
prove that this flow is isospectral and converges, as t —>■ oo, to a diagonal matrix. 
After, these results are generalized and we prove that the QR method is an evaluation 
for integer times of the generalized Toda flow described by (7(A) =  ln(A). Finally, 
we prove a theorem about the convergence rate of the Toda flow and present a 
comparison between results obtained by the QR method and the ones obtained by a 
numerical resolution of the Toda flow.
Introdução
Em 1961, Francis desenvolveu o método QR [9] para calcular autova­
lores de uma dada matriz. Esse método depende, essencialmente, da fatoração QR 
(Q ortogonal e R triangular superior) da matriz. Se A 0 — A, A  e  Cnxn, e Q kR k é a 
fatoração Q R  de A k, então A k+1 é definido por:
^4fc+i =  RkQk — Q^AkQk, (k =  0 , 1 ,  2 , . . . )
Em geral, a sequência {Afc} converge para a forma triangular superior de A, ou seja,
* . . .  % 'N 
A2 • • • *
>
0 • • • An )
em que A  — Q T Q H é uma decomposição de Schur de A. Note que A i,..., An consti­
tuem o espectro de A. A demonstração desse fato pode ser encontrada, por exemplo, 
em [9], (cap. 5). Evidentemente, se A q é simétrica então a matriz limite da sequência 
{^4*} é diagonal.
Atualmente, 0 método QR é considerado o mais efetivo entre os méto­
dos conhecidos para a solução do problema de autovalores.
No início da década de 80, alguns pesquisadores ([4], [14] e [3]) per­
ceberam uma conexão entre as iterações do método Q R  e a avaliação, em tempos 
inteiros, de um fluxo de Toda generalizado. Os fluxos de Toda generalizados são 
caracterizados pela equação diferencial:
^ L ( t ) = B{ G{ L( t ) ) ) L{ t ) - L( t ) B{ G{ L( t ) ) ) ,  L(0) =  L0, (1)
at
lim A k = T  =fc—>00





( ai(t) bi(t) 
bi{t) a2(t) b2{t) 
b2{t) a3(t) b3(t)
bn—i(t)
\  bn_i{t) an(t)
é uma matriz real, tridiagonal e simétrica, G (A) é uma função real, analítica e injeti- 
va em um domínio aberto que contém o espectro de L0. B(G(L(t)))  =  [G (L(í))+] — 
[G'(L(í))_] é uma matriz anti-simétrica, sendo G(L(t) )+ e G(L(t))_  as partes estri­
tamente superior e inferior, respectivamente, de G(L(t)).  A escolha da função G(X) 
caracteriza a dinâmica do fluxo L(t).
Estes fluxos possuem propriedades muito importantes como, por exem­
plo: os autovalores do fluxo L{t) independem de t, ou seja, o fluxo é isospectral; o 
fluxo L ( t ) converge para uma matriz diagonal quando t  tende ao infinito. Se em (1) 
fizermos G(X) =  A, obtemos a equação de Toda. Esta equação foi introduzida por 
Flaschka [8] no estudo de mecânica estatística do Toda Lattice.
Neste trabalho demonstramos a convergência do método QR para o 
problema de autovalores de uma matriz de Jacobi, baseado em [4], [14], [3]. Para 
isso, utilizamos o fluxo de Toda generalizado, obtido fazendo-se G(X) =  ln(A) em 
(1)-
No capítulo 1 apresentamos alguns conceitos e resultados fundamentais 
para o trabalho. O §1 do capítulo 2 é voltado para o estudo do fluxo de Toda. Os 
resultados obtidos para este fluxo são estendidos para o fluxo de Toda generalizado 
na seção subsequente. Em resumo, mostramos que a solução, L(t),  do sistema (1) 
é isospectral, ou seja, o espectro de L(t)  é preservado para qualquer t. Ademais, 
L( t ) é definido em toda a reta real e converge a uma matriz diagonal, consistindo 
de autovalores de L q, quando t —> ±oo. No capítulo 3 introduzimos o método QR,  
suas propriedades para o caso em que L 0 ê uma matriz de Jacobi com superdiagonal 
positiva e, evidentemente, sua relação com o fluxo G(A) =  ln(A). Enfim, mostramos 
que o método Q R  é uma avaliação, em tempos inteiros, do fluxo anteriormente 
referido. Para finalizar, no capítulo 4, analisamos a velocidade de convergência do 
fluxo de Toda e apresentamos resultados numéricos para comparar o método QR 




1.1 A lgum as D ecom posições Im portantes
Nesta seção apresentamos alguns resultados da teoria de matrizes que 
serão fundamentais nos capítulos seguintes.
T eorem a 1.1 (T riangularização U n itá ria  de Schur). Seja A  G Cnxn com au­
tovalores em alguma ordem prescrita. Então existe uma matriz unitária 
U G Cnxn tal que
UH AU = T = [Uj],
em que T  é triangular superior, com entradas diagonais tu = Xi (Vi =  1 : n).
Isto é, toda matriz quadrada A  é unitariamente equivalente a uma matriz triangular 
cujas entradas diagonais são os autovalores de A em alguma ordem prescrita.
Demonstração:
A prova do teorema é algorítmica.
Seja x ^  G Cn um autovetor normalizado de A  associado ao autovalor Ai.
Seja y^2\  ■ ■■, y uma base de C™.
Aplicamos o procedimento de ortonormalização de Gram-Schmidt a esta base e pro­
duzimos uma base ortonormal -jV1), z^2\  ..., z^ n^}de Cn.
Façamos:
( '■ '■ : \
ux = x (l) z (2) ■ z™
\  : 1 '■ /
3
Obviamente U\ é unitária e AU\ei — Aia^1).
Portanto, Uf1 AU\e\  =  Al U ^ x ^  = Aiei.
Assim,
U f A U ,  = (  Al *
V 0
em que A \  £  C^ n_1 x^ n^_1 .^
Evidentemente X{A\) =  {A2, A3, ..., An}.
Agora, seja x ^  £ C 1-1 um autovetor normalizado de Ai  correspondente ao autovalor
A2-
Seja {x^2\ w ^ 3\  uma base de O 1-1. Novamente aplicamos Gram-Schmidt e
produzimos U2 £ C^ n_1 x^ n^_1  ^ unitária tal que:
U? A  JJ2 =
\ 2 * 
0 ,42





As matrizes V2 e UiV2 são unitárias. Além disso,













 ^ Ai * * ^
0 a2 *
^ 0 0 A 2 y
Continuando esta redução produzimos matrizes unitárias Ui £ c (n-l+1)a;(Tl-t+1)
(i — 1 : n  — 1) e matrizes unitárias V{ £  Cnxn (j =  2 : n — 1). Ademais, a matriz 
U — U\V2...Vn- \  é unitária e UHAU  produz a forma desejada.
□
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O bservação 1.2. Se A  G Rnxn e todos os autovalores de A são reais, então os 
autovetores podem ser escolhidos reais (se o autovetor for complexo, escolhemos a 
parte real ou imaginária do mesmo, que também é autovetor) de tal modo que U seja 
real e ortogonal.
C orolário 1.3 (D ecom p osição  E sp ectra l). Se A  G Rnxn é simétrica, então e- 
xiste Q ortogonal tal que QTAQ  =  A =  diag(Xi , ..., Xn) é diagonal.
Demonstração:
Pelo teorema da triangularização de Schur e pela observação 1.2 , existe Q € Rnxn 
ortogonal tal que QTAQ  =  T  é triangular superior.
T eorem a 1.4 (F atoração Q R ). Seja A  G M"xn inversível. Então existem únicas 
matrizes Q G Rnxn, ortogonal, e R  G Knxn; triangular superior com entradas diago­
nais positivas, tal que A  =  QR.
Demonstração:
Escrevemos A  — QR,  ou seja,
Mas, T T =  (Qt A Q ) t  = QTA TQ = QTA Q  = T.  
Portanto, T  é diagonal.
□
Q,\ &2 ’ ' ’ Ün Qi 92 (i.i)
V : /  V : n^n /
em que os elementos de Q e de R  são as variáveis desconhecidas. 
Da primeira coluna da identidade (1.1), obtemos:
Como, por hipótese, A  é não singular, temos que a* ^  0 (i — 1 : n). 
Usando o fato que ||ç i||2 =  1, temos que |rn| =  ||a i||2•
Assim,
5
Da segunda coluna da identidade (1.1), vemos que:
a 2 =  r u qi + r22q2-
Da ortogonalidade de Q seque que r12 = <  a2,ç i > e, portanto, 
r22q2 =  a2 -  (ç fa 2)çi ^  0 (pois A é não singular).
Como ||ç2||2 =  1, temos que |r22| =  \\a2 -  {qla2)qx\\2.
Assim,
a2 -  (ç fa2)çi
r22 =  =b|ja2 -  (ç: e ç2 =  ± - T .
Ila2 — (?1 a2)qi\2
Da k-ésima coluna da identidade (1.1), obtemos:
ak = rifcgi +  r2kq2 +  ... +  rkkqk.
Pela ortogonalidade de Q , segue que = <  ak, qi > (i — 1 : k — 1).
fc-i




*_!  a k - ^ 2 { q [ a k)qi
r kk = ±\\ak - ^ ( q f a k)qi\\2 e =  ±  — k-l
i=l
IK  -  
i=i
Para obter unicidade de Q e de R  basta escolher rü positivo.
□
O bservação 1.5. A matriz Q, da fatoração Q R  de uma matriz dada A  G R”xn, é 
obtida pela aplicação do processo de ortonormalização de Gram-Schmidt às colunas 
da matriz A.  Em  particular, a k-ésima coluna de Q é uma combinação linear das k 
primeiras colunas de A.
D efin ição  1.6. Uma matriz A  = [a*,-] € Cnxn é dita H essem berg su p erior  se 
üij =  0 sempre que i > j  + 1. Caso A T seja Hessemberg superior, dizemos que A é 
H essem b erg  inferior.
D efin ição  1.7. Uma matriz T  = [tij] £ Cnxn é dita tr id iagonal se t^ =  0 sempre 
que Ii — j  I >  1, ou seja, se T  é Hessemberg inferior e superior.
6
T eorem a 1.8 (Form a H essem b erg  de um a M atr iz). Toda matriz A  6 MnXn 
pode ser decomposta em A  =  Q H Q T, em que Q € Rnxn é ortogonal e H  £ M.nxn é 
Hessemberg superior.
Demonstração:
Ver [7], pp. 344 -  345.
□
C orolário 1.9 (Form a T rid iagonal de um a m atriz s im étr ica ). Toda matriz  
A  G Rnxn simétrica é tridiagonalizável, ou seja, existem Q G Rnxn ortogonal e 
T  6 Knxn tridiagonal tal que QTA Q  =  T.
Demonstração:
Como, por hipótese, a matriz A  é simétrica, segue do teorema (1.8) que H  é Hes­
semberg superior e inferior e, portanto, tridiagonal.
□
1.2 Equações D iferenciais Ordinárias
A seguir citamos alguns resultados relevantes da teoria das equações 
diferenciais ordinárias que serão úteis nos capítulos posteriores. As demonstrações 
são omitidas, porém podem ser encontradas em [10] ou [5].
Considere o problema de valor inicial de Cauchy,
^x (t )  =  f(t,x{t)), x(to) =  xo, ( 1.2)
em que /  : ü  —»■ Rn é uma função definida no aberto í] C 1  x l n.
Uma solução do problema (1.2) é uma função <j> : I  C i ^ K " ,  dife- 
renciável no aberto I ,  tal que
[i] ( í,0 ( í))  € í i  (Ví £ /);
[ii] lOK*)) =  / ( í .^ ( í) )  ( V í€ / ) ;
[Üi] <f>(to) = X q .
7
T eorem a 1.10 (T eorem a de P ica rd ). Seja f  : Cl Rn uma função contínua 
definida no aberto C  1  x  Rn . Suponhamos que a derivada parcial com relação 
à segunda variável,fx : Cl -» Rn, seja contínua também. Então, para (tQ, x 0) £ 
existem um intervalo I  contendo V  e uma única função 4> : I  W 1 com (í, 4>(t)) £ 
Cl (Ví £ I) ,  que é solução do problema de valor inicial
- \-x(t) =  f ( t ,  x(t)) , x{t0) = x 0. 
at
D efin ição  1.11. Considere o P V I  (1.2). I  =  (w_,u;+) é dito um intervalo maxi- 
mal se não existe um intervalo contendo propriamente I  em que o P V I  (1.2) tenha 
solução.
T eorem a 1.12. Seja f  : Cl —>■ Rn uma função contínua definida no aberto 
H C  M x l n. Suponhamos que a derivada parcial com relação à segunda variável, 
f x - .C l—^ W 1, seja contínua também. Então, são válidas:
[ij Toda solução do P V I  (1.2) pode ser estendida a um intervalo maximal.
[ii] Se 4>{t) é a solução do P V I  (1.2) com intervalo maximal I  =  então
('t , <t>(t)) —¥ dCl quando t -» u +, isto é, dado k C Cl compacto, existe r  <  u + tal 
que (t,<f>(t)) k para t £ (t , oj+).
[iii] Se <f>(t) é a solução do P V I  (1.2) com intervalo maximal I  — (u>-,u+) e se <j> 
fica limitada em I , então 4> é globalmente definida.
1.3 Funções de M atrizes Sim étricas
D efin ição  1.13. Sejam A  Ç Rnxn simétrica e A  =  Q AQT uma decomposição es­
pectral de A,  A =  d i a g ( X i , An), conforme corolário 1.3. Seja f  uma função real, 
analítica e definida no espectro de A. Definimos f ( A )  como sendo a seguinte matriz:
f ( A )  =  Qdiag(f  ( A i ) , f {X n))QT-
T eorem a 1.14. Seja A  £ MnXTl simétrica. Seja f  uma função analítica e definida 
no espectro de A. São válidas as afirmações seguintes:
[i] A  comuta com f ( A ) ,  ou seja, A f ( A )  — f ( A ) A ;




f { A ) A  = Qdiag( f(X1) , f ( X n))QTQdiag(Xi , An)QT = 
= Q d i a g ( f { X i ) , f { X n))diag(Xu An)QT =
= Qdiag(Xi, ..., Xn)QTQdiag{f(Xl ) , ..., f {X n))QT = A f ( A ) .
Portanto, A  comuta com f (A ) .
[ii]
[ f iA )]T = [Qdiag(f(A i ) , f ( X n))QT]T =
= Q[diag(f(A O , f ( X n))]TQT = f (A ) .  
Portanto, f ( A )  é simétrica.
□
T eorem a 1.15. Seja A  G Mnxn simétrica. Seja f  uma função analítica cuja repre-
00
sentação em série de potências é f ( t )  = Cktk, em um aberto contendo o espectro
k= 0
de A, X(A).  Então
OO
I ( A )  = Y i ^ a K
k=0
Demonstração:
/M )= Q d ia g ( /( A 1),...,/(A „ ))Q T =
/  OO OO \
= Qà.iag í ckXkx , . . . , ^ 2  ckxkn ) Qt  =
,A:=0 Jfe=0
OO \  OO
Q J > A fc Q r  =  J > fcQ A fcQ
\A:=0 / k=0





E xem p lo  1 .16. Seja A  £ Mnxn simétrica. Então:
°° Ak
[i] exp(A) =  J ] — ;
k= 0
[ü] Se A  é definida positiva (autovalores positivos) então ln(A) é definida. Neste 
caso,
ln(exp(A)) =  exp(ln(A)) =  A.
T eorem a 1.17. Toda função analítica de uma matriz simétrica é um polinómio des­
ta matriz, ou seja, se A  £ Enxn é simétrica e f  é uma função analítica e definida 
no espectro de A, então existe um polinómio p(A), de grau menor ou igual a (n — 1), 
tal que f ( A )  = p(A).
Demonstração:
De acordo com a definição 1.13,
/ ( ^ )  =  Q diag(/(A1) , . . . ) /(A n) ) g r  
Considere o conjunto dos pontos do R2,
{(A 1>/(A 1) )>...,(An i/(A n))}.
Existe um polinómio, p (A), de grau menor ou igual a (n — 1), interpolador destes n 
pontos, ou seja, existe p(A) tal que
P { \ )  =  /(A i) (Vi =  1 : n).
Portanto,
f ( A )  = <5diag(/(A1) , ..., f {X n))QT =




Fluxo de M atrizes
Neste capítulo apresentamos o fluxo de Toda, caracterizado pela equa­
ção diferencial (equação de Toda)
j t L(t) = B( t )L( t )  -  L( t)B( t) ,  L(0) =  L0,
em que
m  =
(  ai(t) bi (í)
&i(t) a2(t) b2{t)




(  0 61(í)
-61 (í) 0 b2{t)
- b 2(t) 0 63 (t)
Ün—l(t) bji—iit') 
bn—l(t) O'niß) )
0  & n - l ( f )
\  - b n- l ( t )  0 )
e Lo é tridiagonal e simétrica; e uma generalização natural deste fluxo, o fluxo de 
Toda generalizado, caracterizado pela equação (equação de Toda generalizada)
d
dt
L(t) = B(G(L( t ) ) )L ( t )  -  L ( t )B (G (L ( t ))), L(0) =  L0,
em que L(t)  é uma matriz real, tridiagonal e simétrica (como acima) , G (A) é uma
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função real, analítica e injetiva em um domínio aberto que contém o espectro de L0. 
B(G(L(t ) ) )  =  [G(L(t))+] — [(?(£(£))_] é uma matriz anti-simétrica, sendo G (L (í))+ 
e G(L( t ) ) -  as partes estritamente superior e inferior, respectivamente, de G(L(t)).  
Observe que a equação de Toda é obtida fazendo-se G(X) =  A na equação de Toda 
generalizada.
propriedades do fluxo de Toda, baseados em [3]. Em seguida, analisamos este fluxo 
para o caso em que L q é uma matriz de Jacobi. Na seção 2.2 expomos o fluxo de 
Toda generalizado e estendemos os resultados sobre o fluxo de Toda para este fluxo, 
baseados nos artigos [4] e [14]. Este capítulo, juntamente com o capítulo seguinte, 
fornece uma demonstração da convergência do método Q R  (método para calcular 
autovalores de uma matriz dada) no caso de matrizes de Jacobi.
o sistema que nos interessa para o restante do trabalho. Esse modelo, de propagação 
de ondas em um cristal, é dito Toda Lattice [11]. Ele é dado pelo sistema: 
f
x k{ t ) = y k(t) {k =  1 : n)
Vi{t) = ~  exp(xx(í) -  x 2(t)) ^
yk(t) = exp(xfc_ i(t) -  x k(t)) -  exp(xk(t) -  x k+1 (t)) (k =  2 : n -  1) 
yn[t) = exp(xn_i(í) -  x n(t))
Este sistema descreve o movimento de n  partículas dispostas no eixo 
real, em que x k(t) e yk(t) são a posição e velocidade, respectivamente, da k-ésima 
partícula no instante de tempo t.
Façamos a seguinte troca de “ variáveis ”:
Na seção 2.1 apresentamos a origem da equação de Toda e algumas
2.1 Fluxo de Toda
Iniciamos esta seção apresentando um modelo físico do qual se origina
at(t) = ----- (* =  1 : e (2 .2 )
(k — 1 : n — 1). (2,3)
Assim,
àk{t) = ~^yk{ t )  = ~  [exp Ofc_i(í) -  x k{t)) -  exp (xk(t) ~  x fc+1(t))] =
=  - 2 1 ( x k- i ( t )  -  x k(t)
2 6XP \------2------
+ 2 x k{t) -  x k+1( t ) \  -  exp | --------- 1---------  |
=  26j[(t) -  26|_1(í) (k = 2 : n - l ) ,
exp
x„_i(í) -  x n{t')
=  - 2
1 (  Xn-i(t) - Xn(t) 
2 eXP ----------2--------- -26* (í) e
6fc(í) =  I  exp ^Xk(*) ~  Xk+ ^ \  ( _V V
=  6fc(í) yfc(*) yfc+iW \2 2 /
Nas novas variáveis o sistema (2.1) pode ser descrito da seguinte ma­
neira:
àk(t) = 2b2k(t) -  2b\_l {t) (fc =  l:ra ),
&fc(í) =  &fc(í)(ajfc+i(í) -  Ofe(í)) (k = 1 : n  -  1),
(2.4)
em que 60(í) =  0 e òn(í) =  0 (Vt).
A razão para a troca de variáveis pode ser vista na proposição que
segue:
P ro p o siçã o  2 .1. Considere o P V I  constituido pelo sistema (2-4) com condições ini­




L(t) = B( t )L( t )  -  L( t)B( t) ,  L{0) =  Lo, (2.5)
em que,
L(t) =
(  oi(í) bi(t)
bi(t) a2{t) b2(t)
b2it) a 3 ( í )  63 ( í)
Q-n—1 (^) bn—i( t )  
bn—l(t) ®n(^ ) )
(2 .6)
J3(í)
(  0 òi(í)
- 6 1  ( í )  0 b2{t)
- b 2(t) 0 63 ( í)
V
0 Òn-l(í)
- 6„_i(í) 0 /
(2.7)
Demonstração:
E necessário verificar que a matriz B(t )L( t )  — L( t)B( t)  é simétrica, tridiagonal, 
(.B ( t )L ( t ) -  L(t)B(t))kk  =  ãfc(í) (A; =  1 : n) e (B ( t )L ( t ) -  L(t)B(t))k,k+i  =  &*(*)
(A: =  1 : n — 1)
Vejamos:
(B (í)L (í) -  L ( t )B { t ) y  =  L  ( í ) S i (í) -  B 1 ( í ) Z /  (t ) =  £ ( í ) L ( í )  -  L( t )B( t ) ,  
pois I/(í) é simétrica e f?(í) é anti-simétrica. Logo, B( t)L( t )  — L( t )B( t )  é simétrica. 
(.B ( t )L ( t ) -  L ( t )B ( t ) ) kk =  e lB ( t )L ( t ) e k -  e£L( t )B( t )ek =
(0,..., 0, —6fe-].(í), 0 , òfc(t), 0,..., 0) • (0, . . .>0, 6jfc_1( í) ,o ife(í))6fc(í))0 , . . . ,0)r -
■ ( 0 , . . . ,0 ,6 fc_ 1( í ) , a fc( t ) , 6 fc( í ) , 0 J . . . , 0 ) . ( 0 , . . , 0 , 6 fc_ 1( í ) ,  0 , - ò * ( í ) ,  0 , . . . ,  0 ) T =
=  2b\{t) -  26*_1(í) =  ã*(t) (fc =  1 : n) (ò0(í) =  ôn(í) =  0 (Vi)).
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(.B{t)L( t ) -  L{t)B(t))k,k+i = eTk B{t)L{ t)ek+l -  eTk L{t)B{t)ek+l =
(0, 0, - b k- i ( t ) , ^ Q ^ ,  bk(t), 0, 0) • (0, 0, bk(t), ak+i{t), 6fc+1(í), 0,.... 0)T-
k ''T *'
- ( 0,..., 0, 6fc_i(t), ak{t), bk{t), 0,..., 0) • (0,..., 0, bk(t), 0, - b k+1(t) ,Q, ..., 0)T =  
k k
= bk(t)ak+1(t) -  bk(t)ak(t) = bk(t){ak+i(t) -  ak{t)) =  bk{t) (k = 1 : n -  1). 
Sejam i, j  e  N tal que i — j  > 1.
(B(t )L(t )  — L ( t )B{ t ) ) itj =  e jB{ t)L{ t )e3 -  e j L ( t ) B ( t ) ej =\
Como i — j  > 1, segue que i > j  +  2. Assim, se i > j  + 2, fica claro, nos cálculos 
acima, que (B ( t )L ( t ) — L (í)5 ( í) ) i>:? =  0. Porém, se i =  j  +  2, temos
(B (t)L (í) -  L(t)B{t ) )1+Xj =
=  M j+ iM M * )) -  (-6j(t)i>3+i(í)) =  0-
Portanto, B(t)L( t)  — L( t )B( t )  é tridiagonal.
□
Honestamente, o que fizemos não foi uma troca de variáveis (isto é, 
um difeomorfismo ou, pelo menos, uma bijeção) pois começamos com 2n  variáveis e 
sobraram (2n —1) variáveis. É evidente que se solucionarmos o sistema (2.1) obtemos 
a solução do sistema (2.4). A seguir verificamos que a recíproca da proposição acima
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também é verdadeira, ou seja, uma vez solucionado o sistema (2.4), podemos obter 
a solução do sistema (2.1).
Suponhamos, então, que o sistema (2.4) está solucionado, ou seja, co­
nhecemos Ofc(í) (k — 1 : n) e bk(t) (k = 1 : n — 1). Por (2.2), temos que ak(t) =  
_y^í) (k = 1 : n). Portanto yk{t) =  —2ak(t) (k =  1 : n). O próximo passo 
é determinar £&(£) (A; =  1 : n). Para tanto, sabemos da lei de conservação de 
momento que o centro de massa do sistema,




em que c é uma constante.
Sabemos, por (2.3), que bk{t) = |e x p (k =  1 : n  — 1), ou
seja, 26fc(í) =  expp Ifc(í) (/c =  1 : n — 1).
Portanto
Zfc(í) -  ^Tfc+i(í) =  21n(2ò*(í)) (k = 1 : n -  1). (2.9)




Como £ X > ( 0 )  =  cQ, segue que 
k=1
1 ti i  n
- \ 2xk(t) = ct+~y2 xk( o). (2.io)n *-—'k=1 Jfc=l
De (2.9) e (2.10) obtemos o sistema:
Xi (í) -  rr2(í) =  21n(2òi(í))
3^2(0 -  x 3(t) =  21n(2ò2(í))
xn_i(í) -  z n(í) =  21n(26n_i(í))
n
Zi(í) +  x2(í) +  +  x n(t) -  nct  +  y^Xfe(O)
k=l
Este sistema é equivalente ao sistema matricial:
(2.11)
/  1 -1 0 0 






. . .  0 0 \ ( Xi (t) ^
. . .  0 0 X2 (t)
. . .  1 -1 Xn-l (t)





nct -|- E  x fc(0) 
fc=i /
Usando a propriedade de multilinearidade da função determinante, é 
fácil verificar que det(A) = n  (ordem da matriz A), ou seja, A é não singular, 
justificando a obtenção das variáveis Xk{t) (k =  1 : n).
A seguir investigamos a existência e unicidade de soluções locais (glo­
bais) para o sistema (2.4) com condições iniciais ajt(0) (k =  1 : n) e bk{0) (k = 1 : 
n — 1), ou seja, para o sistema (2.5) em que L q é tridiagonal e simétrica.
Pelos teoremas 1.10 e 1.12, a solução do PVI (2.5) existe e é única numa 
vizinhança (—e,e), intervalo maximal, da origem. Assim, L(t)  e, consequentemente, 
B(t)  estão bem definidas nessa vizinhança.
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Lem a 2 .2 . Considere o P V I
f t Q(t) =  - Q ( t ) B ( t ) ,  <2 (0) =  /, (2.12)
em que B( t ) ,  dada em (2.7), está definida em ( —e,e). Então Q(t), solução do sistema 
acima, é ortogonal em (—e, e).
Demonstração:
Os teoremas 1.10 e 1.12 garantem a existência e unicidade de Q(t) numa vizinhança 
(—r ,r ) , maximal, da origem.
Sobre este intervalo,
j t {Q{t)Q{t)T ) =  Q(t)Q(t)T + Q{t)Q(t)T =
= - Q{t)B(t )Q{t)T -  Q ( t )B( t )TQ{t)T = 0, 
pois B{t)  é anti-simétrica.
Logo, Q(t )Q( t )T é constante em (—r, r).  Como Q(0)Q(0)T =  I ,  segue que Q(t) é 
ortogonal e, portanto, limitada (||Q (í)||2 =  1) neste intervalo. Pelo teorema 1.12, 
Q(t) é definida e ortogonal em (—e, e).
□
L em a 2 .3 . Seja L(t) a solução do P V I
j L { t )  -  B(t)L( t)  -  L( t )B( t ) ,  L (0) =  Lo, 
em que L ( 0) simétrica e tridiagonal.
Então, (Ví € (—e, e)) L(í) =  Q(t)TL 0Q ( t ) , em que Q(t) é uma matriz ortogonal dada 
pelo lema 2.2.
Demonstração:
Seja (—e, e) intervalo de definição de L(í) e Q(t).
Já vimos anteriormente que B ( t )L ( t ) — L(t)B( t )  é tridiagonal. Portanto, a solução 
do PVI em questão não pode abandonar o espaço vetorial das matrizes tridiagonais. 
Evidentemente, L(t)  é simétrica.
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Agora,
±(Q(t)L( t )Q( t)T ) = Q(t )L( t )Q( t )T +  Q(t)L(t )Q(t)T+
+Q(t)L( t)Q(t)T = -Q ( t )B { t ) L { t )Q ( t )T + Q(t)[B{t)L(t )~
—L(t)B(t)}Q(t)T -  Q ( t )L ( t )B ( t )TQ(t)T =  - Q ( t )B ( t )L ( t )Q ( t )T +
+Q{t)B{t )L{t )Q(t )T -  Q(t)L{t)B{t)Q(t)T +  Q(t)L(t )B{t)Q(t )T =  0.
Assim, Q(t)L(t )Q(t)T = cte =  Q(0)Z/0Q(0)r  =  L 0, Ví e  ( - e , e).
Portanto L(t)  =  Q(t)TL 0Q(t)  Ví G (—e, e).
C orolário  2.4. O sistema (2.5) tem solução global para qualquer condição inicial 
L q, simétrica e tridiagonal.
Demonstração:
Pelo corolário 1.12 é suficiente verificar que existe uma limitação para L{t) em (—e, t). 
Mas, como ||.||2 é invariante por transformações lineares ortogonais, temos que
IWOIh = \\Q{f)T LaQ(t)h = lliolh-
□
Assim, acabamos de concluir que as soluções do sistema (2.5) são de­
finidas para todo t.
C orolário  2.5. Os autovalores de L ( t ) não dependem de t, isto é, o fluxo é isospec- 
tral.
Demonstração:
Pelo lema 2.3, L(t) é conjugada a L q . Portanto, (Ví) A(L(t)) = A(L0).
□
Agora, vamos analisar o comportamento assintótico das soluções do 
sistema (2.5). Inicialmente faremos uma análise qualitativa do problema.
Da equação diferencial para ai(t) (a coordenada L n  em (2.6)),
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ài (í) =  2 bi(t)2,
vemos que ai(t)  aumenta com o tempo, pois a taxa de variação é não negativa. Como 
L( t ) é conjugada a L 0, a,\(t) deve permanecer limitada. Isso diz que a velocidade de 
crescimento de ai(t),  dada por 2bi(t)2, deve tender a zero. Um argumento análogo 
nos faria concluir que b2(t) vai a zero, e assim sucessivamente, até obtermos que, 
quando t —> oo, L(t)  converge a uma matriz diagonal.
Os resultados seguintes tornam essas idéias mais precisas.
L em a 2 .6 . O sinal de bk(t) é constante. Em particular, se bk(0) — 0 então bk(t) =  0 
(i t ) .
Demonstração:
bk(t) satisfaz a equação diferencial bk{t) = bk{t)(ak+i(t) — ak{t)) que, obviamente, 
admite a solução constante zero. Portanto, se 6^(0) =  0 então bk(t) =  0 (Vi).
Agora, se bk(to) > 0 para algum t0 então ô*(í) >  0 (Ví), pois duas soluções quaisquer 
do problema de valor inicial não se interceptam.
□
O bservação 2 .7 . Este lema afirma que se algum bk{t) é zero inicialmente então 
o sistema (2.4) se parte em dois sistemas completamente independentes. Portanto, 
sem perda de generalidade, basta estudar evoluções cujos bk(t) iniciais são não nulos.
D efin ição  2 .8 . Uma matriz L  £ Rnxn, simétrica, tridiagonal, com Lij 0,
\i — j\  = 1, é dita uma  m atriz de Jacobi.
L em a 2 .9 . Todos os autovalores de uma matriz de Jacobi são distintos, ou seja, 
uma matriz de Jacobi tem espectro simples.
Demonstração:
Sejam L  uma matriz de Jacobi e A £ R qualquer, com
(L -  A/)
(  a\ -  A b\
b\ a 2 — A í>2 
ò2
bn—1
bn—i an A J
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Como b{ 7^  0 (Vi =  1 : n  — 1), é fácil ver que as (n — 1) primeiras colunas de L  são 
linearmente independentes, ou seja, posto(L — XI) > n  — 1.
Portanto, se A é um autovalor de L  então dim(Im(L—XI)) =  posto(L — XI) =  n — 1, ou 
seja, dim(Núcleo(L — XI)) = 1. Como L  é diagonalizável segue que todo autovalor 
de L  tem multiplicidade algébrica 1 (pois, multiplicidade algébrica de A é igual à 
multiplicidade geométrica de A ). Consequentemente o espectro de L  é simples.
□
O seguinte teorema retrata o comportamento assintótico da solução do 
sistema (2.5), L(t).
T eorem a 2.10 (T eorem a do co m p ortam en to  a ssin tó tico ). SejaL( t )  a solução 
de (2.5). Então lim L(t) — L ( ± oo) é uma matriz diagonal. Ademais, se L ( 0) é
t—>±oo
uma matriz de Jacobi então, as entradas de L (oo) (L (—oo)) aparecem em ordem 
decrescente (crescente), e são exatamente os autovalores de L{0).
Demonstração:
Vamos demonstrar o caso t —> oo. O caso t —>■ — oo é análogo.
Já vimos que ||L (í)||2 =  \\L0\\2.
Aplicando a desigualdade de Cauchy-Schwartz, obtemos:
l-Mí)| =  I < L{t)ej,ei > | < ||L(í)||2 11112 ||ej||2 = Polk,
ou seja, \Lij(t)\ < ||L0||2 =  C  (Vi,; =  1 : n).
Agora, vamos mostrar que b\ (t ) tende a zero quando t —>■ +oo .
Da equação para a evolução de b\ (t), bi(t) =  &i(í)(a2(í) — fli(í)), obtemos:
| 6 i ( í ) |  =  | 6 i ( í ) | | ( o 2( í )  -  ai { t ) ) \  <  |& i ( í ) | ( |a 2( í ) |  +  | a i ( í ) | )  =»
=>  \h{t)\ < 2C 2 =  D.
Vamos supor, por absurdo, que òx(í) não tende a zero. Então, existe e >  0 e uma 
sequência { ífc}, í fc —y oo, tal que |6i(í*)| >  e.
Podemos supor que t k é escolhido de tal forma que os intervalos
h  = ( í f c -  2 D ^ . +  2d )
são disjuntos.
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Seja s G I k . Pelo teorema do valor médio,
\bi{tk) ~  h{s ) \  = |6i(0 ll*fe -  s|,
em que £ G {tk ,s)  (ou £ G ( s , í fc)).  
Consequentemente, |òi(í*) — í>i(s)| <  
Portanto,
\h{s)\ > \bi{tk)\ -f \bi{s) -  bi(tk)\ >
Assim, Vs G I k tem-se que |òi(s)| >  §. 
Agora, como à\(t)  =  2òi(í)2, segue que:
ft
\ 2 ,ai(t)  =  « i(0) +  2 / bi(s) ds. 
J o
Logo,
lim ai(t) =  Oi(0) 4- 2 f  bi(s)2ds > ai(0) +  2 [  bi(s)2ds >
t ^ 00 7o  Jik
> a i(0) +  2^  J  e— ds  =  a^O) +  ^  =  oo.
Esta desigualdade contradiz o fato que (Ví) |ai(í)| < C.
Portanto, b\(t) —>■ 0 quando í —>• oo.
Agora vamos ver que b2{t) —> 0 quando t  —> oo.
Para tanto, consideremos a evolução para (ai(t) +  a2(í)), ou seja,
— (ai +  a2 )(í) =  2 ò2(í)2.
(ai +  a2)(í) é limitada, pois |ai(i) +  a2(í)| <  2C.
i 2(í) é limitada, pois |í»2(í)| =  |ò2(í)(a2(í) — ai(t)\ <  2C2 =  D.
Novamente, por absurdo, supomos que ò2(í) nao tende a zero. Um argumento análogo 
ao anterior implicaria uma contradição.
De maneira análoga, obtemos que todos os bk(t) tendem a zero quando t  oo. 
Devemos agora garantir que ak(t) converge quando t —> oo.
Como ài(t)  =  2b±(t)2, tem-se que ai(t) é crescente. Este fato e o fato que L n  = a\(t) 
é limitada implica na convergência de a i(í) , quando t oo.
Agora, + a 2)(í) =  2ò2(í)2 implica que (ai + a 2)(í) é crescente. Como (ai +  a2)(í)
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é limitada, segue que (ai +  a2){t) e, consequentemente, a2(t) são convergentes. 
Analogamente, (Vfc) ak(t) converge quando t —y 00 .
Portanto, a matriz lim Lit)  existe e é, obviamente, uma matriz diagonal.
t—^OO
O corolário 2.5 assegura que os autovalores de L(t)  não dependem de í, e são os 
mesmos de L(0). Como os autovalores de uma matriz dependem continuamente das 
entradas da matriz, segue que as entradas da diagonal de L (00) são os autovalores 
de L(0).
A seguir verificaremos que, no caso de 1/(0) ser de Jacobi, as entradas na diagonal 
de L (00) aparecem em ordem decrescente. Pelo lema 2.9, como L(0) é uma matriz 
de Jacobi, todas as entradas de L (00) são distintas.
Supomos que existe k tal que afc+i(oo) >  ak{00). '
Sabemos que:
h{ t )  =  bk(t)(ak+i(t) -  ak(t)).
Logo bk(t)bk(t) =  bk(t)2(ak+í(t) -  ak(t)) e, assim,
-^òfc(í)2 =  2bk{t)2(ak+1(t) -  ak(t)). 
at
Já que afc+1(oo) >  ak(00), (3T)  (Ví > T),
ak+i(t) > ak (t).
Assim, (Ví >  T) f t bk{t)2 =  2bk(t)2(ak+i(t) -  ak(t)) > 0, ou seja, (Ví >  T )  bk(t)2 é 
crescente. Isso contraria o fato que bk (t) —> 0 quando t —¥ 00. Portanto, afc+i(oo) < 
ak(oo) (/c =  1 : n  — 1).
□
A seguir apresentamos alguns conceitos e resultados importantes das 
matrizes de Jacobi.
L em a 2 .11 . Sejam L  uma matriz de Jacobi e L  =  QAQT uma decomposição espec­
tral de L. Então e f Q Te 1 ^ 0  (Vi =  1 : n),  ou seja, a primeira linha da matriz Q é 
constituída de elementos não nulos.
Demonstração:
Supomos e f Q Tei = 0 para algum i. Seja v =  (0,i>2, ■■■,vn)T /  0 o autovetor de L,
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cuja primeira coordenada é e j Q Tei ê nulo. Seja A o autovalor correspondente. 
Portanto,
Lv









/  0 \
v2
\ vn J
Da primeira linha da identidade acima,- segue que b\v2 = 0. Logo, v2 =  0, pois, por 
hipótese, bx ^  0 (L é de Jacobi).
Analogamente, segue que u3 =  ... =  vn =  0, ou seja, v = 0. (Contradição!)
□
O bservação 2 .12. Se L é uma matriz de Jacobi, podemos tomar os autovetores 
de L de tal modo que e f Q Te i > 0  (Vi =  1 : n). Além disso, podemos arranjar 
os autovalores em ordem decrescente, pois, conforme o lema 2.9, L tem espectro 
simples. Se assim for feito, a decomposição espectral de L será única.
D efin ição  2 .13. Sejam L uma matriz de Jacobi e L  =  Q AQT a decomposição 
espectral de L  em que e j Q Tei >  0 (Vi =  1 : n) e A é a matriz de autovalores 
dispostos em ordem decrescente. Definimos n\ (L)  =  QTe i .
D efin ição  2 .14 . Seja L  uma matriz de Jacobi tal que Li^+\ =  bi > 0 (Vi =  1 : 
n — 1). Matrizes assim são chamadas m atrizes de Jacob i com  su p erd iagonal 
positiva.
D efin ição 2 .15 . Seja L uma matriz de Jacobi. Definimos a(L) = (A i,..., An) 6 Rn, 
em que > X2 > ... > Xn são os autovalores de L.
N otações:
[i] T é o conjunto das matrizes de Jacobi com superdiagonal positiva.
[ii] To- é o conjunto das matrizes de T com espectro, a = (A i,..., An)
Ai >  A2 >  ... >  A„, fixo.
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[iii] § +  =  {v G R n ; | |u ||2 =  1; Vi >  0 (Vi =  1 : n ) } .
L em a 2.16. Sejam v — (t>i, v2, v n) G En; Vi > 0 (i = 1 : n) e 
À =  diag(Xi, A2, A n), Ai > A2 >  ... > An.
Então a matriz A  =  (v , Av, A 2v , ..., An_1í;) é não singular.
Demonstração:
A  =
(  v\ XiVi X\vi ■ ■ ■ A™ 1ui ^ 
v2 X2v2 X\v2 • • • A2_1u2
\  Vn Xnvn Xnvn • ■ • An vn J
Vi
V2
(  1 Ai A2 • • • A”-1 N
1 A2 A2 \n—1 Á 2
Vn )  \  1 A„ XZn ■■■ X I 1 /
""V-"
Ai A 2
em que A 2 é de Vandermonde. 
Assim, por hipótese,




n  (a< -  aj)
h j  = i  
\  i >  3 )
Portanto, A  é não singular.








É evidente que $  está bem definida (conforme definição 2.13 ).
Inicialmente mostramos que ^  é uma aplicação injetiva.
Sejam Li  e L 2 em Ta tais que \t(L i) =  ^ ( L 2).
Portanto, /ii(L i) =  / i i(L2) =  fJ-i.
Façamos A =  diag(cr).
Pelo teorema espectral, L\  — Q i A Q \  e L 2 =  Q2AQ2 , ou seja,
(2.13)
... \




. . .  ç 2 . . .
V ' ' <ln ■ ■ ■
í  . . .
> $2 —
Õ.2
(  (Xi b\ 












ai ^ \  +  bx q2 — jj,i A  e ãi/ni +  bxq2 — /^jA.
(01 -  õi)/zi +  61 q2 -  biq2 = 0.
Fazendo o produto interno com n\  e PeI° f^ o  de Qi  e Q 2 serem ortogonais, tem-se 
que ax — ài.
Deste modo, bxq2 = h q 2.
Logo, ||6iQ2II2 =  IIM2II2, ou seja, |6i| =  |&i|.
Como Li  e L 2 pertencem a TV, temos que bi e bi são positivos. Assim, bi — bi. 
Consequentemente, q2 = q2.
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Da segunda linha da identidade (2.13), segue que
òi/^i +  a2q 2 +  b2q3 — Q2A e bi/j,i +  ã2q2 +  b2q3 — q2A.
Logo,
biHi +  a2q2 +  Ò2Ç3 =  q2A  e bifii +  ã2q2 +  b2q3 =  ç2A.
Assim,
(a2 — ã2)q2 +  Ò2Ç3 — b2q3 =  0.
Como antes, segue que a2 = ã2, b2 = b2 e g3 =  ç3.
Analogamente, obtemos a* =  ãj (z =  1 : n) e bi — bi (i =  1 : n  — 1).
Logo Li  — L 2 e, portanto, ^  é injetiva.
Agora, vamos verificar a sobrejetividade de '3'.
Seja v e  S"-1. Devemos mostrar que existe L  em IV tal que \Er(L ) =  fj-i(L) =  v. 
Para tanto, condidere A =  diag(cr) e A  =  (v, Av, A 2v , ..., An~1v).
Pelo lema 2.16 A  ê não singular.
Seja A  =  Q R  fatoração Q R  de A  (única) conforme teorema 1.4.
Definimos L  = QTAQ  e afirmamos que H\{L) =  v.
Evidentemente, L  é simétrica e 0 espectro de L  é dado pelas componentes de a . 
Considere a decomposição espectral de L, L  = UAUT, em que a primeira linha de 
U é positiva. Já observamos que tal decomposição é única. Como QTe 1 =  v, segue 
que Uei =  v e, consequentemente, H\(L) =  v.
Agora, resta mostrar que L  é tridiagonal e 1^+1 > 0  (i =  1 : n  — 1).
Sejam i , j  G N tais que i — j  > 1. Mostraremos que Lij =  0.
Pela observação 1.5 sabemos que a matriz Q é obtida por aplicar o processo de 
ortonormalização de Gram-Schmidt as colunas de A.
Logo, Qej G span{u, Av, A 2v , ..., A-7-1?;} (Qej é combinação linear das j  primeiras 
colunas de A).
Assim, A Qej G spanju, Av, A 2v , ..., AJu}.
Como i — j  > 1 segue que i — 2 >  j .
Portanto, A Qej G span{-u, Av, A2v , ..., A l~2v}.
Por Gram-Schmidt,
Qel _L span{Q e1; Qe2, ..., Qe{- 1} =  span{ü, Av, A 2v , ..., A1_1v}.
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Deste modo, (Qei)T (AQef) =  0, ou seja, =  0.
Assim, L é tridiagonal.
Finalmente, mostraremos que L^+i  > 0  (i =  1 : n  — 1). 
Vejamos:
L iii+1 =  eJ+1QTAQei -  {Qei+1)TAQet .
i - i
Novamente, por Gram-Schmidt, Qei — A kv Cj_i =  1.
fc=0
Além disso, Qei+1 é ortogonal a span{u, A v , A2v ,..., A lv}  =  span{Qei, Qe2, Qeij.  
Portanto,
O bservação 2 .18. Este teorema será importante no capítulo 3 para verificar a co­
nexão entre fluxos em T e o método QR.  Um fato importante é que ^  é um difeo- 
morfismo. A demonstração pode ser encontrada em [3].
Os resultados seguintes apresentam uma maneira de resolver explici­
tamente o sistema (2.5), ou seja, a equação de Toda.
Sabemos, do lema 2.6, que se L 0 é de Jacobi então (Ví)L(t) é de Jacobi. 
De posse desse resultado podemos enunciar o seguinte lema:
L em a 2 .1 9 . Sejam L(t) solução do sistema (2.5) c o m L 0 de Jacobi e =  /j,i(L(t)) 
(conforme definição 2.13). Então:
{Qei+i)T AQei = (Qei+i)T ck A k+1v (Qei+i)T Ci^iAlv = {Qei+i)TAlv.
Como A  = Q R , segue que QTA  = R. 
Além disso,
Alv = Ae i+1 => (Qei+i)TA %v =  (Qei+i)TAe i+1 =
=  ^ i+i(Q ■'4)^1+1 — ^ i-f-iR^ i+i Rí+i,í+i o.
Logo, L iii+1 >  0 (i =  1 : n  -  1).
Portanto, ^  é sobrejetora.
□
fi(t) = AjLt(í)— < AAí(í),//(t) >  fi{t)
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Demonstração:
Seja L ( t ) =  U(t)AU(t)T a decomposição espectral de L(t)  ( de tal forma que A pos­
sui entradas em ordem decrescente e o sinal das componentes de =  /x1(L(í)) =  
U(t)Tei são positivos).
Pelo lema 2.3 , L(t) =  Q(t)TL 0Q(t),  em que Q(t) = - Q ( t ) B ( t ) ,  Q(0) =  I  . Clara­
mente, L( 0) =  U(0)AU(0)T .
Assim, L(t) = Q(t)TL 0Q(t)  -  Q{t)T U(0)AU{0)TQ{t).
Tendo em vista que as entradas da diagonal de A estão dispostos em ordem decres­





Como (Ví) L(t) é de Jacobi, o lema (2.11) garante que ef£/(í)ej 7^  0 (i =  1 : n) (Ví). 
Esse fato e o teorema do valor intermediário garantem que I ^ t) é constante, ou seja, 
(Ví) Is(t) =  h -
Assim, U(t)Is  =  Q(t)TU(Q), ou equivalentemente, U(t)T =  I sU(0)TQ(t).
Derivando em relação à variável t, obtemos:
Ü{t)T = I 5U(0)TQ{t) -  - I 5U(0)TQ{t)B{t) = U(t)TB( t )T .
Agora, B ( t ) =  L(t) — R(t) ,  em que:
m  =




26„_i(t) an(t) /  
Ü(t)T -  U(t)TB ( t )T = U(t)T (L(t) -  R( t) )T
= U(t)TL(t)  -  U(t)TR ( t )T =  A U ( t f  -  U(t)TR ( t f
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Deste modo,
£'J{t)Te1 =  AU(t)Tei -  U{t)TR{t)Tei = AU{t)Tex -  U{t)T a i {t)e,.
Agora,
oi(í) =  e[L(t)ei =  e(U(t)AU(t)Tei = <  AU(t)Tei, U{t)Te\ >=< An(t),n(t) > . 
Portanto,
fi{t) =  A /*(í)- < A /i(í),/i(í) >
\ □
Lem a 2 .20 . Seja A ç l  uma matriz constante qualquer. Seja n(t) solução do P V I  
fi(t) = A fx ( t ) -  < Afx(t) ,n(t)  > n(t),  ||/i(í)||2 =  1;
Mo) =  mo, N 0)I|2 =  i.
Então,
^  =  e x P  (AtM °)
exp (At)fi(0) ||2 '
Em outras palavras, a solução /i(t) do P V I  não linear acima é obtido normalizando 
a solução do P V I  linear:
f.i(t) = An{t) ,  m(0) =  Mo-
Demonstração:
Seja fi(t) =  exp (At)/j,(0) tal que
fi{t) =  An(t), m (  0 )  =  yu0 .
Então,
d m ( í ) A W I I m W I I 2 - m ( í ) | ( m t ( í ) m ( í ) ) *















n{t) M*) M(i) f*(t) ,  n(t)
M t ) h
verificando, assim, o resultado.
□
C orolário  2 .21 . A solução da equação diferencial do lema 2.19 é dada por:
exp (íA )//i(L (0))Ati (L(t)) =
Demonstração:
Basta fazer A  =  A no lema 2.20.
exp (tA)/ii(L(0))||;
□
O bservação 2 .22 . Para resolver a equação de Toda (sistema (2.5)) com condição 
inicial Lo (a prióri, matriz de Jacobi com superdiagonal positiva), basta obter as 
variáveis espectrais correspondentes a L 0 (a (L0), fii(Lo)), calcular sua evolução e 
recuperar L ( t ) a partir das novas variáveis inversas, ou seja, uma vez obtidos os 
autovalores e autovetores de Lo, resolvemos explicitamente a equação de Toda.
2.2 G eneralização do F luxo de Toda
Nesta seção apresentamos uma generalização natural do fluxo de Toda. 
Consideramos fluxos no espaço vetorial das matrizes tridiagonais mais gerais. Os 
resultados obtidos para o fluxo de Toda são estendidos para estes fluxos.
L em a 2 .23 . Sejam L  £ Rnx" simétrica e tridiagonal, G  6 R”xn simétrica que 
comuta com L e B  = (G+) — (G-) ,  em que (G+) e (G -) são as partes estritamente 
superior e inferior, respectivamente, de G. Então, B L  — L B  é tridiagonal.
Demonstração:
Sejam G =  ( ^ ) ,
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y 2Í7ln 2^2n 2^3n • •
5  =  (G+) -  (G_) = G -  R.
9nn J
B L -  L B  = ( G -  R ) L  -  L(G -  R)  = GL -  R L  -  LG + L R  = L R  -  R L ,
pois L  e G  comutam.
Agora, para (i , j  =  1 : n) temos:
(L ií — =  e jL R e j  — e j  RLej  =
(0,..., 0, òj_i, , 0,..., 0) • (0,..., 0, Çjj , 2<7j,j+i, • • •, 29jn)
* j j+i
(2</ii j •••; 2(j,j)j_ i , ^ 9 í í ^ í 0i > 0) ■ (0,..., 0, òj_i , d j  , òj, 0, .. .,  0) ,
* 3
em que as entradas ò0 e èn são desconsideradas.
Precisamos verificar que e j  (LR — RL)ej = 0, sempre que \i — j\  > 1.
Façamos j  = i + k (i = 1 : n, 2 < k < n  — i). Então:
e j  (L R  -  RL )e i+k =
(0,..., 0, 0, •.., 0) • (0,..., Çi+kti+k, ..., 2pj+/;i7l)
l 2+1 i+fc-l i+fc
(2<?ii, •••, 2^j j_ i , ^9í í ^  0, .. . ,  0) • (0,. . . ,  0, òj+fc—i , Gj-t-fc, 0, .. . ,  0) — 0. 
i í+fe—1 í+A:
Por outro lado, para (i = 1 : n) e (2 < k < n  — i), temos:
eJ+k(L R  -  RL)ei =
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( 0 ,  . . . ,  0 ,  1) ’ 0 )  ’ (0 )  ■ • •, 0j ^9 i^ i ‘^9i,i+íi •••■> 2 Qin)
i+k —1 i+fc i+fc+1 i i + l
(2<7i+fc,l; • • •) ‘^ •Qi+kJ.+k—li 9i+k,i+ki 0 ,  . . . ,  0 )  ’ ( 0 ,  . . . ,  0 ,  . . . ,  0 )
i+fc i —1 *
—  ‘2bi-irk—lQi,i+k — l ‘^ •^'i+kQi,i+k 2 Ò i4 . f c 5 i )x^-fe-)-l
‘^ 9i+k,i^i ‘2‘9i+k,i+\bi-
Por hipótese, LG =  GL.
Assim, eJ+kLGei = eJ+kGLei (i =  1 : n, 2 <  k < n  — i).
Agora,
e ^ ^ L G e j — ( 0 , . . . ,  0 ,  bj-^ iç—í^ i bi+k^) 0 ,  • • •: 0 )  ■ (jjii)  • • ■ > 9ü i 9í+\,í > • • • > 9ní)
i+fc—1 i+fc i+ fe+ l
=  bi+k—i9i+k—i , i  “I-  Q'i+k9i+k,i -H ^i+fc^j+fc+iji
e
&i+kGL& i ~  . . . ,  9i+k,i+ki • • • j 9i+k,n) ' ( 0 i  •••> 0;
í+fc 1 ^
=  í> i- lS ,i+ fe , i - l  +  &i9i+k,i +  fri5i+fc,i+l-  
Assim, como G é simétrica,
bi+k—l9i,i+k—\ “f* Q'i+k9i,i+k -f- bi+k9i,i+k+\
9i+k,i—l^ i—1 9i+k,iO‘i í?i+fc,2+l^i 0-
Logo, ef+k(L R  — i?L)ei =  0 (i =  1 : n, 2 < k < n  — i).
Portanto (LJ£ — RL )  e, consequentemente, (BL — LB )  é tridiagonal.
□
D efin ição  2 .24 . Seja L  6 Rnxn tridiagonal e simétrica. Seja G(A) uma função real, 
analítica e injetiva num domínio aberto que contém o espectro espectro de L.  Defini­
mos B  = (G(L)+) -  (G (L)_), em que (G(L)+) e (G(L)_) são as portes estritamente
superior e inferior, respectivamente, de G(L).
É evidente que B  é anti-simétrica, pois
BT =  [( G ( l ) +) -  ( G ( i ) - ) ] r  =  (G(L).)  -  ( G ( l ) +) =  - B .
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Como L  é simétrica, segue pelo teorema 1.14 que G(L) é simétrica e comuta com L. 
Portanto, pelo lema 2.23 segue que B L  — L B  é tridiagonal, em que B  =  (G (L )+) — 
(G (L )_).
Agora, considere o sistema:
j t m  = B ( G ( L ( t ) ) ) m - L ( f ) B ( G ( L m ,  m  = p .M )
Pelo teorema 1.10, a solução do PVI (2.14) existe e é única numa vizi­
nhança (—e, e) da origem. Consequentemente, como G (A) está definida no espectro 
de L{t), segue que B{G{L{t)))  está bem definida nessa vizinhança.
L em a 2 .25 . Considere o P V I
j t Q(t) = -Q ( t )B (G {L ( t ) ) ) ,  0 (0 ) =  I, (2.15)
B(t)  como na definição 2.24■ Então existe um intervalo {—5,8), de definição de 
Q{t), no qual Q{t) é unitária.
Demonstração:
Análoga à demonstração do lema 2.2, observando que B{G{L{t)))  é anti-simétrica.
□
Lem a 2 .26 . Seja L{t) a solução do P V I
j t m  =  B ( G ( L m m  -  L(t)B(G(L(t ) ) ) ,  m  = u ,
em que L{0) simétrica e tridiagonal.
Então, L{t) =  Q{t)TL 0Q{t), em que Q{t) é um,a matriz ortogonal dada pelo lema 
2.25, anterior.
Demonstração:
Análoga à demonstração do lema 2.3, observando que 
B{G{L{t) ) )L{t) -  L{ t)B{G{L{t))) é tridiagonal (conforme lema 2.23)
□
C orolário  2 .27 . O sistema (2.14) tem solução global para qualquer condição inicial 
Lq, simétrica e tridiagonal.Além disso, os autovalores de L{t) não dependem de t, 
isto é, o fluxo definido pelo sistema (2.14) é isospectral.
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Demonstração:
Análoga à demonstração dos lemas 2.4-2.5.
□
A seguir apresentamos alguns resultados que serão importantes para 
verificar como a solução do sistema (2.14) se comporta assintoticamente. Considere 
o sistema:
obtido por fazer G(X) =  A no sistema (2.14) e L(t)  é simétrica genérica. Neste caso
o sistema (2.16). As demonstrações são idênticas.
Os próximos dois resultados mostram que as soluções do sistema (2.16) 
convergem, quando t —> oo, para matrizes diagonais.
L em a 2 .28 . Seja f  uma função de Lipschitz e de quadrado integrável em  R. Então 
lim |/ ( í ) |  =  0í—>±oo
Demonstração:




B(t)  =  (L ( t )+) -  (L(f)_).
Os lemas 2.25-2.26 e o corolário 2.27 acima também são válidos para
1 / ( 4 ) !  >  e (V/c >  1 ) .
Podemos supor que t k é escolhido de maneira que os intervalos
são disjuntos. M  é a constante de Lipschitz para / .  




> W  T di =  E T X 7  =  °° . 
, 4 4  V 4 M
0 que contradiz a hipótese de /  ser quadrado integrável.
Portanto, lim |/ ( í ) | =  0. 
t—»±00
□
T eorem a 2 .29 . S e ja L ( t ) a solução de (2.16), c o m B ( t ) =  (L(t)+) — (L (t)_). Então 
lim L(i) =  L (00) existe. Além disso, L (00) é diagonal consistindo de autovalores det-± 00
L 0.
L\2{t) ■ • ■ L \n{t) ^
L 22 (í) ••• L2n(í)
Ln2{t) ' ‘ ' Lnn(t) J
( 0 L\2(t) • • • L \n {t) \
0 ^2n(í)
\  —Lni(t) —L n2(t) ••• 0 /
Temos que
^ L fcfc(í) =  efcB(í)L(í)efc -  e lL ( t )B ( t ) e k =
— ( Lkii L kík—i, 0, ..., L kn) • (Z/ifc,..., L kk, ..., L nk)
(Lfci, •••, L/jj/s—i,  L kk, ..., Z/^ n) • (Lxfe) -^ /c—i,fc, 0, Zz/j+i .^,..., L nk) —
=  2 (L2k k+l(t) + ... +  L 2kn(t)) -  2 (L2kl(t) +  ... +  L 2k k_x(t)) =
= 2]T L%(t) -  (k= l:n),




/  ^xi(í) 
L2l{t)




j t L kk{t) =  2 ] T  L 2kj(t) -  2^ L 2kj{t) (fc =  1 : n).
Logo, para 1 < m  < n, temos
d_
dt
m k — 1
E  L kk(t) =  2 ^  5 3  I ’,« )  -  2 ^ :  E  ^ ( * )  =






m n m k
=  2E E ^ w - 2E E i l>w -
fc=l j —k k=1 j =1
m kE E l« w = E E  Llj (t)  (indução sobre m ).
&=1 y=i j=A:
j m m n m m
Lfcfc(í) = 2 £ £  L%{t) ~  25 :  £  -
Jb=l 





2E  E ^ w - E ^ m = 2E  E
fc=l \j=fc j=fc /  A:=l j=m+1
fc=l j=m+l j'=m+l
Já vimos que (Ví) ||L (í)||2 =  H^olh- 
Além disso,
h | l ( í ) 1 | 2 =  ||B (t)L (t)  -  L(t)B( t)h  <  2 1 |io |||.
Assim, L(t)  e ^ L ( t ) são limitadas. Em particular, L mj(t)  é Lipschitz, pois 
é limitada.
Utilizando (2.18), para (1 <  m  < n) e (m  +  1 <  j  < n), obtemos:
/ °o roo n roo j m
L2mj(t)dt <  /  L2mj(t)dt <  /  —  y ^Lkk(t)dt =





Portanto, para (1 < m  <  n) e (m  +  1 <  j  < n), L mj ( t ) é quadrado integrável.
Pelo lema 2.28, para (1 < m  < n) e (m + 1 < j  < n),
\Lmj(t)\ —>• 0, quando t oo.
Assim, Lij —> 0 (i ^  j ) ,  quando í  —>■ oo..
Agora verificaremos que (VA: =  1 : n) lim L kkit) existe.
í—> oo
L n ( t )  é crescente, pois, por (2.18),
| l 11( í ) > 2 ^ L 1j (í)2 > 0  (Ví).
3= 2
Como Lix(í) é limitada, segue que lim L u (t) < oo.
t—> oo
-^n(í) +  L 22{t) é crescente, pois, por (2.18),
— (L ii(i) +  í/22(i)) >  2^ L 2j (í)2 >  0 (Ví).
j=3
Como L n (í) + L 22(í) é limitada, segue que lim (Lu (t) +  L22(í)) < oo. Consequente-
t—>00
mente, lim L22(í) < oo.í—> oo
Seguindo este raciocínio, observamos que lim L kk(t) =  L(oo) é diagonal.
t—> oo
Agora, como L(í) é isospectral e os autovalores de uma matriz dependem continua­
mente das entradas da matriz, segue que A(L(oo)) =  A(L0)
□
De posse desse resultado, podemos analisar o comportamento assintó- 
tico das soluções do sistema (2.14). Vejamos:
T eorem a 2.30. Seja L(t) solução do sistema (2.14)- Seja F  uma função real, 
analítica e definida no espectro de L q. Então F(L(t) )  é solução de:
j t X ( t )  =  B(G {L ( t ) ) )X ( t )  -  X ( t ) B ( G ( L m ,  * ( 0 )  =  F ( L 0). (2.19)
Demonstração:
Já sabemos que (Ví) L(t)  é simétrica e isospectral. Pelo teorema 1.17, F (L ( t ) )  é um
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polinómio que depende do espectro de L(t).  Gomo o espectro de L(t)  é preservado, 
tal polinómio é constante em t.
Por linearidade, basta verificar o resultado para p ( \ )  = Xa.
Usaremos indução sobre n.
Por hipótese, p(L(t))  = L ( t ) resolve
j X ( t )  =  B(G(X(t)) )X(t)  -  X(t)B(G(X(t) )) ,  X(0)  =  L0.
Assim, o resultado se verifica para n = 1.
Supomos, por hipótese de indução, que p (L ( t )) — L n(t) resolve (2.19).
Logo,
=  [ (B (G ( i ( t ) ) ) L ” (i) -  L'l(t)B(G(L(t)))]L(t)+ 
+ L ”(i) (S (G (£ ( í) ) ) i( i )  -  H t)B(G (L( t ) ) ) \  =
=  B(G(L(t)))L"+l(t) -  L"(t)B(G(L(t)))L(t)+ 
+ L n(t)B(G(L(t)))L(t) -  Ln+1(t)B(G(L(t))) =
=  B(G(L(t)))Ln+1 (t) -  I " « ( í ) B ( G ( i ( i ) ) ) .
Portanto, p(L(t))  = Ln+1(t) resolve (2.19).
□
C orolário  2 .31 . Seja L(t) solução do sistema (2.14)- Se F =  G, no teorema acima, 
então G(L(t)) resolve o sistema:
j t X ( t )  =  B(X(t) )X( t)  -  X ( t )B(X(t ) ) ,  X (0) =  G(L„). 
Demonstração:
Aplicação direta do teorema acima.
□
C orolário  2 .32 . Se G é injetiva num domínio aberto que contém o espectro de 




Pelo corolário anterior, G(L( t)) resolve o sistema
j t X ( t )  =  B ( X ( t ) ) X ( t )  -  X ( t ) B ( X ( t ) ) ,  X (0) =  G(L„),
em que G(L(t))  é simétrica (banda) e B ( X ( t )) =  ( X ( t ) ) + -  {X(t))_.
Pelo teorema 2.29, a solução G(L(t))  converge para uma matriz diagonal quando 
t  —y ±00
Como G  é injetiva em um domínio aberto que contém 0 espectro de L0, segue, pelo
contém o espectro de G (L q) . Portanto, G~1(G(L(t)))  está definida e é igual a L(t). 
Como G ~ l é, em particular, contínua, temos que L ( t ) converge para uma matriz 
diagonal, quando t —> ± 00.
O resultado seguinte descreve 0 comportamento dos sinais dos elemen­
tos das superdiagonais da solução do PVI (2.14).
Lem a 2 .33 . Seja L ( t ) solução do P V I  (2.14). Então 0 sinal de Li íi+i(t) ='bi(t) é 
constante. E m  particular, se bi(0) =  0 então bi(t) =  0 (Ví).
Demonstração:
Na demonstração do lema 2.23 observamos que B( t)L( t )  — L ( t )B ( t ) =  L( t )R( t )  —
teorema da função inversa, que G  1 existe e é analítica em um domínio aberto que
□
R(t)L( t) ,  em que B{t)  =  (G(L(t))+) -  (G (L(i))_) =  G(L{t)) -  R{t)
( 0ii (í) 
2012 (t) 022 (t) 
R(t)  =  2<7i3(í) 2g2z(t) 033 (í)
\
Y 20in(í) 2g2n(í) 2^3n{t) ' ' ' Qnnif) J
Assim,
bi{t) = L iti+l(t) =  e j (L ( t )R ( t )  -  R( t )L ( t ) )e i+1 =
=  ( 0 , . . . ,  0 ,  ò j _ i ( í ) ,  a i ( í ) ,  6 j ( í ) ,  0 , . . . ,  0 )  • ( 0 , . . . ,  0 ,  gi j f - i ti + i { t ) , 2<?j+ 2 , i + i ( í ) >  •••> 2 0 n , i + i ( í ) )
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— ^t(í)í7i+i,i+i(í) bi{t)giti{t) — òi(í)(^j+x,í+i(^)
Evidentemente, òj(í) =  0 é solução de
bi{t) = bi(t)(gi+i ti+i{t) -  gi,l (t ))-
Logo, se òj(0) =  0 segue, pelo teorema de Picard, que bi(t) = 0. Por outro lado, se 
bk(t0) > 0 para algum t0, então (Ví) bk(t) >  0, pois duas soluções do PVI (2.14) 
não se interceptam.
□
O bservação 2 .34 . Se L 0 é de Jacobi com superdiagonal positiva então (Vt) L(t) 
é também de Jacobi com superdiagonal positiva.
L em a 2 .35 . Sejam L ( t ) solução do P V I  (2.23), com L0 de Jacobi, e n(t)  =  /ii{L{t)) 
(conforme definição 2.13). Então:
fi(t) =  G (A )/z(t)- <  G(A)/x(í), fj,(t) >
Demonstração:
Seja L(t)  = U(t)AU(t)T a decomposição espectral de L(t)  ( de tal forma que A possui 
entradas em ordem decrescente e o sinal das componentes de /z(t) =  /^ (L (í)) =  
U(t)Tei são positivas).
Pelo lema 2.26, L(t) = Q(t)TL 0Q{t), em que Q(t) = —Q(t)B(G(L(t )) ) ,  Q (0) =  I  . 
Evidentemente, L(0) =  U(0)AU(0)T.
Logo, L{t) = Q(t)TLoQ(t) =  Q{t)TU{0)AU{0)TQ(t).
Como na demonstração do lema 2.19 , segue que U(t) = Q(t)TU(0)Is, em que:
í  ±i
\  ^
Derivando em relação à variável í, obtemos:
Ú(t) =  Q ( t fU ( 0 ) I s =  -B (G (L (t ) ) )TQ{t)TU(ú)Is =  B(G(L(t)))TU(t),
ou seja,
Ù(t) =  B(G (L ( t ) ) )TU(t). 
Agora, B(G(L(t ) ) )  = G(L(t))  -  R( t) ,  em que G{L) = [gij\ e
(  9n(t)
2^ 12 (t) 922 (t)
2^13 (i) 2p23(£) <733 (i)* (t)
y  2 ^ i n ( í )  2 ^ 2 n ( ^ )  2 ^ 3 n ( í )  • • ■ 9nnif) J
Assim, C/(í) =  (G(Z,(í)) -  R(t))U(t)  = G{L{t))U{t)  -  R(t)U{t).
Como L(í) =  U(t)AU(t)T segue, da definição 1.13, que G(L(t)) = U(t)G(A)U(t)T . 
Logo, Ü(t) = U{t)G{A) -  R(t)U{t).
Deste modo,
Ü{t)Te i =  G{A)U{t)Tex -  U{t)TR( t )Tei =
Agora,
Portanto,
=  G{A)fi{t) -  U(t)Tgn (t)ei =  G(A)/i(í) -  /i(í)^u (t).
gn (t) = e fG (L (í))ei =  e f  U (t)G(A)U(t)Tei =
=  / i ( í ) r G ( A ) ) u ( í )  = <  G ( A ) / i ( í ) , ^ ( í )  >  •
/t(í) =  G(A)//(£) — <  G{A)n{t),H{t) > //(í).
□




Basta fazer A =  G(A) no lema 2.20.
|| exp (íG(A))^i (L(0))||2‘
□
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O bservação 2 .37 . Para resolver o sistema (2.14) com condição inicial L0 (aprióri, 
matriz de Jacobi com superdiagonal positiva), basta obter as variáveis espectrais cor­
respondentes a L0 (cr(Lo), Mi (Lo)), calcular sua evolução e recuperar L{t) apartir das 
novas variáveis inversas, ou seja, uma vez obtidos os autovalores e autovetores de 
Lo, resolvemos explicitamente o sistema (2 .14)-
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Capítulo 3
M étodo QR versus Fluxos 
Isospectrais
Iniciamos este capítulo (seção 3.1) apresentando o método Q R  para 
calcular os autovalores de uma matriz L  dada. Em seguida, expomos algumas pro­
priedades para o caso em que L  é uma matriz de Jacobi definida positiva e, então, 
na seção 3.2, juntamente com os resultados do capítulo 2, concluímos que o método 
Q R  é uma avaliação, em tempos inteiros, do fluxo de Toda generalizado obtido por 
fazer G(À) =  ln(A) no sistema (2.14).
3.1 M étodo QR
Em 1961, Francis desenvolveu o método Q R  [9] para calcular autova­
lores de uma dada matriz. Esse método depende, essencialmente, da fatoração Q R  
da matriz. O método Q R  é o seguinte:
Fatorize L  =  L 0 =  Q qR q conforme o teorema 1.4. Em seguida, faça 
L x = R 0Q q. Logo L\  =  Q qL 0Q0. Evidentemente, L0 e L x são conjugadas e, conse­
quentemente, possuem os mesmos autovalores.
Da mesma maneira, faça Lx =  Q \R \  e defina L2 =  R\Q\-  Assim, 
L2 =  QftLxQx =  Q ^ Q qL oQ oQ i = {QoQ i )t L o(QoQ i ). Logo L2 e L0 são conjugadas 
e, consequentemente, possuem os mesmos autovalores.
Definimos, então, indutivamente, a sequência de matrizes { L k} por:
Lk = Rk—iQk—i)
em que L k_i =  Q k- XR k_i.
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Como L k = Q k - i L k - i Q k -1, segue que o algoritmo é isospectral.
Daqui para frente vamos analisar o método Q R  para uma matriz 
L € Rnxn de Jacobi. Vamos supor, também, que L  é definida positiva, pois, caso 
contrário, transladamos L  de tal modo que se torne definida positiva. Essa translação 
pode ser feita com base no apêndice 1.
Veremos que o método Q R  para o caso de matrizes de Jacobi definida 
positiva é uma avaliação, em tempos inteiros, de um fluxo no espaço das matrizes 
tridiagonais com espectro fixo. Antes, apresentamos alguns resultados importantes 
sobre o método QR.
Lem a 3.1 . Sejam L  £ Rnxn tridiagonal e não singular e L = Q R  a fatoração Q R  
de L, conforme teorema 1-4- Então Q é Hessemberg superior.
Demonstração:
Seja L  = Q R  a fatoração Q R  de L  (conforme teorema 1.4).
Já vimos que a matriz Q é obtida ao se aplicar o processo de ortonormalização de 
Gram-Schmidt às colunas de L, ou seja, se L  =  (I1J 2, •■•Jn) e Q =  (çi, 92, •••, Çn) 
então (Vj =  1 : n)
<h \\lj -  £ i = í  <  lj,Qi > Qih
Como L é tridiagonal, temos que
Z i  Ç span{ex, e 2 } ;
lj € span{ej-i, e ,^ ej+i} {j = 2 : n - 1 ) ;
In £ 1, 671}■
Assim
I2— < h, Qi > Qi Ç span{ei, e2, e3}.
11^ 2 <  h, Qi > Qi\\
Seguindo este raciocínio, obtemos:
qj £ span{el ,e2, ..., ej+í} (Vj =  1 : n -  1) e 
qn e  span{e i , e 2, ...,en}.
Portanto, Q é Hessemberg superior.
□
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Lem a 3 .2 . Seja L = L q simétrica, tridiagonal e não singular. Então, as iterações 
do método Q R  para L q são simétricas e tridiagonais.
Demonstração:
Seja Lk a iteração do método Q R  para Lq no passo k. É suficiente demonstrar que
se L k é simétrica e tridiagonal então L k+1 é simétrica e tridiagonal.
Pelo método QR, L k+1 =  Q%LkQk. Sabendo-se que L k é simétrica, segue que L k+l 
também é simétrica.
Pelo lema 3.1, L k — Q kR k implica que Qk Hessemberg superior.
Pelo algoritmo QR, L k+X = R kQk e, portanto, L k+X é Hessemberg superior.
Como L k+1 =  Lj+1 tem-se que L k+X é tridiagonal.
; □
L em a 3 .3 . Seja Lo simétrica, não singular, tridiagonal e (Lo)j,j+\ > 0
(y j  =  1 : n  — 1). Então  (L k) j j +i > 0  (V? =  1 : n  — 1), em que L k são as iterações
do método Q R  para Lq ( o u  seja, se Lo € T e é não singular então L k £  T (Vk)).
Demonstração:
É suficiente demonstrar que se (Lk) j j +1 >  0 (Vj =  1 : n — 1) então
Seja L k =  Q kR k fatoração Q R  de L k com (R k)u > 0  (Vi =  1 : n). Tal fatoração é 
única (conforme o teorema 1.4). Já vimos no lema 3.1 que Q k é Hessemberg superior. 
Como (Lk) j j +i >  0 (y j  =  1 : n  — 1), temos que
(Lk+i)j j+ i >  0 (Vj =  l : n - 1 ) .
L kej+1 — eJ+lL kej — ej_^ _^ QkR kej
— (Qk)j+l,j(Rk)jj >  0.
Como (Rk)jj  > 0, segue que (Qk)j+i j  > 0.
Pelo algoritmo QR, L k+X =  R kQk = QlR%,  pois L k+X é simétrica. 
Assim,
'T 'T/r~\T i~yTej+xL k+iej Qk R ^
— (Rk)j+i,j+i{Qk)j+i,j >  O»
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pois (R k)j+ltj+l > 0.
□
L em a 3 .4 . Seja {Lk} a sequência das iterações dada pelo algoritmo Q R  para uma 
matriz de Jacobi definida positiva L 0. Seja L k = UhAUj a decomposição espectral 





Inicialmente vamos mostrar que ui — Aw)IIA^ olb'
Sabemos, pelo método Q R  e pelo teorema espectral, que:
Lo — QoRo =  UoAUZ e Li =  RqQq = .
Como L q e L x são matrizes de Jacobi definida positiva (conforme lema 3.3), podemos 
considerar R 0 com entradas diagonais positivas (conforme teorema 1.4), Uq e U\ com 
a primeira linha positiva e A com entradas diagonais em ordem decrescente (conforme 
lema 2.11).
Podemos escrever
UtAU? = L X = Q qL oQ o = QqUqAUq Qo = '{QoUq)A(QqUq)t .
Assim,






Hi = U'[ei = Is0UoQoei-
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Agora, usando o fato que (-Ro)n > 0 (L0 é não singular), segue que
L qc i — QqR qSi — Qo(-Ro)nei)
ou seja,
Q„e.= ioei
(- R o )n
Da fatoração QR,  ||L0e i||2 =  (-Ro)n-
Lnei
[ j Z/ o e i I I 2 '
Portanto, Qoei — L°ei
Dessa forma,
tT I soUoLoei _  ISoU^Loei _  I^AU^ei _  A / íq_  r rrj/l - _  "Op^ U _  *00-0 "U-i _  - QQ--- U "l _  t
M l  —  -‘ Æo 0 < y o e i  , | r  11 11 j t T  t  II II A t t T  II ^0|L„ei|2 W U e ,h IIAüfclIj IIA/Í0I2
Como os vetores fi 1 e possuem entradas positivas e ii\ =  Is0 ||X^ 0°|2» segue que
/ . o  — In- 
Portanto, ^
A  ^Agora, supomos por hipótese de indução que n k =  A^fc^ -°|--.
Novamente, pelo método Q R  e pelo teorema espectral, temos que:
Lk =  QkRk — UkAUk e L k+1 =  RkQk — Uk+iAUk+1.
Como L k e L k+1 são matrizes de Jacobi definidas positiva (conforme lema 3.3 ), 
podemos considerar R k com entradas diagonais positivas (conforme teorema 1.4), 
Uk e Uk+1 com a primeira linha positiva e A com entradas diagonais em ordem 
decrescente (conforme lema 2.11).
Podemos escrever,
Uk+lAU j+l = L k+l =  QTk L kQ k = QTk UkA U l Q k =  (QTk Uk)A{QTk Uk)T .
Assim,
em que
U k+1 =  Q^UkIsi,,  
í  ± 1
\  , ±X
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Deste modo,
fJ-k+i =  Uk+lei =  IsJJkQkei-  
Agora, usando o fato que (Rk)n  > 0 (Lk é não singular), segue que
L k&\ — QkRk^l Qk(Rk) 11^1)
ou seja,
G*ei =  Lk&l[Rk)n
Da fatoração Q R , ||Lfcei||2 =  (Rk)n-
Lfce iPortanto, =  Lfc£l'
Dessa forma,
— T TTt D — S^k^ k ^ k el _ IôkUk IskAUk 6\ ^  A/ifc
M ‘ + 1 -  4  *  y ‘  '  “  I l i ^ l U  “  \\UlLke ,h  I I A C / ^ f c  “  ‘ ‘ H A ^ I I í '
Como os vetores ^+1 e possuem entradas positivas e ^k+i =  /<?fc ||a^ | 2 i segue
que I Sk — í n.
Logo, por hipótese de indução,
A fik _  A V o
Hk+i —
||Aaí*||2 ||AVolh
3.2 M étodo Q R e o Fluxo G(\) = ln(À)
y.
A seguir veremos uma conexão entre o fluxo determinado por G(X) = 
ln(A) e o método QR.  Esta conexão nòs fornece uma prova da convergência do 
método Q R  para matrizes de Jacobi definida positiva.
Seja Lo G T definida positiva. Seja {L k} a sequência das iterações do 
método Q R  para Lo- Os lemas 3.2 e 3.3 afirmam que L k G T (Vfe). Como o método 
é isospectral, (V7c) L k é definida positiva.
Pelo lema 3.4, temos que:
í  T  \ ^  ^ l ( ^ o )  ( Q  r ) \
í“ ( i ‘ ) - H A V .M Ib "  (12)
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Observe que (VA:) ||Mi(Lfc)||2 =  1.
Agora consideremos o sistema,
j t (L(t)) = B( t)L{ t)  -  L ( t )B( t ) ,  L (0) =  L0,
em que B ( t )  =  [ln(L(í))]+ — [ln(L(í))]_. E evidente que ln(L(í)) está bem definida, 
pois L q é positiva definida e o fluxo L(t)  é isospectral.
Pelo lema 2.35, fj,(t) =  ni(L( t) )  satisfaz
fi{t) =  [ln(A)]/z(í)— < [ln(A)]//(í),ju(í) >  /x(0) =  mi(L(0)).
Logo, pelo corolário 2.36,
(T(^  [exp(ln(A))i]^1(L0) _ At/x1(L0)
l l le x p M A M ^ ic O lh  ||A V i(io )||2' 1 J
Deste modo, avaliando L(t)  em t  € N, comparando as identidades
(3.2)-(3.3) e usando o teorema 2.17, demonstramos o importante resultado:
T eorem a 3 .5 . Seja Lo £ T dejinida positiva. Então L n =  L(n),  em que L n é a 
enésima iteração do método Q R  para L q e L(n) é a avaliação em t  = n  (n  £  N) do 
fluxo determinado pelo sistema (2.14) com G(A) =  ln(A) e L(0) =  Lo.
Acabamos de demonstrar que o método QR, no caso de matrizes defini­
da positiva em T, converge para matrizes diagonais consistindo de autovalores da ma­
triz dada. A proposição seguinte generaliza este resultado para matrizes de Jacobi 
definida positiva quaisquer, não necessariamente com superdiagonal positiva.
P ro p o siçã o  3 .6 . Sejam T  uma matriz de Jacobi e T+ a matriz obtida por substituir 
Ti,i+1 por \TÍ!Í+i \ (Vi =  1 : n  — 1). Então
T+ = ATA,
em que A  =  diag{5\, Si =  ±1.
Demonstração:
Designamos:
T l>l+1 = bi (i =  1 : n  -  1) e 




N  =  eJ+iT+ei =  ef+1ATAe, =
=  (0, . . . ,0, <5i+i ,0 ,  0) • (0, ...,0,(5i6i_i,(5iai ,<ái6i/,0, .. . ,0)T =  
1+1 i + l
= 5i+iôibi (i =  l : n - l ) .
l^ n—1| — SnSn— lbn— 1-
Agora, fixamos um sinal para ^  e calibramos os demais sinais (52, Sn) em função 




Considerações Numéricas sobre o 
Fluxo de Toda
Neste capítulo apresentamos um resultado sobre a velocidade de con­
vergência do fluxo de Toda. Através dele, vemos que a velocidade de convergência 
do fluxo de Toda é exponencial e depende da menor diferença entre os autovalores 
da condição inicial 1/(0). Este resultado é abordado em [3], porém a demonstração 
é superficial. Em seguida, calculamos numericamente os autovalores de uma dada 
matriz via resolução numérica da equação de Toda.
P ro p o siçã o  4 .1 . Considere a equação de Toda
àk(t) = 2b2k(t) -  2b\_l {t) (fc =  l : n ) ,  
h { t )  =  bk(t)(ak+1(t) -  ak(t)) (k = 1 : n  -  1),
em que b0(t) =  bn(t) =  0 (Ví) e bk{0) > 0  (k = 1 : n  — 1) (ou, equivalentemente, 
L q é de Jacobi no sistema (2.5) ). Então, existe uma constante C  (que depende de 
Lo) e um tempo T  tal que, se t > T ,
|ak(t) — afc(oo)| <  C exp(2ím) (k =  1 : n) e 
\bk(t)\ < C exp(ím ) (k — 1 : n — 1),




Já sabemos, pelo teorema do comportamento assintótico (teorema 2.10), que
òfc(t) —> 0 quando t —>00 (k = 1 : n — 1) e 
o>k{t) Afc quando t  00 (k = 1 : n).
Em (4.1), façamos ck(t) =  2b2k(t) (k =  1 : n  — 1).
Assim,
cfc(í) =  4bk{t)bk{t) = 46|( í)[a fc+1(í) -  a*(t)] =  
=  2c*(í)[a*+i(í) -  ak (t)} (fc =  1 : n — 1) e
àk(t) = [cjfc(t) -  cjfc_i(í)] (k = 1 : n),
em que c0(t) =  cn(t) =  0 (Ví).
Evidentemente, ck(t) —>■ 0 quando í -»  00 (/c =  1 : n — 1). 
Além disso, (Ví) Cfc(í) 7^  0 (k =  1 : n  — 1) (ver lema 2.6).
Como |[ ln (c fc(í))] =  | | | ,  temos:
á M * )]  =  [cfc(*) _  Cfc-iW] (h = l : n )  e
^[ln(cfc(í))] =  2[afc+i(í) -  flfc(í)] (k =  1 : n  -  1).
Integrando as identidades acima, obtemos:
JT  á  M s)]ds =  J T M S) ~  cfc_i(s)]ds (k = l : n )  =$■





f 0 0 n(cfc(s))]ds =  2 / 0[afc+1(s) -  afc(s)]ds (k = 1 : n  -  1) =>
=> ln(cfc(í)) -  ln(cjfc(0)) =  2 /^[afe+^s) -  ak(s)}ds (k =  1 : n  -  1)
Cfc(t) =  Cjfc(O) exp Jq 2[oa;+i(s) -  ak(s)}ds (k =  1 : n — 1),.
ou seja,
Cfc(t) =  Cfc(O) exp 2[afc+i(s) -  ak(s)]ds (k =  1 : n — 1). (4.3)
min (Afc -  Afc+i)k=l\n—1
fixo. Observe que min (Xk — Afc+1) >  0, pois,
k=l:n—1Seja 0 < e < |  
pelo lema (2.9), Ai >  A2 > ... >  An.
Pelo teorema do comportamento assintótico, existe T  > 0 tal que, se í >  T
I ak(t) -  Afc| <  e (k = 1 :n) (4.4)
0 <  Cfc(í) < e (k =  1 : n — 1). (4.5)
Portanto, se t  >  T, temos:
0 < cfc(í) =  c*(0) exp 2[afc+1(s) -  ak(s)}ds
cfc(0) exp / 0T 2[ajfc+i(s) -  afc(s)]ds +  2[afc+i(s) -  a*;.(s)]dí
=  Cfc(0) exp í  2[ak+i(s) -  ak(s)]ds
J  o




exp 2[ak+i(s) -  ak(s)]ds =
=  exp 2[afc+i(s) -  Afe+1 4-Afc+1 -  A*; 4- Xk -  ak(s)}ds <
< e < e
< exp 2(Afe+x — Afc 4- 2e)ds — exp 2 (t — T )(Xk+i — Xk 4- 2e) 
=  exp(—2T)(Xk+i — Xk + 2e) exp 2í(Afc+i — A* 4- 2e).
V
cte positiva
Logo (Ví >  T),
ck(t) < exp 2t(Xk+i — Xk + 2e) <
< I max 
fc=i
) exp2í(Afc+1 -  Afc 4- 2e).
:ra—1 /
A<1)>0
Assim (Ví > T),
0 <  Cfc(í) < exp2í(Afe+i -  Afc 4- 2e) (fc =  1 : n  -  1). (4.6)
Além disso, de (4.2), temos (Ví >  T) (k = 1 : n),
|Afc -  afc(í)| =  l/^C fcts) -  Cfc_i(s)]ds| < J 7 ° M S) 4- cfc_i(s)]ds <
<  f t°° exp 2s(Afc+1 -  Afc 4- 2e)ds + f t°° exp 2s(Afc -  Afc_i 4- 2e)ds ,
em que A0 =  An+1 =  0.
Agora,
-  min (Afc -  Afc+1) =  max (Afe+1 -  Xk) =  m  =>•
k = l:n—1 fc=l:n—1
=7* Afc+x — Afc 4- 2e <  m  4- 2e (k =  \ \ n  1).
Ademais, pela escolha de e, temos
2e < min (Afc -  Afc+i) =  -  max (Afe+i -  Afc) =  - m ,
k—l:n —l  k—l:n—X
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ou seja,
m  +  2e < 0.
Portanto (Ví > T) (k =  1 : n),
I Afc — Ofc(í)| <  / t°° 2A ^  exp 2s(m +  2e)ds =
4 (1)
=  ^  exp 2s(m  -I- 2e) |°° =  +  ^  exp 2í(m  +  2e),
A(2)>0
ou seja, (Ví > T) . (k — 1 : n)
| A* -  dfc(í)| <  A(2) exp 2í(m +  2e). (4.7)
Assim, de (4.6)-(4.7), temos (Ví >  T)
c*;(í) <  A exp 2í(m  +  2e) (A: =  1 : n  — 1) e 
|Afc — a*(í)| < A ^  exp 2í(m  +  2e) (A: =  1 : n),
em que =  m a x -^ 1), > 0.
Agora, reestimando c*;(í) (A; =  1 : n  — 1), obtemos (Ví > T)
Cfc(í) =  Cfc(0) exp ( f*  2[afc+i(s) -  a*(s)]ds) =






exp ( 2[o*;+i(s) -  ak{s)]ds^ =
=  exp ( Jj 2[Afc+i -  Afc]ds) exp ( J j 2[ajt+i(s) -  Afc+i + Xk -  ak(s)]ds^
< exp[2(í -  T)m]  exp ^ A A ^  exp 2s(m  +  2e)dsSj  <
<  exp(—2Tm )  exp 2t m  (f™  exp 2s(m  +  2e)ds) =
s 1 v y
cte positiva
=  exp(—2Tm) exp(2ím) exp exp 2s(m  +  2e)  ^ |g° =
=  exp (—2 Tm )
cte positiva
Portanto,
Cfc(í) <  A exp(2ím) (fc =  1 : n — 1) =>•
/ A (4)V
=> 6fc(t) <  ( ~ 2 ~  ) exP(ím ) (A: =  1 : n  — 1).
Finalmente (Ví >  T),
|Afc -  ak(t) | < f t°° |cfc(s) -  cfe_ i(s)|ds <
— f t ° [Ck(s ') ■*" cfc-i(5)]^5 < /t°° 2^4^ exp(2sra)ds =
^(4)
=  ^ - ( e x p 2sm) |£°= — -  exp(2ím) =>•
cte positiva









De (4 .9 )-(4 .10 ), segue que (Ví >  T ),
\a>k{t) — Afc| <  C  exp (2 tm) (k =  1 : n) e 
\bk{t)\ <  C e x p (ím ) (k =  1 : n — 1).
em que C  =  max j  ’ , (êSf) j >  0 e m  =  - ^ m m ^  -  Afc+1).
□
O bservação 4 .2 . Considere o fluxo determinado pelo sistema (2.14) com G(X) in- 
jetiva em um domínio aberto que contém o espectro de L0. Em [3], afirma-se que a 
velocidade de convergência deste fluxo é exponencial e depende da menor diferença 
entre os G(X/.). Assim, no caso do método QR (onde G(X) =  ln(A)J, segue que:
min [(7(Afc) -  G(Afc+i)] =  min [ln(Afe) -  ln(Afc+1)] =
k=l\n—l k=l:n— 1
=  min ln ( ^ k ^ =  ln min ^
k=\:n—1 VA k+l /  k=l:n—1 VA/;^ _i
ou seja, a velocidade de convergência do método QR depende do menor quociente
(k — 1 : n  — 1).■Xk+ 1 V 7
A seguir apresentam os um exem plo cujo interesse é apenas comprovar 
os resu ltados obtidos nos capítulos anteriores. Para tanto, resolvemos num ericam ente  
a equação de Toda considerando Lo =  L, um a m atriz de ordem n, trid iagonal e 
sim étrica, dada por:
Lkk -  2 {k = 1 : n  — 1);
Lnn  — 1 >
Lfc,/t+i =  1 (fc =  1 : 7 1 - 1 ) .
Sabem os, a prióri, que os autovalores de L são dados por:
A t=4cos2( s r i )  (fc = 1 :n>-
Observe que, a m edida que n cresce, os autovalores tornam -se cada vez 
m ais próxim os. Este fato deve beneficiar a convergência do m étodo QR,  conform e
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observação 4.2, e tornar a velocidade de convergência da resolução numérica da 
equação de Toda lenta, conforme teorema 4.1. E o que vemos a seguir.
Em vez de resolver numericamente a equação de Toda (sistema (2.4)), 
resolvemos a equação equivalente:
f  àk(t) = Cfc(í) -  c*_i(í) (k = 1 : ri),
\  Cfe(í) =  2ck(t)(ak+i(t) -  ak(t)) (k = 1 : n  -  1),
em que ck(t) =  2b\{t) (k = 1 : n  — 1) e (Vi) co(í) =  c„(í) =  0.
As tabelas (4.1)-(4.2) apresentam os resultados obtidos via método 
QR e via resolução numérica da equação de Toda (ver anexos) para o cálculo dos 
autovalores de L.
Tabela 4.1: Método QR
Ordem da matriz tempo (segundos) erro absoluto flops
3 0.11 lO-ie 126
10 0.11 10~15 1.655
50 0.16 10~14 70.687
100 0.33 10"14 444.144
300 1.07 IO“14 9.950.168
Tabela 4.2: Resolução numérica da equação de Toda
Ordem da matriz tempo (segundos) erro absoluto flops
3 0.22
j
H—1 O 1 Cn 23.208
10 0.38 10-4 123.276
50 1.98 10-4 1.070.156
100 7.03 10-3 3.465.486
300 79.97 IO“3 27.481.385
Os resultados acima mostram que, para este exemplo, o método QR 
se mostra mais eficiente que resolução numérica da equação de Toda.
Todos os cálculos foram feitos em um Pentium II (333MHz) usando o 
sistema interativo MATLAB. No cálculo dos autovalores, via método QR, utilizamos 
a função QR do MATLAB (a qual usa a rotina RATQR do pacote EISPACK). Para 
resolver a equação de Toda, utilizamos o método de Runge-Kutta de quarta ordem 
do MATLAB (ODE45) com critério de parada max (Lkík+i(t)) < 10-5 .
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Os gráficos seguintes ilustram como o máximo dos bk (í) se comportam 
durante a evolução.
Como vimos anteriormente, a resolução numérica da equação de To­
da mostrou-se ineficiente quando comparada com o método QR.  Evidentemente, 
poderíamos ter implementado outros métodos a partir de diferentes escolhas de 
funções G(X).  Porém, os resultados que obteríamos seriam ainda piores (conforme
[4]). Recentemente, A. Iserles, A. Zanna e M. Calvo publicaram um artigo ,[1], 
sobre soluções numéricas de fluxos isospectrais. Neste artigo eles afirmam que os 
métodos de Runge-Kutta clássicos não são adequados para estes fluxos e introduzem 
um método alternativo para resolver os fluxos.
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Conclusões
O resultado mais significativo deste trabalho é que os valores L k obtidos 
pelo método Q R , para uma matriz de Jacobi definida positiva, são interpolados por 
um fluxo de Toda generalizado. Outra maneira de pensar é que o método Q R  resolve, 
em tempos inteiros, uma equação diferencial não linear muito complicada.
Os resultados obtidos na §2 do capítulo 2, para o fluxo de Toda gene­
ralizado, ainda podem ser estendidos para sistemas mais gerais. Se considerarmos o 
sistema (2.14) com L(t) qualquer e L0 diagonalizável, Nanda [14] demonstrou que 
a solução do sistema converge para uma matriz triangular superior, cujos elementos 
da diagonal principal são exatamente os autovalores de L0.
Vale salientar que os resultados apresentados neste trabalho encontram- 








n = input(’ordem da matriz: '); 
tl = input(’tempo final: ’);
7.7.7, Matriz teste L(0) 7,7,7,
7.7.7, Novas condições iniciais 7,7.7,
for k = 1:n-l 




tic 7.(inicia a cronometragem para a execucao do programa)
7.7.7, Resolução da Equação de Toda com condição inicial L(0) 7,7,7,
to = 0; 
tf = tl;
yo = [diag ddiag];
while abs(max(yo(n+l:2*n-l))) > (1.0e-005)/2
options = odesetC^elTol’ ,le-3, ’AbsTol’ ,le-6);
[T,Y]=ode45(’fluxonovol’,[to tf],yo,options);
yo = [Y(size(Y,1),1:n) Y(size(Y,1),n+l:2*n-l)];
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t o  =  t o  +  t l ;  
t f  =  t f  +  t l ;
e n d
d i a g _ a  =  Y ( s i z e ( Y , l ) , l : n ) ;
d i a g _ s  =  s o r t ( d i a g _ a ) ;
% d d i a g _ c  =  Y ( s i z e ( Y , l ) , n + l : 2 * n - l ) ;
I U  A u t o v a l o r e s  e x a t o s  d e  L ( 0 )  '/,* /,* /.
f o r  k  =  l : n
s p e c C k )  =  4 * ( c o s ( ( k * p i ) / ( 2 * n + l ) ) ) ~ 2 ;
e n d
s p e c  =  s o r t ( s p e c ) ;  7. o r d e n a ç ã o  d o  v e t o r  s p e c  ( d e c r e s c e n t e )
7.7.7. C á l c u l o  a p r o x i m a d o  d o  e r r o  7.7.7. 
f o r  k = l : n
e r r o ( k )  =  a b s ( d i a g _ s ( k ) - s p e c ( k ) ) ; 
e n d
e r r o _ m a x  =  m a x ( e r r o ) ;  
f = f l o p s ;
7 .'/.° /. C o m p o r t a m e n t o  d o s  c ( k ) ’ s  VI*/,
f o r  k. =  1 :  s i z e  ( T ,  1 )
m a x i ( k )  =  m a x ( Y ( k , n + l : 2 * n - l ) ) ;
e n d
p l o t ( T , m a x i )
T kl  O u t p u t s  7o7o°/o
64




tempo = toc; 7,(finaliza a cronometragem para a execução do programa)





m  Arquivo .m para rotina novotodal.m %%% 
I I I a(l) = y(l), a(n) = y(n) %U
W. c(l) = c(y+l), . ... c(n-l) = y(2n-l) T O













Teorem a do Círculo de G erschgorin
Seja A  =  (fly) uma matriz n  x n, real ou complexa, e seja
n
ri =  5Z Ia« (* =  1 : w).
j= i
(Isto é, ri é a soma dos elementos fora da diagonal da i-ésima coluna de A . )  Sejam, 
também,
Ai =  {z  e  C ; \z — aü | < r,}, (i =  1 : n),
discos no plano complexo centrados em au e com raio ri. Então, todos os autovalores 
de A  pertencem a união dos discos A i , A „ .
Demonstração:
Seja À um autovalor de A  e v =  {wi , ..., vn} um autovetor correspondente. Por 
definição. A v  — Xv.
Então,
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(A  0,í í )Ví ^   ^a ij  ^ 3>  ^ * ^ )  ■
j=1
Seja Vk =  max |üj|. Então,
t = l : n
n I | n
— Clfefcj <  ^   ^ ~  ^  ' \akj\-
j^k j^k
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