In this paper, we describe our neural machine translation (NMT) system, which is based on the attention-based NMT (Luong et al., 2015) and uses long shortterm memories (LSTM) as RNN. We implemented beam search and ensemble decoding in the NMT system. The system was tested on the 4th Workshop on Asian Translation (WAT 2017) (Nakazawa et al., 2017) shared tasks. In our experiments, we participated in the scientific paper subtasks and attempted Japanese-English, English-Japanese, and Japanese-Chinese translation tasks. The experimental results showed that implementation of beam search and ensemble decoding can effectively improve the translation quality.
Introduction
Recently, neural machine translation (NMT) has gained popularity in the field of machine translation. The conventional encoder-decoder NMT (Sutskever et al., 2014; Cho et al., 2014) uses two recurrent neural networks (RNN); one is an encoder, which encodes a source sequence into a fixed-length vector; the other is a decoder, which decodes this vector into a target sequence. Attention-based NMT (Bahdanau et al., 2015; Luong et al., 2015) can predict output words by using the weights of each hidden state of the encoder as the context vector, thereby improving the adequacy of the translation.
Despite the success of attention-based models, several open questions remain in NMT. In general, a unique output word is predicted at each time step. Therefore, if a wrong word is predicted, subsequent words will not be correctly output. To enable better predictions, best practices such as beam search and ensemble decoding are recommended to improve the robustness of the predictions. Beam search keeps better hypotheses during decoding, while ensemble decoding reduces the variance of output during decoding.
In this paper, we describe the NMT system that was tested on the shared tasks at 4th Workshop on Asian Translation (WAT 2017) (Nakazawa et al., 2017) . We implemented beam search and ensemble decoding in our NMT system. We applied our NMT system to Japanese-English, EnglishJapanese, and Japanese-Chinese scientific paper translation subtasks. The experimental results show that beam search and ensemble decoding improve the translation accuracy by 3.55 points in Japanese-English translation and 3.28 points in English-Japanese translation in terms of BLEU (Papineni et al., 2002) scores.
Neural Machine Translation
Herein, we describe the architecture of our NMT system as shown in Figure 1 . The designed system is based on the attention-based NMT (Luong et al., 2015) and uses long short-term memories (LSTM) as RNN. Our NMT system comprises mainly two components:
• Encoder : one-layer bi-directional LSTM
• Decoder : one-layer uni-directional LSTM
Encoder
The source sentence is converted into a sequence of one-hot word vectors (
where |X| is the length of source sentence.
At each time step i, the source word embedding vector e s i is computed by the following equation. Figure 1 : The architecture of our NMT system.
where W x ∈ R q×vs is a weight matrix. q is the dimension of the word embeddings and v s is the size of source vocabulary.
The hidden stateh i of the encoder is computed as given by the following equation.
Here, the forward state − → h i and the backward state ← − h i are computed by
and
Note that the computation of hidden stateh i of the encoder can be regarded as an addition instead of a concatenation.
Decoder
As with the source sentence, the target sentence is converted into a sequence of one-hot word vectors
where |Y | is the length of target sentence. At each time step j, the hidden state h j of the decoder is represented as
where e t j−1 is the target word embedding vector, h j−1 is the attentional hidden state, and h j−1 is the hidden state at the previous time step.
The target word embedding vector e t j is computed by e t j = tanh(W y y j )
where W y ∈ R q×vt is a weight matrix. v t is the target vocabulary size. The attentional hidden stateh j is represented as
where W a ∈ R r×2r is a weight matrix and b a ∈ R r is a bias vector. r is the number of hidden units. The context vector c j is a weighted sum of each hidden stateh i of the encoder. It is represented as
Its weight α ij is a normalized probability distribution, which is computed using a dot product of hidden states, as follows:
The conditional probability of the output word y j is computed by
where W p ∈ R vt×r is a weight matrix and b p ∈ R vt is a bias vector. Incidentally, the rare words that did not fit in the vocabulary are replaced with unknown tokens "<unk>". When the unknown word is predicted, our NMT system does not process it and outputs this unknown token as it is. 
Training
The objective function is defined by
where D is the number of data and θ are the model parameters. On training, this objective function is maximized. The model parameters of word embedding are initialized using Word2Vec (Mikolov et al., 2013) . The other model parameters are randomly initialized.
Testing
In general, a unique output word is predicted at each time step. Then the next output word is predicted on the premise that this unique output word is correct. Therefore, if a wrong word is once predicted, then it is difficult to correctly output subsequent words. To make better predictions, we implemented beam search and ensemble decoder.
Beam Search
In general, the word that has the highest probability is output. In beam search, we keep hypotheses of beam size n at each time step. At the subsequent time step, for each hypothesis, we compute n hypotheses; then, we keep n hypotheses in total n 2 hypotheses. Adopting this approach reduces the risk of generating wrong sentences.
Ensemble Decoding
In ensemble decoding, the conditional probability of the output wordŷ j is the average of each model's score. It is computed by
where M is the number of models. Adopting this approach reduces the risk of predicting a wrong word at each time step.
Experiments
We experimented our NMT system on JapaneseEnglish, English-Japanese, and Japanese-Chinese scientific paper translation subtasks.
Datasets
We used the Japanese-English and JapaneseChinese parallel corpora in Asian Scientific Paper Excerpt Corpus (ASPEC) (Nakazawa et al., 2014) . As regards the Japanese-English parallel corpus, Japanese sentences were segmented by the morphological analyzer MeCab 1 (version 0.996, IPADIC) and English sentences were tokenized by tokenizer.perl of Moses 2 . On the other hand, as regards the Japanese-Chinese parallel corpus, Japanese and Chinese sentences were tokenized by SentencePiece 3 . The vocabulary size of the tokenizer was set to 50,000.
As regards the training data in Japanese-English parallel corpus, we used only the first 1.5 million sentences sorted by sentence-alignment similarity; sentences with more than 60 words were excluded. On the other hand, as regards the training data in Japanese-Chinese parallel corpus, we used all the sentences. Table 1 shows the numbers of the sentences in each parallel corpus.
Japanese-English and English-Japanese translation tasks
Settings In these tasks, we conducted the experiment using the following configuration:
• Number of hidden units: 1,024
• Word embedding dimensionality: 512
• Source vocabulary size: 100,000
• Target vocabulary size: 30,000
• Minibatch size: 128
• Optimizer: Adagrad We trained five models with different dropout rates for each task. Then, we selected the best model based on the development set for a single model. The best dropout rate of 0.2 was achieved in a preliminary experiment. We applied various beam sizes during testing. In addition, we ensembled five trained models.
Results Tables 2 and 3 show the translation accuracy in BLEU (Papineni et al., 2002) , RIBES (Isozaki et al., 2010) , AMFM (Banchs and Li, 2011) and HUMAN evaluation scores. In the "Model" column, "beam n" indicates the model with the beam size of n, "n ensemble" indicates the model ensembled by n trained models on testing. "Previous system" in Table 2 indicates our previous NMT system for WAT 2016 (Yamagishi et al., 2016) . This system is based on the attention-based NMT (Bahdanau et al., 2015) and did not implement dropout, beam search, and ensemble decoding.
The results show that beam search and ensemble decoding improve the translation accuracy by 3.55 points in Japanese-English translation and 3.28 points in English-Japanese translation in BLEU scores. As regards Japanese-English translation, our NMT system improved the translation accuracy by 6.10 points compared with our previous NMT system. From a BLEU score standpoint, with increasing beam size, the translation accuracy is enhanced. However, it does not always improve translation accuracy in other metrics. Table 4 shows examples of outputs of JapaneseEnglish translations. In Example 1, the output is significantly poor when the beam size is 1. However, by increasing the beam size, the output is improves significantly. In Example 2, increasing the beam size does not improve the output; however, by ensemble decoding, the output is improved. The experimental results indicate that beam search and ensemble decoding can effectively improve the translation quality.
Example 1 Source , beam1 since a joint metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal metal beam20 the method is complicated in order to combine a joint metal metal fitting to a simple girder bridge and a lot of member . 5ensemble + beam10 the method is complicated in order to combine various kinds of members from simple girder bridges to combine various kinds of members . Reference the construction was more complicated than simple girder bridge because of combinating various members including connecters . Example 2 Source , ,
<unk> , <unk> , <unk> and <unk> , <unk> and <unk> , beam20
<unk> , <unk> and <unk> of <unk> , <unk> , <unk> , <unk> , <unk> , <unk> , <unk> , <unk> , <unk> , <unk> , <unk> , <unk> , <unk> , <unk> , <unk> , <unk> , <unk> , <unk> , <unk> , <unk> and <unk> , respectively , in Ibaraki Prefecture , for the first time . 5ensemble + beam10 in small crustaceans , <unk> and <unk> of <unk> and <unk> were confirmed for the first time in Ibaraki Prefecture . Reference among the small-type Crustacea , Paracanthomysis hispida of Mysidae , and Caprella japonica and C. tsugarensis of Caprellidae were confirmed for the first time in Ibaraki Prefecture . Table 4 : Examples of outputs of Japanese-English translation.
Japanese-Chinese translation task
Settings In this task, we conducted the experiment using the following configuration:
• Word embedding dimensionality: 1,024
• Source vocabulary size: 30,000
• Minibatch size: 64
• Optimizer: Adagrad
• Initial learning rate: 0.01
• Dropout rate: 0.1
• Table 5 : Japanese-Chinese translation result.
Results Table 5 shows the translation accuracy in terms of BLEU, RIBES, AMFM, and HUMAN evaluation scores. The experimental result indicates that the translation quality is significantly poor compared with the other NMT systems in this task at WAT 2017. As regards this task, because this research is in its infancy, so we could not apply the proper settings. Therefore, we will attempt to pre-or post-process a corpus properly, tune the hyper parameters, and improve the translation quality.
Conclusion
In this paper, we described our NMT system, which is based on the attention-based NMT and uses long short-term memories as RNN. We evaluated our NMT system on Japanese-English, English-Japanese, and Japanese-Chinese scientific paper translation subtasks at WAT 2017. The experimental results show that the implementation of beam search and ensemble decoding can effectively improve the translation quality.
In our future work, we will attempt to use the byte pair encoding (BPE) (Sennrich et al., 2016) and compare it with SentencePiece that was explored in this work. In addition, we plan to implement the adversarial NMT (Wu et al., 2017; Yang et al., 2017) , which is based on generative adversarial networks (GAN). GAN consist of two networks; one is a discriminator, which distinguishes whether the input data is real or not; the other is a generator, which generates the data that the discriminator cannot distinguish. This approach attempts to generate high quality translations that are comparable to human translations.
