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Abst rac t - -Condensat ion  model reduction theory, a method of degree-of-freedom-elimination for 
semi-discrete system models with response-prediction fidelity in the retained degrees-of-freedom 
(DOF), is applied to algebraic semi-discrete models. The condensation process makes use of an 
interpolation over a user-chosen subset, denoted as a "window," of the set of continuous-independent- 
variable wlues. The window's "size" and "location," as well as the accuracy of the method within the 
window, are hence controllable by the user. (There is a computational-cost versus accuracy/window- 
size tradeoff or a given DOF reduction, as would be expected.) One target of this capability is the 
DOF reduction of spatially-discrete, continuous-time-transformed (Fourier, Laplace, etc.) linear sys- 
tem models, for which the resulting semi-discrete model has frequency as the continuous independent 
variable. The window would then correspond to a selected frequency range, (a region of the complex 
frequency plane in the most general case). Another target of this capability is the DOF reduction 
of nonlinear, path-independent static or quasistatic models, for which the window corresponds to a 
region of the reduced-DOF~model so ution space itself. As a demonstration, the method is applied 
to the frequency response of a non-periodic linear elastic laminate over a rectangular window in the 
complex frequency plane. It is seen that the frequency-response pr dicted by the reduced-DOF model 
at each of various values within the window, as well as the eigenvalues predicted by the reduced-DOF 
model within the window, agree well with the corresponding predictions of the original, full-DOF 
model. 
Keywords - -Condensat ion ,  Degree-of-freedom, Semi-discrete, Interpolation, Frequency response, 
Frequency window. 
1. INTRODUCTION 
Condensat ion  Model  Reduct ion  (CMR)  is a method  [1-4] for e l iminat ing  degrees-of - f reedom in 
an n × n semi-d iscrete mode l  of a system gener ica l ly  represented by 
Lu = f, (1) 
where  L is an n × n matr ix  of operators ,  u is a n x 1 co lumn matr ix  (or vector) ,  and f is also n × 1. 
The  f conta ins  both  the  boundary  and the internal  (body forces, vo lumetr i c  heat  sources, etc.)  
s t imul i  wh ich  dr ive the  system response u. The  special  class of  semi-d iscrete models  of interest  
in th is  paper  cor respond to L 's  whose components  are " reasonably  smooth"  funct ions of the  
cont inuous  independent  var iables so that  
Lij = Lij (q) 
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for each i and j, where the components of the array q are the continuous independent variables 
of the model (1). A representative example of such models is found in the transform with respect 
to time of the linear, second order transient problem 
MT2z  + DTz  + Sz  = 9, (2) 
with constant M, D, and S matrices. They denote the mass, damping, and stiffness matrices, 
respectively, when spatially-discrete linear mechanical systems are being modeled. In such cases, 
the z and 9 (column matrices) of (2) are interpreted as the displacement response and applied 
loads, respectively. (The stiffness matrix S as given here is the negative of that in [1] so as to 
conform with the convention of the larger part of the literature.) The time derivative operator is 




7" 2 = TT  = - -  
Ot 2' 
for time t. In the case where $- represents the (exponential form of the) Fourier transform, for 
example, the transform of (2) takes the form (1) for L, u, and f defined as 
L = - JM  + iwD + S, 
U ~ ~T'Z, 




where i = ~ in (3). The components of the L given by (3) are, for this case, functions of the 
continuous independent (generally complex) variable w. Though only second order systems were 
explicitly discussed here, the idea extends to higher order systems in a straightforward manner. 
After a brief review of the CMR method of [1] in Section 2, the method is specialized to an 
interpolation approach for algebraic semi-discrete models in Section 3. The method is divided 
between the case of one or two continuous independent variables in Section 3.1, which is applicable 
to continuous-frequency, spatially-discrete models, and the case of more than two continuous 
independent variables in Section 3.2, which is applicable to nonlinear, path-independent static or 
quasi-static models. A singularity decomposition variant of the method of this paper, outlined in 
Section 4, is applicable to the case where q is a single real or complex variable. The singularity 
decomposition idea originated in a method [5] (from which the author took its name) for reducing 
complexity in structural acoustics problems. The adaptation of this idea to the method of this 
paper should lead to improved accuracy over that of the basic method for any of the relevant 
interpolation schemes discussed. Finally, the basic method is applied to a laminate frequency 
response problem in Section 5 as a demonstration. (Applications of the singularity decomposition 
variant of the method do not appear in this paper as the author was not aware of [5] until after 
this paper's original submission.) 
2. BR IEF  REVIEW OF CMR 
The reduced degree-of-freedom system produced by the CMR method of [1] is valid for those 
stimuli f of (1) for which 
Pf  = f, (6) 
where 
p = 7,_~ (s  o) 
0 p (7) 
and where the permutation matrix 7 ) and the matrix c~ are chosen by the user of the method. 
(The submatrix I of (7) is an identity matrix. The elements of a may be operators.) This freedom 
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of choice is exploited to make (6) true for as many of the f 's  as possible out of those that one is 
interested in. The reason for the form of (7) can best be understood in terms of master-DOF's, 
which are those degrees-of-freedom to be retained in the condensation process, and slave-DOF's, 
which are those degrees-of-freedom to be eliminated in the condensation process, where DOF 
represents "degree-of-freedom." The permutation matrix P is designed such that the rows of any 
matrix A, for which PA is defined, are permuted in PA so that the rows of A associated with 
the master-DOF's are uppermost (by convention of [1]) in PA. Hence, Pf  has as its uppermost 
elements those that are associated with the master-DOF's. For P f, the matrix a of (7), hence, 
relates the elements of f associated with the slave~DOF's, denoted by fs, to the elements of f 
associated with the master-DOF's, denoted by fm, as 
fs = afm. 
The matrix p -1  of (7) then permutes the results 
back to their original order. The matrix II defined by 
n = ( I  0 )P  (8) 
hence, selects only the elements of f associated with the master-DOF's as 
n/= fm. 
The CMR method prescribes 
/"21+ L22/3 = a (Ln + /"12/3) (9) 
as the equations which govern the matrix of operators/3, so that/3 is determined by a and the 
submatrices (/"11 L-12 ~ (10) 
/"21 L22 ] 
of the permuted L of (1) given by 
The solution/3 to (9) is such that 
L -- PL7 9-1. (11) 
us =/3urn (12) 
holds for all u satisfying (1) such that f ,  in turn, satisfies (6), where the elements of L associated 
only with the master-DOF's are given by the square submatrix/"11, where the elements of u 
associated with the master-DOF's are denoted by urn, and where the elements of u associated 
with the slave-DOF's are denoted by %. Upon defining L0 as 
L0 =/-11 +/"12/3 (13) 
in terms of/3 and the submatrices of (10), the reduced-degree-of-freedom m del 
Loum = I-if, (14) 
determines the master-DOF response urn, of the total response u of (1), for any given f satis- 
fying (6). The H in (14) is given by (8) so that fm acts as the source in (14). The size of L0 
is determined (controlled) by the number of columns of the user-chosen a matrix. If one is only 
interested in the master-DOF response Um of the system, then one need go no further than 
solving (14). However, if one would like the full response u of (1), it can be obtained from the 
solution um of (14) by the use of (12), so that 
u = p - l  ( I~) um (15) 
gives the full response u of (1). 
CAP~ 29:9-D 
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3. INTERPOLAT ION APPROACH TO CONDENSATION 
If a is chosen so as to have components consisting entirely of functions of the the continuous 
independent variables (that is, the components of q) only, as does L, then equation (9) reduces 
to 
13 = a(q)-l H(q) (16) 
upon defining 
G(q) = L22(q)  - a(q)Zl2(q) 
H(q) = a(q)L11(q) - L21(q) 
(17) 
(18) 
for any given value of q, because a, L, and hence, L by (11), are then "homomorphic" (see [1, 
Theorem 3]). The /3 of (16) can be used in (13) to produce the reduced-degrees-of-freedom 
model (14). In trying to find/3 as a function of q, one could build up a data base of/3 values 
using (16) for each specific value of q out of a large set of q values, but this approach would be 
computationally expensive since a matrix inversion of G is required for each value of q. In the 
analogous case of an expensive-to-compute butknown function of a single variable, a well-known 
alternative to brute force, massive tabulation is interpolation using easy-to-compute functions 
over the region of interest in the single variable. This analogy will actually be carried out in 
this paper, with G(q) -1 as the expensive-to-compute butknown (matrix) function (of q's com- 
ponents). This implies a working hypothesis that, in a given application, G(q) -1 is "reasonably 
smooth" over most of the q-region of interest, excluding eigenvalues of G, even when one of the 
q-values is near an eigenvalue of L (unless this also corresponds to an eigenvalue of G by pure 
chance, an unlikely event). The approach developed in this paper hence represents an innovation 
over that presented in [1, Section 4.1.3], for the special case of time-transformed, second order 
linear systems, in that the Taylor series expansions of [1] are replaced by Hermite interpolations. 
It should be noted that Leung [6] investigated the condensation problem for specialized systems 
given by (1) and (3) with zero damping matrix D, obtaining (12) as his equation (5) and obtain- 
ing (13) as his equation (7) for the special case of (16) to (18) with zero c~ and q = w. His interest 
and results, however, were limited to eigenvalue/eigenvector omputations for the original eigen- 
problem (1) and (3) with D = 0 and f = 0, as opposed to the explicit, direct construction of L0 
as a function of q for the reduced-degree-of-freedom problem (14). 
Hermite interpolations were considered to be particularly suitable to the case of interpolat- 
ing G(q) -1 with respect o its dependence on q. This is because the interpolation of first deriva- 
tives of G(q) -1 using 
COqJ _ a(q)_X COG(q)cOqj ut )'~" ,-1 (19) 
at a given value of q, and the interpolation of second derivatives of G(q)-1 using 
O2 [G(q) -1] 
cOqjOqk 
= G(q ~-11 cOG(q)coqj G(q~-l"l cOG(q)cOqk G(q)-I + G(q)-I OG(q)oqk c,(q)"" ,-1 cOG(q)~ G(q)_ 1 
_ G(q') -1 02G(q) G(q)-I 
" " COqjcoqk 
(20) 
at that same value of q both involve only one matrix inversion G(q) -1 for that value of q, which is 
also the same inversion already needed for the basic (zeroth-derivative) interpolation at that same 
value of q. (The qj in (19) and (20) is the jth component of q, and similarly for qk.) The additional 
computational cost of Hermite interpolation at a given value of q is hence in the calculation of 
the derivatives of G and in the matrix multiplications of (19) and perhaps (20). This means that 
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the computational cost of a higher order (Hermite) interpolation at fewer interpolation values 
of q will probably be less than the computational cost of a zeroth-order interpolation at more 
interpolation values of q if the derivatives of G can be calculated economically. In the special 
case of matrix polynomials for G, the computational cost of obtaining the derivatives of G is no 
greater than that of calculating G itself, for a given q value. Equation (19) is easily seen to be 
true from 
OI 




_-__ _ coLc_l  j r  
OG G ~+ 
Oq3 Oqj 
and similarly, (20) is obtained by the expansion of °2[GG-~ = 0. cgqj cgq~: 
3.1. Interpolation of G(q) -1 in the Complex q-Plane 
In this section, the special case of complex-valued q's will be discussed with respect o Hermite 
interpolation. When required, the real part of the complex-valued q will be denoted by ql and the 
imaginary part of q will be denoted by q2. Interpolation along an arbitrary line in the complex 
plane will be discussed first, specializing to real-valued-q interpolation for the real axis as the 
chosen line. This will be followed by a generalization of the line-interpolation approach to the 
two-dimensional complex plane. 
3.1.1. Contiguous-line segment windows in the complex plane 
If attention is restricted to an arbitrary line in the complex plane, then one can take 
q = wexp(iO) + d (21) 
for all of the values of q of interest, where i = vf:-l, where 8 is a fixed real value in the range 
0 _< 8 < 7r, where w is real-valued, taking on all positive and negative values, and where d is 
a fixed complex number. The special case of the real-axis hence consists of the choices 8 = 0 
and d = 0. A window over which response-prediction fidelity will be required of the condensation 
process will then consist of contiguous segments along this line, the jth segment being represented 
by the set of ~ values {wj<w<Wj+l}. The choice of the number of segments, their lengths, and 
the location of the initial segment are under the control of the user of the method. Substitution 
of (21) for q(w) makes G and G -1 functions of~. A cubic interpolation is proposed which has the 
property that both G -1 and its first derivative (with respect o w) will be continuous across the 
interfaces of the segments. This cubic interpolation of G -1 over the jth segment of the window 
is represented by 
G-l(o)) ~ o23W3j + o.)2W2j -~-03Wlj -~ Woj, (23) 
The constant matrix coefficients W3j, W2j, W U, and W0j for the jth segment are determined by 
G- l(q(~j))  
/w3j ~ oc-'(q(~)) I 
| w2j J = B -1 o~ I~-~ (23) 
| wlj G-~ (q (~+~)) ' 
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where the 4 x 4 matrix of real values B is defined as 
[ 3wj 2 2o~j 1 i )  (24) 
B = [ cdj+13 cdj+12 cdJ+ 1
\ 3wj+l 2 2wj+l 1 
The multiplication implied by the right hand side of (23) results in a matrix for each row of 
B - I  via the sum of the multiplication of each scalar component of that row of B -1 with its 
corresponding matrix component from the right-hand-side column of matrices. (The usual sum 
of scalar-scalar products in conventional matrix multiplication is hence replaced by the sum of 
scalar-matrix products.) The partial derivatives of G -1 can be determined by the chain rule 
OG-l(q(w)) OG-l(q) Oq 
Ow Oq Ow 
and by the use of (19). Note that, in adding on a new contiguous egment j,  the G -1 and its 
derivative at wj is already known from the previously computed segment j - 1. Hence, only G -1 
and its derivative at Wj+l needs to be computed for any given segment (except for j = 1). 
The above procedure will break down if either of the choices wj or ~vj+l happens to make q an 
eigenvalue of the G matrix. The pragmatic advice of this paper is that when this occurs, which 
should be detectable at the stage where one calculates G -1 for such a value, one should use the 
singularity decomposition variant of the method as outlined in Section 4. 
3.1.2. Cont iguous - rec tang le  windows in the complex  p lane 
Graduating to more general regions of the complex plane requires interpolation in two di- 
mensions. The closest wo-dimensional nalogue to Section 3.1.1 is bicubic interpolation [7, pp. 
125-127]. In this case, the window will consist of contiguous rectangles in the complex q-plane, 
the jth rectangle having a lower left vertex at the fixed complex value q(j), a real-valued height 
of hi, and a real-valued width of wj. The other vertices of the jth rectangle are hence q(j) + hji, 
q(j) + wj, and q(j) + wj + hji. The jth rectangle ncloses the set of q values 
{ql + q2i ] ql (J) <- qz <- ql(j) + wj, q2(j) -< q2 -< q2(j) + hj }, 
where ql(J) is the real part of q(j) and q2(j) is the imaginary part of q(j). The choice of the 
number of rectangles, and the location, width, and height of each, are under the control of the 
user of the method. In this setting, the rectangles can be viewed similarly to elements in a finite 
element mesh over part of the complex plane. A two-dimensional finite element version of bicubic 
interpolation is found in [8, pp. 261,262] and [9, pp. 83,86-88,98,99], for example. The difference 
is that here the interpolated values are directly computable, whereas a finite element formulation 
results in governing equations to be used to solve for the interpolated values. Bicubic interpolation 
in two dimensions has the desirable property that the value of G -1, its first derivatives with 
respect o each of ql and q2, and its cross derivative (the second partial derivative with respect 
to both ql and q2) will each be continuous across the interfaces of the rectangles. The bicubic 
interpolation of G -1 over the jth rectangle of the window is represented by 




Cl(ql,q2)=(1 0 00)C(ql,q2) (26) 
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is the first row of the 16 × 4 matrix C, which is defined by 









q2 ql 3 q2 qx q2 ql 2q2 ql 3q2 
2ql 3ql 2 0 q2 2qlq2 3ql 2 q2 
0 0 1 ql ql 2 ql 3 
0 0 0 1 2 qa 3 ql 2 
ql q22 qt2 q22 ql 3 q22 q23 ql q23 
q22 2 ql q22 3 ql 2 q22 0 q2 3 
2ql q2 2ql 2 q2 2qi 3 q2 3q2 2 3ql q2 2 
2 q2 4ql q2 6ql 2 q2 0 3q22 
ql 2 q23 q3  q23 
2 ql q23 3ql 2 q23/  
3qa 2 q22 3 ql 3 q22] " 
6qxq22 9ql 2q22] 
(27) 
The constant matrix coefficients Wlj, W2j,..., W16j for the j th  rectangle are determined by Wl ]
W16j 
// U (ql (j), q2(j)) \ 
=B_ I  [ U(ql(j)+wj,q2(j)) ) U(ql(j),q2(j)+hJ ' (28) 
\ U (ql(j) + wj,q2(j) + hi) 
where the 16 x 16 matrix of real values B is defined as 
{ C(ql(j),q2(j)) ) 
| C(ql(j)+wj,q2(j)) (29) B:  [ C(ql(j),q2(j)+hj) 
\C(qa(j)+wj,q2(j)+hj) 
for C from (27), and where U is defined as 
°%< ]
U (ql,q2) : OG-1 [ . (30) 
Oq2 I 
02G -1 ] 
The partial derivatives of G -a in (30) can be determined by the use of (19) and (20). Note that, 
in adding on a new contiguous rectangle, the U's previously computed at those vertices hared 
by existing rectangles can be re-used, so that U is computed at each node only once. As stated 
in Section 3.1.1, if any vertex of any rectangle happens to be an eigenvalue of the G matrix, then 
the above procedure will break down. Also as before, the pragmatic advice of this paper is to 
use the singularity decomposition variant of the method as outlined in Section 4. 
It should be noted that the above interpolation leads to a continuous representation f G -1 
as a function of ql and q2. The case of two-component q's for which each component is real- 
valued, but where q does not represent a complex number, can also be handled by the bieubie 
interpolation scheme of this section. For the complex q case, however, G -1 can be reformulated 
as a function of q and q*, if this is desirable, where the superscript * denotes complex conjugation. 
This is accomplished by the substitution 
1 ql--+~ (q* + q), 
_ i  
q2 
Use of the above substitutions make G -1 more directly compatible with the H(q) of (16) in 
obtaining 13. 
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3.2. More than Two Continuous Independent Variables 
Section 3.1.2 discussed the case of bicubic interpolation for two-component q's. In the more 
general case, q will have n components so that q = (q l , . . . ,  q~). 
3.2.1. Generalization of two-component-q bicubic interpolation 
If one specializes the contiguous rectangles of Section 3.1.2 to contiguous quares, then the 
associated bicubic interpolation has an n th dimensional generalization. This is given by Varga's 
[10, p. 19] Hermite interpolation over a closed hypercube in T~ n. In this r~ th dimensional case, 
the interpolation will be over contiguous hypercubes with the 2 n vertices of the j th  hypercube 
being denoted by gj for 1 <_ gj < 2 n for fixed positive integer j. The "locations" of the vertices 
of the j th  hypercube are hence denoted by q(~,j). Generalizing Varga's results from function 
interpolation to matrix interpolation, the interpolation is a tensor product of one-dimensional 
interpolations so that k~j is a polynomial of degree 2m - 1 in each of its n variables qk, 1 < k 
_< n. The polynomial ~j interpolates the known function G -1 over the jth hypercube such that, 
at each vertex gj, 
{D '~G -1 (q(~j)), for 171 < 2m, D'~q~J (q (~J)) = 0, for 171 -> 2m, 
holds for any V = (V1 . . . .  ,?n) for which 0 _< ?k <_ m-  1 is component-wise true, that is, for 
each k of 1 < k < n. The differential operator D ~ of order ]7] = ~=1 7k is defined by 
cq~,l +...+%, 
D'r _- 
Oql"Y~...c~qn~ ~ , 
where Varga's notation has been utilized. This interpolation method has the property that D~ffgj 
is continuous across hypercube interfaces for those 7 for which 0 < Vk -< m - 1 holds for each k 
of 1 _< k ___ n. The bicubic interpolation of Section 3.1.2 over contiguous quares consists of the 
special case of n = 2 and m = 2. The interpolation requires the inversion of a (2m) n x (2m) n 
matrix analogous to the B of (24) and (29). The value (2m) n quickly becomes very large with 
increasing n even for the lowest order m = 1 case. For a large enough value of n, one may want 
to investigate the use of global (as opposed to piece-wise) matrix polynomial interpolations which 
are based on the Fast Fourier Transform (FFT) algorithm. Such FFT-based methods [11, pp. 
74-79] show promise of being very efficient for large-n cases. 
3.2.2. Non l inear ,  path-independent static or quasistatic models 
As a practical example for which a q of more than two components i usually required, con- 
sider the generic nonlinear, static or quasi-static problem (1) with the assumption of a path- 
independent L = L(u) so that there are no memory effects to contend with. Take q as q =Um 
with the assumption (to be justified shortly) that/3 is a (to-be-determined) matrix function of 
um's components. Substitution of/~ =/3(urn) into (15) establishes the relationship 
u = u (urn; 3 (u~)) ,  (31) 
SO that 
L(u) = L (u (urn; 3 (urn))) 
= L (u (q;/3(q))). 
This shows that L = L(u) leads to L = L(q) for known/3(urn). The coupled set of nonlinear 
equations governing/3 are given by 
/~(Um) = G(Um;/~(Um))- l  g (urn;/3(Um)) 
c (u~;/~ (urn)) = £25 (u~; 3 (u~)) - ~ (urn; 3 (u~))/,1~ (u~; 3 (u~)) 
g (urn;/3 (urn)) = o~ (urn; 3 (urn)) Ln  (ltm; • (Urn)) -- L21 (Urn; ~ (Urn)), 
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which follow from substituting L(u(Um;/3(Urn))) of (31) into (11) and (10) and then substituting 
the results into (16) through (18). The interpolation makes use of the components of Urn as 
the polynomial variables, so that the "location" of each node (hypercube vertex, for example) is 
defined by a fixed (column-matrix) value of urn. The nodal/3 values can hence be found indepen- 
dently of each other by solving the above nonlinear equations at each node of the interpolation 
using the fixed value of u,~ corresponding to that node. After the/3 values are obtained at each 
and every node, the interpolation process itself can then be carried out directly on/3 (instead 
of G-1), producing/3 as a continuous function of Um'S components over the region of interpolation. 
Using the resulting/3(urn) in (13) finally leads to Lo = Lo(um) for the reduced-degree-of-freedom, 
nonlinear problem (14). This approach as some similarities to the strain-interpolative approach 
of Mast et al. [12] in their experimental determination of constitutive descriptions of composite 
material damage. 
4. ADAPTAT ION OF  S INGULARITY  DECOMPOSIT ION 
As pointed out in Section 3, the working hypothesis has been that, in a given application, 
G(q) -1 is "reasonably smooth" over the q-region of interest, that is, over the chosen q-valued 
window. This hypothesis i  violated, however, within a neighborhood of any given singularity 
of G(q) -1. Accounting for such singularities in the general multivariable-q case will not be ad- 
dressed in this paper, but the special case of q as a single (real or complex) variable will be outlined 
in this section. The recognition of, and accounting for, such singularities for real or complex q 
occurs in the transform-parameter n ighborhood condensation method of [1, Section 4.1.3], for 
example. The transform-parameter n ighborhood condensation method, however, is based upon 
a Laurent series expansion about a single value of q. An accounting of such singularities which is 
more relevant o interpolation-based approaches, uch as that of this paper, can be found in [5]. 
The singularity decomposition idea of [5] is to a priori subtract out those singularities which lie 
in (or near) the window of interest. One then utilizes the hypothesis that the remaining residual 
matrix inverse is a reasonably smooth function of q over the chosen window, and hence, it is 
suitable for interpolation. The adaptation of this line of reasoning to the methodology of this 
paper is accomplished by first replacing (16) and (17) with 
/3 = G(q)- lH(q)  (32) 
G(q) = L22(q) - ~(q)L12(q), (33) 
respectively, where H(q) is still defined by (18). Next, define G(q) -a by 
mj - 1 
(34) G(q)-i  ---- O(q)-I -- Z Z (q _- qj----)k+l 
jCZ k=0 
2- = {j J q jeW} (35) 
for the distinct singular (latent) values qj of ~(q)-l ,  J • Z, where W is the chosen q-valued 
window (or possibly an extension of the q-valued window, if one is more conservative). The G(q)-1 
as defined by (34) is interpolated over the chosen window by the methods already discussed in 
this paper. The interpolation values of q must not include qj for any j • 2". Denoting this 
interpolation by Gint(q) -1, one can now approximate the original ~(q)- i  in (32) by 
mj-1 
~, G -1 Rjk (36) 0(q) -1 int(q) +E E ~k+l" 
jez k=O (q-- qJ) 
In the case where G(q) is a general polynomial in q with matrix coefficients, the Rjk matrices 
of (34) can be calculated from 
Rjk = k! UZjkV, (37) 
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where (U, T, V) is a standard triple [13, pp. 493,494] for G(q), the Zjk matrices are component 
matrices [13, pp. 314,315,321] for T, and the mj of (34) is the index [13, p. 226] of the corre- 
sponding qj. (The index of an eigenvalue is its multiplicity as a root of the minimal polynomial 
of the matrix from which the eigenvalue originated. In this case, the singular values of ~(q)- I  
correspond to the eigenvalues of T.) The drawback to this approach is that finding the Zjk's 
for j E 2" will generally require spectral information from G(q) which is associated with j values 
outside of 2", as well as those in 2". If there is only one Jordan block associated with each qj, 
j E :~, however, then the Rjk's of (34) can be calculated [13, p. 505] from 
rnj-k-1 
Rjk= ~ Zj,ms-l-k-eYj,e -r, (38) 
g=O 
where Xy,e for 0 < / < mj - 1 is the right Jordan chain [13, pp. 500-505] of G(q) associated with 
the singular (latent) value qj, Yj,i for 0 < g < mj - 1 is the left Jordan chain of G(q) associated 
with  qj, the superscript T denotes the transpose, and mj corresponds to the size of the Jordan 
block associated with qj. The Xj,~'s satisfy 
k ] 
Et:0 (e])-i [ dq~ (qj) Xj,k-t = 0 (39) 
for each k of 0 < k < mj - 1, and the ~,e's satisfy (39) with ~-r in place of G. The relations (38), 
(39), and (39) with ~T in place of G reduce to (28), the first of (27), and the second of (27) 
in [5], respectively, for the mj = 1 case (upon adjusting for notational differences). Note that 
k is zero in (38) for the mj = 1 case because of the summation limits in (34) where Rjk is used. 
5. LAMINATE FREQUENCY RESPONSE APPL ICAT ION 
A common class of algebraic, semi-discrete models consists of continuous-frequency, spatially- 
discrete models. An example of this would be composite frequency-response modeling using 
finite elements or finite differences for spatial variable discretization. (It is assumed that the 
spatial discretization of the model is sufficiently "fine" so as to both accurately resolve the het- 
erogeneity of the composite and accurately resolve phenomena of wavelength corresponding to 
the highest frequency magnitude of the chosen frequency window.) The spatially-discretized, 
one-dimensional (transverse-to-layers-response) model of a linear elastic laminate which has been 
Fourier transformed in time probably represents the simplest instance of this class of composite 
models with any practical importance. Hence, it makes a reasonable initial demonstration case 
for the condensation method of this paper. A more detailed escription of such a demonstration 
laminate model follows. This is then followed, in turn, by the results of applying the bicubic 
interpolation approach of Section 3.1.2 to this laminate model for a specific choice of contiguous 
rectangles in the complex frequency plane. 
5.1. A Twelve-Layer, Non-Per iodic  Case 
In order to exacerbate the severity of the test imposed by a laminate model, a non-periodic 
laminate with a strong heterogeneity was desirable; one for which the layer impedences were 
severely mismatched at the layer interfaces. The laminate chosen consisted of alternating layers 
of 304 stainless teel and polystyrene, starting with steel at the extreme left layer (spatial origin) 
and ending up with polystyrene at the extreme right layer (backface), for a total of six layers 
each of steel and polystyrene. As in [14], 304 stainless teel was taken to have a mass density 
of 7.9 gm/cm 3 and an acoustic wave velocity of 0.57cm/microsecond, the modulus value being 
density times wave velocity squared, and the polystyrene was taken to have a mass density of 
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1.05 gm/cm 3 and a wave velocity of 0.299 cm/microsecond. (The polystyrene wave velocity value 
used was the readjusted one from [14].) The layer thicknesses of the laminate were taken to 
be {0.1524, 0.08, 0.12, 0.05, 0.10, 0.12, 0.14, 0.17, 0.09, 0.15, 0.11, 0.10}, in cm, in left-to-right 
order. Interior body forces (or internal applied loads) were assumed to be negligible. The damping 
matrix D was taken to be zero. The boundary conditions consisted of a fixed (zero-displacement) 
right side and a left side applied load of amplitude 0.01 gm/cm-microsecond 2 for each and every 
load frequency value tested by the model. 
Control-volume-integration based finite difference methods [15, pp. 25-52] of spatial discretiza- 
tion were used for this laminate case. This scheme produces both interior displacement odes, 
interior stress nodes, and end nodes, at which boundary values may be prescribed. There is 
only one degree-of-freedom per r,)de in this one-dimensional case. Five displacement nodes per 
laminate layer interior and, additionally, one end node at each global boundary, were used. The 
displacement nodes were evenly distributed within each layer for the interior layers so that the 
distance between any adjacent (displacement-node, stress-node) pair was 1/10 th of a layer thick- 
ness. A stress node was placed between each pair of displacement/end odes, with the results 
that each layer-layer interface location corresponded to a stress node. The left-most layer was 
such that the end-node to first stress-node distance was 1/15 TM of a layer thickness, and the same 
for the first stress-node to first interior-displacement-node distance and for the first interior- 
displacement-node to second stress-node distance. For the remainder of the left-most layer, the 
adjacent interior-displacement-node/stress-node distances were 1/10 TM of a layer thickness. The 
right-to-left node distribution of the right-most layer is the same as the left-to-right node distrib- 
ution (described above) for the left-most layer. Master nodes, that is, the nodes associated with 
the master-DOF's, consisted of the central displacement ode for each of layers 3, 7, and 10, and 
the two end (boundary) nodes. The degree-of-freedom reduction was from 62 degrees-of-freedom 
to 5 degrees-of-freedom. A zero c~ matrix was used in (7) and in (17) to (18) for the condensation 
process. A zero a matrix is appropriate if interior body forces (or internal applied loads) are 
negligible and if the global boundary nodes (end nodes in this case) are included amongst he 
master nodes. All programming was implemented in Mathematica. 
5.2. Resu l ts  for a Specif ic Window 
Degree-of-freedom elimination, from 62 DOF to 5 DOF on the model described above, was 
carried out using the bicubic interpolation approach of Section 3.1.2 for a window in the com- 
plex frequency plane consisting of four contiguous (but otherwise arbitrarily-chosen) rectangles. 
The first rectangle has vertices at {0, 0.5,-0.5i, 0.5 -0.5i},  in units of MHz, the second rec- 
tangle has vertices at { -0 .5 i , -1 .2 i ,0 .5 -  0 .5 i ,0 .5-  1.2i}, the third rectangle has vertices at 
{0.5, 1.2, 0.5 - 0.5i, 1.2 - 0.5i}, and the fourth rectangle has vertices at {0.5 - 0.5i, 0.5 - 1.2i, 
1.2 - 0.5i, 1.2 - 1.2@ Hence, the entire window comprises an overall rectangle in the complex 
frequency plane with vertices at {0, 1.2, -1 .2 i ,  1.2 - 1.2i}. For each of various (complex) values of 
the applied-load frequency l ing within the overall window, the full-DOF-model displacement am- 
plitude prediction and the "reconstructed" isplacement amplitude prediction were both obtained 
as functions of the discrete spatial values (at the nodes) which denote transverse distance into 
the laminate. By definition, the "reconstructed" response consists of substituting the reduced- 
DOE-model response urn, obtained from solving (14), into (15). An "error" E is next defined, at 
each frequency value, as the infinity norm (maximum absolute value) of the difference between 
the "reconstructed" and the full-DOF-model displacement amplitude predictions. Starting (in 
each case) at the origin, the error E was obtained as a function of frequency-magnitude along the 
real axis of the window, as shown in Figure 1, along the negative imaginary axis of the window, 
as shown in Figure 2, and along the diagonal of the window, as shown in Figure 3. The typical 
error E value is several orders below that of the corresponding displacement-amplitude order of 
magnitude xcept, as one would expect, near the eigenvalues, which stand out clearly in Figure 1. 
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Figure 1. Plot of error ¢ (cm) versus frequency absolute value (MHz) along the real 
axis of the window, starting from the origin. 
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Figure 2. Plot of error E (cm) versus frequency absolute value (MHz) along the 
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Figure 3. Plot of error ~ (cm) versus frequency absolute value (MHz) along the 
diagonal of the window, starting from the origin. 
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Figure 4. Displacement amplitude (cm) versus transverse-to-layers distance (cm) into 
laminate for both full-DOF-model (continuous-line) and "reconstructed" (dashed- 
line) predictions corresponding to the peak E value along the window diagonal. Both 
real (black-line) and imaginary (gray-line) components of the predictions are shown. 
the full-DOF-model displacement amplitude predictions, as functions of transverse distance into 
the laminate, at the frequency (of magnitude 0.175 MHz) corresponding tothe maximum ~ value 
along the window's diagonal (see Figure 3). The three eigenvalues of the full-DOF-model which 
lie within the overall window were found to be 0.1968, 0.682, and 1.048 MHz. The corresponding 
eigenvalues of the reduced-DOF-model were found to be 0.198, 0.738, and 1.063 MHz, differing 
from the full-DOF-model eigenvalues by 0.7%, 8.1~, and 1.4%, respectively. This difference is 
large enough in the case of the second eigenvalue to be resolved by Figure 1. One would gener- 
ally expect hat the differences between the full-DOF-model and reduced-DOF-model eigenvalue 
predictions would generally diminish with increasing refinement of the rectangular mesh. 
6. CONCLUDING REMARKS 
The interpolation-based condensation method of this paper can be used for the DOF reduction 
of linear spatially-discrete, continuous-frequency models, or for the DOF reduction of nonlinear, 
path-independent static or quasistatic models. More specifically, in the former case the method 
can DOF-reduce models of finite-element-realizable geometries and do so with user-controllable 
accuracy within frequency-windows of user-chosen size and location. This capability implies 
promise for this method, for example, in its application to the structural acoustics of large, 
complex systems [5,16,17]. The extent o which this methodology is practical and efficient for 
such problems, however, will become known only with much further investigation. The results of 
Section 5 may serve to stimulate such investigations. Even further, to the extent o which [5] and 
this paper intersect in their methodology, the promising results of [5] with respect o structural 
acoustics offers even more incentive to conduct such additional investigations u ing the singularity 
decomposition variant of the method. 
REFERENCES 
1. L.D. Flippen, Jr., A theory of condensation model reduction, Computers Math. Applie. 27 (2), 9-40 (1994). 
2. L.D. Flippen, Jr., Current dynamic substructuring methods as approximations to condensation model 
reduction, Computers Math. Applic. 27 (12), 17-29 (1994). 
3. L.D. Flippen, Jr., Constitutive-operator smoothing by condensation, Computers Math. Applic. 27 (6), 5-18 
(1994). 
4. L.D. Flippen, Jr., Degree-of-freedom based deterministic model reduction: Application to laminates, In 
Proceedings of 13 th Army Symposium on Solid Mechanics, August, 1993, (Edited by S.-C. Chou), Army 
Materials Technology Laboratory, Plymouth, MA. 
52 L.D.  FLIPPEN, JR. 
5. J. Bjarnason, T. Igusa, S.H. Choi and J,D. Achenbach, The effect of substructures on the acoustic radiation 
from axisymmetric shells of finite length, J. Acoust. Soe. Am. 96 (1), 246-255 (1994). 
6. A.Y. Leung, An accurate method of dynamic ondensation i structural analysis, International Journal for 
Numerical Methods in Engineering 12, 1705-1715 (1978). 
7. W.H. Press, S,A. Teukolsky, W.T. Vetterling and B.P. Flannery, Numerical Recipes in C: The Art of 
Scientific Computing, Second edition, Cambridge University Press, New York, (1992). 
8. O.C. Zienkiewicz, The Finite Element Method, Third edition, Chapter 20, McGraw-Hill, London, (1977). 
9. L. Lapidus and G.F. Pinder, Numerical Solution of Partial Differential Equations in Science and Engineer- 
ing, Wiley-Interscience, New York, (1982). 
R.S. Varga, Interpolation and approximation results for piecewise-polynomials in higher dimensions, In 
Functional Analysis and Approximation Theory in Numerical Analysis, Chapter 3, pp. 17-24, sponsored 
by CBMS-NSF, SIAM, Philadelphia, (1971). 
E~V. Krishnamurthy, Error-Free Polynomial Matrix Computations, Texts and Monographs in Computer 
Science, Springer-Verlag, New York, (1985). 
P.W. Mast, G.E. Nash, J. Michopoulos, R.W. Thomas, R. Badaliance and I. Wolock, Experimental de- 
termination of dissipated energy density as a measure of strain-induced damage in composites, NRL/FR/  
6383 92-9369, Naval Research Laboratory, (April, 1992). 
P. Lancaster and M. Tismenetsky, The Theory of Matrices, Second edition, Academic Press, Orlando, 
(1985). 
P .W.  Randles, Synthesis of equivalent dynamic  laminate behavior by homogenization techniques, Wave 
Mot ion  16, 229 247 (1992). 
S.V. Patankar, Numerical Heat Transfer and Fluid Flow, Hemisphere, Washington, (1980). 
T. Igusa, .I.D. Achenbach and K.W. Min, Resonance characteristics of connected subsystems: Theory and 
simple configurations, Journal of Sound and Vibration 146 (3), 407-421 (1991). 
T. Igusa, J.D. Achenbach and K.W. Min, Resonance characteristics of connected subsystems: General 
configurations, Journal of Sound and Vibration 146 (3), 423-437 (1991). 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
