In most retail environments, when inventory runs out, the unmet demand is lost and not observed. The sales data are effectively censored by the inventory level. Factoring this censored data effect into demand estimation and inventory control decision makes the problem difficult to solve. In this paper, we focus on developing bounds and heuristics for this problem. Specifically, we consider a finite-horizon inventory control problem for a nonperishable product with unobserved lost sales and a demand distribution having an unknown parameter. The parameter is estimated sequentially by the Bayesian updating method. We first derive a set of solution upper bounds that work for all prior and demand distributions. For a fairly general monotone likelihood-ratio distribution family, we derive relaxed but easily computable lower and upper bounds along an arbitrary sample path. We then propose two heuristics. The first heuristic is derived from the solution bound results. Computing this heuristic solution only requires the evaluation of the objective function in the observed lost-sales case. The second heuristic is based on the approximation of the first-order condition. We combine the first-order derivatives of the simpler observed lost-sales and perishable-inventory models to obtain the approximation. For the latter case, we obtain a recursive formula that simplifies the computation. Finally, we conduct an extensive numerical study to evaluate and compare the bounds and heuristics. The numerical results indicate that both heuristics perform very well. They outperform the myopic policies by a wide margin.
Introduction
A key assumption in the classic inventory control model is that the demand distribution is known a priori. However, in reality, this information is usually not available. To estimate the unknown demand distribution parameters, one needs to rely on the historical sales data. Such estimation works well when the sales data reflect the real demand, but in most retail environments, when inventory runs out, the unmet demand is lost and not observed. In other words, the sales data are censored by the inventory level. If the censored data are not factored into the estimation procedure, then the demand estimate will be biased low (see Nahmias 1994) . Worse, if the low demand estimate is subsequently used to determine an inventory-stocking decision, the resulting inventory level will also be biased low, and thus lead to more lost sales and an even lower future demand estimate. To avoid this potential vicious cycle, it is thus important to take into account the censored data effect in the demand estimation and inventory control decisions.
In this paper, we consider a finite-horizon inventory control problem for a nonperishable product with unobserved lost sales and a demand distribution having an unknown parameter. This problem can be formulated as a Bayesian dynamic program. Under the formulation, the demand parameter is sequentially updated according to the Bayes rule. When lost sales are observed, a common approach in the literature is to assume that the prior distribution belongs to a conjugate family. The prior distribution can be characterized by one or two sufficient statistics, and thus the dimensionality of the problem can be reduced. For certain conjugate families, the dimensionality can be further reduced by a state-space reduction technique developed by Scarf (1960) and Azoury (1985) . Under suitable conditions, Lovejoy (1990) has shown that the Bayesian dynamic program can be simplified to a single-period optimization problem. However, when lost sales are not observed, these techniques are generally not applicable because the censoring destroys the conjugate prior distribution structure (see Braden and Freimer 1991) . One of the few known exceptions is the gamma-Weibull family, for which Lariviere and Porteus (1999) have shown that the dimensionality of the problem can be reduced, and thus the exact solution is computable. For all other cases, it remains a challenge to compute the exact optimal solution. In this paper, we focus on developing bounds and heuristics for this problem.
There are a few existing bound results in the literature. Chen and Plambeck (2008) and Chen (2009) have shown under a general demand distribution that the optimal solution is bounded below by the optimal solution in the observed lost-sales case. Lu et al. (2005b) have derived an upper bound for the optimal solution based on the firstorder condition. Their upper bound result works for certain prior and demand distributions but not for all distributions (see §4.1 for a discussion). Can we construct a more general upper bound? If so, can we use it to design a heuristic policy? And how much improvement can we get from these heuristic policies over the myopic policies? These are the questions we seek to address in this paper.
Our contributions to the literature are threefold. First, we prove a sequence of lower and upper bounds for the value function of the Bayesian dynamic program. These results reinforce the intuition that (1) a system with observed lost sales achieves better performance than a system with unobserved lost sales (value of information), and (2) a system with Bayesian updating achieves better performance than a system without Bayesian updating (value of learning). Based on the value function bounds, we derive a sequence of solution upper bounds. These upper bounds work for all prior and demand distributions. For a fairly general monotone likelihood-ratio distribution family, we further develop relaxed but easily computable lower and upper bounds for the optimal solution along an arbitrary sample path.
Second, we propose two heuristics. The first heuristic is derived from the solution bound results. Computing this heuristic solution only requires the evaluation of the objective function in the observed lost sales; but one needs to choose a weighting parameter based on judgment or experience. The second heuristic is based on the approximation of the first-order condition. We combine the derivatives of two simplified cases to obtain the approximation. These two simplified cases are: the observed lost-sales case (which captures the inventory carryover effect but ignores the censored data effect) and the perishable-inventory case (which ignores the inventory carryover effect but captures the censored data effect). Whereas it is fairly straightforward to compute the derivative in the observed lost-sales case (Scarf 1959) , computing the derivative in the perishable inventory case remains difficult (see Harpaz et al. 1982; Lariviere and Porteus 1999; Ding et al. 2002; Lu et al. 2005a Lu et al. , 2008 . To overcome this difficulty, we obtain a recursive formula for the derivative in the perishable inventory case. This new formula simplifies the computation, and therefore we can use it to compute the heuristic solution from the approximate first-order condition. This heuristic method is more robust than the first one because there is no need for choosing an ad hoc weighting parameter.
Third, we conduct an extensive numerical study to evaluate and compare the bounds and heuristics developed in this paper. Our numerical results indicate that the solution lower bound obtained by Chen and Plambeck (2008) and Chen (2009) is consistently tighter than the solution upper bounds. We also compare our solution upper bounds with that of Lu et al. (2005b) . We find that their upper bound, when it exists, falls in-between the most and the least tight upper bounds of ours in all cases. The heuristic suggested by Lu et al. (2005b) is a weighted average of the solution upper bound and lower bound. With a properly chosen weighting parameter, their heuristic is essentially the same as the first heuristic proposed in this paper. Our numerical results indicate that under a carefully chosen weighting parameter, the weighted-average heuristic is near optimal in all cases (within 0.04%), but the second heuristic obtained from the approximate first-order condition is even better (within 0.01%). Finally, we compare the heuristic policies with three myopic policies. The three myopic policies are defined as follows: Myopic-1 employs the Bayesian updating method and accounts for the censored data effect, Myopic-2 employs the Bayesian updating method but ignores the censored data effect, and Myopic-3 is a static policy with no Bayesian updating. The numerical results show that the heuristics outperform all three myopic policies, and the magnitude of improvement increases in the level of prior uncertainty. In addition, the results suggest that employing Bayesian updating as well as factoring the censored data effect into the estimation procedure can greatly improve system performance.
The rest of this paper is organized as follows. Section 2 introduces the problem formulation. Section 3 contains the value function bound results. The solution upper bounds are derived in §4. In §5, we develop two heuristics. Numerical results of the bounds and heuristics are presented in §6. Section 7 concludes the paper. All proofs are presented in the appendix.
Problem Formulation
Consider a periodic-review inventory control problem for a single product. The product is stocked and sold for T periods. At the beginning of each period t (t = 1 T ), an inventory level y is chosen to minimize the total inventory-holding and stockout penalty costs. The production lead time is assumed to be negligible, so the inventory level is achieved immediately after the decision. The product is nonperishable, so leftover inventory can be used to satisfy demand in subsequent periods.
At the end of each period, a unit holding cost h or a unit penalty cost p is charged for any leftover or shorted inventory, respectively. The purchase cost of the product is omitted in our formulation because it can be normalized to zero with the standard technique of Heyman and Sobel (1984) . The terminal value at the end of the planning horizon is assumed to be zero. For any nonzero convex terminal value function, our results remain valid if the last-period cost function is properly adjusted.
The demands in each period, denoted by X t , are independently and identically distributed with a common, general probability density function. This function, denoted by f x , has an unknown parameter , with ∈ . Also, let F x denote the cumulative distribution function (CDF) and F x = 1 − F x the complement CDF. At the beginning of each period t, the unknown parameter is subject to a prior distribution t . We will use t and t interchangeably when the meaning is clear from the context. The predictive demand density in period t given the prior distribution t is defined as
Given the inventory level y and demand x, the cost function in a period is defined as
The expected cost in a period can then be written as
From the prior distribution t , the posterior distribution t+1 can be updated based on the observation of the random demand X t . If an exact demand x is observed, i.e., X t = x, then based on Bayes rule, we have
For ease of notation, we will use t+1 t x as shorthand for t+1 t X t = x when the meaning is clear from the context.
If a censored demand x is observed, which means the actual demand X t can be greater than or equal to x, i.e., X t x, then based on Bayes rule, we have
Below we consider two scenarios depending on whether or not lost sales are observed.
Bayesian Updating with Observed Lost Sales
When lost sales are observed, the demand observation is always exact. To distinguish this case from the unobserved lost-sales case, let us add a superscript "o" (stands for "observed") to all corresponding dynamic programming value functions and optimal solutions. Specifically, for t = 1 T , the optimality equations with observed lost sales are given by
with the terminal value V o T +1 · · = 0 and t+1 · t X t as defined in (2). The optimal solution is denoted by y o t z t . It is known that G o t y t is convex in y (Scarf 1959 ).
Bayesian Updating with Unobserved Lost Sales
When lost sales are not observed, demand information X t is censored by the inventory level y. Let us use the notation X t ∧ y to indicate that X t is censored by inventory level y. Given an observation X t ∧ y = x, if x < y, then it is equivalent to the event X t = x; otherwise, if x = y, then it is equivalent to the event X t y. Thus, the posterior distribution given an observation
where t+1 t X t = x and t+1 t X t y are defined in (2) and (3), respectively. In this unobserved lost-sales case, the optimality equations are given by, for t = 1 T ,
with the terminal value V T +1 · · = 0. The optimal solution in this case is denoted by y * t z t . From (5), we can see that the inventory-level decision y influences not only the on-hand inventory of the subsequent period, but also the posterior distribution of the future periods. Due to this added complexity, the convexity of the Bayesian dynamic program is difficult to establish.
Bounds for the Value Function
In this section, we develop bounds for the value function of for the Bayesian dynamic program (5). Let us first introduce two key observations in the following lemma:
Part (a) of Lemma 1 is essentially a special case of the law of total expectation under Bayesian updating with unobserved lost sales. Part (b) shows that censoring increases expected cost under Bayesian updating. In other words, censoring makes the observation less informative, and thus reduces the value of information. This result is essentially in the same vein as the concavity theorem of Bayes risk (DeGroot 1970, p. 125) .
It is useful to consider two variant cases of demand updating here. First, let us consider the case when lost sales are initially not observed, but become observable from period i (1 i T + 1) onwards. Let V function in this case. The corresponding dynamic programming equations are given by 
From the above definition, we observe that for t i, G
Furthermore, when i = T , which means Bayesian updating is carried on until period T , we recover the original problem (5), i.e., G
Proposition 1 establishes a sequence of bounds for the objective (value) function of the Bayesian dynamic program (5): The lower bounds are the objective (value) functions when lost sales are assumed to be observable after a certain future period; and the upper bounds are the objective (value) functions when Bayesian updating stops after a certain future period. When z arg min y 0 C y t , the rightmost of the inequalities in Proposition 1(d) is equivalent to the value function without Bayesian updating. These results reinforce the intuition that: (1) a system with observed lost sales achieves better performance than a system with unobserved lost sales (value of information); and (2) a system with Bayesian updating, regardless of whether lost sales are observed or not, achieves better performance than a system without Bayesian updating (value of learning).
Bounds for the Optimal Solution
Under a general discrete-demand distribution, Chen and Plambeck (2008) have shown that the optimal solution to (5) is bounded below by the optimal solution in the observed lost-sales case. A proof for the general continuous-demand distribution is given by Chen (2009 Scarf (1960) and Azoury (1985) is applicable. In the following, we will focus on deriving upper bounds for the optimal solution.
Upper Bounds for the Optimal Solution
Intuitively, if we can find an inventory level such that any excess over this limit will result in an expected cost higher than the optimal cost, then we know this limit must be an upper bound to the optimal solution. Following this idea, with the aid of the value function bounds derived in Proposition 1, we can construct a sequence of upper bounds for y * t z t as given below: Proposition 3. The optimal solution to the unobserved lost-sales problem (5) Illustration of the lower and upper bounds for optimal inventory level. 
A visual illustration of the upper bounds of Proposition 3 is given in Figure 1 , where we show two upper bounds y u t t 0 t and y u T t 0 t as well as the lower bound y o t 0 t . From Proposition 1, we know that as i increases from t to T , the value function upper bound V u i t z t becomes tight. Therefore, the resulting solution upper bound from solving the equation of Proposition 3 will also be tight, but the computational complexity will increase as well. The easiest case to compute is when i = t, i.e., V u t t z t = T − t + 1 · min y z C y t , where we only need to solve a single-period optimization problem. Lu et al. (2005b) have suggested an alternative solution upper bound based on the lower bound of the first-order derivative dG t y t /dy. Specifically, they show that dG t y t dy dC y t dy
is the expected cost when an "optimal" inventory policy y * t+1 determined by the starting prior is employed along the sample path, but the demand process evolves according to another starting prior . Note that we use the bold font y * t+1 to denote the inventory policy (as opposed to the single-period inventory decision) employed along the sample path. As is expected, it is generally difficult, if not impossible, to compute the term G t+1 y * t+1
. Therefore, Lu et al. (2005b) propose to use the following relaxed lower bound instead:
The problem with this relaxation is that the term max ∈ f y / F y is not guaranteed to be finite when is a continuous set like = 0 . For example, under the gamma-exponential conjugate prior distribution family, max ∈ f y / F y = max 0 = , which makes their method inapplicable. In contrast, our upper-bound result given in Proposition 3 works for all prior and demand distributions.
Solution Bounds on a Sample Path
According to Propositions 2 and 3, we can compute the lower and upper bounds by solving a corresponding Bayesian dynamic program with observed lost sales. As discussed earlier, for certain conjugate families, we can employ the state-space reduction technique to simplify the computation. However, in many cases, this technique becomes inapplicable after the first censored observation because the censoring destroys the conjugate prior structure. In this section, we develop relaxed bounds that can be computed by the state-space reduction technique after a censored observation. Let us first introduce a few definitions:
Likelihood-Ratio Ordering. Let f x and g x denote two probability density distributions. We say that f is greater than g in likelihood ratio, denoted by
It is known that likelihood-ratio ordering implies first-order stochastic dominance (Ross 1983) .
Monotone Likelihood Ratio MLR . A distribution family f · parameterized by a parameter is said to have monotone likelihood ratio if f · LR f · for all . Distributions possessing this property include the normal with known variance, the binomial, the Poisson, the gamma, the Weibull with known shape parameter, and other less-common distributions (see Karlin and Rubin 1956) . Note that is an arbitrary parameter; it does not have to be the mean of the distribution-for example, it could be the scale parameter in the gamma distribution.
For the monotone likelihood-ratio demand distributions, the following lemma establishes the stochastic ordering of the posterior distributions defined in (2) and (3) and the predictive demand distribution defined in (1):
satisfies the monotone likelihoodratio property, the following holds:
Part (d) of the above lemma is a generalized version of the result of Ding et al. (2002, Proposition 1) . For monotone likelihood-ratio demand distributions, these results indicate that the posterior distribution after Bayesian updating is likelihood-ratio increasing in the value of the demand observation; and the posterior distribution with a censored observation is larger in likelihood ratio than that with an exact observation. From the lemma, we can establish the following monotonicity result for the optimal solution in the observed lost-sales case: Eppen and Iyer (1997, Theorem 4) to demand distributions that possess the monotone likelihood-ratio property. It shows that for monotone likelihood-ratio demand distributions, when lost sales are observed, the optimal Bayesian inventory level is increasing in the likelihood-ratio ordering of the prior distribution.
A relaxed lower bound for the optimal solution with unobserved lost sales can be derived based on the above proposition. The idea is the following: Whenever we have a censored observation x, if we treat it as an exact observation, then t+1 t X t x LR t+1 t X t = x (Lemma 2b). By Proposition 4, it follows that y o t+1 z t+1 · t X t x y o t+1 z t+1 · t X t = x . Then, according to Proposition 2, we have
In general, given t observations X i ∧ y i = x i (1 i t), according to Bayes' rule, the posterior distribution is given by
Because the expression has a product form, we note that t+1 does not depend on the sequence order of the past observations X i ∧ y i = x i .
Proposition 5. Assume that f x satisfies the monotone likelihood-ratio property. Given t observations X i ∧ y i = x i (1 i t), the optimal solution to the unobserved lost-sales problem (5) is bounded below by
The above proposition shows that for monotone likelihood-ratio demand distributions, the lower bound of Proposition 2 can be relaxed by treating all observations along the sample path as exact observations. Now, let us turn to the computation of an upper bound on a sample path. Given the posterior t+1 = t+1 1 X i ∧ y i = x i 1 i t , let us define a relaxed objective function in the observed lost-sales case as follows:
In this function, the posterior t+2 in the value function V o t+2 0 t+2 treats all past observations as exact observations. Therefore, the state-space reduction technique can continue to apply to the computation of V o t+2 0 t+2 . Based on this relaxed objective function, the upper bound result of Proposition 3 can be extended: Below we choose the gamma-gamma distribution (Scarf 1960) as an example to illustrate how to calculate the relaxed lower and upper bounds using the statespace reduction technique. Extending the calculation to other suitable distributions identified by Azoury (1985) is straightforward.
The Gamma-Gamma Example
Suppose that demand is gamma distributed with known shape parameter k > 0 and unknown scale parameter (which satisfies the monotone likelihood-ratio property). The probability density function is given by
Furthermore, suppose that the initial prior on has a gamma distribution with shape parameter a and scale parameter S, which is given by is a gamma distribution with shape parameter a t+1 = a + kt and scale parameter S t+1 = S + t j=1 x j . Define the normalized predictive demand density in period t as
When lost sales are observed, Scarf (1960) has shown that the problem can be reduced to the following onedimensional dynamic program: for t = 1 T , Based on definition (7), we have
Plugging the above expression into the equation given in Proposition 6, we obtain the upper bound for the optimal solution y * t+1 z t+1 .
Heuristic Solutions
In this section, we propose two heuristic solutions to the unobserved lost-sales problem (5) based on the results derived in the previous sections. Figure 1 . We will discuss the performance of this heuristic further in the numerical study section.
Heuristic Solution II
The above heuristic solution uses just the objective function in the observed lost-sales case. Below we propose an alternative heuristic solution based on the approximation of the first-order condition.
Let us first consider the special case when inventory is perishable. To distinguish this case from the nonperishable inventory case, let us add a superscript "p" (stands for "perishable") to all corresponding dynamic programming value functions and optimal solutions. Because there is no inventory carryover between periods, the on-hand inventory at the beginning of a period is always zero; the dynamic program optimality equations can be written as:
with the terminal value V p T +1 0 · = 0. The optimal solution to the above dynamic program is denoted by y p t t . Lu et al. (2008) It is worth commenting here that this nice recursive formula is obtained by relying on the fact that the optimal base-stock level is always achievable in the perishable inventory case. For the more general nonperishable inventory case, this premise is no longer true, and therefore we are unable to establish a similar result.
According to the observed lost-sales case (4), the firstorder derivative of the objective function is given by dG o t y t dy = dC y t dy
In the unobserved lost-sales case (5), as shown by Lu et al. (2005b) and Chen (2009) , the first-order derivative of the objective function is given by dG t y t dy = dC y t dy to approximate
. As a result, an approximate optimal solution to the original problem (5) Scarf 1959 ). This is due to the fact that the potential overstock in the subsequent period induces one to stock less. When lost sales are not observed, we are unable to establish this upper bound result analytically because in this case, a lower inventory level would also mean less learning about the demand distribution. Therefore, there is a tradeoff between the overstock risk and the information acquisition. However, based on our numerical results shown in the next section, it appears that this upper-bound result continues to hold when lost sales are not observed.
Numerical Results
In this section, we present numerical study results on the bounds and heuristics developed in this paper. We first report results based on the gamma-exponential distribution. As we discussed in §4.1, the upper bound suggested by Lu et al. (2005b) is not applicable in this case, so we conduct a second numerical study based on the normal demand distribution with a two-point prior, where we can compare their result.
Gamma-Exponential Distribution
The one-dimensional dynamic program (9) for the gammagamma example can be further simplified. Note that t x in (8) is the standard Pearson Type VI density (Johnson and Kotz 1970, p. 51) . By the transformation = x/ 1 + x , t x can be transformed to a standard beta density function with parameters k and a t = a + k t − 1 :
Hence, by the property of the standard beta density, we can thus rewrite (9) as
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where I x · · is the standard incomplete beta function. The minimizer of L t y is determined by solving the first-order condition I y/ y+1 k a t = p/ h + p . To precisely evaluate the performance of the bounds and heuristics, we need to compute the exact optimal solution. As we have commented in the introduction section, the exact solution is computable in the case of the gammaWeibull conjugate prior distribution family. Fortunately, the gamma-Weibull family shares a common special case with the gamma-gamma family-the gamma-exponential case (k = 1 in the gamma-gamma family). Therefore, we can actually compute the exact solution in this special case. According to Lariviere and Porteus (1999) , after some transformation, the gamma-exponential case with unobserved lost sales can be solved by the following twodimensional dynamic program: for t = 1 T ,
with v T +1 · · = 0 and L t y a t specified as in (12) with k = 1. Let y * t z a t be the optimal solution to the above The numerical study is designed in the following manner. First, we hold the inventory-holding cost at h = 1 and vary the stockout penalty cost by setting p = 5 and 10. The implied critical ratios from these cost parameters are 83% and 91%, respectively. Second, we vary the gamma prior parameters a S to study the effect of prior uncertainty on the bounds and heuristics. Note that the mean of the gamma prior is a/S and the coefficient of variation is √ 1/a. We choose a S to be 3 10 and 6 10 , so that the prior uncertainty (coefficient of variation) decreases ( √ 1/a = 0 577 and 0 408, respectively), whereas the prior mean remains the same (a/S = 0 3). Finally, we vary the planning horizon by setting T = 3, 5, and 10, so that we can study the effect of the planning horizon on the bounds and heuristics.
The numerical results for the bounds performance are presented in Table 1 . Specifically, we present the optimal solution y * 1 , the lower bound y 
We choose this metric to measure the performance degradation due to the deviation from the optimal decision in the first period (note that the system is assumed to resume optimal control after the first period). Therefore, we can compare system performance under different initial inventory levels. This relative error percentage metric serves as the lower bound for the relative error percentage at the policy level, which involves different inventory levels along the sample path. A few observations can be made from Table 1 . First, the lower bound is consistently tighter than the upper bounds in all cases. Second, the optimal solution in the perishable inventory case is a fairly tight upper bound in all cases. Third, as a increases, which means the prior uncertainty (coefficient of variation) decreases, the upper bounds all become tighter. However, when the horizon T increases, the opposite is true. As we have discussed in §4, the tightness of the solution upper bound is determined by the tightness of the value function upper bound. These numerical results reinforce this insight: When the prior uncertainty is reduced, the potential informational gain from Bayesian updating becomes smaller, and therefore the value function upper bound becomes tighter. On the other hand, as T increases, the potential informational gain from Bayesian updating increases, and therefore the value function upper bound becomes less tight.
In Table 2 , we present the optimal solution, the Heuristic (I) given in §5.1 (with = 0 01%), the Heuristic (II) given in §5.2, and the myopic solution. In parentheses next to the corresponding heuristic solution is the relative error percentage as defined in (13). From the table, we can see that both Heuristic (I) and Heuristic (II) are consistently near-optimal in all cases, with Heuristic (II) giving a better performance. As a increases, which means the prior uncertainty decreases, the performance of the myopic solution improves. Finally, as the stockout penalty cost p increases, the performance of the myopic solution degrades, but the two heuristic solutions continue to be near-optimal.
Normal Distribution with a Two-Point Prior
In this section, we present a second set of numerical results based on the normal demand distribution with a two-point prior. In this numerical study, there are two candidate normal demand distributions with mean and standard deviation Table 2 .
Comparison of heuristic solutions under the gamma-exponential distribution. denoted by N 1 1 and N 2 2 . The prior distribution is a two-point distribution given by 1 = p 1 p 2 , with p 1 + p 2 = 1.
We choose this example for two reasons. First, the upper bound suggested by Lu et al. (2005b) is computable, so we can make a direct comparison. Second, in this simple twopoint prior scenario, the state-space of the prior distribution is one-dimensional, which makes the exact optimal solution computable; so, we can use it to precisely evaluate and compare the bounds and heuristics. We have also tried cases with more than two candidate demand distributions and found that the results of our bounds and heuristics are consistent, but the exact optimal solution becomes much more difficult to compute. Therefore, in the following, we will conduct our numerical study based on this simple twopoint prior case.
The numerical study is designed in the following manner. First, we consider two parameter scenarios: (1) 1 = 100, 2 = 200, and 1 = 2 = 100; (2) 1 = 100, 2 = 400, and 1 = 2 = 100. Second, as in the gamma-exponential case, we hold the inventory-holding cost at h = 1 and vary the stockout penalty cost by setting p = 5 and 10. The implied critical ratios from these cost parameters are 83% and 91%. Third, we vary the prior parameters by setting p 1 p 2 = 0 2 0 8 , 0 5 0 5 , and 0 8 0 2 , so that we can study the effect of prior uncertainty on the bounds and heuristics. Finally, we vary the planning horizon by setting T = 3, 5, and 10. In the numerical computation, we truncate the normal distribution to ensure nonnegative demand.
The numerical results for the bounds performance are presented in Table 3 . We observe that the lower bound is tighter than the upper bounds in all cases, and the optimal solution in the perishable inventory case is a fairly tight upper bound in all cases. These observations are consistent with what we have observed in the gammaexponential case. We also observe that in the case of 2 = 200, y * 1 , y o 1 , and y p 1 are almost identical. This indicates that when the two candidate distributions are close, the need for active learning is reduced. In addition, it appears that the upper bound becomes tighter as the stockout penalty cost p increases. In this two-point prior case, increasing the stockout penalty cost results in higher inventory level, which reduces the incremental informational gain from Bayesian updating; as a result, the upper bound for the value function becomes tight, and therefore the solution upper bound also becomes tight.
From Table 3 , we note that the upper bound suggested by Lu et al. (2005b) Lu et al. (2005b) .
In Table 4 , we present the performance of Heuristic (I) and Heuristic (II), together with the myopic solution. Consistent with the gamma-exponential example, both Heuristic (I) and Heuristic(II) are near-optimal, with Heuristic (II) giving a better performance. They outperform the myopic solution by a wide margin in the case when the two candidate distributions are far apart. When the two candidate distributions are close (i.e., the case of 2 = 200), the myopic solution performs as well as Heuristic (II). This again confirms that the need for active learning is reduced when the two candidate distributions are close. Given the fact that the solution upper bound is not always tight, choosing a proper weighting parameter in Heuristic (I) and that of Lu et al. (2005b) may not always be easy. In this sense, Heuristic (II) is not only a superior method, but also a more robust method because there is no need for choosing an ad hoc weighting parameter.
Comparison with Myopic Policies
In the previous sections, we have compared the bounds and heuristics with the optimal solution in the first period. In this section, we will compare the cost performance of employing various heuristic policies along the entire sample path. In particular, we will compare the two heuristic policies proposed in this paper with three myopic policies. The three myopic policies are defined as follows. Myopic-1 is the best-possible myopic policy, in which the posterior updating takes into account the censored data effect; this policy is optimal when inventory is perishable and future lost sales are observed. Myopic-2 is a "naive" heuristic policy, in which censored observations are treated as exact observations in the posterior updating process. Myopic-3 is a static policy with no Bayesian updating: The inventory level is determined in the first period and then remains fixed along the entire sample path. We define the relative percentage error in expected cost for each policy as
where V H 1 0 1 is the expected cost from applying the corresponding policy along the sample path. Table 5 shows the policy cost performance under the gamma-exponential demand distribution with stockout penalty cost p = 10. The results from other scenarios are similar in order and thus provide no additional insights, so we omit them for brevity. From the table, it is clear that both Heuristic (I) and Heuristic (II) outperform the three myopic policies. We can also see the increased benefits from employing more sophisticated demand estimation and inventory optimization procedures. Specifically, the most significant improvement comes from upgrading Myopic-3 to Myopic-2, which shows that employing the Bayesian updating method when the demand distribution is not known is of first-order importance. The second-most significant improvement comes from upgrading Myopic-2 to Myopic-1, which demonstrates that factoring the censored data effect into the estimation procedure is important. The improvement from Myopic-1 to either Heuristic (I) or (II) is most prominent when the prior uncertainty is high. In this case, Myopic-1 runs the risk of overstock in the subsequent periods because it fails to account for the inventory carryover effect. Both Heuristic (I) and Heuristic (II) produce near-optimal performance in all cases, with Heuristic (II) giving a better performance. It is worth summarizing here the trade-offs between Heuristic (I) and Heuristic (II): On the one hand, Heuristic (I) requires less computational effort because it only involves the evaluation of the objective function in the observed lost-sales case, but one needs to choose an ad hoc parameter based on judgement or experience; on the other hand, Heuristic (II) requires additional computational effort because one needs to compute the derivatives, but it does provide a more precise and robust approximation to the optimal solution.
Concluding Remarks
In this paper, we have focused on developing bounds and heuristics for the Bayesian inventory control problem with unobserved lost sales. We have proved a sequence of lower and upper bounds for the value function of the problem. Based on the value function bounds, we have derived a sequence of solution upper bounds. These solution upper bounds work for all prior and demand distributions. For a fairly general monotone likelihood-ratio distribution family, we have developed relaxed but easily computable lower and upper bounds for the optimal solution along an arbitrary sample path. We have also proposed two heuristics. The first heuristic is derived from the solution bound results. Computing this heuristic solution only requires the evaluation of the objective function in the observed lost sales. The second heuristic is based on the approximation of the first-order condition. We combine the derivatives of the observed lostsales case and the perishable inventory case to obtain the approximation. For the latter case, we have established a recursive formula that simplifies the computation.
To evaluate and compare the bounds and heuristics, we have conducted an extensive numerical study. We compare our upper bounds with that of Lu et al. (2005b) . We find that their upper bound, when it exists, falls in-between the most and the least tight bounds of ours in all cases. Our numerical results suggest that the optimal solution in the perishable inventory case is a fairly tight solution upper bound. It would be interesting to study whether this result can be established analytically in future research. The numerical results also indicate that both heuristics proposed in this paper are near-optimal (within 0.04%), with the second heuristic giving a better performance. They outperform the myopic policies by a wide margin. Based on our numerical experiences, we believe our second heuristic is a robust approximate for the optimal solution in more general cases where the exact optimal solution is difficult to compute. Proof (Lemma 1). Part (a) can be shown as follows:
where the third equality follows from Lemma A3(a) and (b), and the change of integration order in the fourth equality is permissible because the integrand is a nonnegative function. To show part (b), it suffices to show that
We prove the result by backward induction. For period t = T , it is trivial. Now, assume that the result holds for period t + 1. For period t, we have where the second inequality follows from the induction assumption; the equality before the second inequality follows from Lemma A3(c) and the fact that t+1 · t−1 X t−1 = x X t = x = t+1 · t−1 X t−1 = x X t = x ; and the equality after the second inequality follows from Lemma A3(d) and the fact that t+1 · t−1 X t−1 = x X t y = t+1 · t−1 X t−1 y X t = x . This completes the induction proof. where the last inequality follows from applying Lemma 1(b) repeatedly for cases when x i = y i , i.e., X i y i . Now, by the same reasoning used in the proof of Proposition 3, the result follows.
