Abstractive Community Detection is an important Spoken Language Understanding task, whose goal is to group utterances in a conversation according to whether they can be jointly summarized by a common abstractive sentence. This paper provides a novel approach to this task. We first introduce a neural contextual utterance encoder featuring three types of self-attention mechanisms. We then evaluate it against multiple baselines within the powerful siamese and triplet energy-based metaarchitectures. Moreover, we propose a general sampling scheme that enables the triplet architecture to capture subtle clustering patterns, such as overlapping and nested communities. Experiments on the AMI corpus show that our system improves on the state-of-theart and that our triplet sampling scheme is effective. Code and data are publicly available 1 .
Introduction
Today, large amounts of digital text are generated by spoken or written conversations, let them be human-human (customer service, multi-party meetings) or human-machine (chatbots, virtual assistants) . Such text comes in the form of transcriptions. A transcription is a list of time-ordered text fragments called utterances. Unlike sentences in traditional documents, utterances are frequently associated with meta-information (e.g., speaker ID/role, dialogue act), and are often ill-formed, incomplete, and ungrammatical, due to the nature of spontaneous communication. Abstractive summarization of conversations is an open problem in NLP. It requires the machine to gain a high-level understanding of the dialogue, in order to extract useful information and turn it into meaningful abstractive sentences. Previous work (Mehdad et al., 2013; Oya et al., 2014 et al., 2015; Shang et al., 2018) decomposes this task into two subtasks a and b as shown in Fig. 1 . Subtask a, or Abstractive Community Detection (ACD), is the focus of this paper. It consists in grouping utterances according to whether they can be jointly summarized by a common abstractive sentence (Murray et al., 2012) . Such groups of utterances are called abstractive communities. Once they are obtained, an abstractive sentence is generated for each group (subtask b), thus forming the final summary. ACD includes, but is a more general problem than, topic clustering. Indeed, as shown in Fig. 2 , communities should capture more complex relationship than simple semantic similarity. Also, two utterances may be part of the same community even if they are not close to each other in the transcription. Finally, a given utterance may belong to more than one community, which results in disjoint, nested and overlapping groupings.
In this paper, we depart from previous work and argue that ACD should be broken down into two steps (a1 and a2 in Fig. 1 ). That is, summaryworthy utterances should first be extracted from the transcription (a1), and then, grouped into abstractive communities (a2). This a1 → a2 → b process is more consistent with the way humans treat the summarization task. E.g., to create the summary of a given meeting from the sequence of utterances (successive grey nodes on the left of Figure 2 : Example of ground truth manual annotations from the ES2011c meeting of the AMI corpus (v1.6.2). Speaker roles are PM: project manager, ME: marketing expert, and UI: user interface designer. Abstractive sentences belong to four groups: abstract, action, problem, and decision. Step a1 plays an important filtering role, since in practice, only a small part of the original utterances are used to construct the abstractive communities (e.g., 17% on average for AMI). However, even if it is more modest as it only involves filtering, the goal of this step is closely related to extractive summarization, which has been extensively studied (Murray et al., 2005; Garg et al., 2009; Tixier et al., 2017) .
Rather, we focus in this paper on the rarely explored a2 utterance clustering step, which we think is an important spoken language understanding problem, as it plays a crucial role of bridge between two major types of summaries: extractive and abstractive.
Departure from previous work
Prior work performed ACD either in a supervised (Murray et al., 2012; Mehdad et al., 2013) or unsupervised way (Oya et al., 2014; Banerjee et al., 2015; Singla et al., 2017; Shang et al., 2018) .
In the supervised case, Murray et al. (2012) train a logistic regression classifier with handcrafted features to predict extractive-abstractive links, then build an utterance graph whose edges represent the binary predictions of the classifier, and finally apply an overlapping community detection algorithm to the graph. Mehdad et al. (2013) add to the previous approach by building an entailment graph for each community, where edges are entailment relations between utterances, predicted by a SVM classifier trained with handcrafted features on an external dataset. The entailment graph allows less informative utterances to be eliminated from each community.
On the other hand, unsupervised approaches to ACD do not make use of extractive-abstractive links. Oya et al. (2014) ; Banerjee et al. (2015) ; Singla et al. (2017) assume that disjoint topic segments (Galley et al., 2003; Eisenstein and Barzilay, 2008 ) align with abstractive communities. Shang et al. (2018) use the classical vector space representation with TF-IDF weights. Then, they compress the utterance-term matrix with Latent Sematic Analysis, and apply k-means.
To sum up, prior ACD methods are either too complex or too simple. The former involve multiple models trained on different labeled datasets and heavily relying on handcrafted features. The latter are incapable of capturing the complicated structure of abstractive communities described in the introduction.
Motivated by the recent success of energybased approaches to similarity learning tasks such as face verification (Schroff et al., 2015) and sentence matching (Mueller and Thyagarajan, 2016) , we introduce in this paper a novel utterance encoder, and train it within the seminal siamese (Chopra et al., 2005) and triplet (Hoffer and Ailon, 2015) energy-based meta-architectures. Our final network is able to accurately capture the complexity of abstractive community structure, while at the same time, it is trainable in an end-to-end fashion without the need for human intervention and handcrafted features. More specifically, our contributions are fourfold:
• we apply for the first time (to the best of our knowledge) energy-based learning to a spoken language understanding task, • we introduce a novel utterance encoder featuring three types of self-attention mechanisms and taking contextual and temporal information into account, • we propose a sampling scheme that enables the triplet architecture to capture subtle levels of similarity between objects, such as overlapping and nested clusters. This is a major improvement over prior work, in which only the usual similar/dissimilar case is tackled.
• Through extensive experiments and ablations, we study the impact of each component and architectural choice on performance.
Energy-based learning
Energy-Based Modeling (EBM) (LeCun and Huang, 2005; LeCun et al., 2006 ) is a unified framework that can be applied to many machine learning problems. In EBM, an energy function assigns a scalar called energy to each pair of random variables (X, Y ). The energy can be interpreted as the incompatibility between the values of X and Y . Training consists in finding the parameters W * of the energy function E W that, for all (X i , Y i ) in the training set S of size P , assign low energy to compatible (correct) combinations and high energy to all other incompatible (incorrect) ones. This is done by minimizing a loss functional 2 L:
For a given X, prediction consists in finding the value of Y that minimizes the energy.
2 the loss functional is passed the output of the energy function, unlike a loss function which is directly fed the output of the model. 
Single architecture
In the EBM framework, a regression problem can be formulated as shown in Fig. 3a , where the input X is passed through a regressor model G W and the scalar output is compared to the desired output Y with a dissimilarity measure D such as the squared error. Here, the energy function is the loss functional to be minimized.
Siamese architecture
In the regression problem previously described, the dependence between X and Y is expressed by a direct mapping Y = f (X), and there is a single best Y * for every X. However, when X and Y are not in a predictor/predictand relationship but are exchangeable instances of the same family of objects, there is no such mapping. For instance, in paraphrase identification, a sentence may be similar to many other ones, or, in language modeling, a given n-gram may be likely to be followed by many different words.
Thereby, LeCun et al. (2006) introduced EBM for implicit regression or constraint satisfaction (see Fig. 3b ), in which a constraint that X and Y must satisfy is defined, and the energy function measures the extent to which that constraint is violated:
where G W 2 and G W 1 are two functions parameterized by W 1 and W 2 . When G W 1 = G W 2 and W 1 = W 2 , we obtain the well-known siamese architecture (Bromley et al., 1994; Chopra et al., 2005) , which has been applied with success to many tasks, including sentence similarity (Mueller and Thyagarajan, 2016) .
Here, the constraint is determined by a collection-level set of binary labels. For instance,
is an impostor pair (e.g, two sentences with different meanings).
The function G W projects objects into an embedding space such that the defined dissimilarity measure D (e.g., Euclidean distance) in that space reflects the notion of dissimilarity in the input space. Thus, the energy function can be seen as a metric to be learned.
In our study, we experiment with various deep neural networks encoders as the function G W (see next section). Moreover, following (Mueller and Thyagarajan, 2016) , we adopt the exponential negative manhattan distance as dissimilarity measure, and the mean squared error as loss functional:
Triplet architecture
The triplet architecture (Schroff et al., 2015; Hoffer and Ailon, 2015; Wang et al., 2014) , as can be seen in Fig. 3c , is a direct extension of the siamese architecture that takes as input a triplet (X, Y, Z) in lieu of a pair (X, Y ). X, Y , and Z are referred to as the positive, anchor, and negative objects, respectively. X and Y are similar, and both are dissimilar to Z. Learning consists in jointly minimizing the positive-anchor energy E W (X i , Y i ) and maximizing the anchor-negative
In this paper, we use the softmax triplet loss (Hoffer and Ailon, 2015) as our loss functional:
where ne stands for normalized energy, and the dissimilarity measure is the Euclidean distance, 
On our choice of loss functionals
The softmax triplet loss (STL) performed better in our experiments than the margin-based loss used in (Schroff et al., 2015) and (Wang et al., 2014) . One of the reasons may be that STL is able to capture a finer notion of distance. Indeed, with a margin-based loss, the Euclidean distance between the anchor and the negative (let us compactly denote it as d − ) need to satisfy d − > d + + m, where m is the margin (see Fig. 4a ). In other words, the distance between the positive and the negative is at least m (when all three points are aligned). However, the objective of STL is simply d − > d + , without imposing an absolute lower bound on the distance between positives and negatives (i.e., only the distance ratio is of interest, see Fig. 4b ), which gives more freedom to the model.
To be consistent, we adopt the loss functional equipped with the dissimilarity measure (see. Equation 4) for the Siamese architecture, because it also does not require a pre-defined hard margin, unlike the conventional contrastive loss functional in (Chopra et al., 2005; Neculoiu et al., 2016) .
Sampling procedures
Pair sampling. All utterances belonging to the same community are paired as genuine pairs, while impostor pairs any two utterances coming from different communities.
Triplet sampling. The property of STL previously described allows us to propose a novel, flexible sampling scheme that enables fine patterns, such as overlapping and nested groupings, to be learned. Full details are provided in Appendix A). 4 Proposed utterance encoder
Notation
Throughout this paper, the time t (as superscript) denotes the position of a given utterance in the conversation of length T , and the position i (as subscript) denotes the position of a token within a given utterance. For instance, u t 1 is the representation of the first token of U t , the t th utterance in the transcription. Upper and lower case is used for matrices and vectors, respectively. Vectors are distinguished from floats by using boldface.
Word encoder
As shown in the upper right corner of Fig. 5 , we obtain u t i by concatenating the pre-trained vector of the corresponding token with the discourse features of U t (role, position and dialogue act), and passing the resulting vector to a dense layer.
Utterance encoder
As shown in the center of Fig. 5 , we represent U t as a sequence of N d-dimensional token representations u t 1 , . . . , u t N . N is assumed (without loss of generality) to be constant at the corpus level. In addition, because there is a strong time dependence between utterances (see Fig. 2 ), we inform the model about the preceding and following utterances when encoding U t . To accomplish this, we use an approach inspired by the input-feeding method of (Luong et al., 2015) for Neural Machine Translation. In (Luong et al., 2015) , at each time step, the previous attentional vector is concatenated with the current input to make the model aware of past alignment decisions. In our encoderonly setting, we prepend (resp. append) to U t a context vector containing information about the previous (resp. next) utterances, finally obtaining
We then use a non-stacked bidirectional Recurrent Neural Network (RNN) with Gated Recurrent Units (GRU) to transform U t into a sequence of annotations H t ∈ R (N +2)×2d . In practice, the pre and post context vectors initialize the left-to-right and right-to-left RNNs with information about the utterances preceding and following U t . How we derive the pre and post context vectors is explained in subsection 4.4. Self-attention. The self-attention mechanism (Vaswani et al., 2017; Lin et al., 2017; Yang et al., 2016) , also called inner or intra attention, emerged in the literature following the success of attention in the sequence-to-sequence setting Luong et al., 2015) . While selfattention deals with a single source sequence (no decoder), the motivation is the same as with traditional attention: rather than considering the last annotation of the RNN encoder as a summary of the entire input sequence, which is prone to information loss, a new hidden representation is computed as a weighted sum of the annotations at all positions, where the weights are computed by a trainable mechanism that performs a comparison operation.
While in seq2seq, the comparison involves the transformed input and the current hidden state of the decoder, in the encoder-only setting, the annotations H t are passed through a dense layer and compared (dot product) with a trainable vector u γ , initialized randomly. Then, a probability distribution over the N tokens in U t is obtained via a softmax: γ tor for U t is finally computed as a weighted sum of its annotations, and is passed to a dense layer to obtain the final utterance embedding u t ∈ R d f :
u γ replaces the hidden state of the decoder in the traditional attention mechanism. It can be interpreted as a learned representation of the "ideal" word, on average. The more similar a token vector is to this representation, the more attention the model pays to the token.
Context encoder: level 1
We now explain how we derive the pre and post context vectors that we prepend and append to U t so as to inject contextual information into the encoding process. They are obtained by aggregating information from the C utterances preceding and following U t (respectively):
where C, the context size, is a hyperparameter. Since u t pre and u t post will become part of utterance U t which is a sequence of token vectors, and fed to the RNN, we need them to live in the same space as any other token vector. This forbids the use of any nonlinear or dimension-changing transformation in aggregate, such as convolutional or recurrent operations. Therefore, we use selfattention only. More precisely, we propose a twolevel hierarchical architecture that makes use of a different type of self-attention at each level (see left part of Fig. 5 ). The pre and post context encoders share the exact same architecture, so we only describe the pre-context encoder in what follows. Content-aware self-attention. At the first level, we apply the same attention mechanism to each utterance in U t−C , . . . , U t−1 . Let us consider U t−1 for instance. We have:
This mechanism is the same as in Eq. 8, except for two differences. First, we operate directly on the matrix of token vectors U t−1 rather than on RNN annotations. Second, there is an extra input that consists of the element-wise sum of the word vectors of U t . The latter modification is inspired by the coverage vector used in the seq2seq summarization model of (See et al., 2017) , which is the sum of the attentional distributions over all previous steps of the decoder. Its role is to decrease repetition in the final summary, by letting the attention mechanism know which information about the source document has already been captured, in the hope that the model will focus on other aspects of it. In our case, we hope that by letting the model know about the tokens in U t , it will be able to extract complementary (rather than redundant) information from the context of U t , and thus produce a richer embedding for it. Bi-directional information pathway. To recapitulate, we consider U t when computing u t pre and u t post , and then prepend/append these vectors to U t when encoding it. Therefore, in effect, information first flows from the current utterance to its context to guide context encoding, and then flows back to the current utterance to inform its encoding. Weight sharing. The same content-aware selfattention mechanism is applied to the entire context surrounding U t , that is, to all preceding and following utterances. We did experiment with separate pre/post mechanisms, without significant improvements. This makes sense, as there is no inherent difference between preceding and following utterances. Indeed, the latter become the former as we slide the window over the transcription from start to finish. In addition, sharing weights makes for a more parsimonious and faster model. One should note, however, that the pre and post context encoders still differ in terms of their timeaware attention mechanisms (at level 2). Dimensionality reduction. The content-aware attention mechanism transforms the sequence of utterance matrices U t−C , . . . , U t−1 ∈ R C×N ×d into a sequence of vectors u t−C , . . . , u t−1 ∈ R C×d . These vectors are then aggregated into a single pre-context vector u t pre ∈ R d as described next.
Context encoder: level 2
As can be inferred from Fig. 2 , there is a strong time dependence between utterances in conversational speech. That is, two utterances close to each other in time are much more likely to be related (e.g., question/answer, elaboration...) than any two randomly selected utterances. To enable our model to capture such a notion, we used the trainable universal time-decay attention mechanism of (Su et al., 2018) . Time-aware self-attention.
The mechanism combines three types of time-decay functions via weights w i . E.g., the attentional coefficient for u t−1 is computed as follows:
where [ * ] + =max( * , 0) (ReLu), d t−1 is the offset between the positions of U t−1 and U t , i.e., d t−1 = |t − (t − 1)| = 1, and the w i 's, a, b, e, k, D 0 , and l are scalar parameters learned during training. Each of the three terms models a different type of time dependence. The convex function assumes that its decreases very quickly, linear assumes a linear decline, and concave assumes a slow decay.
Note that the time-aware self-attention mechanism can be obtained by symmetry, and has different parameters. To sum up, across the utterance and the context encoders, our architecture makes use of three different attention mechanisms.
Community detection
Once a transcription has been processed by our model, all utterances live in a compact space. The assumption we make is that if training was successful, the Euclidean distance in that space captures community structure, so that a simple clustering algorithm such as k-means (MacQueen, 1967) is enough to perform community detection.
Since we need to detect overlapping communities however, we use a probabilistic version of k-means, the Fuzzy c-Means (FCM) algorithm (Bezdek et al., 1984) . FCM returns a probability distribution over all communities for each utterance. More details are provided in Appendix C.
Experiments

Dataset
The AMI corpus (McCowan et al., 2005) contains data for more than 100 meetings, in which participants play 4 roles within a design team whose type abstract action problem decision total  unique  1147  247  380  594  2368  disjoint  528  124  69  45  766  nested  96  106  200  437  839  overlapping  349  17  163  149  678  singleton  49  162  38  244  493   Table 1 : Statistics of abstractive communities task is to develop a prototype of TV remote control. Each meeting is associated with the annotations described in Section 1 and shown in Fig.  2 . The corpus contains 2368 unique abstractive communities, whose statistics are shown in Table  1 . We adopt the officially suggested scenario-only partition 3 , which provides 97, 20, and 20 meetings respectively for training, validation and testing. We do not apply any particular preprocessing except filtering out specific ASR tags, such as vocalsound.
Baselines
We evaluate our utterance encoder against multiple strong baselines, briefly presented next.
• LD (Lee and Dernoncourt, 2016). A sequential sentence encoder developed for dialogue act classification. The model only leverages a limited number of utterances in preceding context when classifying the current one. Sentence representations are combined with a particular aggregation layer through two-level architectures.
• HAN (Yang et al., 2016) . The Hierarchical Attention Network, developed for document classification, applies a self-attentive bidirectional RNN (with GRU units) to each sentence independently to get a sequence of sentence vectors. Then, the same encoder (with different parameters) is used to produce a document embedding from the sentence vectors.
• TF-IDF. A TF-IDF vector is used as the utterance embedding, compressed to a dimension of 21 with PCA (for reasons that will become clear in subsection 6.3), concatenated with the discourse features into a d-dimensional vector, and then compressed to a d f -dimensional vector with PCA.
• word2vec. Identical to the previous baseline, but using the average of the word2vec vectors of the utterance tokens as its embedding.
We also considered 4 variants of our model, to measure the respective impact on performance of its various components.
• Our Model (CE-S): we replace the time-aware self-attention mechanism of the context encoder with basic self-attention.
• Our Model (S-S): we replace both the contentaware and the time-aware self-attention mechanisms of the context encoder with basic selfattention.
• Our Model (0,0): our model, without using the contextual encoder.
• Our Model (3,0): our model, using only precontext, with a small window of 3, to enable fair comparison with the LD baseline.
Experimental setup
Word encoder. Discourse features consist of two one-hot vectors of dimensions 4 and 16, respectively for speaker role and dialogue act. The positional feature is a scalar in [0, 1], indicating the normalized position of the utterance in the transcription. We used the pre-trained vectors learned on the Google News corpus with word2vec by (Mikolov et al., 2013) , and randomly initialized out-of-vocabulary words (1645 out of 12412). Note that as a preprocessing step, we reduced the dimensionality of the pre-trained word vectors from 300 to 21 with PCA, in order to give equal importance to discourse and textual features. In the end, tokens are thus represented by a d = 42-dimensional vector.
Note that these token representations are used by our model and its variants, but also by the LD and HAN baselines, to be fair. Layer sizes. For our model, and the LD and HAN baselines, we set d f = 32 (output dimension of the final dense layer). LD. We set d1 = 3, d2 = 0, which is very close to (2, 0), the best configuration reported in the original paper. HAN. Again, for the sake of fairness, we give the HAN baseline access to contextual information, by feeding it the current utterance surrounded by the C b preceding and C b following utterances in the transcription, where C b denotes the best context size found in Subsection 7.1. Optimization. Note that the same settings were used for our model, its variants, and the baselines. We trained for 30 epochs with the Adam (Kingma and Ba, 2014) optimizer. The best epoch was selected as the one associated with the lowest validation loss. Batch size and dropout (Srivastava et al., 2014) were set to 16 and 0.5, respectively. Dropout was applied to the word embedding layer only. To account for the randomness of the procedure, we report average performance over 10 runs.
Tuple subsampling and resampling
When labeled tuples (pairs or triplets) are not provided, but must be constructed from the dataset, subsampling is critical for training a model within the siamese or triplet meta-architectures. For instance, in face verification (Chopra et al., 2005) , a virtually infinite number of impostor pairs can be constructed, while only a limited number of genuine pairs are available. Usually, one selects n ≥ 1 times more impostor pairs than genuine pairs, but n must not be too large to avoid large imbalance (Chopra et al., 2005; Neculoiu et al., 2016) . Subsampling is also a critical issue for triplets (Wang et al., 2014; Schroff et al., 2015; Amos et al., 2016) .
Following (Hoffer and Ailon, 2015; Liu et al., 2019) , at the beginning of each epoch, we sample one triplet from each pair of communities belonging to the same meeting, using the strategy explained in Subsection 3.5. We thus obtain 15594 training triplets. This intelligently maximizes data usage while preventing overfitting. We used the same approach for siamese. To allow for a fair comparison, 15594 genuine pairs and 15594 impostor pairs were sampled at the beginning of each epoch, since we consider that one triplet essentially equates one genuine pair and one impostor pair.
While we used resampling for training tuples, we used a single fixed validation set across epochs, which consisted in 2891 triplets/5782 pairs. Note that we do not need to sample any pair or triplet from the test set. On the test set, we just get a vector for each utterance by feeding them to the trained model G W .
Performance metrics
We evaluate performance at two levels. Metric learning. First, we test whether the distance in the final embedding space is meaningful. To do so, for a given query utterance, we rank all other utterances in decreasing order of similarity with the query. We then use precision, recall, and F1 score at k to evaluate the quality of the ranking. A detailed example is provided in Appendix D.
The same procedure is repeated for all utterances. To account for differences in community size, scores are first averaged at the communitylevel, and then at the meeting-level. Note that the distance is Euclidean for triplet and Manhattan for siamese (see subsections 3.2 and 3.3).
Singleton communities are excluded from the evaluation at this stage. We set k = 10, which is equal to the average number of non-singleton communities minus one (since the query utterance cannot be part of the results).
We also report results for k = v, that is, k is equal to the size of the community of the query utterance minus one. In that case, P ,R, and F 1 are all equal. Clustering. Second, we compare our community assignments to the human ground truth using the Omega-Index (Collins and Dent, 1988), a standard metric for comparing non-disjoint clustering, used in the ACD literature (Murray et al., 2012) . More details about the Omega-Index are provided in Appendix E.
Since FCM yields a probability distribution over communities for each utterance, we need to use a threshold to assign a given utterance to one or more communities. We selected 0.2 after trying multiple values in [0, 0.5] with steps of 0.05 on the validation set. Whenever one or more utterances are not assigned to any community, we merge them into a new community.
Also, since FCM does not return nested groupings, we merged the ground truth communities nested under the same community, in order to allow for a fair comparison.
Furthermore, we set the number of clusters |Q| to 11, which corresponds to the average number of ground truth communities per meeting (after merging). We also report results supposing that the number of communities is known for each test meeting (denoted in what follows as the |Q| = v case).
Results
Context size
The context size C is a hyperparameter. Intuitively, larger contexts bring richer information, allowing a better understanding of the current utterance, but they also increase the risk of considering completely unrelated utterances. Whether the precontext or the post-context is most important was also to be discovered. Therefore, we tried different values of C on the validation set, under two settings: (pre, post) = (C, 0), and (pre, post) = (C, C). Results are shown in Fig. 6 . We can observe that increasing C always brings improvement, with diminishing returns. Results also clearly show that considering the following utterances is useful. Therefore, we select (11, 11) as our best context sizes.
Comparison with baselines
Results are shown in Table 2 for the triplet (rows a-b-c) and siamese (rows h-i-j) frameworks.
Our Model (3,0) significantly outperforms LD (rows f and m) under both the siamese and triplet configuration. Also, Our Model and its variants using best context sizes perform better than HAN (rows g and n) everywhere, except for the P @k = v metric in the siamese configuration.
TF-IDF and word2vec (rows o and p) perform significantly worse than all EBM models, word2vec is better than TF-IDF, which is expected.
Also, all variants of our model using best context size (11,11) outperform the ones using reduced (3,0) or no (0,0) context, regardless of the configuration. This confirms the value added by our context encoder.
For the Triplet architecture (rows c, d, e), Our Model (CE-S) achieves best performance on all scores except the Omega Index when |Q| = 11. For the Siamese architecture (rows j, k, l), Our Model outperforms two variants in terms of all metrics employed. Overall, these results demonstrate that the models adopt content-aware selfattention mechanism at the place of α are consistently better throughout the different architectures.
Attention visualization
To understand how the three self-attention mechanisms work together, we visualize their behaviors with an example (see Appendix B). The example Table 2 : Results (omega index ×100). Averaged over 10 runs.
demonstrates their effectiveness in adaptively focusing on different information, so as to cooperatively produce a meaningful utterance representation. We also inspect in Fig. 7 the curve of normalized time-aware self-attention weights derived from the learned universal time-aware attention function. We also show the curves of the three components composing the univeral function (see Eq. 13). We can see the mechanism automatically learned properly decaying curves for fitting the dialogue context, showing the most recent utterances are more important than the least recent ones with respect to the current utterance at time t. However the curves for the pre and post contexts are not symmetric and decay in different manners, revealing some interesting perspectives on the time distribution of salient information in dialogues. We can indeed observe that only a few succeeding utterances (t + 1 → t + 5) seem to matter for understanding the current utterance, while for the pre-context, the importance decreases much more slowly as the distance increases. This suggests that even old utterances are still considerably helpful in understanding the current utterance.
Other discussions
Usage of discourse features. Discourse features are very helpful through our experiments. They are introduced into our model by concatenating at the word-level (see Section 4.2) instead of concatenating with the output of self-attention γ at the sentence-level. The decision is made based on empirical results, moreover this is also aligned with the nature of word being part of transcription, which has richer meaning than just the word itself, thus its representation should be enriched with discourse features. Simplified task. We also experimented on a much simpler task, where only the communities of type abstract were considered. This makes ACD much simpler, because the nested and overlapping cases are mainly associated with the other community types, as shown in Table 1 . For this simplified task, we have 1147 unique communities, 78.99% of which are disjoint. Our Model achieves 72.09 in terms of P @k = v and 55.67 in terms of Omega Index when |Q| = v. P, R, F 1@k = 15 are respectively equal to 55.07, 74.37, and 54.00, and the Omega Index is 54.30 when |Q| = 8.
In this paper, we adopt an energy-based approach to the Abstractive Community Detection (ACD) task. We propose a novel contextual utterance encoder that capitalizes on three types of selfattention mechanisms, and test it within the powerful siamese and triplet meta-architectures against strong baselines. Experimental results demonstrate that our encoder improves on the state-ofthe-art, and that energy-based modeling is wellsuited to ACD. Moreover, we introduce a general triplet sampling scheme that we show enables the triplet architecture to learn subtle clustering patterns, such as overlapping and nested communities. This has many applications outside of ACD. 
Supplementary Material
Appendices A Triplet sampling scheme
Recall that for a given triplet (pos, anc, neg) (positive, anchor, negative), the objective of training is to make the distance between pos and anc much smaller than the distance between anc and neg. We construct triplets by considering community pairs. For a meeting that includes N unique communities, we have N 2 unique pairs of them. A given pair of communities can either (1) be disjoint, i.e., not have any element in common (Fig. 8a) , (2) be nested in one another (top of Fig. 8b ), or (3) overlap. Our triplet sampling scheme needs to account for these three cases so that the learned embedding space encodes a meaningful distance that can recover such fine patterns. 
A.1 Disjoint case
As shown in Fig. 8a , let us consider two communities {a, b} and {c, d} that do not share any element. We can derive 8 triplets from these two communities:
As a result of passing these triplets to the network, the intra-community distances are reduced while the inter-community distances are enlarged. Note that (a, b, c) and (b, a, c) are considered different triplets, as they involve different sides of the same triangle.
To formalize, we denote the set of all 2-permutations of a set S by P ermu(S, 2) = {(i, j) : i, j ∈ S, i = j}, and the number of such permutations as P |S| 2 = (|S|)! (|S|−2)! , where | * | denotes cardinality. Note that when |S| = 1, (singleton community), we repeat the single element of S = {i}, thus P ermu(S, 2) = {(i, i)}. The Cartesian product of two sets S1 and S2 is denoted as Carte(S1, S2) = {(i, j) : i ∈ S1, j ∈ S2}, the universal set of all elements as Ω (union of all communities), and the empty set as ∅.
For any two disjoint communities, i.e., A ∩ B = ∅, the complete set of sampled triplets is:
{(pos, anc, neg) : (pos, anc) ∈ P ermu(A, 2), neg ∈ B} ∪{(pos, anc, neg) : (pos, anc) ∈ P ermu(B, 2), neg ∈ A}
The corresponding number of triplets is P |A| 2 × |B| + P |B| 2 × |A|.
A.2 Nested case
As shown in Fig. 8b , community {g, h} is nested in community {e, f, g, h}. We first create triplets by comparing the nested part {g, h} with {e, f, g, h} \ {g, h} = {e, f } like in the previous case, which ensures e.g, that
Additionally, an extra constraint should be added to the edges linking the two above parts, (such as d ge ), in order to guarantee, e.g., that g is closer to e than to any utterance from any other disjoint community (e.g., x or y). That is, we want d ge d ex . Therefore, we create the following extra triplets: (e, g, x), (g, e, x), (e, g, y), (g, e, y), (e, h, x), (h, e, x), (e, h, y), (h, e, y)
To formalize, for any two nested communities, e.g. A ⊂ B, the complete set of sampled triplets is: 
The corresponding number of triplets is P
A.3 Overlapping case
As shown in Fig. 8c , two communities may also overlap. E.g., {p, q, m, n} and {m, n, u, v} overlap upon {m, n}. We first consider this overlapping case as two nested cases: {m, n} nested in {p, q, m, n} and {m, n} nested in {m, n, u, v}. We thus sample triplets as explained in A.2. However, here, we also have the extra constraint that the overlap {m, n} be pulled in-between {p, q} and {u, v}, as shown by the dashed arrow in Fig. 8c . To capture this, we include these additional triplets:
To formalize, for any two overlapping communities A and B, i.e., A∩B = ∅, A = B, A ⊂ B, B ⊂ A, these additional triplets correspond to: The corresponding total number of triplets is :
A.4 Visualization
Our triplet sampling scheme is effective if it can make the triplet architecture learn an embedding space in which distances capture basic community structure (disjoint case) and the two more subtle nested and overlapping cases. In order to test its effectiveness, we inspect what happens for the IS1001c meeting, which includes 12 abstractive communities and 48 unique utterances. 23612 triplets can be sampled with our approach. We trained our model on this set of triplets for 5 epochs. The utterance embeddings projected onto the first two PCA dimensions are shown in Fig. 9 , in which the utterances belonging to the same ground truth community are encircled by an ellipse. We can observe that utterances are placed at the right places as desired, such as:
• overall, utterances belonging to the same community are close to each other (small intra-community distances), and disjoint communities are far from each other (large inter-community distances).
• In the upper right corner of Fig. 9 , the nested part and the community in which that part is nested are well separated, but they are closer to each other than to any other disjoint community.
• In the center of Fig. 9 , the overlap has successfully been pulled in-between the two overlapping communities.
This provides evidence that, with well-designed triplets, it is possible to learn a space encoding very fine clustering patterns with the triplet network. To the best of our knowledge, this is novel and has never been proven by prior literature. Moreover, our proposed triplet sampling scheme is general and can thus be applied to any task where a rich metric needs to be learned to encode subtle grouping information. The embedding space can also be interactively explored. We provide the following link to Embedding Projector, corresponding to a more complicated example with more elements and communities (the ES2016b meeting) learned in the same way as in the previous example. 
B Attention visualization
The aim of this section is to show, with an example, what the three self-attention mechanisms pay attention to while encoding the current utterance U t . Fig. 10 shows the attention distributions over U t (highlighted by the black frame), and over its pre context {U t−1 , . . . , U t−11 } and post context {U t+1 , . . . , U t+11 } utterances. We use three colors that are consistent with the ones used in Fig. 5 to denote the three different attention mechanisms: green for content-aware (α), blue for time-aware (β), and red for basic self-attention (γ). Remember that α and β are both in the context encoder, while γ is in the utterance encoder. Color shades indicate attention intensity (the darker, the stronger). 
