Abstract-The existing distributed algorithms for Network Utility Maximization (NUM) problems mostly rely on dual decomposition and first-order (gradient or subgradient) methods, which suffer from slow rate of convergence. Recent works [17] and [18] proposed an alternative distributed Newton-type second-order algorithm for solving NUM problems with selfconcordant utility functions. This algorithm is implemented in the primal space and involves for each primal iteration computing the dual variables using a finitely terminated iterative scheme obtained through novel matrix splitting techniques. These works presented a convergence rate analysis for the primal iterations and showed that if the error level in the Newton direction (resulting from finite termination of dual iterations) is below a certain threshold, then the algorithm achieves local quadratic convergence rate to an error neighborhood of the optimal solution. This paper builds on these works and presents a convergence rate analysis for the dual iterations that enables us to explicitly compute at each primal iteration the number of dual steps that can satisfy the error level. This yields for the first time a fully distributed second order method for NUM problems with local quadratic convergence guarantee. Simulation results demonstrate significant convergence rate improvement of our algorithm, even when only one dual update is implemented per primal iteration, relative to the existing first-order methods based on dual decomposition.
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I. INTRODUCTION
There has been much recent interest in developing distributed algorithms for solving convex optimization problems over networks. This is mainly motivated by resource allocation problems that arise in large-scale communication networks. This paper focuses on building a fully distributed fast converging algorithm for the rate allocation problem in wireline networks, also referred to as the Network Utility Maximization (NUM) problem in the literature (see [1] , [3] , [9] , [10] , [20] , [15] ). NUM problems are characterized by a fixed set of sources with predetermined routes over a network topology. Each source in the network has a local utility, which is a function of the rate at which it transmits information over the network. The objective is to determine the source rates such that collectively the sum of the utilities is maximized, without violating link capacity constraints. The standard approach for solving NUM problems in a distributed way relies on using dual decomposition and firstorder (subgradient) methods, which through a dual price exchange mechanism enables each source to determine its transmission rate using only locally available information ( [8] , [10] , [12] ). However, the drawback of these methods is their slow rate of convergence.
In this paper, we study distributed second-order methods for solving NUM problems. Our development builds on [17] and [18] , which proposed a Newton-type primal algorithm for solving NUM problems in a distributed manner. Computation of dual variables at each primal iteration is achieved using a distributed method constructed using novel matrix splitting techniques. This involves an iterative scheme, which needs to be truncated for practical implementation, leading to an error in the computation of the primal Newton direction. The works [17] and [18] assume an error level on the Newton direction and establish quadratic local convergence to a neighborhood of the optimal solution (under some assumptions on the error level). This paper provides a novel convergence rate analysis for the dual iterative scheme that yields an explicit bound on the number of dual iterations to be executed in order to satisfy the given error level. Our bounds are primal-dependent, i.e., they are a function of the current primal iterate. We also relate our bounds and the information exchange involved in dual iterations to the properties of the dual-graph defined through the given network and sources.
Our results enable us to compute the primal Newton direction and the dual variables using decentralized algorithms that involve limited scalar information exchange between sources and links, comparable to that of first-order methods. This yields for the first time a fully distributed second order method for the NUM problems with local quadratic convergence guarantee.
Other than the papers cited above, our paper is related to [6] and [21] . In [6] , the authors developed a distributed Newton method to solve an equality constrained network optimization problem and showed that this method achieves local superlinear convergence rate under Lipschitz assumptions. [21] studied this algorithm under a uniform bound on the number of dual iterations. The NUM formulation involves an inequality-constrained problem, which is turned into an equality-constrained problem using barrier functions. Hence a Lipschitz-based analysis is not applicable. Instead we use a primal convergence analysis based on properties of selfconcordant functions and develop a dual convergence analysis based on the spectral properties of the matrices involved in the splitting scheme.
The rest of the paper is organized as follows: Section II defines the problem formulation and related transformations. Section III presents the exact constrained Newton method for this problem. Section IV presents a distributed method for computing the dual variables and the inexact primal Newton direction. Section V presents simulation results to demonstrate convergence speed improvement of our algorithm relative to the existing methods. Section VI contains our concluding remarks. Due to space constraints, some of the technical details in this paper are omitted. We refer the reader to [19] for the missing details. Basic Notation and Notions:
We write I(n) to denote the identity matrix of dimension n × n. A real-valued convex function g : X → R, where X is a subset of R, is self-concordant if |g (x)| ≤ 2g (x) 3 2 for all x in its domain. 1 For real-valued functions in R n , a convex function g : X → R, where X is a subset of R n , is selfconcordant if it is self-concordant along every direction in its domain. Operations that preserve self-concordance property include summing, scaling by a factor α ≥ 1, and composition with affine transformation (see [2] Chapter 9 for more details).
II. NETWORK UTILITY MAXIMIZATION PROBLEM
We consider a network represented by a set L = {1, ..., L} of (directed) links of finite nonzero capacity given by c = [c l ] l∈L and a set S = {1, ..., S} of sources, each of which transmits information along a predetermined route. 2 For each link l, let S(l) denote the set of sources using it. For each source i, let L(i) denote the set of links it uses. Let the nonnegative source rate vector be denoted by s = [s i ] i∈S . Let matrix R be the routing matrix of dimension L × S, given by R ij = 1 if link i is on the route of source j, 0 otherwise.
For each i, we use U i : R + → R to denote the utility function of source i. The Network Utility Maximization (NUM) problem involves choosing the source rates to maximize a global system function given by the sum of all utility functions and can be formulated as
subject to Rs ≤ c, s ≥ 0.
We adopt the following assumptions on the utility function.
1 Self-concordant functions are defined through the following more general definition: a real-valued convex function g : X → R, where X is a subset of R, is self-concordant, if there exists a constant a > 0, such that |g (x)| ≤ 2a
3 2 for all x in its domain [13] , [7] . Here we focus on the case a = 1 for notational simplification in the analysis. 2 We assume that each source flow traverses at least one link and each link is used by at least one source.
Assumption 1: The utility functions U i : R + → R are continuous, strictly concave, monotonically nondecreasing on R + and twice continuously differentiable on the set of positive real numbers. The functions −U i : R + → R are self-concordant on the set of positive real numbers. The self-concordance assumption is satisfied by most utility functions considered in the literature, linear, quadratic and α-fair utility functions with α = 1 for instance [11] , and is adopted here to allow a self-concordant analysis in establishing local quadratic convergence.
We reformulate the problem into one with only equality constraints by introducing nonnegative slack variables [y l ] l∈L , such that S j=1 R lj s j + y l = c l for l = 1, 2 . . . L, and using logarithmic barrier functions for the nonnegativity constraints. The new decision vector is x = ([s i ] i∈S , [y l ] l∈L ) and problem (2) can be rewritten as
subject to Ax = c, where µ is a positive coefficient for the barrier functions and
Throughout the paper, we assume that µ ≥ 1, which guarantees that f (x) is self-concordant. This is without loss of generality since it was shown in [18] that, under selfconcordance assumptions, the problem with a general µ ≥ 0 can be addressed by solving two instances of problem (3) with different coefficients µ ≥ 1.
III. EXACT NEWTON METHOD
We solve problem (3) using a (feasible start) equalityconstrained Newton method (see [2] Chapter 10), which serves as a starting point in the development of a distributed algorithm. In our iterative method, we use x k to denote the primal vector at the k th iteration.
A. Feasible Initialization
To initialize the algorithm, we start with some feasible and strictly positive vector x 0 > 0. For example, one possible initialization is given by
B. Iterative Update Rule
We denote
Given an initial feasible vector x
Notice that by Assumption 1 and the properties of logarithmic functions, the objective function f (x) is separable, strictly convex, twice continuously differentiable, and has a positive definite diagonal Hessian matrix on the positive
> 0 for all k. Direct computation of w k cannot be implemented in a decentralized manner, due to the fact that the evaluation of the matrix inverse (AH
requires global information. In the next section, we present an algorithm that can compute the dual vector w k in a distributed manner over the network.
IV. DISTRIBUTED NEWTON METHOD
This section describes the distributed Newton method. Our development will be based on [17] and [18] , which introduced a distributed iterative scheme to compute the dual vector and a distributed method to determine an inexact primal Newton direction (given a dual vector) that maintains primal feasibility. Section IV-A summarizes this method and presents bounds on the error level in the computation of the inexact Newton direction. Section IV-B provides a convergence rate analysis for the computation of the dual vector and presents estimates on the number of iterations that can guarantee a given error level in the Newton direction. Section IV-C shows that these schemes can be computed using distributed and scalar information exchange comparable to that of first-order methods.
A. Distributed Computation of Iterates
The computation of the dual vector w k at a given primal solution x k requires solving a linear system of equations [cf. Eq. (5)]. The dual variables can be computed using a distributed iterative scheme relying on novel ideas from matrix splitting (see [4] for a comprehensive review). We let D k be a diagonal matrix with diagonal entries
Furthermore, we define a diagonal matrixD k = D k +B k , which is used as a scaling matrix in the dual iterations. The dual iterations are given by
with initialization w
. It was shown in [17] that the matrixD −1 (B k − B k ) has subunit spectral radius and the sequence {w k (t)} t converges to w k as t → ∞. The distributed Newton method uses the same initialization as presented in Section III-A, however, it computes the primal Newton direction in two stages to maintain feasibility. In the first stage, the first S components of ∆x k are computed via Eq. (4) using the dual vector obtained from iteration (6) . Then in the second stage, the last L components of ∆x k , corresponding to the slack variables, are solved explicitly by the links to guarantee the condition A∆x k = 0 is satisfied. The feasibility correction is given by
Starting from an initial feasible vector x 0 , the distributed Newton algorithm generates the primal vectors x k as follows:
where
Similarly, the inexact Newton decrementλ(x k ) is given bỹ
Note that both λ(x k ) andλ(x k ) are nonnegative and well defined because the matrix ∇ 2 f (x k ) is positive definite. The stepsize choice is based onλ(x k ), which can be computed in a distributed way using the method in [17] . Once the inexact Newton decrement is computed, the stepsize is given by,
where b is some positive scalar that satisfies 5 6 < b < 1. There are two sources of inexactness in this algorithm: finite precision achieved in the computation of the dual vector due to truncation of the iterative scheme (6); two-stage computation of an approximate primal direction to maintain feasibility. The following assumption presents bounds on the resulting error level.
Assumption 2: Let γ k denote the error in the primal Newton direction, i.e., ∆x
k + for some positive scalars p < 1 and .
Note that both the primal Newton direction can be computed with arbitrary precision (since the errors arise due to finite truncation of the dual iteration (6)). Hence, the error γ k can be sufficiently small, thus satisfying the preceding assumptions for any value of the scalars p, and . Results from [18] show that if the error level in Assumption 2 is satisfied, then the inexact Newton algorithm is well-defined and the generated objective function value converges with quadratic rate to an error neighborhood of the optimal value, where the size of the neighborhood can be explicitly characterized by the parameters of the algorithm. In the following two sections, we develop a distributed computation procedure to guarantee conditions in Assumption 2 is met.
B. Finite Termination for Dual Iteration
In this section, we derive a bound on the number of dual iterations given by (6) so that the Newton direction generated by our algorithm satisfies Assumption 2 for a given p and . For notational convenience, we denote β
for source i,
for link l and
Our analysis uses thē D k -induced norm of matrices and interested readers can see [19] for more details. 
The inexact Newton direction obtained using w k satisfies Assumption 2.
C. Distributed Computation of the Dual Variables
We next rewrite iteration (6) , and then analyze the information exchange required among sources and links in the network both to implement the iteration and to calculate the number of iterations as obtained in the previous section. Based on the information exchange structure, we develop a fully distributed procedure to compute the dual variables.
We introduce some notations in order to express the dual iteration concisely for this section. We suppress k such that w k (t) = w(t) and define the price of the route for source i, π i (t), as π i (t) = l∈L(i) w l (t); and the weighted price of the route for source i, as
The following result from [17] enables us to develop a distributed implementation.
Lemma 4.2:
For each primal iteration k, the dual iteration (6) can be written as
where Π i (0) is the weighted price of the route for source i when w(0) = [1, 1 . . . , 1] . We rewrite some terms in Theorem 4.1 using local information to analyze the structure of information exchange. By using the definition of matricesD k and A, we have (
We next analyze the information exchange required among sources and links to implement (13) and compute the number N k as given in Theorem 4.1. We first observe the local information available to sources and links. Each source i knows
. Each link l also needs to compute the terms:
ii |L(i)|, i∈S(l) Π i (0), and i∈S(l) Π i (t). The first three terms can be computed by link l if each source sends its local information to the links along its route once in primal iteration k. The fourth term can be computed by link l again once for every k if the route price π i (0) are fed back by the destination to source i, which then sends the weighted price Π i (0) to the links along its route. The last term can be computed with a similar feedback mechanism for N k times in primal iteration k. In addition to these terms, the sources and links need to calculate the following minima and maxima once per primal iteration:
The objective function values of all of the above minimizations/maximizations are locally known to each links and/or sources, therefore we can use maximum consensus to obtain the minima/maxima in a distributed way. 3 The preceding information exchange suggests the following fully distributed procedure to compute dual variables (at each primal iteration k) among the sources and the links: Initialization. 1.a Each source i computes β k i and sends its local informa- 
along its route, l ∈ L(i).
1.d Sources and links compute the values for
k ψ k ) l | using maximum consensus algorithm. Then the number of dual iterations N k is determined by (12) 
2.a The link prices w l (t) are updated using (13) and aggregated along route i to compute π(t) at the destination. This information is sent back to source i. 2.b Each source computes the weighted price Π i (t) and sends it to the links along its route, l ∈ L(i). The result from the above distributed computation procedure is guaranteed to satisfy Assumption 2. In the remaining part of this section, we introduce the notion of a dual graph and relate the information exchange structure in the dual iterations to the topology of the dual graph.
Definition 1: Consider a network G = {L, S}, represented by a set L = {1, ..., L} of (directed) links, and a set S = {1, ..., S} of sources. The links form a strongly connected graph, and each source sends information along a predetermined route. The weighted dual (routing) graphG = {Ñ ,L}, whereÑ is the set of nodes, andL is the set of (directed) links defined by:Ñ = L; a link is present between node L i to L j inG if and only if there is some common flow between L i and L j in G. The weightW ij on the link from node
ss . One example of a network and its dual graph are presented in Figure 1 . The out-degree of node i in the dual graph can be viewed as a measure of centrality of a link in the original network since the neighbors in the dual graph represent links that share flows in the original network. The matrix The spectral radius of the matrix M k is subunit, which implies that information from nodes closer in the dual graph is more important than information from nodes far away. The relative importance is determined by the spectral radius of the matrix M k .
V. SIMULATION RESULTS
Our simulation results demonstrate that the distributed Newton method with locally computed dual iteration steps N k , significantly outperforms the gradient descent method in terms of primal iterations required to converge. Due to the conservative bounds on the number of dual iterations, our algorithm effectively recovers the true Newton method in practice. Recognizing that our algorithm recovers the Newton method at the cost of many dual updates, we also implement a truncated version of algorithm in the style of [21] , with exactly 1 dual update per primal iteration. Our results also show that the truncated version of our algorithm yields an effective approximate method.
The key characteristics of our algorithm are demonstrated in Figure 2 . This representative sample trial was generated randomly with 10 links and 7 sources and assuming that the probability a source uses a particular edge is a Bernoulli random variable. Figure 2 (top right) demonstrates that our algorithm, and its truncated counterpart (denoted Newton-1) remain feasible for the duration of the algorithm as guaranteed by the feasibility correction in (7) . Figure 2 (bottom left) shows the Newton decrement of our algorithm exhibits quadratic convergence. It is clear the optimal dual is computed to machine precision. Therefore our approximate Newton algorithm, under conservative bound on the number of dual iterations (12) , effectively achieves the true Newton algorithm. As shown in Figure 2 (bottom right), with the truncated method, the dual variable eventually converges to the true dual variable, after which the truncated algorithm also achieves quadratic convergence.
A more complete characterization of the convergence rate of our algorithm is shown in Figure 3 . The markers denote the iterations required to converge for individual trials and the large markers denote the mean. The data clearly shows our inexact Newton algorithm converges in order 10 primal iterations which is consistent with the true Newtons method. The truncated version of our algorithm performs remarkably well requiring only marginally more iterations than the basic version. Both Newton based algorithms scale well with increasing problem dimension and outperform the gradient descent algorithm by several orders of magnitude in all cases.
VI. CONCLUSIONS
This paper continues to develop the distributed Newtontype family of second order algorithms for network utility maximization problem. In particular, the paper contains a novel convergence rate analysis for dual iterations that enable computation of the number of dual steps using local information, such that the error bounds sufficient for superlinear convergence to an error neighborhood around the optimal solution can be guaranteed. Simulations show that our bounds are conservative and computing the dual vector using the number of iterations suggested by our bounds essentially recovers the exact Newton direction at each step. Furthermore simulations show that an effective approximate version of this algorithm can be achieved by truncating the number of dual iterations to 1. Possible future work includes extending our convergence analysis to a "uniformly" truncated dual iterations (i.e., independent of primal iteration), analyzing asynchronous update schemes, and more broadly developing distributed second-order methods for other network resource allocation problems.
