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In this paper a general analysis of duality for an extended ε-variational inequality problem
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Lagrangian. Gap functions for these problems are proposed. An existence theorem for the
extended ε-variational inequality is also established by means of the KKM lemma.
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1. Introduction
Duality plays a crucial role in the theory of optimization as dual problem sometimes has a simpler structure than the
primal problem. Existence of an optimal solution of dual provides a certiﬁcate of optimality for primal. When the solution
set of primal problem is empty whereas that of dual is not empty it is more relevant to apply numerical methods to the dual
problem to obtain information regarding the optimal value of the primal. The powerful duality results in linear programming
and complementarity problems sparked of a great deal of interest in the duality theory for variational inequality problems.
Duality for an extended variational inequality problem was ﬁrst investigated by Mosco [1], wherein the notion of Fenchel
transform of the convex function was employed. Invariably, a convexity assumption was required in the study as the ap-
proach was based on conjugate duality. Given an injective map A from Hausdorff topological vector space X to its dual X∗
and a proper convex lower semicontinuous f : X → R¯ , the problem considered by Mosco [1] is to ﬁnd x0 ∈ X such that
(VI)
〈
A
(
x0
)
, x− x0〉 f (x0)− f (x) for all x ∈ X .
A dual was formulated in terms of the inverse A−1 of A and the Fenchel conjugate f ∗ of f , and the duality was established
using the notion of subdifferentials. Motivated by this work, several researchers have intensively studied the various aspects
of duality in variational inequalities, see [2–6] and the references cited therein. In particular, Chen, Goh and Yang [3] not only
provided an alternate proof for the duality result established by Mosco [1] they also employed the duality to describe gap
functions for the primal and dual variational inequality problems. They related the problems with the help of dual Fenchel
optimization problems. It was also pointed out by Chen, Goh and Yang [3] that to understand the duality of variational
inequality problems in its full generality, it is more expedient to study the extended variational inequality problems.
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C.S. Lalitha, G. Bhatia / J. Math. Anal. Appl. 356 (2009) 168–178 169The notion of ε-variational inequalities was ﬁrst introduced by Henkel and Tammer [7]. They observed that the nec-
essary conditions for approximately eﬃcient elements of vector optimization problems in a linear topological space could
be viewed as vector valued ε-variational inequalities. The knowledge of the solution sets of the ε-variational inequality
problems plays a crucial role in the study of well-posedness and stability of variational inequalities.
In many practical applications, the functions involved may not always be convex and hence it is imperative to derive
duality results for the variational inequality problems in the absence of Jofré, Luc and Théra [8] introduced a new class of
non-convex functions namely ε-convex functions. Ngai, Luc and Théra [9] carried forward the study ε-convex functions by
introducing two new notions associated with this class namely that of ε-conjugate functions and ε-subdifferentials.
Saddle point of the Lagrangian ensures the existence of solution of a variational inequality and its dual. Mastroeni [10]
showed that the saddle point conditions of suitable functions provide necessary and suﬃcient conditions for the existence
of solutions of variational inequality problem and an associated problem. Recently, Li and Huang [11] derived a saddle point
suﬃcient condition using the generalized gap functions. Hearn [12] discussed the gap function of a convex optimization
problem and interpreted “gap” as the difference between the cost function and the maximum of its Wolfe dual. The concept
of gap function for variational inequalities was initiated by Auslender [13]. Since then several researchers have developed
gap functions for various variational inequality problems, see [3,5,14] and references cited therein.
The main motive of our study is to discuss the duality aspects of an extended ε-variational inequality problem. The
extended ε-variational inequality problem, considered in this paper, is a generalization of the problem (VI) in a ﬁnite
dimensional setting. A set-valued injective map T replaces the map A, thus when ε = 0 and T is a single-valued map our
problem reduces to (VI) in ﬁnite dimensional space. Moreover we use the relaxed notion of convexity, that is ε-convexity,
which appears to be more appropriate in the study of ε-variational inequality problems. Employing this notion along with
ε-conjugacy enables us to prove the duality results for ε-variational inequality in a lucid manner and at the same time
relax the notion of convexity and conjugacy usually associated with study of duality in extended variational inequality. We
ﬁrst justify the formulation of the dual and then establish duality results for the extended ε-variational inequality problem
involving an ε-convex function f using the notion of ε-conjugacy. A solution x0 of an extended ε-variational inequality
problem is ﬁrst characterized in terms of the solution of a parametric optimization problem and the nonemptiness of the
intersection of the negative image of the set-valued map T , involved in the ε-variational inequality problem and the ε-
subdifferential of f at x0. The nonemptiness is characterized dually using the inverse of the map T and the subdifferential
of the ε-conjugate of f . This construction, motivated by the work of Bigi, Castellani and Kassay [15], helps to provide a dual
in a natural way and also extends the duality results of Mosco [1] and Chen, Goh and Yang [3]. A Lagrangian is proposed
and saddle point of the Lagrangian is related with the solutions of the ε-variational inequality problem and its dual. Gap
functions are proposed for the two problems and the value of the gap functions at the solution point is also characterized
in terms of the ε-subdifferential of f and the subdifferential of the ε-conjugate of f . In the end an existence theorem
specifying the conditions required to guarantee a solution of the extended variational inequality problem is given. Duality
results ensure the existence of a solution of the dual extended variational inequality problem under appropriate conditions.
A numerical example is also given to illustrate the results of this paper.
The paper is organized as follows. Section 2 deals with the notions of ε-convexity, ε-conjugacy and ε-subdifferentiability.
In Section 3 duality results are established for an extended ε-variational inequality problem and its dual. Saddle points of
an associated Lagrangian are characterized in terms of solutions of the two variational inequality problems. In Section 4 gap
functions are introduced for both the problems and certain characterizations are obtained for optimality in terms of gap
functions and subdifferentials. In the last section an existence theorem for the ε-variational inequality problem is derived
by employing the KKM lemma.
2. ε-Convex functions
The purpose of the present section is to deﬁne and discuss the notions of ε-convexity and ε-conjugacy, introduced by
Jofré, Luc and Théra [8], which shall serve as the principle tools of our study.
Deﬁnition 2.1. A function f : Rn → R¯ = R ∪ {+∞} is said to be ε-convex with ε  0 if for every x, y ∈ Rn and λ ∈ [0,1]
f
(
λx+ (1− λ)y) λ f (x) + (1− λ) f (y) + ελ(1− λ)‖x− y‖.
Remark 2.1. Every convex function is ε-convex for each ε  0. However an ε-convex function need not be convex. The
function f (x) = −|x|, is an ε-convex function with ε = 2 but is not convex.
Refer to Jofré, Luc and Théra [8] for further properties of ε-convexity and relation between ε-convexity and ε-monotoni-
city.
We now recall the notions of ε-conjugate functions and ε-subdifferentials introduced by Ngai, Luc and Théra [9].
Deﬁnition 2.2. Let f : Rn → R¯ be an ε-convex function with ε  0 and x0 ∈ Rn be ﬁxed. An ε-conjugate function of f at x0
is deﬁned as
f ∗x0 (ε,u) = sup
x∈Rn
{〈u, x〉 − f (x) − ε∥∥x− x0∥∥}
for every u ∈ Rn .
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f ∗x0 (0,u) = f ∗(u)
where f ∗(u) = supx∈Rn {〈u, x〉 − f (x)}, is the Fenchel conjugate of f at u.
It is obvious that f ∗
x0
(ε, .) is a convex function and its Fenchel Legendre conjugate denoted by f ∗∗
x0
(ε, .) is given as
f ∗∗x0 (ε, x) = sup
u∈Rn
{〈u, x〉 − f ∗x0 (ε,u)
}
.
Clearly for every x,u ∈ Rn the following generalized Young’s inequality holds
f (x) + f ∗x0 (ε,u) − 〈u, x〉 + ε
∥∥x− x0∥∥ 0. (2.1)
As an illustration the ε-conjugate function of an aﬃne function f (x) = ax− b, a ∈ R , b ∈ R is given as
f ∗x0 (ε,u) =
⎧⎪⎪⎨
⎪⎪⎩
b + εx0 if u − a = ε,
b − εx0 if u − a = −ε,
(u − a)x0 + b if −ε < u − a < ε,
+∞ otherwise.
When ε = 0,
f ∗x0 (ε,u) =
{
b if u = a,
+∞ otherwise
which coincides with f ∗(u).
Deﬁnition 2.3. (See [9].) Let f : Rn → R¯ be an ε-convex function with ε  0. An ε-subdifferential of f at x0 ∈ dom f =
{x ∈ Rn: f (x) < +∞} is deﬁned as
∂ε f
(
x0
)= {x∗ ∈ Rn: f (x) − f (x0) 〈x∗, x− x0〉− ε∥∥x− x0∥∥, ∀x ∈ Rn}.
It may be observed that when ε = 0,
∂ε f
(
x0
)= ∂ f (x0)
where ∂ f (x0) = {x∗ ∈ Rn: f (x) − f (x0) 〈x∗, x− x0〉, ∀x ∈ Rn} is the subdifferential of f at x0.
For the aﬃne function considered above ∂ε f (x0) = [a − ε,a + ε] which reduces to the set {a} when ε = 0, which is the
subdifferential of f at x0.
Many interesting properties of ε-conjugate functions and ε-subdifferentials are established by Ngai, Luc and Théra [9].
We require the following results in the sequel.
Lemma 2.1. (See [9, Proposition 2.1(iv)].) If f is a proper lower semicontinuous ε-convex function, then x∗ ∈ ∂ε f (x0) if and only if
f (x0) + f ∗
x0
(ε, x∗) = 〈x∗, x0〉.
Lemma 2.2. (See [9, Theorem 2.3].) If f is a proper lower semicontinuous ε-convex function, then for all x, x0 ∈ Rn,∣∣ f (x) − f ∗∗x0 (ε, x)
∣∣ ε∥∥x− x0∥∥.
Corollary 2.1. If f is a proper lower semicontinuous ε-convex function and x0 ∈ Rn, then
f
(
x0
)= f ∗∗x0 (ε, x0).
Corollary 2.2. If f is a proper lower semicontinuous ε-convex function and for x∗ ∈ dom f ∗
x0
(ε, .)
∂ f ∗x0 (ε, x
∗) = {x ∈ Rn: f ∗x0 (ε, y∗) − f ∗x0 (ε, x∗) 〈x, y∗ − x∗〉, ∀y∗ ∈ Rn
}
then x0 ∈ ∂ f ∗
x0
(ε, x∗) if and only if f (x0) + f ∗
x0
(ε, x∗) = 〈x0, x∗〉.
Proof. If x0 ∈ ∂ f ∗
x0
(ε, x∗) then for every y∗ ∈ Rn we have
f ∗x0 (ε, y
∗) − f ∗x0 (ε, x∗) 〈x0, y∗ − x∗〉,
that is for every y∗ ∈ Rn we have〈
x0, x∗
〉− f ∗0 (ε, x∗) 〈x0, y∗〉− f ∗0 (ε, y∗),x x
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x0, x∗
〉− f ∗x0 (ε, x∗) = f ∗∗x0 (ε, x0).
Since f (x0) = f ∗∗
x0
(ε, x0) we have f (x0) + f ∗
x0
(ε, x∗) = 〈x0, x∗〉. The converse implication follows by retracing the steps back-
wards. 
Corollary 2.3. If f is a proper lower semicontinuous ε-convex function then the following are equivalent:
(a) x∗ ∈ ∂ε f (x0);
(b) x0 ∈ ∂ f ∗
x0
(ε, x∗);
(c) f (x0) + f ∗
x0
(ε, x∗) = 〈x∗, x0〉.
3. Duality and saddle point criteria
In this section, we ﬁrst introduce an extended ε-variational inequality problem and formulate its dual using the notion
of ε-conjugacy.
Given a set-valued map T : Rn ⇒ Rn and an extended real-valued proper ε-convex function f : Rn → R¯ . An extended
ε-variational inequality problem is to ﬁnd x0 ∈ Rn and t0 ∈ T (x0) such that
(EVIP)ε 〈t0, x− x0〉 f (x0) − f (x) − ε‖x− x0‖
for every x ∈ Rn . Clearly x0 ∈ dom f if x0 solves (EVIP)ε .
In the following theorem we relate the solution x0 of (EVIP)ε with the optimal solution of a parametric optimization
problem and to the ε-subdifferential of f at x0.
Theorem 3.1. The following statements are equivalent:
(a) x0 is a solution of (EVIP)ε with t0 ∈ T (x0);
(b) x0 is a solution of the following parametric optimization problem
(P(x0, t0))ε Minimize 〈t0, x− x0〉 + f (x) + ε‖x− x0‖ where t0 ∈ T (x0);
(c) −T (x0) ∩ ∂ε f (x0) = φ .
Proof. (a) ⇔ (b). We observe that x0 ∈ Rn is a solution of (EVIP)ε if and only if there exists t0 ∈ T (x0) such that for every
x ∈ Rn ,〈
t0, x− x0〉+ f (x) + ε∥∥x− x0∥∥ f (x0)
that is x0 is a solution of (P(x0, t0))ε where t0 ∈ T (x0).
(b) ⇔ (c). The fact that x0 is a solution of (P(x0, t0))ε for t0 ∈ T (x0), is equivalent to
0 ∈ ∂(g + h)(x0)
where g(x) = 〈t0, x− x0〉 and h(x) = f (x) + ε‖x− x0‖. Since g is a differentiable function the above condition implies that
0 ∈ ∂ g(x0)+ ∂h(x0).
Now ∂ g(x0) = {t0}, and ∂h(x0) = ∂ε f (x0) and hence
−t0 ∈ ∂ε f (x0). 
Condition (c) of the above theorem permits us to formulate (EVIP)ε in the following equivalent form:
Find x0 ∈ Rn such that there exists t0 ∈ Rn with
(p1) t0 ∈ T (x0);
(p2) −t0 ∈ ∂ε f (x0).
Our next aim is to derive a dual formulation of (EVIP)ε in relation with the above equivalent form. In this context we
ﬁrst recall (see Lee et al. [4]) that a set-valued map T : Rn⇒ Rn is injective if for any x1 = x2, we have T (x1)∩ T (x2) = φ. For
an injective map T the inverse map T−1: Range T → Rn is such that x ∈ T−1(u) if and only if u ∈ T (x). It can be observed
that if a set-valued map T : Rn ⇒ Rn is injective then T−1 is single-valued. The adjoint map T ′ : −Range T → Rn of T is
deﬁned as
T ′(u) = −T−1(−u), for u ∈ −Range T = Domain T ′. (3.1)
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t0 ∈ T (x0) ⇔ x0 = T−1(t0) ⇔ −x0 = T ′(−t0). (3.2)
Using (3.2) and Corollary 2.3 we formulate the dual form of (EVIP)ε in relation to conditions (p1) and (p2) as follows:
Find t0 ∈ Rn such that there exists x0 ∈ Rn with
(d1) −x0 = T ′(−t0);
(d2) x0 ∈ ∂ f ∗
x0
(ε,−t0).
The above two conditions are equivalent to the fact that
0 ∈ T ′(u0)+ ∂ f ∗x0
(
ε,u0
)
where u0 = −t0. The above condition amounts to the optimality conditions of the parametric optimization problem
(D(x0,u0))ε Minimize 〈T ′(u0),u − u0〉 + f ∗x0 (ε,u).
Hence we formally introduce the dual to the given extended ε-variational inequality problem (EVIP)ε in terms of the
adjoint function and the ε-conjugate of f corresponding to a ﬁxed x0 ∈ Rn .
Given T ′ : −Range T → Rn be as deﬁned in (3.1) and f ∗
x0
(ε, .) be the ε-conjugate f . The dual extended ε-variational
inequality problem is to ﬁnd u0 ∈ −Range T = Domain T ′ such that
(DVIP)ε
〈
T ′
(
u0
)
,u − u0〉 f ∗x0
(
ε,u0
)− f ∗x0 (ε,u)
for every u ∈ Rn .
The dual (DVIP)ε extends the dual developed by Mosco [1] and Chen, Goh and Yang [3]. The approach used to formulate
(DVIP)ε indicates that it is a dual of the variational inequality problem (EVIP)ε . We however provide a formal proof to
ascertain this fact in the following theorem.
Theorem 3.2. If T : Rn⇒ Rn is an injective map and f : Rn → R¯ is a proper lower semicontinuous ε-convex function, then x0 solves
the problem (EVIP)ε if and only if there exists u0 ∈ −T (x0) such that it solves the problem (DVIP)ε .
Proof. If x0 solves (EVIP)ε then there exists t0 ∈ T (x0) such that〈
t0, x− x0〉 f (x0)− f (x) − ε∥∥x− x0∥∥
for every x ∈ Rn . Let u0 = −t0 ∈ −T (x0) then for every x ∈ Rn , we have〈
u0, x0
〉− f (x0) 〈u0, x〉− f (x) − ε∥∥x− x0∥∥.
Using the notion of ε-conjugacy we have
f ∗x0
(
ε,u0
)= 〈u0, x0〉− f (x0). (3.3)
It can be seen that u0 ∈ −T (x0) solves (DVIP)ε . Suppose on the contrary u0 does not solve (DVIP)ε then there exists some
u¯ ∈ Rn such that〈
T ′
(
u0
)
, u¯ − u0〉< f ∗x0
(
ε,u0
)− f ∗x0 (ε, u¯).
Since T is injective therefore for u0 ∈ −T (x0) we have T ′(u0) = −x0 and hence〈−x0, u¯ − u0〉< f ∗x0
(
ε,u0
)− f ∗x0 (ε, u¯).
Using (3.3) we have
f
(
x0
)+ f ∗x0 (ε, u¯) − 〈x0, u¯〉< 0
which contradicts the generalized Young’s inequality (2.1) for x = x0 and u = u¯.
Conversely, let u0 ∈ −T (x0) be a solution of (DVIP)ε then for every u ∈ Rn ,〈
T ′
(
u0
)
,u − u0〉 f ∗x0
(
ε,u0
)− f ∗x0 (ε,u).
Again as T is injective therefore for u0 ∈ −T (x0) we have T ′(u0) = −x0 and hence〈
x0,u0
〉− f ∗x0
(
ε,u0
)

〈
x0,u
〉− f ∗x0 (ε,u)
for every u ∈ Rn . Hence, it follows that〈
x0,u0
〉− f ∗0(ε,u0)= f ∗∗0 (ε, x0). (3.4)x x
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t0, x¯− x0〉< f (x0)− f (x¯) − ε∥∥x¯− x0∥∥.
In particular for t0 = −u0 we have〈
u0, x0
〉− f (x0)< 〈u0, x¯〉− f (x¯) − ε∥∥x¯− x0∥∥. (3.5)
Also, 〈
u0, x¯
〉− f (x¯) − ε∥∥x¯− x0∥∥ f ∗x0(ε,u0). (3.6)
Using (3.5) and (3.6) we have〈
u0, x0
〉− f (x0)< f ∗x0(ε,u0)
which contradicts (3.4) as f (x0) = f ∗∗
x0
(ε, x0). 
We now illustrate the above theorem by means of the following example.
Example 3.1. Let T : R⇒ R and f : R → R¯ be deﬁned as T (x) = {e−x,−e−x} and
f (x) =
⎧⎨
⎩
−x2 if −1 x< 0,
x2 if 0 x 1,
+∞ otherwise.
Clearly, T is an injective set-valued map and f is a proper lower semicontinuous ε-convex function with ε = 1. It is evident
that x0 = 0 is a solution of the (EVIP)ε with t0 = −1. Moreover, the ε-conjugate of f at x0 = 0 with ε = 1 is given as
f ∗x0 (ε,u) =
⎧⎪⎪⎨
⎪⎪⎩
−u if u  0,
0 if 0< u  1,
(u − 1)2/4 if 1< u  3,
u − 2 if 3< u.
Then in accordance with the results of the Theorem 3.2 we can ﬁnd some u0 ∈ −T (x0) = {−1,1} which solves the dual
problem (DVIP)ε . It can be observed here that u0 = 1 actually solves (DVIP)ε .
We conclude this section by relating saddle point of an appropriate Lagrangian with the solutions of the problems (EVIP)ε
and (DVIP)ε . For this purpose we consider the Lagrangian L(x0,t0,ε) given by
L(x0,t0,ε)(x,u) = f (x) + ε
∥∥x− x0∥∥− 〈u, x− x0〉
for every x,u ∈ Rn .
Deﬁnition 3.1. A pair (x0,u0) is said to be a saddle point of the Lagrangian L(x0,t0,ε) if for every x,u ∈ Rn , we have
L(x0,t0,ε)
(
x0,u
)
 L(x0,t0,ε)
(
x0,u0
)
 L(x0,t0,ε)
(
x,u0
)
.
Theorem 3.3. x0 solves (EVIP)ε if and only if there exists u0 ∈ Rn such that (x0,u0) is a saddle point of L(x0,t0,ε) .
Proof. If x0 solves (EVIP)ε then it solves (P(x0, t0))ε hence〈
t0, x− x0〉+ f (x) + ε∥∥x− x0∥∥ f (x0). (3.7)
Since for u0 = −t0
L(x0,t0,ε)
(
x0,u
)= f (x0) for every u ∈ Rn,
L(x0,t0,ε)
(
x0,u0
)= f (x0),
L(x0,t0,ε)
(
x,u0
)= f (x) + ε∥∥x− x0∥∥+ 〈t0, x− x0〉 for every x ∈ Rn,
it follows from (3.7) that (x0,u0) is a saddle point of L(x0,t0,ε) with u
0 = −t0. Conversely if (x0,u0) is a saddle point of
L(x0,t0,ε) , then for every x ∈ Rn ,
L(x0,t0,ε)
(
x0,u0
)
 L(x0,t0,ε)
(
x,u0
)
which implies (3.7) and hence x0 solves (EVIP)ε . 
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Proof. From Theorem 3.2, u0 solves (DVIP)ε if and only if x0 = T−1(−u0) solves (EVIP)ε . Also since t0 ∈ T (x0) and T is
injective it is clear that u0 = −t0. Hence the conclusion follows using Theorem 3.3. 
For the generalized variational inequality problem considered in Example 3.1, x0 = 0 is a solution of (EVIP)ε and u0 = 1
is a solution of (DVIP)ε . Here ε = 1, t0 = −1 and
L(x0,t0,ε)(x,u) =
⎧⎨
⎩
−x2 + ε|x− x0| − u(x− x0) if −1 x< 0,
x2 + ε|x− x0| − u(x− x0) if 0 x 1,
+∞ otherwise.
Also for ε = 1, x0 = 0 and u0 = 1
L(x0,t0,ε)
(
x0,u
)= 0 for every u ∈ Rn,
L(x0,t0,ε)
(
x0,u0
)= 0,
L(x0,t0,ε)
(
x,u0
)=
⎧⎨
⎩
−x2 − 2x if −1 x< 0,
x2 if 0 x 1,
+∞ otherwise.
Clearly (x0,u0) is a saddle point of L(x0,t0,ε) .
4. Gap functions
In this section, we propose gap functions for the extended ε-variational inequality problem (EVIP)ε and its dual. Neces-
sary and suﬃcient conditions for the existence of solutions of (EVIP)ε and its dual are derived. Finally, results relating the
primal and dual gap functions are provided which reaﬃrm the duality relationship between the two problems.
We recall that the deﬁning properties of a gap function g(x) are as follows:
(i) g(x) 0 for every x ∈ Rn ,
(ii) g(x0) = 0 if and only if x0 solves the problem.
We now introduce a gap function for the extended ε-variational inequality problem (EVIP)ε .
Consider a set-valued map T : Rn⇒ Rn and an extended real-valued proper ε-convex function f : Rn → R¯ . Throughout
the whole section, we assume that T has nonempty compact values. For any x, y ∈ Rn and t ∈ T (x), we deﬁne two mappings
ϕε : Rn × 2Rn → R¯ and ψε : Rn → R¯ as follows
ϕε(x, t) = sup
y∈Rn
{〈t, x− y〉 + f (x) − f (y) − ε‖x− y‖}, (4.1)
ψε(x) = inf
t∈T (x) ϕ
ε(x, t). (4.2)
Theorem 4.1. ψε is a gap function for the problem (EVIP)ε .
Proof. It is obvious that ψε(x) 0 for every x ∈ Rn as
ϕε(x, t) = sup
y∈Rn
{〈t, x− y〉 + f (x) − f (y) − ε‖x− y‖}
 〈t, x− x〉 + f (x) − f (x) − ε‖x− x‖ = 0.
If ψε(x0) = 0 then there exists some t0 ∈ T (x0) such that ϕε(x0, t0) = 0, that is
sup
y∈Rn
{〈
t0, x0 − y〉+ f (x0)− f (y) − ε∥∥x0 − y∥∥}= 0,
which implies that
f
(
x0
)− f (y) − ε∥∥x0 − y∥∥ 〈t0, y − x0〉
for every y ∈ Rn . Thus x0 solves the problem (EVIP)ε .
Conversely if x0 solves the problem (EVIP)ε then we can see that ψε(x0)  0. Also, since ψε(x)  0 for all x ∈ Rn it
follows that ψε(x0) = 0. 
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θε(u) = sup
v∈Rn
{〈
T ′(u),u − v〉+ f ∗x0 (ε,u) − f ∗x0 (ε, v)}. (4.3)
Theorem 4.2. θε is a gap function for the problem (DVIP)ε .
Proof. It is obvious that θε(u) 0 for all u ∈ Rn as
sup
v∈Rn
{〈
T ′(u),u − v〉+ f ∗x0 (ε,u) − f ∗x0 (ε, v)
}

〈
T ′(u),u − u〉+ f ∗x0 (ε,u) − f ∗x0 (ε,u) = 0.
If θε(u0) = 0, then it follows that
sup
v∈Rn
{〈T ′(u0),u0 − v〉 + f ∗x0 (ε,u0) − f ∗x0 (ε, v)}= 0,
that is for every v ∈ Rn ,〈
T ′
(
u0
)
,u0 − v〉+ f ∗x0(ε,u0)− f ∗x0 (ε, v) 0,
which implies that u0 solves the problem (DVIP)ε .
Conversely if u0 solves the problem (DVIP)ε then we can prove that θε(u0)  0. Also since θε(u)  0 for all u ∈ Rn
therefore we have θε(u0) = 0. 
We now provide a characterization for optimality of the extended ε-variational inequality problem (EVIP)ε and its dual
problem (DVIP)ε .
Theorem 4.3. If T is an injective map and f is a proper lower semicontinuous ε-convex function then for x0 ∈ Rn,u0 ∈ −T (x0) the
following assertions are equivalent:
(a) ψε(x0) = 0;
(b) θε(u0) = 0;
(c) f (x0) + f ∗
x0
(ε,u0) = 〈x0,u0〉.
Proof. (a) ⇒ (b). Since ψε(x0) = 0 it follows that x0 solves the problem (EVIP)ε . Using Theorem 3.2, it follows that there
exists u0 ∈ −T (x0) such that u0 solves the problem (DVIP)ε . Hence by Theorem 4.2 it follows that θε(u0) = 0.
(b) ⇒ (c). Since θε(u0) = 0 it follows that
sup
v∈Rn
{〈
T ′
(
u0
)
,u0 − v〉+ f ∗x0(ε,u0)− f ∗x0 (ε, v)}= 0.
Since T is an injective map therefore for u0 ∈ −T (x0) we have T ′(u0) = −x0 and hence
sup
v∈Rn
{〈−x0,u0 − v〉+ f ∗x0(ε,u0)− f ∗x0 (ε, v)}= 0,
which implies that
sup
v∈Rn
{〈
x0, v
〉− f ∗x0 (ε, v)}+ f ∗x0(ε,u0)− 〈x0,u0〉= 0,
that is
f ∗∗x0
(
ε, x0
)+ f ∗x0(ε,u0)− 〈x0,u0〉= 0.
Using Corollary 2.1, we conclude that
f
(
x0
)+ f ∗x0(ε,u0)= 〈x0,u0〉.
(c) ⇒ (a). Since f (x0) + f ∗
x0
(ε,u0) = 〈x0,u0〉, we have
〈
x0,u0
〉− f (x0)= f ∗x0
(
ε,u0
)

〈
u0, x
〉− f (x) − ε∥∥x− x0∥∥
for every x ∈ Rn . This further implies that〈
t0, x− x0〉 f (x0)− f (x) − ε∥∥x− x0∥∥
for t0 = −u0 ∈ T (x0) and every x ∈ Rn . Hence, it follows that x0 solves the problem (EVIP)ε and therefore ψε(x0) = 0 as in
the converse part of Theorem 4.1. 
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of the assertion (a)–(c) is also equivalent to either of the following:
(d) u0 ∈ ∂ε f (x0);
(e) x0 ∈ ∂ f ∗
x0
(ε,u0).
Proof. It follows using Corollary 2.3. 
Corollary 4.2. If T is an injective map and f is a proper lower semicontinuous ε-convex function then for x0 ∈ Rn,u0 ∈ −T (x0) each
of the assertion (a)–(e) is also equivalent to the following (x0,u0) is a saddle point of L(x0,t0,ε) .
Proof. It follows using Theorems 3.3 and 4.1. 
For the generalized variational inequality problem considered in Example 3.1, x0 = 0 is a solution of (EVIP)ε and u0 = 1
is a solution of (DVIP)ε . Also for ε = 1
ψε
(
x0
)= inf
t∈T (x) supy∈R
{〈
t, x0 − y〉+ f (x0)− f (y) − ε∥∥x0 − y∥∥}
= inf
t∈{1,−1} supy∈R
{−ty − f (y) − ε|y|}.
Since
sup
y∈R
{−ty − f (y) − ε|y|}=
⎧⎪⎪⎨
⎪⎪⎩
−t − 2 if t −3,
(t + 1)2/4 if −3< t −1,
0 if −1< t  0,
t if 0< t,
we have
ψε
(
x0
)= min{0,1} = 0.
For the map T considered in Example 3.1, the map T ′ : R \ {0} → R is
T ′(u) =
{
logu if u > 0,
log(−u) if u < 0.
Hence for u0 = 1 we observe that
θε
(
u0
)= sup
v∈R
{〈
T ′
(
u0
)
,u0 − v〉+ f ∗x0(ε,u0)− f ∗x0(ε, v)}
= sup
v∈R
{− f ∗x0 (ε, v)}= 0.
Moreover for x0 = 0 and u0 = 1 the following relation holds
f
(
x0
)+ f ∗x0
(
ε,u0
)= 〈x0,u0〉.
Since ∂ε f (x0) = [0,1] and ∂ f ∗
x0
(ε,u0) = {0} the assertions (d) and (e) of Corollary 4.1 also hold in this case.
5. Existence theorem for ε-variational inequality problem
In this section we present an existence theorem for the solution of extended ε-variational inequality problem (EVIP)ε .
We ﬁrst recall that a set-valued map T : Rn ⇒ Rn is upper semicontinuous at x ∈ Rn if for any neighborhood N of the
set T (x) there exists a neighbourhood M of x such that T (M) ⊆ N . Also T is upper semicontinuous on Rn if T is upper
semicontinuous at every x ∈ Rn .
The following Knaster Kuratowski and Mazurkiewicz (KKM) lemma [16] is required to establish the existence of solution
of the variational inequality problem (VIP). We ﬁrst recall that a set-valued map T : Rn ⇒ Rn is called a KKM map if for
every ﬁnite subset {x1, x2, . . . , xp} of Rn ,
conv{x1, x2, . . . , xp} ⊆
p⋃
i=1
T (xi),
where conv{x1, x2, . . . , xp} denotes the convex hull of {x1, x2, . . . , xp}.
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at least one x ∈ Rn then⋂x∈Rn T (x) = φ .
Theorem 5.1. Assume that f : Rn → R is a lower semicontinuous ε-convex function and T : Rn⇒ Rn is a upper semicontinuous map
having compact values. If there exists a nonempty compact subset D of Rn and u∗ ∈ D such that
〈t,u∗ − x〉 < f (x) − f (u∗) − ε‖x− u∗‖ (5.1)
for every x ∈ Rn\D and t ∈ T (x), then the problem (EVIP)ε is solvable.
Proof. For each u ∈ Rn deﬁne the set-valued map G : Rn⇒ Rn as
G(u) = {x ∈ Rn: ∃t ∈ T (x) such that 〈t,u − x〉 f (x) − f (u) − ε‖u − x‖}.
Firstly, we shall prove that G(u) is a KKM-map. Suppose on the contrary G(u) is not a KKM map then there exists αi ∈ [0,1],∑n
i=1 αi = 1, xi ∈ Rn , i = 1,2, . . . ,n such that
n∑
i=1
αi xi = x /∈
n⋃
i=1
G(xi).
Then,
〈t, xi − x〉 < f (x) − f (xi) − ε‖xi − x‖, (5.2)
for every t ∈ T (x), i = 1,2, . . . ,n. The lower semicontinuity and ε-convexity of f at x ensures that it is locally Lipschitz
at x (proof of this assertion is analogous to that of Proposition 3.2 in [9]) and hence the Clarke subdifferential f at x is a
nonempty set (see [17] for more details). The nonemptiness of ∂ε f (x) follows as Clarke subdifferential of f at x is a subset
of ∂ε f (x) (see Proposition 4.3 in [18]). Consequently for every x∗ ∈ ∂ε f (x) we have
f (xi) − f (x) 〈x∗, xi − x〉 − ε‖xi − x‖,
which together with (5.2) implies that
〈t, xi − x〉 + 〈x∗, xi − x〉 < 0.
Multiplying by αi and summing over all i, we have
n∑
i=1
〈
t,αi(xi − x)
〉+
n∑
i=1
〈
x∗,αi(xi − x)
〉
< 0
for every x∗ ∈ ∂ε f (x). Since ∑ni=1 αi xi = x and ∑ni=1 αi = 1, we have a contradiction. We will now show that G(u) is closed
for each u ∈ Rn . For an arbitrary u ∈ Rn , let {xn} be a sequence in G(u) such that xn → x as n → ∞. Then there exists
tn ∈ T (xn) such that
〈tn,u − xn〉 f (xn) − f (u) − ε‖u − xn‖. (5.3)
For δ > 0, let N = {t: ‖t − t0‖ < δ, for some t0 ∈ T (x)}. Since T is upper semicontinuous at x ∈ Rn there exists a neighbour-
hood M of x such that T (M) ⊆ N . For suﬃciently large n we observe that xn ∈ M and hence T (xn) ⊆ N , for n suﬃciently
large. Thus there exists t0n ∈ T (x), such that∥∥tn − t0n∥∥< δ, (5.4)
for n suﬃciently large. Since T is compact valued at x, there exists a subsequence {t0nk } of the sequence {t0n} such that
t0nk → t with t ∈ T (x). Hence there exists a subsequence {tnk } of the sequence {tn} which using (5.4) satisﬁes
‖tnk − t‖
∥∥tnk − t0nk
∥∥+ ∥∥t0nk − t
∥∥< δ + ∥∥t0nk − t
∥∥
for n suﬃciently large. As δ > 0 is arbitrary it follows that tnk → t . Now taking limit in (5.3) it is obvious that x ∈ G(u),
which implies that G(u) is closed for each u ∈ Rn . Moreover condition (5.1) implies that G(u∗) ⊆ D , and hence G(u∗) is a
compact set as it is a closed subset of the compact set D . Now using KKM lemma it follows that
⋂
u∈Rn G(u) = φ, that is,
the problem (EVIP)ε is solvable. 
Remark 5.1. Theorem 3.2 ensures that all the conditions of Theorem 5.1 along with the assumption that T is an injective
map form a set of suﬃcient conditions for the existence of a solution of the dual extended ε-variational inequality problem
(DVIP)ε .
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