Abstract : In this paper, we deal with the particle swarm optimization (PSO) which is one of metaheuristic methods for global optimization. In this paper, we propose a PSO method using a chaotic system, where each particle keeps its best solution called the pbest, and it searches around multiple pbests of which function values are not more than that of one's own pbest. Since the proposed method updates the particle's position by using a perturbation-based chaotic system, each particle is not trapped at any local minimum solution. In addition, the method can be expected to search for solutions effectively by keeping a balance between the expansion of the searching area and the limitation of the area based on the qualities of the multiple pbests. Through numerical experiments, we verify the advantages of the proposed method.
Introduction
Metaheuristic methods using chaotic systems, which are called the chaotic metaheuristics, have been investigated to solve continuous or discrete global optimization problems having a large number of local minimum solutions. Those methods make use of popular properties of the chaos, especially, the unpredictable behavior caused by the sensitivity of initial conditions, in order to find a desirable solution within a practical time without being trapped at an undesirable local minimum solution. Many kinds of chaotic metaheuristics have been investigated such as chaotic simulated annealing (CA) [1] , [2] , chaotic particle swarm optimization (chaotic PSO) [3] - [6] , chaotic ant swarm optimization [7] , chaotic harmony search algorithm [8] , and chaotic metaheuristics based on a descent method [9] - [11] .
In this paper, we deal with the PSO method using a chaotic system based on a descent method. The method can be expected to search for solutions in the direction to the best solutions obtained so far, while it can also avoid the stagnation of the search due to its chaotic behavior. In addition, the chaotic PSO methods proposed in [5] , [6] use chaotic systems derived by applying the steepest descent method with perturbations to a temporal objective function of which local minimum solutions are the best solutions obtained so far. This kind of methods use a chaotic system which can reflect the information about each optimization problem which is obtained during the search process.
In this paper, we modify the existing methods which mainly search for solutions around two kinds of best solutions. The proposed method can extensively search around multiple best solutions, while it keeps the intensification by adaptively restricting searching area according to the qualities of the best solutions. This paper is organized as follows: in Section 2, we introduce the standard PSO method and chaotic metaheuristics including the chaotic PSO method. In Section 3, we propose a new chaotic PSO method, and show theoretically its desirable properties. In Section 4, we use numerical experiments to verify the performance of the proposed PSO method for some benchmark problems. Finally, we conclude this paper in Section 5.
Existing Methods

Particle Swarm Optimization
In this paper, we focus on the following global optimization problem having many local minimum solutions and the rectangular constraint:
In the PSO method [12] , a number of candidate solutions called particles are simultaneously updated by exchanging the information each other to solve the problem. At each iteration t, particle i moves toward a linear combination of two tentative solutions called the personal best, pbest p i (t), and the global best, gbest g(t), where the former is the best solution obtained by each particle i until iteration t and the latter is the best one obtained by all particles until iteration t. Then, the update formula of the j-th element of position x i (t) and velocity v i (t), j ∈ {1, . . . , n} of particle i ∈ I p = {1, . . . , l} is given by
where w, c 1 , c 2 > 0 are constant weights, while r 1 and r 2 are randomized numbers uniformly selected from (0, 1). In addition, if a particle goes out of the feasible region, its position and velocity are often reset as follows:
and the velocity is also suppressed by the maximal and minimal values, v max and v min , to avoid a useless search as follows:
In this paper, we call (1)-(5) the standard updating system. This extremely simple approach has been applied to a variety of problem domains. However, particles sometimes tend to converge quickly to a local minimum solution. Hence, in order to improve the ability, various kinds of improved methods have been investigated [13] , and some kinds of PSO methods have been improved by exploiting chaotic systems. In this paper, we focus on such kinds of PSO methods to propose a new model.
Thus, in the next subsection, we introduce the chaos in the sense of Li-Yorke, which is characterized by some kind of fixed point called a snap-back repeller in a system. Moreover, we show some existing PSO methods and metaheuristics with chaotic systems.
Chaos Generator with Perturbation Terms
The gradient method with perturbations (GP) [10] was proposed for unconstraint optimization problem:
The function f p :
n → is multimodal and twice continuously differentiable. In addition, the GP can be applied to many constraint optimization problems by transforming the problem into the unconstrained one with some penalty functions. The system used in the GP is derived from the steepest descent method with perturbations for (P1) as follows:
where α denotes a step-size, and ω and βω denote an angular frequency and an amplitude of the perturbations, respectively. In [14] , the sufficient condition of the chaoticity of (6) for parameter values (α, β, ω) were theoretically shown in the sense of Li-Yorke [15] , which is summarized as follows. Hereinafter, let us focus on a local minium solution x * of the problem (P1).
Assumption 1.
For any local minimum solution x * of (P1), there exists a positive constant r such that ∇ 2 f p (x) is positive semidefinite for any x ∈ B r (x * ) := {x | x − x * ∞ ≤ r}, and that ω satisfies r > 2π ω . In many multimodal functions, the former assumption is satisfied, while the latter assumption is satisfied if ω is sufficiently large. This assumptions guarantee that all eigenvalues of ∇ 2 f p (x) are nonnegative and f p is convex in a neighborhood of the local minimum solution. Moreover, since ∇ f p (x) is continuously differentiable, we can easily show that ∇ 2 f p (x) are bounded for x ∈ B r (x * ). Then, for x * , λ ∞ (x * ) is defined as follows:
where A ∞ denotes the matrix norm induced by a vector norm · ∞ . Then, the following theorem was shown. Theorem 1. [14] Suppose that Assumptions 1 is satisfied for a local minimum solution x * of (P1). If positive parameters α, ω and β satisfy the following inequalities:
then there exists a snap-back repeller x sb of (6) such that x sb − x * ∞ < (π + 0.16)/2ω.
Theorem 1 means that there exists an unstable fixed point x sb close to the local minimum solution x * , and that there exist many homoclinic orbits, which start from a neighborhood of x sb and go far away from x sb , but come back to x sb . Such an orbit is attracted to x sb but is not trapped because of its chaoticity. By using the property of the orbits, we can search for solutions around x sb , that is, around the local minimum solution x * . Hence, at the same time, we can expected that the search is extensive due to the sensitivity of initial conditions of the chaotic system. Some PSO methods exploiting the property of the perturbation-based chaos to search for solutions has been proposed [5] , [6] . Since PSO methods usually do not make use of the derivative of the objective function for the sake of its simplicity, in those PSO methods, a temporal quartic function having the global minima at the gbest and pbest is constructed for each particle instead of the objective function, and the perturbation-based chaotic system is derived from the steepest descent method with perturbations to the temporal function. In addition, the derived chaotic system and standard updating system with a restarting method are used properly to keep the balance between the intensification and diversification of the search: The elements of each particle's position which meet some criterion are updated by the derived chaotic system, while other elements are updated by the standard updating system with w = 0, c 1 = 1.494, and c 2 = 0.3. In addition, if the velocity of an element updated by the standard updating system is sufficiently small, the velocity is reset by a random number.
In the early stage of the search the number of elements of the position updated by the chaotic system are sufficiently large for the diversification. Then, the number gradually decreases in order to increase the intensification and finally converges to a small constant.
This method is called IPSO-SDPC [6] , and the used chaotic system for a particle i is given by
for any j ∈ {1, . . . , n}, where α, β, and ω denote positive constants, and
)/2. Due to the adjusting angular frequencies of the perturbation, the Improved PSO method with stochastic selection and decreasing chaotic updating rate for perturbation-based chaotic updating system (IPSO-SDPC) tends to search intensively along the standard basic vector. Hence, it can often find a high-quality solution for the problem which has local minimum solutions around vertices of the rectangle feasible region. Furthermore, it was reported that the method has a good performance in solving global optimization problems [6] . However, since each particle search for solutions around only the gbest and pbest in the IPSO-SDPC, the diversity is limited even though the chaotic system is used. Therefore, in this paper, we propose a chaotic PSO method which can enhance the diversity by appropriately widening the searching area for each particle around more than one pbests on the basis of the quality of the corresponding pbest.
Proposed Method
In this section, we propose a chaotic PSO method which can enhance the diversity of the search. The method is based on the idea that each particle searches around multiple pbests for an extensive search which are restricted according to the quality of the pbest. Because the excessive expansion of the searching area can cause the lower intensification. The particle i searches around pbests p j (t) of which function value is not more than that of
). Thus, we use a chaotic system to update each particle's position, which has fixed points close to the corresponding multiple pbests.
Proposed Chaotic System
First, we introduce a method which selects the proposed chaotic system and the standard updating system for each element of a particle's position to keep the balance between the intensification and diversification of the search. At iteration t, if at least one of the following conditions (A) for a particle i, namely, 1. the gbest g(t) or the corresponding pbest p i (t) is updated at previous iteration t − 1, 2. the both of them are not updated for a period of t int iterations, is satisfied, the updating system is selected for each element of x i (t) as follows: the chaotic system is used with probability ρ(t), and otherwise, the standard updating system is used. Then, until one of the above conditions (A) is satisfied, the same updating system is used for each element. The probability is given by
where p 1 , p 2 , and p 3 are positive constants, and t max denotes the maximal number of iteration. This tuning of the probability intends that at the early stages of the search, many elements of the particle's position are updated by the chaotic system, which means an extensive search. A sufficient large p 1 strengthens the diversification. In addition, ρ(t) decreases gradually to converge finally to a small constant p 3 for an intensive search, where its diminution rate is adjusted by p 2 . The tuning method uses the same concept in the IPSO-SDPC, and thus, ρ(t) is similar to the function used in the IPSO-SDPC. The parameters (p 1 , p 2 , p 3 ) were chosen by a preliminary experiment, as shown in Section 4. Next, we propose a perturbation-based chaotic system. For the sake of ease of discussion, we focus on a particle i, and we assume that all elements of x i (t) are updated by the chaotic system. Now, we derive a temporal function f i for the particle i as follows:
where h k denotes the function which has the global minimum at p k (t):
and γ denotes a positive constant, and B i (t) denotes an index set of pbests whose function value is not more than f (p i (t)):
Then, by applying the steepest descent method to f i (x; t), we can obtain the system:
From the definition of B i (t), we can expect that if the function value f (p i (t)) is less than those of many other pbests, the searching area of the particle i is limited around relatively small area including high-quality pbests p k (t), while if its function value is relatively large, the searching area is relatively large, which can keep an appropriate balance of the intensification and diversification of the search.
Here, notice that if the distance between the position of a particle and each pbest is relatively large, the pbest can be ignored in updating the particle. Because the function u exp(−γu 2 ) is monotonically decreasing if u > 1/2γ. Here, we can easily show that if a sufficiently small ε and a constant c > 1/2γ satisfy
then for any x and k ∈ B i (t) such that p k (t) − x ≥ c, the relation ∇ x h k (x; t) ≤ ε holds, which guarantees that for each particle i, ∇ x h k (x i (t); t) can be regarded as 0 in (10) such that
, and redefine f i (x; t) as follows:
By taking account of these facts, we propose the following chaotic updating system:
Here, note that although the updating system does not use v i (t), some elements of x i j (t) need v i j (t) if they will be updated by the standard updating system at iteration t + 1. Hence, we calculate v i (t) = x i (t) − x i (t − 1) for all i ∈ {1, . . . , n}. In this method, if S i (t) = ∅, then particle i is updated by the standard updating system. Furthermore, the distance c is varied as follows:
for the effective search, where μ 1 , μ 2 , and μ 3 are positive constants. Then, since ε is fixed at a sufficiently small constant and γ is selected on the basis of (11) for each c(t), γ also varies at each t as shown in Fig. 1 . We call the proposed method chaotic PSO with multiple personal best solutions (CPSO-MP).
Chaoticity of Proposed Chaotic System
Here, in the similar way to the perturbation-based chaos mentioned in Section 2.2, we can show theoretically the chaotic sufficient condition for the proposed system (12) under the some assumptions. For the sake of ease of discussion, we assume that all pbests which are included in S i (t) for the particle i are not changed during some iterations t ∈ T . Hence, in this subsection, f i (x; t), h k (x; t), p k (t), and S i (t) are represented by f i (x), h k (x), p k , and S i . First, we focus on the minimum solutions of f i (x). Since a bounded continuous function on a bounded closed set has a minimum, f i (x) has at least one minimum solutionx i . Then, anyx i can be considered to be included in ||x i − p k || < c for some k ∈ S i due to the property of h k (x) and the definition of c. Then, we can easily show that ∇ f i (x i ) = 0, that is,x i is a fixed point of (12) with η = 0. Thus, we can derive the following equation:
which means thatx i is included in the convex hull of p k , k ∈ S i . On the other hand, if |S i | = 1, then p k is obviously only one fixed point.
In addition, there can be expected to exist |S i | or less local minimum solutionsx i close to p k , k ∈ S i at which ∇ 2 f i (x) is positive definite. Then, the updating system of the particle i is chaotic in the sense of Li-Yorke. Theorem 2. Assume that for a particle i, c(t) and γ(t) are not changed and all pbests included in S i (t) are not changed during some iterations. In addition, suppose that ω is sufficiently large and positive parameters α, η, and ω satisfy the following inequalities:
Then, there exists a snap-back repeller x i sb of (12) such that x i − x i sb ∞ < (π + 0.16)/2ω. Proof. The system (12) with η = 0 has fixed pointsx i satisfying (14) , and from the positive definiteness of ∇ 2 f i (x i ) and the continuousness of ∇ f i , we have that for a sufficient large ω, ∇ 2 f i (x) is positive definite for x ∈ N 2π/ω (x i ). Next, let us consider the upper bound of ∇ 2 h k (x) ∞ . Here, the function ∇ 2 h k (x) is given by
Then, since each eigenvalue of the matrix I − 2γuu T is 1 or (1 − 2γ u 2 ), and the upper bound of the function of |(1 − 2γ u 2 ) exp(−γ u 2 )| is 1 for any u ∈ n , we can obtain
Therefore, by defining β := η|S i |, the result of this theorem can be obtained from Theorem 1.
Here, note that since the relation (15) does not include |S i | and γ, which vary in the algorithm, it is easy to select parameter values.
Next, we discuss the region around which a particle moves. Although each particle i tends to be attracted to only pbests included in S i when η is sufficiently small, it is desirable that other pbests, which is not included in S i , are also searched by the particle for an extensive search. Therefore, it is important to derive some criterion of selecting parameter values α, η, and ω under which a particle can leave the pbests included in S i due to the perturbations. We will approximately show the criterion.
Here, suppose that all pbests included in S i are the same, namely,x i = p k for any k ∈ S i . This is because the minimum value f i (x i ) in the case is less than those in all other cases, which can be considered that a particle is the most strongly attracted tox i . In addition, the norm of the second term of (12), |S i | ∇h k (x) , has the maximum |S i | 1/2γe at x such that x −x i = 1/2γ, Hence, we assume that the current point x i (t) is close to the set {x ∈ n | x −x i = 1/2γ}. Then, we can show the following theorem.
Theorem 3.
Suppose that all pbests included in S i (t) are the same, and α, η, and ω satisfy
Then, there exists a point x i (t) in
the next point x i (t + 1) of which satisfies
Proof. From the assumptions and (12), we have that
where k is an integer such that k ∈ S i . Now, for convenience, 
Then, from (16), we have that
Theorem 3 shows that if parameter values α, η, and ω satisfy (16), then the particle i can be expected to leave the pbests included in S i . In addition, since the relation (16) does not include |S i |, it is easy to select parameter values.
Algorithm
The proposed PSO method, CPSO-MP, can be summarized as follows:
Step 0 Initialization For each particle i ∈ I p , set an initial position x i (0) and an initial velocity v i (0) by using uniform and random numbers, and t := 0.
Step 1 If at least one of conditions (A) is satisfied for a particle i ∈ I p such that S i (t) ∅, then for each element of x i (t), select from the standard updating system (1)-(5) and the proposed chaotic system (12) with (3) and (4) by using the probability ρ(t) defined by (9) . For all elements of x i (t) of particles i ∈ I p such that S i (t) = ∅, the standard updating system is selected.
Step 2 For all particles i ∈ I p , update all elements of x i (t) by using the selected updating system.
Step 4 If t = t max , then terminate. Otherwise t := t + 1 and go to Step1.
Numerical Experiments
Experiment Circumstance
In this numerical experiments, we applied the proposed PSO method, CPSO-MP, and three existing methods to eight 200 and 400-dimensional benchmark problems shown in Table 1 to compare the performance of them, where we set x u j = −x l j = 20, j = 1, . . . , n by using an appropriate scale transformation for each problem. As the existing PSO methods, we used the orignal PSO method and IPSO-SDPC, which are mentioned in Section 2, where their parameter values were set to be recommended values in the references [6] , [16] , respectively. For all PSO methods, the number of particles was 80, and the number of trials was 20, the maximal iteration number was 20000 and 40000 for the 200 and 400-dimensional problems, respectively. In addition, we applied the self-adaptive differential evolution (SADE) [17] to the problems, which is one of the differential evolution (DE) [18] , a popular metaheuristic method for continuous global optimization. In the SADE, the parameters F and CR were randomly selected from (0.1, 1.0) and (0, 1), respectively, and we used DE/rand/1/bin strategy, which was based on the paper [17] . The number of evaluations of objective function values in one trial of SADE was the same as PSO methods, and the number of trials was 20.
The parameter values for CPSO-MP were chosen by some preliminary experiments, and we executed CPSO-MPs with two pairs of parameters: (α, η, ω) = (0.001, 0.015, 90.001π) and (α, η, ω) = (0.001, 0.15, 90.001π), which satisfy the conditions shown in Theorems 2 and 3. Other parameter values were set as follows: ε = 1.0E − 8, t int = 200 and (w, c 1 , c 2 ) = (0.729, 1.4, 1.4) in the standard updating system (1), (p 1 , p 2 , p 3 ) = (3.5, 100, 0.05) in (9) and (μ 1 , μ 2 , μ 3 ) = (3, 20, 1) in (13).
Numerical Results
In this subsection, we compare the average function values (mean) obtained in 20 trials of the five methods for each problem, their standard deviations (SD), and the least and largest function values (best, worst), which are shown in Tables 2 and  3 . The bold and italic numbers denote the first and second least values among the five methods for the same problem, respectively, and two rows for each method denote the mean and SD in Table 2 , and the least and largest function values in Table 3 , respectively. In the tables, the standard PSO method, IPSO-SDPC, and CPSO-MP with η = 0.015 and η = 0.15 are represented by OPSO, SDPC, MP1, and MP2, respectively, and a number not greater than 1.00E−15 is represented by 1.00E−15. In addition, we evaluated the function values of the gbest obtained by four PSO methods and the best solution obtained by SADE at each iteration for the seven problems which are shown in Table 1 . Figure 2 shows the mean function value in 20 trials of the five methods at each iteration for seven problems, which are the same trials shown in Table 2 .
First, comparing the number of problems for which each method found the least value with respect to the mean, SD, and the best and the worst function values, we see that the numbers for MP1 and MP2 are the first or second largest in the five methods. In particular, MP1 and MP2 obtained the least mean for four and five 200-dimensional problems, and for three and five 400-dimensional ones, respectively, while IPSO-SDPC and SADE did for two or less problems. In addition, we can see that MP1 and MP2 robustly obtained high quality solutions by focusing on the SD and the best and worst function values. Next, let us discuss the performance of each method. For parabola function, SADE, MP1, and MP2 found the almost least mean, which means that the intensification abilities of MP1 or MP2 are better than that of SDPC. In addition, MP2 obtained the least mean for Rastrigin, Rosenbrock, and Griewank functions, and the obtained mean is less than function values found by SDPC, which means that MP2 can also improve the diversification ability. On the other hand, SDPC obtained a considerably smaller function value for 2n-minima than other methods. This is because SDPC is suitable for the problem which has local minimum solutions around vertices of the rectangluar feasible region as mentioned in Section 2.2.
From Fig. 2 , we can observe the similar results we discussed above. Except 2n-minima and Schwefel functions, MP1 or MP2 can more promptly reduce the best function value than almost all of other methods. These results show the effectiveness of the technique used in MP1 and MP2.
Thirdly, let us compare MP1 with MP2. The search of MP1 can be considered to be more intensive than that of MP2 because of a relatively small η (= 0.015). The difference causes that MP2 is considerably superior to other methods for Ackley function, while MP1 is superior to MP2 for Rastrigin. At the same time, both of them obtained almost the same results for other problems. For each problem, an appropriate selection of η is still required.
Finally, we can comprehensively conclude that MP2, CPSO-MP with η = 0.15, is most effective for these problems. The results means the effectiveness of the proposed method.
Conclusion
In this paper, we have proposed a perturbation-based chaotic PSO, in which each particle searches for solutions around multiple pbests which are restricted according to the quality of one's own pbest without being trapped at any local minimum solution due to the proposed chaotic system. In addition, we have theoretically shown the sufficient condition of the chaoticity of the updating system, and have approximately estimated the region around which particle moves, which makes it easy to select parameter values. Through numerical experiments, by comparing the proposed method with existing methods, we verified the advantages of the proposed method, which improves the diversification of the search without a loss of the intensification.
