Abstract. We explain how to generalize Lazzarini's structural Theorem from [Laz11] to the case of curves with boundary on a given Lagrangian immersion. As a consequence of this result, we show that we can compute Floer homology with time-independent almost complex structures. We also give some applications as well as topics for future work.
1. Introduction 1.1. Setting. Let (M, ω) be a symplectic manifold and J ∈ J (M, ω) be a compatible almost complex structure. It is well known that any J-holomorphic curve u : Σ → M with Σ a closed Riemann surface factors through a simple curve (see [MS12,  Proposition 2.5.1]).
Let L ⊂ M be an embedded Lagrangian submanifold and
be a J-holomorphic disk satisfying u(∂D) ⊂ L. In general, it is not true that such a map factors through a branched cover to a simple curve. However there are results of , [KO00] ) and Lazzarini ([Laz00] , [Laz11] ) about the structure of such disks. Moduli spaces of disks with Lagrangian boundaries appear in the definitions of several differential complexes associated to Lagrangian embeddings such as the pearl complex (due to Biran-Cornea [BC07] , [BC09] ) or Lagrangian intersection Floer homology in the monotone case (due to Oh, [Oh93a] , [Oh93b] ). The results of Lazzarini and Kwon-Oh are essential to study the generic regularity of such moduli spaces.
1.2. Main theorem. In this paper, we shall explain how to adapt Lazzarini's result ( [Laz11] ) to disks with corners whose boundaries lie in the image of a Lagrangian immersion. In this section, we provide the basic definitions of the objects we will consider.
From now on, we fix a connected symplectic manifold (M 2n , ω) and a Lagrangian immersion i : L n M , with L a closed (not necessarily connected) manifold such that (1) i does not have triple points, (2) the double points of i are transverse.
If this is satisfied, we say that i is generic.
Let us denote by R = {(p, q) ∈ L × L|i(p) = i(q)} the set of ordered double points of i and by i(R) their images. The hypotheses on i imply that this is a finite subset.
Moreover, we fix a (smooth) compatible almost complex structure J ∈ J (M, ω). We now explain what we mean by an almost complex curve with corners and boundary on L.
Definition 1. Let S be a compact Riemann surface with boundary ∂S.
A J-holomorphic curve with corners and boundary on L is a continuous map
which satisfies the following assumptions.
(i) There are x 1 , . . . , x N ∈ ∂S with ∀1 k N, u(x k ) ∈ i(R).
(ii) There is a continuous map γ : ∂S\{x 1 , . . . , x N } → L such that u |∂S\{x 1 ,...,x N } = i • γ.
(iii) The map γ does not extend to a continuous map ∂S → L.
(iv) The map u is a smooth J-holomorphic curve on S\{x 1 , . . . , x N }.
Remark 1.
(1) Keeping the notations of Definition 1, we call x 1 , . . . , x N the corner points of the curve.
(2) We also consider maps u : S → M which satisfy the hypotheses (i), (ii), (iii) without (iv). We call such a map a topological curve with corners.
For a J-holomorphic curve u : (S, ∂S) → (M, i(L)) with corners and boundary on L, a point z ∈ Int(S) is an injective point if it satisfies du z = 0, u −1 (u(z)) = {z}.
We say that such a curve is simple if the set of its injective points is dense. We can now state the main theorem of this paper.
Theorem 1. Let u : (D, ∂D) → (M, i(L)) be a non-constant J-holomorphic disk with corners, boundary on L and finite energy (meaning u * ω < +∞ ). There are simple finite-energy J-holomorphic disks v 1 , . . . , v N with corners, boundary on L and natural integers m 1 , . . . , m N ∈ N such that (i) Im(u) = ∪ k=1...N Im(v k ) (ii) In H 2 (M, i(L)) we have
The proof of this is an adaptation of Lazzarini's proof to the case of immersed Lagrangians.
1.3. Applications. Assume that the complex dimension n is greater than 3. For a generic almost complex structure J, any finite-energy J-holmorphic disk with corners and boundary on L is either simple or multiply covered. This follows from an adaptation of the proof of [Laz11, Proposition 5.15]. Recall that there are two morphisms ω : π 2 (M, L) → R and µ : π 2 (M, L) → Z induced respectively by the symplectic area and the Maslov class. A Lagrangian submanifold L ⊂ M is monotone if there is a λ > 0 such that
Denote by N L the minimal Maslov number of a Lagrangian submanifold L. Consider two transverse Lagrangian submanifolds L 1 and L 2 satisfying N L 1 3 and N L 2 3. As a direct application of Corollary 1, we will see that for a generic time-independent J ∈ J (M, ω), there is a well-defined Floer complex between these two objects. This differs from the usual situation where one usually considers time-dependent almost complex structures to achieve transversality (see [Oh93a] , [FHS95] ).
1.4.
Outline of the proof of the Main Theorem. We prove the Main Theorem 1 in several steps which follow Lazzarini's approach. We will emphasize along the argument the differences with [Laz11] .
First, we define a set W(u) ⊂ D called the frame of the disk which contains ∂D. This is roughly the set of points where u "overlaps" with its boundary. We then prove that this is actually a C 1 -embedded graph. We do this by providing an asymptotic development of the J-holomorphic curve around its corners.
The simple or multiply covered pieces are found by cutting the curve along the graph W(u). More precisely, we pick for each connected component Ω of D\W(u) a holomorphic embedding h Ω : (D, ∂D) → (Ω, W(u)). The curve u • h Ω satisfies W(u • h Ω ) = ∂D and is therefore either simple or multiply covered. The pieces of the decomposition are the simple curves underlying u • h Ω for Ω a connected component.
Notice that a connected component Ω of D\W(u) is not necessarily simply connected, so we cannot immediately conclude that u • h Ω factors through a simple disk. It turns out that if such a component exists, there is a simple holomorphic sphere v : CP 1 → M such that u(D) = v(CP 1 ). From this, we conclude that each piece is a disk. Here the details do not differ much from Lazzarini's paper ( [Laz11] ).
Definition 2. Suppose z 1 ∈ Int(S 1 )\C(u 1 , u 2 ) and z 2 ∈ Int(S 2 )\C(u 2 , u 1 ). We say that z 1 R u 2 u 1 z 2 if and only if for any open neighborhoods V 1 z 1 (resp. V 2 z 2 ), there are open neighborhoods Ω 1 z 1 (resp. Ω 2 z 2 ) in V 1 (resp. V 2 ) such that u 1 (Ω 1 ) = u 2 (Ω 2 ). Now if z 1 ∈ S 1 and z 2 ∈ S 2 , we say that z 1 R We now define the graph along which we will cut to get the simple pieces of the curve.
Definition 3. The frame of u 1 with respect to u 2 is the set of points related to the boundary of S 2 :
W(u 1 , u 2 ) := R u 2 u 1
(∂S 2 ) . The completed frame of u 1 with respect to u 2 is the union of this with ∂S 1 :
Remark 2. If u is a J-holomorphic curve then ∂S ⊂ W(u, u), so W(u, u) = W(u, u).
From now on, we will abbreviate W(u) := W(u, u).
In this section, we shall prove that the completed frame W(u 1 , u 2 ) is a C 1 embedded graph in S 1 . This is however not the case for W(u 1 , u 2 ). Along the way, we will prove important properties of the relation R u 2 u 1 , always following Lazzarini's proof.
2.0.1. Examples of frames and the decomposition. As explained in the introduction, the simple pieces of the curve are found among the connected components of D\W(u).
The decomposition may introduce corner points which do not appear in the original curve. This is shown in the example below. Example 1. Consider the 2-dimensional torus T 2 := R 2 /Z 2 equipped with the standard area form dx ∧ dy and the standard complex structure.
We let i be the immersion of two copies of S 1 drawn in figure 1. Moreover, we let u be a J-holomorphic polygon with corners and boundary on L whose image is represented in figure 1. The parameterization of u is chosen so that u(−1) = x 1 and u(1) = x 4 . These are the only corner points of u.
The reader may check that the frame of u is a graph with four vertices which map to the double points of i. The restriction of u to each connected component of D\W(u) is a simple J-holomorphic curve with corners. Notice that each piece now has corners which map to x 2 and x 3 . These corners did not appear in u. ∈ ∂D, so z ∈ W(u) 2.1. Local coordinates around double points of the immersion.
2.1.1. Some linear symplectic geometry. Let (V 2n , ω) be a symplectic vector space of complex dimension n and J ∈ J (V, ω) be a compatible linear complex structure. Moreover, let L 1 and L 2 be transverse Lagrangian subspaces.
Then there are reals 0 < α 1 . . . α n < π and a linear symplectic map f :
The real numbers α 1 , . . . , α n ∈ (0, π) do not depend on the choice of f and are called the Kähler angles of the pair (L 1 , L 2 ).
Moreover, if α ∈ (0, π), we define the vector subspace
Notice that we have a direct sum decomposition
We let π α : R n → V α be the linear projection on V α with respect to this decomposition. We will abuse notation slightly and call its complexification π α : C n → C n as well.
2.1.2.
A bit of vocabulary. Let (p, q) ∈ R, since di p (resp. di q ) is an immersion, there is an open neighborhood U p p (resp. U) such that i |Up (resp. i |Uq ) is an embedding. We call the submanifold i(U p ) (resp. i(U q )) the branch of i at p (resp. at q) and denote it by L p (resp. L q ).
In what follows, we will sometimes forget about U p and denote by L p the image of any neighborhood of p on which i is an embedding.
2.1.3. Some local charts. We can now state
Then there are open neighborhoods U of 0 in C n , V of x in M , U p (resp. U q ) of p (resp. q) in L together with a smooth chart φ : U → V satisfying the following properties.
(i) Let g J := ω(·, J·) be the metric induced by the almost complex structure J, and g std be the standard scalar product on C n . We have
(ii) The chart maps the branches of i at x to linear subspaces :
Here α 1 . . . α n ∈ (0, π) are the Kähler angles of the pair (T x L p , T x L q ) with respect to the complex structure J.
Proof. There is a smooth chartφ :
We now modifyφ so that it satisfies the assertions of the proposition. For this pick an orthonormal basis (with respect to the metric g J ) B = (e 1 , . . . , e n ) of T x L p . We assume that, with respect to the complex coordinates given by B, we have
We put (f 1 , . . . , f n ) := (dφ −1 (e 1 ), . . . , dφ −1 (e n )). Pick a real linear isomorphism A : C n → C n such that the image of the canonical basis of R 2n is the basis (f 1 , . . . , f n ). The sought-after local chart isφ • A (it is defined on a small enough ball).
We will modify this chart to get a more precise behavior along R n .
Proposition 2. There is a smooth local chart φ :
ii) the preimages of the branches at x are linear subspaces
Proof. By the preceding Proposition 1, one can assume that the two branches of the immersion are the given linear Lagrangian subspaces, that the almost complex structure J satisfies J(0) = R n and that the metric g J satisfies g J (0) = g std . Now choose ψ : W → U ⊂ C n a local chart such that ψ * J |R n = i and dψ(0) = Id (such a chart always exists, see the construction in [Laz11, lemma 3.7]).
Notice that ψ −1 (L q ) is an embedded submanifold whose tangent space at 0 is transverse to R n (it is given by e iα 1 · R × . . . × e iαn · R ). Therefore the implicit function theorem implies that there is a smooth map f :
Consider the map φ(x + iy) = f (y) − df (0) · y + x + iy. Its differential is given by the matrix Id df y − df 0 0 Id , so dφ 0 = Id and φ is a local diffeomorphism. A small computation shows that df 0 is given by a diagonal matrix
Hence for
2.1.4. Behavior of a J-holomorphic curve around an interior point. The asymptotic behavior of a J-holomorphic curve around an interior point can be described quite precisely. For instance, the following is proved in Lazzarini's paper [Laz11, Proposition 3.3].
Proposition 3. Assume that J : D → GL(2n, R) is a C 1 map such that J 2 = − Id and J(0) = J std is the standard complex structure. Let u : S → C n be a J-holomorphic curve with u(0) = 0. Then there are
(1) an integer k 1, 
2.1.5. Behavior of a J-holomorphic curve around a double point. In this subsection, we describe, along the lines of [Laz11, section 3.2], the local form of a curve around the corner points. For this, let us fix (p, q) ∈ R and put x = i(p) = i(q). As usual, we call
the Kähler angles of the pair (T x L p , T x L q ) with respect to J. We also choose a chart φ : U → V such as the one given in Proposition 1.
Proposition 4. Let D + = {x + iy||x + iy| < 1, y 0} be the unit upper half-disk and
) be a non-constant J-holomorphic half-disk with boundary on L and finite energy (i.e. u * ω < +∞). Assume that the lift
Then there are integers k ∈ {1, . . . , n} and m 0, together with a positive real number δ > 0 and a vector a k ∈ V α k 2 such that
Moreover, we have
1 Geometrically this means that the curve has right boundary condition along the branch L p and left boundary condition along the branch L q .
2 see 2.1.1 for the the definition of V α
Note that this implies that there are no critical points in a sufficiently small punctured neighborhood of a corner point.
Remark 3. We call the integer m + 1 the multiplicity of the curve u at 0.
Proof. This is an application of a theorem of Robbin and Salamon ([RS01, Theorem B]) on the asymptotics of a finite-energy J-holomorphic strip. To see this, fix r > 0, and define the strip-like end
For r 1 consider the mapũ
Thenũ is pseudo-holomorphic with respect to the almost complex structure φ * J, has finite energy with respect to the metric g φ * J and satisfies the boundary conditioñ
Moreover, since u is continuous, for r small enough the map φ −1 • u • ε r has relatively compact image in C n . Hence by [RS01, Theorem A],ũ(s, ·) converges uniformly to x as s → +∞ and its derivative ∂ s u decays exponentially with respect to the usual C ∞ pseudo-distance. We can now apply [RS01, Theorem B]. There exist a λ > 0 and a map v :
and a δ > 0 such that
A small computation shows that there exist an integer m 0, an α k and a vector
and so
This gives the relevant estimate. The estimate on the derivative follows easily from the chain rule applied to φ • u • ε.
From now on, we will work locally in M with the help of the chart given by Proposition 2. Therefore we shall consider J-holomorphic curves with values in C n equipped with an almost complex structure J such that J |R n = J std . We assume these curves have boundaries on the union of the branch L p = R n and L q = e iα 1 · R × . . . × e iαn · R. We shall describe their behavior around the double point 0.
Proposition 5. Assume that u :
we have
Proof. Replacing u by φ•u we can assume that u has values in C n . Using Proposition 4, there are k and a k ∈ V α k such that
, and if z = 0 we have
Since a(z) → 0 as z → 0, we can assume that for z ∈ D(0, r) ∩ R we have
We can now use the Schwarz reflection principle to see that φ extends to a map defined on D(0, r) with invertible differential at the origin. Therefore it admits a local inverse. We will now assume that r > 0 is small enough so that φ is actually invertible.
The image of D(0, r) by φ is an open subset of C with boundary a C 1 simple closed curve. By the Jordan curve theorem, this image is cut by the real line R into two connected components. These are necessarily the images of the connected components of D(0, r)\R by φ. We conclude that φ(D
Let us recall the analog of this (Proposition 5) in the case of a curve with boundary along a single branch of the immersion. This is [Laz11, Lemma 3.5] and it is proved in the same manner as above (with a bit less trouble).
is a finite-energy, J-holomorphic curve with u(0) = 0.
There are a matrix A u ∈ O n (R), a λ u > 0, a natural m ∈ N and ψ a C 1 local chart around 0 such that
These two propositions allow us to give the local behavior of these curves when they have boundary conditions along L q rather than L p .
For this let us introduce D α 1 ,...,αn the n × n diagonal matrix with successive entries e iα 1 , . . . , e iαn .
Proposition 7. Assume that u :
There are a matrix B u ∈ O n (R), a λ u > 0 such that
Proof. This follows directly from Proposition 6. To see this, consider the curve v = D −α 1 ,...,−αn u. Then v satisfies the hypotheses of 6 with the complex structure D −α 1 ,...,−αn JD α 1 ,...,αn . This immediately gives the conclusion.
The same trick allows us to give a local form around a corner point.
Proposition 8. Assume that u :
is a finite-energy Jholomorphic curve such that u(0) = 0 and u ([0, 1)) ⊂ L q and u ((−1, 0]) ⊂ L p (this implies in particular that there is a corner point at 0).
Then there exist
Moreover, if
Proof. As before, consider the curve
Notice that the Kähler angles of the second boundary condition are given by π − α 1 , . . . , π − α n .
We now apply Proposition 5 to obtain an α k ∈ (0, π), a λ u > 0, a linear map B u and a local C ∞ diffeomorphism ψ such that
2.2. The relative frame of the curve is a graph. In this subsection, we will explain how to adapt the argument of [Laz11] to show that given two finite-energy J-holomorphic curves with boundary on L, their relative frame is a C 1 -embedded graph. Recall that u 1 and u 2 are two finite-energy J-holomorphic curves with corners and boundary on L.
First let us state [Laz11, Lemma 3.10]. The proof adapts without difficulty to our context. Proposition 9. Suppose that p 1 : S 1 ×S 2 → S 1 is the projection onto the first factor. Then if V 1 ⊂ S 1 and V 2 ⊂ S 2 , the map
Up to reparameterization by z → u 1 (λz) with λ > 0 small enough, we can assume
First, assume that z 1 is a corner point and z 2 is not. There are constants such that
Hence
The right term goes to zero as λ → 0 + . Therefore, the result is true for λ small enough.
Second, assume that z 2 is a corner point and z 1 isn't. Then there are constants such that
The right term goes to zero as λ → 0 + . Therefore the result is true for λ > 0 small enough.
Last assume that both z 1 and z 2 are corner points. Then there are constants such that
• We have that Ω = ∅. Indeed, there are sequences (q 1,ν ) and (q 2,ν ) with values in Int(S 1 )\C(u 1 , u 2 ) and Int(S 2 )\C(u 2 , u 1 ) such that q 1,ν → q 1 , q 2,ν → q 2 and q 1,ν = q 1 . Now for ν large enough,
which is a contradiction. Moreover, du 1 (z 1 ) = 0 and du 2 (z 2 ) = 0. So the restrictions of the two curves to small enough open neighborhoods of z 1 and z 2 are reparameterizations of each other.
z 2,ν . One can assume that the sequence (z 2,ν ) converges to z 2 . Since |z 2 | 1 2 , we get z 2 ∈ V 2 .
Hence Ω = Int(V 1 )\{0} and the result follows by taking the closure of this in V 1 and
Let us also recall a characterization of simple curves with corners and boundary on L. Assume that R u u = ∆ and let N = {z ∈ Int(S)\C(u, u)|#u −1 (u(z)) 2}. Suppose that z 1,ν → z 1 ∈ N and u(z 1,ν ) = u(z 2,ν ) with z 2,ν → z 2 ∈ S and z 1,ν = z 2,ν . Then since z 1 / ∈ C u,u , we have that u 1 (z 1 ) / ∈ i(R), hence by [Laz11] , z 1 R u u z 2 and so z 1 = z 2 . This is a contradiction since du(z 1 ) = 0 and u is locally injective around z 1 .
We will now explain how to prove that W(u 1 , u 2 ) is a C 1 embedded graph. The proof is still an adaptation of [Laz00] and [Laz11] with special care given to corner points.
Let us fix z 1 ∈ S 1 and z 2 ∈ ∂S 2 such that z 1 R u 2 u 1 z 2 . We will show that the desired result holds locally around z 1 .
There are several cases to consider depending on the type of the points z 1 and z 2 . The proofs of all of these follow a variation of the same scheme (and are therefore quite interchangeable). Namely
(1) For i = 1, 2 we find an expression of u i around z i of the type
with c i a positive real number and U i (z) = o(z c i ) (for this we apply one of the Propositions 7,6, 8, 5 according to the type of z i ).
(2) Since there are sequences z 1,ν → z 2 and z 2,ν → z 2 which satisfy u 1 (z 1,ν ) = u 2 (z 2,ν ), we deduce that A 1 (1, 0) and A 2 (1, 0) are dependent over C and lie in the complexification of V αp for some p. (3) We then use the complexification of the standard scalar product to conclude that W(u 1 , u 2 ) is included in a union of rays.
Lemma 1. Assume that z 1 ∈ ∂S 1 and that z 1 and z 2 are not corner points. Moreover, we suppose that
is a double point, that u 1 has boundary condition along the branch L p around z 1 and u 2 has boundary condition along the branch L q around z 2 .
Then there is an open neighborhood Ω of z 1 such that
Proof. Using Propositions 2, 6, and 7, we can assume that (1) u 1 and u 2 have values in C n , (2) L p is given by R n and L q is given by e iα 1 · R × . . . × e iαn · R, (3) there are local C 1 diffeomorphisms ψ 1 and ψ 2 around z 1 and z 2 respectively with images Ω 1 and Ω 2 such that
Replacing Ω 1 and Ω 2 by smaller neighborhoods if necessary, we can assume that
We claim that there is a complex µ ∈ C \ {0} such that µA(1, 0) = D α 1 ,...,αn B(1, 0) and that there is an α k such that A(1, 0) ∈ V α k .
Since z 1 R u 2 u 1 z 2 , there are sequences (z 1,ν ) and (z 2,ν ) of points distinct from z 1 and z 2 such that z 1,ν → z 1 and z 2,ν → z 2 and u 1 (z 1,ν ) = u 2 (z 2,ν ). There are µ ∈ C and v ∈ R n−1 such that D α 1 ,...,αn B(1, 0) = µA(1, 0) + A(0, v). If by contradiction µ = 0, from the equality
This is of course a contradiction.
From this, we deduce
Denoting by ·, · the complexification of the usual scalar product on R n , we have
We conclude that W(u 1 , u 2 ) ⊂ A where A is the union of rays given by
We claim that the frame W(u 1 , u 2 )\{0} is a (possibly empty) union of connected components of A\{0}. We prove this by showing that it is an open and closed subset of A\{0}.
Notice that
and ∂S 2 are both closed. We conclude that W(u 1 , u 2 )\{0} is closed in A\{0}.
Since
. Therefore, we can apply the proof of [Laz11, Theorem 3.18] to conclude that
Lemma 2. Assume that z 1 ∈ ∂S 1 and that z 1 is not a corner point but z 2 is.
Moreover we suppose that u 1 (z 1 ) = u 2 (z 2 ) = i(p) = i(q) and that u 1 has boundary condition along the branch L p around z 1 .
Proof. The curve u 2 can have two different types of boundary conditions. Accordingly, we will consider two different cases. First Case: By the Propositions 2, 5, and 6 we can assume that
(1) the maps u 1 and u 2 have values in C n , (2) the branch L p is given by R n and L q is given by e iα 1 · R × . . . × e iαn · R, (3) there are local C 1 diffeomorphisms ψ 1 and ψ 2 around z 1 and z 2 respectively with images Ω 1 and Ω 2 such that
Moreover, we can assume that
z 2 , there are two sequences z 1,ν = z 1 and z 2,ν = z 2 such that z 1,ν → z 1 , z 2,ν → z 2 and u 1 (z 1,ν ) = u 2 (z 2,ν ). Moreover, we let µ ∈ R and v be a real vector such that π α k (A 1 (1, 0)) = µA 2 (1, 0) + A 2 (0, v). If, by contradiction, µ = 0, from the equality
In particular, we can deduce that µλ 1 z
Hence, if v = 0, we have z
, which is a contradiction.
and the fact that A 1 (1, 0) ∈ V α k , we deduce that z p ∈ R ∪ e iα k · R. So z ∈ A where A is the union of arcs given by
Now we show that the frame (W(u 1 , u 2 ) ∩ Ω 1 ) \{0} is a (possibly empty) union of connected components of A\{0}.
Indeed it is closed in A\{0} and
. Therefore, we can apply the proof of [Laz11, Theorem 3.18] to conclude that W(u 1 , u 2 )\{0} is open in A\{0}. Second Case: This is practically the same as the first case. We explain the differences. This time Proposition 8 implies that we can assume
The same argument as in case 1 shows that A 1 (1, 0) ∈ V α k and that there is a real µ = 0 such that A 1 (1, 0) = µA 2 (1, 0).
Hence z ∈ A. Now the proof is the same as in the first case.
Lemma 3. Assume that z 1 ∈ ∂S 1 and that z 1 is a corner point but z 2 is not.
Moreover, we suppose that u 2 has boundary condition along the branch
Proof. Exchanging the roles of u 1 and u 2 , the proof is the same as in Lemma 2.
Lemma 4. Assume that z 1 ∈ ∂S 1 and that both z 1 and z 2 are corner points.
Moreover, we suppose that u 1 and u 2 have boundary condition along L p followed by L q around z 1 and z 2 respectively.
Proof. We can assume by Propositions 2 and 5, that
with U 2 (z) = o z α l π +p+δ and
Furthermore, there are two non-zero sequences (z 1,ν ) and (z 2,ν ) which converge to 0 such that u 1 (z 1,ν ) = u 2 (z 2,ν ).
First we can easily see that α k = α p . Assume the opposite. Then
. Exchanging the roles of α k and α l , we get that z , a contradiction. As usual, we claim that there is µ ∈ R\{0} such that A 1 (1, 0) = µA 2 (1, 0). Let µ ∈ R and v be a vector such that A 1 (1, 0) = µA 2 (1, 0) + A 2 (0, v). Assume by contradiction that µ = 0. Then since
and since A 2 is an isometry, we get z
In particular µλ 1 z α k π +m 1,ν ∼ λ 2 z α l π +p 2,ν . Moreover, applying the (complexified) orthogonal projection onto A 2 (1, 0) ⊥ , we get
As usual, we take the scalar product of π α k u 1 (z) with A 1 (1, 0) to obtain that z α k π +m ∈ R ∪ e iα k · R. Therefore z ∈ A, where A is the set
We now show that the frame (W(u 1 , u 2 ) ∩ Ω 1 )\{0} is a (possibly empty) union of connected components of A\{0}.
It is closed in A\{0} since W(u 1 , u 2 ) is closed.
Lemma 5. Assume that z 1 ∈ Int(S 1 ) and that z 2 is a corner point.
Proof. Using Propositions 2, 5 and 3, we can assume that
(1) the maps u 1 and u 2 have values in C n , (2) the branch L p is given by R n and the branch L q is given by e iα 1 ·R×. . .×e iαn ·R, (3) there are local C 1 -diffeomorphisms ψ 1 and ψ 2 around z 1 and z 2 respectively with images Ω 1 and Ω 2 such that
with U 1 (z) = O z k+1 and
z 2 , there are non-zero sequences (z 1,ν ) and (z 2,ν ) converging to 0 such that u 1 (ψ 1 (z 1,ν )) = u 2 (ψ 2 (z 2,ν )).
First, we easily see that for p = l, π αp A 1 (1, 0) = 0. Indeed, assume by contradiction that there is p such that π αp A 1 (1, 0) = 0. Apply the projection π αp to the equality
, a contradiction. Now, we claim that there is a λ ∈ C\{0} such that A 1 (1, 0) = λA 2 (1, 0). To see this, let λ ∈ C and v be a complex vector such that
If
⊥ . We apply its complexification to get
Denote by h std the standard hermitian scalar product (which is complex linear in the first variable). Then, since A 1 ∈ U (n),
In the end, we conclude that
. Then z ∈ A where A is a union of half-rays with extremities at 0,
Indeed it is closed in A\{0} since W(u 1 , u 2 ) = R
Since Ω 2 ∩C(u 1 , u 2 ) ⊂ {0} any point of W(u 1 , u 2 )\{0} is not in C(u 1 , u 2 ). Therefore, we can apply the proof of [Laz11, Theorem 3.18] to conclude that W(u 1 , u 2 )\{0} is open in A\{0}.
With the cases already proved in [Laz11] , we readily conclude that the following proposition holds.
Proposition 11. Let D(u 1 , u 2 ) be the set of isolated points of W(u 1 , u 2 ). The following is true
Proof. First, note that (iii) follows immediately from (i) and (ii). We shall see that (ii) follows quite easily form the lemmas proved above. Let z ∈ W(u 1 , u 2 ) ∩ Int(S 1 ) so there is z 2 ∈ ∂S 2 such that zR
We prove, using that the frame relation is open in some cases (Proposition 9), that z is not isolated in W(u 1 , u 2 ). To see this, pick an open neighborhood V 2 of z 2 such that V 2 ∩ u −1 2 (z 2 ) = {z 2 } and a decreasing sequence of neighborhoods
Hence, there are z 2,ν = z 2 ∈ ∂S 2 and z 1,ν ∈ V 1,ν with z 1,ν R u 1 u 2 z 2,ν . Necessarily z 1,ν = z 1 (otherwise u 1 (z 1 ) = u 2 (z 2,ν ) which would yield z 2 ∈ u −1 2 (u 2 (z 2 ))). We conclude that z is an accumulation point of W(u 1 , u 2 ). Now assume that z ∈ W(u 1 , u 2 ) ∩ ∂S 1 and and that z / ∈ C(u 1 , u 2 ). Pick z 2 such that zR u 2 u 1 z 2 . In particular z 2 is not a corner point, du 1 (z) = 0 and du 2 (z 2 ) = 0. We can apply [Laz11, Proposition 3.13] : there are open neighborhoods ω 1 and ω 2 of z and z 2 respectively such that φ(ω 2 ∩ ∂S 2 ) = ω 1 ∩ ∂S 1 and zR u 2 u 1 z if and only if z = φ(z ). Therefore ω 1 ∩ W(u 1 , u 2 ) = ∂S 1 ∩ ω 1 : the frame is a local C 1 -graph around z and z is not isolated in W(u 1 , u 2 ).
Assume that z is not a corner point, then Lemma 2 if z 2 is a corner point, and Lemma 1 if z 2 is not, show that W(u 1 , u 2 ) is a graph around z.
If z is a corner point, Lemma 3 if z 2 is not a corner point, and Lemma 4 if z 2 is, show again that W(u 1 , u 2 ) is a graph around z.
2.3. Frame and simple curves. The relation that we just defined is not quite transitive. However, there still are a few cases where transitivity holds. Let us consider three J-holomorphic curves with boundary in L, u i :
Moreover, it turns out that the relation R has the lifting property with respect to the projection on the second factor.
There exists a unique continuous map γ 2 : [0, 1] → S 2 such that γ 2 (0) = z 2 and for
There is γ 2 : [0, 1] → W(u 2 ; u 1 , u 2 ) such that γ 2 (0) = z 2 and γ 1 (t)R
Proposition 15 (Lemma 4.5, [Laz11] ). Assume ∂S 2 is connected. If C is a connected component of W(u 1 , u 2 ) with C ⊂ Int(S 1 ), then for z ∈ ∂S 2 there is w ∈ C such that wR
We also introduce the following notion.
2.3.2. Simple curves are determined by their frames.
Definition 5. Two J-holomorphic curves with boundaries on L defined on connected surfaces u 1 and u 2 have relatively simple frames if R
The argument of [Laz11, section 4] holds without modifications to yield Theorem 2 (Theorem 4.13, [Laz11] ). If u 1 and u 2 are two simple curves with boundary in L, the following assertions are equivalent
(1) u 1 (S 1 ) = u 2 (S 2 ) and u 1 (∂S 1 ) = u 2 (∂S 2 ), (2) W(u 1 , u 2 ) = ∂S 1 and W(u 2 , u 1 ) = ∂S 2 , (3) u 1 and u 2 have relatively simple frames, (4) R u 2 u 1 = ∅ and u 1 (∂S 1 ) = u 2 (∂S 2 ), (5) There exist biholomorphism φ 12 : (S 2 , ∂S 2 ) → (S 1 , ∂S 1 ) such that
2.4. Factorizations of J-holomorphic disks.
Factorization of curves.
Proposition 16. Let u : (S, ∂S) → (M, i(L)) be a non-constant finite-energy Jholomorphic curve with corners and boundary on L. We suppose that W(u).
Let 1 charts such that, in these charts,
if z i is not a corner point, or
Moreover, we can assume that d |u| z is non-zero on V i . We choose an α ∈ such that 0 < α < inf ∂(∪V i )\∂D . Then α is a regular value of |u|. Denote by Ω i the connected component of
is positive for z close enough to z i , we can assume (choosing α smaller if necessary) that Ω i is simply connected. It implies that it is biholomorphic to a disk. Furthermore, its boundary is the union of an embedded arc in ∂S and an embedded arc in the interior. Let us show that the ψ ij exist. Choosez 1 ∈ Ω 1 ∩ Int(S) andz 2 ∈ Ω 2 ∩ Int(S). We build ψ 12 : Ω 1 \∂D → Ω 2 \∂D.
For this, choose z ∈ Ω 1 \∂D. There is a continuous path γ : [0, 1] → Ω 1 \∂D from z 1 to z. This path lifts to a unique continuous γ 2 : [0, 1] → S such that γ 2 (0) =z 2 and γ(t)R u 2 u 1 γ 2 (t). Notice that since W(u) = ∂S, we have γ 2 (t) / ∈ ∂S. Moreover, since |u(γ(t))| < α for all t ∈ [0, 1] and u(γ 2 (t)) = u(γ(t)), we get γ 2 (t) ∈ Ω 2 \S. We put ψ 12 (z) = γ 2 (1).
It remains to see that ψ 12 (z) does not depend on the choice of γ. For this, suppose that there is a homotopy H : [0, 1] × [0, 1] → Ω 1 \∂D such that H(0, ·) = γ. By the same argument as before, there is a unique liftH :
It is easy to see, using that there is no critical points of u in Ω 2 \∂S, that H is actually smooth. Thus the existence of ψ 12 is proved.
Recall that there are no critical points of u in Ω 2 \ {z 2 }. It is easy to see, using the same argument, that ψ 12 extends to a holomorphic map Ω 1 \{z 1 } → Ω 2 \{z 2 }. In a local chart for S, this is a bounded holomorphic map from D + R \{0} to D + R \{0} sending the real line to the real line. Hence, it extends to a holomorphic map
To see that this is a biholomorphism, notice that the same argument allows us to build a holomorphic map ψ 21 : Ω 2 → Ω 1 such that ψ 21 (z 2 ) =z 1 . Now Φ = ψ 12 • π 21 : Ω 1 → Ω 1 satisfies u • Φ = u and Φ(z 1 ) =z 1 . Hence by the unicity of lifts of paths, it is the identity. Exchanging the order of the composition, we get ψ 12 • ψ 21 = Id.
The unicity follows from a beautiful argument given in [Laz00, Proposition 5.9]. Assume that ψ is a biholomorphism Ω 1 → Ω 1 such that u • ψ = u. Since Ω 1 is simply connected, we can assume that it is actually equal to D by the Riemann mapping theorem. Then ψ has a fixed point, say z 0 . If z 0 ∈ ∂D, then ψ n (z) → z 0 for all z, so u is constant. Hence z 0 ∈D and we can assume z 0 = 0 so ψ(z) = ζz for some ζ ∈ ∂D. Either ζ has infinite order, in which case u is constant, or it has finite order so u factors through z → z k . But u is an immersion on D, so k = 1.
From this, we immediately get the following corollary. Proof. The relation R u u is transitive by Proposition 12. Therefore, the quotient S = S/R u u is well-defined. It remains to define holomorphic charts on S such that the quotient map p : S → S is holomorphic.
be the preimages of z . We consider the biholomorphisms h 1 , . . . , h N given by Corollary 2. Then the restriction of p to each Ω i is a bijection. Remark that, up to taking smaller neighborhoods, the Ω i can be assumed relatively compact. Therefore, we can assume that p restricted to each Ω i is a homeomorphism onto its image. The chart around z is given by h i • p Notice that this immediately implies that p |∂S : ∂S → ∂S is a finite cover. The map u goes through the quotient to induce a holomorphic map v : (S , ∂S ) → (M, i(L)) which is simple. Call E = {y 1 , . . . , y m } the corner points of u and let γ : ∂S\E → L be the boundary condition of u. Corollary 2 immediately implies that if z ∈ ∂S is not a corner point and z is such that zR u u z , then z is not a corner point. We deduce that in a neighborhood of z, we have γ • h z = γ • h z . Hence, γ can be quotiented out to give a continuous map γ : ∂S \p(E) which satisfies i•γ = v |S \p(E) .
It is now immediate from the definition of γ that each point of p(E) is a corner point.
Since p is a branched cover of finite degree, say d 1, we have We can conclude that any curve can be decomposed into simple pieces.
Theorem 3. Let u : (S, ∂S) → (M, i(L)) be a finite-energy J-holomorphic curve with boundary in L. There are finite-energy simple J-holomorphic curves with corners
and there are integers m 1 , . . . , m N 1 such that
Proof. The proof of the first point proceeds as in Lazzarini's paper. For each connected component Ω of S\W(u), choose a complex embedding h Ω : (S Ω , ∂S Ω ) → (Ω, ∂Ω) ([Laz11, Lemma 2.6]) and consider the map u • h Ω .
We have
The set of the preimages of double points u −1 (i(R)) is finite, hence by [Laz11, Lemma 2.4], the set (u • h Ω ) −1 (i(R)) is also finite. Therefore u • h Ω has a finite number of corner points. Now we claim that 
Moreover, we see immediately that
where the union is taken over the set of connected components of D\W(u). Now the conclusion of the main Theorem 1 follows immediately from the following proposition. Consider Ω a connected component of D\W(u), and S Ω , S Ω as in the proof of 3. If z is in the interior of S Ω , there is a pointz ∈ CP 1 such that zR
. LetΩ be the connected component of CP 1 \W(v, u) containingz. Then one checks that R(∂Ω) = ∂Ω and R(∂Ω) = ∂Ω, so v Ω is a J-holomorphic disk by Theorem 2.
We will give the proof of Propositon 18 at the end of the next subsection after some preliminary results.
2.4.3. Cutpoints and holomorphic spheres. Here we will state some results whose proofs are given in [Laz11] . An exception is point (2) of Proposition 19 which is specific to our own situation. Nevertheless, for the convenience of the reader, we shall sum up the main arguments.
First, we will need to define the notion of cutpoint, those are the points at the boundary where the disk closes on itself.
Definition 6. Let u : (S, ∂S) → (M, i(L)) be a finite-energy J-holomorphic curve with corners and z ∈ ∂S.
The point z is a cutpoint if there is a complex embedding h : (D + , ∂D + ) → (S, ∂S) with h(0) = z and a J-holomorphic disk such that 0 is a dead-end of W(v, u • h).
We denote by Cut(u) ⊂ ∂S the set of cutpoints of u.
Here are some properties of the set of cutpoints.
Proposition 19. Let u : (S, ∂S) → (M, i(L)) be a finite-energy J-holomorphic curve with corners.
(1) If Cut(u) = ∅, then W(u) has no dead-ends.
(2) If z ∈ Cut(u), then z is not a corner point.
(3) If z ∈ Cut(u), there is a neighborhood ω of z in ∂S and a continuous involution σ : ω → ω such that σ(z) = z and zR
Proof. The proof of (1) is clear. Assume z 0 is a dead-end, then there is a point z ∈ ∂S such that z 0 R 
. This implies that v is constant. This contradiction proves (2).
As before, assume that z ∈ Cut(u) and keep the notations of the proof of (2). By Proposition 6 and (2), one can assume that h is such that in a suitable local
We conclude that the pathsγ ± are embeddings with values in and k is even) . The involution σ maps h (γ + (t)) to h (γ − (t)).
The next proposition gives a sufficient condition for a holomorphic disk to be a sphere. Proof. The idea of the proof is that the boundary of the disk u closes itself on the image of W(v, u) by v. First, one can assume without loss of generality that v is a simple disk. Let z 0 be an extremity of W(v, u) and choose a point z ∈ ∂D such that z 0 R u v z (in particular z 0 is a cutpoint of u). One can prove as in the preceding proposition that there are two distinct paths γ ± : R + → ∂D, and a pathγ :
. Let N > 0 be the first number such that γ + (t) = γ − (t). The surface S := D/ ∼ with γ + (t) ∼ γ = (t) for t ∈ [0, N ] is a topological sphere. The map u factors through the quotient projection π : D → S to give a map w : S → M . It remains to see that S admits a structure of Riemann surface such that π is holomorphic.
To construct charts, consider a point γ + (t 0 )R u u γ − (t 0 ) with t 0 ∈ (0, N ) which is not a cutpoint. The proof of Proposition 16 shows that there are local charts h ± :
+ / ∼ where t ∼ φ − (t) has a structure of a Riemann surface with the charts given by the union of the mapsh + andh − . The chart for the surface S is then given by h + h − . The map w restricted to this chart is holomorphic since equal to the restriction of v to the images ofh + andh − .
If we consider a point γ + (t 0 ) which is a cutpoint, one can check thatγ(t 0 ) is an endpoint of W(v, u).
Moreover, assume that W(u) is not connected and that u is not a J-holomorphic sphere.
Pick z 0 , z 1 ∈ Cut(u) such that z 0 R u u z 1 and let γ : [0, 1] → ∂D be an embedded path with γ(0) = z 0 and γ(1) = z 1 .
There are 0 < t 0 < t 1 < 1 such that γ(t i ) ∈ C(u, u)\ Cut(u) with i ∈ {0, 1}.
Proof. The point t 1 is the smallest t ∈ (0, 1] such that γ(t) ∈ C(u, u). It is enough to show that γ(t 1 ) / ∈ Cut(u) since this implies t 1 = 1. The idea is as follows. Assume that γ(t 1 ) is a cutpoint. Pick a connected component C ⊂ W(u) ∩ Int(D) and a liftγ : [0, 1] → C such thatγ(t)R u u γ(t). Since γ(0) ∈ Cut(u) (resp. γ(1) ∈ Cut(1)), there is a J-holomorphic disk w 0 : Int(D) → M (resp. w 1 : Int(D) → M ) and an embedding h 0 : (
We also pick an embedding h 2 : Int(D) → Int(D) such that h 2 (−1, 1) =γ(ε, t 0 − ε) and 0 / ∈ R w 2 w i w 2 (D). Now we attach the three disks w 0 , w 1 and w 2 using the relation R to obtain a disk w such that W(w, u) is a Jordan arc. Therefore, u is a J-holomorphic sphere, a contradiction.
Let t 0 be the largest t ∈ (0, t 1 ] such that γ(t) ∈ C(u, u). We are done if we show that t 0 = t 1 .
Assume t 0 = t 1 . Since γ(0)R u u γ(1), one can choose γ such that γ(t)R u u γ(1 − t). One can then check that this implies t 0 ∈ Cut(u), a contradiction.
All of this allows us to show that some disks are equivalent to disks whose frame does not possess dead-ends.
is not connected and which is not a J-holomorphic sphere.
There is a finite-energy J-holomorphic disk with cornersũ such that
Proof. The idea is to fold the boundary along the cutpoints. More precisely, choose a a point z 1 ∈ Cut(u) and let {z 1 , . . . , z N } be the set R 
Notice that the preceding proposition shows that the points γ ±,i (1) are distinct for i = 1 . . . N .
We let S := D/ ∼ be the quotient of D identifying γ ±,i (t) with γ ±,j (t) for i, j ∈ {1, . . . , N }. Topologically, the surface S is a disk. Then u factors through a map v : S → M . It remains to show that there is a complex structure on S such that the quotient map π : D → S is holomorphic.
As in Proposition 20, the idea is to build a chart around γ i,+ (t) using as a chart a quotient of a small disk around the corresponding pointγ(t). For γ i,+ (t) with t ∈ [0, 1) it is the same process as in Proposition 20.
Consider the points γ i,+ (1) and γ i,− (1) and assume thatγ(1) is not a vertex of the graph W(u). Choose a small enough holomorphic embedding φ : Int D → D such that φ(0) =γ(1) and Im φ ∩ C(u, u) =γ (1). The set φ −1 (W(u, u)) is divided in two arcs, one is simply φ −1 (γ) and we call the other γ . Choose an embedding
consists of the boundary(−1, 1) and an arc going from 0 to the outer boundary of the half-disk. We call this arc γ .
Using the proof of Proposition 16, we show that there are 4 embeddingsh ± : ∂D) withh ± (0) = 0 and h ± (0) = γ ± (1). These satisfyh ± (z 1 )Rh ± (z 2 ) if and only if z 1 = z 2 . As before one can attach the two half-disks along their boundaries and identify the resulting surface with D + through the disjoint union of the mapsh ± . Suppose thatγ(1) is a vertex of the graph W(u). Let φ : Int D → D be a small enough holomorphic embedding so that φ(0) =γ(1) and Im φ ∩ C(u, u) =γ (1). The paths γ ± (1 − t) lift to two (not necessarily distinct) arcs γ 1 and γ 2 in W(u, u).
) be a holomorphic embedding with φ −1 (γ) ⊂ Im(h). We then proceed just as before!
The end product is a finite-energy J-holomorphic disk with corners v such that # Cut(v) # Cut(u)−1. We then repeat the process by induction to get the desired diskũ.
After these results, we now return to the proof of Proposition 18.
Proof of Proposition 18. Assume by contradiction that u is not a J-holomorphic sphere. Then by Propositions (22), there is a finite-energy J-holomorphic diskũ with corners and boundary on L which satisfies the following. Call Ω 1 the connected component of D\W(u) which contains ∂D and choose a map h : (S, ∂S) → (Ω 1 , ∂Ω 1 ) which is a biholomorphism from Int(S) to Int(Ω 1 ). The map u Ω 1 := u • h factors through a simple J-holomorphic map v Ω 1 : S Ω 1 → M . We show that this is a disk.
For C a connected component of W(u), denote by Ω C the connected component of D\W(u) with boundary C. It is simply connected, hence biholomorphic to a disk. Hence, the map u Ω C := u |Ω C factors through a simple disk v Ω C .
Let z ∈ ∂S Ω 1 and pick a pointz ∈ p
s. In the first case, the J-holmorphic maps
If there is no connected component such that h(z)R
has a unique connected component. Therefore, it is a disk Now choose a connected component C. We glue the disks v Ω C and v Ω along their boundaries to get a J-holomorphic sphere v :
We readily conclude thatũ is a sphere. This is a contradiction.
3. Consequences of the main theorem 3.1. Simplicity of curves for generic almost complex structures. In this subsection, we give the proof of Corollary 1. The proof is basically contained in [Laz11, Theorem B] and [BC07] . Here, we sum up the main arguments involved in the proof.
3.1.1. Intersection points and indices of curves. For each (ordered) double point (p, q) ∈ R (with as usual x = i(p) = i(q)), denote by G(T x M ) the Lagrangian Grassmannian of T x M . We choose once and for all a smooth path λ (p,q) :
. Moreover, we may assume that λ (q,p) is λ (p,q) parameterized in the reverse direction. Now define a Maslov pair (E, F ) (we use the terminology of [MS12, Appendix C.3]) as follows. We let E be the trivial symplectic vector bundle over the closed Poincaré half-plane H with fiber T x M equipped with the symplectic form ω x . Now consider a strictly increasing smooth function f : R → [0, 1] such that f (t) = 0 for t << 0 and f (t) = 1 for t >> 0. Then the Lagrangian boundary condition is given for t ∈ R by F t = λ (p,q) (f (t)).
We endow H with the following strip-like end
and endow the bundle H × T x M with the trivial symplectic connection. This satisfies the hypotheses of [Sei08, section 8h], hence admits an associated Fredholm CauchyRiemann operator. We denote by Ind(p, q) the index of this operator. Now, choose a compatible almost complex structure J ∈ J (M, ω) and let
be d ∈ N * ordered self-intersection points of i. Let A be a homotopy class of topological disks with corners 3 and corner points given in cyclic order by
Assume first d 2. Recall that there is a universal family S d+1 π − → R d+1 of disks with d + 1 marked points. Fix a universal choice of positive strip-like ends 4 . We define M (A, (p 0 , q 0 ) , . . . , (p d , q d ), J) to be the space of maps u : π −1 (r) → M for some r ∈ R d+1 satisfying the following conditions,
(1) u is a finite-energy J-holomorphic disk with corners and boundary on L, (2) the corner points of u coincide with the limits of the strip-like ends and the switch condition at the i-th marked point is given by (p i , q i ), (3) the homotopy class of u is A. Each u ∈ M (A, (p 0 , q 0 ), . . . , (p d , q d ), J) gives rise to the bundle pair (u * T M, u * T L). The linearization of the Cauchy-Riemann equation at u yields a Cauchy-Riemann operator between suitable Sobolev completions of the space of sections of this bundle pair
Fix such a u : π −1 (r) → M and denote by x 0 , . . . , x d the marked points in the domain. There is a natural compactification of π −1 (r) given by the union of π −1 (r) and d + 1 copies of the interval [0, 1] topologized so that the positive (resp. negative) strip-like ends
). We will call it π −1 (r).
The map u admits a unique extension to a continuous map u : π −1 (r) → M . This gives rise to a Maslov pair by setting the boundary condition to be u * T L over ∂π −1 (r) and λ (p,q) over the added intervals. The index of this Maslov pair only depends on the homotopy class A of the map u. We call it µ A .
The index of the operator D u is given by the following formula
Ind(p i , q i ).
The reader may find a proof in the paper of Akaho-Joyce [AJ10, Section 4.3, Proposition 4.6]. One can also deduce it from the exposition in Seidel's book [Sei08, Section (11)].
For the case d = 1, we consider the space of J-holomorphic strips with corners at (p 0 , q 0 ) and (p 1 , q 1 ). More precisely, define Z = R × [0, 1]. We denote bỹ M(A, (p 0 , q 0 ), (p 1 , q 1 ), J) the space of finite-energy J-holomorphic maps u :
The index of such a curve is given by
For the case d = 0, we consider the space of J-holomorphic teardrops with corner at (p 0 , q 0 ). More precisely, we denote byM(A, (p 0 , q 0 ), J) the space of finite-energy J-holomorphic maps u : H → M such that u |R lifts to a map γ : R → L with lim s→−∞ γ(s) = p 0 and lim s→+∞ γ(s) = q 0 .
The index of an element u of this moduli space is given by Ind(D u ) = µ A + Ind(p 0 , q 0 ).
Generic transversality of moduli spaces. Assume that d 2 and denote by
the moduli space of simple curves with corners the (p i , q i ). The usual transversality arguments imply that there is a second category subset
by the space of conformal reparameterizations leaving the marked points fixed and denote the resulting space by
There is a second category subset
Assume now that A 1 and A 2 are two homotopy classes of topological disks with corners at
to be the set of pairs of simple disks
Now for k 0 consider the moduli space of (parameterized) pairs of disks with marked points at the boundary
There is a smooth evaluation map
There is a second category subset J reg (M, ω) such that for every J ∈ J reg (M, ω) and k 1, the evaluation map ev k is transversal to the product ∆ k . Hence, if not empty, the set ev
is empty. We conclude that the following proposition holds.
Proposition 23. There is a second category subset
, then the number of z 1 , z 2 ∈ ∂D such that u 1 (z 1 ) = u 2 (z 2 ) is finite.
The same argument for self intersections yields
Proof. There is a second category subset Assume by contradiction that p has degree more than 2.
We claim that −1
For instance, this can be seen using local charts. However, a conformal local chart h :
Now, we will need one last statement. For this, assume d 2, and that As before, we see that for i = j, y i / ∈ p −1 (p(y j )) since the image of any neighborhood of z ∈ p −1 (p(y j )) in ∂D by u intersects both L j and L j+1 . Hence, the cover p is of degree 1. 3.2. Time-independent Floer homology. As an easy application of the Main theorem, we show that Floer homology can be defined with time-independent complex structures. This is (as far as the author knows) new.
To do this, let us now assume that (M, ω) is closed and monotone. Let [ω] : H 2 (M ) → R be the morphism induced by symplectic area. There is λ > 0 such that
Let L 1 and L 2 be two embedded compact Lagrangian submanifolds and denote by N 1 1 and N 2 1 their minimal Maslov number. We assume that N p 3 for p ∈ {1, 2}.
For x and y two distinct intersection points in L 1 ∩ L 2 , and A a homotopy class of finite-energy strips from x to y, we denote
• byM(x, y, L 1 , L 2 , A, J) the set of J-holomorphic strips from x to y in the homotopy class A,
From Proposition 25 and the standard transversality arguments (cf [FHS95] ), we immediately deduce the following.
Proposition 27. There is a second category subset
, for each homotopy class A, all J-holomorphic strips are simple :
By a standard Gromov compactness argument, the set M 0 (x, y, A, J) is compact.
Furthermore, there is a 1-dimensional manifold with boundary M 1 (x, y, A, J) whose interior is identified with M 1 (x, y, A, J) and whose boundary is identified with
Consider the Novikov ring of formal power series with coefficients in Z 2 :
As usual we define the Floer complex between L 1 and L 2 to be the Λ Z 2 -module generated by the intersection points
The differential on this complex is given by a count of rigid J-holomorphic strips modulo 2
It is immediate to see from the usual Gromov compactness argument that
Since any generic almost complex structure is, in particular, a generic time-dependent almost complex structure, the homology of this complex computes the usual Lagrangian intersection Floer homology. Hence we can conclude that the following theorem is true.
Theorem 4. There is a second category subset
) is well-defined (as a differential complex). Moreover, its homology computes the usual Lagrangian intersection Floer homology.
Work in progress.
3.3.1. Framework. In this section, we will describe some expected applications of the main theorems to the study of the surgery of two immersed Lagrangian submanifolds.
Let us consider a compact exact symplectic manifold (M, ω) with Liouville form λ, convex boundary and complex dimension n 3. We denote by M its completion. Gradings: Assume that the first Chern class of (M, ω) satisfies 2c 1 (T M ) = 0 in H 2 (M, Z). This implies that the complex line bundle Λ n T * M ⊗ Λ n T * M is trivial. Hence, it admits a non-vanishing section Ω.
For each Lagrangian subspace L ∈ G(T x M ), choose a real basis v 1 , . . . , v n of L and define
One can check that this does not depend on the choice of v 1 , . . . , v n and therefore defines a smooth function det
. Now assume that L 1 and L 2 are two transverse exact graded immersions which intersect transversally. Let x be an intersection point of these. Fix an adapted almost complex structure J and denote by α 1 , . . . , α n the Kähler angles of the pair
Similarly, we can define the index of a self intersection point (p, q) ∈ R of L i for i = 1, 2 :
where α 1 , . . . , α n are the Kähler angles of the pair
The reader may wonder if this is the same as the index defined in the subsection 3.1.1. There is a choice of path λ (p,q) such that Ind(p, q) = |(p, q)| : it is explained in [Sei08, (11g)]. Lagrangian surgery: Following the presentation of Biran and Cornea ([BC13, 6.1]), we will describe the surgery of L 1 and L 2 at an intersection point.
First, for each intersection point y between L 1 and L 2 , fix a Darboux chart φ y :
and whose image does not contain any other intersection point. Now consider a smooth path γ(t) := (a(t), b(t)) ∈ C, with t ∈ R, such that γ(t) = (t, 0) for t < −1, γ(t) = (0, t) for t > 1 and a (t), b (t) > 0 for t ∈ (−1, 1). For ε > 0, the set
and replacing it by φ x (H ε ). This has domain the connected sum of L 1 and L 2 and turns out to be exact. Moreover, if |x| = 1, the gradings of L 1 and L 2 canonically induce a grading θ on L 1 # x,ε L 2 which agrees with θ L 1 and θ L 2 on L 1 L 2 \φ x (B(0, r x )) (this is a result of Seidel [Sei00, Lemma 2.13]).
From now on, we will consider the case where L 1 and L 2 are actually embedded and we will fix an intersection point x ∈ L 1 ∪ L 2 of degree 1.
Lastly, we will somewhat restrict the space of almost complex structures we consider. We denote by J φ (M, ω) the set of adapted almost complex structures which agree with (φ y ) * J std on φ y (B(0, r y )) for each intersection point y.
The proof of 1 shows that there is a second category subset J φ,reg (M, ω) ⊂ J φ (M, ω) such that (1) any non-constant J-holomorphic disk with corners and boundary on the immersion L 1 L 2 M is either simple or multiply covered, (2) any simple J-holomorphic disk with corners and boundary on the immersion L 1 L 2 M is regular (meaning that the linearization of the CauchyRiemann operator is surjective).
3.3.2. Surgery and count of holomorphic disks. We expect that we can apply our work to prove the following theorem.
Theorem 5 ( ).
5 Let (ε ν ) ν∈N be a sequence of positive real numbers such that ε ν → 0. There is a second category subset J φ,reg,2 (M, ω) ⊂ J φ,reg (M, ω) and ν 0 ∈ N such that the following holds.
For any ν ν 0 , J ∈ J φ,reg,2 (M, ω) and y ∈ L 1 ∩L 2 with |y| = 2, there is a bijection
between the set of J-holomorphic teardrops with boundary on L 1 # x,εν L 2 and the set of strips between L 1 and L 2 from y to x.
Below, we list the main steps expected to lead to this result.
3.3.3. Surgery and holomorphic disks. The proof of theorem 5 relies on three results. The first is a result about the multiplicity 6 of an isolated generic J-holomorphic strip at its corners.
Proposition 28. There is a second category subset
, then every J-holomorphic strip of Fredholm index 1 has multiplicity 1 at his corners.
Sketch of the proof. Fix x and y such that |x| − |y| = 1. Consider the universal moduli space M * L 1 , L 2 , x, y, J l of pairs (u, J) with By the propositions above, there is a second category subset J reg,5 (M, ω, L 1 , L 2 ) such that for J ∈ J reg,5 (M, ω, L 1 , L 2 )
• Every J-holomorphic strip in M(y, x, L 1 , L 2 , J) for y ∈ L 1 ∩ L 2 with |y| = 2 is regular, simple and has corners of multiplicity 1, • every J-holomorphic teardrop in M(y, L 1 # ε,ν L 2 , J) for ν 0 is regular, simple and has a corner of multiplicity 1. Since the Lagrangians L 1 and L 2 are exact, Gromov compactness for J-holomorphic strips and regularity imply that the space M(y, x, L 1 , L 2 , J) is compact.
Therefore, we can apply a result stated in [FOOO06, Theorem 5.11 ] to obtain the following corollary.
Corollary 5 ( ). There is a second category subset J φ,reg,5 (M, L 1 , L 2 , ω) such that the following holds.
For every J ∈ J φ,reg,5 (M, ω, L 1 , L 2 ), there exist α > 0, ν 0 0 such that for ν ν 0 there is a bijection M(y, L 1 # εν ,x L 2 , J, α) → M(y, x, L 1 , L 2 , J).
3.3.4. Gromov compactness. Last we need a version of Gromov compactness for Jholomorphic curves as the surgery parameter ε ν goes to 0. We emphasize that it is not (to our knowledge) proved in the literature and that it is the subject of future work.
A d-leafed tree is a planar tree T ⊂ R 2 with a choice of vertex α called the root, oriented so that the root has no incoming edge and with d leaves (beware that it is not the definition of [Sei08, (9d)] ). For each vertex v of T , we denote by |v| its valency.
Definition 7. A labeled domain consists of (i) a d-leafed tree T , (ii) for each vertex v, an element r v ∈ R |v| , (iii) for each vertex v, k v ∈ N cyclically ordered marked points at the boundary that we will denote by z 1 , . . . , z kv , (iv) for each connected component C of ∂r v \{z 1 , . . . , z kv }, an element L C ∈ {L 1 , L 2 }, which satisfy the following conditions.
(1) If C 1 and C 2 are two adjacent connected components, then the labels L C 1 and L C 2 should be different, (2) for every leaf v, k v 1.
Remark 5. For each vertex v one can number the outgoing edges as counterclockwise (remember that T is embedded in R 2 ). The number of an edge e going from v 1 to v 2 will be denoted n e . Proposition 30 ( ). Fix an almost complex compatible structure J ∈ J φ (M, ω).
Assume that (u ν ) ν∈N is a sequence of J-holomorphic teardrops such that
There is a subsequence (u ν k ) k 0 which Gromov converges to a broken strip from y to x.
3.3.5. Proof of Theorem 5 ( ). We now prove Theorem 5 assuming that Proposition 30 is true. For this fix J ∈ J φ,reg,5 (M, ω).
Given the conclusion of Corollary 5, it only remains to check that there is ν 0 such that for all ν ν 0 , any teardrop v ∈M(y, J, L 1 # x,εν L 2 ) is α close to a J-holomorphic strip v ∈M(y, x, J, L 1 , L 2 ).
Assume by contradiction that there is a strictly increasing sequence (ν k ), and a sequence of teardrops u ν k ∈M(y, J, L 1 # x,εν k L 2 ) such that ∀v ∈M(y, x, J, L 1 , L 2 ), sup z∈D d J (u(z), v(z)) α.
By Proposition 30, there is a subsequence of (u ν k ) which converges in the sense of Gromov to a broken strip w.
To conclude, it remains to see that v is an actual teardrop. This is immediate from the two lemmas below.
Lemma 6. Assume w = (u v ) v∈T is a broken strip with underlying tree T such that all u v are simple. Then the tree T consists of one vertex and w is a strip from y to x.
Proof. This is a simple combinatorial argument which uses regularity and simplicity of the underlying holomorphic curves.
First, notice that the index of x as an element of CF (L 2 , L 1 ) is n − 1 which is greater than 1 since n 3.
For v ∈ T different from the root, call y v the incoming limit point and x 1 , . . . x p the outgoing limit points. Moreover, assume that there are k 1,v marked points mapping to x going from L 1 to L 2 and k 2,v marked points mapping to x going from L 2 to L 1 . Since the curve u v is regular, we have Hence V (T ) = 1. Therefore we have a single curve w with one corner at y and the others at x. Now since y is an incoming point from L 1 to L 2 , there are 2k − 1 other corners mapping to x (with k an integer greater than 1). Among them, k are outgoing points from L 1 to L 2 and k − 1 are outgoing points from L 2 to L 1 . Since w is regular, we get |y| − k − (n − 1)(k − 1) + 2k − 3 0, so |y| − (n − 2)k + n − 4 0, hence (since |y| = 2) n − 2 (n − 2)k.
Since n − 2 1, we readily conclude that 1 k hence k = 1.
Lemma 7. Assume w = (u v ) v∈T is a broken strip with underlying tree T . There is a tree T 1 and a broken strip w 1 = (u v,1 ) v∈T with underlying tree T 1 such that the following assertions hold.
(1) For each v ∈ T 1 , the curve u v,1 is simple.
(2) There is an injective tree morphism f : T 1 → T mapping the root of T 1 to the root of T satisfying the following. If v ∈ T 1 , the underlying simple curve of u f (v) is u v,1 . (3) If V (T ) 2, then V (T 1 ) 2.
Proof. The simple curve is built by an induction process.
Start with the root v 0 . The curve u v 0 is multiply covered by the choice of almost complex structure J. Let u v 0 ,1 be the underlying simple curve : there is a branched cover π such that u v 0 = u v 0 ,1 • π. We associate the curve u v 0 ,1 to the root of T 1 .
The domain of u v 0 ,1 has one incoming strip-like end (the image of the incoming strip-like end of r v 0 by π) and m v ∈ N outgoing strip-like ends. Call ζ 1 , . . . , ζ mv their asymptotic points. For each ζ i we put an outgoing edge e ζ i . Call v ζ i the outgoing end of e ζ i .
For each i ∈ {1, . . . , m v }, choose a pointζ i ∈ r v 0 such that π(ζ i ) = ζ i . Each ζ i is the limit of an outgoing strip-like ends and corresponds to an edge in T with endpoint vζ i . The curve u v ζ i is the simple curve underlying u vζ i . If we repeat this process by induction, it is easy that the end-product is a broken strip satisfying the hypotheses.
