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Abstract
We consider a Cox process with Poisson shot noise intensity which has been widely
applied in insurance, finance, queue theory, statistic, and many other fields. Cox pro-
cess is flexible because its intensity not only depends on the time but also can be
considered as a stochastic process and so it can be considered as a two step randomiza-
tion procedure. Due to the structure of such models, a number of useful and general
results can easily be established. In this paper, we study the fluctuations and precise
deviations for shot noise Cox process using the recent mod-φ convergence method.
MSC2010: primary 60G55; secondary 60F05, 60F10.
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1 Introduction
A Cox process is first introduced by Cox (1955) and a natural generalization of a Poisson
process by considering the intensity of Poisson process as a realization of a random mea-
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sure (Møller, 2003). The Cox process provides the flexibility of letting the intensity not only
depend on time but also allowing it to be a stochastic process. Hence, it can be viewed
as a two-step randomization procedure which can deal with the stochastic nature of catas-
trophic loss occurrences in the real world. Moreover, shot noise processes (Cox, 1980) are
particularly useful to model claim arrivals; they provide measures for frequency, magnitude
and the time period needed to determine the effect of catastrophic events within the same
framework; as time passes, the shot noise process decreases as more and more losses are
settled, and this decrease continues until another event occurs which will result in a positive
jump. Therefore, the shot noise process can be used as the intensity of a Cox process to
measure the number of catastrophic losses. The shot noise Cox processes were introduced
in Møller (2003) and further generalized in Hellmund, Prokesˇova´, and Jensen (2008) with-
out discussing the statistical inference for the model. Note that the class of shot noise Cox
processes also includes the very popular Poisson Neyman-Scott processes like the Thomas
process((Thomas, 1949),[(Illian et al., 2008), Section 6.3.2]).
The Cox model has been used widely in many aspects: insurance, finance, queue the-
ory, statistic etc.(cf.(Albrecher and Asmussen, 2006),(Cox, 1955),(Dassios and Jang, 2003)).
Dassios and Jang (2003) applied the Cox process with Poisson shot noise intensity to pricing
stop-loss catastrophe reinsurance contract and catastrophe insurance derivatives. Albrecher and Asmussen
(2006) studied the asymptotic estimates for infinite time and finite time ruin probabilities
of the risk model.
There are many applications of large deviations such as insurance, portfolio manage-
ment, risk management, queue system, statistics((Macci and Stabile, 2006), (Gao and Yan,
2008),(Shen, Lin, and Zhang, 2009),(Ganesh, Macci, and Torrisi, 2007)). Macci and Stabile
(2006) studied the large deviation principles for the Markov modulated risk process with rein-
surance. Gao and Yan (2008) extended the result considered in Macci and Stabile (2006) to
the sample path large and moderate deviation principles. Shen, Lin, and Zhang (2009) ob-
tained the precise large deviation results for the customer arrival based risk model which can
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be treated as a generalized Poisson shot noise process. Recently, Macci and Torrisi (2011)
took into account the large deviation estimations for the ruin probability of the risk pro-
cesses with shot noise Cox claim number process and reserve dependent premium rate. Many
researchers have made great efforts of the precise large deviations for the loss process of a
classical insurance risk model and have obtained a lot of inspiring results. Precise large devi-
ations for the loss process have been widely investigated. For the classic results, we refer the
reader to Cline and Hsing (1991), Klu¨ppelberg and Mikosch (1997), Mikosch and Nagaev
(1998), and Ng et al. (2004), among others. It is worth mentioning that the results of pre-
cise large deviations for random sums are particulary useful for evaluation of some risk
measures such as conditional tail expectation and value at risk of aggregate claims of a large
insurance portfolio; see McNeil et al. (2005) for a review of risk measures. Wang and Wang
(2007) investigated precise large deviations of multi-risk models.
Previous works on insurance applications using a shot noise process or a Cox pro-
cess with shot noise intensity can be found in Bre´maud (2000), Dassios and Jang (2003),
Jang and Krvavych (2004), Torrisi (2004), Albrecher and Asmussen (2006), Macci and Torrisi
(2011), Zhu (2013) and Schmidt (2014). However, previous study on the large deviations and
moderate deviations for Cox process only gives the leading order term (Gao and Yan, 2012),
but not the higher order expansion which make more accurate computational tractability for
an financial application. Distributional properties for such a model generate computational
tractability for an financial application. Transform, distribution, and moment formulae com-
putational tractability for a range of applications in portfolio credit risk. The transform for-
mulae facilitate the valuation, hedging, and calibration of a portfolio credit derivative, which
is a security whose payoff is a specified function of the portfolio loss, and which provides
insurance against default losses in the portfolio.
In this paper, we assume that {Nt, t ≥ 0} is a Cox process with Poisson shot noise
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intensity, that is, the intensity λt of Nt is stochastic and at time t, given by
λt = ν +
∫ t
0
g(t− s)dN¯s, (1)
where N¯t is a Poisson process with intensity ρ, ν > 0 and g : R+ → R+ being locally bounded.
We study precise deviations for shot noise Cox process using the recent mod-φ convergence
method developed in Feray, Meliot, and Nikeghbali (2013). In many applications in finance,
insurance, and other fields, more precise deviations are desired, which motivates us to study
the precise deviations for Cox process with a shot noise due to higher order expansion given
by the precise deviation for Cox process. Taylor expansions have numerous applications to
simplify complex functions in finance such as the price of a portfolio of options or bonds.
The more terms used in the expansion the more accurate the approximation. Higher or-
der Taylor expansions are obtained using higher partial derivatives. Higher derivatives are
derivatives of derivatives. Thus higher order expansion is one of the most important con-
cepts in mathematical finance literature. In particular, using the re-normalization theory
called mod-φ convergence method, we construct an extremely flexible framework to study
the precise deviations and limit theorems. This type of convergence is a relatively new
concept with many deep ramifications. It is worth mentioning that the results of precise
large deviations for Cox process with a shot noise are particulary useful for calculations and
evaluations in financial applications using the higher order expansion given by the precise
deviations which is more applicable than the large or moderate deviations principle. Very
recently, precise deviations for Hawkes processes was studied in Gao and Zhu (2017) using
the mod-φ convergence method. In particular, Gao and Zhu (2017) used Hawkes processes
for large time asymptotics, that strictly extends and improves the existing results in the
literature. In order to apply the results of mod-φ convergence theory, we manipulate the
the moment generating function for shot noise Cox process, and then the precise deviations
principle and precise moderate deviation and fluctuation results are obtained by the mod-φ
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convergence method after careful analysis and series of lemmas.
The structure of this paper is organized as follows. Some auxiliary results and the main
results are stated in Section 2. The proofs for the main theorems are contained in Section 3.
2 Statement of the main results
This section states the main results of this paper. It consists of two key lemmas and the
precise deviations principle and furthermore precise deviation principle and fluctuation re-
sults. The main strategy of proving the precise deviations principle is by showing the mod-φ
convergence as defined in Feray, Meliot, and Nikeghbali (2013) and apply their Theorem 3.4
and 3.9 to get the main Theorem. We start with the definition of mod-φ convergence and
then the assumptions which we will use throughout the paper.
Let us first recall the definition of mod-φ convergence, see e.g. Definition 1.1. (Feray, Meliot, and Nikeghbali,
2013). Let (Xn)n∈N be a sequence of real-valued random variables and E[ezXn ] exist in a strip
S(c,d) := {z ∈ C : c < R(z) < d}, with c < d extended real numbers, i.e. we allow c = −∞
and d = +∞ and R(z) denotes the real part of z ∈ C throughout this paper. We assume
that there exists a non-constant infinitely divisible distribution φ with
∫
R
ezxφ(dx) = eη(z),
which is well defined on S(c,d), and an analytic function ψ(z) that does not vanish on the
real part of S(c,d) such that locally uniformly in z ∈ S(c,d),
e−tnη(z)E[ezXn ]→ ψ(z), (2)
where tn → +∞ as n→∞. Then we say that Xn converges mod-φ on S(c,d) with parameters
(tn)n∈N and limiting function ψ.
Assume that φ is a lattice distribution and the convergence is at speed O
(
1
tνn
)
. Then
Theorem 3.4. Feray, Meliot, and Nikeghbali (2013) says that for any x ∈ R in the interval
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(η′(c), η′(d)) and θ∗ defined as η′(θ∗) = x, assume that tnx ∈ N, then,
P(Xn = tnx) =
e−tnF (x)√
2πtnη′′(θ∗)
(
ψ(θ∗) +
a1
tn
+
a2
t2n
+ · · ·+ aν−1
tν−1n
+O
(
1
tνn
))
, (3)
as n→∞, where F (x) := supθ∈R{θx−η(θ)} is the Legendre transform of η(·), and similarly,
if x ∈ R is in the range of (η′(0), η′(d)), then,
P(Xn ≥ tnx) = e
−tnF (x)√
2πtnη′′(θ∗)
1
1− e−θ∗
(
ψ(θ∗) +
b1
tn
+
b2
tn
+ · · ·+ bν−1
tν−1n
+O
(
1
tνn
))
, (4)
as n→ ∞, where (ak)∞k=1, (bk)∞k=1 are rational fractions in the derivatives of η and ψ at θ∗,
that can be computed as described in Remark 3.7. (Feray, Meliot, and Nikeghbali, 2013).
Then let’s recall Theorem 3.9. (Feray, Meliot, and Nikeghbali, 2013), which states the
precise moderate deviation.
Consider a sequence (Xn)n∈N that converges mod-φ, with a reference infinitely divisible
law φ that is a lattice distribution. Assume y = o((tn)
1/6). Then,
P
(
Xn ≥ tnη′(0) +
√
tnη′′(0)y
)
= P (NR(0, 1) ≥ y) (1 + o(1)). (5)
On the other hand, assuming y ≫ 1 and y = o((tn)1/2), if x = η′(0) +
√
η′′(0)/tny and h
is the solution of η′(h) = x, then
P
(
Xn ≥ tnη′(0) +
√
tnη′′(0)y
)
=
e−tnF (x)
h
√
2πtnη′′(h)
(1 + o(1)) (6)
And Corollary 3.13 (Feray, Meliot, and Nikeghbali, 2013) gives a more explicit form of
Theorem 3.9. (Feray, Meliot, and Nikeghbali, 2013). If y = o((tn)
1/4), then one has
P
(
Xn ≥ tnη′(0) +
√
tnη′′(0)y
)
=
(1 + o(1))
y
√
2π
e−
y2
2 exp
(
η′′′(0)
6(η′′(0))3/2
y3√
tn
)
(7)
More generally, if y = o((tn)
1/2−1/m), then one has
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P(
Xn ≥ tnη′(0) +
√
tnη′′(0)y
)
=
(1 + o(1))
y
√
2π
exp
(
−
m−1∑
i=2
F (i)(η′(0))
i!
(η′′(0))i/2yi
t
(i−2)/2
n
)
(8)
Here we consider Nt as a Cox process with Poisson shot noise intensity defined in (1), we
assume throughout this paper that
• ‖g‖L1 =
∫∞
0
g(t)dt <∞
• g(t) = O ( 1
tν+2
)
as t→∞
By the definition of mod-φ convergence, the moment generating function of Nt is finite,
which implies the first assumption. We also need the second assumption for the convergence
speed in mod-φ convergence.
Our main results for the precise large deviations and precise moderate deviations for the
Cox process with Poisson shot noise intensity are stated as follows.
2.1 Precise Large Deviations
Definition 2.1. We say that the sequence of random variables (Xn)n∈N converges mod-φ at
speed O
(
1
tνn
)
if the difference of the two sides of Equation 2 can be bounded by CK
(
1
tνn
)
for
any z in a given compact subset K of S(c,d).
Theorem 2.2. (i) For any x > 0, and tx ∈ N, as t→∞,
P(Nt = tx) = e
−tI(x)
√
I ′′(x)
2πt
(
ψ(θ∗) +
a1
t
+
a2
t2
+ · · ·+ aν−1
tν−1
+O
(
1
tν
))
, (9)
where for any θ ∈ C
ψ(θ) := eρϕ(θ) (10)
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and
ϕ(θ) =
∫ ∞
0
[
e(e
θ−1) ∫ u
0
g(s)ds − e(eθ−1)
∫
∞
0
g(s)ds
]
du, (11)
which is analytic in θ for any θ ∈ C and I(x) is defined as
I(x) = sup
θ∈R
{θx− η(θ)} (12)
and
η(θ) = (eθ − 1)ν + ρ
(
e(e
θ−1)‖g‖
L1 − 1
)
(13)
θ∗ is the solution of η′(θ∗) = x and (ak)∞k=1 are rational fractions in the derivatives of η and
ψ at θ∗.
Note that θ∗ is unique for each x because it is easy to show that η′′(θ) > 0.
(ii) For any x > ν + ρ‖g‖L1, as t→∞,
P(Nt ≥ tx) = e−tI(x)
√
I ′′(x)
2πt
1
1− e−θ∗
(
ψ(θ∗) +
b1
t
+
b2
t2
+ · · ·+ bν−1
tν−1
+O
(
1
tν
))
, (14)
where (bk)
∞
k=1 are rational fractions in the derivatives of η and ψ at θ
∗.
The key to prove main Theorem is to verify the mod-φ convergence. More precisely, we
need to show the following three lemmas.
Lemma 2.3. Y has an infinitely divisible distribution. Y is some random variable defined
as
eη(θ) = exp
[
(eθ − 1)ν + ρ
(
e(e
θ−1)‖g‖
L1 − 1
)]
= E[eθY ], (15)
Note that infinitely divisible is a limitation of the method of mod-φ convergence. Fortunately,
the limiting distribution in the case of the Cox process with shot noise is indeed infinitely
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divisible.
Lemma 2.4. For any θ ∈ C,
ϕ(θ) =
∫ ∞
0
[
e(e
θ−1) ∫ u
0
g(s)ds − e(eθ−1)
∫
∞
0
g(s)ds
]
du, (16)
is well-defined and analytic in θ, and
e−tη(θ)E[eθNt ]→ ψ(θ) := eρϕ(θ), (17)
as t→∞, locally uniformly in θ.
Lemma 2.5. {Nt, t ≥ 0} converges mod-φ at speed O
(
1
tν
)
as t→∞.
2.2 Precise Moderate Deviations
By Theorem 3.9. (Feray, Meliot, and Nikeghbali, 2013), we have the following theorem:
Theorem 2.6. (i) For any y = o(t1/6), as t→∞,
P
(
Nt ≥ (ν + ρ‖g‖L1)t+
√
t
√
ν + ρ‖g‖L1(‖g‖L1 + 1)y
)
= Ψ(y)(1 + o(1)), (18)
where Ψ(y) :=
∫∞
y
1√
2pi
e−x
2/2dx.
(ii) For any y ≫ 1 and y = o(t1/2), as t→∞,
P
(
Nt ≥ (ν + ρ‖g‖L1)t+
√
t
√
ν + ρ‖g‖L1(‖g‖L1 + 1)y
)
=
e−tI(x
∗)
θ∗
√
2πtη′′(θ∗)
(1 + o(1)), (19)
where x∗ = (ν + ρ‖g‖L1) + 1√t
√
ν + ρ‖g‖L1(‖g‖L1 + 1)y and θ∗ is the solution of η′(θ∗) = x∗
and the notation a≫ b means b is much less than a.
Remark 2.7. Note that Theorem 2.6 (i) is an improvement of the classical central limit
theorem because here we allow y = o(t1/6) for t → ∞. Theorem 2.6 (ii) is the moderate
deviations.
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By using Corollary 3.13 (Feray, Meliot, and Nikeghbali, 2013), we can get a more explicit
form of Theorem 2.6.
Theorem 2.8. (i) For any y = o(t1/4), as t→∞,
P
(
Nt ≥ (ν + ρ‖g‖L1)t+
√
t
√
ν + ρ‖g‖L1(‖g‖L1 + 1)y
)
=
(1 + o(1))
y
√
2π
e−
y2
2 exp
(
η′′′(0)
6(η′′(0))3/2
y3√
t
) (20)
(ii) For any y = o(t1/2−1/m), where m ≥ 3, as t→∞,
P
(
Nt ≥ (ν + ρ‖g‖L1)t+
√
t
√
ν + ρ‖g‖L1(‖g‖L1 + 1)y
)
=
(1 + o(1))
y
√
2π
exp
(
−
m−1∑
i=2
I(i)(η′(0))
i!
(η′′(0))i/2yi
t(i−2)/2
)
,
(21)
where I(x) is defined in (12) and η(θ) is defined in (13).
3 Proofs
In this section, we give a proof of the main theorems and lemmas. The key idea to prove
the main theorem is to apply the recently developed mod-φ convergence method.
3.1 Proofs of the results in Section 2.1
Proposition 3.1. Assume that Nt is Cox process with Poisson shot noise intensity defined
in (1), then the moment generating function of Nt is
E
[
eθNt
]
= exp
[
(eθ − 1)tν + ρ
∫ t
0
(
e(e
θ−1) ∫ u
0
g(s)ds − 1
)
du
]
(22)
Proof. By the definition of a Cox process with Poisson shot noise intensity and Fubini’s
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theorem, we have
E
[
eθNt
]
= E
[
e(e
θ−1) ∫ t
0
λsds
]
= E
[
e(e
θ−1)[νt+
∫ t
0
∫ s
0
g(s−u)dN¯uds]
]
= E
[
e(e
θ−1)[νt+
∫ t
0
[
∫ t
u
g(s−u)ds]dN¯u]
]
= e(e
θ−1)tν
E
[
e(e
θ−1) ∫ t
0
[
∫ t
u
g(s−u)ds]dN¯u
]
= e(e
θ−1)tν exp
[
ρ
∫ t
0
(
e(e
θ−1) ∫ t
u
g(s−u)ds − 1
)
du
]
= e(e
θ−1)tν exp
[
ρ
∫ t
0
(
e(e
θ−1) ∫ t−u
0
g(s)ds − 1
)
du
]
= exp
[
(eθ − 1)tν + ρ
∫ t
0
(
e(e
θ−1) ∫ u
0
g(s)ds − 1
)
du
]
.
(23)
Remark 3.2. From (22), we have
lim
t→∞
1
t
logE
[
eθNt
]
= (eθ − 1)ν + ρ
(
e(e
θ−1)‖g‖
L1 − 1
)
. (24)
Then, by Ga¨rtner-Ellis theorem (see for details (Bordenave and Torrisi, 2007)), we can say
that (Nt
t
∈ ·) satisfies the large deviation principle with the good rate function
I(x) = sup
θ∈R
{
θx−
[
(eθ − 1)ν + ρ
(
e(e
θ−1)‖g‖
L1 − 1
)]}
(25)
Proof of Lemma 2.3. It suffice to show that
exp
[
(eθ − 1)ν + ρ
(
e(e
θ−1)‖g‖
L1 − 1
)]
= E
[
eθY
]
where Y is an infinitely divisible random variable. To this end, Y can be interpreted as
Y = X + Z. Here X is a Poisson random variable with parameter ν, Z =
∑R
i=1 Zi is a
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compound Poisson random variable, R is a Poisson random variable with parameter ρ, Zi
are i.i.d. Poisson random variables with parameter ‖g‖L1, also, X and Z are independent
thus
E
[
eθY
]
= E
[
eθX
]
E
[
eθZ
]
= exp
[
(eθ − 1)ν] exp [ρ(e(eθ−1)‖g‖L1 − 1)]
= exp
[
(eθ − 1)ν + ρ
(
e(e
θ−1)‖g‖
L1 − 1
)] (26)
Therefore, Y has an infinitely divisible distribution.
Proof of Lemma 2.4. We first consider
e−tη(θ)E[eθNt ] =
E
[
eθNt
]
exp
[
(eθ − 1)νt + ρt
(
e(e
θ−1)‖g‖
L1 − 1
)] .
Using (22), we have
E
[
eθNt
]
exp
[
(eθ − 1)νt+ ρt
(
e(e
θ−1)‖g‖
L1 − 1
)]
= exp
[
ρ
∫ t
0
(
e(e
θ−1) ∫ u
0
g(s)ds − 1
)
du− ρt
(
e(e
θ−1)‖g‖
L1 − 1
)]
= exp
[
ρ
∫ t
0
[
e(e
θ−1) ∫ u
0
g(s)ds − e(eθ−1)
∫
∞
0
g(s)ds
]
du
]
→ ψ(θ) := eρϕ(θ).
(27)
To prove this, it suffices to show that
∫ t
0
[
e(e
θ−1) ∫ u
0
g(s)ds − e(eθ−1)
∫
∞
0
g(s)ds
]
du
→
∫ ∞
0
[
e(e
θ−1) ∫ u
0
g(s)ds − e(eθ−1)
∫
∞
0
g(s)ds
]
du (28)
as t → ∞, locally uniformly in θ ∈ C. It is equivalent to show that for any compact set
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K ⊂ C, ∀ǫ > 0, ∃N s.t. when t > N ,
∣∣∣∣
∫ ∞
t
[
e(e
θ−1) ∫ u
0
g(s)ds − e(eθ−1)
∫
∞
0
g(s)ds
]
du
∣∣∣∣ < ǫ, (29)
for θ ∈ K, and we have
∣∣∣∣
∫ ∞
t
[
e(e
θ−1) ∫ u
0
g(s)ds − e(eθ−1)
∫
∞
0
g(s)ds
]
du
∣∣∣∣
=
∣∣∣∣
∫ ∞
t
[
(eθ − 1)e(eθ−1)ξ
∫ ∞
u
g(s)ds
]
du
∣∣∣∣
(30)
by the mean value theorem, ξ(u) ∈ (∫ u
0
g(s)ds,
∫∞
0
g(s)ds
)
.
∣∣∣∣
∫ ∞
t
[
(eθ − 1)e(eθ−1)
∫ ξ
0
g(s)ds
∫ ∞
u
g(s)ds
]
du
∣∣∣∣
< CˆK
∣∣∣∣
∫ ∞
t
∫ ∞
u
g(s)dsdu
∣∣∣∣
(31)
where CˆK = supθ∈K
{
(eθ−1)e(eθ−1)
∫
∞
0
g(s)ds
}
. According to our assumption, g(t) = O ( 1
tν+2
)
,
so
∣∣∫∞
t
∫∞
u
g(s)dsdu
∣∣ = O ( 1
tν
)
as t→∞.
So we have for ǫ′ = ǫ/CˆK there exists N such that if t > N ,
∣∣∣∣
∫ ∞
t
∫ ∞
u
g(s)dsdu
∣∣∣∣ < ǫ/CˆK (32)
then for t > N , ∣∣∣∣
∫ ∞
t
[
(eθ − 1)e(eθ−1)
∫ ξ
0
g(s)ds
∫ ∞
u
g(s)ds
]
du
∣∣∣∣ < ǫ (33)
so we have proved (29).
Thus, we conclude that
exp
[
ρ
∫ t
0
[
e(e
θ−1) ∫ u
0
g(s)ds − e(eθ−1)
∫
∞
0
g(s)ds
]
du
]
→ ψ(θ) := eρϕ(θ), (34)
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as t→∞, locally uniformly in θ ∈ C, where
ϕ(θ) =
∫ ∞
0
[
e(e
θ−1) ∫ u
0
g(s)ds − e(eθ−1)
∫
∞
0
g(s)ds
]
du.
Hence, ϕ(θ) is well-defined and is analytic in θ.
Proof of lemma 2.5. By definition 2.1, it suffices to show that
exp
[
ρ
∫ ∞
0
G(u)du
]
− exp
[
ρ
∫ t
0
G(u)du
]
< CK
(
1
tν
)
(35)
as t→∞. Here G(u) = e(eθ−1)
∫ u
0
g(s)ds − e(eθ−1)
∫
∞
0
g(s)ds. According to (30) and (31),
exp
[
ρ
∫ ∞
0
G(u)du
]
− exp
[
ρ
∫ t
0
G(u)du
]
= ρ2 exp
[
ρ
∫ ξ′
0
G(u)du
](∫ ∞
0
G(u)du−
∫ t
0
G(u)du
)
< C¯K
∣∣∣∣
∫ ∞
t
∫ ∞
u
g(s)dsdu
∣∣∣∣ = CK
(
1
tν
)
(36)
as t→∞. Here ξ′ ∈ (t,∞). Thus we have proved Lemma 2.5.
Completion of the Proof of Theorem 2.2. From Lemma 2.3 and Lemma 2.4, we have es-
tablished the mod-φ convergence. Hence, by Theorem 3.4. (Feray, Meliot, and Nikeghbali,
2013), for any x > 0, and tx ∈ N,
P(Nt = tx) = e
−tI(x)
√
I ′′(x)
2πt
(
ψ(θ∗) +
a1
t
+
a2
t2
+ · · ·+ aν−1
tν−1
+O
(
1
tν
))
, (37)
and for any x > ν + ρ‖g‖L1,
P(Nt ≥ tx) = e−tI(x)
√
I ′′(x)
2πt
1
1− e−θ∗
(
ψ(θ∗) +
b1
t
+
b2
t2
+ · · ·+ bν−1
tν−1
+O
(
1
tν
))
, (38)
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where I(x) is defined in (25). This completes the proof of Theorem 2.2.
3.2 Proofs of the results in Section 2.2
Since we have established the mod-φ convergence and Nt is a lattice distribution, the
proof of Theorem 2.6 and Theorem 2.8 follows from Theorem 3.9 and Corollary 3.13 in
(Feray, Meliot, and Nikeghbali, 2013), respectively.
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