We discuss the excellent prospects for a detailed study of a strongly interacting electroweak sector at a muon collider with c.m. energy
Introduction
Despite the extraordinary success of the Standard Model (SM) in describing particle physics up to the highest energy available today, the nature of electroweak symmetry-breaking (EWSB) remains undetermined. In particular, it is conceivable that there is no light ( < ∼ 700 GeV) Higgs boson. General arguments [1] The ability to extract signals and learn about a strongly-interacting-electroweak sector (SEWS) at the LHC and NLC has been the subject of many studies [2, 3, 4, 5, 6 ].
The conclusion is that the LHC and NLC will yield first evidence for a SEWS theory, but for many models the evidence will be of rather marginal statistical significance.
SEWS models yielding large signals (such as the Standard Model with a 1 TeV Higgs
boson or a model with a spin-1, isospin-1 resonance at 1 TeV) will be readily apparent or easily eliminated, but models that yield only a small number of excess events will be very difficult to distinguish from one another. Measurement of the V V mass spectrum (here we generically denote W ± , Z by V ), would reveal a wealth of information about SEWS models, but is not feasible at the LHC or NLC.
Our focus in this paper is the ability of a muon collider to distinguish between and perform detailed studies of SEWS models for longitudinal gauge-boson scattering.
There may be additional large and easily observed signals in dynamical symmetry breaking models; for example, in Technicolor models both Technicolor hadrons [7] and techni-rho resonances [8, 9] would be easily detected whenever the energy is adequate for them to be produced at a reasonable rate. Only the SEWS signals are addressed in the present work.
We shall demonstrate that a muon collider with center-of-mass energy, TeV is the smallest that will allow such a detailed study. Construction of a multi-TeV e + e − collider might also be a possibility [10] , and would provide similar capabilities if an e − e − facility is included, although bremsstrahlung-photon-initiated backgrounds would be larger than at the muon collider.
In order to isolate the SEWS signals, it is necessary to determine if there are events in the ννV V final states at large M V V due to strong scattering of V 's with longitudinal (L) polarization beyond those that will inevitably be present due to standard electroweak processes, including V V scattering, that primarily produce V 's with transverse (T ) polarization. There are two obvious ways of determining if such events are present.
• The first is to look an excess of events beyond what is expected in the Standard
Model when the Higgs boson is light and there is no strong scattering. This involves reliably computing the irreducible and reducible SM 'backgrounds' and subtracting them from the observed rates.
• The second is to employ projection techniques to separately isolate the V L V L ,
Only the first procedure is practical at the LHC and NLC (with √ s < ∼ 1.5 TeV) because of limited event rates. The Standard Model with a light Higgs boson of mass m H = 100 GeV is used to define the irreducible background, and will be denoted by "LH".
* This definition of the irreducible background is appropriate since the growth in the V V event rate in going from small m H to large m H (or because of some other SEWS model) is almost entirely due to an increase in the V L V L rate, the V T V T and V T V L rates being essentially independent of m H . Thus, the SEWS signal is given by
with ∆σ(SEWS) being the integral thereof over a specified range of M V V .
At a 4 TeV muon collider, the subtraction procedure yields dramatic signals.
Further, the projection technique for isolating the longitudinal V L scattering rates becomes very practical and exploration for new physics beyond the SM becomes possible in all three polarization channels -T T , LL and T L -independently. As previously emphasized, in SEWS models the new strong interactions affect only the LL (and, in some cases, the T L) sector, and not the T T sector. However, theories predicting large anomalous couplings could yield T T rates that also differ from SM expectations, and this difference could be uncovered by the polarization analysis.
Overview of Models
Numerous models for the strongly interacting gauge sector have been considered.
We focus on a selection of those considered in Ref. [2] :
• the Standard Model with a heavy Higgs boson of mass m H = 1 TeV;
• a ("Scalar") model in which there is a spin-0, isospin-0 resonance with M S = 1 TeV but non-SM width of Γ S = 350 GeV;
• a ("Vector") model in which there is a spin-1, isospin-1 vector resonance with either M V = 1 TeV and Γ V = 35 GeV or M V = 2 TeV and Γ V = 0.2 TeV, but no spin-0 resonance. When necessary, we unitarize the model using K-matrix techniques as detailed in the Appendix.
• a model, denoted by LET-K or "m H = ∞", in which the SM Higgs is taken to have infinite mass and the partial waves simply follow the behavior predicted * We note that the specific choice of m H is not material so long as it is well below the vector-boson pair threshold.
by the low-energy theorems, except that the LET behavior is unitarized via the K-matrix techniques described in the Appendix.
We note that the m H = 1 TeV Standard Model is the simplest V V scattering model for which the full kinematics and spin correlations among the final decay products are easily calculable. Consequently, this model is extremely useful in bench mark studies of the effectiveness of cuts and projection techniques. As discussed in Ref. [2] , the distributions of the final V L 's, and their decay products, in other models should follow closely those found for the V L 's in the m H = 1 TeV Standard Model. Thus, in analyzing the other SEWS models, we assume that cut efficiencies and distributions are the same as for the
Each distinct SEWS model yields a definite form for the fundamental amplitude A(s, t, u) defined by the weak isospin decomposition:
where a, b, c, d
The physical amplitudes for boson-boson scattering processes of interest are as follows:
These expressions for the amplitudes do not include the symmetry factors for identical particles. The isospin amplitudes T I , for isospin I, are given by
In terms of the T I , the relevant physical scattering amplitudes can be written as
Again, these amplitudes do not include the identical particle symmetry factors.
Measurements of the processes
as a function of s, t, and u provide as much information on the T I and the function A(s, t, u) as can be accessed experimentally. A full reconstruction of the T I , including phases, is not possible since the cross sections depend upon the amplitudes of Eqs. (10-13) squared. If it is necessary to integrate over the s, t, u variables in order to obtain statistically significant measurements, then much information is lost.
As shown below, a 4 TeV muon collider can provide at least a reasonably good determination of the M V V invariant mass spectrum for each of the above reactions.
In contrast, for most models, the LHC or a √ s < ∼ 1.5 TeV NLC can at best allow determination of integrals over broad ranges of M V V .
Probing SEWS Models at the LHC and NLC
If the electroweak sector is strongly interacting, partial exploration of the underlying SEWS model in the three weak-isospin channels (I = 0, 1, 2) will be possible at the LHC. The signal and background for gold-plated (purely leptonic) events is shown in Table 1 The channels and models in Table 1 have also been studied for a 1.5 TeV NLC [5] . As illustrated in Table 2 
Rates and Motivations for Higher Energy
For a first estimate of the strong electroweak scattering effects we take the Standard Model with a heavy Higgs as a prototype of the strong scattering sector. For a 1 TeV SM Higgs boson, the SEWS signal is accordingly defined as
Results in the W + W − and ZZ channels for ∆σ (with no cuts of any kind) are shown in Table 3 for √ s = 1.5 TeV (as often discussed for an e + e − collider) and 4 TeV. and irreducible background event rates are given by S = L∆σ and Lσ(LH), where L is the integrated luminosity. Table 3 shows that a very respectable signal rate is achieved at 4 TeV and even before cuts the signal to irreducible background ratio is quite reasonable; both are much larger than at √ s = 1.5 TeV. SEWS physics benefits from increasing energy in four ways.
• The luminosity for V L V L collisions is bremsstrahlung-initiated and grows at fixed
• The SEWS amplitude function A(ŝ,t,û) typically increases as higher subprocesŝ
where v is the standard electroweak symmetry breaking parameter. This more than compensates for the slightly faster growth with s of the
• The background subprocess amplitudes typically have point-like 1/ŝ behavior and, further, some backgrounds are not proportional to the growing V V luminosities. In particular, many of the diagrams contributing to the amplitude for the irreducible light Higgs
• Finally, the luminosities at higher machine energies are normally designed to be larger to compensate for the 1/ŝ decline of the point-like subprocess cross sections for other types of new physics.
It appears that √ s = 4 TeV is roughly the critical energy at which SEWS physics can first be studied in detail. This is especially true given that it will be desirable to impose strong cuts in order to maximize signal over background. Thus, the high energy reach of a muon collider could prove to be critically important.
The importance of high energy and signal selection cuts is particularly apparent in the W + W + channel. We choose this channel to illustrate the polarization structure of the V V final state. In Table 4 we compare the polarization decomposition of the 
Muon Collider Results using the Subtraction Procedure
For a µ + µ − collider operating at 4 TeV the event rates and statistical significances for most channels markedly improve, the exception being the W ± Z → W ± Z channel. Table 5 are those obtained after imposing the following cuts: respectively. For a detector with resolution ∆E j /E j = 0.50/ E j ⊕ 0.02, the true W W , W Z and ZZ final states will be interpreted statistically as follows:
Misidentification of a W W final state as ZZ is especially unlikely.
Before turning to an examination of the M V V distributions, we summarize the implications of the integrated event rates appearing in Table 5 
The importance of the p T (V V ) cut, the veto of energetic muons outside the beam hole and the mass cuts is illustrated by comparing Fig. 3 to Fig. 4 . In of different SEWS models as given in Table 5 . in the parentheses), for cuts of The numbers in Table 5 From these plots and the sample error bars, it is apparent that, for any of the SEWS models investigated, the expected signal plus background could be readily distinguished from pure background alone on a bin by bin basis at better than 1σ all the way out to M V V = 2. for M V V < ∼ 1.5 TeV, and statistics is more than adequate to distinguish between the Γ H = 500 GeV SM resonance and a Γ S = 350 GeV Scalar model at a resonance mass of 1 TeV. Indeed, we estimate that the width could be measured to better than ±30 GeV. Further, for such small errors we estimate that a vector resonance could be seen out to nearly M V ∼ 3 TeV. This ability to measure the M V V distributions with high precision would allow detailed insight into the dynamics of the strongly interacting electroweak sector. 
SEWS Study using the Projection Procedure
It is advantageous to observe the V V final state in the four-jet mode in order to separate the V L V L , V T V L and V T V T final states by angular projection techniques.
The angular distributions of interest are those in cos θ * 1 and cos θ * 2 , the cosines of the quark angles in the V 1,2 rest frames, that we define relative to the boost direction in the V 1 V 2 center of mass. Since it is not possible to distinguish quark from antiquark jets in the detector, the configurations
must be averaged over. This automatically avoids the problem of the ambiguous sign of cos θ * 1 and cos θ * 2 in the rest frames of the two V 's. Further, in the W + W + and Table 4 the enhancement from strong scattering is quite modest in this case. In this section, we focus on the ability of a projection analysis to discriminate between this SEWS model and the LH background.
Before proceeding with the projection analysis, it is useful to simply examine some typical angular distributions. We construct a one-dimensional 'average' cos θ * plot by computing cos θ * 1 and cos θ * 2 for each event and entering that event at cos θ * = cos θ * 1 , − cos θ * 1 , cos θ * 2 and − cos θ * 2 , and dividing by four. In Fig. 7 the normalized shapes This will be quantified shortly.
In general, the amplitude as a function of the decay angles of the jets from the two V 's is expressed in terms of a V V helicity amplitude matrix multiplied by appropriate helicity-dependent V decay amplitudes for the jets, summed over helicities. If the azimuthal angles of the jets in the rest frames of the two V 's are integrated over, then the amplitude squared diagonalizes yielding an expression of the form:
where we have suppressed all kinematical variables except cos θ * 1 and cos θ * 2 . In Eq. (18), the i, j indices are summed over +, −, and L, and
Because of our inability to distinguish quarks from and antiquarks, we must bin in cos θ * 1 and cos θ * 2 by entering the weight for each event in the four bins specified in Eq. (17). This results in a simplification due to the fact that
is not altered. After symmetrizing over cos θ * 1 ↔ cos θ * 2 (due to our inability to distinguish V 1 from V 2 ), the final form for the cross section as a function of cos θ * 1 and cos θ * 2 in the ZZ,
where
the normalizations are chosen so that phase space (subject to cuts). Thus, after integrating Σ(cos θ * 1 , cos θ * 2 ) over cos θ * 1 and cos θ * 2 , the total cross section is given by
For later reference, the three functions of Eq. (20) are plotted in the two-dimensional cos θ * 1 , cos θ * 2 parameter space in Fig. 9 . The goal of the projection analysis is to determine the coefficients of these three distinct two-dimensional distributions within a set of data that contains an unknown mixture of them.
The optimal projection procedure (see Ref. [12] ) is to compute the matrix
and the integrals
using the known f i and the experimentally measured Σ, where the integrals are taken over cos θ * 1 , cos θ * 2 . The I i are equal to 1 in our normalization. The coefficients σ i are then determined as:
The above formulae assume that cuts are performed only on the V 's and not on their jet decay products. If significant cuts are performed on the jets then the procedure becomes more subtle since the cos θ * 1 and cos θ * 2 dependence no longer necessarily factors from dependence on the other kinematical variables. The generalization is a well-defined extension of that discussed above [12] . We expect that the experimentally required jet cuts will not significantly alter the results we shall obtain without jet cuts, provided that the jet cuts are mild. The analysis does become model-dependent if there are strong correlations between other kinematic variables (especially M V V ) and the ranges of cos θ * 1 and cos θ * 2 that are accepted. The expected experimental statistical errors in the projection determinations of the σ i for a given model are determined in terms of the covariance matrix ∆σ i ∆σ j defined by
where σ tot is defined in Eq. (22), N is the total number of events expected (after cuts), and M ij is computed from Eq. 
where, as above, i, j = T T, LL, T L. The confidence-level, CL(∆χ 2 ) at which a fixed ∆χ 2 ellipsoid can be said to contain the the true values of the σ i is then given in terms of the cumulative distribution function F (see Ref. [13] , Eq. (16.22)) by
where n is the number of parameters: n = 3 if all three σ i are being considered.
If we are primarily interested in the T T and LL coefficients, as will be case in the model considered in detail below, the correct procedure is to take the i, j = T T, LL submatrix of the covariance matrix
ij , invert it and apply Eq. (27) in the T T, LL (n = 2) parameter subspace. The 68.3% and 90% confidence-level ellipses in this two parameter subspace are then defined by ∆χ 2 = 2.295 and ∆χ 2 = 4.606, respectively. The usual 1σ or 68.3% confidence-level error on any one parameter σ i without regard to other parameters is obtained by the one-parameter version of the above procedure, and corresponds to ∆χ 2 = 1, yielding
Below, we discuss only ∆σ i as defined above, but when the experiment is actually performed it will be highly desirable to construct the CL ellipsoids. § We now analyze how successful this procedure can be in practice.
Let us turn to the full two-dimensional projection analysis. The challenge is illustrated in Fig. 10 . There we plot the Monte Carlo prediction for Carlo generated distribution mainly follows the expectations for f T T (see Fig. 9 ). For § We note that the errors obtained in the projection formalism closely approximate those that would result using a χ 2 minimization procedure in the σ i for a given known form of Σ(cos θ * 1 , cos θ * 2 ) as a function of the σ i . To test our projection analysis we have applied the projection techniques outlined earlier to the (somewhat imperfect) Monte Carlo generated distributions of Fig. 10 (before dividing by σ tot ). In Table 6 we give the percentage contribution to the integrated cross section deriving from T T , T L and LL final states both before and after the cuts I and II, comparing results for the LH case to m H = 1 TeV. These percentages are simply computed from the numbers in Table 4 , which were obtained by manually inserting the appropriate polarization projectors into the Monte Carlo matrix elements. Also presented in Table 6 are these same percentages as extracted from the Monte Carlo generated distributions following the projection procedure outlined above. There is excellent agreement, except for the polarization combination T L when it is a very small fraction of the total cross section. The success of the procedure is quite remarkable given the substantial fluctuations in the Monte Carlo distributions (Fig. 10 ) that we input. In particular, the projection procedure is suc-cessful in demonstrating that the cross section increase in going from the LH case to m H = 1 TeV is primarily in the LL mode, even in the case where no cuts are applied.
It is important to note that the differences between the 'Theory' and 'Projection' results in Table 6 are purely those related to the limited accuracy of our Monte Carlo integrations and have nothing to do with experimental errors. Table 7 . For those cross section components that are a substantial fraction of the total, the relative statistical errors are quite good. They would be a factor of 2.23 better for L = 1000 fb −1 . We give a few examples:
• For L = 200 fb −1 , the 2σ upper limit on σ LL [see Eq. (22)] for no cuts (cuts) and the LH model is 7.86 fb (0.24 fb) while the 2σ lower limit on σ LL for no cuts (cuts) and m H = 1 TeV is 8.76 fb (1.0 fb).
• In the cuts case, for L = 200 fb −1 , the 4σ upper limit on σ LL for the LH model is 0.48 fb and the 4σ lower limit on σ LL for m H = 1 TeV is also 0.48 fb.
Thus, especially by applying cuts, a high level of statistical discrimination between the m H = 1 TeV and the LH models is possible. We re-emphasize that this is one of the most difficult cases that we could have considered. Statistical discrimination for most other models and channels would be very dramatic indeed.
In order to obtain a more detailed picture of the SEWS model function A(s, t, u) It is important to assess the impact of a realistic experimental detector environment upon the projection procedure. Since this is highly detector dependent, we only make some general comments.
• Jet cuts should not greatly decrease the viability of the projection procedure.
If there is significant distortion due to the non-factorization of cos θ * 1 and cos θ * 1 dependencies from other kinematical variables, then the generalized procedure (discussed in general terms in [12] ) must be followed, and the extraction of the σ i would become somewhat model-dependent.
• We have investigated the extent to which smearing of the jet energies results in a deterioration of the procedure. This can affect the experimental determination of cos θ * 1 and cos θ * 2 because the smearing is in the laboratory frame and the smeared momenta are then used to determine the boosts required to go to the W + W + rest frame and then to the individual W + rest frames where the angles are ultimately defined. For jet energy resolution of order ∆E/E ∼ 50%/ √ E ⊕ 2%, the effect is smaller than the Monte Carlo statistics that we were able to achieve in our program.
• An important experimental issue is the ability of the detector to properly resolve the two jets coming from a given W + . On the average, they are separated at √ s = 4 TeV by about 17
• in the laboratory. The detector must be designed with this in mind. Failure to achieve good separation of the two jets would mean that the projection procedure could not be employed. Detectors being discussed will have sufficient segmentation that good separation should be possible.
• A closely related issue is the uncertainty in the experimental determination of the angles of the jets in the laboratory frame. Errors in these angles could possibly lead to a distortion in the determination of cos θ * 1 and cos θ * 2 that is larger than that from simple energy smearing.
Because the last two items are so detector dependent, we have not attempted a detailed study. therefore must unitarize them in some specific scheme to obtain physical results. For simplicity, we have taken the K-matrix unitarization scheme [14] . Namely, for a given partial wave amplitude, a l , we unitarize it by the following replacement:
The partial wave amplitude a l before the unitarization is obtained from the isospin amplitudes T I , The amplitudes are thus unitarized by applying Eq. (A.1) to a I l .
Unitarization for the Vector Model
We now present the unitarization procedure in the Vector Model for the nonresonant channels The fundamental amplitude function A(s, t, u) in the Vector Model is given by [2] A(s, t, u) = s 4v 2 (4 − 3α) +
where α is a model parameter [2] . We need only T 0 and T 2 to evaluate the scattering amplitudes of Eq. (A.8) and we find that 
