Abstract Local regularity of axially symmetric solutions to the NavierStokes equations is studied. It is shown that under certain natural assumptions there are no singularities of Type I. 
Introduction
In this paper we will consider local regularity properties of axi-symmetric solutions of the 3D Navier-Stokes equations
Most of the known regularity theory for these equations (and, in fact, for many other equations) is based on optimal estimates for the linear part and on treating the nonlinearity as a perturbation which is (locally) small in a suitable sense. An important role in formulating suitable smallness conditions is played by certain (local) scale-invariant quantities. These are the quantities which are invariant under the scaling symmetry v(x, t), q(x, t) → λv(λx, λ 2 t), λ 2 q(λx, λ 2 t). The reason why the regularity criteria should be formulated in terms of the scale-invariant quantities is simple: The class of regular solutions is invariant under the scaling and therefore sufficient conditions for membership in this class should ideally be also invariant under the scaling, or at least they should scale in the correct way, in that the quantity controlling regularity should not decrease if we scale the solution with λ >> 1.
To write down examples of the scale-invariant quantities we recall the following standard notation. The points of the space-time R n × R will be denoted by z = (x, t). For x 0 ∈ R n we denote by B(x 0 , R) the ball {x : |x − x 0 | < R} and for z 0 = (x 0 , t 0 ) ∈ R n × R we denote by Q(z 0 , R) the parabolic ball B(x 0 , R)×]t 0 − R 2 , t 0 [. Here are some examples of the scaleinvariant quantities for n = 3: A typical local regularity result says that, under some natural technical assumptions 1 , a point z 0 is a regular point of the solution v if a suitable scale invariant quantity X(z 0 , R; v) of the type in the examples above is sufficiently small for all R ∈]0, R 0 [. In fact, X can be any of the quantities above with the exception of (1.5), in which case the validity of the corresponding result is open.
2
At the time of this writing, there is no known scale-invariant quantity for which an a-priori estimate would be known for general 3D solutions. In fact, all the known estimates can be traced back to the energy estimate, which gives bounds in quantities such as
|v(x, t)| 2 dx or Q(z 0 ,R) |∇v| 2 dz, which do not have the scaling needed for the existing local regularity theory. This is often quoted as the main stumbling block in our understanding of the Navier-Stokes regularity. This statement is probably correct, at least as a first approximation. However, even if we assume that scale-invariant estimates of natural quantities are available, in many cases we are still unable to prove regularity, unless an additional smallness condition is imposed. For the quantities of the type X(z 0 , R; v) listed above one can show that X(z 0 , R; v) ≤ C for some C > 0 (not necessarily small) implies regularity for (1.2) and (1.3), but in the remaining cases the known theory requires an additional smallness condition (and, as remarked above, the situation with (1.5) is even worse). Moreover, even the proofs of the cases (1.2) and (1.3) rest on the fact that the assumptions imply that a certain quantity becomes small. . Fortunately, such control is available from energy estimates in most situations. 2 The reason for the difficulties with (1.5) is that the space-time L 2 norm of v is not sufficiently strong to control the energy flux (unless one can come up with some surprising new property of the equations). Roughly speaking, the energy flux is controlled by the L 3 norm of v. Since the energy estimate gives the control of the L 10 3 norm of v, there is some gain in regularity and it is natural to try to bootstrap it and try control the energy flux by some L r norm with r < 3. This does work, but the borderline exponent r for this argument is r = 5/2, still quite far from r = 2 which would be needed for a local regularity result with R −3 Q(z0,R) |v| 2 dz. See for example [25] . |v(x, t 0 )| 3 dx = 0. This again gives a small quantity, but in this case it is not easy to exploit it, since we essentially have to show that some regularity propagates
In this paper we study local regularity results for axi-symmetric solutions of the 3D Navier-Stokes under an assumption that a weakened version of quantity (1.7) or, respectively, (1.8) is finite (but not necessarily small). These studies can be thought of as a continuation of the work started in [3] , [10] , and [4] . The exact assumption which we will use to replace (1.8), in the axi-symmetric situation, with the x 3 -axis as the axis of symmetry, is ess sup
for some R > 0, where z 0 lies on the x 3 -axis and we denote byv(x, t) the projection of the velocity vector v(x, t) into the plane passing through x and the axis of symmetry x 3 . Similarly, the exact assumption which will replace (1.7) in the axi-symmetric situation, with the x 3 -axis as the axis of symmetry, is ess sup
for some R > 0, where z 0 andv are as above. Our main results are as follows. These are local versions of the main results in the paper [10] . Similar (but not identical) results also appeared in [3] and [4] .
For completeness, we formulate another theorem, which is a local version of the corresponding global regularity result in [11] and [30] . On a conceptual level our method will be close to the one used in [10] , and will rely on the Liouville-type theorems established in that paper. However, certain important technical parts will be treated in a different way.
We first recall some terminology related to the Liouville-type results for the Navier-Stokes proved in [10] . An ancient solution of the Navier-Stokes equation is a solution defined in R n ×] − ∞, 0[. We are interested in ancient solutions with bounded velocity, see Definition 2.3. Non-zero solutions of this form can be generated by a natural re-scaling and limiting procedures at a potential singularity, see Section 2. The definition of the ancient solutions still allows for the "parasitic solutions" of the form u(x, t) = b(t) (for any
, with the corresponding pressure p given by p(x, t) = −b ′ (t)·x, see Remark 2.6. To exclude these solutions (which -under some natural assumptions -cannot arise from the re-scaling procedures, see Theorem 2.8) we introduce the notion of the ancient mild solutions. These are the ancient solutions which satisfy the natural representation formula
for some sequence of times t 0 → −∞, where S is the solution operator for the heat equation and P is the Helmholtz projection onto the div-free fields.
(We remark that the usual integration by parts shows that the integral on the left-hand side is well defined for u ∈ L ∞ .) See [10] for details. The strongest conjecture regarding the Liouville-type results one can make about the Navier-Stokes equations is the following:
The velocity field of any bounded mild ancient solution of the Navier-Stokes equations is constant.
The conjecture was proved for n = 2 and also for axi-symmetric solutions in 3D, provided the additional decay condition
is satisfied, see [10] .
What would be the implications of the validity of Conjecture (L) for the regularity theory? Roughly speaking, if Conjecture (L) is valid, then all the problems discussed above concerning regularity in the presence of a scaleinvariant estimates are solved. Indeed, the re-scaling procedure preserves any scale-invariant estimate, and typically the estimate will also be preserved in the limiting process. Therefore as a result of the re-scaling we get, in the limit, a non-zero bounded mild ancient solution for which a scale invariant quantity is finite. Conjecture (L) would leave only one candidate for the mild ancient solution -namely a non-zero constant velocity field. However, this possibility is typically not compatible with a finite scale-invariant bound.
We can summarize the above as follows:
Singularities for which some scale-invariant quantity is bounded are often called Type I singularities. (The most common definition of Type I singularities uses quantity (1.7).)
While we do not really know what the likelihood of Conjecture (L) being true is for the general 3D solutions, we are quite confident that the conjecture is indeed true for the axi-symmetric solutions. The axi-symmetric case of Conjecture (L) would imply much stronger results than Theorems 1.1 and 1.2 above. However, we have not been able to fully prove Conjecture (L) in the axi-symmetric case so far.
Our method of proof of Theorems 1.1 and 1.2 is can be described as follows. Roughly speaking, we will show that, on the solutions of the equations, the assumed scale invariant bounds imply that all the other important scale-invariant quantities are bounded, and these bounds, together with the known partial regularity theory ( [1, 12, 17] ), lead relatively easily to the bounds required by the Liouville theorems in [10] .
The idea that a bound of one scale-invariant quantity should lead (for the solutions of the equations) to bounds on other scale invariant quantities is of course not new. However, examples from some other elliptic/parabolic PDEs show that these issues can be subtle. For example, in the theory of harmonic mappings or the harmonic map heat flow we do have a scale-invariant a-priori bound, which corresponds to a bound of quantity (1.5). However, it is known that singularities can still arise, and therefore the bound corresponding to (1.2) (which is known to imply regularity in that situation) cannot be derived from (the analogue of) (1.5).
We now informally explain the main steps of the proof. One is that the swirl component of the velocity field, v ϕ = v · e ϕ satisfies a scalar parabolic equation which enables one to gain some regularity. To explain this, we need to introduce the following simple notation. Let e 1 , e 2 , e 3 be an orthogonal basis of the Cartesian coordinates x 1 , x 2 , x 3 and e ̺ , e ϕ , e 3 be an orthogonal basis of the cylindrical coordinates ̺, ϕ, x 3 chosen so that e ̺ = cos ϕe 1 + sin ϕe 2 , e ϕ = − sin ϕe 1 + cos ϕe 2 , e 3 = e 3 .
Then, for any vector-valued field v, we have representations
Next, letting f = ̺v ϕ , we have
We would like to prove a L ∞ -bound on f . Such a bound will give us enough information about v −v so that, oversimplifying slightly, we can replacev by v in our assumptions. The L ∞ bound for (1.13) does not follow from general parabolic theory, since the general theory requires more regularity than we have. However, it is known that if the drift term in equations such as (1.13) is div-free, one can prove the L ∞ estimate for f with weaker assumptions on the coefficients. See for example [6] for the elliptic case and [32] for the parabolic case. Another important step in the proof is conceptually the same as deriving an estimate for the quantities (1.4) and (1.6) from the boundedness of (1.7). This can be done by bootstrapping the energy inequality. This idea was used for example in [24] . The technical details are somewhat complicated, but the main idea can be explain at a heuristic level as follows. To simplify notation, we will use Q(R) for Q(0, R) = Q((0, 0), R), Q for Q(1), B(R) for B(0, R), and B for B(1).
We first note that (1.7) implies a bound on the (scale-invariant) quantity
To avoid technicalities, let us pretend that the pressure satisfies |q| ∼ |v| 2 . In reality it is not quite true and in the rigorous proof one has to deal with this, but the procedure is well understood. Therefore our simplifying assumption |q| ∼ |v| 2 is reasonable for the heuristics. We will now work with R = 1, but we can scale the calculations to any R > 0, if we divide all the involved quantities by the powers of R which make them scale-invariant.
The local energy inequality implies
(1.14)
We can now "bootstrap" this inequality. There are some technical complications coming from the fact that we have Q(2) on the right-hand side of (1.14) but only Q on the left-hand side. Such problems come up often in local regularity theory of elliptic and parabolic equations, and it is quite well-understood how to deal with them by suitable iteration procedures. Therefore, cheating slightly, we can pretend that we actually have Q on the right-hand side of inequality (1.14):
(1.15)
To bootstrap, we estimate
for suitable α, β > 0, α + β = 1, and use this in inequality (1.15). We see that when α < 2/3, we can estimate [ |v| ] Q in terms of the norm v s,l,Q . (The process also works for α = 2/3 provided v s,l is sufficiently small.) It remains to determine the correct exponents α, β in (1.16). Denoting by 2 * the Sobolev exponent of the space W 1,2 (i. e. 1/2 * = 1/2 − 1/n), we have by the Hölder inequality
where α 1 , α 2 , α 3 are non-negative numbers satisfying
By Sobolev imbedding, we have from (1.17)
and we see that (1.16) holds true with α = α 1 +α 2 , β = α 3 . Therefore the set of the parameters s, l for which the iteration procedure works is given by the condition that equations (1.18) for α 1 , α 2 , α 3 have a non-negative solution with α 3 > 1/3. Solving (1.18) for n = 3, we obtain
, the last set of equations describes a thin triangle contained in the first quadrant. It is easy to see that one can choose a suitable l < 2 and s > 1 for which these conditions are satisfied.
Above we worked with parabolic balls of radius of order 1. It is clear that the calculations can be "scaled" to Q(R) and Q(2R) if we divide the L s,l -norms by suitable powers of R to obtain scale invariant quantities. It is also clear that of the restrictions in (1.20) , only the last one is crucial, since by using Hölder inequality one can always move to higher exponents, as long as the power in the correct scaling factor remains positive.
This finishes our explanation of the heuristics behind the second step of the proof. We did not mention one more complication. Since our main assumption involves onlyv and the information about v −v is obtained from equation (1.13), we have to use different one set of parameters l, s for thev component of v and a different set for v −v. However, this is a technical issue which does not change the heuristics.
Once we know that the scaled energy-type quantities are bounded, it is not difficult to derive the bounds which we need in the version of the Liouville conjecture for axi-symmetric solutions which was proved in [10] .
Another aim of the paper is to give an alternative approach to certain technical issues arising in the study of bounded ancient solutions. In the approach here, we do not use the exact representation formulae which were used in [10] . It turned out to be quite convenient to describe differentiability properties of bounded ancient solutions in terms of certain "uniform" Lebesgue and Sobolev spaces, compare with [15] . We hope that both approaches are of interest, and complement each other.
Preliminaries
In this Section, we recall known definitions of (weak) solutions to the NavierStokes.
Definition 2.1. A weak solution to the Navier-Stokes equations in a domain
An important family of weak solutions is given by v(x, t) = ∇h(x, t) where h : O → R satisfies ∆h = 0. (Dependence on t can be arbitrary). This example shows that further assumptions are needed to obtain some regularity of solutions in the time direction.
Very often, we shall study local regularity of solutions to the NavierStokes equations in the unit parabolic ball Q = B×] − 1, 0[, where B = B(1) = B(0, 1). It is not a loss of generality because of the Navier-Stokes scaling.
In local analysis, the most reasonable object to study is so-called suitable weak solutions, introduced by Caffarelli-Kohn-Nirenberg in [1] . We are going to use a slightly simpler definition of F. 
v and q satisfy the Navier-Stokes equtions in the sense of distributions; for a.a. t ∈] − 1, 0[, the local energy inequality
vanishing in a neighborhood of the parabolic boundary of Q.
Here, the following functional spaces have been used:
For further discussions of Definition 2.2, we refer the reader to papers [12] and [23] .
In what follows, we shall assume v and q satisfy the following standing conditions: pair v ∈ L 3 (Q) and q ∈ L3 2 (Q) satisfies the Navier-Stokes equations in the sense of distributions; (2.1)
there is a number 0 < r
where
To explain why there is no loss of generality, we first notice that the pair v and q, satisfying conditions (2.1)-(2.3), is in fact a suitable weak solution to the Navier-Stokes equations in Q. It is certainly true in B×] − 1, −a 2 [ but condition (2.1) allows us to extend this property to the whole cylinder Q.
Consider now an arbitrary suitable weak solution v and q in Q. Let S ⊂ B×] − 1, 0] be a set of singular points of v. It is closed in Q. As it was shown in [1] , P 1 (S) = 0, where P 1 is the one-dimensional parabolic Hausdorff measure. Let us assume that S = ∅. We can choose number R 1 and R 2 satisfying 0
Clearly, (x 0 , t 0 ) ∈ S for some x 0 ∈ B(R 2 ). In a sense, t 0 is the first singular time of our suitable weak solution v and q in Q(R 1 ). Next, the onedimensional Hausdorff measure of the set
is zero as well. Therefore, given x 0 ∈ S t 0 , we can find sufficiently small 0 < r < R 2 2 + t 0 such that B(x 0 , r) ⋐ B(R 2 ) and ∂B(x 0 , r) ∩ S t 0 = ∅. Since the velocity field v is Hölder continuous at regular points, we can ensure that all conditions of type (2.1)-(2.3) hold in the parabolic ball Q(z 0 , r) with z 0 = (x 0 , t 0 ). We may shift and re-scale our solution if x 0 = 0 and r = 1.
In our investigations of regularity of suitable weak solutions, the particular case of weak solutions, see Definition 2.1, plays a crucial role. Here is the corresponding definition. 
Here, we have used the following notation:
The notion of bounded ancient solutions is not quite satisfactory for our purposes since it allows "parasitic solutions" u(x, t) = b(t), where b is an L ∞ -function. (These correspond to harmonic function h(x, t) = b(t) · x.)
The important subclass of bounded ancient solution was introduced in [10] . It consists of the so-called mild bounded ancient solutions, i.e., bounded ancient solution satisfying the representation formula (1.11). In [10] , we also showed that one has a natural decomposition u(x, t) = w(x, t) + b(t), where w is given by the right hand side of (1.11) on a suitable interval ]t 1 , t * [. (In particular, w is Hölder continuous.)
In this paper, we give another proof of the decomposition of arbitrary bounded ancient solutions into regular and singular parts, see Section 5. It is based on recovery of a pressure field associated with a given bounded ancient solution. To formulate our theorem about the pressure, we need to introduce certain functional spaces By L m (Ω) and W 1 m (Ω), we denote the usual Lebesgue and Sobolev spaces of functions defined on Ω ∈ R n . We also need parabolic versions of Sobolev's spaces:
We also going to use the following "uniform" spaces (compare with [15] ):
To define the regular part of the pressure, we recall the known fact, see e.g. [28] . Given F = L ∞ (R n ; M n×n ), there exists a unique function
Ω is the mean value of a function f over a spatial domain Ω ∈ R n ) and
in the sense of distributions. Moreover, function p F meets the estimate
So, given a bounded ancient solution u, we define a regular part of the pressure p u⊗u . 
In addition, for each t 0 ≤ 0, there exists a function b t 0 ∈ L ∞ (t 0 − 1, t 0 ) with the following property
Moreover, for each t 0 ≤ 0, functions u and u t 0 obey the system of equations
Remark 2.5. The first equation of the latter system can be reduced to the form
which is understood in the sense of distributions, b 
Moreover, the Navier-Stokes system takes the form
Remark 2.7. Bounded ancient solutions with b ′ = 0 were introduced in [10] and called mild ancient solutions. They were systematically studied in [10] and in particular it was shown there that mild ancient solutions are infinitely smooth.
Our interest in bounded ancient solutions comes from their appearance as natural limits of suitable re-scaling procedures at potential singularities. In the context of solutions to the Navier-Stokes equations in R n ×]t 1 , t 2 [, this was studied in [10] .
We shall now show that re-scaling procedure also works for potential singularities of local suitable weak solutions. The important point will be that, even in the local (in space) situation, the solutions arising from the re-scaling procedure at a potential singularity are still mild bounded ancient solutions. To be more precise, let us consider local solutions of the NavierStokes equations satisfying assumptions (2.1)-(2.3) and introduce functions 
G(t).
Assume that there are singular points of v which are located somewhere on the set {(x, 0) : |x| ≤ r 1 }. By known regularity criteria (see e.g. [25] ), we have M(t) > ε √ −t for some ε > 0 and thus M(t) → +∞ if t → 0−. We can construct a sequence t k such that t k ∈] − 1, 0[, t k < t k+1 , t k → 0, and
for some x k ∈ B(r 1 ). Next, we scale v and q the following way
, 
for sufficiently large k. For scaled functions u k and p k , we know u k and p k satisfy the Navier-Stokes equations and Remark 2.9. The main point of the theorem is that the limit u is a mild solution, i.e., the parasitic solutions cannot appear in this re-scaling procedure.
Proof of Theorem 2.8 Our solution v and q has good properties inside Q 1 . Let us enumerate them. Let Q 2 = B 2 ×] − τ 2 2 , 0[, where 0 < τ 2 < 1, B 2 = {r 1 < r 2 < |x| < a 2 < 1}. Then, for any natural k,
The corresponding norms are estimated by constants depending on v 3,Q , q 3
2
,Q , v ∞,Q 1 , and numbers k, r 1 , r 2 , a 2 , τ 2 . In particular, we have max
Proof of this statements can be done by induction and founded in [5] , [12] , and [18] . Now, let us decompose the pressure q = q 1 + q 2 . For q 1 , we have
where χ B (x) = 1 if x ∈ B and χ B (x) = 0 if x / ∈ B. Obviously, the estimate
holds which is a starting point for local regularity of q 1 . Using essentially the same bootstrap arguments, we can show
where B = {r 2 < r 3 < |x| < a 3 < a 2 }. From (2.6) and (2.7), it follows that max
But clearly q 2 is a harmonic function in B, thus, by the maximum principle, we have
where r 4 = (r 3 + a 3 )/2. Let us re-scale each part of the pressure separately, i.e.,
As it follows from (2.9), for p k 2 , we have
The first component of the pressure satisfies the equation
for all possible values of s. For such a function, we have the standard estimate
1) (s) = 0. Now, we pick up an arbitrary positive number a and fix it. Then from (2.10) and (2.11) it follows that for sufficiently large k we have 4 (c 2 , c 3 , a) .
Using the same bootstrap arguments, we can show that the following estimate is valid: , where
Hence, using the diagonal Cantor procedure, we can select subsequences such that for some positive α and for any positive a
Moreover, u is a bounded ancient solution with the total pressure p = p 1 +p 2 , where p 1 = p u⊗u . Next, for sufficiently large k, we get from (2.10) that
Hence, ∇p 2 = 0 in Q(a) for any a > 0. So, p 2 (y, s) is identically zero. This allows us to conclude that the pair u and p u⊗u is a solution to the NavierStokes equations in the sense of distributions and thus u is a nontrivial mild bounded ancient solution satisfying the condition |u(0, 0)| = 1. Theorem 2.8 is proved.
Axially Symmetric Suitable Weak Solutions
Without loss of generality, the problem of local regularity of weak solutions (not necessary being axially symmetric) to the Navier-Stokes equations can be formulated as follows. Let us consider a pair of functions v ∈ L 3 (Q) and q ∈ L3 2 (Q), defined in the unit space-time cylinder
is the unit spatial cylinder of R 3 , which satisfies the Navier-Stokes system in Q in the sense of distributions. The question we are interested in is under what additional conditions on v and q, the space-time origin z = (x, t) = 0 is a regular point of v. By the definition, the velocity v is regular at the point z = 0 if there exists a positive number r such that v is essentially bounded in the space-time cylinder Q(r). Here, Q(r) = C(r)×] − r 2 , 0[ and C(r) = {|x ′ | < r, |x 3 | < r}. In contrast to traditional setting, we replace the usual balls with cylinders, which is quite convenient in the case of axial symmetry. As usual, we set
We reformulate our main results for these canonical domains. The general case is obtained by re-scaling. 
for almost all points z = (x, t) ∈ Q. Then z = 0 is a regular point of v. 
for each 0 < a < 1 and
for almost all points z = (x, t) ∈ Q with some positive constant C. Then z = 0 is a regular point of v.
It is well-known due to Caffarelli-Kohn-Nirenberg that if z = (x, t) is singular (i.e., not regular) point of v, then there must be x ′ = 0. In other words, all singular points must belong to the axis of symmetry which is axis x 3 . For the reader convenience, we put the proof of Lemma 3.3 in Appendix II, see also [2] and [3] . Here, we would like to notice the following.
Remark 3.4. Under the assumptions of Lemma 3.3, the pair v and q forms a suitable weak solution to the Navier-Stokes equations in Q. Hence, the right hand side of (3.4) is bounded from above.
We recall that the Navier-Stokes equations are invariant with respect to the following scaling:
So, new functions u and p satisfy the Navier-Stokes equations in a suitable domain. With some additional notation
we introduce certain scale-invariant functionals:
A(z 0 , r; v) = ess sup
where κ = l(
−1) and s ≥ 1, l ≥ 1. As it was shown in [25] , the following inequality holds
Actually, inequality (3.5) is but the result of application of Hölder's inequality and special Galiardo-Nireberg's inequality. The essential technical part of the proof of Theorem 3.1 is the following lemma.
Lemma 3.5. Under assumptions of Theorem 3.1, we have the estimate
for all z b and for all r satisfying conditions
, and
Proof By Lemma 3.3 and by Remark 3.4, we have two inequalities: and l 1 = 10, inequality (3.10) takes the form . Then, for the same reasons as above, we find for the same z b and r as above. Applying Young's inequality in (3.13), we arrive at the important estimate 14) provided conditions (3.8) hold. In (3.14), the positive number ε is a parameter to pick up later. The rest of the proof is routine. In addition to (3.14), we consider the local energy inequality
and the decay estimate for the pressure field
Here, z b and r satisfy conditions (3.8) and 0 < ̺ ≤ r. If we let
then, for a fixed small positive number ϑ, one can derive from (3.15) and (3.16) the following estimate
Now, the last two terms on the right hand side of the latter inequality can be majorized with the help of (3.14). As a result, we have
We first chose ϑ so that cϑ < 1 4 , pick up ε to provide the inequality , and then we find
The latter inequality can be easily iterated. After simple calculations, we derive the relation
with z b and r satisfying conditions (3.8 Lemma 3.6 is proved in the same way as Lemma 3.5 and even easier because main inequality (3.14) can be established with the help of the case s = s 1 , l = l 1 only.
As it follows from conditions of Theorem 3.2 and the statement of Lemma 3.3, the module of the velocity field grows not faster than C/|x ′ | as |x ′ | → 0. Moreover, the corresponding estimate is uniform in time. However, it turns out to be true under conditions of Theorem 3.1 as well. More precisely, we have the following. 
Proof In view of (3.5), we can argue essentially as in [26] . Let us fix a point x 0 ∈ C(1/8) and put r 0 = |x . Further, we introduce the following cylinders: As it was shown in [26] , there exists a continuous nondecreasing function 
It remains to apply Lemma 3.5 and complete the proof of the proposition. Proposition 3.7 is proved. We may also assume that the function v is Hölder continuous in the completion of the set C×] − 1, −a 2 [ for any 0 < a < 1. Introducing functions
let us suppose that our statement is wrong, i.e., z = 0 is a singular point. Then there are sequences x k ∈ C and −1 < t k < 0, having the following properties:
We scale our functions v and q so that scaled functions possess axial symmetry:
These functions satisfy the Navier-Stokes equations in Q(M k ). Moreover,
According to (4.2) , |y
Thus, without loss of generality, we may assume that and by (4.1), we can select subsequences (still denote as the entire sequence)
and
for any a > 0. Functions u and p are defined on Q − = R To this end, we fix an arbitrary positive number a > 0 and consider numbers k so big that a < M k /4. We know that u k satisfies the nonhomogeneous heat equation of the form
This is implies the following fact, see [13] ,
Now, we can interpret the pair u k and p k as a solution to the nonhomogeneous Stokes system
where f k = −u k · ∇u k is the right hand side having the property
Then, according to the local regularity theory for the Stokes system, see [23] , we can state that
The latter, together with the embedding theorem, implies
,Q(2a) ≤ c 4 (a).
In turn, this improves integrability of the right hand side in (4.12)
Therefore, by the local regularity theory,
Applying the imbedding theorem once more, we find
The local regularity theory leads then to the estimate
By the embedding theorem, sequence u k is uniformly bounded in the parabolic Hölder space C 1 2 (Q(a/2)). Hence, without loss of generality, one may assume that /2) ).
This means that the pair u and p obeys the Navier-Stokes system and (4.11) holds. So, the function u is the so-called bounded ancient solution to the Navier-Stokes system which is, in addition, axially symmetric and satisfies the decay estimate (4.10). As it was shown in [10] , such a solution must be identically zero. But this contradicts (4.11). Theorems (3.1) and (3.2) are proved.
Appendix I: Proof of Theorem 2.4
In what follows, we need a few known regularity results.
m (Q(1)) and the following estimate is valid:
Proof of Lemmata 5.1 and 5.2 can be found, for example, in [14] and [13] . Proof of Theorem 2.4: Step 1.Energy estimate. Take an arbitrary number t 0 < 0 and fix it. Let k ε (z) be a standard smoothing kernel and let
Assume that w ∈
for sufficiently small ε. Using known properties of smoothing kernel and Definition 2.3, we find
Now, let us see what happens if ε → 0. Selecting a subsequence if necessary and taking the limit as ε → 0, we state that:
the estimate
By Lemma 5.1, by shifts, and by scaling,
In turn, Lemma 5.2 provides two statements:
and u
. Then, again, by the embedding theorem, we find
Now, let us take an arbitrary large number m > 2 and fix it. Find α as an unique solution to the equation
Next, for k 0 = [α]+1, where [α] is the entire part of the number α, determine the number m k 0 +1 satisfying the identity
Obviously, m k 0 +1 > m. Setting
and repeating our previous arguments k 0 times, we conclude that: (Q(z 0 ,τ k 0 +1 )) ≤ c(n, m). Since τ k > 1/2 for any natural numbers k, we complete the proof of Theorem 2.4. Theorem 2.4 is proved.
We can exclude the pressure field completely by considering the equations for vorticity ω = ∇ ∧ u. In dimensions three, differentiability properties of ω are described by the following theorem. [13] .
Proof of Lemma 5.3 Let us consider the case n = 3. The case n = 2 is in fact easier. So, we have for any 0 < b ≤ a < 1. Now, we fix a number m ≥ 2, multiply the equation for the velocity component v ϕ by ru|u| m−2 , where u = rv ϕ , and integrate the product by parts. In view of (6.1) and (6.2), we find the following identity for ω = |u| Here, arbitrary fixed number r and r 1 satisfy the condition 1 2 < r < r 1 < 3 4 . (6.5) The left hand side of (6.5) can be evaluated from below with the help of the well-known multiplicative inequality Now, taking into account restriction (6.5), it is not so difficult to derive from (6.6) and (6.7) the following estimate 
one can reduce (6.8) to the form
The only difference with respect to the usual Moser's technique is that one should take the limit as t * → 0 step-by-step. For example, for k = 1, the integral Q(3/4) |u| 10 3 dz is finite and therefore we can pass to the limit as t * → 0 in (6.8). Then we may pass to the limit as t * → 0 in (6.8) for k = 2 and so on. Tending k → +∞, we complete the proof of Lemma 3.3 in more or less standard way. Lemma 3.3 is proved.
