Introduction
In [HY] Hara and Yoshida defined the notion of generalized test ideals τ (a c ) ⊆ R for ideals a of regular local rings R and non-negative parameters c ∈ R. Since then several papers studied the dependence of these ideals on the real parameter c. Notably, in [BMS1] the authors studied the jumping coefficients originating of these generalized test ideals: these are the non-negative c ∈ R for which τ (a c−ǫ ) = τ (a c ) for all ǫ > 0. In [BMS1] it was shown that, when R is of essentially finite type over a field and F -finite, bounded intervals contain finitely many jumping coefficients and that those are rational. In [BMS2] these results have been extended to principal ideals in F -finite complete regular local rings. The aim of this paper is to extend these results on the discreteness and rationality of jumping coefficients to principal ideals of arbitrary (i.e. not necessarily F -finite) complete regular local rings containing fields of positive characteristic.
To establish these results we need to understand the jumping coefficients of ideals of power series rings and we henceforth fix R to be the power series ring K[[x 1 , . . . , x n ]] where K is a field of prime characteristic p. We shall denote the Frobenius map of R with f and we let E be the injective hull of the residue field. One way to think about E is as the module of inverse polynomials
− n ] where we can define an R p linear map sending each
. We shall think of the R[T ; f ]-leftmodule structure on E arising from this map as its standard R[T ; f ]-left-module structure and use it as the basis for the construction of other non-standard structures.
Given a fixed g ∈ R we can define for all a ∈ N and β ∈ N an R[Θ a,β ; f β ]-left-module structure (cf. [K] for notation and properties of these skew-polynomial rings) given by Θ a,β m = g a T β m. We shall investigate the R[Θ a,β ; f β ]-submodule of nilpotent elements defined as
Nil a,β = m ∈ E | Θ e a,β m = 0 for some e > 0 .
A careful examination of these submodules in Section 3 yields the fact that the accumulation points of the jumping coefficients of g, if they exist, must be irrational. This fact is then used in Section 4 to show that no such accumulation points exist. Our proof uses a very different method than [BMS1, BMS2] . Unlike [BMS1, BMS2] we do not use D-modules. The method we use germinated in [K, p. 10] in a very simple proof, without D-modules, of a key result of [ABL] . This method undoubtedly holds a potential for more applications.
Preliminaries
We begin with a generalization of a well-known result.
Lemma 2.1. Let φ : E → E be an action of the t-fold Frobenius, i.e. a morphism of abelian groups such that φ(rm) = r t φ(m) for all r ∈ R and m ∈ E. Let M ⊂ E be the submodule of the nilpotent elements with respect to φ, i.e. M = {m ∈ E|φ s (m) = 0 for some s}. Then
Proof. Clearly, φ acts on M in a natural way, i.e. φ(m) ∈ M for all m ∈ M . Hence for t = 1 the result is well-known [HS, 1.11] , [L, 4.4] . For t > 1 a proof may be obtained, for example, along the lines of [L, Remark 5 .6a], i.e. constructing a theory of F t -modules and applying it to prove the lemma via an analog of [L, 4.2] for F t -modules in the same way as [L, 4.4] was deduced from [L, 4.2] in [L] .
Recall that for all ideals a ⊆ R and all e ≥ 0 there exists a smallest ideal I e (a) among all ideals I ⊆ R with the property a ⊆ I [K] ). For any integer r ≥ 0 we also write I r,e (a) for I e (a r ). For all integers e and q we define
Proof. We sketch the proof given in [K] . An application of Matlis duals to the inclusion of R[θ; f β ]-modules N s ⊆ E S together with Matlis duality yields a commutative diagram
where N s = ann E L s and where the vertical arrows are given by multiplication by g
and the rightmost vertical arrow is the zero map. Now g
On the other hand one can show that ann E I sβ (g aψs(p β ) ) ⊆ N s and the result follows.
Since N 1 ⊂ N 2 ⊂ N 3 ⊂ . . . form an ascending chain, their annihilator ideals form a descending chain, i.e. I β (g
Corollary 2.3. The descending chain of ideals
Proof. By Lemma 2.1, the ascending chain of submodules N 1 ⊂ N 2 ⊂ . . . stabilizes, hence the descending chain of their annihilators stabilizes as well.
In particular, for β = 1 and a = p − 1 we recover [L, 4 .2] for a complete local ring without assuming that R is F -finite and without D-modules in the proof (cf. [K, p. 10] ).
To conclude this section we give an alternative proof of Proposition 3.4 in [BMS1] which does not require R to be F -finite. All the other results [BMS1] used in this paper do not require R to be F -finite.
Proposition 2.4. Let a ⊆ R be an ideal. If c is a jumping coefficient of a, so is pc.
Choose an integer e so large that we have both τ (a c ) = I e+1 a
we see that
and so
In fact we have I 1 (τ (a pc )) = τ (a c ), otherwise choose an ideal b ⊆ R strictly smaller than
. But then for all large e we must have
Similarly we can show that, for any ǫ > 0,
Now, if pc is not a jumping coefficient, then for some ǫ > 0 we have
contradicting the fact that c is a jumping coefficient.
Generalized test-ideals and nilpotent submodules
We shall henceforth simplify the notation for generalized test ideals of principal ideals and write τ (g c ) instead of τ (gR) c .
Denote the set of nilpotent submodules {Nil a,β | a ≥ 0, β > 0} defined in Section 1 with N. We first establish the connection between generalized test ideals and nilpotent submodules of E as follows. Proof. Pick any c ≥ 0; we first show that ann E τ (g c ) ∈ N. Use Proposition 2.14 in [BMS1] to pick an ǫ > 0 such that τ (g c ) = I r,e (g) for all positive integers r, e which satisfy c < r/p e < c + ǫ. Use the fact that the set
is dense in the interval (c, c+ǫ) to pick a ∈ N 0 and β ∈ N such that c < a/(p β −1) < c+ǫ. The increasing sequence aψ e (p β )/p βe converges to a/(p β − 1) as e → ∞; we may pick an e 0 ≫ 1 such that c < aψ e0 (p βe0 )/p e0 < a/(p β − 1) < c + ǫ, and we deduce that τ (g c ) = I aψe(p β ),βe
for all e ≥ e 0 . It follows from Lemma 2.1 and Theorem 2.2 that we may also pick an e 1 ≥ e 0 such that
for all e ≥ e 1 . Now
and Matlis duality implies that the function τ (g c ) → ann τ (g c ) is injective.
Pick now any Nil a,β ∈ N and pick an e 0 ≫ 1 such that Nil a,β = ann E I aψe 0 (p β ),βe0 . Let
and pick e 1 ≫ βe 0 such that τ (g c ) = I ⌈cp e 1 ⌉,e1 . Now
and Nil a,β = ann E I aψe 0 (p β ),βe0 = ann E τ (g c ).
Notice that the argument above shows that there exists an ǫ > 0 such that for all a ∈ N 0 and β ∈ N with c < a/(p β − 1) < c + ǫ, Nil a,β is constant (and equal to τ (g c ).)
Corollary 3.2. The set N is totally ordered with respect to inclusion and
The following is the main result needed for Section 4.
Theorem 3.3. Let a, β > 0 and write γ = a/(p β − 1). There exists a c ∈ (0, γ) for which
Proof. Fix on E the R[θ; f β ]-module structure given by θm = g a T β m for all m ∈ E. In view of Theorem 2.2 for all s ≥ 1 we have 
is an increasing sequence which converges to γ as s → ∞. Now the left hand side of (1) stabilizes for s ≥ ν, and so must the right hand side, so we may take c =
Corollary 3.4. The set of jumping coefficients of g cannot have an accumulation point of the form
Proof. Otherwise, there would be a sequence of jumping coefficients {c n } n≥1 converging to Proof. Let m n be an arbitrary rational number. Write n = p α n 1 , where α ≥ 0 and p does not divide n 1 . It suffices to prove that there exists β ∈ N such that n 1 |(p β − 1). Since (p, n 1 ) = 1, Euler's Theorem enables one to set β = ϕ(n 1 ), where ϕ is Euler's function.
Rationality and discreteness
In this section we establish the main theorem of this paper which states that the jumping coefficients of a principal ideal are rational and have no accumulation point.
We shall henceforth denote the fractional part of a real number s with {s}.
Lemma 4.1. If s is an irrational number then the set {{p e s} | e ≥ 1} is infinite.
Proof. Assume that 0 < s < 1 and let s = 0.s 1 s 2 . . . be the base p expansion of s. Notice that {p e s} = 0.s e+1 s e+2 . . . and if {p e s} = {p j s} for some e < j, then the base p expansion of s is eventually periodic, with a period s e+1 s e+2 . . . s j of length j − e starting at the e + 1th digit. (a) for all c ∈ C there exists an ǫ > 0 such that (c, c
(c) for all c ∈ C, {p e c} ∈ C for all e ≥ 1 where {x} denotes the fractional part of x ∈ R.
Then C is empty.
Proof. Assume that C = ∅ and let C be the collection of non-empty subsets of C which satisfy the three properties above. Endow C with a partial order defined by A B ⇔ A ⊇ B for all A, B ∈ C.
Let D an chain in (C. ); we now show that C 0 = ∩ D∈D D ∈ C. Clearly, C 0 satisfies properties (a), (b) and (c) above, so we just need to show that
Since D is closed, there exists an ǫ > 0 such that
Apply now Zorn's Lemma to obtain a maximal element M ∈ C with respect to , i.e., a minimal element in C with respect to inclusion. Let M ′ be the set of accumulation points of M . Clearly M ′ satisfies property (a) above by virtue of being a subset of M , it satisfies (b)
because it is a set of accumulation points and it satisfies (c) because the functions x → {p e x} are continuous on (0, 1) hence they map the set of accumulation points of M to itself. Since M is closed there exists a minimal m ∈ M , and property (a) implies that m is an isolated point of M . Now m ∈ M \ M ′ and the minimality of M implies that M ′ / ∈ C, hence M ′ = ∅. We deduce now that M must be finite, and since it satisfies property (c), the previous lemma shows that it contains no irrational points. We conclude that M is empty, contradicting the fact that M ∈ C. Proof. Let C denote the set of irrational jumping coefficients of g in the interval [0, 1] . This set satisfies the three conditions listed in Proposition 4.2: (a) holds because of Corollary 2.16 in [BMS1] , (c) follows from an application of Proposition 2.25 and Lemma 3.4 in [BMS1] . To see that (b) holds, pick any limit point c of C. Property (a) implies that there exists an increasing sequence c i i≥1 converging to c for which τ (g ci ) i≥1 is a strictly decreasing sequence. Now for any ǫ > 0 we can find an i ≥ 1 such that c − ǫ < c i < c, and
so we deduce that c is a jumping coefficient. Now Proposition 4.2 implies that C is empty, hence the jumping coefficients of g in [0, 1] are all rational. An application of Proposition 2.25 in [BMS1] now yields the first assertion of the theorem.
We can now also deduce that the set of jumping coefficients of g, which is closed, has no irrational accumulation points. This, together with Theorem 3.5 yields the second assertion.
