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ABSTRACT
This thesis addresses the problem of recognizing partially occluded two dimen­
sional objects. The goal is to develop a system which is able to identify and locate 
several overlapping objects in the scene. To achieve this goal, the system must per­
form the following specific tasks: (1) storing useful information about objects in some 
format, which is often referred to as the process of object representation or model for­
mation (2) matching procedure based on the object representation, and (3) efficient 
search of the best matching. This thesis presents a new approach to accomplish these 
tasks. Polygonal approximation is used to represent an object in this research. The 
accumulated lengths of line segments, s, and the accumulated sizes of turning angles, 
0, along the boundary from some starting point are extracted. The boundary of an 
object is then described as an equation 0=f(s). As algorithm shows, matching objects 
under s-0 space will be simple and effective. To avoid exhaustive matching in the 
recognition process, index diagrams of the features characterizing the boundary are 
established. Once the features o f some unknown object are detected, the possible 
objects which might produce the best matching can be efficiently retrieved from this 
scheme.
Chapter 1 
INTRODUCTION
1.1 Problem  Description
Due to the practical interest in the field of industrial automation, the problem of 
recognizing partially occluded objects has received considerable attention for the last 
decade. Industrial vision systems that are currently available can recognize and locate 
isolated objects only. The system supposes that the objects have been previously 
separated by mechanical devices such as shakers, bowl-feeders, conveyors, or various 
other special purpose prearrange men ts. However, the cost of this type of equipment is 
very expensive because each type of object requires the design of a specific mechani­
cal device to accomplish this task. As a consequence, a vision system capable of 
recognizing partially occluded objects is very useful in order to achieve flexible auto­
mation.
The meaning of the word "rr'ognition," according to the dictionary, is to identify 
something which has been known. Therefore, a system with the ability o f recognition 
must have some mechanism to contain the information about what is to be recognized. 
To store the information about an object in some format is often referred to as model 
formation. For recognition purposes, only the information concerning the recognition 
is necessary to be input into the system. This can be done either through the interac­
tion o f human beings with the system, or by developing a learning mechanism for the 
system to acquire the needed information automatically.
1
2The first problem for an object-recognition system then involves the effective 
construction of the object model. If the whole object can be visible, the model may 
contain such information as area, perimeter length, and elongation, which are selected 
due to their invariance to translation, rotation, and possibly scaling. These measurable 
characteristics, since they have to be extracted from the whole object, are referred to 
as global features. However, these global features will not be available when the 
objects are partially visible. As a consequence, local features play important roles in 
the performance of partially visible object recognition.
A local feature is a feature that depends only on a subset o f the object There are 
still no general rules about how to determine the local feature. Most o f the approaches 
simply properly divide the boundary of an object into several parts so that each part is 
treated as a local feature. As a result, an object is then described in two levels. In the 
first level, an object is described in terms of local features together with their spatial 
relationships. Each local feature is then further described in the second level in terms 
of some measurable attributes charac ten ring the local feature.
The second problem for a recognition system concerns the construction of a 
matching procedure. Inputs o f the matching procedure are two respective descriptions 
of two objects. Output o f the procedure is a quantity to indicate the closeness o f two 
input objects. When a partial or total description of an unknown object is to be 
identified, it undergoes the matching procedure with the description of some selected 
known object. If the output indicates that they are similar enough, i.e., the output 
quantity is within some preset threshold, the recognition is then accomplished.
3The third problem arises when an unknown object may have to exhaustively 
match a large set of known objects. Regardless of how fast the matching procedure 
can be made, the performance of the recognition task will degrade at least linearly as 
the size of known-objects set increases. As a result o f this problem, it is advantageous 
to organize the models in such a way that most of the models can be removed from 
consideration without examing them and a small group of candidate models can be 
rapidly selected for further examination.
1.2 Assumptions
To avoid ambiguity in the problem, we put forth the following assumptions:
(1) The objects are planar and rigid with uncertain position and orientation on a 
plane, which faces a sensor at a known distance.
(2) Objects that may be apparently overlapped in the scene are previously known by 
the system.
(3) The boundary of the object alone distinguishes the object from other objects. 
Also, the boundary, shown as a sequence of pixels, has been extracted through 
some technique of low level image processing.
Assumption 1 restricts the objects to be positioned in three degrees o f freedom 
(two translations and one rotation). Thus, objects can be described in a two dimen­
sional coordinate system. Also, due to the fixed distance between the sensor and the 
plane where objects are located, the scaling factor can be ignored.
Assumption 2 requires that the object-recognition system hold the information 
about objects that might appear in the scene. In other words, the visual ability o f the
4system is restricted in a world model previously assigned to the system.
Assumption 3 implies that only information from the boundary of an object is 
sufficient to model an object for recognition purposes. This kind of information has 
also been used by most of the approaches discussed in the literature. Because we arc 
interested in an automatic computerized recognition process, sensor input data must 
be compatible with a digital computer. As a result of digitization, the curve along the 
boundary can be only represented by a sequence of pixels close to the curve. The sys­
tem must be built to be able to handle such digitized errors without a significant 
degradation in system performance.
1.3 Problem  Specification
The problem of object recognition can now be described more specifically. Let
{Ot , U 1.2 n) be a finite set of objects that might appear in the scene, and M, be the
model of 0, which contains the boundary information of Ot . If O, is a man-made 
object, M, could be constructed by a computer-aided design system as a by-product of 
the design process. Otherwise, the model could be constructed through the input sen­
sor data, which is a sequence of pixels in this case. Thus, the input sensor data for 0, 
in some position a  and orientation 6 can be denoted as P f *  -  { ( *~,y")lj*l,2..., n, >, 
where (xlty.) is the position of pixel i relative to some coordinate system. Model for­
mation is then a procedure f m that transforms to Mit i.e. Af, -  f M such that 
the description of At, is independent of a  and 8. Suppose the visible boundary of an 
unknown partially occluded object U can be obtained and represented as a sequence of 
(V.y.*)*- The following procedure is required to recognize U:
5(1) reducing {(*',?,')} into S by applying f M \ i.e., S =/*,({(*',>/)})t so that S has the 
same format as M,.
(2) applying the matching procedure to compute the distance between S and each M , . 
Let this distance be referred to as d(S,A/(). If d(S,Af*) -  min d(S,M,) or d(S^/*) is
i
less than some preset threshold, then U is recognized as object Ok.
If Td is the time complexity for the matching procedure, then the recognition time will 
take at most nTd to complete the task for n objects described in the model set. As men­
tioned before, the performance will be degraded linearly as n increases. Therefore, the 
following procedure is suggested before doing the matching procedure to avoid 
exhaustive matching.
(3) applying selection procedure f c to S and { M t } to obtain C = / C(S,{M, }), which is 
a small subset o f {M, } that potentially matches S.
If the selection procedure takes time Tt , then the recognition will take time Tt +\C\Td . 
Since |C| £  n, the improvement in performance is obvious, especially when n is very 
large.
How to develop such procedures as f M, d, and f c  are the major issues in this 
research.
1.4 Related W orks
Probably, the earliest attempt to recognize partially occluded object can be found 
in Mckee and Aggarwal’s paper [Mcke77]. In their work, not only the boundary is 
extracted, but also the internal edges. A T type vertex formed by the incidence of
6boundary and internal edge is thus defined as a real node. An edge is further defined 
as a set of chain-connected points that connect exactly two real nodes. Consequently, 
an object is represented by a sequence of edges on the boundary. A library is con­
structed by collecting all edges from known objects and is organized in such a manner 
that each edge, described in terms of a normalized chain code, is associated with a list 
of objects in which a similar edge is contained. Two edges are said to be similar if 
their difference in normalized areas bounded by these edges is less than a preset thres­
hold. Edges extracted from some unknown object can be treated as an index to search 
in the library to obtain a possible set of objects which potentially match this unknown 
object. Further verification is carried out by checking the consistency of adjacency 
between edges. A weight is given to each candidate object to indicate the consistency 
of edge structure. Scale is another factor to be considered in weight estimation by 
computing the length ratio of similar edges since the sensor may not be located at a 
fixed distance from the image plane. 1'he candidate object with the highest weight is 
output to be the recognized result.
Instead of segmenting boundary into edges, Perkins [Perk78] attempted to 
transform the boundary into a sequence of concurves. A concurve is either a straight 
line or a circular arc. Concurves on the boundary are obtained by fitting the boundary 
with straight lines and circular arcs. The most difficult part to this approach perhaps 
lies in the determination of which part of the boundary should be fitted by a straight 
line or by a circular arc. Perkins solved this problem by first transforming the image 
space to s-0 space, where s is arc-length along the boundary starting from some point 
and 6 is the turning angle relative to some fixed line. A straight line in image space
7will become a horizontal line in s-6 space while a circular arc becomes a straight line 
with its slope proportional to its curvature. The problem of detecting straight lines 
and circular arcs in image space is now equivalent to that of detecting horizontal lines 
and slant lines in s-6 space. Concurves are thus extracted from s-6 space. The similar­
ity between concurves is computed based on the general properties characterized by 
concurves. The identification of an unknown object is verified by checking the con­
sistency of rotation transformation between similar concurves.
Bolles and Cain [Boll82] used such local features as comers and holes to 
describe an object. If comers and holes are denoted as nodes and their spatial relation­
ships as edges connecting nodes, then an object can be represented as a graph. Match­
ing procedure then becomes a graph isomorphism or subisomorphism problem. Bolles 
and Cain used a maximal clique algorithm to solve this NP-complete problem.
Ayache and Faugeras [Ayac84], Bhanu and Faugeras [Bhan84], and Price 
[Pric84] all approximated the boundary of object with polygon. Due to digitized error 
and the lack of robustness o f the algorithm, approximated polygons of the same object 
with different orientations may not be exactly identical, even though they appear quite 
similar. This makes the matching procedure for two polygons a nontrivial problem.
Once polygons are obtained from objects, Ayache and Faugeras [Ayac84] meas­
ured the similarity o f two polygons according to degree o f compatibility, which is 
computed from the lengths of segments and the sizes of angles formed by two succes­
sive segments. The initial compatibility is set when the privileged segments (usually 
the longest one) from two polygons are compared. The compatibility is then updated 
by iteratively matching the remaining segments until a high quality match is found.
8Bhanu and Faugeras [Bhan84] viewed the matching procedure between two 
polygons as a labeling problem. A labeling problem may be stated as follows: Given a 
set o f entities E * { E,j i=l,2...,N} and a set o f labels L*{£,l i=l,2..,M } u  {0} 
together with some relations RM and RL defined on E and L respectively, assign each 
entity E, a label L, (or 0  with no label assigned) such that (1) and Li have the con­
sistent properties, and (2) if Lt and L, are respectively assigned to Et and Et , then 
(JLk JLt ) e  Rl if (£, ) e  Re . To apply the labeling problem to the matching problem of
two polygons, segments of polygons from known objects can be treated as a set of 
labels, while segments from some unknown object can be treated as entities to be 
labeled. In this case, a property of the entity or label is the length of segment, and the 
relation on the set of entities or labels is the angle size between two successive seg­
ments. Since the labeling problem can be solved by a relaxation technique, Bhanu and 
Faugeras applied this technique to solve the matching problem between two polygons.
Price [Pric84] used another approach to compute the compatibility between seg­
ments. The rotational offset between two compatible segments (one from model and 
the other from unknown object) is entered into a disparity matrix whose entries are 
indexed by the segment numbers in the model and unknown objecL The longest 
sequence of rotational offsets with the same values in diagonal direction of the matrix 
should indicate the correspondence of unknown object with some model. The pro­
cedure performing the search for the longest sequence was latter improved by Bhanu 
and Ming [Bhan87] usipg some kind of cluster technique.
Turney, Mudge, and Volz [Tum85] proposed the idea of salient features. A 
salient feature for an object is the part of a boundary which is unique in its shape and
9thus can distinguish this object from the others. When several unknown objects are 
overlapped, they are recognized by identifying the occurrences of salient features on 
the boundary formed by these overlapped objects. The detection of salient features is 
performed by template matching. However, this is carried out in s-6 space as Perkins 
did rather than in image space. To transform the boundary from image space to s-0 
space, 6 values are determined during boundary extraction, while s values have to be 
computed from a third order polynomial fitting the boundary.
Schwartz and Shairr [Schw87] presented a matching algorithm performed in 
image space. The boundary of overlapping objects is first divided into several parts so 
that each part belongs to one object only. Each part is then matched against the entire 
boundary of a model using the proposed algorithm. To avoid exhaustive matchings, 
Kalvin, Schonberg, Schwartz and Shairr [Kalv86] presented a scheme called footprint 
established from sample points p, ’s taken from boundary. These p t points are used to 
construct a graph G by adding a horizontal line to G, whose size is proportional to the 
length from to p, .immediately followed by another straight line with length pro­
portional to the size of turning angle at p, and slop 1 if the turning angle is positive, or 
slop -1 if it is negative. After all p, points have been transformed into a sequence of 
straight lines whose slop is 0, 1, or -1, the construction of graph G is completed. 
Using horizontal line as abscissa, G can be described by a function g(x). Let g(x, )s be 
a sequence of samples taken from g(x) with some evenly spaced interval. For samples 
g(jc,)s in the range pc, +ws] (ws is some window size), they can be described by a 
Fourier series whose first four sine and cosine coefficients are going to characterize 
footprint of the corresponding object. In addition to these four coefficients for each
10
the total turning angles from x, to xt+ws is treated as the fifth characteristic. As a 
rest It, the footprint of an object appears as a curve in a five dimensional space. This 
five dimensional space is further divided into hypercubes of a fixed size. Each hyper* 
cube is associated with a list of objects whose footprints pass through this hypercube. 
When the footprint o f some unknown object is obtained in the same way, the candi­
date objects can be collected from the hypercubes by which the footprint of unknown 
object passes.
Koch and Kashyap [Koch87] also used polygonal approximation to represent the 
boundary of an object. The curvature at vertex v,K(v), is evaluated as:
. , n - B
where p is the size of interior angle at v and As represents the change in arc length. 
Vertices whose curvatures are higher than some threshold are extracted as comer ver­
tices. A comer thus defines a group of line segments centered at comer vertex. To 
recognize some unknown object, its scene comers must first be identified by matching 
them with model comers. The matching procedure is carried out under image space 
by dividing both comers into n points and then estimating their minimum square error 
after some coordinate transformation (rotation and translation) x. All matching pairs 
o f scene comers and model comers form a cluster if they have consistent transforma­
tion. These clusters generate hypotheses about the unknown object. The hypothesis is 
then further verified by the region consistency indicated by the difference between the 
regions formed by the hypothesized object and that formed by the unknown object. It 
may be noted that the idea of this approach is very similar to that presented by Price, 
who used line segments rather than comers as local features.
Overview of the A pproaches
Although many methods have been proposed, there still exists some imperfec­
tions in these techniques:
(1) Local features, such as edges defined by Mckee and Aggarwal [Mcke77] , con- 
cuTve by Perkins [PeTk78] , salient features by Turney et al [Tum85] , and 
comers by Koch and Kashyap [Koch87] , are assumed to be able to be detected 
in an object and are visible in the scene. However, this assumption does not hold 
for all cases. For example, a comer is difficult to detect in a circular object and 
salient features might be occluded in the scene. Thus, the proposed approaches 
are restrictedly applied to the limited objects.
(2) Polygonal approximation may generally represent almost all 2D objects. How­
ever, relaxation-like techniques such as used by Price, Bhanu and Faugeras, are 
computationally intensive.
(3) When matching procedure is carried out in image space, the annoying rotation 
transformation is inevitable. All of the matching procedures mentioned in the 
literatures are performed in this way except that presented by Turney et al 
[Tum85].
(4) Only Kalvin, et al [Kalv86] proposed a scheme to avoid exhaustive matching. 
However, their scheme needs to be manipulated in a five dimensional space.
As mentioned in section 1.3, model formation, matching procedure, and the 
selection o f candidate objects are necessary components for an object-recognition sys­
tem. An improved approach to accomplish these functions is going to be presented in
12
the following chapters. Model formation will be described in Chapter 2. Polygonal 
approximation is going to be used to represent an object However, unlike the 
relaxation-like approach, no combinatorial comparisons between line segments are 
necessary. Instead, the accumulated line segments (approximated arc length) and 
accumulated turning angles from some starting point can represent the boundary of 
object in s-0 space. Matching is then performed under this space, which is to be 
described in Chapter 3. Chapter 4 will propose a scheme to avoid exhaustive match­
ing. The candidate objects can be found through a footprint-like scheme which will be 
described in a two dimensional space rather than a five dimensional space. Finally, we 
close with a conclusion and present a summary of the work in chapter 5.
Chapter 2 
MODEL FORMATION
2.1 Two Dim ensional O bject Representation
Recall that the goal of model formation is to represent an object in some format 
so that it can be recognized once this object is later input to the system through some 
sensor. Furthermore, objects must be described in terms of some type of local feature 
due to the possibility of a partial occlusion. Based on these considerations, Mckee 
and Aggarwal [Mcke77] describe an object in terms of "edges", each of which is 
represented by chain codes. Perkins [Perk78] fitted the boundary with straight lines 
and circular arcs. Objects are then described in terms of these high-level primitives. 
Turney, Mudge, and Volz [Tum85] characterized an object with its distinguishable 
salient features. Polygonal approximation, which fits the boundary with straight line 
segments, has been popularly used by many researchers such as Ayache and Faugeras 
[Ayac84] , Bhaun and Faugeras [Bhan84] , Price [Pric84] , and Koch and Kashyap 
[Koch87]. We are also interested in polygonal approximation because of the following 
considerations:
(1) Unlike some local features, which may not exist in some objects such as comers 
or salient features, polygonal approximation can be generally applied to all 
objects.
(2) Compared with other methods of feature extraction, polygonal approximation of 
an object can be obtained more easily.
13
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(3) Boundary, originally represented by a long sequence of pixels, can be described 
by just several reduced points (vertices o f polygon) without lossing much infor­
mation about shape.
2.2 Polygonal A pproxim ation
Many techniques about polygon approximation have been proposed. Our method 
is one due to Ramer [Rame72]. This simple splitting scheme is explained with refer­
ence to Fig. 2.1.
 a  . .
c d
Figure 2.1 A splitting scheme to approximate a curve.
(1) Given a sequence of points, which is obtained by digitizing a curve, make initial 
approximation of the curve by a straight line connecting two end points. Denote 
the length o f this line to be L (Fig. 2.1a).
(2) Locate a point which has the farthest distance d from the approximating line 
(Fig. 2.1b). If d/L (or d) is within some threhold, then exit.
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(3) Otherwise, the point of step (2) segments the sequence into two new sequences
(Fig. 2.1c). Recursively apply stcp(l) and (2) to the new segments (Fig. 2 .Id).
A program implementing Rainer’s algorithm is presented in Appendix 1. As an 
illustrative example, Fig. 2.2a presents a closed curve — boundary of an object. This 
closed curve must be digitized as a sequence of points so that computation can be car­
ried out as Fig. 2.2b shows. The positions of these points referring to some coordinate 
system are input to the program to locate the vertices of approximated polygon. The 
resultant polygon is shown in Fig. 2.2c. As can be seen, the input data has been 
reduced to several line segments which can be described by the location of a few ver­
tices. Fig. 2.2d and 2.2e present two other polygonal approximations o f the same 
object in different orientations and locations. Note that even these polygons come 
from the same object, the occurrences of these vertices are still undeterministic except 
those where a sharp comer occurs.
Fig. 2.3 displays more objects which are going to be used as illustrative exam­
ples to explain how the recognition system works. O bjl to Obj4 are polygons — 
objects whose boundaries are straight lines. Obj5 to Obj9 are objects with curved 
boundaries. Obj8 is the one without any comer, while the rest o f the objects have 
either convex or concave comers. Their polygonal approximations are identified as 
Objx-i since Objx may have different polygon representations in different orienta­
tions. 1116 data described Objx-i are displayed in Table 2.1. The first column labels the 
vertices in clockwise direction from some starting p o in t The second and third 
column respectively present the lengths o f line segments from one vertex to the suc­
cessive vertex and the size of the turning angle (exterior angle) at each vertex. The
16
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Figure 2.2 (a) The original boundary of an object, 
(b) The digitized result o f (a).
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Obj51
1 2
Obj52
Obj53
Figure 2.2 (c) Polygonal approximation of (b).
(d),(c) Two other polygonal approximations of the same object.
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Obj'2
Objl
Obj3
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Figure 2.3 Objects which are possible to appear in the scene.
Obj5
Obj9
Obj8
Figure 2.3 (continued)
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polygons obtained in this manner present the following characteristics:
(1) There will always be a vertex locating around the comer (point on the curve with 
high curvature or discontinuity of slope).
(2) A smooth curve without any comer can be approximated by a sequence of short 
line segments and small turning angles, both of which further reflect the curva­
ture of this smooth curve.
(3) The occurrence of vertices on the curve are not deterministic because of the 
natural tendency of digital error.
Table 2.1 The results o f polygon approximation for Objx.
Obj51 (referring to Fig. 2.2c)
Vi Vt - M 9,
1-0 ! « /J-0
£ 0 y/36O
1-0
0 98.84 94.24 98.84 94.24 0.2618
1 25.18 17.15 124.02 111.39 0.3094
2 11.18 12.32 135.20 123.71 0.3436
3 13.00 22.38 148.20 146.09 0.4058
4 12.73 25.71 160.93 171.80 0.4772
5 21.19 22.02 182.12 193.82 0.5348
6 21.02 15.71 203.14 209.53 0.5820
7 6.32 10.18 209.46 219.71 0.6103
8 12.53 13.66 221.99 233.37 0.6428
9 14.87 10.86 236.86 244.23 0.6784
10 10.00 10.30 246.86 254.53 0.7070
11 20.12 105.48 266.98 360.01 1.0000
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Obj52 (referring to Fig. 2.2d)
V. e, i W i i® />■*
£ e /  36 
>-0
0 99.00 90.00 99.00 90.00 0.2500
1 13.00 9.46 112.00 99.46 0.2763
2 12.17 6.48 124.17 105.94 0.2943
3 7.28 10.62 131.45 116.56 0.3238
4 8.94 18.43 140.39 134.99 0.3750
5 12.73 15.95 153.12 150.94 0.4193
6 10.30 23.86 163.42 174.80 0.4856
7 22.09 17.29 185.51 192.09 0.5336
8 14.32 14.47 199.83 206.56 0.5738
9 11.18 15.42 211.01 221.98 0.6166
10 13.45 9.35 224.46 231.33 0.6426
11 6.40 10.36 230.86 241.69 0.6714
12 14.76 12.36 245.62 254.05 0.7057
13 21.84 105.95 267.46 360.00 1.0000
Obj53 (referring to Fig. 2.2e)
> i i
v, K - i K 0, Z W , /-o
£ 6 /3 6 0
0 98.98 93.55 98.98 93.55 0.2599
1 21.54 17.29 120.52 110.84 0.3079
2 20.62 17.22 141.14 128.06 0.3557
3 7.21 13.13 148.35 141.19 0.3922
4 8.54 20.56 156.89 161.75 0.4493
5 13.00 12.53 169.89 174.28 0.4811
6 9.22 10.67 179.11 184.95 0.5137
7 7.62 7.06 186.73 192.01 0.5334
8 13.89 17.47 200.62 209.48 0.5819
9 14.87 15.71 215.49 225.19 0.6255
10 11.18 9.87 226.67 235.06 0.6529
11 10.44 10.99 237.11 246.05 0.6835
12 10.05 8.44 247.16 254.49 0.7069
13 21.02 105.53 268.18 360.02 1.0001
22
O bj61
K K . , K e, i v . * ' /J-O £ « /
£ e ,/3 6 0
>■0
0 95.27 33.55 95.27 33.55 0.0932
1 8.60 13.74 103.87 47.29 0.1314
2 5.39 17.40 109.26 64.69 0.1797
3 13.04 29.17 122.30 93.86 0.2607
4 14.32 25.42 136.62 119.28 0.3313
5 7.81 15.84 144.43 135.12 0.3753
6 9.85 23.96 154.28 159.08 0.4419
7 10.00 20.56 164.28 179.64 0.4990
8 8.54 13.13 172.82 192.77 0.5355
9 10.82 17.65 183.64 210.42 0.5845
10 6.40 4.77 190.04 215.19 0.5977
11 80.71 144.79 270.75 359.98 0.9999
Obj62
V, v . ^ v , e, i v M y j !•0 £ 0y
£ e ,/3 6 0
0 89.56 7.63 89.56 7.69 0.0212
1 4.12 19.65 93.68 27.28 0.0758
2 3.61 14.68 97.29 41.96 0.1166
3 12.04 21.08 109.33 63.04 0.1751
4 8.54 24.37 117.87 87.41 0.2428
5 15.03 17.99 132.90 105.40 0.2928
6 5.39 23.20 138.29 128.60 0.3572
7 8.49 15.26 146.78 143.86 0.3996
8 8.06 18.43 154.84 162.29 0.4508
9 5.10 11.31 159.94 173.60 0.4822
10 11.00 16.70 170.94 190.30 0.5286
11 10.44 25.04 181.38 215.34 0.5982
12 87.11 144.67 268.49 360.01 1.0000
23
Obj63
* I I
Vi V'.-iV, e, Z V ^ V j r e ,>■<>
X0,/36O
>•*>
0 90.21 28.34 90.21 28.34 0.0787
1 13.89 30.26 104.10 58.60 0.1628
2 15.00 26.57 119.10 85.17 0.2366
3 6.71 14.62 125.81 99.79 0.2772
4 10.63 22.25 136.44 122.04 0.3390
5 8.94 20.85 145.38 142.89 0.3969
6 10.05 21.66 155.43 164.55 0.4571
7 7.28 13.80 162.71 178.35 0.4954
8 8.06 15.26 170.77 193.61 0.5378
9 11.31 18.43 182.08 212.04 0.5890
10 8.94 3.66 191.02 215.70 0.5992
11 77.08 144.31 268.10 360.01 1.0000
24
Obj71
i i i
V, Vi-lV, 0, Z V ^ y Z©y 
1-0
£8 ,/360
0 17.12 14.84 17.12 14.84 0.0412
1 21.21 12.43 38.33 27.27 0.0757
2 8.54 8.05 46.87 35.32 0.0981
3 12.53 16.39 59.40 51.71 0.1436
4 12.73 22.38 72.13 74.09 0.2058
5 13.00 22.62 85.13 96.71 0.2686
6 15.00 14.04 100.13 110.75 0.3076
7 8.25 9.93 108.38 120.68 0.3352
8 9.85 12.91 118.23 133.59 0.3711
9 5.00 11.50 123.23 145.09 0.4030
10 12.04 17.19 135.27 162.28 0.4508
11 12.08 12.56 147.35 174.84 0.4857
12 19.42 17.60 166.77 192.44 0.5346
13 20.10 162.98 186.87 355.42 0.9873
14 5.10 -22.38 191.97 333.04 0.9251
15 7.21 -11.31 199.18 321.73 0.8937
16 12.73 -22.38 211.91 299.35 0.8315
17 13.00 -22.62 224.91 276.73 0.7687
18 17.00 -15.26 241.91 261.47 0.7263
19 11.40 -11.31 253.31 250.16 0.6949
20 11.18 -8.97 264.49 241.19 0.6700
21 8.60 -9.46 273.09 231.73 0.6437
22 9.90 -18.43 282.99 213.30 0.5925
23 8.94 146.73 291.93 360.03 1.0001
2Q,
25
Obj72
i i t
V, V i -M e,
J-0 Z»,
£9 ;/360
0 15.81 5.91 15.81 5.91 0.0164
1 9.22 12.53 25.03 18.44 0.0512
2 21.00 14.93 46.03 33.37 0.0927
3 15.52 14.81 61.55 48.18 0.1338
4 8.06 15.26 69.61 63.44 0.1762
5 8.49 15.26 78.10 78.70 0.2186
6 8.06 14.49 86.16 93.19 0.2589
7 11.40 15.26 97.56 108.45 0.3012
8 16.00 18.43 113.56 126.88 0.3524
9 9.49 13.57 123.05 140.45 0.3901
10 9.43 16.36 132.48 156.81 0.4356
11 12.04 7.94 144.52 164.75 0.4576
12 7.21 8.91 151.73 173.66 0.4824
13 14.32 13.47 166.05 187.13 0.5198
14 20.40 146.31 186.45 333.44 0.9262
15 15.56 -14.04 202.01 319.40 0.8872
16 5.83 -15.71 207.84 303.69 0.8436
17 11.40 -20.02 219.24 283.67 0.7880
18 12.04 -15.79 231.28 267.88 0.7441
19 8.54 -7.74 239.82 260.14 0.7226
20 14.76 -16.70 254.58 243.44 0.6762
21 19.80 -18.43 274.38 225.01 0.6250
22 8.94 -12.53 283.32 212.48 0.5902
23 8.25 147.53 291.57 360.01 1.0000
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O b j73
* i i
Vi Vi-tV, e, Z V j- iV ,
J-o
j;e ,/360
0 13.42 11.63 13.42 11.63 0.0323
1 15.52 11.36 28.94 22.99 0,0639
2 16.03 14.20 44.97 37.19 0.1033
3 16.28 15.95 61.25 53.14 0.1476
4 8.94 18.43 70.19 71.57 0.1988
5 9.90 16.39 80.09 87.96 0.2443
6 12.53 17.30 92.62 105.26 0.2924
7 10.20 11.31 102.82 116.57 0.3238
8 13.00 18.43 115.82 135.00 0.3750
9 9.49 11.31 125.31 146.31 0.4064
10 8.06 20.78 133.37 167.09 0.4641
11 22.02 12.91 155.39 180.00 0.5000
12 13.42 13.32 168.81 193.32 0.5370
13 17.46 148.24 186.27 341.56 0.9488
14 11.31 -18.43 197.58 323.13 0.8976
15 13.42 -22.17 211.00 300.96 0.8360
16 13.04 -21.10 224.04 279.86 0.7774
17 10.44 -13.56 234.48 266.30 0.7397
18 13.89 -12.45 248.37 253.85 0.7051
19 17.69 -14.82 266.06 239.03 0.6640
20 13.04 -22.17 279.10 216.86 0.6024
21 11.18 143.13 290.28 359.99 1.0000
27
O bj81
l I I
Vt Vf-iVi e, 1 ^ - . ^
i-o
Z e,J-0
X0y/36O
0 16.28 13.11 16.28 13.11 0.0364
1 23.02 15.95 39.30 29.06 0.0807
2 6.32 10.62 45.62 39.68 0.1102
3 10.30 17.92 55.92 57.60 0.1600
4 20.52 21.99 76.44 79.59 0.2211
5 13.93 9.73 90.37 89.32 0.2481
6 5.10 14.04 95.47 103.36 0.2871
7 21.02 23.84 116.49 127.20 0.3533
8 8.94 8.97 125.43 136.17 0.3782
9 17.20 11.95 142.63 148.12 0.4114
10 16.28 11.55 158.91 159.67 0.4435
11 11.66 4.40 170.57 164.07 0.4557
12 4.47 12.53 175.04 176.60 0.4906
13 12.37 14.04 187.41 190.64 0.5296
14 14.00 20.56 201.41 211.20 0.5867
15 8.54 10.41 209.95 221.61 0.6156
16 11.66 10.67 221.61 232.28 0.6452
17 12.04 14.68 233.65 246.96 0.6860
18 10.82 12.65 244.47 259.61 0.7211
19 13.93 9.73 258.40 269.34 0.7482
20 5.10 14.68 263.50 284.02 0.7889
21 17.03 11.89 280.53 295.91 0.8220
22 11.40 3.18 291.93 299.09 0.8308
23 6.32 14.04 298.25 313.13 0.8698
24 13.04 12.53 311.29 325.66 0.9046
25 12.73 18.43 324.02 344.09 0.9558
26 11.18 15.95 335.20 360.04 1.0001
5 6 7
Q bj82
i i i
Vi e,
IM
1 £0,/36O
0 11.18 10.30 11.18 10.30 0.0286
1 22.00 16.70 33.18 27.00 0.0750
2 10.44 14.26 43.62 41.26 0.1146
3 11.66 14.04 55.28 55.30 0.1536
4 14.14 16.39 69.42 71.69 0.1991
5 12.53 14.57 81.95 86.26 0.2396
6 12.37 14.04 94.32 100.30 0.2786
7 15.00 22.62 109.32 122.92 0.3414
8 13.00 11.07 122.32 133.99 0.3722
9 7.21 7.94 129.53 141.93 0.3942
10 24.08 12.34 153.61 154.27 0.4285
11 13.60 15.47 167.21 169.74 0.4715
12 8.54 9.25 175.75 178.99 0.4972
13 10.20 11.31 185.95 190.30 0.5286
14 12.00 18.43 197.95 208.73 0.5798
15 9.49 12.53 207.44 221.26 0.6146
16 11.66 9.64 219.10 230.90 0.6414
17 9.22 9.59 228.32 240.49 0.6680
18 7.81 13.24 236.13 253.73 0.7048
19 13.42 8.13 249.55 261.86 0.7274
20 6.32 10.30 255.87 272.16 0.7560
21 7.07 8.13 262.94 280.29 0.7786
22 9.00 12.80 271.94 293.09 0.8141
23 22.56 18.16 294.50 311.25 0.8646
24 11.66 11.31 306.16 322.56 0.8960
25 14.87 22.95 321.03 345.51 0.9597
26 14.32 14.47 335.35 359.98 0.9999
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Qbj83
i i i
V, Vi-iVi e, X®,
J-O
£ e ,/3 6 0
0 10.00 8.13 10.00 8.13 0.0226
1 15.56 11.31 25.56 19.44 0.0540
2 7.21 7.13 32.77 26.57 0.0738
3 8.94 8.13 41.71 34.70 0.0964
4 6.32 18.43 48.03 53.13 0.1476
5 22.00 18.43 70.03 71.56 0.1988
6 6.32 8.13 76.35 79.69 0.2214
7 8.94 14.35 85.29 94.04 0.2612
8 19.85 22.52 105.14 116.56 0.3238
9 11.18 12.53 116.32 129.09 0.3586
10 8.25 11.43 124.57 140.52 0.3903
11 22.02 12.91 146.59 153.43 0.4262
12 11.18 6.80 157.77 160.23 0.4451
13 13.60 16.59 171.31 176.82 0.4912
14 14.42 14.68 185.79 191.50 0.5319
15 12.04 19.83 197.83 211.33 0.5870
16 10.77 12.34 208.60 223.67 0.6213
17 12.17 16.17 220.77 239.84 0.6662
18 17.12 11.73 237.89 251.57 0.6988
19 6.32 11.82 244.21 263.39 0.7316
20 13.89 19.14 258.10 282.53 0.7848
21 18.44 14.04 276.54 296.57 0.8238
22 17.89 16.26 294.43 312.83 0.8690
23 11.18 13.67 305.61 326.50 0.9069
24 17.03 21.08 322.64 347.58 0.9655
26 12.08 12.43 334.72 360.01 1.0000
22 »  24
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Obj9l
i i i
Vi V i - M 0.
>-0
£0 ;/360
j *>
0 18.36 25.99 18.36 25.99 0.0722
1 17.03 29.93 35.39 55.92 0.1553
2 11.18 31.43 46.57 87.35 0.2426
3 9.43 36.09 56.00 123.44 0.3429
4 14.04 14.35 70.04 137.79 0.3827
5 6.32 9.87 76.36 147.66 0.4102
6 14.76 9.57 91.12 157.23 0.4367
7 11.40 7.13 102.52 164.36 0.4566
8 29.70 8.13 132.22 172.49 0.4791
9 15.00 10.30 147.22 182.79 0.5077
10 6.71 71.57 153.93 254.36 0.7066
11 18.38 9.46 172.31 263.82 0.7328
12 17.20 7.89 189.51 271.71 0.7547
13 23.71 9.21 213.22 280.92 0.7803
14 15.81 18.43 229.03 299.35 0.8315
15 13.00 21.80 242.03 321.15 0.8921
16 5.39 23.20 247.42 344.35 0.9565
17 8.49 15.26 255.91 359.61 0.9989
18 8.06 33.83 263.97 393.44 1.0929
19 14.04 29.60 278.01 423.04 1.1751
20 21.63 -63.05 299.64 359.99 1.0000
18 l9
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Obj92
I i i
Vi V i - i K e, Z W j1-o £ e/
£9 ,/3 6 0
>M>
0 17.00 20.56 17.00 20.56 0.0571
1 8.54 13.13 25.54 33.69 0.0936
2 7.21 16.50 32.75 50.19 0.1394
3 7.81 18.00 40.56 68.19 0.1894
4 5.39 21.80 45.95 89.99 0.2500
5 11.00 42.51 56.95 132.50 0.3681
6 16.28 15.88 73.23 148.38 0.4122
7 15.26 12.17 88.49 160.55 0.4460
8 18.03 7.55 106.52 168.10 0.4669
9 19.24 9.84 125.94 177.94 0.4943
10 28.02 83.07 153.96 261.01 0.7250
11 19.24 8.97 173.20 269.98 0.7499
12 28.00 5.71 201.20 275.69 0.7658
13 10.05 7.28 211.25 282.97 0.7860
14 13.34 11.45 224.59 294.42 0.8178
15 12.08 20.56 236.67 314.98 0.8749
16 7.07 18.43 243.74 333.41 0.9261
17 6.71 30.14 250.45 363.55 1.0099
18 16.03 44.15 266.48 407.70 1.1325
19 14.87 19.89 281.35 427.59 1.1877
20 18.38 -67.62 299.73 359.97 0.9999
20
O b j9  2
910
32
V, V,-tV, A;
i*>
£ e y/360
0 10.20 11.31 10.20 11.31 0.0314
1 10.00 14.04 20.20 25.35 0.0704
2 8.25 25.25 28.45 50.60 0.1406
3 14.21 24.15 42.66 74.75 0.2076
4 6.71 26.57 49.37 101.32 0.2814
5 8.00 29.05 57.37 130.37 0.3621
6 10.30 19.31 67.67 149.68 0.4158
7 24.08 15.07 91.75 164.75 0.4576
8 17.89 4.76 109.64 169.51 0.4709
9 10.77 4.45 120.41 173.96 0.4832
10 16.76 6.04 137.17 180.00 0.5000
11 10.20 18.43 147.37 198.43 0.5512
12 8.06 66.93 155.43 265.36 0.7371
13 21.84 6.97 177.27 272.33 0.7565
14 19.24 8.97 196.51 281.30 0.7814
15 29.00 16.70 225.51 298.00 0.8278
16 10.44 18.84 235.95 316.84 0.8801
17 8.60 20.77 244.55 337.61 0.9378
18 7.21 19.65 251.76 357.26 0.9924
19 4.12 14.04 255.88 371.30 1.0314
20 10.00 26.57 265.88 397.87 1.1052
21 6.71 18.43 272.59 416.30 1.1564
22 9.90 14.04 282.49 430.34 1.1954
23 17.49 -70.35 299.98 359.99 1.0000
13 14 is
Obj9-3
33
2 3  s>0 T ransform ation
Although polygonal approximation can reduce the number o f points representing 
the boundary and smooth out the quantization noise introduced into object boundary, 
the power of polygon representation will be decreased unless an efficient matching 
procedure based on polygon representation is available. Matching procedure using 
relaxation technique mentioned earlier has been criticized as being too time- 
consuming. A matching algorithm performed in image space, proposed by Schwatz 
and Shair [Schw87], needs to compute some convolutions using the fast Fourier 
transform. Our approach will first transform the compressed data, shown in the second 
and third column in Table 2.1, into s-0 space. Then we can later see that the matching 
procedure carried out under this space will be very simple and effective.
The transformation is quite straightforward. Instead of directly using the lengths 
of line segments and the sizes o f turning angles as relaxation technique does, we com ­
pute the accumulated lengths and accumulated turning angle size from some starting 
po in t As a result, the fourth column in Table 2.1 lists the sum of the lengths of line 
segments, denoted as s, from starting point V0 to vertex v t . This value can be treated as 
the approximated arc length from point V0 to Vf . The fifth column lists the total size of 
angles which has been turned in clockwise direction from VV It's  obvious that this 
value should accumulate to 360° after turning back to VV Data in the sixth column, 
denoted as 0, are thus the normalized results by dividing each value in the fifth 
column with 360. To show how these (s,6) values will conduct in s-6 space, Fig. 2.4 
demonstrates the results obtained from Obj5. Two observations can be made in this 
figure:
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Figure 2.4 The display of (j, ,e, )s of Obj5 in s-0 space.
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(1) Vertices on the smooth curve in image space seems to be also on a smooth curve 
in s-0 space.
(2) Vertices where comers occur in image space become gaps in s-0 space.
2.4 F eatures E xtraction
It’s natural to treat comers as important features to characterize the boundary of 
an object. However, comer detection is by no means a trivial problem [Asad86] espe­
cially when quantization noise and polygonal approximation are introduced. Vertex 
with a high turning angle may be treated as a comer. However, a vertex with a low 
turning angle, but with two long sides should also be treated as a comer. On the other 
hand, the long straight lines can be also treated as important features. To determine 
the specific meanings of high curvatures and long straight lines, Fig. 2.5 displays the 
distribution of the lengths of line segments and the sizes o f turning angle for Objl to 
Obj9. It can be seen that the length of line segments which approximate a smooth 
curve are between 0 to 40 units, while the sizes of turning angles are between 0 to 50 
degrees. These observations give the following classifications:
(1) vertices whose size o f turning angles arc greater than 50 degrees arc classified as 
comers,
(2) line segments whose lengths are greater than 40 are classified as a straight line,
(3) the remaining parts o f the boundary arc classified as smooth curves.
Classified in this way, the boundary of an object can be characterized by three types of 
features: comer, straight line, and smooth curve. These features can be extracted from 
the approximated polygon according to the lengths of the line segments and the sizes
36
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Figure 2.5 The distribution of (a) the sizes of turning angles, and 
(b)the lengths o f line segments for smooth curves.
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of turning angles.
2JS The Description Process
Fig. 2.6a shows a polygonal approximation of Obj5 (Obj5-l). The (s,8) values 
for each vertex are shown in Fig 2.6b. Note that a straight line becomes a hor­
izontal line in.ro in s- space and the position where comer occurs (v0 or v n ) 
correspond to a gap (at s 0 or s u ) in s-0 space. Since ds/d0 is defined as the curvature, 
the horizontal and vertical lines in s-0 space exactly reflect these facts. There are two 
different ways to describe the smooth curve from to Vq. One uses linear spline to fit 
the (s,0) points between j 0 and s ]0 as Fig. 2.6b shows. In this case, boundary from V, to
is approximated by a circular arc whose curvature is the slope of the correspond­
ing linear spline. The other way is to fit (s,0) points with some higher order spline as 
Fig. 2.7 shows. In this case, (s,0) points collected from O bj5-l, Obj5-2, and Obj5-3 
are fitted with piecewise cubic splines. If the boundary of an object is recovered from 
this fitted curve, it is obvious that the resultant boundary will be closer to the true 
boundary than by using linear splines.
After (s,6) points has been fitted by some splines, the boundary of an object can 
be described in s-0 space as an equation 0 = f(s) for 0 £  s £  j,, where s, is the total 
length of the boundary. More generally, for kr, £  s £  (k+ l)j,, k=0,l,2... the equation 
can be defined as 0 -  k + f(s-k*,). Since the boundary is closed, 0 will start from k after 
the kth return to the starting point.
Model described in this form can produce model data (s,f(s)) for any s to com­
pare with a given set of scene data {(r, ,6,)}. Matching procedure described in the next
(a)
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Figure 2.6 (a) A polygonal approximation of Obj5.
(b) Modeling the boundary with linear splines.
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Figure 2.7 Modeling the boundary of Obj5 with cubic splines.
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chapter will then be established based upon this kind of comparison. The procedure to 
construct the boundary description 0=f(s) is summarized as follows:
(1) Approximate the boundary with a polygon.
(2) Select an appropriate vertex of polygon as a starting point (for example, a vertex
which has the largest turning angle). Denote this starting point as V0-
(3) Label the vertices of polygon as v/ ,.......v m_y in a clockwise direction.
(4) Compute
9 = ie ,/360  
/-I
for i= l,2 ,...,n-l. Here, i and j are defined as modulo the total number of vertices 
n.
(5) More (*,,9.) data can be obtained from the same object with different locations 
and orientations if necessary.
(6) Define 0=f(s) for 0 is£ i, as follows:
(i) f(0)=0,
(ii) if s is within the range of a straight line and £40), then f(s)
- f ( 0 ,
(iii) if a comer is located at *,■ then f(^ ) is defined as any
value between 9 ^  and 9,.
(iv) if  s is located within the range of a smooth curve, then f(s) is defined by the 
equation of interpolated linear splines or fitted cubic splines.
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The descriptions 0=f(s) using cubic splines for Obj6 to Obj9 are shown in Fig. 
2.9 to Fig.2.12. The equation 0=f(s) for O bjl to Obj4 will form a step-like appearence 
since the straight lines and comers of these polygons will appear as horizontal lines 
and vertical lines alternatively in s-0 space. The figure below illustrates this situation.
V,
\
Obj3
V'2
0
V-
Jo Ji j] Jj Jo
Figure 2.8 A polygon(square) and it’s s-0 transformation of the boundary.
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Figure 2.9 Modeling the boundary of Obj6 with cubic splines.
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Figure 2.10 Modeling the boundary of Obj7 with cubic splines.
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Figure 2.11 Modeling the boundary of Obj8 with cubic splines.
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Figure 2.12 Modeling the boundary of Obj9 with cubic splines.
Chapter 3 
MATCHING OBJECTS
3.1 M atching Procedures in s-0 Space
When the representation of an unknown object and some model are given, recall 
that the goal o f the matching procedure is to compute a quantity to indicate the close­
ness or similarity between these two objects. Fig 3,1 displays some overlapped objects 
to be recognized. Assume that the boundary has been segmented into several parts so 
that each part belongs to one object only. Let these unknown parts be denoted as PI 
to PS. The data corresponding to Pi’s are demonstrated in Table 3.1. How to segment 
the boundary to obtain Pi’s will be discussed in the next chapter.
Table 3.1 The results of polygonal approximation for some segmentations
in Fig. 3.1.
PI
V. e ,
J - o
r®,
J ~ 0
£ 6 y/36C
2 22.63 18.43 22.63 18.43 0.0512
3 15.65 22.75 38.28 41.18 0.1144
4 15.03 17.85 53.31 59.03 0.1640
5 12.37 12.53 65.68 71.56 0.1988
6 11.18 18.43 76.86 89.99 0.2500
4 6
0Figure 3.1 (a) Several overlapping objects to be recognized
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Figure 3.1 (b) Another overlapping objects to be recognized.
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V i - M  e, Z 6/ £ e y/360
  1*1______
7.21 9.25 7.21 9.25 0.0257
12.08 20.05 19.29 29.30 0.0814
13.04 15.71 32.33 45.01 0.1250
10.20 8.67 42.53 53.68 0.1491
11.70 9.07 54.23 62.75 0.1743
10.30 11.55 64.53 74.30 0.2064
18.44 150.71 82.97 225.01 0.6250
5.10 -14.89 88.07 210.12 0.5837
16.03 -22.99 104.10 187.13 0.5198
13.42 -21.45 117.52 165.68 0.4602
13.45 -15.42 130.97 150.26 0.4174
13.42 -26.57 144.39 123.69 0.3436
V'.-iV', e,
)*>
Z0//36C
J -0
9.06 20.22 9.06 20.22 0.0562
4.47 18.43 13.53 38.65 0.1074
9.90 24.44 23.43 63.09 0.1752
8.54 20.56 31.97 83.65 0.2324
7.00 23.20 38.97 106.85 0.2968
7.62 20.07 46.59 126.92 0.3526
23.35 -65.07 69.94 61.85 0.1718
16.16 21.80 86.10 83.65 0.2324
14.00 23.96 100.10 107.61 0.2989
9.85 21.04 109.95 128.65 0.3574
7.00 18.43 130.73 192.08 0.5336
6.71 26.57 123.73 173.65 0.4824
7.00 18.43 130.73 192.08 0.5336
6.32 8.13 137.05 200.21 0.5561
6.71 10.30 143.76 210.51 0.5847
15.00 12.53 158.76 223.04 0.6196
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P4
Vi V i-M e, i v j - x V ,
7 - 0
£  0 /3 6 0
7 - 0
0 17.03 86.63 17.03 86.63 0.2406
1 16.00 14.93 33.03 101.56 0.2821
2 15.52 15.33 48.55 116.89 0.3247
3 13.89 18.56 62.44 135.45 0.3762
4 10.63 14.62 73.07 150.07 0.4169
5 6.71 12.53 79.78 162.60 0.4517
6 4.12 11.17 83.90 173.77 0.4827
7 20.02 17.79 103.92 191.56 0.5321
8 15.52 14.12 119.44 205.68 0.5713
P5
v, V.-iV. X V iK f
7 - 0 7 - 0
£ 0 y/36O
7 - 0
16 22.67 25.38 22.67 25.38 0.0705
17 7.62 23.20 30.29 48.58 0.1349
18 12.00 15.95 42.29 64.53 0.1792
19 7.28 26.33 49.57 90.86 0.2524
20 14.87 21.16 64.44 112.02 0.3112
21 6.71 21.80 71.15 133.82 0.3717
22 12.04 20.71 83.19 154.53 0.4292
23 7.28 22.71 90.47 177.24 0.4923
24 6.40 6.34 96.87 187.58 0.5099
25 9.90 15.26 106.77 198.84 0.5523
26 8.06 16.50 114.83 215.34 0.5982
The data shown in Table 3.1 are obtained in the same manner as model forma­
tion. Data in the 4th and 6th columns have been transformed to s-0 space and are 
referred to as (rf, 8^), i«=l,2,...n for some unknown object P. This data is going to be 
compared with some model data computed from 0=f(s) to evaluate the degree of simi­
larity.
Since the scene data s?  may be measured from a different starting point than the 
model data, we need to make a translation d to obtain comparable data. There is no 
way to determine d in advance due to the partial occlusion. Therefore, we have to
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make comparisons for all possible d around the boundary. For each translation, f(r'+d) 
is computed through the model equation and compared with 8/* in square error sense. 
The translation dm, where a minimum square error (m.s.e.) occurs gives the best 
matching of the scene data to some model data. The procedure is formally described 
as follows:
Procedure MatchingflJ,**,);
{ U is a set of scene data {(j, ,8,) i= l,..n ) and M, is 0=f(s) for some model. } 
begin
(1) d « - 0; m .s.e .«— •<>; <— d;
(2) 6 , « - J - f e ; ;
n  i» ]
(3) while d £ s, do
begin
(4)  8 =  - £ / ( r / V d ) ;
" .-I
(5) s.e. = - 'Z « Q ? -Q r ) - ( f ( s ? + d ) - e ) ) 2i
n i«i
(6) if s.e. £  m.s.e. then
begin
(7) m.s.e. <— s.e.; dm «— d
end;
(8) d 4— d+As; 
end;
(9) return m.s.e.,dm\ 
end;
It may be noted that all 6 values have been normalized to their averages, as shown in 
line(2),(4), and (5). The value of d has been updated by shifting a small step As until 
the whole boundary has been traced. The value of dm then gives the location where the 
best matching occurs, which is indicated by the value of m.s.e.. A program imple­
menting the above procedure is presented in Appendix 2.
As an illustrative example, Fig. 3.2 presents a set o f scene data (^,6; )s in the s-0 
space taken from Table 3.1. (from unknown object P2). This set o f data is matched
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s - 104.00 with m.s.e. =0.6 lx icr4.
Tabic 3.2 shows the result o f matching Pi to a model set containing Obj5 to 
Obj9. The unknown object Pi is identified as the one which gives the minimum m.s.e.. 
The value of dm gives the information about which part of the boundary is visible in 
the scene. To see how these m.s e 's  can be used as similarity measurement, take a 
look at the values for P I. These m.s.e’s indicate that PI is most similar to Obj8 then 
following in order are Obj7, Obj5, Obj9, and Obj6. These results are perfectly con­
sistent with the human intuition.
o.o
0 .7
o.«
0.6
0 .4
0.2
0.0
40 60 100 160ao 120
Figure 3.2 (a) A partially visible object P2, (b) s-6 trasnsformation of (a).
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Figure 3.3 Matching unknown object P2 in Fig. 3.2 with Obj7 in s-8 space.
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Table 3.2 Values of m.s.e for matching Pi to Objx.
m .s.exio4
(location) PI P2 P3 P4 P5
Obj5 1.87 20.5 37.88 0.61
(82.00)
20.10
Obj6 12.06 45.63 44.10 22.30 1.12
(70.00)
Obj7 1.18 0.61
(104.00)
65.31 14.67 37.00
Obj8 0.31
(18.00)
137.74 42.32 31.54 61.92
Obj9 9.21 62.19 0.87
(230.00)
28.63 18.70
The recognition method used so far still needs to apply the matching procedure 
to all objects in the model set. When the number o f models grows, the performance of 
recognition with this exhaustive matching will be definitely degraded. To avoid this 
happening, models should be organized in such a way that only a few candidate 
objects which potentially produce the best matchings are selected to be considered. 
For instance, given a piece of boundary like P I , the candidate objects should be 
selected as Obj5, Obj7, and ObjS, and the remaining two objects can be ignored 
without further consideration. How to achieve this task will be discussed in the next 
chapter.
3.2 C om paring  with O ther M atching Procedures
There are two other matching procedures based on the representation of poly go* 
nal approximation. One performs the matching procedure in image space by attempt­
ing to overlap two matching objects and measuring their similarity in the sense of 
maximum intersection area or minimum square errors[Schw87]. The other one applies
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relaxation technique[Bhan84] to obtain the correspondence between line segments of 
two matching objects. Both of these methods will be described here in contrast to our 
approach.
3.2.1 Matching objects using the relaxation method
Relaxation technique plays an important role in computer vision. An overview of 
relaxation methods and their uses can be found in [Davi81]. One of the functions of 
relaxation method is its ability to set the element correspondence between two sets.
Let A } be a set of objects and C = { c .....,C„ > a set of classes or labels. The
goal is to assign each A, a class or a label C{ based on the interacting relationships 
among them. For example, A, and Ct can be line segments o f two polygons to be 
matched. Initially, A, may be assigned by C, in such a way that each A, is associated 
with a m-dimensional vector f t ,  = L p , j .  Jr  • The numbers p,t , j= l,...,m , can be thought
m
of as the probability of labeling A, as C,, so and p*  SO. The values of p A are
then iteratively updated to reduce ambiguity and improve consistency by comparing 
the local structure of A and C . We thus need a quantity clJUt to measure the compati­
bility between pairs o f events {K.Cyl.tA*, C*]}, where (A, A») and (CJtCk) are two pair 
of neighboring segments. This allows us to associate each object A, with another vec- 
tor f t = [ ? , ! , . called a compatibility vector, whose components are given as
m
9ij =
Intuitively, ftt indicates what the neighbors o f A, ( A ,* ,^ .,) "think" about the way that 
A, should be corresponding to Cj whereas ft, indicates what A, "thinks'* about its 
correspondence to Ct .
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The total measurement of consistency can then be defined as
iXfc (3.2.1.1)
i- i
As a result, the problem is then transformed to maximize (3.2.1.1), which can be 
achieved in the steepest ascent technique by defining a sequence as
= Pl(,) + ViP'ojtP
where p, is a positive step size, is the value of partial derivative o f (3.2.1.1) with 
respect to ft, , and proj is a projection operator to enforce PI(,+t) still to be a probability 
vector.
We still need the initial value of ft, , f t ^ \  to start the computation. This can be 
obtained by comparing the feature values of A, and Cr  The selected features in this 
case might be length of the line segment, intervertices distance, slope of the line seg­
ment, angle between two successive line segments, etc. The rating for a match 
between A, and Cy is then defined as
r - \
where P is the total number of features, f p is the kth feature value for A or C, and wp is 
a weight factor to unify the measure units of these features. Note that for a perfect 
match, R=0 and for a poor match, R will be large. Thus, the initial p , f >s can be chosen 
to be proportional to l/f l+ R C ^ ,^ )) .
We also need a function to compute compatibility c(ij,h,k), which can be formu­
lated in the following manner. Let TR be a transformation from A, to C/f including 
scaling, rotation, and translation. This transformation is applied to Ak, and let /**<*> be 
the transformed feature value. The tating R(A ,Cy yAk , c k) is defined as
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/rM,.c,A.c*)= £
*■1
The compatibility is then given by
c o  j  , * , / ) = -----------------------------
l+/HA„Ci tAk.Ct )
There are several other methods to define c(ij,h.k), More details can be found in 
[Bhan84J. Once p tf h  and c(ij,h ,k) have been decided, (3.2.1.2) can be applied until 
the maximum value of (3.2.1.1) has been reached. The matching results o f two 
polygons can be found through the final value of ff, .
3.2.2 Matching procedure performing in image space
Let the visible boundary of an object to be identified be represented as a 
sequence of evenly spaced points Un  j=1.2...,n, lying on the boundary curve (these 
points still can be extracted even though the boundary is represented by a polygon 
[Koch87]). Similarly, the closed boundary of some matched object in the model is 
represented as v n  j=l,2...,m . Obviously m^n, otherwise, matching doesn't need to be 
carried out since the visible boundary can not be longer than the whole boundary. Let 
the n-point subsequence extracted from V} be denoted as where j« l,2 ...,n  and j+d 
is calculated as modulo m. The matching is then performed as the following least 
square error sense.
A rotation /?* and a translation a are applied to Uj since Uj and Vj come from different 
Cartesian space.
To simplify the calculation, Vt 's can be translated so that their centroid lies at the
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origin and
Z V j - o
7 -1
(3.2.2.1) then becomes
A = min*4 X  ! V/, +n | a I2- 2 X a  V, + X ! V, I * + 2 j>  •* » l / , - 2 X * ^ 7  Vy7*1 7 - 1  7 - 1  / - I  7 - 1
(3.2.2.2)
However,
X* =■ -J?*(££/,)* 0
7 - 1  7 - 1
Therefore, minimization can be done with a and 0 separately since they appear 
independently in (3.2.2.2). The first three terms in (3.2.2.1) can be minimized by set­
ting
l "
"  7 -1
As to 0, we need to compute
6 = maxX* «^7 V j i
*  7 -1
If Uj and Vj arc treated as complex numbers ut and vy, then
6 = maxRe
L>—1
= lX«7V/w l
7 - 1
(3.2.2.2) now becomes
a w )  -  £  i | 2- ~  i 11+i  i vl  - 2 i  i " >-1 (3.2.2.3)y - i   7-1 y - i  / - I
(3.2.2.3) must be calculated for all possible ds (0£d£m -l) and the best matching is
given as the one whose A-value is the smallest. Schwartz and Shair [Schw87] declared
that this algorithm needs time O (m lo g n )  to obtain minimum A-value by using the fast
59
m
Fourier transform algorithm to compute the convolutions
/- i
3.2.3 Discussion
Since all line segments in the model set are involved in relaxation method, 
matching objects seems to be computationally intensive. It is difficult to make a for­
mal analysis of its complexity due to the undeterministic property o f iteration pro­
cedures. Convergence may be another problem that needs to be considered.
Matching performed in image space need to compute A-value for all ds as we 
have seen in the foregoing section. This is equivalent to the computation of s.e. values 
along the boundary in our approach. However, no rotation transformation is required 
in our approach. As a matter of fact, shifting in 0 direction in s-0 space is equivalent 
to rotation in image space. As a consequence, no complicated computation like the 
fast Fourier transform is required. Additionally, only linear time O(m) is required to 
find the minimum s.e. rather than O (m lo g m )  to find the minimum A value.
33  Fuzzy Retrieval from  Pictorial D atabase
A pictorial database system may deal with the following query: “R e tr ie v e  an  
o b je c t  w h o s e  s h a p e  is m o s t  s im i la r  to  O b jx  s h o w n  in  F ig . 3 .4" . Assume that a simple 
database simply contains a set o f such objects as Obj5 to Obj9. Though none o f the 
objects in the database produce a boundary exactly like Objx, the query still can be 
satisfied by using the matching procedure described in section 3.1.
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Figure 3.4 The shape of Objx.
Tabic 3.3 presents the resultant data of polygonal approximation for Objx. This 
data is then displayed in s-0 space as Fig. 3.5 shows. L et’s assume that the object 
specified in the query is totally visible so that the total length of boundaries for all 
objects, whether described in the model set or in the query, can be normalized to be 1. 
In this case, the restriction on scaling factor can be released (It’s not necessary to 
assume that sensor faces object at a fixed distance). Matching is still carried out in the 
same way and m.s.e. can be treated as the measurement of similarity. Tabel 3.4 shows 
the values of m.s.e. obtained by matching Objx with those from Obj5 to Obj9. 
According to these values, the object which is most similar to Objx will be Obj7, and 
then the similarity follows the order of Obj5, Obj6, Obj9, and Obj8. The result is quite 
consistent with the human perception.
As another example, Table 3.5 lists the values o f m.s.e. for the object shown in 
Fig. 3.6. The results are still consistent. Fig. 3.7 shows two objects whose elongations 
have been shortened. The values of m.s.e. are shown in Table 3.6. Note how the 
values of m.s.e. change with the length of elongation.
Table 3.3 The results of polygonal approximation of object in Fig. 3.4.
V, e. L V i V  /-0 £<>Ji -o
£9,/36C
>*>
0 4.47 63.43 4.47 63.43 0.1762
1 5.00 36.03 9.47 99.46 0.2763
2 13.60 14.68 23.07 114.15 0.3171
3 14.21 17.49 37.29 131.63 0.3656
4 16.16 21.80 53.44 153.43 0.4262
5 11.00 22.62 64.44 176.05 0.4890
6 13.00 25.39 77.44 201.45 0.5596
7 13.45 34.39 90.90 235.84 0.6551
8 15.13 60.72 106.03 296.57 0.8237
9 5.00 72.41 111.03 368.97 1.0249
10 17.20 -28.83 128.23 340.14 0.9448
11 17.12 -19.70 145.35 320.44 0.8901
12 13.34 -16.36 158.69 304.08 0.8446
13 18.36 55.92 177.05 360.00 1.0000
Table 3.4 Values of m.s.e. for matching of object in Fig. 3.4 to Obj5-9.
s,location m.s.e.
Obj5 112.74 48.93x10“*
Obj6 266.77 54.24x10"*
Obj7 17.37 36.25xio~*
Obj8 240.46 96.95x10"*
Obj9 83.57 87.14x10^
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Figure 3.5 The data (j, ,0,) for Objx in s-0 space.
Figure 3.6 Another exam ple for fuz.zy retrieval.
Figure 3.7 Two objects similar to object in Fig. 3.6 with different elongations.
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Tabic 3.5 Values of m.s.e. for matching object in Fig. 3.6 to Obj5-9.
s,location m.s.e.
Obj5 156.38 31.01x10“*
Obj6 162.40 17.61XKT*
Obj7 184.97 87.96x10“*
Obj8 258.00 49.43x10“*
Obj9 235.16 46.13xi0“*
Table 3.6 Values of m.s.e. for matching objects in Fig. 3.7 to Obj5-9.
Object in Fig. 3.7a:
s .location m.s.e.
Obj5 261.41 26.82xicr*
Obj6 267.44 15.65x10“*
Obj7 184.29 70.22XKT*
Obj8 53.80 36.82x10-*
Obj9 42.57 30.64x10-*
Object in Fig. 3.7b:
s, location m.s.e.
Obj5 14.88 26.89x10“*
Obj6 10.92 31.23x10-*
Obj7 23.72 84.16xitT*
Obj8 217.15 19.81x10"*
Obj9 57.98 30.13xi0“*
Chapter 4 
HYPOTHESES GENERATION
Fig. 3.1 presents the polygonal approximation of the boundary formed by several 
overlapping objects. In chapter 3, we assume that this boundary has been properly 
segmented into several sections so that each section belongs to just one object This 
chapter will explain how this can be accomplished. Also each section is further 
identified by matching all objects with the model set. To avoid exhaustive matching, a 
scheme should be developed to be able to ignore any models which can not be satis­
factorily matched. This issue will be covered in this chapter.
Recall that local features on the boundary of an object have been classified into 
three types: comer, straight line, and smooth curve. In the process of model formation, 
an object is described in terms of these feature values. On the other hand, in the pro­
cess of recognition, the object is to be inferred according to the extracted features. 
Therefore, the connection between features and objects must be established during the 
process o f model formation for the purpose of later recognition. A scheme from which 
the associated objects can be retrieved from a given feature is referred to as feature 
index diagram. How to construct index diagrams is the subject o f the following sec­
tion.
4.1 Construction of Index D iagram s
4.1.1 Index diagram for comers and straight lines
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A simple feature like a corner and a straight line can be simply characterized by 
angle size and length. These measurable quantities are naturally to be treated as 
feature values. Feature values of comers and straight lines collected from all objects 
can be sorted and associated with a list of objects to which these features belong. 
Since some noise, or other sources of error are unavoidable, an interval rather than a 
single value is assigned to the feature. The range of the interval is heurisdcally deter­
mined from the feature samples. Formally, the feature value should be described in 
terms of some probability distribution. However, such a detailed description is not 
necessary, since the goal of index diagram is simply to preliminarily search for some 
possible matching objects and not to give the final results. Fig. 4,1 and 4.2 presents the 
index diagrams constructed from features collected from O bjl to Obj9. For the pur­
pose of implementation, the whole feature-value space is divided into many evenly 
spaced intervals, each of which is associated with a list of objects whose feature value 
will possibly fall into this interval. During the process o f recognition, the feature 
values o f those totally visible comers or straight lines in the scene can be extracted 
and used as indices to retrieve corresponding objects from index diagrams. Examples 
will be given in section 4.2, after index diagram of smooth curves has been described.
4.1.2 Index diagram for smooth curves
It is difficult to characterize a smooth curve because of the lack of reliable and 
measurable quantity, especially when partial occlusion is allowed. Theoretically, cur­
vature along the curve, as an intrinsic property, may be worth considering. However, 
it is not possible to obtain accurate curvature when digital errors are introduced. 
Instead of estimating curvature, we will use slopes o f chords on the curve to
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Figure 4.1 Index diagram for comers.
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Obj4
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Figure 4.2 Index diagram for straight lines.
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characterize a smooth curve.
Recall that we have represented the boundary of an object in s-6 space. A 
smooth curve can be represented by fitted cubic splines and described by a function 
0=f(s). Since the estimation of slope d6/ds is not very reliable, we estimate A8/As (= 
(f(s+As)-f(s))/As) with a fixed As instead of d9/ds. The index diagram for a smooth
curve is constructed through points ((— ),,(— ),+*) in a two dimensional space, where
Aj A s
d is a fixed distance. We will borrow the name "footprint" from Kalvin, et al [Kalv86] 
to refer to the trace of these points. The footprints o f the smooth curves on Obj5 and 
Obj6 are presented in Fig. 4.3. Fig. 4.4, 4.5 and 4.6 respectively presented the foot­
prints o f the smooth curve on Obj7 (the convex one), Obj8, and Obj9 with As=10, and 
d=20. These figures should be put in one figure. The reason for a separate presenta­
tion is to provide a clear view. For the purpose of implementation, the whole space is 
divided into many squares. A list of objects will be associated with a square which 
covers the footprints of the associated objects. Fig. 4.7 presents these associations. 
During the process of recognition, the footprint of the smooth curve on some unknown 
object can locate squares in this index diagram to give a rough idea about the objects 
to which the smooth curve should belong. Examples will be given in the next section.
4J2 Exam ples and  Segm entation of B oundary
Fig.4.8a and 4.8b shows the polygonal approximation of the same boundary as 
Fig. 3.1a and 3.1b shows, whose data are displayed in Table 4.1 and 4.2. From the 
data in the tables, features are extracted in the same manner as model formation does. 
Each feature then can be labeled a set of objects from the index diagram. For example,
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Figure 4.3 Footprint of Obj5 and Obj6.
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Figure 4.4 Footprint o f  Obj7.
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Figure 4.5 Footprint of Obj8.
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Figure 4.6 Footprint o f Obj9.
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Figure 4.7 Index diagram for smooth curves.
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in Fig 4,8 has turning angle of 137°. The index diagram of comers show that 137° 
is associated with O bjl. So v 0 is labeled as {O bjl}. In another example, v 6 in Fig. 
4.8b has turning angle of 87°. The index diagram shows V0 in Fig. 4.8b should be 
labeled as {Obj3,Obj5}. Fig. 4.8a and 4.8b have presented the labeling results for all
comers.
A straight line may be occluded in the scene. Therefore, only a totally visible 
straight line needs to be assigned an object label. For those which are partially visible, 
we label them as "u" (unknown). Whether a straight line is totally visible or not is 
determined by the following rule:
I f  V, Vl+1 is  a  s tr a ig h t  l in e  i .e  4 0 , a n d  b o th  V, a n d  V,^ a r e  c o n v e x  v e r tic e s ,
th e n  Vj V^ +1 is  to ta l ly  v is ib le .
As a result, V0V t and V^V 0 in Fig. 4.8a are labeled as {u}, but Vm^j* and V)VV40 are 
labeled as {Obj4}. The remaining straight lines are labeled as figures show.
Points of footprint for the smooth curve from V2 to in Fig. 4.8a are shown in 
Fig. 4.9a. These points are obtained from the linear spline models, not only because it 
saves computation time, but also the number of vertices is too small to be fitted in 
cubic splines. From the squares of index diagram (Fig, 4.7) in which these points are 
located, possible objects that this smooth curve can be labeled are then retrieved. Fig. 
4.9a shows that these points are covered by 10 squares. Among them, 10 squares are 
associated with Obj8, 7 with Obj7, and 2 with ObjS. By eliminating those objects 
whose number o f squares is less than 30% of the total number of squares, the smooth 
curve from v2 to in Fig. 4.8a will be labeled as {Obj7,Obj8}. Label sets for the rest 
of smooth curves in Fig. 4.8a and 4.8b are respectively shown in Fig. 4.9b to 4.9d.
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Figure 4.8 (a) Labeling the boundary o f overlapping objects in Fig. 3.1a
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Figure 4.8 (b) Labeling the boundary o f overlapping objects in Fig 3. lb.
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Tabic 4.1 The results of polygonal approximation for overlapping objects
in Fig. 4.8a.
smooth visible object labels
e. comer curve straight line from index diagrams
80.53 136.78 X (O b jl)
53.85 -66.80 X {b,Obj9}
22.63 18.43 X {Obj7,Obj8}
15.65 22.75 X 11
15.03 17.85 X n
12.37 12.53 X u
11.18 18.43 X 14
18.38 -78.69 X {b}
7.21 9.25 X {Obj5,Obj7,Obj8}
12.08 20.05 X i i
13.04 15.71 X M
10.20 8.67 X 11
11.70 9.07 X t i
10.30 11.55 X 1 )
18.44 150.71 X {Obj7}
5.10 -14.89 X {Obj7}
16.03 -22.99 X i i
13.42 -21.45 X f  i
13.45 -15.42 X H
13.42 -26.57 X I f
2.00 -83.66 X {b}
9.06 20.22 X {Obj9}
4.47 18.43 X n
9.90 24.44 X t i
8.54 20.56 X m
7.00 23.20 X I t
7.62 20.07 X n
23.35 -65.07 X {b,Obj9}
16.16 21.80 X (O Bj9)
14.00 23.96 X i i
9.85 21.04 X t i
7.07 18.43 X 11
6.71 26.57 X i i
7.00 18.43 X t i
6.32 8.13 X i  r
6.71 10.30 X •  f
15.00 12.53 X I f
18.44 -79.74 X {b}
47,51 56.91 X {Obj4}
55.90 68.51 X X {Obj4){Obj4}
45.18
15.26
53.31
-83.37
X
X
{Obj4}{Obj4}
{b}
K_
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
77
Table 4.2 The results o f polygonal approximation for overlapping objects
in Fig. 4.8b.
c o m e r
smooth
curve
visible 
straight line
object labels 
from index diagrams
17.03 
16.00
15.52 
13.89 
10.63
6.71 
4.12
20.02
15.52 
10.30
34.53 
63.32 
24.70
49.65 
78.09
40.45 
22.67
7.62
12.00
7.28 
14.87
6.71
12.04
7.28 
6.40 
9.90 
8.06
17.46 
24.17 
17.72
11.66 
22.14 
21.38 
18.03
86.63
14.93
15.33 
18.56 
14.62
12.53 
11.17
17.79 
14.12
-129.06
115.58
106.19
-112.49
90.31
88.95 
-147.11
25.38
23.20
15.95
26.33 
21.16
21.80 
20.71
26.33 
6.34
15.26
16.50
- 101.20
8.05
75.43
12.53 
7.65 
7.60
-83.45
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
{Obj3,Obj5}
{ Obj5 ,Obj 7,Obj 8 }
{b}
(O bj2)
{Obj2,Obj5}{Obj2}
{b}
{Obj5,Obj3}
{Obj5 ,Obj 3 } {Obj 1 ,Obj2,Obj3} 
{b}
{Obj6}
{b>
{Obj9>
{Obj9}
{b}
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Figure 4.9 Points o f footprint for smooth curve
(a) from y, to V1 in Fig. 4.8a,
(b) from VT to v 14 in Fig. 4.8a,
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Figure 4.9 ( continued)
(c) from VK  to v „  and V2J to  v „  in Fig. 4.8a,
(d) from V6 to V9 and Vls to Vr  in Fig. 4.8b.
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When several objects are allowed to overlap in the scene, spurious features are 
produced at the place where the boundaries of two objects meet. These spurious 
features often appear as concave vertices, and are naturally referred to as breaking 
points since they can divide the whole boundary into several segments, each of which 
belongs to just one object Therefore, some concave vertices should also be labeled
"b" (breakpoints) in addition to object labels. The following rule is set to label con­
cave vertex with "b".
A  la b e l "b" is  a d d e d  to  th e  la b e l  s e t  o f  c o n c a v e  v e r te x  Vt i f
(1 ) V, is  a  c o r n e r , o r
(2) e ith e r  V,_t o r  Vi+1 is  a  c o n v e x  v e r te x .
Applying this rule to Fig 4.8a, v, will be labeled as {b,Obj9}, V, as (b ) , V t5 as {b.u}, 
V m as {b}, v 27 as {b,Obj9}, v „  as {b}, and v^, as {b}. Note that v ,, and V „  are not 
supposed to be labeled as breaking points since they are actually not spurious. How­
ever, it will do no harm to the recognition even we treat them as breaking points 
except that shorter segments are created.
From now on, the breaking points will be denoted as B, in clockwise direction 
and the Label set for segment from B, to B as L, as Fig. 4.8a and 4.8b shows.
Since all features between two breaking points belong to one object, they should 
have consistent labels to this segment. Therefore, each segment should be labeled 
according to the following rule:
L e t  L u . . ± m b e  a  se q u e n c e  o f  la b e l  s e t  f o r  th e  s u c c e s s iv e  f e a tu r e s  in  a  seg m en t.
T h e n , th is  s e g m e n t  s h o u ld  b e  la b e le d  a s  L iO L 2...ryLm.
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As illustrative examples, the consistent label set for segments from V1 to Vls in Fig. 
4.8a should be {Obj5,Obj7}r>{Obj7}~{Obj7}, segments from v „  to V4I should be 
{Obj4}, segments from VS3 to V, in Fig. 4.8b should be 
{Obj3,Obj5}n{Obj5}={Obj5}, and so on.
One way to tell whether a concave comer is a true feature or not is to check its 
context. For example, one of the labels on V, in Fig. 4.8a is Obj9 obtained from index 
diagram. However, its neighboring features, a convex comer on V0 and a smooth 
curve from v 2 to v it do not contain a label Obj9. Thus, Obj9 should be deleted from 
label set o f v,. This observation results in the following rule:
L e t  B, b e  a c o n c a v e  c o rn e r  a n d  0, b e  a  la b e l  s e t  o f  Bt o b ta in e d  f r o m  in d ex  
d ia g ra m . T h en , th e  la b e l  s e t  o f Bt is  {b }^ j (L,rM.,^c\0, ).
On the other hand, if B, is not a concave comer, but just a concave vertex like V1S 
in Fig. 4.8a, which has been labeled "u" there, the consistency of label set L , _ x and L ,  
implies that B, might have the same label as L,_, and L The following rule describes 
this manipulation:
F o r  th e  b re a k in g  p o in t  B, w h ich  is  n o t a  c o n c a v e  c o r n e r  a n d  has b e e n  la b e le d  a s  
"u", "u" ca n  b e  r e p la c e d  b y  .
Thus, the label set for S',, in Fig. 4.8 should be {b,Obj7} according to this rule.
4 3  P relim inary Recognition
After the boundary formed by overlapping objects is split into several segments, 
the hypotheses about the attribution o f these segments are generated from their label 
sets. The generated hypotheses are then further verified by the matching procedure
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described in chapter 3. As can be seen, these hypotheses simply contain a small 
number o f objects, and thus achieve the goal of selecting candidate objects to avoid 
exhaustive matching.
L et’s define those breaking points whose label sets contain "b" only as definite 
breaking points. Thus, all breaking points in Fig. 4.8a are definite except B 3 and B s. If 
B, and fll+1 are definite breaking points, then the hypotheses about the segment 
between B, and are naturally those objects in the label set. However, if there are
nondefinite breaking points between two neighboring definite breaking points like B 4 
and B* in Fig. 4.8a, then the hypotheses are dependent on the label of nondefinite 
breaking points. For example, if B j is labeled as "b", then the hypotheses is (Obj9) for 
segment from B A to B s and {Obj5, Obj9} for segment from B f to  B 6, On the other hand, 
if Bj is labeled as Obj9, there is only one segment from B4 to B 6 and the hypothesis is 
{Obj9}, More general consideration is given in the following example.
Example: the following shows the label sets of the breaking points and between break­
ing points:
{1,2} {1,2,3} {1,2,3}
B q - - - “B j  B 3
{b} {b,l,2} {b,2,3} {b}
All possible hypotheses that can be generated are listed in the following tables:
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label assign to segmemts label set
B j B j from to for each segment
b b B o B , {1,2}
B i {1,2,3}
B 2 B , {1,2,3}
b 2 Bo {1,2}
B t {2}
b 3 B 0 B , {1,2}
B , B , {3}
1 b *0 B t {1}
b 2 By {2,3}
2 b Bo B t {2.3}
b 2 B t {2,3}
2 2 Bo B t {2}
As we can see, the generated segments and corresponding label sets depend on the 
labels assigned to B , and B f  Therefore the main issue is how to generate all possible 
labels fo rfl, an d fl2. More specifically, let be a sequence of breakpoints, in
which B0 and fl„+, are definite and the remaining B,s are not. That is, {b} is a label set 
for fl0 and Bm+X and {b }^  0 k for Bt, i= l,2...n and 0 ,#$ . Also, let the sequence of labels 
for B t to Bm be represented as a string V j.../,. Then, all possible sequences of labels 
for B , to Ba can be generated with the following algorithm.
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Procedure generate_labeIs(X,); 
begin
1 if i*n then return {/" f* } for all
l? e X mt i=l,2,...m;
else
begin
2
3
C = 0 ;
for each /, e  X, do 
begin
4
5
if lt = b
then call generate_labeIs(B1+1) to get a set of 
label string {£,\+1 
else begin
if lf <= B,+l
then B't+i <- {b,/,} 
else B'1+1 {b};
call generate_labels(fl'l+1) to get a 
set oflabel string {Lj+1
end;
6
7
8
end;
9 return C; 
end; 
end;
Just calling generate_labels(£,) will get a set of n-length strings which represent all 
possible labels assigned to B ,. Note that the purpose of line 6 in the algorithm is to 
avoid different labels, excluding "b", from being assigned in the successive order. As 
the above example, 12, 13, and 23 will not be assigned to B,B2 because it will cause an 
inconsistent result for the segment from B0 to B 2. However, b2, b3, lb , and 2b have no 
problem being assigned to B,B].
4.4 Comparison with the Other Method Using Footprint
The paper that presented by Kalvin, Schonberg, Schwartz, and Shairr [Kalv86] is 
so far the only one that addresses the issue of how to obtain a significantly smaller set
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of candidate objects for matching procedure. They first located the breaking points to 
segment the external boundary. However, they achieve this task by estimating the cur­
vature along the boundary with the following procedures:
(1) For some fixed value k, take k successive boundary points and estimate the boun­
dary tangent through the equation of least squares fit to these successive points.
(2) Calculate the second derivative by differentiating successive tangents, and look­
ing for maxima of the second derivative above a specified threshold.
What they attempt to look for are some sharp concavities which are assumed to be the 
location where two objects overlap. The determination of the value of threshold play 
an important role in the extraction of breakpoints.
The candidate objects for each segment are obtained through their footprints 
which closely match that segment. The footprint for each object is constructed with 
the following procedures:
(1) Transform the boundary to another space according to the arclength and turn­
ing angle. That space is not exactly the same s-0 space as we have mentioned earlier. 
More specifically, let S, S. be the sides (may be the line segments of polygonal 
approximation) o f a given object in adjacent order and 8, s are the size of turning angle 
from St to Si+1. Also, let the boundary be described as a sequence of 5,,8,^2»®j*
This sequence is transformed into a graph G which is a sequence of alternate horizon­
tal and straight lines with a slope of either 1 or -1. The horizontal line is transformed 
from Si with its length proportional to the arclength of S ,, while the slant line is 
transformed from 0, with the length proportional to the size of 8,. If 0, is positive then
8 6
the slant line has slope 1, otherwise it has slope -1. The graph G constructed in this 
manner is referred to as a coordinate system whose x-axis is parallel to the horizontal 
line. An example of graph G is shown in Fig, 4.11 which is generated from the object 
shown in Fig. 4.10.
(2) Obtain the footprint from G. Actually, footprint is a set of values uniquely 
characterizing G. To extract these values, G is discretized into a sequence (I/,)"., of 
points whose x values are evenly space. For each xlt the first four sine and cosine 
Fourier coefficients can be computed from the set of samples Ut between and x,+ws. 
When these five-value points o f all x ,s  are presented in the five-dimensional space, 
they form a curve which is the footprint of the object Fig. 4.12 shows the 3-D projec­
tion of the footprint o f the object in Fig. 4.10.
(3) Divide the five-dimensional space into hypercubes of a fixed size. Organize 
the hypercubes which cover the footprints of objects by associating a list o f covered 
objects. As a result, once the footprint F of some unknown object is available, the pos­
sible identifications for this unknown object can be retrieved from the hypercubcs 
which cover F.
The graph G that they used to represent the object’s boundary is very similar to 
our description in s-6 space. However, they didn’t explain why the slant lines are used 
to characterize 8 and what its significance is. We also attempt to solve the same prob­
lem: how to characterize a curve in two dimensional space with its invariant proper­
ties. They chose four Fourier coefficients and total turning angle in some distance and 
represent them in five dimensional space, whereas we use slopes along the curve and 
represent them in a two dimensional space. We follow their idea of dividing the whole
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search space into squares (hypercubes in their case) to retrieve candidate objects. 
Obviously, the retrivals performing in a two dimensional space should be more 
efficient than those in a five dimensional space.
(•)
(b)
Figure 4.10 (a) An object and (b) its partially visible parts, (from [Kalv86])
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(b)
Figure 4 .11 Arc length vs. turning angle of Fig. 4.10. (from [Ka1v86])
/
/
( ■)
Figure 4.12 Footprint of the objects in Fig. 4.10a and 4.10b. (from [Kalv86])
Chapter 5 
SUMMARY AND CONCLUSION
We have proposed an approach to establish an object-recognition system. The 
objects to be recognized are limited to being two dimensional, but are allowed to be 
partially visible. The entire process involves (1) image formation which acquires 
image data from the real world with some kind of sensor, (2) model formation which 
is a representation scheme to store the object model data, and (3) matching procedure 
which measures the similarity between two objects. Another proces' which can 
accelerate the recognition performance is (4) selection of candidate objects to avoid 
unnecessary matchings.
We are simply interested in the boundary information of an object and assume 
that the boundary has been extracted from the image data. Therefore, the process of 
image formation is not presented in this research.
The process o f model formation was described in chapter 2. The boundary is first 
approximated by a sequence of straight line segments to reduce enormous amounts of 
sensor data. These line segments and turning angles are classified into three types of 
features (1) comers which are vertices with turning angle S 50° (2) straight lines 
which have a length not less than 40 units, and (3) smooth curves which are a 
sequence of vertices which are neither comers nor straight lines. These features along 
the boundary are described in s-6 space with some equation 6=f(s). The features for 
all objects which might appear in the scene are also collected to establish feature
8 9
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index diagrams, which was described in chapter 4. The function of the feature index 
diagram is to facilitate the search for objects which contain a given feature. The 
roughly identified objects from index diagrams are called candidate objects. Further 
verification is carried out in a matching procedure, which were presented in chapter 3. 
The closeness o f two objects is measured in terms of their average square errors in 
(s,0) data. The procedure is simple and takes only linear time.
The whole recognition process is diagramed in Fig. 5.1. The system acquires the 
knowledge of an object by "examining" the total visible object, storing and organizing 
the useful information into some format. When some unknown objects in the real 
world are to be identified, the system still needs to examine them to obtain some infor­
mation which might be incomplete and then compare them with the previously 
acquired information by applying matching procedures. AU such processes as infor­
mation acquisition, organization, and matching have been realized in this research.
One restriction to our system is that objects should always be input in the same 
scale, or the distance between sensor and objects (depth information) should be known 
to normalize the size o f objects. Since depth information can be obtained through 
some particular sensor, it is not worth including the scale factor to complicate and 
thus degenerate the system performance.
When several objects are allowed to overlap in a scene, some unexpected prob­
lem may accidently occur such as two comers touching each other, two squares form­
ing a rectangle, and two overlapping concave curves forming a new curve as Fig. 5.2 
shows. In these cases, our system could fail to make a correct recognition due to the 
missing detection of breaking points. Missing breaking points often cause no
objects 
in real world
image data
pixels of boundary
polygon
representation
model, 6=f(s) candidate objects
recognized
objectsindex diagrams
polygonal
approximation
sensor
model
formation
selecting 
candidate objects
boundary
extraction
matching
procedure
features
collection
Figure 5.1 Flowchart of object-recognition process.
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consistent labels in one segment. If identical labels along a segment form into clusters, 
there should exist a breaking point between clusters. A more sophisticated technique 
needs to be investigated to extract these clusters in a segment.
Figure 5.2 Some spurious features accidently formed by overlapping objects.
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A P P E N D I X  1
Program polygonal_approximation;
{ The purpose of this program is to approximate a closed or open curve with 
a sequence of straight lines. The input curve is represented by a sequence 
of points whose positions are read through procedure get_boundary.
The output is the ending points of straight lines, their lengthes, and the 
sizes of turning angles. The positions of input sequence of points are 
specified as (x[0],y[0j) to (x[fp],y[fp]). For a closed curve, two points 
which divide the whole closed curve into two open curves should be given. In 
this program, one is given as (x[0],y[0]), and the other as (x[mp],ylmp]).}
const
fp = {Input points are specified as 0 to fp };
mp = {point number which cut the closed curve into two open curves } 
max break = {maximum number o f vertices that might be output }
type
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coord = array [0..fp] of integer; 
v tx in fo  = record
p tn o :  integer;
d: real;
length: real; {length from vtx[i-l] tp vtx[i] } 
angle: real; {exterior angle size on v[i]} 
next_pt: integer; 
end;
var 
x,y: coor;
vtx: array [O .m axbreeak] of vtx_info; 
count: 0 ..max break;
indata,outdata: text; {indata and outdata are input and output files } 
procedure get_boundary;
{ A procedure to input a sequence of points representing a curve } 
var i,total_points: integer; 
begin
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assign(indata/{ specify input file here }’), 
assign(outdata,'{specify output file here }); 
rcsct(indata); 
i:= 0;
while not Eoffindata) do 
begin 
read(indata,x[i],y[i]); 
i:= i+1; 
end;
total ^ points := i-1; 
close (indata); 
end;
procedure split(i,f:integer);
{Locate the vertices for a curve from points i to f.
When an curve is approximated by a line, if the farthest distance from the 
curve to the line is less than some thresholds TO then stop splitting. } 
const
TO = 1.00;
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var
p: integer; 
d»L: real;
{L is the length of line approximated the curve from points i to f. 
d is the farthest distance from the curve to the line, }
procedure find_max(pi,pf: integer; var m; integer; vard.L: real);
{ Inputs of this procedure are two ending points of a curve, pi and pf. 
outputs are the length of the approximated line L, the farthest distance 
from the curve to the line d, and the point m where the farthest 
distance occurs. } 
var a: array 11..3] of real; { parameters of the line equation. } 
d0: real; 
j: integer; 
begin {findm ax} 
if pi=pf 
then begin
m:= pi;
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L;= 0.0, 
d:= 0.0; 
end; 
else begin
a[l]:=y[pi]-y[pf];
a[2]:=y[pfj*x[pi]'y[pi]*x[pfj;
a[3]:=y[pn*xtpi]~ylpi]*x[pf];
L:= Sqrt(a[l]*a[l]+a[2]*a[2]); 
for j:= 1 to 3 do a[j]:=aIj]/L; 
m;=pi; 
d:=0.0;
for j:= pi+1 to pf-1 do 
begin
d0:=a[l]*x[j]+a[2]*ylj]+a[3]; 
if Abs(dO) > d then begin 
d:=Abs(d0); 
m:=j; 
end;
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end;
end; 
end; {findm ax} 
begin {split} 
find_max(i,f,p,d,L); 
if (d < TO) then begin
count := count +1; 
vtx[count].d := d; 
vtx[count].pt_no := f+1; 
end 
else begin
split{i,p-l);
split(p+l,f);
end;
end;
procedure output_vertices;
{This procedure outputs the point numbers which are located as vertices, 
the length from one vertex to the successive vertex, and the size of
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turning angle on each vertex. } 
var
ij.idx: integer; 
ux,uy,vx,vy: integer;
Lu.Lv; real; 
cosA,sinA,A,sA2: real;
begin {output vertices} 
vtx[0].pt_no := 0; 
vtx[0].d := vtx[count].d; 
ux:=x[vtx[0].pt_no] - x[vtx[count-l].pt_no]; 
uy:=y[vtx[0].pt_no] - y[vtx[count- l].pt_no]; 
Lu:=Sqrt(ux*ux + uy*uy); 
for i:=0 to count-1 do 
begin
j := (i+1) mod count;
vx := x[vtx!j].pt_nol - x[vlx[i].pt_no];
vy := y[vtx[j].pt_no] - y[vtx[i].pt_no];
Lv := Sqrt(vx*vx + vy*vy);
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cosA := (ux*vx + uy*vy); 
if (Abs(cosA) > le-6) 
then begin
sinA := (vx+uy-ux*vy);
A := ArcTan(sinA/rosA)* 180/3.141592654; 
if cosA <0.0 then if sinA > 0.0 then A:=A+180.0 
else A:=A-180.0;
end
else if sinA >= 0.0 then A := 90.0 else A := -90.0; 
with vtx[i] do begin
length := Lu; 
angle := A; 
next_pt:=j; 
end;
Lu:=Lv;
ux:=vx;
uy:=vy;
end;
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for i:= 0 to count-1 do 
with vtxfi] do 
wri tc In (pt_no:4Jength: 10:2,next_pt:4,d: 10:2); 
end; {output_ vertices}
begin {main} 
rewrite(outdata); 
get_boundary; 
count:=0; 
split(O.mp-l); 
split(mptfp); 
outputvertices; 
close(outdata); 
end. {main}
APPENDIX 2
Program m atchingobjects;
{ This purpose of this program is to compute the closeness between two 
objects. One is represented as 0=f(s) and the other as point set 
{(s,0)}. These representations are input through the procedures 
get_model and get_image respectively. The output gives the location 
where the best matching occurs and a quantity, minimum square error, to 
indicate the closeness. }
const
n = 3; { These constants specify the capacity of arrays. }
k n o tn o  =15;
d_no = 4;
p_no = 20;
dx = 2.0;
var
a: array [0..d_no,0..n] of real;
ak.xk: array [0..d_no,l.Jaiot_no] of real;
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{ Model has been piecewisely described in cubic splines. a[itO] to a[i,3] 
are the parameters of the third degree polynomials for the ith smooth 
curve, while ak[i J] is the parameter of the jth piece for the ith smooth 
curve and xk[i j ]  is the starting point of the jth piece for the ith 
smooth curve. } 
s,t,xs,ys,ym : array [O..p_no] of real;
{ To store points (s,6). }
scr,sk : array [O..p_no] of integer,
{ To store f(s) values } 
m: array [O..d_no] of integer;
{number of pieces of cubic splines for a smooth curve. } 
xi,xf: array lO .d n o ] of real;
(Initial and final location for each smooth curve, } 
xt: real; {Total length of the boundary.} 
sum,t_avg,y_avg,se,mse,error,xmatch : real;
{variables used to calculate square errors.} 
k,cr,cr_no,pn,i: integer;
{ loop index }
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in_fil, infile l.o u tf ile  : text;
{file to store model, object to be identified, and output file. }
procedure ge tm odel; 
var i,cr,cr2: integer; 
begin {get model} 
assign(in_file,’{ parameters of model specified here.}’); 
reset(infile); 
cr := 0;
readln(in_file,xt); 
while not Eof(in_file) do 
begin
read in (in file , xi [cr] ,xft cr]);
for i:=0 to n do read(in_file,a[cr,i]);
readln(infile);
i;—0;
while not Eoln(in file) do 
begin
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i:= i+ l;
rcad(in_file,ak[cr,i]); 
end; 
m[cr] := i; 
readln(in_file);
for i:=l to m[cr] do rcad(in_file,xk[cr,i]); 
neadln(in_file); 
xk[cr,m[cr]+l]:=xflcr]; 
cr := cr+1; 
end; 
cr_no := cr,
for cr:=cr_no to 2*cr_no-1 do 
begin 
cr2 :- cr-cr no; 
xi[cr] := xi[cr2]+xt; 
xf[cr] ;= xf[cr2]+xt; 
m[cr] ;= m[cr2];
fori;=  1 tom [cr]+ l do xk[cr2,i]+xt;
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end;
xi[2+cr_no] := 2.0*xt; 
c lose(in file); 
end; {gct_ model }
procedure ge tim age; 
var i:integer, 
begin {getjm age} 
assign(in_file 1 { specify the input file of the point set}’); 
reset(in_filel); 
i:=0;
while not Eoln(in_file 1) do 
begin
read(in_filel,s{i]);
i:= i+ l;
end;
read ln (in file l);
p n :- i- l ;
for i:=0 to pn do read(in_filel,t[i]);
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read ln (in file l); 
c lo se(in file l); 
end, {get_image}
function y(x:real;k,cr: integer) :rcal;
{This function compute 0=f(s) for a given s. } 
var yO,yl:real;
function f{x:real;k,cr:integer); 
var fD,bO,bl: rea);
i: integer; 
begin
f0:=0.0;
if  x >= xt then begin 
x := x-xt;
cr := cr mod cr no; 
fO := 1.0; 
end; 
b l:=  a[cr,n]; 
for i:= 1 to n do
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begin 
bO:=a[cr,n-i]; 
bl:=bO+bl*x; 
end; 
r:=0.0; 
if k > 1 then 
begin 
for i:= 1 to k-1 do
r:=r+ak[cr,i]*(x-xk[cr,i])*(x-xk[cr,i])*(x-xk[cr,i]);
end;
f:=bl+r+fO;
end;
begin {function y} 
if x <= xflcr]
then y:=f(x,k,cr) 
else if x <= xi[cr+l]-2.0
then y:«=f(xf[cr],m[cr]+l,cr) 
else begin
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y0:«f(xflcr],m[cr)+1 ,cr); 
y 1 :*=f(xi[cr+1), 1 ,cr+1); 
y :=yl-(xi[cr+l]-x)*(y l-y0)/2.0; 
end;
end; {function y} 
begin {main}
assign(out_fi]e/{ specify output file here}’);
rcwrite(out_file);
get_model,
get_image;
sum:= 0.0;
for i;= 0 to pndo sum := sum +t[i];
t_avg := sum /(pn+l);
for i:=0 to pn do ym[ij :* t[i]-t_avg;
for i:=0 to pn do xsfi] := s[i] { initialize xs value }
cr:=0;
while xs[0] > xi[cr+l] do cr:=cr+l;
k:= 1;
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while xs[0] > xk[cr,k] do k:k+l; 
for i:=0 to pn do 
begin
if xs[i] >= xi[cr+l] then begin 
cr:=cr+l; 
k := l; 
end;
if xs[i] > xf (cr] then k:=m[cr]
else if xs[i] > xk[cr,k] 
then repeat 
k:=k+l; 
until xk[cr,k] > - xs[i];
sk[i] := k; 
scr[i]:=cr; 
end; 
mse := 1000.0; 
while xs[0] < xt do 
begin
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sum := 0.0; 
for i:= 0 to pn do 
begin
ys[i] := y(xs[i],sk[i],scr[i]); 
sum:=sum+ys[i]; 
end;
y avg := sum /(pn+l); 
se :=0.0; 
for i:=0 to pn do 
begin
error := (ys[i]-y_avg)-ym[i]; 
se := se + error*error; 
end; 
se := se/(pn+l); 
if se < mse then begin 
mse := se; 
xmatch ;= xs[0] 
end;
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for i:=0 to pn do 
begin 
xs[i]:=xs[i}+dx;
if xs[i] >= xi[scr[i]+l] then begin
scr[i] := scr[i]+l; 
sk[i]:=l; 
end;
if xsfi] > xf[scr[i]J then sk[i] := m[scr[i]] 
else if xs[i] > xk[scr[i],sk[i]] 
then sk[i]:= sk[i] + l;
end;
end;
w riteln tou^file .’match o c c u i t s  a t  s-\xm atch :8 :2 ,’ with error’,mse: 12:6); 
close(out_file); 
end. {main}
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