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Abstract
This paper presents a cognitive model—the Sensory Motor System
(SMS)—for an action execution process, as a new module of the LIDA systemslevel cognitive model. Action execution refers to a situation in which a software
agent or robot executes a selected goal-directed action in the real world so as to
output pertinent movement. Action execution requires transforming a selected
goal-directed action into lower-level executable actions, and executing them. A
sensorimotor system derived from the subsumption architecture has been
implemented into the SMS; and several cognitive neuroscience hypotheses have
been incorporated as well, including the two visual systems and others. A
computational SMS has been created inside a LIDA-based software agent in
Webots to model the execution of a grip action. The grip’s design is inspired by
the arm controller of the robot Herbert and the current study of the human action
execution. Simulated results are compared to human data.
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Preface
I introduce a newly created cognitive model—the Sensory Motor System
(SMS), which models the human action execution process. In this thesis, I
describe the SMS background, concept, computational implementation, as well
as its replication experiments.
Dr. Stan Franklin and I have submitted an original paper to CogSci 2014—
the 36th annual meeting of the Cognitive Science Society—to describe the SMS.
This thesis further develops the ideas of the submitted article.
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1. Introduction
In the field of cognitive modeling, the challenge of creating a real-life
computational simulation of the human mind calls for efforts to develop
biologically-inspired intelligent agents and robots. The LIDA1 Model (Franklin,
Madl, D’Mello, & Snaider, 2013) is a conceptual, systems-level model of human
mental processes. It has integrated understanding, attention, and action
(selection) so as to achieve this mission. Here we create a mechanism called the
Sensory Motor System (SMS) to model the process of action execution in LIDA.
Action execution refers to a situation in which a software agent (Franklin &
Graesser, 1997) or robot executes a selected goal-directed action in the real
world so as to output pertinent movement. Action presents two aspects. On the
one hand, it is driven by a kind of intention. This means the agent selects the
action motivated from inside as a result of mental processes, rather than
generating a simple reflex in response to a stimulus. Thus, the agent
understands what it will do before the execution begins. However, this
understanding of the action is not executable in the real world, because the
needed low-level environmental information is not yet involved; executing an
action in the real world requires us to conceive of an agent’s action as occurring
within its environment2 (Franklin & Graesser, 1997). On the other hand, the
action’s execution may not be understandable to the agent, because the
environmental elements involved are low-level raw data without explicit meaning,
1

For historical reasons LIDA stands for Learning Intelligent Distribution Agent.

2

In this paper we’ll only be concerned with the external environment, and not with
LIDA’s internal environment.
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while that which is understandable must have some form of meaning for the
agent. As an example, the agent does not directly understand the raw stimulus
data retrieved by its sensors from the environment; rather, the data must be
transformed into higher-level meaning by a perception process; that is, the
transformation produces an understandable representation of the sensed data.
Action execution performs a transformation similar to that of perception, but in
reverse: converts an understandable action into lower-level movements.
Milner and Goodale have proposed a hypothesis in their work on the two
visual systems3 (Goodale & Milner, 1992; Milner & Goodale, 2008), which
supports a model for how a human maintains and integrates these two facets of
action: “what to do” and “how to do it”—in other words, the understandable and
the executable. They proposed two cortical systems, the ventral and dorsal
streams, providing “vision for perception” and “vision for action” respectively.
Regarding the roles of the two streams in the guidance of action, the perceptual
mechanism in the ventral stream identifies a goal object, and helps to select an
appropriate course of action, while the dorsal stream “is critical for the detailed
specification and online control of the constituent movements that form the
action” (Milner & Goodale, 2008, p. 775).
Following the hypothesis of the two visual systems, the dual aspects of
action are represented in the LIDA Model as the distinct processes of action
selection and action execution. Action selection has been described in previous
work (Franklin et al., 2013); here we specify the action execution in the form of
3

In the LIDA Model, the concept of ventral and dorsal streams for the transmission of
visual information has been extended to multimodal transmission.
8

the Sensory Motor System (SMS). The SMS responds by transforming a desired
understandable action, a selected behavior in LIDA, into an executable low-level
action sequence, a sequence of motor commands, and executing them.
The thesis is organized as follows. In the next section, we briefly introduce
the cognitive modeling area that we are working on, specifically describes the
LIDA Model and its relationship to the action execution so as to illustrate SMS’s
functions and its I/O; we also reviews the subsumption architecture (Brooks,
1986, 1991) that is used as the prototype for SMS. Section 3 introduces the SMS
concepts with its high-level designs. Two data structure types have been
proposed—the Motor Plan Template (MPT), and the Motor Plan (MP)—and three
types of processes have been modeled: online control, specification, and MPT
selection. Section 4 describes the implementation and experiment results
regarding the modeling of a specific action execution process, gripping. Section
4.1 and 4.2 introduce the experimental environments: 1) Webots
(www.cyberbotics.com), 2) the LIDA Framework (Snaider, McCall, & Franklin,
2011), and 3) an extended youBot as a software robot. A software simulation of
Herbert’s arm controller (Connell, 1989b) is described in Section 4.3, which is
derived from the subsumption architecture, models a Motor Plan and the online
control process; certain Herbert’s arm grip experiments have been replicated by
this simulation. In Section 4.4, the simulation is modified on the basis of the two
visual systems (Milner & Goodale, 2008) and a recent cognitive neuroscience
study regarding human grip behaviors (Grafton, 2010); therefore it models the
specification process and a Motor Plan Template. The simulation results are
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compared to human data. Section 4.5 completes the SMS as a sub module of
the LIDA Model. We conclude with a discussion of the benefits of modeling a
natural action execution process, followed by future plans for SMS development.

10

2. Background
We are working on cognitive modeling of human mental processes and
relevant behaviors. This area of computer science also has interdisciplinary
ramifications, including implications for psychology, neuroscience, cognitive
science, and others.
The simulation of real-world human behavior provides an opportunity to
create robots that mimic different classes of movement, as well as the
relationship between human movement and the physical world. Physics offers
rich empirical studies regarding these motions. The simulation of the human
mind, modeling the various internal processes and representations of human
cognition, naturally directs us to the field of psychology. An emphasis on the
modeling of human action execution hybridizes two complementary perspectives.
From one point of view, humans execute actions using actuators that produce
physical movement of body parts; from another, the action is an output of human
mental activities initiated internally. This leads us to the field of cognitive
neuroscience.
Our approaches resemble those of traditional computer science. We have
certain requirements to satisfy and specific computational problems to resolve;
we design and implement appropriate data structures and algorithms
(architectures); we test our results in different levels and viewpoints as when
releasing a software product. However, distinctly, since the similarity between the
subjects of study and their simulations is an important criterion for the evaluation
of a model, we borrow hypotheses from other disciplines regarding system
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requirements, as well as replicate the experiments of such studies in our
cognitive models and compare simulated results to human data as a means of
model verification.
Although we neither study nor experiment on humans directly, a cognitive
model of the human mind—more specifically, a computational implementation—
provides many potential supports for human activities such as education, health
care, or entertainment. It is the same as computational simulations of physical or
social phenomena, for instance, meteorological, cosmological or economic
models.
2.1 The LIDA Model
The LIDA model is a systems-level cognitive model (Franklin et al., 2013).
It implements and fleshes out a number of psychological and neuropsychological
theories, but is primarily based on Global Workspace Theory (Baars, 1988,
2002). The model is grounded in the LIDA cognitive cycle (see Figure 1). The
simulated human mind can be viewed as functioning via a continual sequence of
these cycles. Each cognitive cycle consists of three phases: 1) the LIDA agent
first senses the environment, recognizes objects, and builds its understanding of
the current situation; 2) by a competitive process, as specified by Global
Workspace Theory (Baars, 1988), it then decides what portion of the represented
situation should be attended to and broadcasted to the rest of the system; 3)
finally, the broadcasted portion of the situation supplies information allowing the
agent to choose an appropriate action to execute, and modulates learning.

12

Figure 1. LIDA Cognitive Cycle Diagram

The brief ideas of action execution have been proposed in the LIDA Model
as well, mainly expressed by two modules: Sensory Motor Memory and Motor
Plan Execution depicted in the bottom left corner of Figure 1. However, the
complete concept of action execution and its computational implementation have
not yet been specified. We begin to do so here.
The Sensory Motor System (SMS) is proposed to complete a model for
the process of action execution in LIDA. Two LIDA modules, Action Selection
and Sensory Memory, provide relevant information—a selected behavior and the
sensory data through a dorsal stream channel1–as inputs to the SMS. The
selected behavior is a data structure resulting from the preceding Action
Selection in the LIDA Model. It is comprised of three components: a context, an
1

In LIDA, the dorsal stream channel directly passes sensory data from the sensory
memory to the action execution process.
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action2, and a result. With some reliability, the result is expected to occur when
the action is taken in its context. The SMS sends out motor commands as its
output to the environment. Note that in Figure 1, the Sensory Motor Learning
channel, which is issued by the Global Workspace and sent to the Sensory Motor
Memory, has not been modeled in the SMS because the current work does not
address the learning process yet.
2.2 The subsumption architecture
The subsumption architecture is a parallel and distributed computation
formalism for connecting sensors to actuators (Brooks, 1986, 1991), a type of
reactive structure for controlling a robot. In the subsumption architecture, specific
behaviors are merged into a comprehensive classification, organized in multiple
layers. The components in each layer are Augmented Finite State Machines
(AFSMs) connected by two types of processes: inhibit and suppress. A signal
coming into the side (higher-level) of the inhibit process terminates the signal
passing through (lower-level); while in suppress process, higher-level input signal
replace the lower-level’s input. Inside the architecture, there are no direct
channels between modules, nor is there any central forum for communication
(Connell, 1989b); the environment is used as the communication medium
because “ [t]he world is its own best model” (Brooks, 1990, p. 3).
The capabilities of the subsumption architecture match many required
features of action execution as we plan to model it (see Section 3). First, the

2

In this context, this term refers to a component of a behavior. This differs from the
general usage, such as in the phrase “action execution”. In this paper, we use “action” in
the general sense, while “action of a behavior” refers to a particular component of that
behavior.
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subsumption architecture fulfills the requirements for modeling online control of
action execution. In this architecture, the sensor is directly linked to the motor
that drives the actuators. This kind of mechanism follows the hypothesis that the
executable action is driven by the content of bottom-up sensory information
coming through the dorsal stream.
Second, the subsumption architecture also satisfies the requirements of
transforming an understandable action, a selected behavior, into executable
motor commands. Marc Jeannerod, citing the work of Searle (Searle, 1983), built
upon the concept that covert action representation is followed by overt real
executed action. In detail, “the conceptual content, when it exists (i.e., when an
explicit desire to perform the action is formed), is present first. Then, at the time
of execution, a different mechanism comes into play where the representation
loses its explicit character and runs automatically to reach the desired goal”
(Jeannerod, 2006, pp. 4-5). We believe the concepts used in SMS are the same
as Jeannerod’s, although our terminologies differ.3
In order to run automatically to reach the desired goal without “its explicit
character”, a general idea is to decompose an understandable action into lowlevel executable motor commands, and the desired goal into separate sub-goals
to be accomplished with low-level tasks. The subsumption architecture supports
this kind of mechanism. “It’s a method of decomposing a robot’s control
architecture into a set of task-achieving behaviors or competences” (Dawson,
n.d.). In other words, the architecture decomposes both the action and the
3

‘An explicit desire to perform the action’ refers to a selected behavior; ‘a different
mechanism’ is our SMS; and ‘the representation [that] loses its explicit character’
indicates executable motor commands.
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desired goal into motor commands and competences, respectively. A
competence refers to a low-level task that could be considered a link connecting
a desired goal to executable motor commands. Although the subsumption
architecture is typically considered the classic example of a reactive structure, in
the present case, a competence actually works proactively as well because of its
task-achieving behavior. It achieves both the “how to do” and the “for what
purpose” of an action though the purposes it aims to achieve are very specific
and low-level. In the subsumption architecture, a competence conceptually plays
a role like a watershed, dividing the desired understandable actions and
executable motor commands.
Furthermore, the subsumption architecture has no central control, and
thus it develops a piece of cognition that minimizes the role of representation
(Brooks, 1991; De Vega, Glenberg, & Graesser, 2008, p. 72). This fact is
consistent with our design requirement, as Jeannerod proposed above, for the
absence of an understandable action’s “explicit character” in the action execution
process. This explains why action execution remains outside the awareness of
the agent, although it could become aware of the execution indirectly. We will
discuss this later (See Section 4.5).
On the other hand, the subsumption architecture doesn’t interact with
high-level goal-directed actions, which is an essential requirement of the SMS.
We have extended the subsumption architecture mainly based on the two visual
systems as well as hypotheses borrowed from cognitive neuroscience. The
SMS’s full definition is described in the next section.
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3. Concept
This section introduces the concepts relatively abstractly, so that it
supports a high-level design of SMS, filling the gap between the hypotheses
regarding the human mental and behavioral, and the detailed computational
designs of SMS, such as its data structures and algorithms. Working towards a
biologically inspired understanding of the action execution process, such as the
action mentioned in the two visual systems, this section describes the possible
functional representations and processes in detail. On the other hand, this
section describes reliable implementation requirements, in order to implement
the action execution process computationally as we will see later (Section 4).
The SMS must transform a selected behavior into a sequence of motor
commands, and execute them using the agent’s actuators. In this section, the
emphasis is on the concept of transformation, while task execution is introduced
later in experimental parts (Section 4).
3.1 The motor plan and online control
The output of the SMS, a sequence of motor commands, is sent out in a
certain order; hence the agent’s movement is not chaotic but is chosen with the
intent of reaching a certain goal. However, this “ordering” effect is not a plan
working inside the SMS to determine when each motor command will be sent
out. Since the action execution process is running in a real world with unlimited
environmental data available, much of this heavily affects the order of the motor
commands in real time, it is hard to anticipate such environmental situations fully
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enough to explicitly prepare a specific sequence of motor commands before the
execution begins.
Citing the work of Herbert Simon (1969), Rodney Brooks built upon the
concept that complex behavior need not necessarily be a product of an extremely
complex control system; rather, it may simply be the reflection of a complex
environment (Brooks, 1986). Therefore, in contrast to a fixed plan, a reactive
structure is introduced to model the source of ordered motor commands (Figure
2). Inside the SMS, first a set of motor commands are built in; each of them is
represented by a ©, which is independent of any timestamp. Next is a set of
triggers, represented by Tx; a trigger activates a specific command in order to
send it out as a part of the SMS output when the input sensory data matches one
or more of the trigger’s conditions. The subscript x stands for the number of
conditions a trigger contains. Third, before sending out the commands, a choice
function chooses a command from possibly multiple candidates as the final
output at each moment. The choice strategy must be implemented when
applying this high-level design to a concrete action execution process. The set of
motor commands, the triggers, and the choice function are referred to as a Motor
Plan (MP), which specifies what to do in a particular situation, independently of
time.

18

Figure 2. SMS with a MP and online control diagram

An environment located outside the SMS is shown in Figure 2 as well; it
provides environmental data to the SMS at the appropriate time through the
dorsal stream. These sensory data are classified based on different modalities,
such as visual, tactile, etc., and sent to the triggers. The output of the SMS, a
sequence of motor commands, executes using the agent’s actuators, and
thereby acts on the environment. These processes occur cyclically between the
environment module and the SMS, which models the hypothesis regarding one
of the dorsal stream’s roles, online control.
As shown in Figure 2, the SMS resembles a wrapper for the MP,
supporting pre-processed sensory data, and passing the MP’s output to the
agent’s actuators acting on the environment. On the other side, a MP acts like an
independent component inside the SMS. It involves static data structures: a set
of motor commands, as well as the triggers, implemented as small processes.

19

This online control mechanism designed in the SMS reflects the ideas of a
reactive structure: it allows the MP to generate motor commands based on the
sensory data, adapting to the current environmental situation. This is inspired by
the principles of the subsumption architecture. The grounding component inside
the subsumption architecture is a type of Finite State Machine (FSM);
specifically, it could be an augmented FSM (Brooks, 1986) or a module (Connell,
1989b). As shown in Figure 3, a set of states are contained in a FSM, and an
internal variable, Current State, maintains which state is the current one.
Depending on the input data, the current state’s transition conditions may be met
so as to change the current state into another one, updating Current State in the
process. Besides a transition, some states have another attribute, a command;
the command is sent out when the state’s transition is activated. Compared to a
FSM, a MP’s trigger contains conditions, equals a FSM state plus its transition
conditions, and the trigger is capable of selecting the command based on the
input data as well. The only difference between a trigger and a FSM is that the
FSM contains commands, while in a MP, a set of motor commands is separately
maintained outside of the triggers. Conceptually, a FSM equals a trigger that
points to motor commands. Representing a set of motor commands
independently from triggers provides a clearer classification between the data
structure and the processes that operate on it; also, it helps to clearly emphasize
the temporal independency of the motor commands.

20

Figure 3. A FSM and its components
The choice function is generalized from inhibit and suppress operations of
the subsumption architecture, which connect many FSMs together based on a
carefully designed structure for certain task-achieving behaviors. The choosing
criteria used in inhibit and suppress are fixedly created in a hierarchical
structure—being in a higher layer gives a motor command higher priority for
selection. We generalized the implementation of a criterion and leave its
specification to the computational design, while, as in the case of inhibit and
suppress, only one motor command is permitted to be sent out at one time as a
choice result.
3.2 Motor Commands
A motor command (MC) is applied to an actuator of an agent; therefore its
format relies on the configuration of each of that actuator, which, theoretically, is
outside the SMS’s purview. On the other hand, since MCs are the output of the
SMS, a general MC format has been defined according to the definitions that
follow.
Every MC has two components: the motor name and a command value.
The motor name tells to which motor of an actuator the MC specifically applies.
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As an instance, if one joint of a finger is considered a motor of the actuator hand,
the joint’s name then can be the motor name of a MC.
The command value of a MC encodes the extent of the command applied
to the motor. As an example, the command value applied to a finger’s joint could
be positive five within a real number domain. Here the unit of a command value
is not specified, which means the type of the command is unknown: is it force,
velocity, or distance? Being agnostic to a command’s type is reasonable because
1) conceptually, the agent need not be aware of the type of the command in the
action execution process (although the agent’s designer must be); and 2)
computationally, since a MC’s command type is implicitly fixed by design—e.g.,
the type of a command applied to a finger’s joint is always the force—the
command type need not be explicitly declared in a MC.
3.3 The motor plan template and specification
A set of motor commands (MCs) is prepared inside a Motor Plan (MP) and
bound with fixed command values. In order to specify a MC’s command value
before the execution begins—thus modeling one of the dorsal stream’s
hypothesized roles, specification—a Motor Plan Template (MPT) is proposed and
a specification process is created in the SMS as depicted in Figure 4.
A MPT is an abstract motor plan that resides in an agent’s long-term
memory (Sensory Motor Memory in LIDA). It has a set of motor commands that
are not yet bound with the command values; after a specification process, the
motor commands inside the MPT are bound with specific command values,
instantiating the MPT into a concrete MP. MPTs and MPs have very similar
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structures, so they will often be designed with nearly the same data structure.
Their major differences are 1) an MPT is persistently stored in a long-term
memory, while an MP is short-term, and created anew each time it is used; and
2) most of an MP’s command values have been specified, while those of an MPT
have not.

Figure 4. A MPT  MP, online control, and specification
diagram

Both sensory data through the dorsal stream and the selected behavior
determine the specification process. As shown in Figure 4, two cylinders lie
under the set of motor commands (©s); they receive the sensed data and the
context of a selected behavior separately, and provide the specific command
values to motor commands mainly through a specification process. Each of these
cylinders represents a set of associations; every association transforms relevant
environmental features into a command value. As an example, in a grasping
task, “the hand pre-shapes during reaching…. The pre-shaping of the hand
includes the well-known phenomenon of ‘maximum grip aperture’ (MGA),
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whereby the finger grip opens more than required by the size of the object, but
proportionally to it” (Jeannerod, 2006, p. 5). Thus, one corresponding association
implemented in the SMS is to transform an object’s size to the distance between
gripping fingers (see Section 4.4).
The data sensed through the dorsal stream provides environmental
features’ true value, such as a numeric value of positive five as an object’s width,
while the context of a selected behavior supports the semantic values “large” or
“small” for the object’s size. Usually, the command values specified in the motor
commands are only relying on the sensed data, although the context affects the
command values in a few conditions (Milner & Goodale, 2008). We have
simulated some of these conditions and replicated the effects on the command
values from variation of both the sensed data and the context (see Section 4.4).
Accordingly, to implement the relationship of the effects of sensed data and the
context, a suppress operation is represented by an encircled uppercase S in
Figure 4: the command values associated with the sensed data usually suppress
the values associated with the context unless either 1) there is a delay on the
sensed data, 2) the association transforming the certain sensed data is not
available—unfamiliar action, or 3) relevant objects “need to be analyzed for their
semantic or material properties” (Milner & Goodale, 2008, p. 780).
The specification process is supposed to specify a MPT into a MP before
the execution begins. The motor commands (MCs) inside a MPT are bound with
specific command values during the specification process. However, there are
some types of MCs whose command values are conceptually specified in the
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process of online control but not in the specification process. In the example of
gripping an object, the individual finger’s force is manipulated, not before the
action execution begins, but in the course of the execution process (Grafton,
2010). To model this situation in the SMS, the pertinent command values are set
with a default value in the specification process first, and are then updated in the
online control. An update process is represented in Figure 4, showing that the
MCs command values are updated by the values associated with the sensed
data in executing the action. We will see a simulation illustrating this case later in
Section 4.4.
The subsumption architecture sends out a command with a fixed built-in
value, telling the agent what to do in every moment. However, the subsumption
architecture’s reactive behavior is typically classified as a process to answer the
“how to do” question of an action. This is due to the fact that the commands the
architecture sends out are low-level, the same as the elements of environmental
data, which cannot be directly recognized by humans, since they cannot describe
what the commands are, though they know a high-level process has been
accomplished in some way. Similarly as shown in Figure 2, a MP outputs the
motor command in each moment, answering “what to do” in a low-level way to
the agent’s actuators and “how to do it” at a high-level responding for the goaldirected action initiated from the agent internally. Here the specification process
operating on a motor command—binding a specific value to it—augments the
principle of the subsumption architecture by extending the motor command with a
specified value—besides “to do what”, answering a question of “how much”.
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Therefore, we argue that the SMS, a mechanism containing both online control
and specification processes as shown in Figure 4, answers the “how to do” of an
action at both low and high levels.
Furthermore, the SMS is not merely a reactive structure, adapting to its
environment, but also a structure that responds to the intent of a goal-directed
action. A selected behavior’s context also affects the specification process. The
high-level understanding necessary for an action’s effectiveness in an external
environment, such as the target object features of a grip action, can indirectly
affect a MPT by specifying the values of some variables. In this way, the SMS
may serve as a sub-module of LIDA, a systems-level cognitive model that covers
the whole cognitive loop from perception to action. The SMS connects LIDA’s
selected behavior to a MPT, thus achieving the action’s execution.
3.4 MPT Selection
A MPT awaits initiation by an incoming selected behavior before being
specified into a concrete motor plan. From a general engineering viewpoint, a
special process called MPT selection has been created. As depicted in Figure 5,
MPT selection chooses one MPT from others also based on the selected
behavior.
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Figure 5. SMS with all of its components. See text for details.
3.5 The selected behavior and the dorsal stream
The design of the SMS’s concepts has been fully described above, and is
summarized in Figure 5. The three processes modeled inside the SMS—MPT
selection, specification, and online control—are affected by the selected behavior
and/or dorsal streams. Their detailed relationships are shown in Table 1 below.

Table 1. The selected behavior and dorsal stream affect the SMS’s processes
MPT selection

Specification

Online control

The selected behavior

Affect

Affect

Affect

Dorsal stream

N/A

Affect

Affect

Note that the selected behavior affects the online control process because
it conceptually initiates the action execution, although it is not directly involved in
the online control.
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4. Implementation and Experiment
Different actions execute variously, due to vastly different actuators, goals,
or action execution contexts. In other words, each action needs a certain Motor
Plan Template (MPT) embedded in a Sensory Motor System (SMS) that allows
the modeling of the action’s distinctive characteristics in the execution process.
We have implemented a MPT in a newly created SMS to model the
execution of a grip action inside a LIDA-based software agent. This MPT’s
design is both guided by the Herbert arm controller, and biologically inspired by
some hypotheses regarding the execution of human’s grip action. The simulated
results are compared with both robotic and human data.
The involved software agent (robot and its controller) and its experimental
environment are introduced in Section 4.1 and 4.2, followed by a description of
the simulation of Herbert’s arm controller and its biologically inspired modification
in Sections 4.3 and 4.4 respectively. Finally, the SMS is linked to LIDA where
one experiment—regarding the awareness an agent to its action execution—has
been done.
4.1 The LIDA Framework and Webots
The LIDA Framework is an underlying computational software framework.
“[It] allows the creation of new intelligent software agents and experiments based
in [sic] the LIDA model. Its design and implementation aim to simplify this
process and to permit the user to concentrate in [sic] the specifics of the
application” (Snaider et al., 2011, p. 141).
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Webots is a mobile robot simulation software package. It offers an
developmental environment for rapid prototyping a 3D virtual worlds, an array of
ready-made sensors and actuators, and programmable controllers that control a
robot living in that world (www.cyberbotics.com). We use Webots as an
experimental environment in which to create an agent developed using the LIDA
Framework for running our computational SMS. The technical issue regarding
the use of the Framework as a controller for a Webots robot has been addressed
with a customized environment module as an interface as shown in Figure 6.
Traditionally, the world, the robot and robot’s controller are developed inside
Webots. We created a simple robot controller inside Webots which responds to
start a LIDA Framework as a real controller only. Rather than a typical Webots
controller, the Framework serves as a robot controller by way of its customized
environment.

Figure 6. The LIDA Framework controlling a Webots robot

4.2 The extended youBot
The youBot is a software robot bundled with the Webots installation. As
shown in Figure 7 (a), its actuators are a mobile base, an arm, and two grippers;
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the end segment of the arm plays the role of a hand and the grippers are
attached to it. We chose this robot on the basis of its similarity to Herbert (see
Section 4.3), whose arm controller serves as the prototype of a Grip MPT inside
our newly created SMS.

(a)

(b)

(c)

Figure 7. (a) The extended youBot, (b) infra-red beams on the hand and
between the grippers, and (c) touch sensors (dark blue, bottom view).

4.2.1 The sensors
Following the configuration of sensors in Herbert, we extended the youBot
sensors by additionally simulating two infra-red (IR) beams detecting the area in
front of the hand, one IR beam between the grippers as their closing trigger, and
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a touch sensor on the tip of each gripper. See Figure 7 (b) and (c) for details. The
extended youBot sensors are introduced in detail in Table 2.

Table 2. The extended youBot sensors
Short Name

Description

Pos

The arm segment positions, which can be accessed
by the Webots getPosition() method.

Tact (wrist)

The force exerted on the wrist, the joint between
penultimate and last arm segments, which can be
accessed by the Webots getMotorForceFeedback()
method.

Tact (touch)

The data sensed through the touch sensors, which
can be accessed by the touch sensor’s getValue()
method.

Beam

The distance as measured by the infra-red beam
between the grippers. It is used to check whether an
object is in between, and is accessed by its
getValue() method.

XIR

The distances as measured by the two infra-red
beams from the hand to any object which is in the
area in front of the hand. It is used to check whether
an object is in the area, and can be accessed by the
getValue() method.

4.2.2 The actuators
As shown in Figure 8 (a), the youBot arm comprises five segments—from
arm0 to arm4, which are linearly connected by five joints—from joint0 to joint4.
The joints angles can be modified by the Webots setPosition() method. Of these
five joints, only the middle three—joint1, joint2, and joint3—are changeable in our
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simulation of grip in a vertically oriented X-Y plane. The first and distal joints don’t
act in the same plane—they rotate in X-Z plane; thus these two joints, joint0 and
joint4, have not been used, but just being fixedly set to value of zero.
Accordingly, arm0 is considered part of the robot base, and arm4—hand is
considered part of arm3. Because of the simplification, not all joints are explicitly
shown in Figure 8 (b); the reader might have to go back to see Figure 8 (a) for
details when we are talking about some formula based on Figure 8 (b) later.

(b)

(a)

Figure 8. An extended youBot controlling its arm during a grip action

One important gripping issue is that the hand must be vertical to the
surface that a target object stands on. This requirement follows from the fact that
the XIR beams that detect the area in front of the hand are at a fixed angle to the
hand. This constitutes a considerable simplification of the analogous human
behavior. The human chiefly acts upright on land, however, a human’s trunk is
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usually not exactly vertical but slightly forward leaning during motion, such as
running; the line of sight adjusts dynamically—XIR does not—so that the human
looks ahead constantly while the trunk’s angle may vary from moment to
moment.
As shown in Figure 8 (b), the hand position is controlled by the angles of
joint1, joint2, and joint3—∠1, ∠2, ∠3; their sum must equal π to satisfy the
constraint of that the hand being vertical to the surface1, as described by Eq. (1):
∠1 + ∠2 + ∠3 = π

(1)

The hand has four basic movements: lift, descend, extend, and back, each
of which can occur along one of two lines: up-down or back-forth. As shown in
Figure 8 (b), regarding the up-down line, the parallel distance between joint1 and
joint3, hereafter referred to as Distance and expressed by Eq. (2), must remain
constant, where arm1L and arm2L represent the length of arm1 and arm2
respectively.
Distance = arm1L * sin∠1 + arm2L * sin∠3

(2)

The constraint on Distance is expressed by Eq. (3), where ∠1’, and ∠3’
represent the measures of the updated angles after the execution of an up-down
movement.
arm1L * sin∠1’ + arm2L * sin∠3’ = arm1L * sin∠1 + arm2L * sin∠3

(3)

Particularly for the movement of lift, it is apparent that ∠3 must increase
on the basis of this constraint. We have chosen 0.04 radians as an increasing

1

A precondition has been satisfied that the surface a target object stands on, and the
surface the robot stands on are parallel.
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interval unit so that the movement velocity is moderate, which process is
expressed by Eq. (4).
∠3’ = ∠3 + 0.04 radians

(4)

Now, only the value of ∠1’ is unknown in Eq. (3), so it is able to be
resolved. Finally, the updated angle of joint2, ∠2’, is resolved based on Eq. (1);
therefore the lift has been computationally simulated. Similarly, based on Eq. (1),
(3), and (5), ∠3 decreases, the movement of descend has been simulated.
∠3’ = ∠3 - 0.04 radians

(5)

Regarding the back-forth line, as shown in Figure 8 (b), the vertical
distance between joint1 and joint3, hereafter referred to as Height and expressed
by Eq. (6), must remain constant. The constraint on Height is expressed by Eq.
(7). Similar to the up-down line, the back-forth movements extend and back are
simulated based on Eq. (1), (7), and (4) or (5) respectively.
Height = arm1L * cos∠1 - arm2L * cos∠3
arm1L * cos∠1’ - arm2L * cos∠3’ = arm1L * cos∠1 - arm2L * cos∠3

(6)
(7)

Complicated movements are simulated as well, which extend the basic
ones. One of these complicated movements is to move forward and slightly
down; its simulation formula is developed from the basic movement extend, but
instead of being constant, Height needs to slightly decrease as expressed by Eq.
(8), where Height’ represents the measure of the updated vertical distance
between joint1 and joint3. The variable A represents the ratio between Height
and Height’, set to be 0.95 in the simulation.
Height’ = A * Height
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(8)

The constraint on the change in Height is expressed by Eq. (9). Equations
(1), (4), and (9) computationally simulate moving forward and slightly down.
Other complicated movements have been simulated by the same strategy.
arm1L * cos∠1’ - arm2L * cos∠3’ = A * (arm1L * cos∠1 - arm2L * cos∠3) (9)
One special case is to carry the hand back to its home position when the
target object is held or the arm is stuck. Because the target position is already
known, we just adjust the values of ∠1 and ∠2 to approximate their target
positions within a reasonable interval, such as 0.04 radians; and the value of ∠3
is passively changed according to Eq. (1).
4.3 The simulation of Herbert’s arm controller
We have created a Motor Plan Template (MPT) in a new SMS to model a
specific execution for a grip action inside a LIDA-based software agent. As
described in Section 4.2, this agent involves two types of actuators, the hand and
the arm. The hand consists of two grippers simulating the thumb and the index
fingers separately, and the arm, multiple segments being linearly connected by
joints. The action’s goal is to grip an object in the context of the current
environment. We borrowed the design principles of the arm controller of a robot,
Herbert (Connell, 1989b). Herbert “… is a completely autonomous mobile robot
with an onboard parallel processor and special hardware support for the
subsumption architecture …”(Brooks, Connell, & Ning, 1988, p. 1). Its arm
controller drives the robot to pick a soda can up and bring it back to a home
location (Connell, 1989a).
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4.3.1 Computational design
Three types of arm controller components have been modeled: the
module (M), the suppress node (S), and the wire (W). The module is
conceptually similar to the Augmented Finite State Machine (AFSM) used in a
standard subsumption architecture (Brooks, 1986), although they differ in details
(Brooks, 1991; Connell, 1989b). Regarding subsumption architecture’s two
grounding processes, suppress and inhibit, only the suppress node was needed
for Herbert’s arm controller. Hardware wires are simulated as computational
components to link between modules and suppress nodes. In this way, a module
or a suppress node doesn’t necessarily have a fixed source or destination; it can
be connected later during implementing the execution for a concrete action.
Therefore, these three components are not limited to the simulation of Herbert’s
arm controller; they can be used to implement other types of the subsumption
architecture as well.
The three components shown in Figure 9 illustrate how they look and their
constituent parts. Each of them has a core routine and I/O methods. The core
routine executes as an independent task, which behaves according to different
procedures (algorithms) among the three different components. The module (M)
core routine acts like an AFSM in the subsumption architecture; it switches
among multiple prepared states depending on the current state and the input
sensory data, sending out a motor command when it stays in a certain state. The
core routine in a suppress node (S) exactly simulates the suppress process in
the subsumption architecture; it copies the input data coming through the higher
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layer to the output if the data is not empty, otherwise just copies the lower layer’s
data. The wires (W) core routine simply conveys a data copy from input to output.

Figure 9. (A) An example of a module (M), where ② represents the core routine,
while ① and ③ stand for I/O respectively. (B) A suppress node is boxed up by
dotted lines. ③ is the core routine. The remaining parts stand for I/O: the lower
and higher inputs are represented by ① and ② respectively, and ④ is the
output. (C) W1, W2, and W3 are simulated wires linking modules and suppress
nodes. A wire’s core routine copies the data from input to output.

These core routines are computationally implemented as LIDA-tasks
(Snaider et al., 2011) in the simulated Herbert’s arm controller. A LIDA-task
encapsulates small processes, and has implemented multithreading support, so
that the core routines are able to operate in parallel and execute independently.
On the other hand, the I/O methods of the components are implemented by
regular programming language methods rather than LIDA-tasks; therefore these
I/O methods need to be invoked by wire components so that the modules and
suppress nodes are linked (see Appendix A for their pseudo codes).
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The design of the simulated Herbert’s arm controller is shown in Figure
10, redrawn from original Herbert’s subsumption diagrams (Connell, 1989b).
Sensory data enter from the left; output commands are sent out on the right.
Modules, suppress nodes, and wires are structured into multiple levels (layers),
bottom-up ordered by their priorities. The module name briefly indicates the
associated behavior. A level’s name expresses a behavior-task, also called a
competence, which is achieved according to the combination of its modules and
suppress nodes behaviors.
A Grip Motor Plan Template (MPT) was created to maintain these
modules, suppress nodes, wires and their organizations, to simulate Herbert’s
arm controller (see Appendix B for the simulation’s software architecture). This
Grip MPT is embedded into a newly created SMS and stored in long-term
memory. The SMS receives sensory data from LIDA’s Sensory Memory into Grip
MPT’s module components, and also passes the MPT’s output commands
issued by modules or suppress nodes to the outside, typically LIDA’s
Environment module. At the present time, the MPT implementation is simply
based on a robotic Herbert arm controller: the motor commands inside the MPT
are fixedly bound by default values but not specified at run time, so that the
current Grip MPT is conceptually equivalent to a MP as well as shown in Figure
2. In accordance with SMS’s biological inspiration, a specification process will be
added to the MPT in a later implementation, to be described in Section 4.4.
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(a) The hand system

(b) The arm system
Figure 10. Simulated Herbert’s arm controller consists of (a) hand and (b)
arm systems, redrawn from the original Herbert’s subsumption diagrams
(Connell, 1989b). Compare to the original diagrams, three changes in the
simulation are as described below.
1) In (a), a cradle level was removed. Because the upper bound on
force to the actuators is configured into the simulated environment
Webots, the cradle level is unnecessary.
2) In (b), a back module was removed. Since Herbert’s base controller
is not modeled, it is impossible to simulate an arm rotation to
centralize the target object, and thus it is not necessary to check
whether there is a lateral offset between the hand and the object (the
purpose of the back module). We assume the target object is already
centered with respect to the hand.
3) In (b), an edge module was removed because its function was
conceptually combined within the hoist module.
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4.3.2 Experiments
This SMS has been implemented within a LIDA-based software agent. In
this section, two grip experiments from the original Herbert (Connell, 1989b) have
been replicated, investigating the controller’s reliability and flexibility as shown in
Figure 11 and Figure 12, respectively. The simulation successfully replicates the
online control of a grip execution driven by the simulated Herbert arm controller,
lending support to the idea of utilizing the subsumption architecture as a
prototype for an SMS model of the action execution process. Furthermore, we
have reviewed two additional grip experiments to verify the agent’s proper
functioning in a range of situations.

Figure 11. A composite of the grip trajectories produced by
the simulated arm controller on 10 consecutive runs

First, the results shown in Figure 11 speak to the reliability of simulated
controller’s behaviors. The lines show the composite trajectories followed by the
tips of grippers during 10 consecutive runs of the simulated arm controller. The
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sequences of gripper tips positions are recorded by a Supervisor2 in Webots at
the run time. During each trial, the hand descends from point a, and then
traverses points b, c, and d exploring for the object: first doing a small bounce at
point b when it touches the ground surface, and going forward and slightly
downward to skim the surface, then lifting above it and extending when it finds
that the object is in front of it. The grippers reach the object at point e and finally
carry it back to point a by performing a ‘hoist’ task.
During these 10 runs, the agent’s position changes slightly due to reactive
forces produced by the grippers’ contact with the ground, and the object; thus,
the trajectories are not exactly same between the runs since they are sensitive to
initial conditions such as the agent’s position. These differences between the
trajectories were not expected in this experiment’s design; whereas a realistic
robot experiment involves physical noise, our software agent’s body and its
environment have been deterministically simulated. This unexpected result
supports the existence of an effect originating from within the agent itself, such
as its action.
Second, the same controller is used in different environments to verify its
flexibility. Figure 12 (a) shows a trial in which the target object lies on a pedestal
rather than directly on the ground. The hand starts in the same way as in the
previous experiment, finds the surface and begins to skim along it. However, at
point c, it detects an object (the pedestal) but fails to grip it. This attempt results

2

The Webots Supervisor "is a privileged type of Robot that can execute operations
that can normally only be carried out by a human operator and not by a real robot”
(www.cyberbotics.com). It is irrelevant to the machine learning concept of supervised
learning.
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in a tactile input to the agent’s wrist, activating the task “uncrash”. “Uncrash”
performs a function similar to “bounce” but for a vertically oriented surface: the
grippers move away from the pedestal and lift (Connell, 1989b). After the
grippers are above the pedestal surface, it executes the remaining portion of the
grip action as in the previous case.
Figure 12 (b) shows a case with the target object behind a barrier. Again,
the hand touches the top of the barrier first and then goes forward skimming it.
The change of surface is not noticed by the agent so it proceeds with the rest of
the grip as before.

Figure 12. The simulated arm controller grips an object which is (a)
on a pedestal or (b) behind a barrier.

Besides the replications of the Herbert arm controller experiments,
additional experiments have been performed. Figure 13 (a) shows the same
controller gripping a small object; in this case the agent skims the surface more,
but lifts and extends the less amount as when gripping the taller object
(described previously). The skim is achieved by the combination of multiple
“bounce” and “surface” tasks. In Figure 13 (b), no object is available for the hand
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to grip. The grippers reach the ground first and then begin to skim along it as in
the previous Figure 13 (a); however, no object has yet been found, so the whole
arm is stuck at point c for a while, and after that the grippers are retracted back to
point a. The task “hoist” does this retracting the same as when it carries back a
gripped object.

Figure 13. The simulated arm controller (a) grips a small object or
(b) fails to grip.

4.4 Biologically Inspired modification
The simulated Herbert arm controller has been modified based on the
SMS concept as described in Section 3.3. Instead of default values, the motor
commands inside a MP are bound with specific command values through a
newly created specification process before the action execution begins, or a new
update process at run time; thereby a new grip Motor Plan Template (MPT)
conceptually exists before its motor commands are bound. Two sets of
associations are created. In each of them, a single type of association is
implemented, transforming the object’s width into a command value—the
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distance between the grippers, its aperture. Some human experimental results
regarding action execution have been compared with these simulated results.
First, the grip action is executed using the unmodified arm controller as an
experimental control. As shown in Figure 14 (a), the agent’s grip aperture is
sampled at unit intervals in Webots virtual time during the grip execution.
Whatever its starting value, the grip aperture almost always reaches 0.0656m
(the maximum grip aperture, or MGA) before the grip closes around the target
object. The grippers squeeze the target object, and thus the resulting grip
aperture is smaller than the original target object width.
Second, an association (the upper cylinder in Figure 4) has been
implemented by connecting the sensed object’s width through the dorsal stream
to the value of the grip aperture. Its transformation formula is expressed by Eq.
(10):
Grip aperture = Object’s width * Magnification – Grippers’ gap

(10)

The variable Object’s width is a numeric value representing a true width
directly sensed through the dorsal stream from the environment. Magnification is
used to set the grip aperture to be slightly greater than the object width, set to a
value of 1.2 in the simulation. A small gap between closed grippers is available,
which is substituted from the expected grip aperture (Object’s width *
Magnification) to reach an actual grip aperture necessarily being sent to the
grippers. We are well aware that this formula can be improved in numerous
ways, for an example, using a more complicated formula to represent the
Magnification instead of using a variable only, or including additional parameters.
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As shown in the experimental results introducing this section, this simple formula
is effective and we leave for future work the discovery of various methods for
improving it.

Figure 14. The agent’s grip aperture is sampled at unit intervals in
Webots virtual time during the grip execution.

As shown in Figure 14 (b), the grip aperture typically reaches the specified
value of 0.03m before the value falls as the grippers’ closure (see below for an
explanation of the two peaks in the aperture). Compared to the maximum grip
aperture (MGA), which is a fixed aperture value for Herbert’s grip, the value
specified here is much closer to the target object width of 0.025m. This
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calibration results from the implementation of the association through the dorsal
stream. This simulated result supports—and is qualitatively the same as saying—
that “the dorsal stream plays a central role in the programming of actions (i.e. the
pre-specification of movement parameters)” (Milner & Goodale, 2008, p. 776), as
supported by evidence observations of the patient D.F. (James, Culham,
Humphrey, Milner, & Goodale, 2003; Milner et al., 1991). The specified value in
the simulation is larger than the object width: 0.03m > 0.025m, since
experimentally, “the finger grip opens more than required by the size of the
object” (Jeannerod, 1981, 2006). The first MGA peak is modeled by setting a
fixed MGA value to the grip aperture for a short while when the execution starts,
in keeping with the observed human behavior (Farnè, Pavani, Meneghello, &
Làdavas, 2000; Jeannerod, 2006). The second MGA peak occurs because the
grippers touch the surface; the grip aperture is set to become maximal in this
situation so that its behavior can track the object’s width value as well as adapt to
an unpredicted collision.
Third, another association has been implemented by connecting the object
width represented in the context component of a selected behavior to the value
of the grip aperture (Figure 4, bottom cylinder). Its formula is expressed by Eq.
(10) as well, but the variable Object’s width has a different meaning here. Since
the object width represented in the context is a semantic value, such as “large” or
“small,” which are not precise, its value is designed to be distributed in a range.
We simulated this dispersion in the association’s transformation according to Eq.
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(11), where the approximate rate is a random value set to be in a range of 1.0 ~
1.1 in the simulation, so that the object width approximates its true value.
Object’s width = Approximate rate * (True) object’s width

(11)

Instead of the data being sensed through the dorsal stream, the selected
behavior’s context affects the relevant command values in several conditions
(Milner & Goodale, 2008). We simulated two of these conditions: 1) Deleting the
association implemented above which connects the sensed data to the grip
aperture; in effect, it makes a skill unfamiliar to the agent, or 2) Terminating the
relevant data sensed through the dorsal stream which simulates a delay in the
sensed data. Five executions produced a range of context-specified values
rather than a precise value as shown in Figure 14 (c). We argue that these
imprecise movements result from an association from the selected behavior’s
context to a command value. This interpretation of the simulation results agrees
with the conclusion we reached above that the dorsal stream plays a central role
in specification process. Additional evidence is found in patients suffering from
bilateral optic ataxia caused by damage to the dorsal stream—these patients
show deficits in calibrating their grip aperture (Jakobson, Archibald, Carey, &
Goodale, 1991; Jeannerod, Decety, & Michel, 1994; Milner & Goodale, 2008).
Fourth, an update process is implemented to update the grip aperture
values during the execution. Its formula is expressed by Eq. (10) the same as the
association which connects the sensed object width through the dorsal stream to
the grip aperture; however, instead of a constant value, the Magnification here is
set to be dynamically decreasing through the execution time. In Figure 14 (d), the
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updated value comes closer to the object width than the specified value; it follows
that the sensed data provided through the update process are more precise than
the context of the specification process, because the situation becomes clearer
to the agent as it executes the action.
4.5 Linking the SMS to LIDA
As discussed in Section 2.1 and shown in Table 1, both the data sensed
through a dorsal stream channel and a selected behavior corresponding to a
goal-directed action are input to the SMS, and the SMS’s output is sent out to the
LIDA Environment module. The grip MPT is mapped one-to-one onto the action
component of a selected grip behavior; this is a simple implementation of MPT
selection following the SMS concept introduced in Section 3.4.
These I/Os are implemented in the LIDA-based agent including the SMS
as shown in Figure 15. Only the related action selection and action execution
modules—the latter being implemented by SMS—are represented. The other
LIDA modules are abstractly represented by LIDA’s understanding and attention
phases.

Figure 15. The SMS is embedded into the LIDA Model
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Additionally, in order to let the agent monitor the execution status, an
expectation codelet (Faghihi, McCall, & Franklin, 2012) is created when the grip
behavior is selected3 in the action selection module; this codelet—a small and
special purpose computational process—contains the expected result component
of the currently selected behavior. It checks whether this result has been reached
(sensed and recognized by the agent) at run time. The checking result is sent to
LIDA’s Global Workspace module, where it competes for the agent’s attention
(Baars, 1988). In this way, the agent’s awareness of its own action execution is
indirectly achieved.
Four check-points have been set up in the expected result: with the
grippers 1) in the initial situation, 2) in the final situation, 3) holding the target
object, and 4) in a stuck situation. The checked result for these points comes to
the attention of the agent if the result wins the competition during executing the
grip action. This means that the agent is aware of some significant fragments of
the action execution, although it has no idea what exactly it is doing in each
moment.

3

At the time of submission of the document, this work is still in process. Currently,
instead of dynamically creating an expectation codelet when a behavior is selected, the
codelet is simply built into the LIDA agent.
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5. Conclusion
Based on the LIDA Model, the subsumption architecture, the two visual
systems, as well certain other cognitive neuroscience hypotheses, the Sensory
Motor System (SMS) proposes a model of the human action execution process.
In the design of SMS, we have considered the subsumption architecture
from a new viewpoint, namely, that its capabilities fulfill the hypothesis regarding
the online control role of the dorsal stream. Second, we have modified the
original subsumption architecture as inspired by certain hypotheses of cognitive
neuroscience so as to combine a reactive structure with a goal-directed action.
Finally, we have designed the SMS as a sub module of the systems-level
cognitive model LIDA, thereby rendering it capable of communicating with other
cognitive modules naturally in a closed cognitive loop, from sensors to actions.
A computational SMS has been implemented for the execution of a grip
behavior, and its simulated results have been compared to human data. This
biologically inspired design, together with a computational verification by the
comparison of model and human behaviors, supports the SMS as a qualitatively
reasonable cognitive model for action execution. A learning process will be
addressed in future work on the SMS.
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Appendix A
Table 3. Three types of Herbert’s arm controller components and their
simulated pseudo codes
Name

1. Module

Design diagram

Pseudo code (Java)

FSMImpl extends FrameworkTask{
①
receiveData (Input){ … };
runThisFrameworkTask(){
execute();
}

②

execute(){ … switch (state) {…}};
③

Cmd output(){ … };

}

2. Suppress
node

suppress extends FrameworkTask{
inputLowerLayer(LowerInput)
①
{ … };
②

③

④

}
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inputHigherLayer(HigherInput)
{ … };
runThisFrameworkTask(){
if (HigherInput != Null)
Cmd = HigherInput;
else
Cmd = LowerInput;
}
Cmd output() { … };

Table 3. Three types of Herbert’s arm controller components and their
simulated pseudo codes
Name

Design diagram

Pseudo code (Java)

W1

wire1 extends FrameworkTask{
runThisFrameworkTask(){
S .inputLowerLayer(M1.output));
}
}

W2

wire2 extends FrameworkTask{
runThisFrameworkTask(){
S .inputHigherLayer(M2.output));
}
}

W3

wire3 extends FrameworkTask{
runThisFrameworkTask(){
commands = S .output;
}
}

3. Wire

Appendix B
The software architecture for the simulated Herbert arm controller is
shown in Figure 16. The module component, depicted on the right, originates
from an LIDA Framework interface (FrameworkTask) and starts from an interface
FSM that indicates common features of the module. An abstract class FSMImpl
implements FSM and extends a LIDA Framework abstract class
(FrameworkTaskImpl) to achieve the methods common to the modules, such as
I/O and the task run. The interface ArmsFSM extends FSM to claim specific
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methods for arm modules, such as receiving the arm’s position and moving the
hand, and which are implemented in the abstract class ArmsFSMImpl. Three
hand modules (GrabFSM, OpenFSM, and DepositFSM) extend FSMImpl to
implement their own agendas. Another twelve arm modules extend
ArmsFSMPlmpl for different arm tasks, ExtendFSM, SurfaceFSM, and others as
indicated in Figure 10.
On the top left of Figure 16 is a MPT interface representing a general
Motor Plan Template (MPT). An abstract class SubsumptionMPT implements the
interface to claim a type of MPT that is inspired by the principles of the
subsumption architecture. SubsumptionMPT contains two types of inner classes
that extend FrameworkTaskImpl, suppress and wires. Suppress simulates the
suppress node used as a component of the simulated controller, and five wire
classes simulate five types of wire component: wiring from a module or a
suppress node to a suppress node’s higher or lower input (four types), or from a
suppress node to the final output (the fifth type).
A GripMPT class extends SubsumptionMPT to implement a specific MPT
for a grip. It structures all three types of components shown in Figure 9—module
(FSM and ArmsFSM), suppress, and wire—and provides methods for I/O and
running components.
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Figure 16. The software architecture for the simulated Herbert arm controller
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