Abstract-This letter investigates the problem of blind detection of orthogonal space-time block codes (OSTBC) over a quasi-static flat multiple-input multiple-output (MIMO) Rayleigh fading channel. We first introduce a core iterative least-squares (ILS) algorithm to blindly detect OSTBC signals without the knowledge of channel state information (SCI) at the receiver. This ILS algorithm has low computational complexity but may converge to local optimum which offers unreliable detection result. Then, in order to improve the detection performance, we propose an enhanced ILS (E-ILS) approach which is based on statistical analysis of repeated independent ILS procedures on received data. Extensive simulation studies prove the efficiency of the proposed E-ILS algorithm with blind detection performance approaching the optimal maximum-likelihood detector with known CSI.
I. INTRODUCTION
In multiple-input-multiple-output (MIMO) communications, space-time coding techniques have emerged as a promising method for effectively utilizing the advantages of multiantenna diversity. In particular, orthogonal space-time block codes (OSTBC) have attracted considerable attention in recent literature (for example [1]- [5] and references therein) because of their maximal diversity gain, simple code construction, and low maximum-likelihood (ML) detection complexity when channel state information (CSI) is available at the receiver. However, in some scenarios, perfect knowledge of CSI may be not available at the receiver. For example, CSI might be out-dated due to fast channel fading, or inaccurate if the pilot symbols are under attack. Therefore, the request for blind OSTBC detection with unknown CSI arises.
The blind detection algorithms have been investigated in the past few years. In [6] , [7] , a suboptimal algorithm called the cyclic ML was proposed. The idea behind is to decompose the difficult blind detection problem into several simpler subproblems, one of which is coherent ML detection problem. This cyclic ML method can solve the blind detection problem but the accuracy is not satisfactory in some scenarios. In [8] - [10] , semidefinite relaxation (SDR) and sphere based blind OSTBC decoding algorithms are proposed. The motivation of this type of approaches is to simplify the blind detection problem to a Boolean quadratic program (BQP) and seek a suboptimal solution to BQP that guarantees polynomial-time worst-case complexity with respect to the data length. Later on, a novel non-coherent ML OSTBC blind detection algorithm is presented in [11] which can be performed in polynomial time. While all these algorithms have improved performance of the blind detection with reasonable computational efficiency, there still exists a performance gap between them and the optimal ML decoder with CSI. Therefore, the development of blind detection of OSTBC with both higher performance and lower complexity is needed.
In this paper, we consider the problem of blind OSTBC detection without any knowledge of CSI at the receiver. Particularly, to simplify the development of the algorithm, we focus our attention on blindly decoding Alamouti code, which is the foundation of OSTBCs. After introducing signal model in Section II, in Section III we first develop a core iterative least-squares (ILS) algorithm to blindly detect symbols in Alamouti codes. This ILS algorithm has low computational complexity but may converge to unreliable solution. In an effort to improve detection performance, particularly for small sample size that pose the greatest challenge, in Section IV we propose an algorithmic upgrade referred to as enhanced ILS (E-ILS). This proposed E-ILS algorithm relies on statistical analysis of independent ILS executions on the received data samples. The extensive simulation studies in Section V prove the efficiency of the proposed E-ILS algorithm with blind detection performance approaching the optimal maximumlikelihood detector with known CSI. Finally, a few concluding remarks are drawn in Section VI.
II. SYSTEM MODEL
To motivate the development of algorithms in this paper, we consider as an example a MIMO wireless communication system with two transmit antennas and two receive antennas that utilizes the Alamouti OSTBC [1]:
where s 2n−1 , s 2n ∈ A are two symbols in the nth Alamouti code block, A is the normalized constellation (for example, quadrature amplitude modulation (QAM)). If y ij (n) denotes the received signal by the ith receive antenna, i ∈ {1, 2}, at the jth time slot, j ∈ {1, 2}, then the received signal of the nth block can be expressed as follows
where h ij denotes the channel between the ith transmit antenna and the jth receive antenna, which is assumed to be flat Rayleigh fading; n ij (n) represents additive complex white
Gaussian noise pertinent to the ith receive antenna at the jth time slot with power σ 2 n . Due to the special structure of C(n), the received signal in (2) can be rewritten as
which can be further expressed in a simpler form as
It is interesting to note that in (4) the Alamouti structure is embedded in the equivalent channel matrix H while the two symbols appear as the elements of a 2 × 1 input vector s(n)
T and the received signals at time slot 2, y 12 (n) and y 22 (n), appear conjugated.
If the receiver has knowledge of H, optimal ML detection can be adopted to decode the transmitted symbols. However, in some scenarios, the channel H may be unknown, inaccurate, or out-dated due to fast channel fading. In these cases, an efficient blind detection algorithm is needed to extract symbols s(n) from y(n) without known H. To achieve this goal, the receiver collects N blocks/samples and the channel H remains static over these N samples. Then the received signal can be formulated in a matrix form:
where
The goal of this paper is to blindly detect symbol matrix S from the received signal Y without known channel matrix H.
Our approach starts with formulating the problem as a joint symbol detection and channel estimation problem with the following least-squares (LS) solution
The above LS solution is ML optimal as long as N is the white Gaussian noise. The global LS-optimal symbol matrix S in (6) can be computed independently of H by exhaustive searching over all possible choices under the criterion function
Exhaustive searching has complexity of exponential in 2N (total size of symbols). Considering this unacceptable computational cost, we attempt to obtain a quality approximation of the solution of (6) by alternating least-squares estimation of channel H and detection of symbol S, iteratively, as described in the next section.
III. ITERATIVE LEAST-SQUARES ALGORITHM
Assuming channel H is known, then the least-squares detection of symbol matrix S can be obtained by
While the least-squares estimate of S over complex field is
we suggest the approximate digital (finite modulation alphabets) solution as
where U{·} denotes the projection of the complex value into the closest constellation point.
Assuming
where Y(n) 
contains N transmitted Alamouti codes in which the symbols are embedded. If the symbol matrix S is known, the Alamouti codes C can be constructed by (1) and the leastsquares solution of channel matrix G is given by
The iterative least-squares (ILS) algorithm motivated by (10) and (13) is now straightforward. Arbitrarily initialize symbol matrix S, construct the stacked Alamouti code C with this S,, and estimate channel matrix G by (13). With the estimated channel G, construct an equivalent channel matrix H used in (5) and detect symbol matrix S by (10) . Alternate the calculation between (10) and (13) iteratively until convergence is found. This ILS algorithm is summarized in Table I where superscript d denotes iteration index. For 2 × 2 Alamouti code considered in this paper, the computational complexity of each iteration of the ILS algorithm is O(N ) and, experimentally, the number of iterations is between 2 and 5 in general.
TABLE I ITERATIVE LEAST-SQUARES (ILS) ALGORITHM
Step 1. d = 0;
Initialize S (0) ∈ A 2×N arbitrarily. 
IV. ENHANCED ILS ALGORITHM
The reliability of the ILS convergence point depends heavily on the initialization. With arbitrary initialization, convergence of the ILS algorithm described in Table I to the optimal (leastsquares fit) solution of (6) is not always assured. To that respect, re-execution of the ILS algorithm with distinct reinitialization is a promising solution to avoid those unreliable convergence point.
Our proposal is motivated by following experiment. Based on N = 20 samples with P = 6dB transmit power and σ 2 n = 1 noise power, we execute the ILS algorithm 10, 000 times with distinct arbitrary initialization of each. With the detected symbols S and estimated channel H returned by each ILS algorithm upon convergence, we plot the histograms of LS residual Y − H S 2 F and the numbers of error symbols in S in Fig. 1(a) and (b) , respectively. The results in Fig. 1 reveal that most of the ILS convergence points are reliable (close to minimal LS fit and having few or no error symbols) and those unreliable ILS convergence points result in much higher LS residual.
Motivated by this observation, we first propose to re-execute ILS algorithm Q times with distinct arbitrary initialization and obtain Q returned ILS solutions, which are denoted as M {( H 1 , S 1 ), . . . , ( H Q , S Q )}. To assess which of these Q returned ILS solutions in M has superior leastsquares fit, we simply feed ( H q , S q ) to LS residual calculation
, q = 1, . . . , Q, and choose the best pair
This straightforward approach provides high probability of finding an LS optimal solution from redundant ILS solutions. Larger Q can potentially provide better performance but cause higher computational complexity. In an effort to reduce the complexity, we attempt to reduce ILS executions without significant performance loss. The experiment results in Fig.  1 indicate that reliable ILS convergence points not only have minimum LS residual, but also are majority. Motivated by this finding, in stead of seeking the reliable detection when finishing all Q ILS executions, we propose to evaluate the residual value R q after each ILS execution. Specifically, ILS re-execution will be stopped if 1) R q obtained by current ILS execution is minimum (i.e. R q ≤ R i , i ∈ {1, . . . , q − 1}) and also majority (i.e. having T same values in previous ones {R 1 , . . . , R q−1 }), or 2) the ILS is carried out Q times. For condition 1, once R q satisfies both minimum and majority criterion, the current detection is considered reliable and complexity is reduced due to less ILS executions. For condition 2, we turn to find the best detection from all Q results based on only minimum criteria as (14). The majority threshold T is typically selected as T ∈ [2−6] with which the ILS executions can be significantly reduced. The details of proposed E-ILS algorithm are described in Table II .
V. SIMULATION STUDIES
In the following, we present extensive simulation studies to illustrate the performances of the proposed ILS and E-ILS algorithms. As a reference, ideal ML detection with perfect CSI is also included. For comparison purpose, we also evaluate two well-known blind detection algorithms, SDR-ML and norm relaxed ML blind detections, presented in [9] . We first consider BPSK modulation with the number of samples fixed at N = 20. For the E-ILS algorithm, we set the maximum number of ILS executions as Q = 20 and the majority threshold as T = 2. The bit-error-rate (BER) of each algorithm is plotted in Fig. 2 as a function of signal-to-noise-ratio (SNR) which is defined as SNR = P/σ 2 n . It can be observed from Fig. 2 that the proposed E-ILS algorithm outperforms its competitors and has very impressive performance close to the optimal ML detection with perfect CSI. In this experiment, the average number of iterations in each ILS is 2.9345 and the average number of ILS executions in E-ILS is 3.4741, which verify that E-ILS has very low complexity. In Fig. 3 , the same simulation is repeated with QPSK modulation and similar conclusions can be drawn. The dependence of error probability on the size of the data samples N is illustrated in Fig. 4 with SNR fixed at 10dB, 12dB, and 14dB, respectively. The findings corroborate the conclusions drawn from Fig. 3 and verify that E-ILS has good performance with small sample size. Finally, in Fig. 5 we illustrate the error probability as a function of the maximum number of ILS executions Q. The results indicate that a small value of Q (for example Q = 20 in our simulation) can provide excellent trade-off between performance and complexity.
VI. CONCLUSIONS
In this paper, we considered the problem of blind detection of OSTBC without the knowledge of CSI at the receiver. A core iterative least-squares algorithm was first presented to blindly detect symbol information. To achieve satisfactory performance, we also proposed an enhanced ILS (E-ILS) algorithm which is based on statistical analysis of repeated independent ILS processing on the received data. Simulation studies demonstrated that the proposed E-ILS algorithm has effective blind detection performance with probability of error close to optimal maximum-likelihood decoder with known CSI. 
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