Elliptic systems with nonlinearity q greater or equal than two with controlled growth. Global Hölder continuity of solutions to the Dirichlet problem  by Idone, Giovanna
J. Math. Anal. Appl. 290 (2004) 147–170
www.elsevier.com/locate/jmaa
Elliptic systems with nonlinearity q greater or equal
than two with controlled growth. Global Hölder
continuity of solutions to the Dirichlet problem
Giovanna Idone 1
D.I.M.E.T., University of Reggio Calabria, Via Graziella, Loc. Feo di Vito, 89100 Reggio Calabria, Italy
Received 20 May 2002
Submitted by N.S. Trudinger
Abstract
Hölder regularity up to the boundary of the solutions to the Dirichlet problem for second order
elliptic systems with nonlinearity q > 2 and with controlled growth is proved when n q + 2.
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1. Introduction
The aim of this paper is to study the global Hölder continuity in Ω¯ of a solution u ∈
H 1,q(Ω) to the following Dirichlet problem{
u− g ∈H 1,q0 (Ω),∑n
i=1Diai(x,Du)=
∑n
i=1 DiF i(x,u)− F 0(x,u,Du) in Ω,
(1.1)
where Ω is a bounded open set in Rn, n 2 and q is a real number  2.
For a solution u to (1.1) we mean that u= g +w, where w ∈H 1,q0 (Ω) is such that∫
Ω
n∑
i=1
(
ai(x,Dw+Dg)|Diϕ
)
dx =
∫
Ω
n∑
i=1
(
F i(x,w+ g)|Diϕ
)
dx
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∫
Ω
(
F 0(x,w+ g,Dw +Dg)|ϕ) dx, ∀ϕ ∈H 1,q0 (Ω). (1.2)
We denote by u a vector Ω →RN , N > 1, and Du= (D1u,D2u, . . . ,Dnu). If u,v ∈RN ,
(u|v) denotes the inner product in RN . We set p = (p1, . . . , pn), with pi ∈ RN ; p is a
typical vector of RnN .
For every p ∈RK , K  1, we set
V (p)= (1+ ‖p‖2) 12 and W(p)= V q−22 (p)p. (1.3)
Let ai(x,p), i = 1,2, . . . , n, be vectors of RN , defined on Ω ×RnN , of class C1 in p
and uniformly continuous in x in the following sense: for every x, y ∈Ω and p ∈RnN{∑
i
∥∥ai(x,p)− ai(y,p)∥∥2} 12  ω(‖x − y‖)V q−2(p)‖p‖, (1.4)
where ω(t), with t > 0, is a bounded, nondecreasing function, converging to zero as t → 0.
We suppose that{
ai(x,0)= 0 ∀x ∈Ω,
∂ai
∂p
j
k
are measurable in x and continuous in p. (1.5)
Setting
Ahkij (x,p)=
∂aih(x,p)
∂p
j
k
, Aij =
{
Ahkij
}
, (1.6)
A˜ij (x,p)=
1∫
0
Aij (x, tp) dt, (1.7)
we suppose that, ∀x ∈Ω , ∀p ∈RnN and ∀ξ ∈RnN ,{∑
ij
∥∥Aij (x,p)∥∥2
} 1
2
MV q−2(p), (1.8)
∑
ij
(
Aij (x,p)ξ
j |ξ i) νV q−2(p)‖ξ‖2, (1.9)
where M and ν are positive constants.
In virtue of hypothesis (1.5)
ai(x,p)=
∑
j
A˜ij (x,p)p
j ,
and by condition (1.8)∥∥ai(x,p)∥∥MV q−2(p)‖p‖. (1.10)
Moreover, let us denote by q∗ the number nq/(n − q) if q < n and any number greater
or equal than n if q = n, by q ′ and q ′′ the numbers such that 1/q + 1/q ′ = 1 and
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(1.1), we assume that F 0(x,u,p) and F i(x,u), i = 1, . . . , n, are vectors of RN , defined,
respectively, in Ω ×RN ×RnN and in Ω ×RN , measurable in x , continuous in u and p,
such that∥∥F 0(x,u,p)∥∥ C0(1+ (‖u‖β + ‖p‖γ )q−1),∥∥F i(x,u)∥∥ C1(1+ ‖u‖α(q−1)), i = 1,2, . . . , n, (1.11)
where
1 α  q
∗
q
, 1 β  q
∗ − 1
q − 1 , 1 γ 
q ′
q ′′
(1.12)
and C0 and C1 are positive constants.
Conditions (1.11), (1.12) are called controlled growth conditions and the aim of this
paper is to study the global Hölder continuity in Ω¯ of the solutions to (1.1) under these
conditions.
It is well known that it is not possible to achieve the global Hölder continuity in Ω¯
for each value of the dimension, as the examples given in [5] and [6] show. For n < q
the desired regularity derives from the Sobolev imbedding theorems. If n = q we get the
global Hölder continuity taking into account the result of higher summability of Du given
by Lemma 3.3, which ensures that, if ∂Ω is of class C2 and g ∈H 1,q∗(Ω), there exists a
number r > 1 such that u ∈H 1,qr (Ω). On the other hand, if n > q the main result of this
paper ensures the desired regularity surely for n  q + 2, provided that g belongs to the
space
H
1, nqn−q ,
( µ
q−1
)
(Ω)= {g ∈H 1, nqn−q (Ω): Dg ∈L nqn−q , µq−1 (Ω)}
(see Section 2 for the notations). Indeed, we show the following theorem:
Theorem 1.1. Assume that conditions (1.4), (1.5), (1.8), (1.9), (1.11) and (1.12)2 are ful-
filled. Let ∂Ω be of class C2, and
g ∈H 1, nqn−q ,
( µ
q−1
)
(Ω), 0 <
µ
q − 1 < λ.
2 The result holds also true if instead of (1.11) one considers the conditions
∥∥F 0(x,u,p)∥∥ |f0(x)| + (|b(x)|‖u‖β + |c(x)|‖p‖γ )q−1,∥∥F i(x,u)∥∥ |fi(x)| + |a(x)|‖u‖α(q−1), i = 1,2, . . . , n,
with a(x), b(x), c(x) ∈ L∞(Ω),
fi(x) ∈ L
q
q−1 ,
µ
q−1 (Ω), i = 1, . . . , n, 0 < µ
q − 1 < λ,
f0(x) ∈Lqs,µs(Ω),
where, for n > q, s = n/(n(q − 1) + q) and, for n = q, q is a number ∈ (1, n) (see [10] for details). For the
notations see Section 2.
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solution of the Dirichlet problem (1.1), we get
Du ∈ Lq, µq−1 (Ω) (1.13)
and, if n− q < µ/(q − 1) < λ,
u ∈ C0,α(Ω¯,RN) with α = 1− n
q
+ µ
q − 1
1
q
.
To obtain the result of Theorem 1.1, we follow in outline a technique due to Campanato,
which requests to get higher regularity of Du in a suitable Morrey space Lq,λ(Ω) and then
the regularity of u in the Campanato space Lq,λ+q(Ω); therefore we obtain the Hölder
continuity of u, in virtue of an isomorphism property for suitable range of parameters
between Lq,λ+q(Ω) and C0,α(Ω¯). In paper [3] the global Hölder continuity is studied for
a Dirichlet problem with the terms F i which do not depend on u and Du; in paper [4]
only the interior regularity for solutions to nonlinear systems with controlled growth is
considered, whereas in [10] the author is concerned with the case of inhomogeneity with
linear growth.
An essential tool, which has interest in itself, in order to obtain our regularity results
is the global higher summability of Du, which we can deduce by showing the so-called
Caccioppoli type inequality, both in the interior case and near the boundary.
It is worth remarking that if the vector ai depend also on u, the above global Hölder
continuity result for q  n q + 2 does not hold, as the example in [7] shows.
In the general case the result we can expect if q > n is only the so-called “partial Hölder
regularity,” namely there exists a closed singular set Ω0 such that u is Hölder continuous in
Ω \Ω0 (see [4,7,14]). This behaviour seems to be also true if the nonhomogeneous terms
have natural growth in p, namely with growth of the type pq , provided that a smallness
condition in ‖u‖L∞(Ω) is verified (see [8,14] for the case q = 2). Moreover, also in the
case of elliptic nonvariational system the global Hölder regularity up to the boundary is
obtained for low values of n, namely n < 6 (see [12]).
We recall also that regularity results for elliptic systems with arbitrary order equations
have been considered by Widman (see [13]), who establishes, under less restrictive as-
sumptions, the Hölder continuity of solutions if n < q + ε, with ε > 0.
Finally we mention that the results of this paper have been presented at the First AMS-
UMI Joint Meeting, Pisa, June 2002, and an abridged version of this paper can be found
in [11].
2. Preliminary results
We define
B(x0, σ )= {x: ‖x − x0‖< σ}; (2.1)
moreover, if x0n = 0,
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Γ (x0, σ )= {x ∈ B(x0, σ ): xn = 0}. (2.3)
We will simply write B+(σ ), Γ (σ) and Γ instead of B+(0, σ ), Γ (0, σ ) and Γ (0,1),
respectively.
Through the present paper, Ω will denote a bounded open set of Rn with diameter dΩ
and with ∂Ω of class C2.
The notation B(x0, σ )⊂⊂Ω means that B(x0, σ )⊂Ω .
Moreover, if u ∈ L1(B) and B is a measurable set with measB = 0, then
uB =−
∫
B
u(x) dx = 1
measB
∫
B
u(x) dx. (2.4)
If u ∈ L∞(Ω), we define
‖u‖∞,Ω = ess sup
Ω
‖u(x)‖. (2.5)
If u ∈ C0,α(Ω¯), 0 < α  1, we set
[u]α,Ω¯ = sup
x,y∈Ω
‖u(x)− u(y)‖
‖x − y‖α (2.6)
and we will say that u ∈C0,α(Ω) if u ∈ C0,α(K) for every compact subset K ⊂Ω .
Let us recall the definition of the spaces Lq,µ(Ω) and Lq,µ(Ω) (for more details see [1]
and [2]).
Lq,µ(Ω), 0 µ n, q  1, is the space of those functions u ∈ Lq(Ω) such that
‖u‖qLq,µ(Ω) = sup
x0∈Ω,σ∈(0,diamΩ)
σ−µ
∫
Ω∩B(x0,σ )
‖u(x)‖q dx. (2.7)
Lq,µ(Ω), 0 µ n+ q , q  1, is the space of those functions u ∈ Lq(Ω) such that
[u]qLq,µ(Ω) = sup
x0∈Ω,σ∈(0,diamΩ)
σ−µ
∫
Ω∩B(x0,σ )
∥∥u(x)− uΩ∩B(x0,σ )∥∥q dx. (2.8)
We say that u ∈ H 1,q,(µ)(Ω), 0  µ  n, if u ∈ H 1,q(Ω) and Du ∈ Lq,µ(Ω) and
H 1,q,(µ)(Ω) is a Banach space with the norm
‖u‖H 1,q,(µ)(Ω) = ‖u‖Lq,µ(Ω) + ‖Du‖Lq,µ(Ω). (2.9)
Moreover, if Du ∈ Lq,µ(Ω), then u ∈Lq,µ+q (Ω) (see [9, Proposition 3.7, p. 113]).
Important properties of these spaces are the following: Lp,n(Ω)= L∞(Ω); if 0 λ <
n, then Lp,λ(Ω)= Lp,λ(Ω); if n < λ  n+ p, then Lp,λ(Ω)= Cγ,0(Ω¯) with γ = (λ−
n)/p, provided thatΩ is sufficiently regular (for example, with the cone property) (see [2]).
We recall that, if 0 µ< n, then
G ∈ Lq,µ(Ω) ⇔ W(G) ∈L2,µ(Ω)
and the following inequality holds:
c‖G‖q q,µ  ‖W(G)‖2 2,µ  c‖G‖2 q,µ
(
1+ ‖G‖Lq,µ(Ω)
)q−2
. (2.10)L (Ω) L (Ω) L (Ω)
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Lemma 2.1. There exists a positive constant c(q) such that, ∀p, p¯ ∈Rk ,
‖W(p)‖ + ‖W(p¯)‖ 2W(‖p‖ + ‖p¯‖) c(q){‖W(p)‖ + ‖W(p¯)‖}. (2.11)
See [3, Lemma 2.I, p. 122].
Lemma 2.2. If µ>−1, there exist positive constants c(µ) and C(µ) such that, for every
two vectors a, b in RN , we have
c(µ)
(
1+ ‖a‖+ ‖b‖)µ 
1∫
0
(
1+ ‖a + tb‖)µ dt  C(µ)(1+ ‖a‖+ ‖b‖)µ. (2.12)
See [3, Lemma 2.II, p.123].
Lemma 2.3. Let A and C be bounded and open sets of RN and τ be a mapping of class
C1 together with its inverse, from A¯ into C¯. Let A∗ be an open set ⊂⊂A and C∗ = τ (A∗).
Then, ∀q > 1 and ∀µ ∈ [0, n), the mapping ϕ : u → u ◦ τ is a linear and continuous
one together with its inverse, from Lq,µ(C∗) into Lq,µ(A∗) and from H 1,q,(µ)(C∗) into
H 1,q,(µ)(A∗).
See [3, Lemmas 2.IV and 2.V, p. 123].
Lemma 2.4. Let ϕ(t) and o(t) be nonnegative functions defined in (0, d]. Suppose that
limt→0 o(t)= 0 and ∀σ ∈ (0, d], ∀t ∈ (0,1)
ϕ(tσ )
{
Atλ + o(σ)}ϕ(σ)+Kσµ
with 0 < µ < λ, A > 0, K  0. Then for all ε < λ − µ there is a σε  d such that, if
0 < σ  σε and t ∈ (0,1),
ϕ(tσ ) (1+A)tλ−εϕ(σ )+KM(tσ)µ,
where M =M(A,ε,λ,µ).
See [3, Lemma 2.VII, p. 125].
3. Global higher summability of the gradient
An essential tool for proving the global Hölder continuity of u is the global higher
summability of the gradient.
First let us prove the following “Caccioppoli type” inequality:
Lemma 3.1. Assume that conditions (1.4), (1.5), (1.8), (1.9), (1.11), (1.12) are fulfilled and
g ∈H 1,q(Ω). Let w ∈H 1,q(Ω) be a solution of the strongly elliptic system
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Ω
n∑
i=1
(
ai(x,Dw+Dg)|Diϕ
)
dx =
∫
Ω
n∑
i=1
(
F i(x,w+ g)|Diϕ
)
dx
+
∫
Ω
(
F 0(x,w+ g,Dw +Dg)|ϕ) dx, ∀ϕ ∈H 1,q0 (Ω). (3.1)
Then there exists a positive function o(σ), which goes to zero with σ , such that for every
couples of concentric balls B(σ)⊂ B(2σ)⊂Ω , it results∫
B(σ)
(
1+ ‖w‖δ + ‖Dw‖)q dx  cσ−q ∫
B(2σ)
‖w−wB(2σ)‖q dx
+ cσn
(
−
∫
B(2σ)
(
1+ ‖w‖δ + ‖Dw‖) qnn+q dx
) n+q
n
+o(σ)
∫
B(2σ)
(
1+‖w‖δ + ‖Dw‖)q dx
+ c1
∫
B(2σ)
(
1+ ‖g‖δ + ‖Dg‖)q dx, (3.2)
where δ = max(α,β/γ ) and the constants c, c1 do not depend on σ .
Proof. Having fixed B(2σ)⊂Ω , let θ ∈C∞0 (Rn) be a function with the properties
0 θ  1, θ = 1 on B(σ), θ = 0 on Rn \B(2σ),
‖Dθ‖ Cσ−1,
with C a numerical constant. Let us assume in (3.1) ϕ = θq(w−wB(2σ)) and let us rewrite
(3.1) in the following way:∫
Ω
n∑
i=1
(
ai(x,Dw)|θqDiw
)
dx
=
∫
Ω
n∑
i=1
(
ai(x,Dw)− ai(x,Dw+Dg)|θqDiw
)
dx
−q
∫
Ω
n∑
i=1
(
ai(x,Dw+Dg)|θq−1Diθ(w−wB(2σ))
)
dx
+
∫
Ω
n∑
i=1
(
F i(x,w+ g)|θqDiw+ qθq−1Diθ(w−wB(2σ))
)
dx
+
∫ (
F 0(x,w+ g,Dw +Dg)|θq(w−wB(2σ))
)
dx. (3.3)Ω
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n∑
i=1
(
ai(x,Dw)|Diw
)= n∑
i,j=1
N∑
h,k=1
( 1∫
0
∂aih(x, tDw)
∂p
j
k
dt
)
DjwDiw
 ν‖Dw‖2
1∫
0
(
1+ t‖Dw‖)q−2 dt (3.4)
and taking into account Lemma 2.2 we get
n∑
i=1
(
ai(x,Dw)|Diw
)
 c(ν, q)V q−2(Dw)‖Dw‖2 . (3.5)
Moreover, from condition (1.8) we derive
n∑
i=1
(
ai(x,Dw)− ai(x,Dw+Dg)|Diw
)
=−
n∑
i,j=1
N∑
h,k=1
( 1∫
0
∂aih(x,Dw+ tDg)
∂p
j
k
dt
)
DjgDiw
M
1∫
0
(
1+ ‖Dw + tDg‖)q−2 dt‖Dg‖‖Dw‖ (3.6)
and by Lemma 2.2
n∑
i=1
(
ai(x,Dw)− ai(x,Dw+Dg)|Diw
)
MV q−2(Dw +Dg)‖Dg‖‖Dw‖
 c(M)V q−2(Dw)‖Dg‖‖Dw‖ + c(M)‖Dg‖q−1‖Dw‖. (3.7)
Then from (3.3) we obtain
c(ν, q)
∫
Ω
θqV q−2(Dw)‖Dw‖2 dx
−q
∫
Ω
n∑
i=1
(
ai(x,Dw+Dg)|θq−1Diθ(w−wB(2σ))
)
dx
+
∫
Ω
n∑
i=1
(
F i(x,w+ g)|θqDiw+ qθq−1Diθ(w−wB(2σ))
)
dx
+
∫ (
F 0(x,w+ g,Dw +Dg)|θq(w−wB(2σ))
)
dxΩ
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∫
Ω
V q−2(Dw)θq‖Dg‖‖Dw‖dx + c(M)
∫
Ω
θq‖Dg‖q−1‖Dw‖dx
 |A| + |B| + |C| + |D| + |E|.
Let us estimate the terms of the right hand side.
For what concerns |A|, taking into account the condition (1.10) and applying the Hölder
inequality, we get
|A| c
∫
Ω
θq−1
(
1+ ‖Dw‖ + ‖Dg‖)q−1σ−1‖w−wB(2σ)‖dx
 ε
∫
Ω
θq
(
1+ ‖Dw‖)q dx + cσ−q ∫
B(2σ)
‖w−wB(2σ)‖q dx
+ c
∫
B(2σ)
‖Dg‖q dx, (3.8)
where the constants depend on q and M .
Similarly, ∀ε > 0 and taking into account that αq  δq ,
|B| c
∫
Ω
θq−1
(
1+ ‖w‖α + ‖g‖α)q−1θ‖Dw‖dx
+ c
∫
Ω
θq−1
(
1+ ‖w‖α + ‖g‖α)q−1σ−1‖w−wB(2σ)‖dx
 ε
∫
Ω
θq‖Dw‖q dx + c(ε)
∫
Ω
θq
(
1+ ‖w‖δq)dx
+ cσ−q
∫
B(2σ)
‖w−wB(2σ)‖qdx + c(ε)
∫
Ω
θq
(
1+ ‖g‖δq)dx.
Moreover, being δq  n/(n− 1),∫
Ω
θq‖w‖δq dx  c
∫
B(2σ)
‖w−wB(2σ)‖δq dx + cσn‖wB(2σ)‖δq

( ∫
B(2σ)
‖Dw‖ δqnn+δq dx
) n+δq
n
+ cσn
(
−
∫
B(2σ)
‖w‖ δqnn+q dx
) n+q
n
 cσn−δ(n−q)
( ∫
‖Dw‖q dx
)δ
+ cσn
(
−
∫
‖w‖ δqnn+q dx
) n+q
n
.B(2σ) B(2σ)
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θq dx 
∫
B(2σ)
1 dx  cσn
(
−
∫
B(2σ)
dx
)ρ
, ∀ρ > 0,
we get, for each ε > 0,
|B| ε
∫
Ω
θq‖Dw‖q dx + cσn
(
−
∫
B(2σ)
(
1+ ‖w‖δ) qnn+q dx
) n+q
n
+o1(σ )
∫
B(2σ)
‖Dw‖q dx + cσ−q
∫
B(2σ)
‖w−wB(2σ)‖q dx
+ c
∫
B(2σ)
(
1+ ‖g‖δq)dx, (3.9)
where
o1(σ )= cσn−δ(n−q)
( ∫
B(2σ)
‖Dw‖q dx
)δ−1
and the constants c depend on q , M , C1.
|C| c
∫
Ω
θq
(
1+‖w‖β + ‖g‖β + ‖Dw‖γ + ‖Dg‖γ )q−1‖w−wB(2σ)‖dx
 c
∫
Ω
θq
(
1+‖w‖β + ‖Dw‖γ )q−1‖w−wB(2σ)‖dx
+ c
∫
Ω
θq
(
1+ ‖g‖β + ‖Dg‖γ )q−1‖w−wB(2σ)‖dx
 c
( ∫
B(2σ)
‖w−wB(2σ)‖
q
q−γ (q−1) dx
)1− γ (q−1)q
×
[( ∫
B(2σ)
(
1+ ‖w‖ βqγ + ‖Dw‖q )dx
) γ (q−1)
q
+
( ∫ (
1+ ‖g‖ βqγ + ‖Dg‖q)dx
) γ (q−1)
q
]
.B(2σ)
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B(2σ)
‖w−wB(2σ)‖
q
q−γ (q−1) dx
) q−γ (q−1)
q
 σ 1−
n(γ−1)
q′
( ∫
B(2σ)
‖Dw‖q dx
) 1
q
,
we get
|C| cσ 1−
n(γ−1)
q′
[( ∫
B(2σ)
(
1+ ‖w‖δq + ‖Dw‖q )dx
)1+ γ−1
q′
+
( ∫
B(2σ)
(
1+ ‖g‖δq + ‖Dg‖q)dx
)1+ γ−1
q′
]
and hence
|C| co2(σ )
∫
B(2σ)
(
1+‖w‖δq + ‖Dw‖q )dx
+ c1
∫
B(2σ)
(
1+ ‖g‖δq + ‖Dg‖q)dx, (3.10)
where
o2(σ )= cσ 1−
n(γ−1)
q′
( ∫
B(2σ)
(
1+‖w‖δq +‖Dw‖q )dx
) γ−1
q′
,
c1 = c
(∫
Ω
(
1+ ‖g‖δq + ‖Dg‖q)dx
) γ−1
q′
and the constants depend on q , M , C0.
For what concerns D and E we have
D 
∫
Ω
θq−1
(
1+ ‖Dw‖)q−1θ‖Dg‖dx
 ε
∫
Ω
θq
(
1+ ‖Dw‖)q dx + c(ε) ∫
B(2σ)
‖Dg‖q dx (3.11)
and
E 
∫
Ω
θq−1‖Dg‖q−1θ‖Dw‖dx
 ε
∫
θq‖Dw‖q dx + c(ε)
∫
‖Dg‖q dx. (3.12)Ω B(2σ)
158 G. Idone / J. Math. Anal. Appl. 290 (2004) 147–170From (3.8)–(3.12) we get, for each ε > 0,∫
Ω
θqV q−2(Dw)‖Dw‖2 dx
 cσ−q
∫
B(2σ)
‖w−wB(2σ)‖q dx + cσn
(
−
∫
B(2σ)
(
1+ ‖w‖δ) qnn+q dx
) n+q
n
+o(σ)
∫
B(2σ)
(
1+ ‖w‖δq + ‖Dw‖q )dx + c1
∫
B(2σ)
(
1+ ‖g‖δq + ‖Dg‖q )dx
+ ε
∫
Ω
θq
(
1+‖w‖δ +‖Dw‖)q dx
=M+ c1
∫
B(2σ)
(
1+ ‖g‖δq + ‖Dg‖q )dx
+ ε
∫
Ω
θq
(
1+‖w‖δ +‖Dw‖)q dx, (3.13)
where
o(σ)= o1(σ )+ o2(σ )
goes to zero with σ in virtue of the absolute continuity of integral. Moreover, c = c(ν, q,
M,C1,C0), c1 = c1(ν, q,M,C1,C0,‖g‖H 1,q (Ω)) do not depend on σ .
From (3.13) we get∫
Ω
θq‖Dw‖q dx M+ c1
∫
B(2σ)
(
1+‖g‖δq +‖Dg‖q )dx
+ ε
∫
Ω
θq
(
1+ ‖w‖δ + ‖Dw‖)q dx,
and being∫
Ω
θq
(
1+ ‖w‖δq)dx  cM, (3.14)
from (3.13) and (3.14) we get, for ε sufficiently small,∫
B(σ)
(
1+ ‖w‖δ + ‖Dw‖)q dx  cσ−q ∫
B(2σ)
‖w−wB(2σ)‖q dx
+ cσn
(
−
∫ (
1+ ‖w‖δ + ‖Dw‖) qnn+q dx
) n+q
nB(2σ)
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∫
B(2σ)
(
1+‖w‖δ + ‖Dw‖)q dx + c1
∫
B(2σ)
(
1+ ‖g‖δ + ‖Dg‖)q dx. (3.15)
Hence the assert. ✷
Lemma 3.2. Assume that conditions (1.4), (1.5), (1.8), (1.9), (1.11), (1.12) are fulfilled and
g ∈H 1,q∗(Ω). If w ∈H 1,q(Ω) is a solution of the strongly elliptic system
∫
Ω
n∑
i=1
(
ai(x,Dw+Dg)|Diϕ
)
dx =
∫
Ω
n∑
i=1
(
F i(x,w+ g)|Diϕ
)
dx
+
∫
Ω
(
F 0(x,w+ g,Dw +Dg)|ϕ)dx, ∀ϕ ∈H 1,q0 (Ω), (3.16)
then there exists a number 1 < r˜ < q∗/q and a constant σ0(w) > 0 such thatDu ∈ Lqr˜loc(Ω)
and ∀B(2σ)⊂Ω with σ < σ0 it results
(
−
∫
B(σ)
(
1+ ‖w‖δ + ‖Dw‖)qr˜ dx
) 1
r˜
K −
∫
B(2σ)
(
1+‖w‖δ + ‖Dw‖)q dx
+K
(
−
∫
B(2σ)
(
1+ ‖g‖δ + ‖Dg‖)qr˜ dx
) 1
r˜
, (3.17)
where δ = max(α,β/γ ) and the constant K does not depend on σ .
Proof. By Poincaré inequality it follows
σ−q
∫
B(2σ)
‖w−wB(2σ)‖q dx  cσn
(
−
∫
B(2σ)
‖Dw‖ nqn+q dx
) n+q
n
.
Hence, if we set
U = (1+ ‖w‖δ + ‖Dw‖) qnn+q ,
G= (1+‖g‖δ +‖Dg‖) qnn+q ,
from Caccioppoli’s inequality (3.2) it follows
−
∫
B(σ)
U
n+q
n dx  c
(
−
∫
B(2σ)
U dx
) n+q
n
+ o(σ) −
∫
B(2σ)
U
n+q
n dx + c −
∫
B(2σ)
G
n+q
n dx.
Then in virtue of Ghering–Giaquinta–Modica lemma (see, for instance, [2, p. 125]) and of
the fact that o(σ) goes to zero with σ , the assert follows. ✷
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g ∈H 1,q∗(B+(1)). If w ∈H 1,q(B+(1)) is a solution of the strongly elliptic problem

∫
B+(1)
∑n
i=1(ai(x,w+ g,Dw +Dg)|Diϕ) dx
= ∫B+(1)∑ni=1(F i(x,w+ g)|Diϕ) dx
+ ∫
B+(1)(F
0(x,w+ g,Dw +Dg)|ϕ)dx, ∀ϕ ∈H 1,q0 (B+(1)),
w(x)= 0 on Γ,
(3.18)
then there exists a constant σ¯0(w) > 0 and a number 1 < r ′ < q∗/q such that Dw ∈
L
qr ′
loc (B
+(1)) and ∀B+(2σ)⊂ B+(1) with σ < σ¯0 it results(
−
∫
B+(σ )
(
1+ ‖w‖δ + ‖Dw‖)qr ′ dx
)
K −
∫
B+(2σ)
(
1+ ‖w‖δ + ‖Dw‖q )dx
+K
(
−
∫
B+(2σ)
(
1+ ‖g‖δ + ‖Dg‖)qr ′ dx
) 1
r′
, (3.19)
where δ = max(α,β/γ ) and K is a positive constant which does not depend on σ .
Proof. Let us choose σ < 1/2 and a function θ ∈C∞0 (Rn) having the following properties:
0 θ  1, θ = 1 in B(σ), θ = 0 in Rn \B(2σ),
‖Dθ‖ Cσ−1, (3.20)
with C a numerical constant. Taking into account thatw = 0 on Γ , in (3.18) we can assume
ϕ = θqw and, arguing as in the proof of Lemma 3.1, we get the “Caccioppoli type” estimate∫
B+(σ )
(
1+‖w‖δ + ‖Dw‖)q dx
 cσ−q
∫
B+(2σ)
‖w‖q dx + cσn
(
−
∫
B+(2σ)
(
1+ ‖w‖δ + ‖Dw‖) qnn+q dx
) n+q
n
+o(σ)
∫
B+(2σ)
(
1+ ‖w‖δ + ‖Dw‖)q dx
+ c1
∫
B+(2σ)
(
1+‖g‖δ +‖Dg‖)q dx. (3.21)
Now, taking into account that
w(x)= 0 on Γ
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σ−q
∫
B+(2σ)
‖w‖q dx  cσn
(
−
∫
B+(2σ)
‖Dw‖ nqn+q dx
) n+q
n
and hence, to obtain (3.19), we can repeat the same argument of Lemma 3.2. ✷
Lemma 3.4. Let the conditions (1.4), (1.5), (1.8), (1.9), (1.11), (1.12) be fulfilled, let ∂Ω
be of class C2 and g ∈H 1,q∗(Ω). If w ∈H 1,q0 (Ω) is a solution to the Dirichlet problem{∑n
i=1Diai(x,Dw+Dg)=
∑n
i=1 DiF i(x,w+ g)− F 0(x,w+ g,Dw +Dg),
w = 0 on ∂Ω,
then there exists r > 1 such that Dw ∈Lqr(Ω).
Proof. It is enough to use the usual covering procedure (see [3, Lemmas 2.V, 2.VI, 2.VII
and Section 8]). ✷
From Lemma 3.4 we immediately derive the global Hölder continuity of u for q = n.
For this reason in the sequel we shall confine ourselves to the case q < n.
4. Interior local regularity result
For what follows it is useful to recall some important results due to Campanato.
Theorem 4.1. If u ∈H 1,q(Ω), q  2, is a solution of the basic system∑
i
Dia
i(Du)= 0 in Ω, (4.1)
under conditions (1.5), (1.8), (1.9), then, for every ball B(σ)= B(x0, σ )⊂⊂Ω and ∀t ∈
(0,1), ∫
B(tσ )
‖W(Du)‖2 dx  ctλ
∫
B(σ)
‖W(Du)‖2 dx, (4.2)
where
λ= min{2+ ε,n},
the constant c does not depend on t, σ, x0 and ε = ε(ν,M,ν) is a suitable number 0 <
ε < 1. See [3, Theorem 3.1, p. 128].
Now we can present the main result on interior local regularity. Let u ∈H 1,q(Ω) be a
solution of the Dirichlet problem
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{
u− g ∈H 1,q0 (Ω),∑
i Dia
i(x,Du)=∑i DiF i − F 0 in Ω.
Set
w = u− g.
The vector w ∈H 1,q(Ω) is a solution of the system∑
i
Dia
i(x,Dw+Dg)
=
∑
i
DiF
i(x,w+ g)− F 0(x,w+ g,Dw +Dg) in Ω (4.3)
in the following sense:∫
Ω
∑
i
(
ai(x,Dw+Dg)|Diϕ
)
dx
=
∫
Ω
∑
i
(F i |Diϕ) dx +
∫
Ω
(F 0|ϕ)dx, ∀ϕ ∈H 1,q0 (Ω). (4.4)
We have the following result:
Theorem 4.2. Assume that conditions (1.4), (1.5), (1.8), (1.9), (1.11) and (1.12) are ful-
filled. If
g ∈H 1, nqn−q ,
( µ
q−1
)
(Ω), 0 <
µ
q − 1 < λ, (4.5)
and w ∈H 1,q(Ω) is a solution of the system∑
i
Dia
i(x,Dw+Dg)=
∑
i
DiF
i(x,w+ g)− F 0(x,w+ g,Dw +Dg) in Ω,
then for every Ω∗ ⊂⊂Ω we have
Dw ∈Lq, µq−1 (Ω∗). (4.6)
Proof. Let Ω∗ be an open set: Ω∗ ⊂⊂ Ω and d = dist(Ω¯∗, ∂Ω). Fix the ball B(σ) =
B(x0, σ ) with x0 ∈Ω∗ and σ  d .
In B(σ) we decompose w as v − z, where z is a solution of the Dirichlet problem

z ∈H 1,q0 (Ω),∑
i Dia
i(x0,Dz+Dw +Dg)
=∑i Di [ai(x,Dw+Dg)− F i] + F 0 in B(σ),
(4.7)
while v ∈H 1,q(B(σ)) is a solution of the system∑
i
Dia
i(x0,Dv +Dg)= 0 in B(σ). (4.8)
(4.7) means that ∀ϕ ∈H 1,q(B(σ))0
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∫
B(σ)
∑
i
(
ai(x0,Dz+Dw+Dg)− ai(x0,Dw +Dg)|Diϕ
)
dx
=
∫
B(σ)
∑
i
(
ai(x,Dw+Dg)− ai(x0,Dw +Dg)|Diϕ
)
dx
−
∫
B(σ)
∑
i
(F i |Diϕ) dx −
∫
B(σ)
(F 0|ϕ)dx. (4.9)
Assuming ϕ = z, setting
Bij =
1∫
0
Aij (x,Dw+Dg + tDz) dt,
taking into account ellipticity condition (1.9) and Lemma 2.2, we obtain
c
∫
B(σ)
(
1+ ‖Dw‖ + ‖Dg‖ + ‖Dz‖)q−2‖Dz‖2 dx

∫
B(σ)
∑
i
∥∥ai(x,Dw+Dg)− ai(x0,Dw +Dg)∥∥‖Dz‖dx
+
∫
B(σ)
∑
i
‖F i‖‖Diz‖dx +
∫
B(σ)
‖F 0‖‖z‖dx
= |A| + |B| + |C|. (4.10)
On the other hand, by hypothesis (1.4) we have ∀ε > 0
|A| =
∫
B(σ)
∑
i
∥∥ai(x,Dw+Dg)− ai(x0,Dw+Dg)∥∥‖Dz‖dx
 cω(σ)
∫
B(σ)
V q−2(Dw+Dg)‖Dw +Dg‖‖Dz‖dx
 ε
∫
B(σ)
V q−2(Dw+Dg)‖Dz‖2 dx
+ cω2(σ )
∫
B(σ)
‖W(Dw +Dg)‖2 dx. (4.11)
Now, by means of conditions (1.11), (1.12), (4.5) and by Lemma 3.4, we have∫
‖Dz‖dx  ε
∫
‖Dz‖q dx + cσn, (4.12)B(σ) B(σ )
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B(σ)
‖Dz‖‖w‖α(q−1) dx 
( ∫
B(σ)
‖Dz‖q dx
) 1
q
( ∫
B(σ)
‖w‖αq dx
) 1
q′
 ε
∫
B(σ)
‖Dz‖q dx + c
∫
B(σ)
‖w‖q∗ dx + cσn
 ε
∫
B(σ)
‖Dz‖q dx + cσ r−1r n
2
n−q ‖w‖
nq
n−q
H 1,qr (B(σ ))
+ cσn, (4.13)
and ∫
B(σ)
‖Dz‖‖g‖α(q−1) dx  ε
∫
B(σ)
‖Dz‖q dx + c
∫
B(σ)
‖g‖q∗ dx + cσn
 ε
∫
B(σ)
‖Dz‖q dx + cσ µq−1 ‖g‖q∗
Lq
∗ ,µ/(q−1)(B(σ ))+ cσn. (4.14)
Therefore by (4.12), (4.13), (4.14)
|B| =
∫
B(σ)
∑
i
‖F i‖‖Diz‖dx
 ε
∫
B(σ)
‖W(Dz)‖2 dx
+ c
(
σn + σ r−1r n
2
n−q ‖w‖
nq
n−q
H 1,qr (B(σ ))
+ σ µq−1 ‖g‖q∗
Lq
∗ ,µ/(q−1)(B(σ ))
)
. (4.15)
In the same way, taking into account the following estimates
∫
B(σ)
‖z‖dx 
( ∫
B(σ)
‖z‖q∗ dx
) 1
q∗
(σn)
1
q′′  ε
∫
B(σ)
‖Dz‖q dx + cσ n(q−1)+qq−1 , (4.16)
∫
B(σ)
‖z‖‖w‖β(q−1) dx 
( ∫
B(σ)
‖z‖q∗ dx
) 1
q∗
( ∫
B(σ)
‖w‖β(q−1)q ′′ dx
) 1
q′′
 ε
∫
B(σ)
‖Dz‖q dx + c‖w‖
q∗q′
q′′
H 1,q (B(σ ))
+ cσ n(q−1)+qq−1
 ε
∫
‖Dz‖q dx + cσn
( r−1
r
) n(q−1)+q
(n−q)(q−1) ‖w‖q
n(q−1)+q
(n−q)(q−1)
H 1,qr (B(σ ))
+ cσ n(q−1)+qq−1 , (4.17)B(σ)
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‖z‖‖g‖β(q−1) dx  ε
∫
B(σ)
‖Dz‖q dx + c
( ∫
B(σ)
‖g‖q∗ dx
) q′
q′′
+ cσ n(q−1)+qq−1
 ε
∫
B(σ)
‖Dz‖q dx + cσ
µ
(q−1)2
n(q−1)+q
n ‖g‖
q[n(q−1)+q]
(n−q)(q−1)
Lq
∗ ,µ/(q−1)(B(σ ))+ cσ
n(q−1)+q
q−1 , (4.18)
∫
B(σ)
‖z‖‖Dw‖γ (q−1) dx
 ε
∫
B(σ)
‖Dz‖q dx + c
( ∫
B(σ)
‖Dw‖q dx
) q′
q′′
+ cσ n(q−1)+qq−1
 ε
∫
B(σ)
‖Dz‖q dx + cσn
( r−1
r
)(
1+ qn(q−1)
)
‖Dw‖q
(
1+ qn(q−1)
)
Lqr (B(σ )) + cσ
n(q−1)+q
q−1 , (4.19)
∫
B(σ)
‖z‖‖Dg‖γ (q−1) dx  ε
∫
B(σ)
‖Dz‖q dx + c
( ∫
B(σ)
‖Dg‖q dx
) q′
q′′
+ cσ n(q−1)+qq−1
 ε
∫
B(σ)
‖Dz‖q dx + cσ µq−1 n−qn n(q−1)+qn(q−1) + qq−1 n(q−1)+qn ‖Dg‖
qq′
q′′
Lq
∗ ,µ/(q−1)(B(σ ))
+ cσ n(q−1)+qq−1 , (4.20)
we have
|C| =
∫
B(σ)
‖F 0‖‖z‖dx
 ε
∫
B(σ)
‖W(Dz)‖2 dx + c
(
σ
n(q−1)+q
q−1 + σn
( r−1
r
) n(q−1)+q
(n−q)(q−1) ‖w‖q
n(q−1)+q
(n−q)(q−1)
H 1,qr (B(σ ))
+σ
µ
(q−1)2
n(q−1)+q
n ‖g‖
q[n(q−1)+q]
(n−q)(q−1)
Lq
∗ ,µ/(q−1)(B(σ ))+ σ
n
( r−1
r
)(
1+ q
n(q−1)
)
‖Dw‖q
(
1+ q
n(q−1)
)
Lqr (B(σ ))
+σ µq−1 n−qn n(q−1)+qn(q−1) + qq−1 n(q−1)+qn ‖Dg‖
qq′
q′′
Lq
∗ ,µ/(q−1)(B(σ ))
)
. (4.21)
From (4.11), (4.15), (4.21) it follows
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∫
B(σ)
(
1+ ‖Dw‖ + ‖Dg‖ + ‖Dz‖)q−2‖Dz‖2 dx
 ε
∫
B(σ)
V q−2(Dw +Dg)‖Dz‖2 dx + ε
∫
B(σ)
‖W(Dz)‖2 dx
+ c
{
ω2(σ )
∫
B(σ)
‖W(Dw +Dg)‖2 dx + σn + σ n(q−1)+qq−1
+σ r−1r n
2
n−q ‖w‖
nq
n−q
H 1,qr (B(σ ))
+ σ µq−1 ‖g‖q∗
Lq
∗ ,µ/(q−1)(B(σ ))
+σn
( r−1
r
) n(q−1)+q
(n−q)(q−1) ‖w‖q
n(q−1)+q
(n−q)(q−1)
H 1,qr (B(σ ))
+ σ
µ
(q−1)2
n(q−1)+q
n ‖g‖
q[n(q−1)+q]
(n−q)(q−1)
Lq
∗ ,µ/(q−1)(B(σ ))
+σn
( r−1
r
)(
1+ q
n(q−1)
)
‖Dw‖q
(
1+ q
n(q−1)
)
Lqr (B(σ ))
+σ µq−1 n−qn n(q−1)+qn(q−1) + qq−1 n(q−1)+qn ‖Dg‖
qq′
q′′
Lq
∗ ,µ/(q−1)(B(σ ))
}
, (4.22)
where the constant depend on ε, q, ν,C0,C1, d . Then for a suitable choose of ε we obtain
∫
B(σ)
‖W(Dz)‖2 dx  c
{
ω2(σ )
∫
B(σ)
‖W(Dw +Dg)‖2 dx + σn
+σ r−1r n
2
n−q ‖w‖
nq
n−q
H 1,qr (B(σ ))
+ σ µq−1 ‖g‖q∗
Lq
∗ ,µ/(q−1)(B(σ ))+ σ
n(q−1)+q
q−1
+σn
( r−1
r
) n(q−1)+q
(n−q)(q−1)‖w‖q
n(q−1)+q
(n−q)(q−1)
H 1,qr (B(σ ))
+ σ
µ
(q−1)2
n(q−1)+q
n ‖g‖
q[n(q−1)+q]
(n−q)(q−1)
Lq
∗ ,µ/(q−1)(B(σ ))
+σn
( r−1
r
)(
1+ q
n(q−1)
)
‖Dw‖q
(
1+ q
n(q−1)
)
Lqr (B(σ ))
+σ µq−1 n−qn n(q−1)+qn(q−1) + qq−1 n(q−1)+qn ‖Dg‖
qq′
q′′
Lq
∗ ,µ/(q−1)(B(σ ))
}
. (4.23)
The vector (v + g) is a solution of the basic system (4.8), and then fundamental estimate
(4.2) holds: ∀t ∈ (0,1)∫
B(tσ )
‖W(Dv +Dg)‖2 dx  ctλ
∫
B(σ)
‖W(Dv +Dg)‖2 dx.
Hence (see Lemma 2.1)∫
B(tσ )
‖W(Dv)‖2 dx  ctλ
∫
B(σ)
‖W(Dv)‖2 dx + c
∫
B(σ)
‖W(Dg)‖2 dx. (4.24)
As w = v− z in B(σ), it follows from (4.23), (4.24) that ∀t ∈ (0,1)
G. Idone / J. Math. Anal. Appl. 290 (2004) 147–170 167
∫
B(tσ )
‖W(Dw)‖2 dx  c
∫
B(tσ )
‖W(Dv)‖2 + ‖W(Dz)‖2 dx
 ctλ
∫
B(σ)
‖W(Dw)‖2 dx + c
∫
B(σ)
‖W(Dg)‖2 dx + c
∫
B(σ)
‖W(Dz)‖2 dx
 c
(
tλ +ω2(σ )) ∫
B(σ)
‖W(Dw)‖2 dx + cσmin
{ µ
q−1 ,n
( r−1
r
)(
1+ q
n(q−1)
)}
M, (4.25)
where
M= 1+ ‖W(Dg)‖2
L2,µ/(q−1) (Ω) +‖w‖
nq
n−q
H 1,qr (B(σ ))
+‖g‖q∗
Lq
∗ ,µ/(q−1)(Ω) + ‖w‖
q
n(q−1)+q
(n−q)(q−1)
H 1,qr (B(σ ))
+ ‖g‖
q[n(q−1)+q]
(n−q)(q−1)
Lq
∗ ,µ/(q−1)(Ω)
+‖Dw‖q
(
1+ q
n(q−1)
)
Lqr (Ω) + ‖Dg‖
qq′
q′′
Lq
∗ ,µ/(q−1)(Ω). (4.26)
By Lemma 2.4 and from (4.25) it follows that
∀ε < λ−min
{
µ
q − 1 , n
(
r − 1
r
)(
1+ q
n(q − 1)
)}
∃σε  d such that ∀σ < σε and ∀t ∈ (0,1)∫
B(tσ )
‖W(Dw)‖2 dx  (1+ c)tmin
{ µ
q−1 ,n
( r−1
r
)(
1+ q
n(q−1)
)} ∫
B(σ)
‖W(Dw)‖2 dx
+ cM(tσ )min
{ µ
q−1 ,n
( r−1
r
)(
1+ q
n(q−1)
)}
, (4.27)
where the constant c does not depend onM. This implies that ∀σ < σε∫
B(σ)
‖W(Dw)‖2 dx  cσmin
{ µ
q−1 ,n
( r−1
r
)(
1+ q
n(q−1)
)}
×
{
σ
−min{ µq−1 ,n( r−1r )(1+ qn(q−1) )}
ε
∫
Ω
‖W(Dw)‖2 dx +M
}
(4.28)
and consequently
‖W(Dw)‖2
L
2,min
{ µ
q−1 ,n
( r−1
r
)(
1+ q
n(q−1)
)}
(Ω∗)
 c
{∫
Ω
‖W(Dw)‖2 dx +M
}
. (4.29)
Now, if
µ
q − 1  n
(
r − 1
r
)(
1+ q
n(q − 1)
)
,
the theorem is proved. Otherwise, if
n
(
r − 1)(
1+ q
)
<
µ
,r n(q − 1) q − 1
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Dw ∈Lq,n
( r−1
r
)(
1+ q
n(q−1)
)
(Ω∗). (4.30)
From (4.30), repeating the same arguments as above and using a suitable choose of the set
Ω∗, we have that ∀t ∈ (0,1)∫
B(tσ )
‖W(Dw)‖2 dx  c(tλ +ω2(σ )) ∫
B(σ)
‖W(Dw)‖2 dx
+ cσmin
{ µ
q−1 ,n
( r−1
r
)(
1+ q
n(q−1)
)2}M.
Now, if
µ
q − 1  n
(
r − 1
r
)(
1+ q
n(q − 1)
)2
,
the theorem is proved.
Otherwise, if
n
(
r − 1
r
)(
1+ q
n(q − 1)
)2
<
µ
q − 1 ,
repeating the same arguments as above a finite number of times, we find an integer n′ such
that
n
(
r − 1
r
)(
1+ q
n(q − 1)
)n′
> n
and ∫
B(tσ )
‖W(Dw)‖2 dx  c(tλ +ω2(σ )) ∫
B(σ)
‖W(Dw)‖2 dx
+ cσmin
{ µ
q−1 ,n
( r−1
r
)(
1+ q
n(q−1)
)n′ }M. (4.31)
Because n λ > µ/(q − 1) the assert of Theorem 4.2 is completely proved. ✷
5. Regularity near the boundary
Let ai(x,p) be vector of RN , defined in Λ+ = B+(1) × RnN , of class C1 in p and
F 0(x,u,p), F i(x,u), i = 1,2, . . . , n, be vectors of RN defined, respectively, in B+(1)×
R
N ×RnN and B+(1)×RN , measurable in x , continuous in u and p.
Theorem 5.1. If u ∈H 1,q(B+(1)) is a solution of the problem{∑
i Dia
i(Du)= 0 in B+(1),
u= 0 on Γ, (5.1)
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∀t ∈ (0,1)∫
B+(tσ )
‖W(Du)‖2 dx  ctλ
∫
B+(σ )
‖W(Du)‖2 dx,
where the constant c does not depend on t , σ and λ= min(2+ ε,n) (with ε = n− 2).
See [3, Theorem 6.II, p. 141].
Theorem 5.2. Assume that conditions (1.4), (1.5), (1.8), (1.9), (1.11) and (1.12)3 are ful-
filled. If
g ∈H 1, nqn−q ,
( µ
q−1
)(
B+(1)
)
, 0 <
µ
q − 1 < λ,
and w ∈H 1,q(B+(1)) is a solution of the problem{
w = 0 on Γ,∑
i Dia
i(x,Dw+Dg)=∑i DiF i(x,u)− F 0(x,u,Du) in B+(1), (5.2)
then, for every R < 1, we get Dw ∈Lq,µ/(q−1)(B+(R)).
The proof of this theorem requests to get estimates similar to the ones obtained in the
interior case (see Theorem 4.2). The only difference is that we must use Theorem 5.1
instead of Theorem 4.1. The details of a similar proof can be found in [10, Theorem 4.2].
Now Theorem 1.1 can be obtained from the interior local regularity theorem (Theo-
rem 4.2) together with the boundary local regularity theorem (Theorem 5.2) and using local
coordinate charts. The details of such a procedure can be found in [10, Section 5]. In this
way, taking into account that u = w + g, with Dg ∈ Lnq/(n−q),µ/(q−1)(Ω), we get Du ∈
Lq,µ/(q−1)(Ω). Then u ∈Lq,µ/(q−1)+q(Ω) (see Section 2) and, if n− q < µ/(q − 1) < λ,
also u ∈ C0,α(Ω¯) with α = 1− n/q +µ/(q − 1)(1/q) (see Section 2).
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