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In this paper, we consider the stochastic Cohen–Grossberg-type BAM neural networks
with mixed delays. By utilizing the Lyapunov–Krasovskii functional and the linear matrix
inequality (LMI) approach, some sufficient LMI-based conditions are obtained to guarantee
the global asymptotic stability of stochastic Cohen–Grossberg-type BAM neural networks
with mixed delays. These conditions can be easily checked via the MATLAB LMI toolbox.
Moreover, the obtained results extend and improve the earlier publications. Finally, a
numerical example is provided to demonstrate the low conservatism and effectiveness of
the proposed LMI conditions.
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1. Introduction
The Cohen–Grossberg-type BAM neural network model was initially proposed by Cohen and Grossberg [1] in 1983.
The model not only generalizes the single-layer autoassociative Hebbian correlator to a two-layer pattern matched
heteroassociative circuit but also possesses Cohen–Grossberg dynamics, and it has promising application potentials for tasks
of classification, parallel computation, associative memory and nonlinear optimization problems; see [1–3]. Considerable
attention has been given in the literature to Cohen–Grossberg-type BAM neural networks. For example, see [2,4–14], and
the references therein.
As we known, in hardware implementation of neural networks, time delays are inevitably present due to the finite
switching speeds of the amplifiers. Usually, discrete delays including constant delays and time-varying delays in models
of delayed feedback systems serve as a good approximation in many circuits having a small number of cells [4,5,10,12–19].
However, in fact neural networks usually have a spatial extent due to the presence of a multitude of parallel pathways with
a variety of axon sizes and lengths, and hence there is a distribution of propagation delays over a period of time. In other
words, distributed delays should be incorporated in themodels. Therefore, the studies of neural networkswithmixed delays
(i.e., possess both discrete and distributed delays) are more important and realistic than those with single discrete delays.
Now there are many results on stability of equilibrium point of neural networks with mixed delays; see [6–9,11,20–25].
For instance, Li et al. [20,21] studied the global exponential stability for a class of Cohen–Grossberg neural networks with
discrete delays and continuously distributed delays by using the Lyapunov–Krasovskii functional and LMIs. In [25], Song and
Cao investigated the global exponential stability of the Cohen–Grossberg neural networkmodel with both time-varying and
continuously distributed delays via vector Lyapunov function, M-matrix theory and inequality technique.
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On the other hand, stochastic phenomenon always appears in the electrical circuit design of neural networks [3].
Moreover, a neural network could be stabilized or destabilized by certain stochastic inputs [26]. Hence, stochastic effects
should be taken into account in the design of delayed neural networks. Many interesting results on stability of stochastic
neural networks with mixed delays have been reported via different approaches; see [27–35]. In particular, LMI-based
technique is an important approach and has been successfully used to tackle various stability problems for stochastic
neural networks with mixed delays [28–35]. The main advantages of the approach include firstly that it only needs
tuning of parameters and matrices, and secondly it can be easily checked by resorting to the Matlab LMI toolbox. In [29],
Balasubramaniam and Rakkiyappan investigated the global asymptotic stability of stochastic recurrent neural networks
with discrete and distributed delays by utilizing the Lyapunov–Krasovskii functional and LMIs. Using the same approach,
Balasubramaniam and Rakkiyappan [32] further investigated the global asymptotical stability for a class of Markovian
jumping stochastic Cohen–Grossberg neural networks with discrete interval and distributed delays. In [33,34], Wang et al.
studied the exponential stability of uncertain stochastic neural networks with discrete and distributed delays and robust
stability for stochastic Hopfield neural networks with time delays. However, to the best of our knowledge, there are almost
no LMI-based results on the problems of global stability of Cohen–Grossberg-type BAM neural networks with time-varying
and distributed delays. This inspires our work.
In this paper, we consider a class of Cohen–Grossberg-type BAM neural networks with time-varying and distributed
delays. By utilizing the Lyapunov–Krasovskii functional and the linear matrix inequality (LMI) approach, some sufficient
conditions are obtained to guarantee the global asymptotic stability of the addressed neural networks. Compared with the
previous results [4–14], our method is independent of the upper bound of the amplification functions if the derivative
of amplification functions satisfies certain conditions, which may possess highly important significance in the design of
Cohen–Grossberg-type BAM neural network circuits with stochastic effects. Moreover, the stability results are expressed in
terms of LMIs, which are less conservative and less restrictive and can be easily verified by using the MATLAB LMI toolbox.
To the best of our knowledge, the results presented here have not appeared in the related literature.
This paper is organized as follows. In Section 2, the basic notation and assumptions are introduced. In Section 3, some
criteria are obtained for Cohen–Grossberg-type BAMneural networkswith time-varying and distributed delays. A numerical
example is presented to demonstrate our results in Section 4. Finally, conclusions are drawn in Section 5.
2. Model description and preliminaries
Throughout this paper wewill use the notationA > 0 orA < 0 to denote that thematrixA is a symmetric and positive
definite or negative definite matrix. The notation A T and A −1 mean the transpose of A and the inverse of a square matrix.
If A ,B are symmetric matrices, A > B means that A −B is a positive definite matrix. I denotes the identity matrix with
appropriate dimensions. Moreover, the notation ⋆ always denotes the symmetric block in one symmetric matrix.
In this paper, we consider the following model:
dx1(t) = −α(x1(t))
[
β(x1(t))−W1f (x2(t − µ(t)))−W2
∫ t
−∞
K1(t − s)f (x2(s))ds
]
dt
+ σ1(t, x1(t), x2(t − µ(t)))dω(t), t ≥ 0,
dx2(t) = −c(x2(t))
[
d(x2(t))−W3g(x1(t − τ(t)))−W4
∫ t
−∞
K2(t − s)g(x1(s))ds
]
dt
+ σ2(t, x1(t − τ(t)), x2(t))dω(t), t ≥ 0,
(1)
with initial values
x1(s) = φ1(s), s ∈ (−∞, 0],
x2(s) = φ2(s), s ∈ (−∞, 0], (2)
where x1(t) = (x11(t), x12(t), . . . , x1n1(t))T , x2(t) = (x21(t), x22(t), . . . , x2n2(t))T are the neuron state vectors, n1, n2 ≥ 2
are the number of units in the neural networks, α(x1) = diag(α1(x11), . . . , αn1(x1n1)), c(x2) = diag(c1(x21), . . . , cn2(x2n2))
represent the abstract amplification functions, β(x1) = (β1(x11), . . . , βn1(x1n1))T , d(x2) = (d1(x21), . . . , dn2(x2n2))T
are appropriately behaved functions such that the solutions of model (1) remain bounded, Wk = (w(k)ij )n1×n2 as k =
1, 2,Wk = (w(k)ij )n2×n1 as k = 3, 4, are the interconnection matrices, f (·), g(·) denote the neuron activations with
f (0) = g(0) = 0, τ (t), µ(t) represent the transmission delay with 0 ≤ τ(t) ≤ τ , 0 ≤ µ(t) ≤ µ, τ˙ (t) ≤ τ ∗ < 1
and µ˙(t) ≤ µ∗ < 1, τ , τ ∗, µ, µ∗ are some real constants. ω(t) = (ω1(t), . . . , ωm(t))T ism-dimensional Brownian motion
defined on a complete probability space (Ω,F , P)with a natural filtration {Ft}t≥0 generated by {ω(s) : 0 ≤ s ≤ t},where
we associate Ω with the canonical space generated by ω(t), and denote by F the associated σ -algebra generated by ω(t)
with the probability measure P . Initial value function φ = (φ1, φ2) ∈ C2F0((−∞, 0],Rn1+n2), where C2F0 denotes the family
of all bounded F0-measurable, C[(−∞, 0),Rn1+n2 ]-valued random variables, satisfying ‖φ‖ = supθ≤0 E|φ(θ)|2 < ∞,
where E denotes the expectation of a stochastic process. Moreover, Ki(t) = diag(ki1(t), . . . , kin3−i(t)), i = 1, 2, is the delay
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kernel function, kij is a real valued non-negative continuous function defined in [0,∞) satisfying∫ ∞
0
kij(s)ds
.= κij <∞, j = 1, 2, . . . , n3−i, i = 1, 2.
For the sake of simplicity, we give the following assumptions:
(H1) Functions αi(·), cj(·) are positive bounded, continuously differentiable and satisfy αi ≤ αi(u) < ∞, c j ≤ cj(u) <
∞, uα′i(u) ≥ 0 and uc ′j (u) ≥ 0, i = 1, . . . , n1, j = 1, . . . , n2,where αi, c j are some positive constants.
(H2) There exist positive diagonal matricesB = diag(β⋆1 , . . . , β⋆n1),D = diag(d⋆1, . . . , d⋆n2) such that
βi(u)− βi(v)
u− v ≥ β
⋆
i ,
dj(u)− dj(v)
u− v ≥ d
⋆
j , i = 1, . . . , n1, j = 1, . . . , n2
for all u ≠ v, u, v ∈ R.
(H3) The activation functions fi, gj are Lipschitz continuous, i.e., there exist positive constants L
f
i , L
g
j such that
|fi(u)− fi(v)| ≤ Lfi |u− v|, |gj(u)− gj(v)| ≤ Lgj |u− v|, i = 1, . . . , n2, j = 1, . . . , n1
for all u, v ∈ R.
(H4) The diffusion coefficient σi(·), i = 1, 2, is local Lipschitz continuous and satisfies the linear growth condition as well.
Moreover, there exist two constant matrices J1, J2 with appropriate dimensions such that
trace[σ Ti (t, u, v)σi(t, u, v)] ≤ uT J1u+ vT J2v, i = 1, 2
for all u ∈ Rn1 , v ∈ Rn2 .
It follows from [26,30] that under hypotheses (H2)–(H4), system (1) has one unique global solution which is denoted by
x(t, φ) or x(t) on t ≥ 0 for the initial condition (2). As usual, we will also assume that σi(t, 0, 0) = 0 for all t ∈ R+ in this
paper. Clearly, model (1) admits an equilibrium solution x(t, 0) ≡ 0.
Definition 2.1. The trivial solution of model (1) is said to be globally stochastically asymptotic stable in the mean square if
the following condition holds for any initial condition φ ∈ C2F0 :
lim
t→+∞ E(‖x1(t)‖
2 + ‖x2(t)‖2) = 0.
Next, we will introduce several lemmas which will be used in Section 3.
Lemma 2.1 ([22]). Given any real matrices W1,W2 and Q of appropriate dimensions and a number ε > 0 such that Q T = Q
> 0, then the following inequality holds:
W T1 W2 +W T2 W1 ≤ εW T1 QW1 + ε−1W T2 Q−1W2.
Lemma 2.2. Let Y be the real matrix of n×m dimensions, U = diag(u1, . . . , un)T and V = diag(v1, . . . , vn)T . If 0 < U ≤ V ,
then trace[Y TUY ] ≤ trace[Y TVY ].
Proof. Suppose that Y = (yij)n×m, then we compute that
trace[Y TUY ] =
m−
i=1
n−
j=1
y2jiuj ≤
m−
i=1
n−
j=1
y2jivj = trace[Y TVY ]. 
Lemma 2.3 ([26]). The trivial solution of a stochastic differential equation,
dx(t) = F(t, x(t), y(t))dt + G(t, x(t), y(t))dω(t),
x(t) = φx(t), t ∈ [−τ , 0],
y(t) = φy(t), t ∈ [−µ, 0],
on t ∈ [t0, T ], where F : R+×Rn×Rn −→ Rn and G : R+×Rn×Rn −→ Rn×m, is globally asymptotically stable in probability
if there exists a function V (t, x(t), y(t)) ∈ R+ × Rn × Rn which is positive definite in the Lyapunov sense and satisfies
L V (t, x(t), y(t)) = ∂V
dt
+ grad(V )F + 1
2
tr(GGT )Hess(V ) < 0.
The matrix Hess (V ) is the Hessian matrix of the second-order partial derivatives.
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Lemma 2.4 (Schur Complement [36]). For a given matrix
S =

S11 S12
S21 S22

> 0,
where ST11 = S11, ST22 = S22, is equivalent to any one of the following conditions:
(1) S22 > 0, S11 − S12S−122 ST12 > 0;
(2) S11 > 0, S22 − ST12S−111 S12 > 0.
3. Global stability results
In this section, we will construct a new Lyapunov–Krasovskii functional to investigate the global stability of the
equilibrium solution for (1).
Theorem 3.1. Assume that (H1)–(H4) hold. Then the equilibrium point of model (1) is globally asymptotically stable in the mean
square if there exist diagonal matrices P (1) > 0, P (2) > 0,Q (i) > 0, i = 1, . . . , 4, such that the following LMIs hold:
Π1 =
Π11 P (1)W1 P (1)W2⋆ Q (1) 0
⋆ ⋆ Q (3)
 > 0, (3)
Π2 =
Π22 P (2)W3 P (2)W4⋆ Q (2) 0
⋆ ⋆ Q (4)
 > 0, (4)
where
Π11 = 2P (1)B − λ(max,α)J1 − λ(max,c)1− τ ∗ J1 −
1
1− τ ∗ L
gQ (2)Lg − LgK2Q (4)K2Lg ,
Π22 = 2P (2)D − λ(max,c)J2 − λ(max,α)1− µ∗ J2 −
1
1− µ∗ L
fQ (1)Lf − LfK1Q (3)K1Lf ,
λ(max,α) = λmax(P (1)Λ−1α ), λ(max,c) = λmax(P (2)Λ−1c ),
Λα = diag[α1, α2, . . . , αn1 ], Λc = diag[c1, c2, . . . , cn2 ],
Lf = diag(Lf1, . . . , Lfn2), Lg = diag(Lg1, . . . , Lgn1),
Ki = diag(κ1i, . . . , κn3−i), i = 1, 2.
Proof. We use the following Lyapunov–Krasovskii functional to derive the stability result,
V (t, x1, x2) = V1(t, x1, x2)+ V2(t, x1, x2)+ V3(t, x1, x2)+ V4(t, x1, x2), (5)
where
V1(t, x1, x2) = 2
n1−
i=1
p(1)i
∫ x1i(t)
0
s
αi(s)
ds+ 2
n2−
i=1
p(2)i
∫ x2i(t)
0
s
ci(s)
ds,
V2(t, x1, x2) = λ(max,c)1− τ ∗
∫ t
t−τ(t)
xT1(s)J1x1(s)ds+
λ(max,α)
1− µ∗
∫ t
t−µ(t)
xT2(s)J2x2(s)ds,
V3(t, x1, x2) = 11− µ∗
∫ t
t−µ(t)
f T (x2(s))Q (1)f (x2(s))ds+ 11− τ ∗
∫ t
t−τ(t)
gT (x1(s))Q (2)g(x1(s))ds,
V4(t, x1, x2) =
n2−
i=1
q(3)i κ1i
∫ ∞
0
k1i(v)
∫ t
t−v
f 2i (x2i(s))dsdv +
n1−
i=1
q(4)i κ2i
∫ ∞
0
k2i(v)
∫ t
t−v
g2i (x1i(s))dsdv,
P (i) = diag(p(i)1 , . . . , p(i)ni ), i = 1, 2,
Q (i) =

diag(q(i)1 , . . . , q
(i)
n1), i = 2, 4,
diag(q(i)1 , . . . , q
(i)
n2), i = 1, 3.
By Ito’s formula and Lemma 2.3, wewill calculateL V1,L V2,L V3 andL V4 along the trajectories of system (1), respectively.
In order to do this, we would first like to show the following two inequalities:
Vx1x1 ≤ 2P (1)Λ−1α , Vx2x2 ≤ 2P (2)Λ−1c . (6)
X. Li, X. Fu / Journal of Computational and Applied Mathematics 235 (2011) 3385–3394 3389
In fact, from (5), we know that
Vx1 = 2

p(1)1 x11
α1(x11)
,
p(1)2 x12
α2(x12)
, . . . ,
p(1)n1 x1n1
αn1(x1n1)
T
,
then it yields
α(x)Vx1 = 2

p(1)1 x11, p
(1)
2 x12, . . . , p
(1)
n1 x1n1
T
. (7)
Now we define
V ⋆x1
.= α(x)Vx1 =

α1(x11)V ∗1 , α2(x12)V
∗
2 , . . . , αn(x1n1)V
∗
n1
T
, (8)
where V ∗i = p
(1)
i x1i
αi(x1i)
, i = 1, . . . , n1.
Then it follows from (7) that
V ⋆x1x1 = 2

p(1)1 0 · · · 0
0 p(1)2 · · · 0
0 0
. . . 0
0 0 · · · p(1)n1
 = 2P (1). (9)
On the other hand, by condition (H1) and (8), we get
V ⋆x1x1 =

α′1(x11)V
∗
1 + α1(x11)V ∗1 ′ 0 · · · 0
0 α′2(x12)V
∗
2 + α2(x12)V ∗2 ′ · · · 0
0 0
. . . 0
0 0 · · · α′n(x1n1)V ∗n + αn(x1n1)V ∗n1 ′

= α′(x1)

V ∗1 0 · · · 0
0 V ∗2 · · · 0
0 0
. . . 0
0 0 · · · V ∗n1
+ α(x1)Vx1x1 ≥ α(x1)Vx1x1 , (10)
where V ∗i
′ .= dV ∗i /x1i.
Hence, from (9) and (10), we derive that
Vx1x1 ≤ 2P (1)Λ−1α .
Similarly, one can also derive that Vx2x2 ≤ 2P (2)Λ−1c .
Moreover, utilizing Lemma 2.1, we get
2xT1(t)P
(1)W1f (x2(t − µ(t))) ≤ xT1(t)P (1)W1Q (1)−1W T1 P (1)x1(t)+ f T (x2(t − µ(t)))Q (1)f (x2(t − µ(t))),
2xT2(t)P
(2)W3g(x1(t − τ(t))) ≤ xT2(t)P (2)W3Q (2)−1W T3 P (2)x2(t)+ gT (x1(t − τ(t)))Q (2)g(x1(t − τ(t))),
2xT1(t)P
(1)W2
∫ t
−∞
K1(t − s)f (x2(s))ds ≤ xT1(t)P (1)W2Q (3)−1W T2 P (1)x1(t)
+
∫ t
−∞
K1(t − s)f (x2(s))ds
T
Q (3)
∫ t
−∞
K1(t − s)f (x2(s))ds

,
2xT2(t)P
(2)W4
∫ t
−∞
K2(t − s)g(x1(s))ds ≤ xT2(t)P (2)W4Q (4)−1W T4 P (2)x2(t)
+
∫ t
−∞
K2(t − s)g(x1(s))ds
T
Q (4)
∫ t
−∞
K2(t − s)g(x1(s))ds

. (11)
From (6), (11) and conditions (H2)–(H4), utilizing Lemma 2.2, we can calculate that
L V1(t, x1, x2) = 2xT1(t)P (1)
[
−β(x1(t))+W1f (x2(t − µ(t)))+W2
∫ t
−∞
K1(t − s)f (x2(s))ds
]
+ 2xT2(t)P (2)
[
−d(x2(t))+W3g(x1(t − τ(t)))+W4
∫ t
−∞
K2(t − s)g(x1(s))ds
]
3390 X. Li, X. Fu / Journal of Computational and Applied Mathematics 235 (2011) 3385–3394
+ 1
2
tr[σ T1 (t, x1(t), x2(t − µ(t)))Vx1x1σ1(t, x1(t), x2(t − µ(t)))]
+ 1
2
tr[σ T2 (t, x1(t − τ(t)), x2(t))Vx2x2σ2(t, x1(t − τ(t)), x2(t))]
≤ −2xT1(t)P (1)Bx1(t)− 2xT2(t)P (2)Dx2(t)+ 2xT1(t)P (1)W1f (x2(t − µ(t)))
+ 2xT2(t)P (2)W3g(x1(t − τ(t)))+ 2xT1(t)P (1)W2
∫ t
−∞
K1(t − s)f (x2(s))ds
+ 2xT2(t)P (2)W4
∫ t
−∞
K2(t − s)g(x1(s))ds
+ tr[σ T1 (t, x1(t), x2(t − µ(t)))P (1)Λ−1α σ1(t, x1(t), x2(t − µ(t)))]
+ tr[σ T2 (t, x1(t − τ(t)), x2(t))P (2)Λ−1c σ2(t, x1(t − τ(t)), x2(t))]
≤ xT1(t)

−2P (1)B + P (1)W1Q (1)−1W T1 P (1) + P (1)W2Q (3)−1W T2 P (1)

x1(t)
+ xT2(t)

−2P (2)D + P (2)W3Q (2)−1W T3 P (2) + P (2)W4Q (4)−1W T4 P (2)

x2(t)
+ f T (x2(t − µ(t)))Q (1)f (x2(t − µ(t)))+ gT (x1(t − τ(t)))Q (2)g(x1(t − τ(t)))
+
∫ t
−∞
K1(t − s)f (x2(s))ds
T
Q (3)
∫ t
−∞
K1(t − s)f (x2(s))ds

+
∫ t
−∞
K2(t − s)g(x1(s))ds
T
Q (4)
∫ t
−∞
K2(t − s)g(x1(s))ds

ds
+ λ(max,α)tr[σ T1 (t, x1(t), x2(t − µ(t)))σ1(t, x1(t), x2(t − µ(t)))]
+ λ(max,c)tr[σ T2 (t, x1(t − τ(t)), x2(t))σ2(t, x1(t − τ(t)), x2(t))]
≤ xT1(t)

−2P (1)B + P (1)W1Q (1)−1W T1 P (1) + P (1)W2Q (3)−1W T2 P (1) + λ(max,α)J1

x1(t)
+ xT2(t)

−2P (2)D + P (2)W3Q (2)−1W T3 P (2) + P (2)W4Q (4)−1W T4 P (2) + λ(max,c)J2

x2(t)
+ λ(max,α)xT2(t − µ(t))J2x2(t − µ(t))+ λ(max,c)xT1(t − τ(t))J1x1(t − τ(t))
+ f T (x2(t − µ(t)))Q (1)f (x2(t − µ(t)))+ gT (x1(t − τ(t)))Q (2)g(x1(t − τ(t)))
+
∫ t
−∞
K1(t − s)f (x2(s))ds
T
Q (3)
∫ t
−∞
K1(t − s)f (x2(s))ds

+
∫ t
−∞
K2(t − s)g(x1(s))ds
T
Q (4)
∫ t
−∞
K2(t − s)g(x1(s))ds

. (12)
On the other hand, we can easily obtain that
L V2(t, x1, x2) = λ(max,c)1− τ ∗ x
T
1(t)J1x1(t)−
λ(max,c)
1− τ ∗ x
T
1(t − τ(t))J1x1(t − τ(t))[1− τ˙ (t)]
+ λ(max,α)
1− µ∗ x
T
2(t)J2x2(t)−
λ(max,α)
1− µ∗ x
T
2(t − µ(t))J2x2(t − µ(t))[1− µ˙(t)]
≤ λ(max,c)
1− τ ∗ x
T
1(t)J1x1(t)− λ(max,c)xT1(t − τ(t))J1x1(t − τ(t))
+ λ(max,α)
1− µ∗ x
T
2(t)J2x2(t)− λ(max,α)xT2(t − µ(t))J2x2(t − µ(t)),
L V3(t, x1, x2) = 11− µ∗ f
T (x2(t))Q (1)f (x2(t))− 11− µ∗ f
T (x2(t − µ(t)))Q (1)f (x2(t − µ(t)))[1− µ˙(t)]
+ 1
1− τ ∗ g
T (x1(t))Q (2)g(x1(t))− 11− τ ∗ g
T (x1(t − τ(t)))Q (2)g(x1(t − τ(t)))[1− τ˙ (t)]
≤ 1
1− µ∗ f
T (x2(t))Q (1)f (x2(t))− f T (x2(t − µ(t)))Q (1)f (x2(t − µ(t)))
+ 1
1− τ ∗ g
T (x1(t))Q (2)g(x1(t))− gT (x1(t − τ(t)))Q (2)g(x1(t − τ(t))). (13)
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By the well-known Cauchy–Schwarz inequality, one can deduced that
L V4(t, x1, x2) =
n2−
i=1
q(3)i κ1if
2
i (x2i(t))
∫ ∞
0
k1i(v)dv −
n2−
i=1
q(3)i κ1i
∫ ∞
0
k1i(v)f 2i (x2i(t − v))dv
+
n1−
i=1
q(4)i κ2ig
2
i (x1i(t))
∫ ∞
0
k2i(v)dv −
n1−
i=1
q(4)i κ2i
∫ ∞
0
k2i(v)g2i (x1i(t − v))dsdv
=
n2−
i=1
q(3)i κ
2
1if
2
i (x2i(t))−
n2−
i=1
q(3)i
∫ ∞
0
k1i(v)dv
∫ ∞
0
k1i(v)f 2i (x2i(t − v))dv
+
n1−
i=1
q(4)i κ
2
2ig
2
i (x1i(t))−
n1−
i=1
q(4)i
∫ ∞
0
k2i(v)dv
∫ ∞
0
k2i(v)g2i (x1i(t − v))dsdv
≤ f T (x2(t))K1Q (3)K1f (x2(t))−
n2−
i=1
q(3)i
∫ ∞
0
k1i(v)fi(x2i(t − v))dv
2
+ gT (x1(t))K2Q (4)K2g(x1(t))−
n1−
i=1
q(4)i
∫ ∞
0
k2i(v)gi(x1i(t − v))dv
2
= f T (x2(t))K1Q (3)K1f (x2(t))−
∫ ∞
0
K1(v)f (x2(t − v))dv
T
Q (3)
∫ ∞
0
K1(v)f (x2(t − v))dv

+ gT (x1(t))K2Q (4)K2g(x1(t))−
∫ ∞
0
K2(v)g(x1(t − v))dv
T
Q (4)
∫ ∞
0
K2(v)g(x1(t − v))dv

.
(14)
Then, it follows from (12)–(14) that
L V (t, x1, x2) ≤ xT1(t)

−2P (1)B + P (1)W1Q (1)−1W T1 P (1) + P (1)W2Q (3)−1W T2 P (1) + λ(max,α)J1

x1(t)
+ xT2(t)

−2P (2)D + P (2)W3Q (2)−1W T3 P (2) + P (2)W4Q (4)−1W T4 P (2) + λ(max,c)J2

x2(t)
+ λ(max,c)
1− τ ∗ x
T
1(t)J1x1(t)+
λ(max,α)
1− µ∗ x
T
2(t)J2x2(t)+
1
1− τ ∗ g
T (x1(t))Q (2)g(x1(t))
+ 1
1− µ∗ f
T (x2(t))Q (1)f (x2(t))+ f T (x2(t))K1Q (3)K1f (x2(t))+ gT (x1(t))K2Q (4)K2g(x1(t))
≤ −xT1(t)

2P (1)B − P (1)W1Q (1)−1W T1 P (1) − P (1)W2Q (3)−1W T2 P (1) − λ(max,α)J1
− λ(max,c)
1− τ ∗ J1 −
1
1− τ ∗ L
gQ (2)Lg − LgK2Q (4)K2Lg

x1(t)
− xT2(t)

2P (2)D − P (2)W3Q (2)−1W T3 P (2) − P (2)W4Q (4)−1W T4 P (2) − λ(max,c)J2
− λ(max,α)
1− µ∗ J2 −
1
1− µ∗ L
fQ (1)Lf − LfK1Q (3)K1Lf

x2(t)
≤ −xT1(t)Π1x1(t)− xT2(t)Π2x2(t),
where
Π1 = 2P (1)B − P (1)W1Q (1)−1W T1 P (1) − P (1)W2Q (3)−1W T2 P (1) − λ(max,α)J1 −
λ(max,c)
1− τ ∗ J1
− 1
1− τ ∗ L
gQ (2)Lg − LgK2Q (4)K2Lg ,
Π2 = 2P (2)D − P (2)W3Q (2)−1W T3 P (2) − P (2)W4Q (4)−1W T4 P (2) − λ(max,c)J2 −
λ(max,α)
1− µ∗ J2
− 1
1− µ∗ L
fQ (1)Lf − LfK1Q (3)K1Lf .
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Therefore,L V (t, x1, x2) < 0 whenΠ1 > 0 andΠ2 > 0. By using the Schur complement (Lemma 2.4),Π1 > 0 andΠ2 > 0
if and only if the LMIs (3) and (4) hold. This implies that the equilibrium point of system (1) is globally asymptotically stable
in the mean square. The proof is completed. 
Remark 3.1. When τ(t) = const,µ(t) = const, it is obvious that Theorem 3.1 becomes a delay-independent criterion. This
shows that the constant delays are harmless to the stability of the delayed neural network model (1).
In order to utilize Matlab LMI Toolbox effectively, one may take P (1) = β1I, P (2) = β2I, where β1, β2 denote some real
constants. Then we give the following result by Theorem 3.1:
Corollary 3.1. Assume that (H1)–(H4) hold. Then the equilibrium point of model (1) is globally asymptotically stable in the mean
square if there exist two constants β1 > 0, β2 > 0, and some diagonal matrices Q (i) > 0, i = 1, . . . , 4, such that the following
two LMIs hold:
Π1 =
Π11 β1W1 β1W2⋆ Q (1) 0
⋆ ⋆ Q (3)
 > 0, Π2 =
Π22 β2W3 β2W4⋆ Q (2) 0
⋆ ⋆ Q (4)
 > 0,
where
Π11 = 2β1B − max
1≤i≤n1
{α−1i }J1 − max1≤j≤n2{c
−1
j }
J1
1− τ ∗ −
1
1− τ ∗ L
gQ (2)Lg − LgK2Q (4)K2Lg ,
Π22 = 2β2D − max
1≤j≤n2
{c−1j }J2 − max1≤i≤n1{α
−1
i }
J2
1− µ∗ −
1
1− µ∗ L
fQ (1)Lf − LfK1Q (3)K1Lf ,
Lf = diag(Lf1, . . . , Lfn2), Lg = diag(Lg1, . . . , Lgn1),
Ki = diag(κ1i, . . . , κn3−i), i = 1, 2.
Remark 3.2. When α(·) = In1×n1 , c(·) = In2×n2 , model (1) is simplified to the general stochastic BAM neural network with
time-varying delays and distributed delays:
dx1(t) =

−β(x1(t))+W1f (x2(t − µ(t)))+W2
∫ t
−∞
K1(t − s)f (x2(s))ds

dt
+ σ1(t, x1(t), x2(t − µ(t)))dω(t), t ≥ 0,
dx2(t) =

−d(x2(t))+W3g(x1(t − τ(t)))+W4
∫ t
−∞
K2(t − s)g(x1(s))ds

dt
+ σ2(t, x1(t − τ(t)), x2(t))dω(t), t ≥ 0.
(15)
For model (15), we have the following result by Corollary 3.1:
Corollary 3.2. Assume that (H2)–(H4) hold. Then the equilibrium point of model (15) is globally asymptotically stable in the
mean square if there exist two constants β1 > 0, β2 > 0, and some diagonal matrices Q (i) > 0, i = 1, . . . , 4,, such that the
following LMIs hold:
Π1 =
Π11 β1W1 β1W2⋆ Q (1) 0
⋆ ⋆ Q (3)
 > 0,
Π2 =
Π22 β2W3 β2W4⋆ Q (2) 0
⋆ ⋆ Q (4)
 > 0,
where
Π11 = 2β1B − β1J1 − β21− τ ∗ J1 −
1
1− τ ∗ L
gQ (2)Lg − LgK2Q (4)K2Lg ,
Π22 = 2β2D − β2J2 − β11− µ∗ J2 −
1
1− µ∗ L
fQ (1)Lf − LfK1Q (3)K1Lf ,
Lf = diag(Lf1, . . . , Lfn2), Lg = diag(Lg1, . . . , Lgn1),
Ki = diag(κ1i, . . . , κn3−i), i = 1, 2.
Remark 3.3. In [4–14], the authors studied the global asymptotic stability and exponential stability for Cohen–Grossberg-
type BAM neural networks with constant delays or time-varying delays or distributed delays via different approaches.
However, the stochastic termwas not taken into account in themodels. Moreover, onemay find that all the results in [4–14]
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a b
Fig. 1. (a) Numerical solution Ex2 of system (16) with λ1 = 4, λ2 = 3 for t ∈ [0, 2.5]. (b) Numerical solution Ex2 of system (16) with λ1 = 20, λ2 = 19
for t ∈ [0, 2.5].
are dependent on the upper bound of the amplification functions. It should be noted that in this paper we have dropped out
the assumption on the upper bound if the derivative of the amplification functions satisfy certain conditions. Therefore, our
results and those established in [4–14] are complementary each other. It is believed that these results are significant and
useful for the design and applications of delayed Cohen–Grossberg-type BAM neural networks with stochastic effects.
4. Numerical example
In this section, we will give a numerical example showing the effectiveness of the conditions given here.
Example 4.1. Consider the Cohen–Grossberg-type BAM neural networks (1) with the following parameters:
B =

6 0
0 5

, D =

10 0
0 8

, W1 =
−1 0.5
0 0.7

,
W2 =

1 0.4
−0.6 0.5

, W3 =

0.2 −0.2
0.5 0.1

, W4 =

0.3 0.4
−0.7 0.1

,
σ1 =

1.2x11(t) 0
0 1.3x22(t − 0.2)

, σ2 =

1.2x12(t − 0.2) 0
0 1.3x21(t)
 (16)
and fi(x) = tanh(x), gi(x) = 0.5(|x + 1| − |x − 1|), βi(x) = β⋆i x, di(x) = d⋆i x, τ (t) = µ(t) = 0.2, kij(s) = e−s, αi(s) =
λ1 − λ2e−is2 , ci(s) = λ1 − λ21+is2 , i, j = 1, 2,where λ1, λ2 are some positive constants and satisfy λ1 − λ2 = 1.
Then it is obvious thatK1 = K2 = Lf = Lg = Λα = Λc = I2×2, J1 = 1.44I2×2, J2 = 1.69I2×2. By using the Matlab LMI
toolbox, we obtain the feasible solutions for Corollary 3.1 as follows:
Q (1) =

29.2516 0
0 29.2516

, Q (2) =

28.4907 0
0 28.4907

, Q (3) =

29.2516 0
0 29.2516

,
Q (4) =

28.4907 0
0 28.4907

, β1 = 7.9291, β2 = 5.0424.
Therefore, the equilibrium point of model (16) is globally stochastically asymptotically stable in the mean square. This
conclusion can be verified by the following numerical simulations.
Remark 4.1. For convenience in our computer simulations, we assume that: (I) λ1 = 4, λ2 = 3, kij = e−s for s ∈ [0, 20],
and kij = 0 for s > 20, i, j = 1, 2. Then the corresponding numerical simulation is shown in Fig. 1(a); (II) λ1 = 20, λ2 = 19,
kij = e−s for s ∈ [0, 20], and kij = 0 for s > 20, i, j = 1, 2. Then the corresponding numerical simulation is shown in
Fig. 1(b). Here we point out that Fig. 1(a) and (b) show the dynamic behavior of system (16) with step h = 0.01 and the
initial conditions (x11(t), x12(t), x21(t), x22(t))T = (−0.5,−0.5, 1, 1)T , t ∈ (−∞, 0]. It confirms that the proposed LMIs in
our results are effective for model (16).
Remark 4.2. From Example 4.1, one may observe that when λ1 − λ2 = 1, the equilibrium point of model (16) is globally
stochastically asymptotically stable in themean square even if the upper bound of amplification functionsλ1 is large enough.
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5. Conclusion
In this paper, stochastic Cohen–Grossberg-type BAM neural networks with mixed delays are studied. By introducing
a new Lyapunov–Krasovskii functional, some new stability results are established in term of LMIs to guarantee the
global asymptotic stability of stochastic Cohen–Grossberg-type BAM neural networks with mixed delays. Compared with
the previous results, our method is independent of the upper bound of the amplification functions if the derivative of
amplification functions satisfy certain conditions, which may possess highly important significance in the design of delayed
Cohen–Grossberg-type BAM neural network circuits with stochastic effects. Finally, a numerical example is given to show
the superiority of our proposed stability conditions.
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