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ABSTRACT
Accurate sex estimation of human skeletal remains is imperative for skeletal
biologists, and relies upon the sexual dimorphism between males and females in a
population. The degree of dimorphism, and hence the accuracy of sex estimation methods,
are known to vary among populations, and while such global patterns have been well
studied, the underlying causes of this variation are relatively unclear. Body size—a sexually
dimorphic trait that also varies among populations—has previously been shown to affect
skeletal morphology, yet whether specific body size parameters, such as stature and body
mass, influence the expression of traits used for nonmetric sex estimation has not been
previously tested.
To address this problem, this study tests three hypotheses: (1) variation in
expression of sexually dimorphic traits will co-vary with body size, (2) stature will be a
greater contributor to the sexual dimorphism of specific skeletal traits than body mass, and
(3) sexual dimorphism will increase as stature increases.
Over 200 skeletons of varying body size were scored according to three widely-used
sex estimation methods for the cranium, pelvis, and humerus. Existing and novel metrics
provide more nuanced measures of dimorphism in the same skeletal regions. A suite of
parametric and nonparametric statistical tests were conducted to determine the degree of
covariation among the skeletal traits, method performance, and body size.
Results show significant correlations exist between dimorphic traits and both body
size parameters, with stature exhibiting stronger correlations than body mass. However,
the effects of stature on individual traits become diluted when analyzing overall method
vi

performance, which remains unaffected by body size. The exception is the pelvic method,
which exhibits high classification accuracy for the tallest and shortest males in the sample,
with individuals around the mean at the highest risk of misclassification.
Despite the results of the pelvic method, overall there is little effect of body size on
morphological sex estimation performance. However, body size does influence metric
traits, with stature exerting more influence than body mass. Future research should
explore whether body size, particularly stature, has the potential to affect both intra- and
interpopulational application of metric sex estimation methods.
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CHAPTER 1: INTRODUCTION
Accurate sex estimation of human skeletal remains is imperative for skeletal
biologists. In bioarchaeology and paleopathology, sex estimation is relied upon to
determine the demographic composition of a sample and to understand patterns of
disease; in forensic anthropology, accurate sex estimation can contribute to positive victim
identification, or eliminate half of the missing persons pool to narrow the search for the
unknown victim. Sex estimation is dually important because other aspects of the biological
profile rely on sex to be determined first. For example, stature is estimated by entering
post-cranial measurements into sex-based linear regression formulae with the assumption
that sex influences the body proportions used to determine stature (Ousley 1995). The
reverse—that body size might influence the expression of sexually dimorphic traits—has
not been considered. The degree of sexual dimorphism is known to vary between
populations, and while such global patterns have been well-studied, the underlying causes
of this variation are relatively unclear. Body size has been previously shown to affect
morphological trait expression used in age estimation (Merritt 2015), though no study has
explored the effect, if any, on traits associated with sex estimation. This thesis aims to
establish whether body size also influences expression of sexually dimorphic skeletal traits.
Sexual dimorphism has been researched from a variety of perspectives, but its
importance for forensic anthropology has resulted in many studies that seek to establish
new or improve upon existing biological profiling methods (Klales et al. 2012; Rogers 1999;
Rogers 2006; Walker 2008). Though forensic method development is inherently more
concerned with the discriminatory value of specific skeletal elements rather than the
1

degree of dimorphism, this effort has nevertheless resulted in a well-established
understanding of global patterns of sexual dimorphism (Frayer and Wolpoff 1985).
However, the academic pursuit of new methods and validation studies has also revealed
limitations for the application of forensic methods, such as the inability to accurately
capture sexual dimorphism consistently in different populations.
For example, Vance et al. (2011) found limited success when applying a distal
humerus sex estimation method developed on North American populations to black and
white South Africans. Their study employed the Rogers (1999) method, which involves a
morphological assessment of four characteristics of the distal humerus—trochlear
symmetry, trochlear constriction, olecranon fossa shape and depth, and angle of the medial
epicondyle. Vance et al. (2011) only achieved a 75.5% average accuracy with this method
on a South African population, whereas Rogers (1999) achieved 94% accuracy for the
North American population on which the method was developed. Vance et al. (2011)
postulate that the anatomical region of the distal humerus may truly be less sexually
dimorphic, or alternatively, simply less consistent in the South African population due to
other factors such as “general body build,” alluding to potential implications of body size on
forensic traits. A similar instance of reduced method accuracy was echoed by Kruger et al.
(2015) in a study that concluded that the Walker (2008) cranial morphological traits do not
perform as well on South African populations. A high frequency of indeterminate trait
rankings were observed, which Kruger et al. (2015) explained was an indication of less
cranial sexual dimorphism in South Africans than in North Americans. Furthermore, a
study analyzing metric data from South African whites and South African blacks show that
2

the former tend to exhibit greater cranial sexual dimorphism than the latter (L'Abbe et al.
2013; Ousley and L'Abbe 2010). Such variation in degree of sexual dimorphism both within
and among populations largely contributes to the reduced success rate observed when
applying forensic sex estimation methods to a population other than the one on which the
method was developed. The fluctuating accuracy of biological profile methods is
problematic, and understanding what factors may contribute to this issue is essential
toward improving demographic profile methods.
Sexual dimorphism can also manifest as a disparity in overall body size between the
sexes, a phenomenon called sexual size dimorphism, or SSD (Fairbairn 1997). SSD is
defined as the difference in height between males and females in a population (Gustafsson
and Lindenfors 2004), and has primarily been studied from an evolutionary perspective
(Fairbairn 1997; Herczeg et al. 2010; Stephens and Wiens 2009; Szekely et al. 2004)(See
Section 2.2 for more discussion of the study of SSD). However, SSD is largely neglected by
the forensic literature. In forensic analysis, stature is often assessed as part of the biological
profile. Current stature estimation standards inherently assume that an individual’s sex
dictates height, and skeletal measurements are input into sex-based linear regression
formulae to produce a final stature estimate (Ousley 1995). While the assumption is not
unfounded—adult males are on average 15% heavier and 9% taller than adult females
(Stulp and Barrett 2014)—there has been no research into whether an individual’s body
size influences the expression of traits used to estimate sex. Should such a relationship
exist, it may reverse current assumptions inherent in demographic methods. Furthermore,
body mass is typically not a biological parameter assessed in forensic analysis though
3

methods for estimating weight from the skeleton do exist (Auerbach and Ruff 2004; Moore
and Schaefer 2011; Ruff 2000a; Ruff 2000b). Should this study find that body mass
contributes to expression of sexually dimorphic traits, it could encourage the inclusion of
body mass estimation in a biological profile analysis.
A recent study (Merritt 2015) was the first to determine that body size affected the
morphological features used in age estimation, another facet of the forensic biological
profile. To estimate body size, Merritt (2015) used stature, body mass, and body mass
index, which is defined as an individual’s weight (kg) divided by their stature (m2). She
conducted four morphological age estimation methods on over 700 skeletons that ranged
in body size. The results showed that lightweight and short individuals experience a
reduced rate of skeletal aging, thus putting them at risk of being under-aged by osteological
methods; likewise, their heavy/tall counterparts tend to experience an increased rate of
skeletal aging, meaning obese individuals are at risk of being over-aged. She cited multiple
explanations for what may cause differential skeletal morphologies between individuals of
varying height and weight, including bone remodeling rates (which are slower in
lightweight individuals than overweight individuals), occupation or activity level, and/or
hormone levels—all factors that can affect body mass and skeletal development.
Sexual dimorphism and body size have also been studied from the perspective of
secular change. Using the Klales et al. (2012) pubic method to estimate sex on both historic
and modern skeletal samples, Klales (2016) compared the resulting trait score
distributions from the three pubic traits most commonly used for sex assessment: the
subpubic contour, the medial aspect of the ischiopubic ramus, and the ventral arc . She
4

noted a reduction in trait scores in modern females compared to historic females,
indicating a gracilization of the female pubic bone over time. Male innominates showed no
significant change in trait scores, but rather retained comparable levels of robusticity in
both samples. The increasingly gracile appearance in females and maintenance of
robusticity in males reveals that, with respect to morphological trait expression, secular
change has not impacted the sexes equally. With secular change in trait expression
contributing to greater disparity between the sexes, there is an increased accuracy in sex
assessment for modern populations (Klales 2016).
In addition to the identification of increasing sexual dimorphism over time, secular
change studies have also separately established that humans have become taller
(Hermanussen et al. 2009; Jantz et al. 2008; Maat 2005; Staub et al. 2011). On average,
most European populations have experienced a 15-19 cm increase in final adult height in
the past 150 years (Hermanussen et al. 2009). This trend has also been validated with
measurements on living populations (Meredith 1976). Taken together, the concomitant
patterns of increasing stature and sexual dimorphism lead to new questions about the
potential relationship between these trends. With height and skeletal sexual dimorphism
increasing alongside one another over time, this thesis seeks to explore whether a
covariation between these features have a detectable impact on current forensic sex
estimation methods that are indiscriminately applied to individuals of varying stature.
While there are significant bodies of literature on patterns of human body size
variation and sexual dimorphism among populations and across time, relatively few
studies investigate the relationship between these phenomena within a forensic
5

framework. Merritt (2015)’s study was the first to illustrate the effects of body size
dimensions on morphological traits explicitly used in forensic and paleoanthropological
applications, and her findings incite new questions about how other components of current
demographic methods may be involved. The purpose of this study will be to lay similar
groundwork by considering sexual dimorphism in conjunction with body size through both
a morphological and metric analysis of the expression of sexually dimorphic traits. Stature
and weight will be considered separately to allow a definitive statement to be made
regarding each component’s contribution to expression of skeletal traits and sex estimation
method performance.
The three hypotheses for this study are successive, with each part being contingent
upon the previous:
(1) Variation in expression of sexually dimorphic traits will co-vary with body size,
(2) If Hypothesis 1 holds true, stature will be a greater contributor to the sexual
dimorphism of specific skeletal traits than weight, and
(3) If Hypotheses 1 and 2 hold true, stature and sexual dimorphism do co-vary, and
sexual dimorphism will increase as stature increases.
The emphasis on stature is based on the height-based definitions of SSD that are
commonly used in the human variation literature (Gustafsson and Lindenfors 2004) and
the evidence that humans exhibit a well-documented secular pattern of increasing stature
over time (Hermanussen et al. 2009; Jantz et al. 2008; Maat 2005; Staub et al. 2011)
alongside increased dimorphism in pubic traits (Klales 2016). To address the hypotheses,
this thesis tests three widely-used morphological sex estimation methods on a sample of
6

North American individuals representing a range in stature. Each method is applied to a
different skeletal region: the skull (Walker 2008), the pubic bone of the os coxa (Klales et
al. 2012), and the distal humerus (Rogers 1999). The performance of each method, as well
as the distribution of associated ordinal or binary trait scores, will establish whether sexual
dimorphism is expressed differentially across a stature spectrum. Additionally, metrics that
correspond to the same skeletal regions will be recorded in attempts to identify any
covariation between body size and sexual dimorphism that may be too minute for forensic
sex estimation methods to detect. For the hypotheses to be supported, stature and sexual
dimorphism, as measured by morphological and metric trait assessment, will be positively
correlated. Should body mass also be correlated, the strength of the correlations should be
weaker than those observed with stature in order to support the primary hypothesis.
Finally, forensic sex estimation methods will have higher classification accuracies for
individuals of taller stature.
By testing for covariation between expression of dimorphic traits and body size, this
thesis will address a gap in the literature that exists at the intersection of human variation
and forensic application, and contribute to a greater understanding of variation in human
skeletal sexual dimorphism. Furthermore, it has the potential to explain some of the
current discrepancies in sex estimation accuracy between populations which may lead to
future refinement of forensic and paleodemographic biological profile methods, and help
anthropologists make more informed decisions regarding method application.

7

CHAPTER 2: BACKGROUND
Anatomical differences between males and females are evident in soft tissue
regions, but forensic and archaeological contexts often leave the anthropologist with
partially or fully skeletonized remains with which to conduct analysis. Sex estimation is
typically the primary step in creating the biological profile, which also involves assessing
age, stature, ancestry, pathology, and trauma. The biological profile then becomes the main
tool for the forensic anthropologist to gain individualizing information on an unidentified
skeleton, and for the bioarchaeologist or paleopathologist to understand social, cultural, or
biological trends in past populations. Because sex is an integral part of the biological
profile, method accuracy is imperative and relies on the well-established patterns of sexual
dimorphism in male and female skeletons.

2.1

Sexual Dimorphism
Sexual dimorphism is defined as the difference in morphological features between

adult males and females in a species (Fairbairn 1997; Leonard and Robertson 1994), and is
one of the most conspicuous sources of biological variation. Much of a species’ sexual
dimorphism can be attributed to obvious functional differences between the sexes, such as
their reproductive roles. The uniquely female ability to give birth is associated with
necessary skeletal morphology allowing for this function. Males and females in most
species also exhibit differing degrees of parental investment, mating frequencies, and rates
of reproductive success. These biological and behavioral disparities between the roles of
each sex can manifest morphologically as structures that aid in sexual display or combat in
8

males (Fairbairn 1997; Gould 1966; Stephens and Wiens 2009; Szekely et al. 2004) or
features that aid in reproductive success for females (Herczeg et al. 2010; Prenter et al.
1999; Stephens and Wiens 2009), all of which are examples are sexual dimorphism.
Sexual dimorphism in primates has been studied from a variety of perspectives:
geometric morphometric quantification of dimorphism in extant and extinct species,
typology of discrete traits for forensic anthropology and paleodemography (Rosas and
Bastir 2002), and establishing more general trends of sexual dimorphism that are
identified throughout the human lineage (Frayer and Wolpoff 1985; Plavcan 2003; Plavcan
2012). Early Pleistocene hominids exhibit high levels of dental and cranial dimorphism,
and diverged in their overall skeletal dimensions more than any later hominids. Middle and
Upper Pleistocene, as well as early Homo groups, display sexual dimorphism intermediate
to that of Australopithecines and extant groups (Wolpoff 1980). Overarching trends in the
hominin line show a decrease in sexual dimorphism over time from the European Upper
Paleolithic groups to later descendants (Plavcan 2012), a trend that is argued to be as
drastic as the increase in hominin brain size (Frayer and Wolpoff 1985).
Despite a reduction in sexual dimorphism relative to the Early Pleistocene hominids
and even some extant primates, modern humans retain enough sexual dimorphism to be
useful in anthropological contexts. As was previously mentioned, sexual dimorphism in
humans is most evident in soft tissues that are differentially distributed on the body. Males
have more muscle fiber, females store more subcutaneous fat, and primary sex
characteristics between the sexes differ (Frayer and Wolpoff 1985; Wells 2007). Sexspecific differentiation of most of these features is absent in subadults, indicating that the
9

initiation of hormonal changes at puberty is largely responsible for the dimorphism (Wells
2007). Females begin puberty at a younger age and follow a quicker progression than
males, who experience a later, extended growth period (Ruff 2007; Wells 2007). Though
sex hormones responsible for pubertal transition are found in both males and females,
estrogen naturally occurs in higher levels in females, and testosterone in males.
Estrogen and testosterone facilitate different rates and trajectories of skeletal
growth for males and females. They dictate the maintenance of skeletal muscle mass and
bone health, deposition, and resorption, and ultimately influence body size differences
between the sexes. At birth, male and female bone mineral mass and body length are
comparable, with neonate males being only 1% longer than females (Rodriguez et al. 2005;
Wells 2007). Over time, high levels of estrogen in females work to conserve bone mass and
turnover rates, and the testosterone in males inhibits bone resorption. These contrasting
hormone functions result in heavier bones and larger ultimate adult skeletal size for males
(Wells 2007).
That female bones tend to be smaller and lighter is a pattern that also holds true for
specific skeletal morphologies. To illustrate, if a collection of 100 skeletal elements were
seriated from smallest and most gracile to largest and most robust, individuals on the
smaller extreme are most likely to be female, with the latter extreme representing males
(White et al. 2012). Though the range of expression is a continuum and there can be normal
variation producing gracile males and robust females, forensic sex estimation methods are
designed to discriminate between the relative robusticity of the sexes, often using a suite of
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traits from regions identified as being most diagnostic of sex, such as the cranium and
pelvis. A more thorough discussion of sex estimation methodology is offered in section 2.4.

2.2

Sexual Size Dimorphism (SSD) and Rensch’s Rule
In addition to differential hormones, coloration, or reproductive roles (all examples

of sexual dimorphism), most males and females in a species exhibit a disparity in overall
body size called sexual size dimorphism, which can vary in degree of expression (Fairbairn
1997). In a study of arthropod and avian taxa, Rensch (1950) identified a correlation
between body size and sexual dimorphism, a relationship that has since been proven true
for much of the animal kingdom. This typically presents as a positive correlation for most
species, meaning higher degrees of dimorphism typically co-occurs with an increase in
body size (Frayer and Wolpoff 1985). Species can also vary in whether SSD is male-biased
(males are the larger sex) or female-biased (females are the larger sex). Historically, it has
been noted that invertebrates and ectothermic vertebrates such as spiders, fish, and frogs,
tend to exhibit female-biased SSD, whereas endothermic species, like primates and other
mammals, tend to display male-biased SSD (Andersson 1994; Fairbairn 1997; Head 1995;
Herczeg et al. 2010; Prenter et al. 1999). Building on his earlier observations, Rensch
(1960) hypothesized that the degree of sexual size dimorphism is dependent upon this
male or female bias. Rensch’s rule states that in species with male-biased SSD, dimorphism
will be more pronounced, whereas in female-biased species, the dimorphism will be less
pronounced (Rensch 1960). Patterns of Renschian allometry have been widely observed in
most taxa, offering much support for this biological rule (Abouheif and Fairbairn 1997;
11

Colwell 2000; Cullum 1998; Fairbairn 1997; Herczeg et al. 2010; Stephens and Wiens 2009;
Szekely et al. 2004).
Since the development of Rensch’s rule, multiple hypotheses have been introduced
to explain the evolution of SSD patterns. Three of the most prominent hypotheses are
selection for male body size (Fairbairn 1997; Stephens and Wiens 2009; Szekely et al.
2004), female fecundity selection (Herczeg et al. 2010; Prenter et al. 1999; Stephens and
Wiens 2009), and ecological niche selection (Fairbairn 1997; Shine 1989; Stephens and
Wiens 2009; Szekely et al. 2004). Sexual selection is the most common explanation for SSD,
because in species where male-male competition is required to attract potential mates,
large male body size tends to be favored for a number of reasons (Berry and Shine 1980).
Primarily, larger-bodied males will fare better in combat situations with others, and their
large size will deter smaller males from engaging, acting as a proactive deterrent (Setchell
and Wickings 2005). In these instances, body size is working to increase access to females
and ensure high reproductive success, and selection for this trait results in male-biased
SSD. In species where access to females is not associated with male-male physical contact
but rather displays of agility that cannot be easily achieved by a large-bodied individual,
sexual selection will favor reduced male body size, resulting in female-biased SSD, (Szekely
et al. 2004).
For some species, selection on female fecundity, rather than sexual selection, results
in SSD (Hughes and Hughes 1986; Williams 1966). Fecundity selection typically yields
female-biased SSD, as maximizing fecundity traits favors an increase in female body size.
Larger females have a greater potential for increasing their reproductive fitness, either by
12

producing larger offspring, a greater number of offspring per reproductive event, or
reproducing more frequently than smaller females (Stephens and Wiens 2009). Previous
studies have identified the presence of fecundity selection in certain species by showing a
positive correlation between maximization of clutch size and female body size, and by
illustrating the resulting fitness advantage for larger-bodied females (Marshall and
Gittleman 1994).
Ecological niche selection has also been proposed as a potential evolutionary cause
of the SSD patterns exhibited by Rensch’s rule (Fairbairn 1997; Stephens and Wiens 2009).
The importance of ecological niche divergence was established by Gause (1934) in his early
identification of the competitive exclusion principle, which posits that species that are too
similar will be in direct competition with one another due to attempts to occupy the same
ecological niche (Gause 1934; Hardin 1960). An evolutionary solution to this niche
competition is differentiation of body size between species, resulting in differing
exploitation of resources and allowing for coexistence (Wilson 1975). The trophic
dimorphism hypothesis for Rensch’s rule applies Gause’s competitive exclusion principle
on an intraspecific level, and suggests that sexual dimorphism is a direct result of
intraspecific competition reduction through selection for size differences between the
sexes, rather than selection for reproductive features (Longland 1989; Fairbairn 1997; but
see Brana 1996; Clutton-Brock et al. 1997).
This hypothesis of selection for different ecological niches is often overlooked in
favor of the sexual selection model, typically because explanations invoking sexual
selection seem more parsimonious (Shine 1989). But trophic dimorphism is not
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unfounded; there are many species that exhibit sexual dimorphism and also show
significant ecological differences between the sexes (Clutton-Brock et al. 1982; Schoener
1967; Selander 1966). However trophic dimorphism does not seem to account for all
instances of the evolution of SSD, since there are some taxa that exhibit high SSD but have
no ecological disparity (Carothers 1984; Crook 1972). Because of this, it seems that
ecological niche divergence may have contributed to SSD in some species, but that it most
likely arose as a product of pre-existing sexual dimorphism arising as a result of sexual
selection (Fairbairn 1997; Shine 1989; Stephens and Wiens 2009). This view is driven by
the inability of the trophic dimorphism hypothesis to also account for the evolution of
differences in male and female reproductive features.
Sexual size dimorphism in extant primates has been well-studied due to the vast
variation exhibited by different primate species (Jungers 1985). Most exhibit positive
allometry between body size and SSD, however the relationship between these two traits
are weak to nonexistent for prosimians and platyrrhines (Smith and Cheverud 2002). A
study by Leutenegger (1978) illustrates the variation in degree of SSD among species of
polygynous and monogamous primates, and attributes the degree of SSD to differences in
sexual selection for each mating system. He collected data from 42 polygynous species and
11 monogamous species, with eight males and eight females representing each species. Size
dimorphism was assessed by body weight. Leutenegger (1978) found that in his pooled
sample of all 53 species, SSD increases exponentially as body weight increases (positive
allometry). However, when species were analyzed separately by breeding system, the
results showed that males and females of polygynous species experience positive
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allometry, while males and females of monogamous species scale isometrically. This
differential SSD patterning reflects the imbalanced sex ratios and increased male
competition present in polygynous mating systems, resulting in larger males and greater
body size disparity between the sexes (Clutton-Brock and Harvey 1977; Leutenegger
1978). Monogamous species experience reduced mating competition, and therefore
smaller overall body size and reduced SSD. These findings illustrate a primate model where
overall body size for a species and degree of dimorphism between the sexes appears to be
linked, and indicate the vast range of SSD different populations can exhibit.
In addition to discovering differential scaling patterns of SSD between species,
Leutenegger’s (1978) study found that an increased degree of SSD was positively
correlated with increased sexual dimorphism in morphological traits, such as canine tooth
size. This was reinforced by Plavcan (2003) in a study which assessed the scaling
relationships between craniofacial and body mass dimorphism, and found the magnitude of
craniofacial sexual dimorphism is proportional to the magnitude of body mass dimorphism
(Plavcan 2003). The finding of morphological correlation with SSD gives support to the
present study, which predicts the same correlation for human skeletal morphologies.
Research has shown that Renschian patterns of SSD are supported in humans
(Abouheif and Fairbairn 1997; Colwell 2000; Cullum 1998; Fairbairn 1997; but see
Gustafsson and Lindenfors 2004). On average, human males are about 15% heavier and 9%
taller than females, and though every human group exhibits male-biased SSD (Eveleth
1975), the ratio is variable across populations (Stulp and Barrett 2014). The theoretical
basis of the current study is an intraspecific derivative of Rensch’s rule given the proven
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interspecific variation in SSD. Whereas Rensch’s rule attributes the degree of SSD to the
direction of bias, this study predicts that the degree of sexual dimorphism of morphological
skeletal traits within a population is associated with body size; in other words, could
“small-bodied” populations have lesser degrees of morphological trait dimorphism (and
subsequently prove harder to estimate sex) than “large-bodied” populations? Frayer and
Wolpoff (1985) extrapolate such a conclusion from the aforementioned study by
Leutenegger (1978). They posit that due to the positive correlation between body size and
sexual dimorphism, there will logically be a reduction in sexual dimorphism alongside
selection for reduced body size. Their study cites populations in North America, Mexico,
Europe, India, China, and Southeast Asia which appear to support this model of small body
size and low sexual dimorphism (Brace and Ryan 1980; Bridges 1985; Frayer 1981;
Kennedy 1984; Nickens 1976).
While an interpopulational analysis is outside the scope of this study, the present
aim is to establish whether predictable patterning between body size and expression of
sexually dimorphic traits exists. The relationship between body size and sexual
dimorphism in humans has been studied from a variety of perspectives, such as the
association between SSD and body size (Smith and Cheverud 2002) and sexual dimorphism
of obstetric dimensions (Kurki 2006; 2011; Tague 2005), but the potential bias that body
size might exert on skeletal morphologies used to estimate sex has not been considered.
The covariation between body size and sex estimation from morphological skeletal traits is
investigated to directly test for a relationship. Should such a relationship be found, this
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study could imply that populations of varying body size might also exhibit differential
expression of sexually dimorphic traits.

2.3

Stature and Body Mass
Before a relationship between body size and skeletal dimorphism can be explored,

certain variables included in this study need to be addressed. Most studies recognize
human SSD as the ratio of male height to female height (Eveleth 1975; Frayer and Wolpoff
1985; Gray and Wolfe 1980; Gustafsson and Lindenfors 2004; Stulp and Barrett 2014). This
is largely due to the high heritability of stature, and the fact that skeletal growth (height) is
more tightly canalized than storage of fat, a trait that can fluctuate significantly over the
course of an individual’s lifetime (Bogin 1999; Gray and Wolfe 1980; Stulp and Barrett
2014). Indeed, stature is an important body size dimension to consider, as it tends to be
influenced by environmental differences, nutrition, genetics, and climate. For example,
impaired nutrition can hinder an individual’s ability to reach their full genetic growth
potential, and if reduced nutrition affects an entire population, overall SSD between males
and females tends to be reduced as well (Gray and Wolfe 1980). Because stature is related
to sexual dimorphism (as SSD), determining whether there is also a relationship between
morphological skeletal traits and stature will begin to provide insight as to why sex
estimation methods perform differently on different populations. If there is a link between
traits and stature, and stature is known to have a relationship with the aforementioned
environmental differences, nutrition, and genetics, it could spark future questions
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regarding the biological differences inherent in a population that may lead to varying levels
in both SSD and morphological dimorphism.
However, body mass has been previously proven to be a contributing factor to
morphological skeletal change in humans (Agostini and Ross 2011; Merritt 2015; Ruff
2005; Ruff 2008; Ruff et al. 2006), and understanding these effects is extremely important
given modern rates of overweight and obese individuals. Obesity, especially in America, is a
growing problem that has serious health implications, as well as the ability to affect
biological functions such as bone growth and development. The National Center for Health
Statistics data on obesity prevalence in the United States reports that 36% of the nation’s
adults were obese in 2011-2014 (Ogden et al. 2015). Due to the inevitability that the
current living population in the United States will eventually contribute to the deceased
population, this rapidly changing health demographic should be well-understood by
anthropologists in the event that it may change our biological profile standards. Obesity
has been linked to many health issues, such as osteoarthritis (OA) of the knee, hip, and
hand, diffuse idiopathic skeletal hyperostosis (DISH) of the spine, and osteoporosis, all of
which directly affect bone morphology and quality (Anandacoomarasamy et al. 2007).
Merritt (2015) explored the relationship between body size and the morphology
associated with age estimation. Results suggest that body mass can affect bone morphology
enough to hinder accurate estimation of age, with obese individuals exhibiting older
looking bone than individuals of a healthy body mass. A study by Agostini and Ross (2011)
tested the skeletal effects of body mass from a biomechanical perspective by analyzing the
femora of 121 individuals, 57 of whom were of normal body mass and 64 overweight.
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Cross-sectional geometry of the femoral shafts was approximated using anteroposterior
(AP) and mediolateral (ML) measurements. After controlling for height, results showed
that the ML femoral dimension displayed significant lengthening due to the increased
biomechanical strain and altered stress distribution on the bones of an individual carrying
extra body mass (Agostini and Ross 2011). Under such conditions of sustained stress, bone
cells resorb and deposit in a synchronized fashion, changing the bone morphology so that
the skeleton can carry the weight most efficiently (Agostini and Ross 2011; Ruff et al.
2006). That body mass can affect bone morphology has been also been established by Ruff
(2005, 2008) who showed that pregnant women display increased ML dimensions, likely as
a response to additional body mass and subsequent altered gait during pregnancy, and the
associated change in biomechanical pressures on the skeleton.
The work conducted by Ruff (2005, 2008), Agostini and Ross (2011), and Merritt
(2015) show that body mass can affect bone morphology. However, it has been established
that most of the body mass-induced morphological changes in bone are related to crosssectional geometric properties, pathological responses, or changes in bone quality such as
bone mineral density (Moore 2008; Reeves 2014). For example, Moore (2008) found that
light and/or underweight individuals exhibited low levels of bone density and no
hypertrophic bone changes. Alternatively, heavy and/or obese individuals displayed
increased bone density and high rates of diffuse idiopathic skeletal hyperostosis (DISH)
and osteoarthritis. Reeves (2014) conducted complimentary research that revealed obese
individuals had larger long bone cross-sectional geometric dimensions than did individuals
of normal weight; long bones that fulfill load-bearing functions in the skeleton displayed
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the greatest increases in cross-sectional measurements (Reeves 2014). The findings
presented by Moore (2008) and Reeves (2014) largely parallel those of Ruff (2005, 2008),
Agostini and Ross (2011), and Merritt (2015), and indicate that body-mass related
differences in the skeleton are most likely going to manifest as bone quality changes, or
changes to the morphology of weight bearing bones or joints. Considering the present
study’s focus on non-weight-bearing regions, it is logical to predict there will be a limited
relationship between body mass and the skeletal traits analyzed here. However, while a
relationship is not expected, it is still important to understand the relative contributions to
morphological variation from both body size parameters, and therefore this study will
include body mass as a variable in order to assess if/how it affects specific morphological
traits used to estimate sex.

2.4

Adult Skeletal Sex Estimation
It is imperative to understand the factors that may influence skeletal sex estimation

given the influence of sex estimation on other components of the biological profile. For
example, age estimation employs methods that distinguish between male and female
patterns of growth and deterioration (Brooks and Suchey 1990; Hartnett 2010). Brooks
and Suchey (1990) observed that females exhibit more dorsal changes in the pubis than
males, a phenomenon they suspect may be the result of pregnancy. Similarly, around early
to middle adulthood (Phase 3), males may exhibit an “epiphyseal line” at the formation site
of the ventral rampart (Brooks and Suchey 1990). Accurate sex estimation provides the
anthropologist with the proper context for interpretation of age, stature, and ancestry,
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placing additional importance on the development and proper use of sex estimation
methods that adequately capture skeletal sexual dimorphism.
Sex estimation from the skeleton relies on the presence of sexual dimorphism, the
size- and shape-based skeletal differences induced by the timing and duration of growth
and hormone activation in puberty. Due to the commencement of these changes at puberty,
juveniles who have not yet reached adolescence will not display dimorphic skeletal
changes reflective of sex, and therefore juvenile remains cannot be accurately assessed by
current sex estimation methods (Buikstra and Ubelaker 1994; Iscan and Steyn 2013). The
areas of the adult skeleton that display high degrees of sexual dimorphism and are
therefore commonly used to estimate sex, are the pelvis and cranium. The dimorphism in
these regions is due to their involvement in functional differences between the male and
female adult skeleton (Fairbairn 1997). For example, because females possess the ability to
give birth, their overall pelvic morphology tends to be wider to accommodate this function
(Coleman 1969; Tague 2005). As a result, the bones of the pelvis are some of the most
diagnostic of sex, which has led to the development of widely used sex estimation methods
for this region (Klales et al. 2012; Phenice 1969; Volk and Ubelaker 2002).
Additionally, studies have shown that males have larger muscle mass than females
(Laubach 1976; Miller et al. 1993). This is due to the tendency for males to have larger
cross-sectional areas of their muscle fibers, resulting in higher muscle tensions (Young et
al. 1985), and subsequently, more biomechanical forces acting on the bone. It has
previously been shown that the force applied by muscles to bone is stronger than the
gravitational pull on body mass (Burr 1997; Lu et al. 1997; Pauwels 1965). Such forces
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shape bone morphology (Ruff 2005; Wolff 1986) and cause more rugose muscle
attachment sites in males than in females. The skull has muscle attachment sites that
exhibit size and shape differences between the sexes, and are therefore useful in sex
estimation (Walker 2008). The mastoid process, for example, is a projection of the
temporal bone located just posterior to the external auditory meatus. This feature serves as
the site of attachment for the sternocleidomastoid, the splenius capitis, and the longissimus
capitis muscles, which facilitate extension, flexion, and rotation of the skull (White et al.
2012). Likewise, the nuchal region on the posteroinferior occipital bone supports nuchal
musculature, fascia, and the nuchal ligament. Both the mastoid process and the nuchal crest
are traits considered to be diagnostic of sex in the Walker (2008) method.
In the absence of the pelvis, many anthropologists regard the skull to be the second
best morphological indicator of sex (Bass 2005; Byers 2002; Pickering and Bachman 1997).
The same is true for measurement-based approaches, which historically place primary
emphasis on the pelvis and skull, despite the fact that the skull’s inferiority to postcranial
elements when determining sex has been established (Berrizbeitia 1989; France 1998;
Robling and Ubelaker 1997). A study by Spradley and Jantz (2011) addressed this common
reliance upon the skull for metric sex estimation when the pelvis is missing or
compromised. The aim of their research was to assess whether the skull was truly a better
metric indicator of sex than postcranial elements. Both univariate and multivariate metric
methods of sex estimation were considered, and bones were ranked hierarchically by their
level of success in discriminating sex. For both American whites and American blacks, the
cranium, which had an overall classification accuracy of ~90% for both groups, was out22

performed by multiple postcranial elements, including the humerus, which discriminated
between males and females ~93% of the time (Spradley and Jantz 2011). The results do
not negate the cranium as a viable estimator of sex, but they do dispel the fallacy that it
should be wholly relied upon in the absence of the pelvis. These findings are integral to the
interpretation of the biological profile in forensic anthropology, as sex estimation from any
postcranial element prior to their study was popularly considered to be tentative at best
(Pickering and Bachman 1997).
2.4.1 Sex Estimation Using Morphological Features
Sex can be estimated by either metric or morphological methods, and both types of
assessment tend to produce comparable levels of accuracy (Acsadi and Nemeskeri 1970;
Iscan and Steyn 2013; Stewart 1979). Sex estimation has been known to achieve 90-95%
accuracy when a complete set of skeletal remains is present (Iscan and Steyn 2013; White
et al. 2012), though forensic and archaeological contexts—such as dismemberment or a
taphonomically compromised skeleton—will often require that the anthropologist make
estimations based on incomplete remains. Therefore, each of the three methods selected
for this study only rely on the preservation of a single region of the skeleton. The methods
require skeletal features be scored by the observer based on accompanying drawings and
descriptions. Though human skeletal morphology constitutes a continuum and overlap
between the sexes can occur (Iscan and Steyn 2013), using visual representations of
discrete trait expression expedites the speed with which morphological methods can assess
sex, making them popular tools in the field. It is because of their widespread use that the
following methods are most appropriate for the present study.
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2.4.2 Adult Skeletal Sex Estimation Using Skull Morphology
The cranial sex estimation method used in this study is the morphological method
described by Walker (2008). This method was originally developed by Acsadi and
Nemeskeri (1970), which required that five cranial traits (nuchal crest, mastoid process,
supraorbital margin, glabella, and mental eminence) be ranked on a scale from –2
(hyperfeminine) to +2 (hypermasculine) with 0 being indeterminate. Walker improves
upon this method by using the same cranial traits, but adjusts the scale to range from 1
(hyperfeminine) to 5 (hypermasculine) with 3 being indeterminate (Kruger et al. 2015).
This adjustment eliminates the implicit suggestion of a strict cut-off point between the
sexes (Walker 2008). Drawings were prepared by Walker to illustrate the expression of
each trait at the respective ordinal points on the new scale (Buikstra and Ubelaker 1994).
Additionally, Walker (2008) was the first to incorporate functions to be used with ordinal
trait scores to minimize misclassifications and sexing biases. He determined that logistic
regressions performed the best, and furthermore, that discriminant functions including
ordinal trait scores achieved levels of accuracy comparable to those achieved with
discriminant functions based on craniometrics. Walker (2008) developed six discriminant
equations for American/English individuals. Of the six equations developed by Walker
(2008), the following has the greatest classification accuracy for both males (88.4%) and
females (86.4%) and subsequently was selected for use in the present study:

Y = GP x –1.375 + MP x –1.185 + ME x –1.151 + 9.128
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where GP is glabellar projection score, MP is mastoid process score, and ME and mental
eminence score. When this calculation produces a value greater than 0, the individual is
likely female, while a score of less than 0 indicates male. The resulting value can be used to
determine the probability that an individual is female or male with the following equations:

pf = 1/(1 + e –y)
pm = 1 – pf

where pf and pm are probability the individual with the resulting score is female or male,
respectively, and e –y is the negative exponential function of the value produced by the
above function. Walker (2008) achieved 88% classification accuracy when applying this
method to modern crania.
2.4.3 Adult Skeletal Sex Estimation Using Pelvic Morphology
As was previously mentioned, the pelvis is arguably the most dimorphic region in
the human skeleton due to its involvement with gestation. The classic pubic bone method
that is commonly employed by anthropologists today was first developed by Phenice
(1969) and more recently revised by Klales et al. (2012). The original method relies on the
presence or absence of three traits—the ventral arc, the subpubic concavity, and the
ischiopubic ramus ridge—with presence indicating the female condition and absence
indicating the male condition (Phenice 1969). The revision of this method by Klales et al.
(2012) maintains the three traits originally described by Phenice (1969), but attempts to
more thoroughly account for the range of variation that may be present, rather than
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ranking the traits as simply present or absent. Additionally, Klales et al. (2012) modifies the
trait terminology of subpubic “concavity” to subpubic “contour” to more appropriately
describe the variation observed in this trait, which ranges from concave to convex.
Illustrations and descriptions of five character states with associated ordinal scores were
developed by Klales et al. (2012) for each trait. The method also uses the following logistic
regression equation:

2.726(VA) + 1.214(MA) + 1.073(SPC) – 16.312

where VA is the score assigned to the ventral arc, MA is the score assigned to the medial
aspect, and SPC the score assigned to the subpubic contour (Klales et al. 2012). An
individual scoring less than 0 is considered female, while a score greater than 0 indicates
male. Once a value is calculated with the equation, the probability that an individual is
female can be determined by:

pf = 1/(1 + escore)

where escore is the exponential function of the score produced by the above formula. The
probability that an individual is male can be calculated by:

pm = 1 - pf
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After calculating the probabilities, the individual is classified into the sex group with the
higher probability (Klales et al. 2012). Klales et al. achieved an overall accuracy of 86.2%.
2.4.4 Adult Skeletal Sex Estimation Using Distal Humerus Morphology
The Rogers (1999) distal humerus method derives from the functional difference
between the male and female elbow. The carrying angle of the arm—the degree to which
the forearm deviates from the vertical axis of the humerus—is found to be approximately
10 to 15 degrees in males and 20 to 25 degrees in females (Grabiner 1989). This has led
anthropologists to research potential sexual dimorphism of the trochlea and olecranon
fossa of the distal humerus under the assumption that these skeletal features contribute to
the differential carrying angle (Rogers 1999). The distal humeral features considered in
this method are the trochlear constriction and symmetry, olecranon fossa shape and depth,
and the angle of the medial epicondyle. Each trait is categorized by the observer as
presenting with either male expression or female expression. Rogers’ method has achieved
91% accuracy for individuals from the William M. Bass Donated Skeletal Collection (Rogers
1999). Later studies utilizing this method on a variety of global populations achieved
success rates between 75.5% (Vance et al. 2011) and 84% (Wanek 2002).
2.4.5 Metric Compliments to Morphological Sex Estimation
It is common practice for behavioral, social, and medical sciences to create ordinal
or binary categories for variables that are, in reality, continuous (Cohen 1983). As was
described above, none of the sex estimation methods chosen for the present study depict
morphological variation between the sexes as continuous, but rather use ordinal (Klales et
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al. 2012; Walker 2008) or binary (Rogers 1999) scores. This technique makes these
methods relatively easy to employ and tend to produce easily interpretable results—both
common justifications for implementing categorical approaches (Altman 2006). However,
breaking down a continuous variable, such as the expression of a sexually dimorphic
skeletal trait, inherently eliminates much information and underestimates the full range of
variation (Altman 2006; Cohen 1983). While the simplification of trait expression makes
sex assessment more straightforward to the forensic anthropologist, it also indicates that
our morphological methods may not detect more nuanced variation in the skeleton.
To account for this, the present study will incorporate both established and novel
metrics which are meant to approximate the morphological features, and will treat each
measurement as a continuous variable of expression. A study by Decker et al. (2011)
illustrates how novel metric methods can be developed by “metricizing” skeletal features
that are traditionally assessed visually. Using computed tomography (CT) scans, Decker et
al. (2011) were able to landmark virtual pelvic models. Measurements were taken between
landmarks, and measurement averages were calculated to determine which dimensions
were most diagnostic of sex. Four measurements were determined to be significantly
dimorphic: innominate height and transverse pelvic outlet (previously established
measurements), and subpubic angle and greater sciatic notch angle (morphological traits
“metricized” by the authors). These measurements were used to create a novel sex
estimation formula that achieved 100% classification accuracy on other CT scans. While the
primary goal of the Decker et al. (2011) study was to explore the utility in estimating sex
from a 3D image, it also illustrated the effectiveness of converting traditionally
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morphological traits into quantifiable measurements. Both subpubic angle and greater
sciatic notch angle are morphologies often assessed visually, and hence are highly
subjective traits (Decker et al. 2011). By developing novel metrics to quantify these
morphologies, subjectivity is decreased while simultaneously enhancing the
anthropologist’s ability to detect variation.
The present study will therefore “metricize” morphological traits associated with
the cranial, pelvic, and humeral sex estimation methods used here. For example, the metric
mastoid height (MDH) is used to approximate Walker’s (2008) mastoid process. However,
in areas where direct metric assessment of a trait is more difficult, measurements
emphasize other sexually dimorphic features of that region. For example, subpubic
concavity and ventral arc cannot be evaluated with calipers, but the depth of the pubis and
width of the ischiopubic ramus are supplemented here to metrically capture sexual
dimorphism of this region. These metrics can be statistically tested against stature
independently of the morphological traits. In the event that there is no correlation between
the morphological traits and body size, yet there is a relationship between metrics and
stature, this could indicate that body size is influencing the expression of skeletal sexual
dimorphism, yet our visual methods are not stringent enough to detect them.
An important distinction should be made between this study’s application of
supplemental metrics and formal metrics-based sex estimation methods. The 1993 ruling
of the Daubert v. Merrell Dow Pharmaceuticals set new standards for compliance for
forensic evidence. One of the many implications of this decision was that a testifying
expert’s technique or method must have a known error rate, and this new standard
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encouraged forensic anthropologists to develop biological profile methods that adhere to
this precedent. Metric sex estimation involves using classification functions comprised of
single or multiple bone measurements that have been identified as statistically reliable
indicators of sex (Spradley and Jantz 2011). The number resulting from either a univariate
or multivariate classification function is then compared to an established sectioning point,
with the expectation that males and females fall on opposite sides of this point. Though
metric sex estimation contains inherent biases of its own, it satisfies the requirements of
the Daubert (1993) ruling by eliminating a more subjective visual assessment, and instead
reports an estimate based on discretely quantifiable measurements accompanied by a
known error rate.
The measurements commonly required by classification functions are not direct
measurements of the morphological traits analyzed in this thesis, however. For example,
the Spradley and Jantz (2011) function utilizing humeral metrics includes measurements
for maximum length, epicondylar breadth, maximum vertical head diameter, and maximum
diameter at the midshaft, while the present study is assessing morphological features such
as trochlear constriction and symmetry. Because the focus here is on the expression of
traits used in common morphology-based sex estimation methods, the metrics collected
are not dimensions to be used with a classification function, but rather attempts at
quantifying morphological trait and/or dimorphic region expression.
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2.5

Hypotheses
The objective of this study is to discern if variation in body size and associated

skeletal scaling affects the expression of sexually dimorphic traits or biases the application
of widely-used sex estimation methods. The literature review establishes that body size
affects bone morphology (Ruff 2005; Ruff et al. 2006) and the accuracy of one facet of the
biological profile (Merritt 2015), and specific trends must occur for each of the three
successive hypotheses to be supported. Hypothesis 1 for this study is that variation in
expression of sexually dimorphic traits will co-vary with body size. This suggests there will
be a statistical correlation between stature and/or body mass and the ordinal or binary
trait scores of the sex estimation methods and/or the metrics collected to record more
nuanced variation. In other words, Hypothesis 1 is upheld if morphological or metric sex
estimation traits correlate with stature, body mass, or both.
If Hypothesis 1 is upheld, Hypothesis 2 then states that stature will be a greater
contributor to the variation of skeletal traits than body mass. This hypothesis was
developed given the apparent simultaneous secular trends of increasing stature
(Hermanussen et al. 2009; Staub et al. 2011) and increasing morphological sexual
dimorphism (Klales 2016), as well as the literature illustrating that body mass effects on
bone primarily manifest as cross-sectional, pathological, and bone density changes.
Support for Hypothesis 2 requires that there will be stronger covariation between traits
and stature, rather than body mass. And finally, if stature does have a significant
relationship with sexual dimorphism, Hypothesis 3 posits that the sex of taller individuals
will be more accurately determined due to a greater expression of sexually dimorphic
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traits. For this hypothesis to hold true, an increase in method accuracy with increasing
stature would require greater sexual dimorphism (i.e. more robust males and more gracile
females) at the taller end of the spectrum. This would be supported by taller males and
females being more accurately classified by the sex estimation methods than shorter
individuals, indicating a greater disparity in trait expression between the sexes at taller
statures. The third hypothesis inherently expects a decrease in method accuracy for
shorter individuals.
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CHAPTER 3: MATERIALS AND METHODS
3.1

Materials
To address the hypotheses that expression of sexually dimorphic traits will covary

with body size, be more influenced by stature than body mass, and exhibit more dimorphic
expression in taller individuals, a combination of samples and statistical tests will be used.
Together, this will allow for a multifaceted analysis. This chapter will outline the
composition of the samples used and the accompanying analytical methods selected to
address the hypotheses.
3.1.1 Random Sample Composition
Assessing the accuracy of sex estimation methods on individuals of varying body
size requires that the skeletal sample (1) represents a range in body size (approximated
here by stature and body mass), and (2) contains individuals that are of known sex, age,
stature, and weight. The William M. Bass Donated Skeletal Collection (WMB) curated at the
University of Tennessee, Knoxville is one of the most comprehensive modern skeletal
collections, as it contains over 1,700 individuals, most with known demographic and
biometric data. By using this collection to create a random sample of white adult males and
females, the potential effects of age and ancestry are minimized. Individuals with unknown
stature or with missing, damaged, or pathological crania, pelves, or humerii were excluded
from the sample. Both stature and donor weight data were collected from the WMB
database, and are self-reported values provided by donors upon completion of the pre-
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donation paperwork. The sample consisted of 209 adult individuals (females: n = 100;
males: n = 109) to attempt to sufficiently capture body size variation in the WMB.
3.1.2 Uniform Distribution Subsample Composition
To more thoroughly address the hypothesis that stature is a more influential body
size proportion than weight, nonparametric statistical analyses were also conducted on a
subsample of individuals selected to represent a uniform stature distribution. Thirty new
individuals who met the previously stated sample requirements were pre-selected to
increase the sample size at the extremes of the normal distribution. From this new sample
of 239 individuals, skeletons were randomly resampled into select stature groups. Ten
females represented each of six stature groups of five centimeter increments ranging from
150 cm to 180 cm. Five stature groups for males ranged from 165 cm to 190 cm, also with
ten individuals representing each five centimeter group. Incorporating the uniform stature
distributions will ensure that the results are not biased by overrepresentation of mean
statures and/or underrepresentation of extreme statures, as may be the case with the
normal distribution and associated parametric tests. Analytical methods applied to this
distribution are discussed later in this chapter. Because the WMB largely consists of older
individuals, many of whom are overweight or obese, selection for a uniform stature
distribution does not also result in a uniform distribution of body mass. Therefore, a
uniform distribution of body mass was not possible due to the constraints of the sample.
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3.2

Methods
The three morphological methods selected for this study each rely on a different

region of the skeleton: the cranium (Walker 2008), the pelvis (Klales et al. 2012), and the
humerus (Rogers 1999). Should differences in sexual trait expression of individuals of
varying stature and weight be observed, the use of three different sex estimation methods
should illustrate whether this pattern is observable in multiple regions of the skeleton. Sex
estimation methods were performed on each skeleton without prior knowledge of the sex,
age, stature, weight, or cause of death of the individual. When possible, bones or features
from the left side were scored. In the case that a left-side feature was missing or
compromised, right-side elements were observed instead. After all methods were
performed the author assigned a method performance score for each individual, with 0
indicating correct sex estimation, and 1 indicating incorrect sex estimation. This
assignment facilitates statistical testing of method accuracy.
Though measurements cannot always be taken in a forensic context due to a
potentially incomplete skeleton, metric data were collected here to determine if there are
more nuanced differences between sexually dimorphic traits than traditional sexing
methods are able to detect. Measurements were collected from each of the skeletal regions
associated with the morphological methods (cranium, pelvis, distal humerus). Metrics used
to detect cranial sexual dimorphism are mastoid height (MDH) and glabellar projection
(GP). Pelvic dimorphism was captured by minimum pubic length (WPL), minimum pubic
width (MinPW), minimum width below the symphysis (MinWBS), and minimum width of
the pubic ramus (MinWPR). Distal humerus metrics were medial maximum height of the
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trochlea (MMaxHT), lateral maximum height of the trochlea (LMaxHT), and minimum
trochlear constriction (MinTC). MDH, GP, and WPL measurements adhered to definitions
previously established by Howells (1973) and Langley et al. (2016). Novel metrics were
developed for the remaining measurements, and were designed to either directly
correspond to a morphological trait included in the sex estimation methods, or to capture a
more general approximation of regional dimorphism (for example, MMaxHT, LMaxHT, and
MinTC approximate the dimensions of the humeral trochlea, and subsequently quantify
trochlear symmetry and constriction). Definitions and photographs for each measurement
can be found in Appendix sections A–C.
Metric data from minimally dimorphic regions of the skeleton were collected for
each individual to act as a control. Should the results of this study reveal a correlation
between stature and/or body mass and changes in the metrics of minimally dimorphic
traits, then it might suggest that there is true underlying covariation between body size and
the sexually dimorphic changes we see in male and female skeletons. However, if there is
no such correlation between minimally dimorphic traits and body size, then any potential
correlation between body size and expression of sexually dimorphic traits may be the
result of some latent factor. This pattern would uphold Hypothesis 1—that body size covaries with sexually dimorphic traits—but could indicate that body size is not the main
driver of the differences in the dimorphic traits due to its lack of effect on other, minimally
dimorphic regions of the skeleton.
The minimally dimorphic traits used in this study are orbital height (OBH),
interorbital breadth (DKB), nasal aperture breadth (NLB), the maximum diameter at
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fibular midshaft (FMD), and foramen magnum length (FOL). These measurements were
selected for their small cross-validated classification accuracies calculated by Fordisc 3.1
for white adult males and females (Ousley and Jantz 2015). Classification accuracies for
each trait are as follows: orbital height (57.2%), interorbital breadth (61.5%), foramen
magnum length (62.9%), nasal breadth (63.9%), and maximum diameter at fibular
midshaft (64.1%). The orbital height classification accuracy of 57.2%, for example, implies
that orbital height alone accurately discriminates between male and female about 57% of
the time, which is only slightly better than guessing. The control metrics were retrieved
from the William M. Bass Donated Skeletal Collection database. Definitions and
photographs for each measurement can be found in Appendix section D.
Intraobserver agreement for metrics and ordinal trait scoring was established prior
to conducting methods on the research sample. The author scored all morphological traits
and collected all metrics on ten skeletons per trial, and repeated the process on the same
ten individuals three to four days later. There were four calibration trials total, with trial
samples 3 and 4 consisting of different skeletons than trials 1 and 2. None of the individuals
used for the calibration samples were included in the final research sample described in
section 3.1.
Cohen’s kappa test was used to determine intraobserver agreement for categorical
trait assignments between trials. Cohen’s kappa was selected over a simple percent
agreement calculation due to its ability to account for any agreement between trials
occurring by chance. Intraclass correlation coefficient (ICC) tests are designed to assess the
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strength of the resemblance shared by two groups of continuous data, and were therefore
selected to test intraobserver agreement for the present study’s metric variables.
3.2.1 Stature Analytical Methods
A suite of parametric and nonparametric statistical tests were performed on the
WMB sample. All statistical analyses for this thesis were conducted using R, a
computational software developed by R Core Team (2016). Prior to conducting advanced
statistical analyses, the randomly sampled male and female stature distributions were
tested for normality. Due to the continuous nature of the stature data, a Shapiro-Wilk
normality test was used, which compares the sample data to normally distributed
theoretical data with the same mean and variance. A significant p-value implies that the
sample data are non-normal. Quantile-quantile plots, or Q-Q plots, were used in
conjunction with the Shapiro-Wilk test to confirm whether sex-specific stature data were
normally distributed. In Q-Q plot analysis, the sample quantiles for stature are compared to
theoretical quantiles representing a normal distribution. If the sample quantiles are
significantly different from the theoretical quantiles, the sample is determined to depart
significantly from normality, indicating that nonparametric statistical tests should be used
for further analysis. If the sample quantiles do not differ significantly from the theoretical
quantiles, the data is assumed to be normally distributed and parametric analysis may be
used. Additionally, Q-Q plots can also reveal any skew or kurtosis present in the sample.
Stature histograms were created to better visualize the shape of the sex-specific
data before proceeding. If stature distributions are identified as non-normal by the Q-Q
plots, histograms will show whether the data exhibit positive or negative skew. To
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illustrate that stature is a reliable predictor of sex when the sexes are pooled, a logistic
regression was conducted with stature as the predictor variable and sex (female or male)
as the binary response variable. This provides justification for all further analysis to be
conducted on sex-specific groups to eliminate influence of inherent bimodal stature
substructure that is present in the pooled sample.
Spearman correlations were conducted to analyze covariation between stature, a
continuous variable, and method accuracy, a binary variable determined by the assigned
scores of 0 (correct classification) or 1 (incorrect classification). This will address the
hypothesis that method accuracy should increase with stature. If stature appears to be
significantly tied to method accuracy or experiences accuracy rates that are lower than
previously reported, the author will use regressions to calibrate both the Walker (2008)
and Klales et al. (2012) classification functions to the present study sample. If the
coefficients for each morphological trait follow the same trends as those provided in the
original sex estimation studies, then any stature patterns associated with method success
will be reinforced as a true biological or methodological phenomenon, rather than
malperformance of the method on a new sample.
Binary method performance scores were also used in logistic regressions to
determine the probability that stature could predict whether an individual would be
correctly or incorrectly classified by a sex estimation method. With stature as the
continuous predictor variable, and method performance as the binary response variable,
the logistic regressions will show the character state of method performance given stature;
if stature is a strong predictor of method performance, the fitted regression line will have a
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clear sigmoid shape illustrating that one character state occurs more frequently for shorter
statures than taller statures, and vice versa.
Nonparametric tests were conducted on subsets of the sample that were
manufactured to represent uniform stature distributions for each sex. Nonparametric
testing will determine how ordinal trait scores are distributed across statures, as well as
ensure that method accuracy results from the previous section are not being influenced by
the normal distribution. Statistical analyses on separate male and female uniform
distributions allow for a more thorough understanding of how stature relates to method
success and trait expression, and eliminates any potential bias that overrepresentation of
the averages and underrepresentation of the extremes might exert on a normal
distribution. Polyserial correlations were conducted on the uniform stature distribution,
and are designed to test the relationship between a continuous variable and ordered
categorical variables. Here, polyserial correlations will determine if stature is correlated
with trait scores.
Kruskal-Wallis tests were also applied to the uniform data to determine whether
morphological sex estimation traits for the Walker (2008) and Klales et al. (2012) methods
are significantly different among ordinal trait scores. If significant differences in stature are
found between trait scores, the Kruskal-Wallis test will not identify which pairs of trait
scores exhibit differences. Because the Rogers (1999) method utilizes a binary scoring
system (M/F), Mann-Whitney U tests were conducted on the traits for this method. Both
the Kruskal-Wallis and Mann-Whitney U tests were bootstrapped to accommodate for
small sample sizes in each stature group. Bootstrapping mitigates the effects of small
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sample size by approximating larger population values via resampling with replacement.
Here, bootstrap functions were set to replicate the statistic 1,000 times, allowing for
average p-values and test statistics to then be calculated.
The relationship between metric traits and stature were assessed via Pearson
correlations, which test for covariation between two continuous variables. This test was
accomplished using separate correlation matrices for the known sexually dimorphic and
minimally-sexually dimorphic traits described above. Metric traits were also tested for
isometric scaling with stature. With both stature and metric trait expression being linear
dimensions, we would expect them to share a 1:1 scaling relationship, or a slope of 1. In
order to perform linear regressions for each trait, natural logs of stature and traits were
calculated. This will allow for better interpretation of the relationship between the
variables, and will ensure a slope can be calculated with a linear model. Linear models
were conducted on the log-transformed data, and resulting slopes were compared against
the expected slope of 1 using t-tests.
3.2.2 Body Mass Analytical Methods
As with stature, initial statistical testing involved Shapiro-Wilk tests, Q-Q plots, and
stature histograms to determine whether data were normally distributed, and to visualize
the shape of both the male and female body mass distributions.
Spearman correlations were conducted here to determine if binary method
performance (0 or 1) co-varies with the continuous variable body mass. Polyserial
correlations evaluated whether ordinal trait scores for morphological traits are correlated
with body mass, and Kruskal-Wallis and Mann-Whitney U tests complemented these
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correlations by determining whether body mass is significantly different among ordinal
scores. As with stature, the Kruskal-Wallis tests are used for the Walker (2008) and Klales
et al. (2012) methods which operate on an ordinal scoring system with five trait
expressions, while the Rogers (1999) method uses binary (M/F) scoring and requires the
Mann-Whitney U analysis. Kruskal-Wallis and Mann-Whitney U tests were not
bootstrapped for the body mass data, as body mass analyses were conducted on the full
sample rather than a subsample.
Pearson correlations tested for covariation between body mass and both sexually
dimorphic and minimally-dimorphic trait size. As with stature, metric traits were also
tested for isometric scaling with body mass. While metric traits are linear dimensions, body
mass is a cubic dimension, so the expected scaling relationship between the variables is 1:3
(slope of 0.333). Metric traits and body mass were log-transformed prior to conducting
linear models. The resulting slopes were compared to the expected slope using t-tests.
The findings of this thesis have the potential to determine whether body size and
sexual dimorphism trends are related, and whether they may have implications for the
application of sex estimation methods. It is hypothesized that such implications will be
reduced sex estimation method accuracy in shorter individuals and increased method
accuracy in taller individuals due to greater expression of dimorphic traits. Additionally,
observation of similar correlations between dimorphic and minimally-dimorphic traits and
stature/body mass would bolster the hypothesis that body size is driving these
relationships.
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CHAPTER 4: RESULTS
This study aims to address the covariation between body size and expression of
morphological and metric skeletal traits. It was hypothesized that body size and sexual
dimorphism will co-vary, that stature will be a greater contributor to dimorphism than
body mass, and that sexual dimorphism will increase as body size increases. The
hypotheses were derived from the strong evidence that the human skeleton has undergone
secular patterns of increasing stature (Hermanussen et al. 2009; Jantz et al. 2008; Staub et
al. 2011) alongside increasing sexual dimorphism of morphological traits used for sex
estimation (Klales 2016).
Statistical tests were selected to determine whether method performance and the
expression of sexually dimorphic traits co-vary with body size, approximated here by
stature and body mass. Should trait expression be influenced by body size, statistical
analysis should also determine whether this variation creates biases in the success of
widely used sex estimation methods, which could prove important for forensic application.

4.1 Intraobserver Agreement
Cohen’s kappa was conducted to test intraobserver agreement for scoring
morphological traits between trials. The results of the final calibration trial prior to data
collection show perfect intraobserver agreement on 120 trait scores (twelve morphological
traits on each of ten individuals). This indicates that all Walker (2008) and Klales et al.
(2012) traits were assigned the same ordinal scores, and all Rogers (1999) traits were
consistently assigned the same M/F scores for ten individuals (K = 1, p < 0.01).
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ICC tests assessed the level of agreement between metric traits. A high degree of
reliability is found between 80 pairs of measurements (eight measurements on each of ten
individuals). A single measure ICC test conducted on the final calibration trial prior to data
collection results in a 95% confidence interval from 0.999 to 1 (F(79, 79.1) = 5785, p <
0.001). No measurements differ by more than 1 mm between trials.

4.2

Random Sample Summary
The random sample for parametric testing is comprised of 100 females and 109

males. Tables 1 and 2 contain stature and body mass summary statistics for the sample.
A Shapiro-Wilk normality test was applied to the pooled stature distribution for this
sample to demonstrate that an inherent substructure exists when male and female statures
are analyzed together due to sexual size dimorphism. As expected, the results show the
distribution departs significantly from normality (p = 0.029). A histogram of the pooled
statures (Figure 1) provides a visualization of this substructure, showing a bimodal
distribution. To further illustrate that males and females should be analyzed separately, a
binary logistic regression was applied to the pooled stature sample (Figure 2). Regression
results show statistical significance, meaning that stature can explain much of the
probability that an individual is male or female. The line overlaid onto the regression plot
in Figure 2 predicts the probability that an individual belongs to the female group (0) or
male group (1). The clear sigmoidal shape of the line illustrates that stature is good
predictor of an individual’s sex.
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Table 1: Stature summary statistics (cm)
Female
Male

Min.
142.2
154.9

1st Qu.
157.5
172.7

Median
160.7
177.8

Mean
162.2
176.6

3rd Qu.
166.7
182.9

Max.
182.9
198.0

Mean
170.7
171.9

3rd Qu.
200.0
195.0

Max.
389.0
300.0

Table 2: Body mass summary statistics (lbs)
Female
Male

Min.
90.0
84.0

1st Qu.
120.0
142.0

Median
150.0
167.0

Figure 1: Histogram of pooled male and female stature
*Note darker shaded area represents region of overlap between the sexes
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Figure 2: Binary logistic regression of estimated sex vs. pooled stature

After analyzing the pooled stature data, male and female stature distributions were
tested separately for normality to determine whether parametric statistical tests were
appropriate. Shapiro-Wilk tests showed that neither group departs significantly from
normality; Q-Q plots and stature histograms confirm normality for both stature groups
(Figures 3-6). These tests provide confirmation that parametric tests, which assume data
are normally distributed, can be appropriately applied.
Preliminary tests for normality were also conducted on pooled body mass data. A
Shapiro-Wilk test shows the combined data of male and female body mass departs
significantly from normality (p = <0.01). A histogram shows the sample is positively
skewed (Figure 7), however it does not exhibit a bimodal distribution as did the histogram
for pooled stature. The body mass data were then separated by sex (Figures 8 and 10), and
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again tested for normality using a Shapiro-Wilk test. Both female and male body mass
distributions depart significantly from normality (p = <0.01 and p = 0.01, respectively).
This is confirmed by corresponding Q-Q plots (Figures 9 and 11), in which the plotted body
mass points diverge from the plotline at the heavier end of the weight spectrum, meaning
there are more individuals at this extreme than would be expected for a normal
distribution. This is caused by the overweight and obese individuals in the sample that
have created a positive skew.
Metric data were collected in the form of nine measurements which quantify
sexually dimorphic skeletal traits, and an additional five minimally dimorphic control
measurements. Summary statistics for all metrics are reported in Tables 3-6.

Figure 3: Histogram of female stature
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Figure 4: Q-Q plot for female stature

Figure 5: Histogram of male stature
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Figure 6: Q-Q plot for male stature

Figure 7: Histogram of pooled body mass
*Note darker shaded area represents region of overlap between the sexes
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Figure 8: Histogram of female body mass

Figure 9: Q-Q plot for female body mass
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Figure 10: Histogram of male body mass

Figure 11: Q-Q plot for male body mass
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Table 3: Summary of female sexually dimorphic metrics
Measurement
(mm)
GP
MDH
WPL
MinPW
MinWBS
MinWPR
MMaxHT
LMaxHT
MinTC

Min.

1st Qu.

Median

Mean

3rd Qu.

Max.

-5
19
59
19
5
7
18
16
11

-3
26
70
26
6.75
11
21
18
14

-2
28
74
28
7
12
22
19
15

-2.31
27.33
74.17
27.9
7.52
12.11
21.57
19.36
14.56

-2
29
78
30
8.25
14
22
20
15

-1
36
84
34
12
17
26
78
24

Table 4: Summary of male sexually dimorphic metrics
Measurement
(mm)
GP
MDH
WPL
MinPW
MinWBS
MinWPR
MMaxHT
LMaxHT
MinTC

Min.

1st Qu.

Median

Mean

3rd Qu.

Max.

-8
19
62
18
4
6
22
19
13

-5
30
69
21
9
14
24
21
16

-4
31
72
23
10
16
25
22
17

-4.21
31.42
71.83
23.13
9.94
15.5
25.4
21.59
16.88

-3
33
75
25
11
17
27
22
18

-1
42
87
29
19
21
32
26
25

Table 5: Summary of female minimally dimorphic metrics
Measurement
(mm)
NLB
OBH
DKB
FOL
FMD

Min.

1st Qu.

Median

Mean

3rd Qu.

Max.

18
28
16
29
11

21
32
19
35
13

23
34
19.5
36
14

22.63
33.88
19.7
35.95
14.21

24
35.25
21
37
15

28
39
26
41
19
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Table 6: Summary of male minimally dimorphic metrics
Measurement
(mm)
NLB
OBH
DKB
FOL
FMD

4.3

Min.

1st Qu.

Median

Mean

3rd Qu.

Max.

19
30
18
32
11

23
33
20
36
14

24
34
21
38
15

23.94
34.31
21.23
37.76
14.95

25
35
22
39
16

29
40
27
43
17

Stature Results
After establishing that the stature data are normally distributed, parametric tests

were conducted to determine the influence body size had on method classification accuracy
and the expression of metric traits.
Individual method performance was determined by calculating the pooled ratios of
properly classified individuals over total number of individuals for the Walker (2008),
Klales et al. (2012), and Rogers (1999) methods. Overall, the sex estimation methods show
higher misclassification rates than have been previously reported for reference collections
(Walker: 20% misclassified; Klales: 18% misclassified; Rogers: 27% misclassified).
Classification accuracies for each method are detailed in Table 7. Individual trait score
frequencies for each method are detailed in Tables 8-13.
Trait score frequencies were compared to those provided by Walker (2008), Klales
et al. (2012), and Rogers (1999). Female cranial traits exhibit similar trends to those
outlined by Walker (2008), yet females in the present sample have a much greater number
of indeterminate cranial traits (score 3). Conversely, the males in the Walker (2008)
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sample appear to exhibit more intermediate trait expression than the males in the current
sample. For the pubic traits, the Klales et al. (2012) females appear to have more gracile
SPC expression, with the majority scoring a 1 on this trait, while the current sample
showed more gracilization for the MA. Ventral arc score frequencies are comparable
between the two studies. Male pelvic trait frequencies are also comparable between the
samples. Finally, the Rogers (1999) distal humerus trait scores show similar frequencies
for females, however the males in the present sample have greater ambiguity in trait
expression. Male TC, OFSD, and AME traits all exhibit female expression roughly half the
time, whereas the same traits exhibit the male expression over 83% of the time in the
Rogers (1999) male sample.
Sex-specific Spearman’s rho correlations tested the relationship between stature
and method accuracy (Table 14). For females, none of the sex estimation methods display a
statistically significant correlation with stature. Klales et al. (2012) and Walker (2008) both
show statistically significant relationships with stature for males. The rho value for both
methods is negative, indicating a pattern in which method performance more often scores
a 1 (misclassification) on shorter males, and 0 (correct classification) on taller males. Both
the male and female rho values for the Rogers (1999) method are also negative, yet neither
of these correlations reached statistical significance.
Table 7: Sex estimation method accuracy
Method
Walker
Klales
Rogers

% Females
correctly classified
66%
100%
83%

% Males correctly
classified
93%
66%
63%

Total % correctly
classified
80%
82%
73%
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Table 8: Female trait score frequency for Walker (2008) cranial traits
Trait
G
MP
ME
SM
NC

1

2

.59
.12
.09
.14
.07

3

.29
.29
.43
.37
.28

.10
.39
.22
.32
.31

4
.02
.16
.26
.15
.26

5
.00
.04
.00
.02
.08

Table 9: Female trait score frequency for Klales et al. (2012) pelvic traits
Trait
VA
MA
SPC

1

2

.55
.25
.36

3

.36
.51
.43

.09
.20
.13

4
.00
.03
.04

5
.00
.01
.04

Table 10: Female trait score frequencies for Rogers (1999) distal humerus traits
Trait

F

TC
TS
OFSD
AME

M

.62
.70
.73
.86

.38
.30
.27
.14

Table 11: Male trait score frequency for Walker (2008) cranial traits
1
G
MP
ME
SM
NC

.03
.02
.06
.01
.01

2
.15
.04
.25
.17
.04

3
.23
.18
.31
.40
.27

4
.34
.38
.29
.28
.47

5
.25
.36
.09
.14
.20

Table 12: Male trait score frequencies for Klales et al. (2012) pelvic traits
1
VA
MA
SPC

.00
.03
.02

2
.11
.15
.04

3
.34
.28
.35

4
.31
.39
.35

5
.24
.15
.24
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Table 13: Male trait score frequencies for Rogers (1999) distal humerus traits
F
TC
TS
OFSD
AME

.47
.28
.45
.45

M
.53
.72
.55
.55

Table 14: Spearman correlation values of method accuracy vs. stature
*Note no females were misclassified by the Klales et al. (2012) method
Method
Females:
Males:
rho
p-value
rho
Walker
0.10
0.34
- 0.19
Klales
N/A
N/A
- 0.30
Rogers
- 0.05
0.65
- 0.11

p-value
0.05
0.01
0.25

A further analysis of the males misclassified by the Klales et al. (2012) method show
that 68% of these individuals are between 165 and 185 cm in stature (Figure 12),
suggesting that males who fall closer to the middle of the male stature spectrum exhibit
more indeterminate or gracile pubic trait scores than the individuals at the extremes of the
distribution. It is important to note that in the pooled stature distribution illustrated by
Figure 1, there is considerable overlap in stature between the sexes from approximately
165 to 185 cm. Females who fall into this region of overlap are not also being misclassified,
suggesting that if there is ambiguity in trait expression in this stature range, it does not
manifest equally for both males and females. To determine whether this trend is being
influenced by the overrepresentation of mean statures that is inherent in the normal
distribution, Spearman’s rho correlations were also conducted on the uniform distribution
(Table 15). Again, all methods exhibit weak negative correlations with male stature with
only the Klales et al. (2012) relationship reaching statistical significance. A visualization of
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the males from the uniform stature distribution who were misclassified by the pelvic
method indeed confirms that individuals around the mean appear to be misclassified more
often (Figure 13), while the method performs better on the tallest and shortest individuals.
No correlations between female stature and method success reach statistical significance
for the uniform distribution.
The Walker (2008) and Rogers (1999) methods exhibit a slight increase in method
accuracy as stature increases, however neither of these relationships reach statistical
significance.

Figure 12: Stature distribution of males (n = 30) misclassified by Klales et al. (2012)
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Table 15: Spearman correlation values of method accuracy vs. uniform stature
distribution
*Note no females were misclassified by the Klales et al. (2012) method
Method
Females:
Males:
rho
p-value
rho
Walker
- 0.16
0.21
- 0.27
Klales
N/A
N/A
- 0.28
Rogers
0.14
0.30
- 0.13

p-value
0.06
0.05
0.37

Figure 13: Males misclassified by the Klales et al. (2012) method across a uniform
stature distribution
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Both the Walker (2008) and Klales et al. (2012) methods rely on classification
formulae that are derived from the samples on which the methods were developed. Due to
the high rates of misclassification for females and males, respectively, calibration tests
were conducted to reconfigure the classification formulae for the present research sample.
Table 16 shows the calibrated coefficient and intercept values for the reconfigured pelvic
trait classification formula and how these values compare to the original formula produced
by Klales et al. (2012). All trait coefficients, as well as the intercept, significantly contribute
to the model. The calibrated pelvic trait formula for the current sample is:

2.686(VA) + 1.152(MA) + 0.962(SPC) – 12.652

Given the reconfigured formula, a classification matrix was conducted to determine how
many individuals would be misclassified given the new formula. Table 17 exhibits the new
classification rates, and shows that a calibrated Klales et al. (2012) formula results in a
higher rate of overall classification for the method, increasing from 82% to 93%.
Though the Walker (2008) classification formula selected for this study uses only
morphological traits GP, MP, and ME, all cranial traits were included in the calibration
statistics to determine if there are different relative contributions on the present sample
than there are on the sample used by Walker (2008). Results of the cranial trait calibration
shows coefficient and intercept values that differ from those included in the original
Walker (2008) formula (Table 18). Traits G, MP and NC, as well as the intercept, contribute
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significantly to the calibrated model, while ME and SM do not, and as a result are excluded
from the new formula. The resulting calibrated formula for the current sample is:

1.770(G) + 0.886(MP) + 0.524(NC) – 9.723

As with the Klales et al. (2012) calibration, the new classification matrix based on the
calibrated formula shows that overall method success increases when the new formula is
used on the present sample, increasing from 80% to 88% (Table 19).

Table 16: Calibration results vs. Klales et al. (2012) values

Intercept
VA
MA
SPC

Calibration
results
Estimate
-12.652
2.686
1.152
0.962

p-value
<0.001
<0.001
<0.001
<0.001

Klales et al.
(2012)
Estimate
-16.312
2.726
1.214
1.073

Table 17: Klales et al. (2012) classification rates from calibrated formula
Female
Male
Total

F
92
6
98

M
8
103
111

Total
100
109
209
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Table 18: Calibration results vs. Walker (2008) values
*Note that the Walker (2008) classification formula does not use traits NC and SM
Calibration
Walker (2008)
results
Estimate
p-value
Estimate
Intercept
-9.723
<0.001
9.128
G
1.770
<0.001
-1.375
MP
0.886
<0.001
-1.185
ME
-0.207
0.416
-1.151
NC
0.524
0.039
N/A
SM
0.412
0.138
N/A

Table 19: Walker (2008) classification rates from calibrated formula
Female
Male
Total

F
87
11
98

M
13
98
111

Total
100
109
209

While correlations speak to the strength of the relationship between stature and
method accuracy, binary logistic regressions determine how well stature can predict
method success. Stature represents the predictor variable, and the binary response
variable is correct (0) or incorrect (1) sex estimation produced by each method. Despite
the fact that methods exhibited higher misclassification rates than have been observed in
previous studies, regression results reveal that only males who were misclassified by the
Klales et al. (2012) method were misclassified in part due to body size (p = 0.023; Figure
14). The regression line in Figure 14 predicts the probability that an individual will be in
the correctly classified group (0) or the misclassified group (1). The hypothesis that taller
individuals will be more accurately classified means we would expect a sigmoidal line
(much like the regression line in Figure 2) to illustrate that individuals at the shorter end of
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the stature spectrum are predicted to be in the incorrectly classified group. The regression
line does trend closer to 1 (incorrect classification) at the shorter end of the stature
spectrum, and closer to 0 (correct classification) at the taller end of the spectrum, which
supports the predicted pattern. However, the weak curve of the regression line in Figure 14
suggests that, though males may have been misclassified by the Klales et al. (2012) method
in part due to stature, stature alone is not a strong predictor of an individual’s membership
to the correct or incorrect group. The remaining regressions (Figures 15-19) show
similarly weak regression lines, indicating stature cannot predict method success.
Results of the polyserial correlations show that no sex estimation trait for either sex
is more than moderately correlated with stature (Table 20). The highest correlation was
between male mastoid process (MP) and stature (r = 0.45; Figure 20). Additionally, pvalues for the Kruskal-Wallis (p ranging from 0.47 – 0.50) and Mann-Whitney U tests (p
ranging from 0.49 – 0.52) showed no significant results, meaning no sex estimation scores
were significantly clustered, but rather were relatively evenly distributed across statures.
Similarly, the trait most strongly correlated with male stature is the MP (r = 0.45).
Figure 20 provides a visualization of MP correlation with stature. Even as the single most
strongly-correlated trait between the sexes, this visualization shows that most males fall
between a rank 3 and rank 5 MP score. Additionally, individuals at the shorter end of the
stature continuum can still exhibit a rank 5 MP, and taller individuals can still display a
rank 3 MP.
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Figure 14: Binary logistic regression of Klales et al. (2012) estimation vs. male
stature

Figure 15: Binary logistic regression of Klales et al. (2012) estimation vs. female
stature
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Figure 16: Binary logistic regression of Walker (2008) estimation vs. female stature

Figure 17: Binary logistic regression of Walker (2008) estimation vs. male stature
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Figure 18: Binary logistic regression of Rogers (1999) estimation vs. female stature

Figure 19: Binary logistic regression of Rogers (1999) estimation vs. male stature
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Table 20: Polyserial correlation values for morphological traits vs. stature
Trait
G
MP
ME
SM
NC
VA

Female
Stature
r-values
0.10
-0.16
-0.05
0.08
0.16
0.05

Male
Stature
r-values
0.07
0.45
0.28
0.16
0.40
0.41

Trait
MA
SPC
TC
TS
OFSD
AME

Female
Stature
r-values
0.10
0.04
-0.30
0.23
0.01
-0.20

Male
Stature
r-values
0.29
0.02
-0.22
-0.14
0.40
-0.07

Figure 20: Correlation between male stature and MP trait score
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Correlation matrices also tested the relationship between stature and sexually
dimorphic measurements (Table 21). For females, minimum pubic length (WPL), minimum
pubic width (MinPW), minimum width of the pubic ramus (MinWPR), medial maximum
height of the trochlea (MMaxHT), and minimum trochlear constriction (MinTC) all exhibit
statistically significant relationships with stature (p < 0.05; r ranging from 0.20 to 0.54).
For males, mastoid height (MDH), WPL, MinPW, MinWPR, lateral maximum height of the
trochlea (LMaxHT), and MinTC show statistically significant correlations with stature (p <
0.05; r ranging from -0.07 to 0.46). While p-values suggest there is a relationship between
select cranial, pubic, and humeral traits and stature for both males and females, the low
correlation coefficients show that stature cannot explain the majority of the variance.
Minimally sexually dimorphic metrics were then examined in separate Pearson
correlation matrices with stature (Table 22). In females, orbital height (OBH), foramen
magnum length (FOL), and diameter of the fibular midshaft (FMD) all show significant
correlation with stature (p < 0.05; r ranging from 0.21 to 0.24). For males, only OBH and
FOL show significant relationships (p < 0.05; r = 0.19 for both traits). Similar to the sexually
dimorphic correlations, the p-values for minimally dimorphic measurements suggest a
relationship with stature, however the r-values reveal the associations are even weaker
than those exhibited by the dimorphic correlations..
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Table 21: Pearson correlation values for sexually dimorphic metrics vs. stature
Measurement
GP
MDH
WPL
MinPW
MinWBS
MinWPR
MMaxHT
LMaxHT
MinTC

Females:
r-value
0.03
0.18
0.54
0.34
0.05
0.20
0.46
0.25
0.25

p-value
0.79
0.07
<0.01
<0.01
0.65
0.04
<0.01
0.11
0.01

Males:
r-value
- 0.07
0.46
0.46
0.35
- 0.09
0.22
0.08
0.30
0.25

p-value
0.49
<0.01
<0.01
<0.01
0.33
0.24
0.39
<0.01
0.01

Table 22: Pearson correlation values for minimally dimorphic metrics vs. stature
Measurement
NLB
OBH
DKB
FOL
FMD

Females:
r-value
0.05
0.22
0.02
0.24
0.21

p-value
0.61
0.03
0.81
0.01
0.04

Males:
r-value
<0.01
0.19
0.13
0.19
0.17

p-value
0.97
0.04
0.19
0.05
0.07

Each measurement was also tested for isometric scaling with stature. Given the
linear nature of both variables, a slope of 1 was expected. Table 23 shows the resulting
slopes, standard errors, and p-values for each sexually dimorphic metric. For females,
MDH, WPL, MinWBS, MMaxHT, and MinTC all exhibit slopes that are significantly different
than the expected slope of 1. This suggests that these traits are not scaling isometrically
with stature. The remaining traits do not have significant p-values, meaning isometry
cannot be ruled out. For males, dimorphic metrics WPL, MinWBS, MMaxHT, and LMaxHT
exhibit statistically different slopes than would be expected for isometric scaling. Linear
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regressions for minimally dimorphic metrics exhibit relationships with stature that do not
differ significantly from isometry. Linear model results and p-values for minimally
dimorphic metrics are detailed in Table 24.
Table 23: Isometry analysis results for stature and sexually dimorphic metrics
Measurement
GP
MDH
WPL
MinPW
MinWBS
MinWPR
MMaxHT
LMaxHT
MinTC

Females:
Slope
-0.387
0.389
0.701
0.699
0.099
0.684
0.578
0.672
0.545

Std. error
0.755
0.210
0.108
0.188
0.382
0.333
0.114
0.298
0.181

p-value
0.350
0.002
0.003
0.056
0.010
0.172
< 0.001
0.137
0.007

Males:
Slope
0.243
1.080
0.715
0.851
-0.387
0.739
0.152
0.464
0.614

Std. error
0.697
0.207
0.129
0.216
0.446
0.368
0.172
0.141
0.236

p-value
< 0.001
< 0.001
< 0.001
< 0.001
< 0.001
< 0.001
< 0.001
< 0.001
< 0.001

Table 24: Isometry analysis results for stature and minimally dimorphic metrics
Measurement
NLB
OBH
DKB
FOL
FMD

4.5

Females:
Slope
0.078
0.302
0.042
0.315
0.416

Std. error
0.166
0.131
0.184
0.132
0.202

p-value
0.531
0.618
0.517
0.623
0.661

Males:
Slope
-0.011
0.252
0.270
0.274
0.374

Std. error
0.178
0.128
0.194
0.140
0.197

p-value
0.496
0.599
0.606
0.607
0.645

Body Mass Results
Nonparametric statistical tests were required for body mass data, which were not

normally distributed. The relationship between sex estimation method accuracy and body
mass was determined by Spearman’s rho correlations. For both males and females, none of
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the sex estimation methods display statistically significant correlations with body mass,
indicating body mass is not influencing method accuracy (Table 25).
Polyserial correlations were conducted to determine whether body mass and
specific morphological traits used by sex estimation methods were correlated. The tests
produce correlation values even weaker than those exhibited by stature (Table 26). The
strongest correlation is between body mass and the female nuchal crest (r = 0.25). Results
of the Kruskal-Wallis (p-values ranging from 0.08 to 0.98) and Mann-Whitney U (p-values
ranging from 0.36 to 0.78) tests show that ordinal trait scores are not significantly different
at different weights.

Table 25: Spearman correlation values of method accuracy vs. body mass
Method

Females:
Males:
rho
p-value
rho
Walker
0.18
0.07
0.12
Klales
N/A*
N/A*
- 0.04
Rogers
0.01
0.95
- 0.04
*Note no females were misclassified by the Klales et al. (2012) method

p-value
0.19
0.65
0.71

Table 26: Polyserial correlation values for morphological traits vs. body mass
Trait
G
MP
ME
SM
NC
VA

Female
body mass
r-values
0.05
0.02
0.16
0.08
0.25
-0.23

Male body
mass
r-values
<0.01
-0.01
0.08
-0.09
0.17
-0.05

Trait
MA
SPC
TC
TS
OFSD
AME

Female
body mass
r-values
0.04
-0.06
-0.09
0.18
0.14
-0.10

Male body
mass
r-values
0.14
-0.03
0.12
0.10
-0.01
0.06
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Relationships between dimorphic measurements and body mass were analyzed
with Pearson correlation matrices. Three pubic measurements (WPL, MinPW, and
MinWPR) and one distal humeral measurement (MMaxHT) exhibit statistically significant
relationships with body mass for females. For males, all pubic measurements show
significant relationships with body mass, along with one humeral measurement (MMaxHT).
Overall, fewer measurements were correlate with body mass than with stature and the
resulting relationships were also weaker than those with stature (Table 27). Neither of the
cranial metrics, glabellar projection (GP) and MDH, showed a relationship with body mass.
Results of the Pearson correlations for minimally dimorphic metrics show that only the
measurement FMD has a significant relationship with body mass (Table 28).
Dimorphic metrics were tested for isometric scaling with body mass. Because the
metrics are linear in nature, and body mass is cubic in nature, a slope of 0.333 was
expected to illustrate an isometric 1:3 scaling relationship. For both males and females, all
traits except GP exhibited slopes that were significantly different than expected for
isometric scaling (p < 0.03 for all traits; Table 29). As with stature, all minimally dimorphic
metrics for both sexes display scaling relationships with body mass that are not
significantly different from isometry (Table 30).
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Table 27: Pearson correlation values for sexually dimorphic metrics vs. body mass
Measurement
GP
MDH
WPL
MinPW
MinWBS
MinWPR
MMaxHT
LMaxHT
MinTC

Females:
r-value
0.07
-0.02
0.21
0.38
0.04
0.25
0.21
0.03
0.05

p-value
0.51
0.86
0.04
<0.01
0.71
0.01
0.04
0.78
0.64

Males:
r-value
0.06
0.08
0.23
0.27
0.18
0.22
0.22
-0.05
0.02

p-value
0.53
0.38
0.02
<0.01
0.05
0.02
0.02
0.60
0.80

Table 28: Pearson correlation values for minimally dimorphic metrics vs. body mass
Measurement
NLB
OBH
DKB
FOL
FMD

Female:
r-value
0.02
- 0.12
- 0.07
0.13
0.40

p-value
0.86
0.24
0.47
0.21
<0.01

Male:
r-value
<0.01
0.04
- 0.08
0.08
0.19

p-value
0.97
0.71
0.42
0.38
0.04

Table 29: Isometry analysis results for body mass and sexually dimorphic metrics
Measurement
GP
MDH
WPL
MinPW
MinWBS
MinWPR
MMaxHT
LMaxHT
MinTC

Females:
Slope
-0.010
0.001
0.036
0.098
0.010
0.124
0.032
0.022
0.010

Std. error
0.107
0.030
0.018
0.027
0.054
0.047
0.018
0.043
0.027

p-value
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001

Males:
Slope
-0.016
0.033
0.068
0.125
0.178
0.169
0.074
<0.001
0.011

Std. error
0.124
0.041
0.025
0.039
0.078
0.065
0.030
0.026
0.043

p-value
0.494
<0.001
<0.001
<0.001
0.024
0.006
<0.001
<0.001
<0.001
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Table 30: Isometry analysis results for body mass and minimally dimorphic metrics
Measurement
NLB
OBH
DKB
FOL
FMD

4.6

Females:
Slope
0.015
-0.027
-0.019
0.024
0.112

Std. error
0.023
0.019
0.026
0.019
0.027

p-value
0.506
0.489
0.492
0.509
0.544

Males:
Slope
0.00
0.01
-0.039
0.026
0.071

Std. error
0.031
0.023
0.035
0.025
0.035

p-value
0.500
0.503
0.484
0.510
0.528

Results Summary
Overall, the Walker (2008), Klales et al. (2012), and Rogers (1999) morphological

sex estimation methods experienced higher misclassification rates than previously
reported for other samples. Despite performing the best overall and classifying 100% of
the sample females correctly, the Klales et al. (2012) pubic method misclassifies one third
of males in the present sample, and appears to be the only method with some relationship
to stature. Visual representation of the males misclassified by the Klales et al. (2012)
method clearly shows individuals between 165 and 185 cm in stature are more often
misclassified; this same pattern is detected in the uniform distribution, confirming the
phenomenon is not just the result of oversampling of the mean. Fitting a calibrated
classification function to the sample results in higher classification accuracy, suggesting
that some of the seemingly stature-related misclassifications may result from using an
uncalibrated function. A closer look at the ordinal trait scores assigned to each individual
show that the scores are not distributed differently for different stature groups, and
therefore there is no predictable score patterning based on stature.
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Most metric traits correlated positively with both male and female stature, but
correlation coefficients are low, suggesting that any relationship between these variables is
weak. The relationship between stature and metric traits is stronger on the uniform stature
distribution, however it is possible this is the result of the low sample size for each stature
group (n = 10) in this derived sample.
The non-normally distributed body mass data were analyzed with nonparametric
tests. Neither sex show significant correlations between method performance and body
mass, suggesting that an individual’s weight does not indicate whether they are susceptible
to misclassification. Both morphological and metric traits showed some significant
correlations with body mass, but all associations are weaker than those with stature.
Ordinal trait scores used in the sex estimation methods also did not distribute significantly
across the body mass distribution, suggesting there is no predictable relationship between
donor weight and trait expression.
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CHAPTER 5: DISCUSSION
The hypotheses for this thesis were (1) variation in expression of sexually
dimorphic traits will co-vary with body size, (2) stature will be a greater contributor to the
sexual dimorphism of specific skeletal traits than weight, and (3) if stature and sexual
dimorphism do co-vary, sexual dimorphism will increase as stature increases.
Results suggest that body size does co-vary with sexual dimorphism as indicated by
performance of some sex estimation methods, and correlations between ordinal and metric
traits. However, stature and body mass display different relationships with these variables,
with stature exhibiting more influence on sexually dimorphic traits than body mass. To
understand the effect of body size parameters on sexual dimorphism and the accuracy of
forensic methods, the results must be contextualized within the theoretical framework of
this thesis, as well as the realm of practical application. As with the Methods and Results
chapters of this thesis, discussion will be divided into sections for stature (5.1) and body
mass (5.2), and the hypotheses relevant to each body size parameter will be addressed in
the appropriate sections. Specifically, Hypothesis 1 will be addressed in both sections
because it relates to both body size parameters; Hypothesis 2 will be addressed with body
mass (5.2) because it refers to the contribution of body mass to trait variation relative to
that of stature; finally, Hypothesis 3 will be addressed with stature (5.1), as it directly
predicts an increase in sex estimation method accuracy when applied to individuals of
taller statures.
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5.1

Influence of Stature on Sexual Dimorphism

5.1.1 Hypothesis 1
An analysis of the morphological traits used in the method scoring systems tested
whether human variation in body size might bias method accuracies. Correlations between
morphological traits used in forensic sex estimation methods, and metric approximations
of these traits, show significant associations with stature, supporting Hypothesis 1. The
male ordinal trait scores with the strongest relationship to stature are the MP and NC of the
cranium (Walker 2008), the VA of the pubis (Klales et al. 2012), and the OFSD of the distal
humerus (Rogers 1999). However, the strongest correlation, which belonged to the MP, is
still considered weak (r = 0.45). This was made evident by the mixture of gracile and robust
MP scores among the males at both extremes of the stature spectrum. For females, all sex
estimation method traits produced correlations with stature that were significantly weaker
than those exhibited by males. When score frequency was analyzed across a uniform
stature distribution, no significant results were found, indicating there is likely little to no
influence of stature on method performance. The relationship between stature and
performance of methods will be discussed later in section 5.1.2.
Metric analyses provided a more nuanced look at sexual dimorphism by treating
trait expression as continuous rather than discrete. Additional support for Hypothesis 1 is
provided by the correlations between select pelvic measurements and stature for both
sexes. Overall, the metric correlations are stronger than trait score correlations, which is
likely due to the treatment of traits as continuous measurements rather than ordinal
scores, which inherently result in a loss of information (Altman 2006; Cohen 1983).
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Minimum pubic length (WPL) has the strongest positive association with stature in both
sexes. WPL is a pelvic dimension that is crucial to childbirth (Kurki 2011). The slightly
stronger correlation in females may be due to obstetric pressures, with male WPL
exhibiting an associated correlation made marginally weaker by the fact that their pelves
are not also being selected on for obstetric purposes (Grabowski et al. 2011).
Females also exhibited a significant correlation between stature and the humeral
measurement, maximum height of the medial trochlea (MMaxHT). This feature is thought
to contribute to carrying angle of the elbow (William et al. 1989). It has also been
previously hypothesized by Hooton (1946) that the carrying angle is related to hip
dimensions—females have broader hips for obstetric purposes, and therefore
physiologically require their forearms to diverge from the humerus at an angle so the hips
can be cleared while walking. The narrower hip composition of males allows their arms to
hang straight down. This is a potential explanation for why we see an increase in female
WPL, and subsequently MMaxHT, as female stature increases. However, male WPL is also
increasing with stature (though not as much as in females), and yet males do not also show
the same significant increase of the MMaxHT.
Finally, both males and females showed some correlations between the minimallydimorphic metrics and stature. For both sexes, cranial traits orbital height (OBH) and
foramen magnum length (FOL) both showed significant relationships with stature, and
females exhibited an additional correlation for the postcranial measurement diameter of
the fibular midshaft (FMD). However, correlation coefficients for these metrics were weak
(r collectively ranged from 0.19 to 0.24). As was stated with regard to the sexually
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dimorphic traits, these correlation coefficients suggest that stature does partly contribute
to variation in these traits, but it appears that most of the variation is determined by other
factors.
The significant correlations between both the dimorphic and minimally dimorphic
measurements and stature does suggest that height is driving at least some of the
differences we see in male and female skeletal traits, providing support for Hypothesis 1.
5.1.2 Hypothesis 3
By predicting an increase in sexual dimorphism at taller statures, the third
hypothesis implies that method accuracy should increase across the stature spectrum. Sex
estimation method success rates in this study were lower than previously reported (Klales
et al. 2012; Rogers 1999; Walker 2008), yet it does not appear that the misclassifications
are due solely to differences in stature. The Klales et al. (2012) method was unique in that
stature did appear to contribute to male misclassifications; however, the weak slope of the
regression line likely indicates the non-linear relationship between stature and method
success, as well as potential influence from other latent factors. Interestingly, no females
were misclassified as males by this method, so perhaps these results are due to difficulty in
determining male sex using the pubis, or alternatively, an inherent bias toward classifying
females using the Klales et al. (2012) method. The high rate of male misclassification that
occurred between 165 and 185 cm also suggests that method accuracy is not consistently
increasing with stature as the negative Spearman correlation implied, but rather that those
individuals around the mean experience higher misclassifications than the extremes. This
pattern held true for both the normal and uniform stature distributions.
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The correlation between stature and Klales et al. (2012) method success would
seem to suggest a steady, slight increase in method accuracy from the shortest to the tallest
individuals. In reality, there is a dip in method accuracy from the shortest individuals to the
mean, and a subsequent increase in accuracy again from the mean to the tallest individuals.
This non-linear pattern of method performance may explain the weak nature of the
relationship. Whereas the correlation value alone seemed to support Hypothesis 3 (that
method accuracy would increase with stature), a better understanding of who was
misclassified shows this hypothesis is only partially supported for the pubic method. For
males, we do in fact see an increase in accuracy of the Klales et al. (2012) method when
moving from individuals of average height to the tallest individuals in the sample. However,
the shortest individuals share method success rates similar to the tallest individuals, with
the individuals at the mean experiencing the lowest classification accuracy for this method.
The pelvic trait classification function was calibrated to fit the current sample. The
calibrated formula provides information on the relative importance of each pelvic trait
when determining sex. The model shows that VA contributes the most to sample variability
(coefficient of 2.686), while SPC is not of great relative importance (coefficient of 0.962).
Nevertheless, all three traits contributed significantly to the calibrated model, along with a
significant intercept value indicating that the new formula can significantly estimate sex
when trait scores are applied. This was supported by a classification matrix based on the
calibrated model, which resulted in a higher overall classification accuracy. Male
classification alone jumped from 66% to 94%. Female classification accuracy fell from
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100% to 92% with the new function, however, the increase in male accuracy outweighs the
decrease in female method accuracy, as the overall method accuracy increases to 93%.
A stature analysis of the males misclassified by the calibrated Klales et al. (2012)
formula shows that all misclassified males fall within the 160 to 180 cm stature range.
Though this is comparable to the males misclassified by the original formula, the
significantly reduced number of misclassified males suggests that, rather than there being a
methodological shortcoming with the pelvic method, these individuals likely fall outside
the range of normal variation for this sample. Half of the misclassified females have
statures between 160 and 165 cm, and the remaining ones were some of the shortest and
tallest females in the sample. This dispersion of misclassified females across the stature
range suggests that stature is likely not contributing to female misclassifications when
using the calibrated formula.
Though the Klales et al. (2012) method achieved higher classification accuracy with
the calibrated formula, calibration statistics can only be conducted based on populational
data, and therefore are not a practical solution for forensic anthropologists who often deal
with a single set of human remains. Therefore, many practicing forensic anthropologists
will rely on the original formula provided by Klales et al. (2012), putting male skeletons at
risk of being misclassified. A recent validation study conducted by Lesciotto and Doershuk
(2017) found similarly low success when classifying American males using this method,
with accuracy rates only marginally better than chance. The rate at which males are
misclassified by this pelvic method warrants caution during application, especially
considering males account for approximately 80% of violent crime victims (Federal Bureau
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of Investigation 2015). According to the National Center for Health Statistics (2016), the
average height for males in the United States is 175.7 cm. Because this falls within the
height range of the individuals most susceptible to misclassification by the Klales et al.
(2012) method, certain recommendations should accompany the method’s use on other
American white samples. The results of the present study showed that every time this
pubic method returned trait rankings consistent with a male, the individual was always a
male. However, when an individual was scored as a female, they were truly female only
73% of the time. With this in mind, if an individual is scored as a male using the Klales et al.
(2012) method, researchers can be confident in assigning a final sex estimation of male. If
the individual is scored as female with this method, then other methods should be used to
make a more concrete conclusion, as individuals considered females by the Klales et al.
(2012) method are males about one third of the time in this sample.
Because the results of this study implicate stature as contributing to the
misclassification of males by the original Klales et al. (2012) classification formula, it may
be prudent to determine stature prior to sex estimation, though this is atypical when
constructing the biological profile. However, if an individual is classified as female by the
pubic method and is known to fall within the stature range of the most commonly
misclassified individuals (165 to 185 cm), then researchers can expect a reduction in
method accuracy and supplement their estimation accordingly. Future research should
explore further the tendency for the Klales et al. (2012) method to perform best on the
tallest and shortest individuals in a sample, yet misclassify a significant portion of the
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individuals of average height. A better understanding of this pattern could enhance the
anthropologist’s ability to choose how and when to employ this method.
Though the results do not suggest the Walker (2008) misclassifications were due to
stature, it is important to acknowledge that this method experienced similar
misclassification rates as the Klales et al. (2012) method. The cranial traits, however,
appeared to be biased in the opposite direction, and were more successful at correctly
classifying males, but misclassified approximately 33% of females. While the calibrated
classification formula also resulted in a better overall classification rate of 88%, forensic
contexts will still require anthropologists to rely on the original formula provided by
Walker (2008), and caveats should accompany the use of this method as well. Of all the
individuals classified as females by the original Walker (2008) cranial trait formula,
approximately 88% of the time these individuals were truly female. Due to the method’s
tendency to overclassify males, 26% of the male classifications were females. Therefore, as
with the Klales et al. (2012) method, caveats should be considered when applying Walker
(2008). When an individual is classified as female based on their cranial scores, researchers
can be more certain the estimation is right than when an individual is classified as male, as
88% of female classifications are true females, while only 74% of male classifications are
true males.
Finally, the Rogers (1999) distal humerus method exhibited no relationship with
stature, and resulted in the lowest classification accuracy of the three methods. Because
Rogers (1999) does not use a classification function, it was not possible to calibrate the
method for use on this research sample. However, Rogers herself has previously achieved a
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94% classification accuracy on a sample from the WMB prior to her 1999 publication of the
method. The discrepancy in method performance indicates that there may be some
methodological shortcoming causing variability in interpretation of trait expression. The
four traits used in this method were originally selected by Rogers based on her analysis of
just ten male and ten female humerii from the University of Toronto’s Grant Skeletal
Collection, which is comprised of unclaimed skeletons sent to the university between 1928
and the early 1950s. Only a single individual from the present sample could have possibly
been analyzed by Rogers when she visited the WMB, as all other skeletons used for this
thesis were donated to the WMB in the year 2000 or later. It is possible that the original
method developed on the Grant Skeletal Collection individuals born in the late 19th and
early 20th centuries described male and female trait expressions that are not consistent
with the variation in the contemporary WMB.
Regardless, the Rogers (1999) distal humerus method does not perform well
enough on the present sample for the author to recommend its use in a forensic context.
While both the cranial and pelvic methods can be improved upon and refitted for a specific
population, the lack of flexibility provided by the distal humerus method makes it
impractical for widespread use. If an anthropologist is faced with estimating sex from just
the humerus in a forensic context, they should, if possible, use the metric classification
function provided by Spradley and Jantz (2011), which uses three to four measurements
and achieves between 93-94% classification accuracy for American whites and blacks. If
the anthropologist is assessing sex morphologically with a more complete set of remains, it
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is suggested that they use more reliable morphological indicators of sex, such as the pelvis
or cranium.

5.2

Influence of Body Mass on Sexual Dimorphism

5.2.1 Hypothesis 1
While individual trait correlations with weight did exist, they were weak, suggesting
that body mass is largely not a contributing factor to sexual dimorphism in skeletal traits,
and therefore has no implications for how the present sex estimation methods are applied.
However, the existence of significant correlations between dimorphic traits and body mass,
though weak, do provide support for Hypothesis 1. However, correlations between method
accuracy and body mass show no indication that there is predictable fluctuation in method
success at different weights.
Estimating an individual’s weight is not part of current protocol for the biological
profile, and this study validates the negligible effect weight has on sex estimation. While
weight estimation methods do exist (Moore and Schaefer 2011; Ruff 2000a; Ruff 2000b)
and could provide individualizing information within a specific forensic context, the
estimation will not indicate whether the individual is at risk of being misclassified by the
Walker (2008), Klales et al. (2012), or Rogers (1999) sex estimation methods; therefore,
unless weight is pertinent to a specific case, it remains an unnecessary estimation.
Additionally, these results indicate that the morphological sex estimation methods used
here can be applied regardless of the weight of the individual, and furthermore, that
modern trends toward obesity (Ogden et al. 2015) are not affecting our accuracy in
estimating sex.
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5.2.2 Hypothesis 2
Body mass exhibited fewer significant correlations with both the morphological and
metric traits, and the significant relationships that did exist were weaker than those
exhibited by stature, supporting Hypothesis 2. It is important to note that even the
correlations between traits and stature are only weak to moderate in strength, and that the
majority of the variance in trait expression is not explained by stature. Though significant
relationships exist, it is likely they are not biologically meaningful, however it is still
important to discuss why significant relationships were found with specific traits.
Sexually dimorphic metrics that correlated with body mass were primarily pelvic
and distal humeral measurements; neither of the cranial metrics (GP, MDH) had significant
correlations with body mass for either sex. Though the cranium does not exhibit fat
deposits comparable to those that occur in the abdomen and limbs, both the GP and MDH
are muscle attachment sites that are theoretically susceptible to loading forces stronger
than those exerted by weight (Burr 1997; Lu et al. 1997; Pauwels 1965). However, it
appears that biomechanical forces, whether from body mass or muscle attachments, had
little effect on the cranial measurements. This pattern holds true for the minimally
dimorphic metrics—four of the five measurements are cranial and exhibit no statistical
correlation with weight. However FMD, a fibular measurement, exhibited stronger
correlations with body mass than the other minimally dimorphic measurements (Table
22). Though the fibula is located in the lower leg, it is only responsible for between five and
nineteen percent of the total weight-bearing experienced by the leg, with the majority of
the load being placed on the tibia (Auerbach et al. 2017). However, the fibula does provide
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essential support and stabilization for the tibia, and hence is the site of many lower leg
muscle attachments which facilitate load-sharing. It is possible that the correlation
between FMD and body mass is due indirectly to the increased biomechanical strain on the
tibia which transmits to the fibula via associated muscles and ligaments that assist the
fibula in load-sharing between the two bones (Auerbach et al. 2017).
Overall, the influence of body mass on skeletal traits is minute, providing support
for the second hypothesis of this study, which predicted stature to have greater influence
on these variables. Interestingly, the lack of influence that weight has on skeletal
morphology runs counter to what Merritt (2015) discovered in her analysis of age
estimation. She found that body mass has a stronger influence on bone morphology than
does stature, and that individuals at the extremes of the weight spectrum are at risk of a
biased age estimation. According to her results, overweight and obese individuals
experience increased rates of skeletal aging and therefore are over-aged by common age
estimation methods; conversely, underweight individuals are aged younger by the same
methods (Merritt 2015).
The discrepancy between Merritt’s (2015) findings and the findings of this thesis
may be due to inherent differences in the skeletal regions anthropologists use to estimate
sex and age. Age estimation methods primarily focus on joints, which exhibit varying levels
of degradation as individuals grow older. Consequently, Merritt’s (2015) study utilized
methods associated with the sternal joint surfaces of the ribs (Iscan et al. 1984; Iscan et al.
1985) and the pubic symphysis and auricular surface of the pelvis (Brooks and Suchey
1990; Buckberry and Chamberlain 2002; Lovejoy et al. 1985). The joint sites involved in
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Merritt’s (2015) age estimation methods are sites of biomechanical loading, which can be
altered by weight and subsequently affect bone morphology (Anandacoomarasamy et al.
2007; Ruff 2005; Ruff 2008).
In the present study, neither the Walker (2008) nor Klales et al. (2012) methods
involve joints, and therefore may be less affected by the biomechanics that weight might
induce. The Rogers (1999) distal humeral sex estimation method does involve a joint, yet
neither the morphological nor metric traits from this region show any increased
association with body mass. This may be due to the fact that the distal humerus is a nonload-bearing synovial joint with mechanisms that reduce friction, and therefore will not
exhibit the same morphological changes as are seen in cartilaginous joints such as the
pubic symphysis and sternal rib ends. The auricular surface, used by two of the aging
methods in Merritt’s (2015) study (Buckberry and Chamberlain 2002; Lovejoy et al. 1985),
is also a synovial joint like the elbow, however it bears more weight than the distal
humerus, resulting in the auricular surface being more subject to influence by body mass.
Additionally, the age- and weight-related changes most often seen in the distal humerus are
diseases such as osteoarthritis (Anandacoomarasamy et al. 2007), and any individuals who
clearly exhibited arthropathies inhibiting the author’s ability to visually assess and/or
measure traits were excluded from the present sample. The inherent differences in the
types of skeletal regions used for age estimation versus sex estimation likely account for
the contrasting conclusions regarding the influence of body weight on bone morphology.
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5.3

Revisiting Rensch’s Rule
In addition to understanding how the results of the present study relate to the

practical application of sex estimation methods, the findings must also be contextualized
within a biological framework. Rensch’s rule provides much of the theoretical background
for this thesis and aided in the formation of hypotheses that predicted a relationship
between body size and sexual dimorphism. Rensch’s rule states that in species where males
are the larger sex, there is greater sexual dimorphism than in species where females are the
larger sex (Rensch 1960). As a species, it has been shown that human sexual dimorphism is
largely male-biased, though the ratios between male and female size do vary across
populations (Eveleth 1975; Stulp and Barrett 2014). Additionally, secular change studies
show that, over time, humans have experienced simultaneous trends of increasing stature
Hermanussen et al. 2009; Jantz et al. 2008; Maat 2005; Staub et al. 2011) and greater sexual
dimorphism of skeletal traits (Klales 2016). This thesis took an intraspecific perspective on
Renschian size patterns in order to explore whether the potential connection between size
and sexual dimorphism affects the discrepancies observed when applying current sex
estimation methods to various populations. While a full interpopulational analysis was
outside the scope of this research, the study aimed to establish whether a relationship
between size and sexual dimorphism of skeletal traits exists—an important preliminary
step in understanding global patterns.
The results suggest there is, in fact, within-population covariation which may have
implications on an interpopulational level. Select morphological traits have weak to
moderate correlations with stature, and weak correlations with body mass. However,
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though there are significant correlations on an individual trait level, the effects of body size
are diluted when looking at overall method performance. In other words, the effect caused
by body size, while detectable on a smaller ordinal or binary trait scale, does not have the
same cumulative influence on method application. The exception is the Klales et al. (2012)
pelvic method which does appear to have a predictable association between stature and
misclassification. However it is unclear why males between 165 and 185 cm in stature are
at greater risk of being misclassified. This pattern indicates either a biological phenomenon
occurring in men within this stature range, or inherent methodological shortcomings with
the Klales et al. (2012) method. Future application of this method to additional populations
ranging in body size would provide more context for the universality of the method and
associated trends.
The reality of sex estimation is that there are varying degrees of method success
when applied to different populations (Kruger et al. 2015; Lesciotto and Doershuk 2017;
Toon and deGarcia 2014; Vance et al. 2011). The findings of this thesis rule out body size as
a potential contributor to discrepancies in morphological method performance for a
modern population of American white adults. Because current morphological methods rely
on ordinal scoring systems, they are resistant to small biological variations, making them
appropriate for use on individuals of varying body size. From an interpopulational
perspective, any morphological method applied to groups with varying mean statures
and/or degrees of body size dimorphism between the sexes could, and likely will, result in
varying success rates. However, this is likely the result of influence from latent factors such
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as genetics, environment, or nutrition (Gray and Wolfe 1980; Liu et al. 2004; Stinson 1985),
as body size shows no significant ties to method performance.
The metrics used in this thesis showed a greater number of trait relationships with
body size than did morphological traits. This reinforces the fact that the information loss
inherent in ordinal variables removes the effect of stature. The degree to which metric
method performance co-varies with body size is unknown considering the methods
analyzed here are strictly morphological. However, if measurements used in metric sex
estimation methods exhibit a similar association with body size, it may affect final sex
estimation. For example, metric methods that depend on multiple skeletal measurements
typically assign a relative weight to each measurement in the classification formula.
Spradley and Jantz (2011) provide classification formulae derived from postcranial
metrics. If a researcher were to use the femur to estimate the sex of a white American, the
formula would be:

(0.3644*epicondylar breadth) + (0.52629*maximum diameter of head) +
(0.02826*bicondylar length) + (-65.70614)
From Spradley and Jantz (2011)
If the formula produces a negative number, then the individual is classified as
female, and the individual is classified as male if the resulting value is positive. If the
maximum diameter of the femoral head is heavily influenced by body size, then it could
plausibly have an effect on the overall sex estimation due to the relatively high weight that
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measurement is given in the formula (a coefficient of about 0.526). On the other hand, if
bicondylar length is a measurement influenced by body size, then it is likely to have far less
influence on the final sex estimation, considering its low coefficient of about 0.028. Other
formulae established by Spradley and Jantz (2011) have coefficients as high as 0.986.
The correlations between metrics and body size observed in the present study,
along with the potentially high multiplicative values attached to metrics in current
classification formulae (Spradley and Jantz 2011), suggest that body size could feasibly
influence metric sex estimation. Metric methods are known to achieve high levels of
precision, especially considering recent incorporation of geometric morphometrics, interlandmark distances, and discriminant function analysis (Iscan and Steyn 2013; Klales et al.
2009; Vollner 2009). But as the field of anthropology strives toward increasingly precise
and objective methodology, such as that offered by metrics, a better understanding of what
causes variation in skeletal measurements must be pursued.
MacLaughlin and Bruce (1986) conducted a metric analysis of the sexual
dimorphism among innominates from two distinct European populations (English and
Dutch). They discovered highly complex differences between the groups, leading them to
discourage the use of metric methods on populations other than the one for which the
method was developed (MacLaughlin and Bruce 1986). More recent cross-populational
studies of metric methods echo this caution (Holman and Bennett 1991; Spradley and Jantz
2011; Spradley et al. 2008). While the present study cannot attest to the interpopulational
performance of metric sex estimation methods, it does provide valuable information
regarding the role body size might play in method performance. Unlike morphological
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methods which are resistant to bias from body size, metric methods will likely be more
vulnerable to the intrinsic properties of a population, given the results observed in the
present study. This sensitivity to differences in body size makes metric methods less
appropriate for interpopulational application.
The results of this thesis show that body size, namely stature, affects skeletal sexual
dimorphism. Degree of dimorphism is known to vary across populations, resulting in
associated variation in accuracy of methods designed to detect it. Morphological methods
exhibit a more robust resistance to body size variation between individuals in a population,
a pattern that presumably holds true for global groups. Therefore the well-documented
failure of many morphological methods to adequately estimate sex across populations is
likely not due body size, but rather to other biological factors that cause trait variation
extreme enough to be detected by ordinal trait scores. Metrics are inherently more
stringent detectors of minute trait variation; therefore body size cannot be ruled out as a
contributor to the interpopulational variation in metric method performance.

5.4

Additional Findings
An interesting finding that is incidental to the original goal of this thesis is that the

cranial sex estimation method set forth by Walker (2008) tends to overclassify individuals
as males, while the Klales et al. (2012) pelvic method overclassifies individuals as females,
both at an approximate rate of one in three individuals. This pattern was discussed earlier
in this chapter with respect to method success and recommendations for application,
however it also has implications regarding secular change. The misclassification biases
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suggest that the modern American crania used in this sample are more robust than the
sample on which the Walker (2008) method was developed. Interestingly, the classification
accuracy of the Klales et al. (2012) method suggests the exact opposite trend is occurring
for the traits of the pubic bone. Both Klales and Walker use the Hamann-Todd collection as
a calibration sample for their methods, with Walker additionally including the Terry
collection and a skeletal sample from Saint Bride’s Church in London (Klales et al. 2012;
Walker 2008). Individuals in the Hamann-Todd and Terry collections are American, and
largely from the latter half of the 19th century; Saint Bride’s Church skeletons are a late 18th
century English sample. The classification accuracy results observed here show how the
same methods perform on a modern American collection, and suggest that opposite secular
trends have occurred in the cranium and pelvis since the late 18th and 19th centuries. The
tendency of the Walker (2008) method to classify females as males implies that some of the
female crania from the William M. Bass Donated Skeletal Collection (WMB) display more
robust features than their 18th and 19th century counterparts. Similarly, the WMB males
appear to have more gracile trait appearance of the pubic bone, causing them to be
classified as females by the Klales et al. (2012) method. This trend differs from that
observed by Klales (2016) in a study which showed that modern males from the WMB did
not show significant changes in pelvic trait scores compared to the Hamann-Todd historic
sample. Klales observed that modern females, however, showed a gracilization of traits,
suggesting a secular trend of increasing pelvic trait dimorphism and thereby indicating that
the pubic method should experience higher classification accuracies when applied to a
modern sample.
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To address the tendency for the Walker (2008) cranial method to overclassify
individuals as males, a future age analysis of the misclassified individuals may prove
illuminating, as it has long been suggested that as males and females age, the morphology
of the skull grows increasingly masculine (Buikstra and Ubelaker 1994; Meindl et al. 1985;
White and Folkens 1991). Should the females who are being misclassified as males by the
Walker (2008) method be advanced in age, it is possible that this associated increase in
robusticity is responsible for the bias in method performance.

5.5

Summary
Hypothesis 1 is supported. Both body size parameters exhibit significant

correlations with the expression of morphological and metric traits, though most of these
correlations are weak.
Hypothesis 2 is supported by the fact that both morphological and metric traits
exhibited stronger correlations with stature than with body mass. Body mass also had
fewer total significant correlations with traits and method performance.
And finally, Hypothesis 3 is partly supported. For this hypothesis to be fully
supported, there would need to be a clear increase in method success on taller individuals,
a trend that was largely not observed for the methods used here. Most sex estimation
methods displayed correlations with stature which suggested a slight increase in method
accuracy as stature increases (though many correlations did not reach statistical
significance). However, this hypothesis is both supported and challenged by the Klales et al.
(2012) method which exhibits a nonlinear pattern of performance—low classification
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accuracy at the average male stature yet an increase in accuracy at the extremes. While the
method performs well on the tallest individuals in the sample, seemingly supporting the
hypothesis, it also performs well on the shortest individuals. This dip in method accuracy
for males around the stature mean should be analyzed in future research. Morphological
and metric skeletal traits lend more support to Hypothesis 3, as many traits showed
significant, yet weak, correlations with stature.

5.6

Study Limitations
While important conclusions can be drawn from this study, limitations do exist and

should be acknowledged. Sample composition creates an inherent bias, and the sample for
this thesis was composed solely of white males and females. As was made evident by the
literature review, much of the variation in both sexual dimorphism and sex estimation
method application has been recognized through interpopulational studies. The results
presented here can only speak to the covariation between bone morphology/metrics and
body size for the population on which it was tested. Future studies should consider
establishing whether a relationship exists between these variables in other human groups,
and if it does, how it compares to the patterns presented in this study.
The stature and body mass measurements used for the study impose their own set
of limitations as well. Both are self-reported values provided by the donor at the time of
pre-registration for the body donation program. It has been shown that self-reported
values, such as those recorded on a driver’s license, are often approximations that do not
precisely reflect the individual’s true height and weight, and biases in reporting of these
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values has been directly linked to age (Giles and Hutchinson 1991), sex (Spencer et al.
2001), and obesity status (Rowland 1990). Additionally, while stature remains rather
consistent once an individual’s full growth potential is reached, body mass can fluctuate
drastically during life, and even an accurate measure at the time of pre-donation will not
reflect such changes.
The random sample selection also did not allow the author to manufacture the same
uniform distribution for body mass as was created for stature. This is due to the positive
skew and the small number of individuals at higher body weights. Additional data
collection that targets donors from under-represented weight categories could achieve the
desired uniform distribution, and would allow for an additional level of analysis.
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CHAPTER 6: CONCLUSION
This thesis was designed to address an under-studied facet of human variation
literature: whether body size influences specific morphological and metric indicators of sex
in the human skeleton. Results showed that stature appears to have a stronger relationship
with the expression of skeletal traits than does body mass. Stature, while influenced by
factors such as environment and nutrition, is tightly controlled by genetics and exhibits its
own involvement in, and covariation with, sexual dimorphism. As was previously
illustrated in this thesis, when males and females are pooled together, stature is a
successful indicator of sex (Figure 1). But what was previously unknown was the
relationship between body size parameters, skeletal trait morphology, and overall degree
of sexual dimorphism. This thesis establishes an important pattern—that skeletal
morphology does co-vary with stature, a trait which itself co-varies with sexual
dimorphism.
The correlations observed between traits and body size are only moderate at best
and do not have implications for the application of the sex estimation methods used here;
however, further research should be conducted regarding the underlying causes of male
misclassification by the Klales et al. (2012) method. But the apparent dilution of body size
effects on the morphological methods establishes that modern body size trends such as
obesity are not currently altering our ability to estimate sex.
Additionally, the correlation between metrics and stature encourages future
research to focus on the measurements in widely used metric methods. While the metrics
used in this study are not measurements traditionally used in classification functions
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designed to directly estimate sex, the results suggest there might be similar associations for
other measurements used in the biological profile. For example, pubic length, which
exhibited a moderate correlation with stature, contributes to a method of metric sex
estimation based on the ischiopubic index established by Washburn (1948). The
correlation between pubic length and stature observed in this thesis warrants an
evaluation of potential implications for Washburn’s (1948) method. Similarly, a future
study might look at metrics used by Spradley and Jantz (2011) for classification functions
to determine whether univariate or multivariate formulae are affected by body size, and
whether this results in more misclassification biases for final sex estimations. More
generally, such studies would explain potential variation in metrics between individuals
and across populations.
Despite the fact that metric traits showed only weak to moderate correlations with
stature, and weak correlations with body mass, this research does provide valuable
information for interpopulational sex estimation using morphological methods. While
current methods are not stringent enough to detect some of the variation that metrics are
capable of capturing, they are superior in their resistance to bias imposed by stature on
individual traits. Therefore, though fluctuating method success may, and likely will, occur
when applying the Walker (2008), Klales et al. (2012), and Rogers (1999) methods to
different groups, researchers can be confident that this is not due to variation in body size.
This thesis rules out body size as a source of influence on morphological method
performance, and future studies should pursue alternative sources of variation as the
drivers of morphological method inaccuracy. Alternatively, any method employing the
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metrics used here, and presumably alternative measurements, may be influenced by body
size due to their inherent sensitivity to intrinsic properties of a population. While body size
only accounts for a portion of the variation that may cause inaccuracy in metric methods
across global populations, anthropologists should exercise caution when applying metric
methods to individuals and groups of varying body size.
The work conducted in this thesis only reflects how body size and sexual
dimorphism interact within a white North American population, but future
interpopulational studies would enhance our understanding of the universality of this
relationship. Populations with average heights and weights different from the sample used
here will serve as a point of comparison, and may shed light on why certain sex estimation
methods perform better or worse in different regions of the world. Additionally, this thesis
incites new questions regarding variation in sex estimation performance within a single
population and between the sexes, and establishes that individuals within specific stature
ranges can be at higher risk for misclassification by certain methods. Future research
concerning why some methods show biases and whether these biases are consistent across
populations could lead to our ability to predict how a method will perform on an individual
based on their body size.

.
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Metric definitions
Asterisked (*) measurements were collected from the Forensic Database at University of
Tennessee, Knoxville.
All measurement photographs were produced by the author.
A.
Cranial metrics
i. Glabellar projection (GP; Figure 21)
Tool: Subtense caliper
Orientation: Rest the skull on the right occiput, left side to the observer so that the lower
frontal region is in full profile (Howells 1973).
Definition: The maximum projection of the midline profile between nasion and
supraglabellare (or the point at which the convex profile of the frontal bone changes to join
the prominence of the glabellar region), measured as a subtense (Howells 1973).
ii. Mastoid height (MDH; Figure 21)*
Tool: Sliding caliper
Orientation: With the skull lying on its right side and facing the observer, place the
calibrated bar of the caliper just behind the process on the left side, so that the fixed arm is
tangent to the upper border of the auditory meatus and pointing to the lowest point on the
border of the orbit. The calibrated bar should be perpendicular to the eye-ear plane of the
skull (i.e., approximately level in the position given), not following the axis of the
process itself, in either plane; sighting across the flat measuring surface of the fixed arm
should indicate whether it is in fact level with the upper edge of the meatus. Move the
measuring arm until it is level with the tip of the process, using the flat surface of the arm
once more as control to sight across the tip of the process and, where possible, to the tip of
the opposite process as well. This entails a slight shift of eye position for sighting while
holding the caliper firm. (Howells 1973)
Definition: The direct distance between porion and mastoidale (Langley et al. 2016)
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Figure 21: GP (i) and MP (ii) measurements

B.
Pubic metrics
iii. Minimum Pubic length (WPL; Figure 22)
Tool: Sliding caliper
Orientation: The measurement is taken to the rim itself (not inside or outside of the rim)
(Langley et al. 2016)
Definition: Distance from symphyseon to the closest point on the acetabular rim (Langley
et al. 2016)
iv. Minimum width of the pubis (MinPW; Figure 23)
Tool: Sliding caliper
Orientation: Orient the pubis so it is viewed from the dorsal side. The measurement should
be taken with the caliper needles perpendicular to the long axis of the pubis, with the
medial caliper needle as flush as possible against the symphyseal face.
Definition: Width of pubis from obturator foramen to symphyseal face.
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v. Minimum width of ischiopubic ramus (MinWPR; Figure 23)
Tool: Sliding caliper
Orientation: Orient the ischiopubic ramus so it is viewed from the dorsal side. The
measurement should be taken so that the caliper needles are resting on the superior and
inferior edges of the ischiopubic ramus. The handle of the caliper should be perpendicular
to the long axis of the ramus, and the caliper needles should be perpendicular to the short
axis of the ramus.
Definition: The minimum width of the ischiopubic ramus from obturator foramen to the
external edge.
vi. Minimum width below the symphysis (MinWBS; Figure 24)
Tool: Sliding caliper
Orientation: Lay the posterior os coxa on a flat surface with the ischiopubic ramus toward
you, as if viewing the os coxae from an inferior direction.
Definition: With the caliper needles on the anterior and posterior surfaces, slowly move the
caliper up and down the ramus to find the minimum width.

Figure 22: WPL measurement
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Figure 23: MinPW (iv) and MinWPR (v) measurements

Figure 24: MinWBS measurement
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C.
Humeral metrics
vii. Maximum height of medial trochlear edge (MMaxHT; Figure 25)
Tool: Sliding caliper, flat end
Orientation: Lay humerus on a flat surface with the anterior side facing up. The
measurement should be taken while looking straight down at the distal humerus. The flat
caliper needles should be perpendicular to the long axis of the trochlea.
Definition: The maximum measurement from proximal edge to distal edge on the medial
trochlea.
viii. Maximum height of lateral trochlear edge (LMaxHT; Figure 25)
Tool: Sliding caliper, flat end
Orientation: Lay humerus on a flat surface with the anterior side facing up. The
measurement should be taken while looking straight down at the distal humerus. The flat
caliper needles should be perpendicular to the long axis of the trochlea.
Definition: The maximum measurement from proximal edge to distal edge on the lateral
trochlea.
ix. Minimum trochlear constriction (MinTC; Figure 26)
Tool: Sliding caliper, tapered end
Orientation: Lay humerus on a flat surface with the posterior side facing up. The
measurement should be taken while looking straight down at the distal humerus. The flat
caliper needles should be perpendicular to the long axis of the trochlea.
Definition: The minimum measurement of the trochlea, from the proximal surface (which
borders the olecranon fossa) to the distal surface.

Figure 25: MMaxHT (vii) and LMaxHT (viii) measurements
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Figure 26: MinTC measurement

D.
Minimally dimorphic metrics
x. Orbital height (OBH; Figure 27)*
Tool: Sliding caliper
Orientation: With the skull upside down and facing the observer, use the inside calipers to
measure between the borders; this is an inside measurement. Bisect the orbit visually,
referring to its own axes, not the planes of the skull (Howells 1973).
Definition: The height between the upper and lower borders of the orbit, perpendicular to
the long axis of the orbit and bisecting it (Howells 1973).
xi. Interorbital breadth (DKB; Figure 27)*
Tool: Sliding caliper
Orientation: With the skull face up, place the lateral points on the dacryon, with particular
attention to their antero-posterior location (Howells 1973).
Definition: The breadth across the nasal space from dacryon to dacryon (Howells 1973).
xii. Nasal aperture breadth (NLB; Figure 27)*
Tool: Sliding caliper
Orientation: Place the points of the instrument on the sharp lateral margins of the nasal
aperture. This is not an inside measurement (Howells 1973; Langley et al. 2016)
Definition: The maximum breadth of the nasal aperture (Langley et al. 2016)
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xiii. Foramen magnum length (FOL; Figure 28)*
Tool: Sliding caliper
Orientation: Measure with the skull base up, using the inside calipers for simplicity, not in
order to take an inside measurement (Howells 1973).
Definition: The midsagittal distance from basion to opisthion (Howells 1973).
xiv. Maximum diameter at fibular midshaft (FMD; Figure 29)*
Tool: Sliding caliper
Orientation: Find the midpoint on the osteometric board and mark with a pencil. Place the
diaphysis of the fibula between the two arms of the caliper while turning the bone to obtain
the maximum diameter (Langley et al. 2016)
Definition: Maximum diameter at midshaft

Figure 27: OBH (x), DKB (xi), and NLB (xii) measurements
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Figure 28: FOL measurement

Figure 29: FMD measurement
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