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Introduc¸a˜o
As equac¸o˜es diferenciais formam um importante ramo da Matema´tica. Essas equac¸o˜es teˆm
aplicac¸o˜es nas mais diversas a´reas da Cieˆncia, como, por exemplo, na Engenharia, na Qu´ımica,
na Biologia, na Ecologia, na Economia, entre outras. Na F´ısica, por exemplo, elas sa˜o usadas
para estudar fenoˆmenos de acu´stica e de ondas eletromagne´ticas. Na engenharia elas aparecem
por exemplo em problemas de vibrac¸o˜es, de escoamentos de fluidos, etc...
Atualmente, os problemas envolvendo equac¸o˜es diferenciais sa˜o estudados por grandes mate-
ma´ticos, e constituem um vasto campo de trabalho. Alguns dos problemas pra´ticos encontrados
no cotidiano sa˜o modelados atrave´s de equac¸o˜es diferenciais (ordina´rias ou parciais). Ale´m
disso, existem problemas envolvendo equac¸o˜es diferenciais que ainda se encontram em aberto.
Neste trabalho, tratamos apenas das equac¸o˜es diferenciais ordina´rias, pois este assunto e´, por
si so´, muito abrangente. A seguir, apresentamos um resumo do que sera´ visto nesta monografia.
No Cap´ıtulo 1 deste trabalho, definimos o que e´ uma Equac¸a˜o Diferencial (Ordina´ria e
Parcial) e damos alguns exemplos pra´ticos, e de equac¸o˜es famosas.No entanto, apesar de men-
cionarmos as equac¸o˜es diferenciais parciais, este trabalho limitar-se-a´ a`s equac¸o˜es diferenciais
ordina´rias.
No Cap´ıtulo 2, falamos sobre as EDO’s de primeira ordem, do problema de Cauchy ou
problema de valor inicial (PVI) e comentamos a existeˆncia e unicidade de soluc¸o˜es para os
PVI’s, incluindo exemplos onde na˜o sa˜o satisfeitas as condic¸o˜es do teorema de existeˆncia e
unicidade. Nesses casos, podemos ter uma soluc¸a˜o u´nica, va´rias soluc¸o˜es (ate´ mesmo infinitas)
ou nenhuma soluc¸a˜o.
No Cap´ıtulo 3, mostramos alguns me´todos de resoluc¸a˜o para tipos especiais de equac¸o˜es
diferenciais ordina´rias, como por exemplo o me´todo de varia´veis separa´veis, fator integrante,
equac¸o˜es diferenciais exatas, equac¸o˜es lineares e homogeˆneas de primeira ordem, e equac¸o˜es de
segunda ordem redut´ıveis.
No Cap´ıtulo 4, tratamos sobre sistemas lineares de equac¸o˜es diferenciais (homogeˆneos e na˜o
homogeˆneos) e suas propriedades. Comentamos tambe´m a existeˆncia e unicidade de soluc¸o˜es
para sistemas de equac¸o˜es diferenciais ordina´rias.
No Cap´ıtulo 5, finalmente, demonstramos o teorema de existeˆncia e unicidade de soluc¸o˜es
para equac¸o˜es diferenciais ordina´rias, no caso escalar e no caso vetorial. Ale´m disso, esta˜o
incluidas as definic¸o˜es de ponto fixo e espac¸o me´trico e os lemas necessa´rios para a demonstrac¸a˜o
do teorema de existeˆncia e unicidade, como o princ´ıpio da contrac¸a˜o.
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1 Equac¸o˜es Diferenciais e Problemas
Associados
Aqui, daremos a definic¸a˜o de equac¸a˜o diferencial e mostraremos os tipos principais de
equac¸o˜es diferenciais que podem aparecer.
1.1 Definic¸o˜es
Em palavras simples, uma equac¸a˜o diferencial e´ uma equac¸a˜o envolvendo uma func¸a˜o e suas
derivadas.
Existem dois tipos principais de Equac¸o˜es Diferenciais:
1) Equac¸a˜o diferencial ordina´ria (EDO): Quando a func¸a˜o envolvida e´ de uma varia´vel.
2) Equac¸a˜o diferencial parcial (EDP): Quando a func¸a˜o envolvida depende de va´rias varia´veis.
Neste trabalho, todas as varia´veis envolvidas sera˜o reais e as func¸o˜es, em geral, tambe´m
sera˜o reais. Considera-se tambe´m neste trabalho que noc¸o˜es de ca´lculo diferencial e integral
sa˜o um assunto conhecido.
Alguns exemplos de equac¸o˜es diferenciais ordina´rias sa˜o:
a) y′′ + 2y + 3x2 = 0, y = y(x).
b) y′ = sin y + 2xy, y = y(x).
c) y′ + 3xy′′ − 2y2 + 1 = 0, y = y(x).
d) y′ +
√
2y + y′ + y = 0, y = y(x).
Alguns tipos de equac¸o˜es diferenciais parciais sa˜o:
a) ∂u
∂t
− ∂2u
∂x2
= 2, u = u(t, x) (equac¸a˜o do calor)
b) ∂
2u
∂x2
+ ∂
2u
∂y2
+ g(x, y)u2 = 0, u = u(x, y) (equac¸a˜o de Laplace)
c) ∂
2u
∂t2
− ∂2u
∂x2
+mu = sin u, u = u(t, x) (equac¸a˜o da onda)
Em geral, uma equac¸a˜o diferencial ordina´ria (EDO) envolvendo uma func¸a˜o y = f(t) e´
uma equac¸a˜o da forma:
F (t, f(t), f ′(t), f ′′(t), . . . , f (n)(t)) = 0,
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sendo F (t, x0, . . . , xn) alguma func¸a˜o. Se F na˜o for constante na varia´vel xn, diz-se que a
EDO tem ordem n.
Analogamente, uma EDP para uma func¸a˜o u = u(x1, x2, x3, . . . , xn) e´ uma equac¸a˜o da forma
F
(
x, u,
∂u
∂x1
,
∂u
∂x2
, . . . ,
∂2u
∂x21
,
∂2u
∂x1∂x2
, . . . ,
∂mu
∂xmn
)
= 0
para alguma func¸a˜o F . Se F na˜o for constante em alguma das varia´veis correspondentes a`s
derivadas de ordem m, diz-se que m e´ a ordem da EDP.
As Equac¸o˜es Diferenciais podem ser classificadas como:
1) Lineares: Quando a func¸a˜o F e´ linear nas suas varia´veis que envolvem a func¸a˜o inco´gnita.
2) Na˜o Linear: Quando F e´ na˜o linear em alguma das varia´veis que envolvem a func¸a˜o
inco´gnita.
Parte principal da Equac¸a˜o Diferencial: E´ a parte da equac¸a˜o que envolve os termos
com derivadas de ordem mais alta, isto e´, aqueles que da˜o a ordem da equac¸a˜o diferencial.
Equac¸a˜o Semi-Linear: Quando a parte principal e´ linear.
Equac¸a˜o Homogeˆnea: Um modo simples de definir equac¸a˜o diferencial homogeˆnea e´ dizer
que a func¸a˜o nula e´ soluc¸a˜o.
Nosso objetivo neste trabalho e´ estudar EDO’s (ou sistemas de EDO’s) da forma
y(n) = f(x, y, y′, y′′, . . . , y(n−1)). (1)
Fazemos isso para evitar o problema que pode ocorrer devido a que uma equac¸a˜o da forma
F (x, y, y′, y′′, . . . , y(n)) = 0 (2)
pode corresponder a diversas equac¸o˜es da forma (1).
Por exemplo, a equac¸a˜o F (x, y, y′) = y′2 + 4xy′ + 2y = 0 leva para as duas equac¸o˜es:
y′ =
−4x+√16x2 − 8y
2
e
y′ =
−4x−√16x2 − 8y
2
as quais sa˜o EDO’s do tipo y′ = f(x, y).
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Definic¸a˜o de Soluc¸a˜o:Uma soluc¸a˜o da EDO (1) sobre um intervalo I = (a, b) e´ uma
func¸a˜o φ tal que φ, φ′, . . . , φ(n−1) existem em I e satisfazem
φ(n)(x) = f(x, φ(x), φ′(x), φ′′(x), . . . , φ(n−1)(x)), ∀x ∈ I
Exemplos:
1.1 Equac¸o˜es Diferenciais Ordina´rias
1) Para circuitos ele´tricos:
LQ′′(t) +RQ′(t) +
1
c
Q(t) = E(t)
onde:
Q(t) (carga sobre o condensador) e´ a func¸a˜o inco´gnita, e sa˜o dados conhecidos:
C = capacitaˆncia;
R = resisteˆncia;
L =indutaˆncia;
E(t) = voltagem.
2) Decaimento de uma amostra radioativa no tempo:
dR(t)
dt
= −kR(t)
R(t) = quantidade de amostra radioativa;
t = tempo;
k = constante conhecida.
3) Equac¸a˜o Predador-Presa (Lotka-Volterra):
E´ um modelo importante em modelagem ecolo´gica.{
H ′(t) = aH(t)− αH(t)P (t)
P ′(t) = −cP (t) + γH(t)P (t)
H(t) = populac¸a˜o de presas;
P (t) = populac¸a˜o de predadores.
a, α, c e γ sa˜o constantes que dependem sobre observac¸o˜es emp´ıricas e as particulares
espe´cies que se esta´ estudando.
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4) Oscilac¸o˜es de um Peˆndulo (sem amortecimento):
d2(θ)
dt2
+
g
l
sin θ = 0, θ = θ(t)
Esta e´ uma EDO na˜o linear.
Para pequenas oscilac¸o˜es, θ = θ(t), sin θ ≈ θ. Nesse caso, se pode trabalhar com a
EDO linearizada
d2θ
dt2
+
g
l
θ = 0.
Observac¸a˜o:
Na deduc¸a˜o desse modelo para o peˆndulo, considera-se:
- corda sem massa
- atrito do ar desprezado
g = gravidade;
l = comprimento do peˆndulo;
θ(t) = deslocamento angular do peˆndulo.
Exemplo 1: Outras aplicac¸o˜es Uma pessoa possuidora de certos bens tem uma fortuna
que cresce a uma taxa proporcional ao quadrado de sua fortuna. Um ano antes (t = 0)
sua fortuna era de 1 milha˜o. Hoje e´ de 2 milho˜es.
Qual sera´ sua fortuna daqui a 6 meses?
E perto do pro´ximo 1 ano?
Soluc¸a˜o: Considerar uma func¸a˜o y = y(t) como sendo a fortuna da pessoa, sendo t o
tempo. Claro que a taxa de variac¸a˜o da fortuna e´ dada por y′(t).
Enta˜o, y(t) deve satisfazer o seguinte problema:
{
dy
dt
= ky2
y(0) = 1; y(1) = 2
sendo k a constante de proporcionalidade.
E´ fa´cil ver que a func¸a˜o y(t) = 1
c−kt e´ soluc¸a˜o da EDO em considerac¸a˜o. Agora, aplicando
as condic¸o˜es iniciais y(0) = 1 e y(1) = 2 temos:
1 = y(0) =
1
c
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Isso diz que c = 1. Aplicando a condic¸a˜o que a fortuna atual e´ de 2 milho˜es, temos:
2 = y(1) =
1
1− k
Enta˜o, k = 1
2
.
Logo, concluimos que a soluc¸a˜o do problema e´
y(t) =
1
1− t
2
=
2
2− t , t ≥ 0.
Portanto:
y(1 +
1
2
) = y(
3
2
) = 4
lim
t→2−
y(t) = +∞.
A conclusa˜o e´ que a fortuna sera´ de 4 milho˜es daqui a 6 meses e se tornara´ infinita daqui
a um ano, se isso fosse poss´ıvel. Claro, isso ocorre porque o modelo descrito na pra´tica e´
imposs´ıvel de ocorrer.
Exemplo 2: Resfriamento de Newton
Este modelo trata sobre o resfriamento de um corpo f´ısico qualquer (um bloco de gelo,
uma placa de ferro, etc...)
Considere-se
T (t) = temperatura do corpo
t = tempo
A = temperatura do ambiente em volta
Enta˜o Newton propo˜e o seguinte modelo para descrever T (t):
dT
dt
= K(A− T )
Sendo k alguma constante positiva, que depende do material do corpo.
A soluc¸a˜o dessa EDO e´ dada por:
T (t) = (c− A)e−Kt + A
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com c alguma constante. Esse modelo tem aplicac¸o˜es ate´ em ”criminologia”.
1.2 Equac¸o˜es Diferenciais Parciais famosas:
Algumas equac¸o˜es diferenciais parciais famosas de f´ısica-matema´tica sa˜o:
1) u = u(x, t), x ∈ R, t ∈ R.
utt − a2uxx +mu+ u3 = 0
com a uma constante real positiva.
Esta equac¸a˜o e´ uma equac¸a˜o unidimensional semi-linear de onda e e´ conhecida como a
equac¸a˜o de Klein-Gordon da mecaˆnica relativ´ıstica, sendo m a massa da part´ıcula.
2) u = u(x, t), x ∈ R, t ∈ R,
ut − kuxx + q(x, t)u = f(x, t)
Equac¸a˜o unidimensional do calor na˜o homogeˆnea, sento k ∈ R+ uma constante.
3) u = u(x, y, t) tal que:
utt − a2(uxx + uyy) = f(x, y, t, u)
com u(x, t) definida na regia˜o x2 + y2 < 1, t > 0. Esta e´ uma equac¸a˜o da onda bidimen-
sional.
4) u = u(x, y, t):
ut − k(uxx + uyy) = 0
t > 0, 0 < x < a, 0 < y < b.
Equac¸a˜o do calor em uma placa quadrada.
5) u = u(x, t), x ∈ R, t ∈ R,
utt + uxxxx +mu = f(x, t)
Equac¸a˜o unidimensional da viga.
6) u = u(x, t), x ∈ R, t ∈ R,
ut − uxxx − uux = 0
Equac¸a˜o semi-linear de ondas de a´gua em um canal, tambe´m chamada de equac¸a˜o de
Kortaveg de Vries (KdV).
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7) u = u(x, y), (x, y) ∈ A ⊂ R2:
uxx + uyy = f(x, y)
Essa equac¸a˜o e´ conhecida como a Equac¸a˜o de Poisson em R2. Se f ≡ 0 ela e´ chamada a
equac¸a˜o de Laplace.
Neste trabalho trataremos apenas de um estudo introduto´rio a`s equac¸o˜es diferenciais or-
dina´rias. Somente o estudo dessas equac¸o˜es e´ muito vasto, abrangendo uma enorme bibliografia,
e desse modo seria praticamente imposs´ıvel abordar aqui alguma coisa sobre as equac¸o˜es difer-
enciais parciais, para as quais tambe´m existe uma vasta bibliografia a respeito.
Atualmente uma grande quantidade de matema´ticos se dedica ao estudo das equac¸o˜es difer-
enciais (ordina´rias e parciais) e existem muitos problemas em aberto nessa a´rea, e a cada dia
surgem muitos outros.
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2 Equac¸o˜es Diferenciais Ordina´rias de Primeira
Ordem
Neste cap´ıtulo apresentamos diversos problemas relacionados com equac¸o˜es diferenciais
ordina´rias de primeira ordem.
Mostramos alguns exemplos de aplicac¸a˜o e suas soluc¸o˜es. Sa˜o tambe´m mostrados proble-
mas com muitas soluc¸o˜es. Discutimos o problema de existeˆncia e unicidade de soluc¸o˜es, sem
apresentar prova do teorema relacionado, o que e´ feito no u´ltimo cap´ıtulo.
Notac¸a˜o: R2 = R× R = {(t, x)/t, x ∈ R}
Sejam D ⊂ R2 aberto e f : D → R uma func¸a˜o cont´ınua.
A equac¸a˜o:
dx
dt
= f(t, x) (3)
ou x′ = f(t, x) e´ chamada equac¸a˜o diferencial ordina´ria (EDO) de primeira ordem, para a
func¸a˜o x = x(t), associada a` func¸a˜o f .
Observac¸a˜o 1: x = x(t) e´ a func¸a˜o inco´gnita para esta EDO.
Observac¸a˜o 2: A equac¸a˜o (3) tambe´m se escreve como x˙ = f(t, x).
Definic¸a˜o de soluc¸a˜o: Uma func¸a˜o diferencia´vel φ : I → R, com I = intervalo na˜o degene-
rado de R, chama-se soluc¸a˜o da EDO (3) se:
(a) (t, φ(t)) ∈ D, ∀t ∈ I
(b) φ′(t) = f(t, φ(t)),∀t ∈ I.
Campo de Direc¸o˜es: A func¸a˜o f(t, x) define um campo de direc¸o˜es dado por (1, f(t, x))
em D.
Tem-se que:
φ(t) e´ soluc¸a˜o de x˙ = dx
dt
= f(t, x) ⇔ o vetor (1, f(t, φ(t)) e´ tangente ao gra´fico de φ(t) no
ponto (t, φ(t)).
Exemplos:
1) a ∈ R, x˙ = ax = f(t, x), D = R2, f(t, x) = ax
Soluc¸a˜o e´: φ(t) = ceat definida em R onde c e´ uma constante real.
De fato, temos que:
φ′(t) = caeat = a.ceat = aφ(t),∀t ∈ R
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2) x˙ = x2, f(t, x) = x2, D = R2. Seja c uma constante real.
Note que φc(t) =
1
c−t e´ soluc¸a˜o definida em I = (c,+∞) ou I = (−∞, c), pois:
φ′c(t) =
1
(c− t)2 =
(
1
c− t
)2
= (φc(t))
2, ∀t > c ou ∀t < c
Observac¸a˜o 2: φ(t) = 0 tambe´m e´ soluc¸a˜o em I = R.
3) x˙ = f(t, x) = 3x2/3, D = R2.
Afirmamos que a func¸a˜o
φc(t) =
{
(t− c)3 , t ≥ c
0 , t < c
e´ soluc¸a˜o definida em I = R, sendo c uma constante real fixa.
Precisamos verificar a diferenciabilidade de φc(t). O problema e´ verificar a diferenciabili-
dade em t = c. Temos
φ′c(c)
+ = lim
h→0+
φc(c+ h)− φc(c)
h
= 0
φ′c(c)
− = lim
h→0−
φc(c+ h)− φc(c)
h
= 0
Logo, existe φ′c(c) e φ
′
c(c) = 0.
Agora verificamos que φc(t) e´ soluc¸a˜o em I = R.
Para t > c, temos
φc(t) = (t− c)3 enta˜o φ′c(t) = 3(t− c)2 = 3[φc(t)]2/3
Assim φc(t) e´ soluc¸a˜o se t > c.
Para t ≤ c, temos que
φc = 0 e φ
′
c(t) = 0 = 3(φc(t))
2/3
Logo, φc(t) e´ soluc¸a˜o se t ≤ c.
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Conclusa˜o:
φc(t) =
{
(t− c)3 , t ≥ c
0 , t < c
e´ soluc¸a˜o da EDO dada em I = R.
Notar que φ(t) = 0 e´ tambe´m uma soluc¸a˜o em I = R. Assim, esta EDO admite infinitas
soluc¸o˜es.
4) Estudar o campo de direc¸o˜es para
(?)
dx
dt
=
3− x
2
Aqui, temos f(t, x) = 3−x
2
e D = R2.
Na EDO (?), f(t, x) = f(x), isto e´, f e´ independente de t. Neste caso, a inclinac¸a˜o do
gra´fico de x(t), ou o segmento dos campos de direc¸o˜es tem mesma inclinac¸a˜o ao longo de
retas x =constante, por exemplo ao longo da reta x = 2, temos
x˙ =
3− 2
2
=
1
2
Ao longo da reta x = 3 temos x˙(t) = 0. Ao longo de x = 4 temos x˙ = −1
2
.
O conhecimento do campo de direc¸o˜es pode fornecer informac¸o˜es a respeito do compor-
tamento das soluc¸o˜es.
5) Considere a equac¸a˜o diferencial de primeira ordem dx
dt
= e−t − 2x
Aqui, f(t, x) = e−t − 2x depende de t e x enta˜o o campo de direc¸o˜es e´ mais complicado.
6) A seguinte equac¸a˜o diferencial de primeira ordem claramente na˜o possui soluc¸o˜es reais:
∣∣∣∣dxdt
∣∣∣∣+ |x|+ 1 = 0
7) A equac¸a˜o diferencial ordina´ria
(
dx
dt
)2 − 4x = 0 tem uma famı´lia a um paraˆmetro de
soluc¸o˜es da forma fc(t) = (t + c)
2, c = constante real, mais a soluc¸a˜o ”extra”g(t) = 0,
que na˜o e´ membro da famı´lia {fc} para qualquer escolha de c.
8) Velocidade de escape da Terra
Um foguete e´ disparado para cima com velocidade inicial v0 e depois disso se move sem
posterior gasto de energia. Para valores grandes de v0 ele sobe bastante antes de chegar
14
ao repouso e cair de volta a` Terra. Qual deve ser v0 para que o foguete jamais chegue ao
repouso e assim escape completamente da atrac¸a˜o gravitacional da Terra?
Soluc¸a˜o: Usaremos a Lei de Gravitac¸a˜o de Newton.
”Duas part´ıculas quaisquer de mate´ria no universo se atraem com uma forc¸a
que e´ conjuntamente proporcional a suas massas e inversamente proporcional
ao quadrado da distaˆncia entre elas”
Seja m a massa do foguete e a sua acelerac¸a˜o. Seja s a distaˆncia do foguete ao centro da
Terra e M a massa da Terra.
A segunda lei de Newton diz: F = ma = md
2s
dt2
. Enta˜o
m
d2s
dt2
= −KMm
s2
(m 6= 0),
isto e´,
d2s
dt2
= −KM
s2
Isso diz que o foguete na˜o depende da pro´pria massa.
Notamos que se
a =
d2s
dt2
= −g
enta˜o:
−g = −KM
s2
Assim, KM = gR2.
Logo, a equac¸a˜o do movimento e´:
d2s
dt2
= −gR2
s2
ou dv
dt
= −gR2
s2
onde v = v(t) e´ a velocidade do foguete, isto e´, v(t) = ds
dt
e
a(t) = d
2s
dt2
= −g.
No nosso problema, a forc¸a F que atrai o foguete para a Terra e´ dada enta˜o por:
F = −KMm
s2
onde k e´ uma constante.
Claro que s = s(t), sendo t o tempo. Se v = v(t) e´ a velocidade do foguete, enta˜o, pela
regra da cadeia:
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dv
dt
=
dv
ds
· ds
dt
=
dv
ds
· v
Desse modo,
dv
ds
v = −gR
2
s2
.
Separando varia´veis, temos que:
vdv = −gR2ds
s2
Integrando, obte´m-se:
v2
2
= gR2 · 1
s
+ c
sendo c uma constante. Para achar c fazemos v = v0 quando s = R. Tem-se
1
2
v20 = gR
2 1
R
+ c⇒ c = v
2
0
2
− gR⇒
v2
2
=
gR2
s
+
v20
2
− gR.
E´ claro que para escapar da Terra deve-se ter v(t) > 0, ∀t.
Quando s e´ suficientemente grande, tem-se que gR
2
s
→ 0 e com isso e´ preciso que
v20
2
− gR > 0
Isto e´, e´ necessa´rio que v0 >
√
2gR para que esse foguete escape da atrac¸a˜o gravitacional
da Terra.
2.1 Problema de Cauchy ou Problema de Valor Inicial
Seja f(t, x) : D ⊂ R2 → R uma func¸a˜o e seja (t0, x0) ∈ D. O problema de valor inicial
(PVI) para a equac¸a˜o:
dx
dt
= f(t, x)
com dado inicial (t0, x0) consiste em achar uma soluc¸a˜o φ(t) definida em algum intervalo I
contendo t0, de modo que
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φ(t0) = x0.
Resumindo, o problema de Cauchy para uma EDO de Primeira Ordem consiste em achar
uma soluc¸a˜o de:{
dx
dt
= f(t, x), t ∈ I
x(t0) = x0
Exemplo 1: Achar uma soluc¸a˜o do PVI{
dx
dt
= 2x
x(1) = 5
Aqui, f(t, x) = 2x e D = R2, (t0, x0) = (1, 5).
Soluc¸a˜o: Para resolver esse PVI, notamos que a equac¸a˜o
x˙ =
dx
dt
= 2x
pode ser colocada na forma
dx
x
= 2dt.
Da´ı, integrando obte´m-se
ln|x| = 2t+ c
com c alguma constante. Assim,
|x| = e2t+c
e portanto a soluc¸a˜o deve ser da forma:
x = x(t) = Ke2t
onde K = ±ec = ±c
Impondo a condic¸a˜o inicial, temos: 5 = x(1) = Ke2·1 ⇒ K = 5e−2 e com isso
x(t) = 5e2(t−1)
Essa e´ a u´nica soluc¸a˜o desse PVI e a soluc¸a˜o e´ definida em I = R.
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Exemplo 2: Achar uma soluc¸a˜o do problema de Cauchy{
x˙ = x
2−1
2
x(2) = 0
Aqui, f(t, x) = x
2−1
2
, D = R2, (t0, x0) = (2, 0) ∈ D.
Soluc¸a˜o: Observamos que
φ(t) =
1 + cet
1− cet ,
c uma constante, e´ soluc¸a˜o da EDO.
Aplicando a condic¸a˜o inicial:
0 = φ(2) =
1 + ce2
1− ce2 ⇒ 1 + ce
2 = 0⇒ c = −e−2
e com isso a soluc¸a˜o e´ dada por
φ(t) =
1− et−2
1 + et−2
, t ∈ I = R
Observamos que esta e´ a u´nica soluc¸a˜o desse PVI.
Exemplo 3: Mostrar que o PVI{
x˙ = 3x2/3
x(1) = 0
possui infinitas soluc¸o˜es.
Soluc¸a˜o: Vimos que as func¸o˜es
φc(t) =
{
(t− c)3 , t ≥ c
0 , t < c
sa˜o soluc¸o˜es da EDO deste exemplo.
Note que se c ≥ 1 enta˜o φc(1) = 0 pela definic¸a˜o de φc(t).
Assim, φc, c ≥ 1 e´ soluc¸a˜o do PVI.
Note tambe´m que a func¸a˜o φ ≡ 0 tambe´m e´ soluc¸a˜o e e´ um membro ”estranho”a` famı´lia de
soluc¸o˜es {φc}, c ≥ 1. Ainda, a func¸a˜o φ(t) = (t− 1)3 tambe´m e´ soluc¸a˜o deste PVI.
Assim para cada constante c ≥ 1 existe uma soluc¸a˜o e portanto o nu´mero de soluc¸o˜es e´
infinito.
Questa˜o: Porque os PVI’s dos exemplos 1 e 2 teˆm unicidade e no exemplo 3 na˜o?
A resposta e´ porque no exemplo 1, f(t, x) e´ uma func¸a˜o diferencia´vel, no exemplo 2 tambe´m,
mas no exemplo 3 a func¸a˜o f(t, x) = 3x2/3 na˜o e´ diferencia´vel em x = 0.
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2.2 Existeˆncia e Unicidade de Soluc¸o˜es
Seja f : D → R, D domı´nio de R2, uma func¸a˜o.
Considere o PVI:
{
x˙ = f(t, x)
x(t0) = x0
(4)
com (x0, t0) ∈ D.
Afirmac¸o˜es:
Se a func¸a˜o e´ cont´ınua, enta˜o:
I) O problema 4 possui pelo menos uma soluc¸a˜o definida em algum intervalo I contendo t0
(Teorema de Peano).
II) O problema 4 pode ter mais de uma soluc¸a˜o.
III) Uma condic¸a˜o suficiente para que o problema 4 possua uma u´nica soluc¸a˜o definida em
algum intervalo I contendo t0 e´ que f(t, x) e
∂f
∂x
sejam cont´ınuas em D.
IV) Se f(t, x) e ∂f
∂x
(t, x) sa˜o cont´ınuas em D, enta˜o a soluc¸a˜o u´nica de 4 esta´ definida para
todo intervalo I contendo t0, para o qual (t, φ(t)) ∈ D, t ∈ I. (Soluc¸a˜o Global)
Observac¸o˜es:
1) Nas condic¸o˜es em (III) existe uma soluc¸a˜o de 4 definida em algum intervalo I contendo
t0 e, se φ(t) e ψ(t) sa˜o soluc¸o˜es de 4 enta˜o φ = ψ no intervalo comum de definic¸a˜o.
2) A condic¸a˜o (III) pode ser substituida por f(t, x) cont´ınua em D e Lipschitziana em D
relativamente a` segunda varia´vel, isto e´, que existe K > 0 tal que
|f(t, x)− f(t, y)| ≤ K|x− y|,
∀(t, x), (t, y) ∈ D.
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Aplicac¸o˜es:
A seguir, apresentamos alguns exemplos de PVI onde as hipo´teses para existeˆncia e unicidade
podem ou na˜o ser va´lidas. Neste caso, a existeˆncia e/ou unicidade podem ou na˜o falhar.
Exemplo 1)
Neste exemplo, considere o seguinte PVI:{
x˙ = ax
x(t0) = x0
a uma constante real. Aqui, D = R2 e f(t, x) = ax e ∂f
∂x
= a sa˜o cont´ınuas.
Pelo teorema de existeˆncia e unicidade existe (afirmac¸a˜o (III)) uma u´nica soluc¸a˜o do PVI a
qual e´ dada por:
φ(t) = x0e
a(t−t0)
definida em I = R.
Exemplo 2)Mostrar que φ(t) = −1
t
e´ soluc¸a˜o do problema de Cauchy{
x˙ = x2
x(−1) = 1
Aqui, f(t, x) = x2, D = R2.
Agora, e´ claro que φ(t) e´ soluc¸a˜o, pois, φ′(t) = 1
t2
=
(
1
t
)2
=
(−1
t
)2
= (φ(t))2, ∀t 6= 0.
Note que t = 0 6∈ I.
Notar tambe´m que φ(−1) = −1
t
∣∣
t=−1 = 1 ⇒ φ(t) e´ soluc¸a˜o do PVI ∀t 6= 0, isto e´, para
t ∈ (0,∞) ou (−∞, 0). Agora, note que t = −1 ∈ (−∞, 0). Assim, φ(t) e´ soluc¸a˜o em
I = (−∞, 0).
A equac¸a˜o nesse PVI e´ da forma x˙ = f(t, x) com f(t, x) = x2. Assim, ∂f
∂x
= 2x e´ cont´ınua.
Como f(t, x) e ∂f
∂x
sa˜o cont´ınuas enta˜o pelo teorema existe uma u´nica soluc¸a˜o para o PVI dado
e e´ dada por φ(t) = −1
t
.
No entanto, e´ imposs´ıvel estender φ(t) continuamente ao intervalo (−∞, 0], ou, por exemplo,
ao intervalo (−∞, 2).
Exemplo 3)
Neste exemplo, considere o PVI{
x˙ = 3x2/3
x(t0) = x0
Aqui, f(t, x) = 3x2/3 e´ cont´ınua, mas ∂f
∂x
= 23√x na˜o e´ cont´ınua em 0 e, pelo teorema, na˜o se
pode garantir a existeˆncia e unicidade do PVI dado para x0 = 0.
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Se x0 6= 0 enta˜o existe soluc¸a˜o u´nica do PVI em algum intervalo I contendo t0 ∈ R.
Exemplo 4)
Achar uma soluc¸a˜o de:{
x˙ = 3x2/3
x(t0) = x0, x0 > 0
Qual o intervalo ma´ximo de definic¸a˜o da soluc¸a˜o encontrada?
Note que ∂f
∂x
na˜o existe em pontos da forma (t, 0).
Soluc¸a˜o: x˙ = 3x2/3 tem como soluc¸a˜o
φ(t) =
{
(t− c)3 , t ≥ c
0 , t < c
ou ψ(t) = (t− c)3, ∀t, para c uma constante. Aplicando a condic¸a˜o inicial,
x0 = φ(t0) =
{
(t0 − c)3 , t0 ≥ c
0 , t0 < c
Resulta que c = t0 − 3√x0. Portanto,
φ(t) =
{
(t− t0 − 3√x0)3 , t ≥ t0 − 3√x0
0 , t < t0 − 3√x0
e tambe´m
ψ(t) = (t − t0 − 3√x0)3 ∀t ⇒ sa˜o soluc¸o˜es. Logo, concluimos que a unicidade somente e´
va´lida no intervalo I = [t0 − 3√x0,+∞).
Exemplo 5)
A equac¸a˜o x˙ = (x2 − 1)1/2 possui soluc¸a˜o u´nica passando pelo ponto (−1, 5)? E pelo ponto
(2, 0)? E pelo ponto (1, 1)?
Soluc¸a˜o:
x˙ = (x2 − 1)1/2 = f(t, x). Enta˜o D = {(t, x) ∈ R2/x ≥ 1 ou x ≤ −1}.
Assim, devemos trabalhar esse PVI em
D1 = R× [1,∞) ou D2 = R× (−∞,−1].
Agora, vemos que
∂f
∂x
= x√
x2−1 e portanto f(t, x) e
∂f
∂x
sa˜o cont´ınuas no interior de D1 e D2. Logo, como
(−1, 5) ∈ int(D1), concluimos que existe soluc¸a˜o u´nica passando por (−1, 5).
O ponto (1, 1) 6∈ D1, isto e´, ∂f∂x na˜o existe em (1, 1). Portanto, na˜o vale a hipo´tese sobre
f na afirmac¸a˜o (III). Logo, na˜o se pode afirmar que existe u´nica soluc¸a˜o passando pelo ponto
(1, 1). O ponto (2, 0) 6∈ D1UD2.
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3 Resoluc¸a˜o de Alguns Tipos de Equac¸o˜es
Diferenciais Ordina´rias
Neste cap´ıtulo estudaremos alguns tipos especiais de equac¸o˜es diferenciais ordina´rias e seus
respectivos me´todos de resoluc¸a˜o.
3.1 Equac¸o˜es Com Varia´veis Separa´veis
Uma equac¸a˜o diferencial da forma x˙ = f(t, x) e´ uma equac¸a˜o de varia´veis separa´veis se
f(t, x) pode ser escrita da seguinte maneira:
f(t, x) = g(t) · h(x),
para (x, t) ∈ domf .
Exemplos:
a) x˙ = x2. Neste caso, h(x) = x2 e g(t) ≡ 1.
b) x˙ = x
1+t2
. Aqui temos g(t) = 1
1+t2
e h(x) = x.
c) x˙ = et+x, onde g(t) = et e h(x) = ex.
Equac¸o˜es que na˜o sa˜o de varia´veis separa´veis, sa˜o por exemplo:
a) x˙ = sin t− 2tx
b) x˙ = sin(t2x3)
c) x˙ = ln(x2 + t2)
3.2 Me´todo para Resoluc¸a˜o de Equac¸o˜es com Varia´veis Separa´veis
Agora vamos especificar a te´cnica ou me´todo de resoluc¸a˜o de equac¸o˜es diferenciais ordina´rias
com varia´veis separa´veis.
Neste tipo de equac¸a˜o temos que x e´ uma func¸a˜o de t, ou seja, x = x(t). Com isso, x˙ = dx
dt
,
da´ı segue que:
x˙ = g(t) · h(x)⇒ dx
dt
= g(t) · h(x).
Considerando h(x) 6= 0 em algum intervalo podemos escrever a equac¸a˜o da seguinte forma:
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dx
h(x)
= g(t)dt
Integrando ambos os lados chega-se na soluc¸a˜o da EDO dada.
Exemplo 1:{
x˙ = x2
x(t0) = x0
Aqui temos g(t) = 1 e h(x) = x2, caracterizando uma EDO separa´vel.
Seja φ = φ(t) soluc¸a˜o do PVI em algum intervalo I. Enta˜o:{
φ′(t) = φ(t)2, ∀t ∈ I
φ(t0) = x0
Supondo φ(t) 6= 0 ∀t ∈ I temos
φ′(t)
[φ(t)]2
= 1⇒
∫ t
t0
φ′(s)
[φ(s)]2
ds =
∫ t
t0
ds⇒
∫ t
t0
φ′(s)
[φ(s)]2
ds = t− t0
fazendo φ(s) = u temos φ′(s) = u′, isto e´: φ′(s)ds = du.
Notar que{
s = t ⇒ u = φ(t)
t0 = s ⇒ u = x0
e com isso a integral fica
∫ φ(t)
x0
du
u2
= t− t0 ⇒ − 1
φ(t)
+
1
x0
= t− t0 ⇒
1
φ(t)
=
1
x0
− t− t0 ⇒ φ(t) = x0
x0(−t+ t0) + 1 ⇒ φ(t) =
x0
1− x0(t− t0)
Note que φ(t) na˜o esta´ definida para t tal que 1− x0(t− t0) = 0, isto e´, t = t0 + 1x0 .
Assim,
I = (−∞, t0 + 1x0 ) , se x0 > 0
I = (t0 +
1
x0
,+∞) , se x0 < 0
Observac¸a˜o: Soluc¸o˜es de x˙ = x2 podem ser obtidas usando-se integrais indefinidas.
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x˙ = x2 ⇒ dx
dt
= x2 ⇒ dx
x2
= dt⇒
∫
dx
x2
=
∫
dt⇒
−1
x
= t+ c⇒ −x = 1
t+ c
⇒ x = − 1
t+ c
=
1
c− t
para φ(t0) = x0 6= 0 deve-se ter
x = φ(t) =
1
c− t ⇒ x0 =
1
c− t0 ⇒ x0c− x0t0 = 1⇒
cx0 = 1 + x0t0 ⇒ c = 1
x0
+ t0
e com isso
φ(t) =
1
c− t =
1
1
x0
+ t0 − t =
x0
1 + x0(t0 − t)
e portanto:
φ(t) =
x0
1− x0(t− t0)
exatamente onde t´ınhamos chegado antes!
Exemplo 2: Considere o seguinte PVI:{
x˙ = tx3
x(0) = 1
Seja φ(t) soluc¸a˜o definida em I.{
φ′(t) = t(φ(t))3
φ(0) = 1
Considerando φ(t) 6= 0 ∀t ∈ I, temos
φ′(t)
(φ(t))3
= t⇒
∫ t
0
φ′(s)
(φ(s))3
ds =
∫ t
0
sds⇒
⇒
∫ t
0
φ′(s)
(φ(s))3
ds =
t2
2
⇒
Fazendo u = φ(t), u′ = φ′(t), temos
∫ φ(t)
1
du
u3
=
t2
2
⇒ u
−2
−2
∣∣∣∣φ(t)
1
=
t2
2
⇒
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⇒ −(φ(t))
−2
2
+
1
2
=
t2
2
⇒ −16 2(φ(t))2 =
t2 − 1
6 2 ⇒ −(φ(t))
2 =
1
t2 − 1 ⇒
(φ(t))2 =
1
1− t2 ⇒ φ(t) = ±
√
1
1− t2
para t ∈ (−1, 1).
Como queremos φ(0) = 1, temos que ter φ(t) = 1√
1−t2 ∀ t ∈ (−1, 1).
Observac¸a˜o: Se quisesse a soluc¸a˜o φ(t) tal que φ(0) = −1, enta˜o dever´ıamos tomar
φ(t) =
−1√
1− t2 .
Exemplo 3: Neste exemplo consideramos o seguinte PVI:{
x˙ = 3x2/3
x(t0) = x0
Queremos aqui achar I0, intervalo ma´ximo de definic¸a˜o de uma soluc¸a˜o.
Seja φ(t) soluc¸a˜o definida em I.{
φ′(t) = 3(φ(t))2/3
φ(t0) = x0
Supondo φ(t) 6= 0 ∀t ∈ I, temos:
φ′(t)
(φ(t))2/3
= 3⇒
∫ t
t0
φ′(s)
(φ(s))2/3
ds =
∫ t
t0
3ds⇒
∫ t
t0
φ′(s)
(φ(s))2/3
ds = 3(t− t0)
Fazendo φ(s) = u⇒ φ′(s)ds = du e com isso:
s = t ⇒ φ(t) = u
s = t0 ⇒ u = x0
⇒
∫ φ(t)
x0
du
u2/3
= 3(t− t0)⇒
3[(φ(t))1/3 − x01/3] = 3(t− t0)⇒
φ(t)1/3 − x01/3 = t− t0 ⇒
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φ(t)1/3 = t− t0 + 3√x0 ⇒ φ(t) = (t+ ( 3√x0 − t0))3
Com isso, vemos que I = R.
Exemplo 4: Aqui, consideramos o PVI{
x˙ = 2
√
x
x(t0) = x0
Seja φ(t) soluc¸a˜o do PVI para algum intervalo I ⊂ R. Enta˜o:{
φ′(t) = 2
√
φ(t)
φ(t0) = x0, x0 ≥ 0.
Supondo φ(t) 6= 0 ∀t ∈ I, temos que φ′(t) = 2√φ(t). Isto e´, φ′(t)
2
√
φ(t)
= 1,∀t ∈ I.
Agora basta integrar ambos os lados do ponto da condic¸a˜o inicial ate´ t, ou seja,∫ t
t0
φ′(s)
2
√
φ(s)
ds = t− t0
Para integrar, faremos a seguinte mudanc¸a de varia´vel:
Seja φ(s) = u; com isso, φ′(s)ds = du e se s = t temos φ(t) = u, e se s = t0 temos
u = φ(t0) = x0 e da´ı decorre que∫ t
t0
φ′(s)
2
√
φ(s)
=
∫ φ(t)
x0
du
2
√
u
= t− t0 ⇒
√
u
∣∣φ(t)
x0
= t− t0 ⇒
√
φ(t)−√x0 = t− t0 ⇒ φ(t) = (t+ (√x0 − t0))2
Para que φ(t) satisfac¸a a EDO dada, e´ simples verificar que nosso intervalo tem que ser
I = (t0 −√x0,∞).
Exemplo 5:
Agora vamos achar, sem resolver, o intervalo I onde a soluc¸a˜o esta´ definida, para o seguinte
problema de valor inicial:{
x˙ ln t+ x = cotg t
x(2) = 5
(cotgt = cotangente de t).
Soluc¸a˜o: Nossa equac¸a˜o pode ser escrita da seguinte forma:
x˙ =
cotg t− x
ln t
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Note que
f(t, x) =
cotg t− x
ln t
somente esta´ definida para t > 0, t 6= 1 e t 6= {kpi/k ∈ Z}.
Como queremos que x(2) = 5, temos t0 = 2 e x0 = 5.
Sabemos que 1 < 2 < pi com isso este intervalo I = (1, pi) satisfaz tanto a condic¸a˜o inicial
quanto as condic¸o˜es de existeˆncia de f .
Observac¸a˜o: O problema gene´rico para uma equac¸a˜o separa´vel e´ da forma:{
x˙ = g(t)h(x)
x(t0) = x0.
Esse problema tem u´nica soluc¸a˜o se (Teorema de Existeˆncia e Unicidade):
a) g(t) e´ cont´ınua em algum intervalo (a, b);
b) h(x) e h′(x) sa˜o cont´ınuas em algum intervalo (c, d);
c) h(x) 6= 0 em (c, d).
A regia˜o do plano onde a equac¸a˜o acima esta´ definida e´ em:
R = {(t, x)/a < t < b, c < x < d}.
Enta˜o tem-se que: f(t, x) e ∂f
∂x
sa˜o cont´ınuas em R onde f(t, x) = g(t)h(x).
Assim, concluimos que um PVI para uma equac¸a˜o separa´vel sempre admite u´nica soluc¸a˜o
em I, intervalo contendo t0, t0 ∈ dom g, x0 ∈ domh, desde que h e g satisfac¸am (a), (b) e (c).
Exemplo 6:
Achar a soluc¸a˜o da seguinte equac¸a˜o diferencial ordina´ria com condic¸a˜o inicial x(0) = 1, e
determinar o intervalo de validade I, onde x˙ = et−x(1 + et)−1
Soluc¸a˜o: Sendo φ(t) soluc¸a˜o da equac¸a˜o dada temos:
φ′(t) =
et−φ(t)
1 + et
⇔ φ′(t)eφ(t) = e
t
1 + et
Notamos que φ′(t)eφ(t) = [eφ(t)]′ e, portanto,
[eφ(t)]′ =
et
1 + et
.
Integrando em ambos os lados, temos que
eφ(t) =
∫
et
1 + et
dt,
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isto e´,
eφ(t) = ln |1 + et|+ c⇔ φ(t) = ln (ln |1 + et|+ c)
onde c e´ uma constante. Vamos achar esta constante impondo a condic¸a˜o inicial:
x(0) = 1 = ln (ln (1 + 1) + c)⇒ 1 = ln (ln 2 + c)⇒ e = ln 2 + c⇒ c = e− ln 2.
Com isso nossa soluc¸a˜o do problema dado e´:
φ(t) = ln [ln (1 + et) + e− ln 2]
Vamos agora avaliar o intervalo de validade para esta soluc¸a˜o. Note que a func¸a˜o logar´ıtmi-
ca so´ esta´ definida para nu´meros positivos e, portanto, temos que ter ln (1 + et) + e− ln 2 > 0.
Agora, isso e´ verdade ∀t ∈ R. Assim, o intervalo de validade da soluc¸a˜o e´ I = R.
Exemplo 7:
a) A equac¸a˜o diferencial ordina´ria x˙ = (x2 − 1)1/2 possui soluc¸a˜o passando por (0, 2)?
E pelo ponto (1,−5)?
b) Achar as soluc¸o˜es acima pelo me´todo de separac¸a˜o de varia´veis. Determinar os intervalos
de validade.
c) O que pode ser dito sobre soluc¸o˜es passando por (0,1)?
Soluc¸a˜o:
a) f(t, x) =
√
x2 − 1⇒ R = {(t, x) ∈ R2/x > 1 ou x < −1}.
Como f(t, x) =
√
x2 − 1⇒ ∂f
∂x
= x√
x2−1 . Logo, f e
∂f
∂x
sa˜o cont´ınuas em R.
Enta˜o pelo teorema de existeˆncia e unicidade, dado (t0, x0) ∈ R existe u´nica soluc¸a˜o φ(t)
passando por (t0, x0).
Observac¸a˜o: (0, 2) e (1,−5) ∈ R. Assim, a resposta para o item (a) e´ SIM.
b) Seja φ(t) soluc¸a˜o da equac¸a˜o diferencial ordina´ria dada. Com isso
φ′(t) = (φ(t)2 − 1)1/2.
Dividindo ambos os lados por (φ(t)2 − 1)1/2 temos:
φ′(t)
(φ(t)2 − 1)1/2 = 1
Integrando,
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∫
φ′(t)
(φ(t)2 − 1)1/2dt =
∫
dt⇒
∫
φ′(t)
(φ(t)2 − 1)1/2dt = t+ c
e fazendo u = φ(t), du = φ′(t)dt e com isso:∫
du√
u2 − 1 = t+ c
Fazendo agora u = sec θ ⇒ du = sec θtg θdθ e a integral torna-se∫
sec θtg θ
tg θ
dθ = t+ c⇒
∫
sec θdθ = t+ c⇒ sec θ + tg θ = Cet
onde C = ec.
Mas sec θ = u e tg θ =
√
u2 − 1, portanto:
u+
√
u2 − 1 = Cet. Mas u = φ(t) e com isso
φ(t) +
√
φ(t)2 − 1 = Cet
Esta soluc¸a˜o so´ e´ va´lida se |φ(t)| ≥ 1.
c) Aqui, a equac¸a˜o diferencial e´ x˙ =
√
x2 − 1 em R = {(t, x)/x ≤ 1 ou x ≥ −1}.
Notamos que o teorema de existeˆncia e unicidade na˜o se aplica ao ponto (0, 1) ∈ R, pois
sobre R, ∂f
∂x
na˜o e´ cont´ınua.
De fato, existem 2 soluc¸o˜es passando por (0,1):
φ(t) = cosh (t) e ψ(t) = 1, com t ∈ [0,∞)
Exemplo 8:
Neste exemplo, mostraremos que φ(t) ≡ 0 e´ u´nica soluc¸a˜o do problema de valor inicial{
x˙ = |x|
x(0) = 0
Tem-se f(t, x) = |x| que e´ cont´ınua em R2, mas note que
∂f
∂x
(t, x) =
{
1 , x > 0
−1 , x < 0
Com isso ∂f
∂x
na˜o e´ cont´ınua em R2.
Assim as condic¸o˜es do teorema de existeˆncia e unicidade na˜o sa˜o satisfeitas. Portanto, o
PVI na˜o precisa ter soluc¸a˜o u´nica. Vamos supor que ψ(t) e´ uma soluc¸a˜o definida em R.
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Enta˜o:
ψ′(t) = |ψ(t)|, ∀t ∈ R⇒ ψ′(t) ≥ 0, ∀t ∈ R⇒
ψ(t) e´ na˜o decrescente.
Se t ≥ 0⇒ ψ(t) ≥ ψ(0) = 0⇒ ψ′(t) = |ψ(t)| = ψ(t) se t ≥ 0.
Se t ≤ 0⇒ ψ(t) ≤ ψ(0) = 0.
Com isso, se t > 0⇒ ψ(t) ≥ ψ(0)⇒{
ψ′(t) = ψ(t), t ≥ 0
ψ(0) = 0
Resolvendo:{
ψ′(t) = ψ(t), ∀t ≥ 0
ψ(0) = 0
⇒ ψ′(t)− ψ(t) = 0⇒
Multiplicando por e−t em ambos os lados
[ψ′(t)− ψ(t)]e−t = 0
Isto e´,
ψ′(t)e−t − ψ(t)e−t = 0.
Notamos que ψ(t)e−t − ψ′(t)e−t = [ψ(t)e−t]′ e com isso resulta que
[ψ(t)e−t]′ = 0 ∀t ≥ 0⇒ ψ(t)e−t = C, onde C e´ uma constante.
Usando a condic¸a˜o ψ(0) = 0 temos C = 0⇒ ψ(t) = 0, ∀t ≥ 0.
Para t < 0 o caso e´ ana´logo, logo nossa u´nica soluc¸a˜o para o Problema de Valor Inicial dado
e´ ψ(t) ≡ 0.
Exemplo 9:
Neste exemplo queremos achar todas as soluc¸o˜es da Equac¸a˜o Diferencial Ordina´ria:
x˙ = t2x2 − 4t2.
Tambe´m queremos achar a soluc¸a˜o que passa por (5,2) e determinar o intervalo I de validade
dessa soluc¸a˜o.
Para fazer isso, seja φ(t) soluc¸a˜o da Equac¸a˜o Diferencial Ordina´ria definida em algum in-
tervalo I. Com isso temos:
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φ′(t) = t2[φ(t)]2 − 4t2 ⇒ φ′(t) = t2[(φ(t))2 − 4], t ∈ I.
Considerando (φ(t))2 − 4 6= 0, ou seja φ(t) 6= ±2, temos:
φ′(t)
(φ(t))2 − 4 = t
2
Integrando em ambos os lados, temos:∫
φ′(t)
(φ(t))2 − 4dt =
∫
t2dt⇒
∫
φ′(t)
(φ(t))2 − 4dt =
t3
3
+ C,
com C alguma constante.
Fazendo φ(t) = u, temos φ′(t)dt = du e com isso obtemos que∫
φ′(t)
(φ(t))2 − 4dt =
∫
du
u2 − 4
Consideramos agora a substituic¸a˜o u = 2sec θ. Assim, du = 2sec θtg θdθ e com isso:∫
du
u2 − 4 =
∫
2sec θtg θdθ
4((sec θ)2 − 1) =
∫
1
2
sec θ
tg θ
dθ =
1
2
∫
1
6 cos θ ·
6 cos θ
sin θ
dθ =
=
1
2
∫
cossec θdθ =
1
2
ln |cossec θ − cotg θ|+ C
Como u
2
= sec θ temos:
∫
du
u2 − 4 = ln
∣∣∣∣ u√u2 − 4 − 2√u2 − 4
∣∣∣∣+ C = ln ∣∣∣∣ u− 2√u2 − 4
∣∣∣∣+ C = ln ∣∣∣∣√u2 − 4u+ 2
∣∣∣∣+ C
Portanto temos:
∫
φ′(t)
(φ(t))2 − 4dt = ln
∣∣∣∣∣
√
(φ(t))2 − 4
φ(t) + 2
∣∣∣∣∣+ C = t33 + C
Logo, devemos ter que √
(φ(t))2 − 4
φ(t) + 2
= ke
t3
3 (5)
onde k = eC , sendo C uma constante.
A u´nica condic¸a˜o que devemos ter para a soluc¸a˜o (dada implicitamente por (5)) e´ que
φ(t) ≥ 2 ou φ(t) < −2.
Agora, queremos uma soluc¸a˜o que passe por (5, 2) = (t0, φ(t0)). Para encontra´-la, basta
substituir o ponto (5, 2) na soluc¸a˜o (impl´ıcita) encontrada acima e calcular a constante k.
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Fazendo isso, acharemos k = 0, e portanto φ(t) e´ dada por√
φ(t)2 − 4
φ(t) + 2
= 0.
Logo, φ(t) ≡ 2 e´ a soluc¸a˜o procurada, para I = R.
3.3 Equac¸o˜es Diferenciais Ordina´rias Lineares de Primeira Ordem
Aqui estudaremos um caso particular de equac¸o˜es diferenciais que sa˜o da forma:
x˙+ p(t)x = q(t), t ∈ I (6)
onde p(t) e q(t) sa˜o func¸o˜es que dependem somente da varia´vel t e esta˜o definidas em algum
intervalo I.
Uma maneira mais gene´rica de escrever a equac¸a˜o (6) e´ na forma
a0(t)x˙+ a1(t)x = b(t), t ∈ I
onde a0(t), a1(t) e b(t) sa˜o func¸o˜es somente de t, definidas em I.
Para a0(t) 6= 0, ∀t ∈ I, a segunda equac¸a˜o pode ser reduzida a` forma normal (6).
Aqui, p(t), q(t) : I → R sa˜o func¸o˜es conhecidas.
E´ usual assumir que p(t) e q(t) sa˜o cont´ınuas em algum intervalo I.
Notemos que (6) e´ da forma x˙ = f(t, x) com f(t, x) = −p(t)x+q(t) e com D = {(t, x) ∈ R2/
t ∈ I}. Isso garante que f(t, x) e ∂f
∂x
= −p(t) sa˜o cont´ınuas em R (pelas hipo´teses sobre
p(t) e q(t)). Enta˜o, em acordo com as afirmac¸o˜es na sec¸a˜o 3.2, dado (x0, t0) ∈ D, isto e´,
t0 ∈ I = Dom(p, q) e x0 ∈ R, existe u´nica soluc¸a˜o φ(t) de (6) tal que φ(t0) = x0, com φ(t)
definida em I.
Observac¸a˜o: φ(t) esta´ definida para todo t ∈ I, onde o intervalo I e´ o domı´nio de p(t) e
q(t). Isso se obte´m olhando a forma expl´ıcita da soluc¸a˜o.
Exemplo 1:
Queremos resolver o PVI:{
x˙+ 2tx = 0
x(0) = x0, onde x0 6= 0.
Neste caso, p(t) = 2t e q(t) ≡ 0, de onde decorre que I = R; f(t, x) = −2tx,D = R2.
Seja φ(t) soluc¸a˜o. Com isso, temos:{
φ′(t) = −2tφ(t)
φ(0) = x0
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Considerando φ(t) 6= 0, ∀t, temos φ′(t)
φ(t)
= −2t, ∀t. Integrando, temos a seguinte soluc¸a˜o:
ln|φ(t)| = −t2 + C, ∀t. Logo, φ(t) = ke−t2 , onde k = eC , sendo C uma constante. Como
queremos φ(0) = x0, concluimos que
φ(t) = x0e
−t2
e´ a soluc¸a˜o do PVI. Enta˜o, e´ fa´cil observar que I = R.
Exemplo 2:
Queremos achar a soluc¸a˜o φ(t) da Equac¸a˜o Diferencial Ordina´ria dada por
x˙− 4x− cos t = 0
que passa pelo ponto (1, 0).
Nosso problema se resume ao seguinte problema de valor inicial:{
x˙− 4x− cos t = 0
x(1) = 0
, t ∈ I
Esta Equac¸a˜o Diferencial Ordina´ria e´ da forma x˙+p(t)x = q(t) com p(t) = −4 e q(t) = cos t.
Claro que p(t) e q(t) sa˜o cont´ınuas, logo, existe soluc¸a˜o para esta Equac¸a˜o Diferencial Ordina´ria.
Seja φ(t) uma soluc¸a˜o desta Equac¸a˜o Diferencial Ordina´ria.
Com isso, temos φ′(t)− 4φ(t) = cos t, para t ∈ I.
Usando o fator de integrac¸a˜o e−4t, temos:
φ′(t)e−4t − 4φ(t)e−4t = e−4t cos t
Notemos que φ′(t)e−4t − 4φ(t)e−4t = [φ(t)e−4t]′ e com isso
[φ(t)e−4t]′ = e−4t cos t
Integrando ambos os lados da expressa˜o acima, temos:∫
[φ(t)e−4t]′dt =
∫
e−4t cos tdt
ou,
φ(t)e−4t =
∫
e−4t cos tdt
Agora vamos resolver esta integral por partes. Para isto, basta fazer
u = e−4t ⇒ du = −4e−4tdt
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edv = cos tdt⇒ v = sin t
Portanto: ∫
e−4t cos tdt = e−4t sin t+ 4
∫
e−4t sin tdt.
Tambe´m calculamos por partes a integral
∫
e−4t sin tdt. Fazemos
u = e−4t ⇒ du = −4e−4t
e
dv = sin t⇒ v = − cos t.
Com isso: ∫
e−4t cos tdt = e−4t sin t+ 4
[
−e−4t cos t− 4
∫
e−4t cos tdt
]
⇒
∫
e−4t cos tdt = e−4t sin t− 4e−4t cos t− 16
∫
e−4t cos tdt⇒
∫
e−4t cos tdt =
e−4t sin t
17
− 4
17
e−4t cos t
Logo,
φ(t)6 e−4t = 6 e
−4t sin t
17
− 4
17
6 e−4t cos t+ C.
Assim,
φ(t) =
sin t
17
− 4
17
cos t+ Ce4t.
Agora impondo a condic¸a˜o inicial x(1) = 0 temos c = 4
17
cos 1 − sin 1
17
e portanto a soluc¸a˜o
do problema de valor inicial e´ da forma
φ(t) =
sin t
17
− 4 cos t
17
+
4 cos 1
17
− sin 1
17
a qual e´ va´lida em I = R.
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Fator Integrante: Caso Geral Estudaremos aqui um caso mais geral de fator integrante.
Consideraremos a Equac¸a˜o Diferencial Ordina´ria:
φ′(t) + p(t)φ(t) = q(t), φ(t0) = x0,
com p, q : I → R.
Existe um fator integrante para esta Equac¸a˜o Diferencial Ordina´ria que a transforma em
uma equac¸a˜o separa´vel.
Este fator integrante e´ dado por
e
∫ t
t0
p(s)ds
= eP (t).
Multiplicando ambos os lados da Equac¸a˜o Diferencial Ordina´ria por este fator integrante,
obte´m-se
eP (t)φ′(t) + eP (t)p(t)φ(t) = eP (t)q(t)
e assim
d
dt
[
eP (t)φ(t)
]
= eP (t)q(t)
Integrando ambos os lados de t0 a t
eP (t)φ(t)− eP (0)φ(t0) =
∫ t
t0
eP (s)q(s)ds
Seja x(0) = eP (0)φ(t0), com isso
eP (t)φ(t) = x0 +
∫ t
t0
eP (s)q(s)ds⇒ φ(t) = x0e−P (t) +
∫ t
t0
eP (s)−P (t)q(s)ds
e´ a soluc¸a˜o da EDO.
Exemplo 1:
Neste exemplo queremos achar todas as soluc¸o˜es do sistema:{
x′1 = −x1
x′2 = x1 + x2, onde x1 = x1(t) e x2 = x2(t)
Achar a soluc¸a˜o φ(t) = (φ1(t), φ2(t)) que satisfaz φ(t) = (2, 1).
Soluc¸a˜o:
Se φ(t) = (φ1(t), φ2(t)) e´ soluc¸a˜o, enta˜o:
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{
φ′1(t) = −φ1(t)
φ′2(t) = φ1(t) + φ2(t),∀t ∈ I
A primeira equac¸a˜o e´ uma equac¸a˜o que admite fator integrante. Reescrevemos da seguinte
forma:
φ′1(t) + φ1(t) = 0.
Nesta equac¸a˜o o fator integrante e´ et e com isso, multiplicando por et obtemos:
(etφ1(t))
′ = 0
Integrando, temos que
etφ1(t) = c
onde c e´ uma constante. Portanto:
φ1(t) = Ce
−t
Substituindo na segunda equac¸a˜o temos:
φ′2(t) = Ce
−t + φ2 , isto e´, φ2 satisfaz φ′2(t)− φ2(t) = Ce−t
que e´ uma Equac¸a˜o Diferencial Ordina´ria da forma x˙(t)p(t)x(t) = q(t) onde p(t) ≡ −1 e
q(t) ≡ ce−t.
Nessa outra equac¸a˜o nosso fator integrante e´: e−
∫
dt = e−t e portanto devemos ter que φ2
satisfaz
(φ2(t)e
−t)′ = e−tce−t = ce−2t
Isto e´, integrando:
φ2(t)e
−t =
∫
ce−2tdt, ou φ2(t)e−t = −ce
−2t
2
+ d
onde d e´ uma constante; com isso, obtemos que φ2(t) = de
t − c
2
e−t. Logo, a soluc¸a˜o do
sistema e´:
φ(t) = (φ1(t), φ2(t)) = (ce
−t, det − c
2
e−t), t ∈ R
onde c e d sa˜o constantes.
Agora, calculamos a soluc¸a˜o φ(t) tal que φ(0) = (2, 1).
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Aplicando essa condic¸a˜o na soluc¸a˜o obtida acima, obtemos:
(2, 1) = (c, d− c
2
)
Isso implica que c = 2 e d = 2.
Portanto, a soluc¸a˜o particular procurada e´
φ(t) = (2e−t, 2et − e−t)
Exemplo 2:
Queremos achar a soluc¸a˜o da equac¸a˜o com o seguinte problema de valor inicial e depois
achar o intervalo de validade.{
t2x˙+ 2tx = 1
x(1) = 0
Soluc¸a˜o:
Seja φ(t) soluc¸a˜o do problema. Com isso:{
t2φ′(t) + 2tφ(t) = 1
φ(1) = 0
Para t 6= 0 temos:
φ′(t) +
2
t
φ(t) =
1
t2
Para essa equac¸a˜o, o fator integrante e´ e
∫
2
t
dt = e2lnt = t2. Portanto, multiplicando pelo
fator integrante em ambos os lados da EDO temos:
t2[φ′(t) +
2
t
φ(t)] = 1⇒ t2φ′(t) + 2tφ(t) = 1
Notamos que t2φ′(t) + 2tφ(t) = [t2φ(t)]′.
Assim, φ(t) tem que satisfazer
[t2φ(t)]′ = 1, isto e´, t2φ(t) =
∫
dt
De onde concluimos que
t2φ(t) = t+ c, ou φ(t) =
t+ c
t2
Como queremos φ(1) = 0 enta˜o devemos tomar c = −1 e portanto a soluc¸a˜o do problema e´
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φ(t) =
t− 1
t2
=
1
t
− 1
t2
Como φ(t) existe ∀ t 6= 0 e t = 1 deve pertencer ao intervalo I de validade de soluc¸a˜o,
concluimos que I = (0,+∞).
Exemplo 3:
Aqui, desejamos achar a soluc¸a˜o do problema de valor inicial{
x˙1 = x
2
1 x1(t0) = α, onde α ∈ R
x˙2 = x1 + x2 x2(t0) = −β, onde β ∈ R
Seja φ1(t) soluc¸a˜o da primeira equac¸a˜o. Com isso temos:
φ′1(t) = (φ1(t))
2 ⇒ φ
′(t)
(φ(t))2
= 1
Consideramos φ(t) 6= 0. Com esta condic¸a˜o satisfeita temos∫
φ′1(t)
(φ1(t))2
dt =
∫
dt
Com isso, a soluc¸a˜o geral da primeira equac¸a˜o e´ dada por:
− 1
φ1(t)
= t+ c⇒ φ1(t) = − 1
t+ c
Como queremos φ1(t0) = α devemos ter t0 + c = − 1α ⇒ c = − 1α − t0 e com isso
φ1(t) = − 1
t− 1
α
− t0
ou seja,
φ1(t) = − α
α(t− t0)− 1
Substituindo φ1(t) na segunda igualdade e admitindo φ2(t) soluc¸a˜o teremos:
φ′2(t) =
−α
α(t− t0)− 1 + φ2(t)
e assim
φ′2(t)− φ2(t) =
−α
α(t− t0) + 1
Para esta nossa nova equac¸a˜o temos o fator integrante como sendo e−t com isso:
[φ2(t)e
−t]′ =
−αe−t
α(t− t0)− 1 ⇒
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φ2(t)e
−t =
∫ −αe−t
α(t− t0)− 1dt,
Finalmente temos
φ2(t) = e
t
∫ −αe−t
α(t− t0) + 1dt
Com isso a soluc¸a˜o do sistema e´
φ(t) = (φ1(t), φ2(t)) =
( −α
α(t− t0) + 1 , e
t
∫ −αe−t
α(t− t0) + 1dt
)
Exemplo 4:
Considere a Equac¸a˜o Diferencial Ordina´ria x˙(t) + p(t)x(t) = q(t) com:
p ∈ R e´ uma constante fixa;
q(t) cont´ınua para t ≥ 0
satisfazendo |q(t)| ≤ k, ∀t ≥ 0, k ∈ R+.
a) Achar φ(t) tal que φ(0) = 0
b) Para p 6= 0, prove que φ(t) satisfaz:
|φ(t)| ≤ k
p
(1− e−pt),∀t ≥ 0
Soluc¸a˜o:
a) Seja φ(t) soluc¸a˜o da Equac¸a˜o Diferencial Ordina´ria. Portanto
φ(t)′ + pφ(t) = q(t)
Nosso fator integrante e´ e
∫
pdt = ep
∫
dt = ept.
Multiplicando ambos os lados por ept teremos:
eptφ
′
(t) + peptφ(t) = eptq(t)⇒
[eptφ(t)]′ = eptq(t)⇒ eptφ(t) =
∫ t
0
epsq(s)ds
pois queremos φ(0) = 0.
Assim,
eptφ(t) =
∫ t
0
epsq(s)ds e portanto a soluc¸a˜o desejada e´ φ(t) = e−pt
∫ t
0
epsq(s)ds
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b) Como por hipo´tese |q(s)| ≤ k ⇒ |epsq(s)| < |k||eps| e com isso∫ t
0
|epsq(s)|ds <
∫ t
0
|keps|ds⇒
e−pt
∫ t
0
|epsq(s)|ds < e−pt
∫ t
0
|k||eps|ds
Como k > 0 temos
e−pt
∫ t
0
|k||eps|ds = e−ptk
∫ t
0
epsds
Considerando p 6= 0 temos:
e−pt
∫ t
0
|k||eps|ds = e−ptk
[
eps
p
]∣∣∣∣s=t
s=0
Concluimos enta˜o que
|φ(t)| ≤ e−ptk
[
eps
p
∣∣∣∣s=t
s=0
]
,∀t ≥ 0⇒
|φ(t)| ≤ e−ptk
[
ept
p
− 1
p
]
, t ≥ 0⇒
|φ(t)| ≤ e−ptk
p
[
ept − 1] ,∀t ≥ 0
Isso diz que:
|φ(t)| ≤ k
P
(1− e−pt)
Exemplo 5:
Seja p uma constante na˜o nula e q1(t) e q2(t) func¸o˜es cont´ınuas para t ≥ 0 tais que:
|q1(t)− q2(t)| ≤ k, ∀t ≥ 0, onde k ∈ R+
Seja φ soluca˜o de
x˙(t) + px(t) = q1(t) (7)
Seja ψ soluc¸a˜o de
x˙(t) + px(t) = q2(t) (8)
Suponha φ(0) = ψ(0).
Provar que |φ(t)− ψ(t)| ≤ k
p
(1− e−pt) ∀t ≥ 0.
Demonstrac¸a˜o:
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Se φ(t) e´ soluc¸a˜o de (7) enta˜o
φ′(t) + pφ(t) = q1(t)⇒ φ(t) = e−pt
∫ t
0
epsq1(s)ds+ c1
Como ψ(t) e´ soluc¸a˜o de (8) enta˜o
ψ′(t) + pψ(t) = q2(t)⇒ ψ(t) = e−pt
∫ t
0
epsq2(s)ds+ c2
Como ψ(0) = φ(0)⇒ c1 = c2 e portanto:
φ(t) = e−pt
∫ t
0
epsq1(s)ds+ c1 (9)
ψ(t) = e−pt
∫ t
0
epsq2(s)ds+ c1 (10)
Subtraindo (9) de (10), temos:
φ(t)− ψ(t) = e−pt
[∫ t
0
epsq1(s)ds−
∫ t
0
epsq2(s)ds
]
Pela linearidade da integral, temos:
φ(t)− ψ(t) = e−pt
[∫ t
0
eps(q1(s)− q2(s))ds
]
⇒
|φ(t)− ψ(t)| = e−pt
∣∣∣∣∫ t
0
eps(q1(s)− q2(s))ds
∣∣∣∣
Com isso:
|φ(t)− ψ(t)| ≤ e−pt
∫ t
0
eps|q1(s)− q2(s)|ds ≤ e−pt
∫ t
0
epsKds
Logo, |φ(t)− ψ(t)| ≤ e−ptK ∫ t
0
epsds, ou seja,
|φ(t)− ψ(t)| < Ke−pt
[
ept
p
− 1
p
]
com p 6= 0.
Assim, obtemos que:
|φ(t)− ψ(t)| < k
p
(1− e−pt), ∀t ≥ 0.
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3.4 Equac¸o˜es Diferenciais Homogeˆneas de Primeira Ordem
Este outro tipo de equac¸a˜o diferencial pode ser escrita da seguinte forma:
x˙(t) = f(t, x)
onde f(t, x) e´ uma func¸a˜o homogeˆnea de grau zero, ou seja,
f(λt, λx) = f(t, x),∀(t, x) ∈ R2 e ∀λ ∈ R− {0}
Para a resoluc¸a˜o deste tipo de equac¸a˜o basta fazer a mudanc¸a de varia´vel x = ty, obtendo
x˙ = ty˙ + y ou y˙ =
x˙− y
t
, t 6= 0.
Com isso, a EDO x˙ = f(t, x) torna-se
y˙ =
f(t, ty)− y
t
=
f(1, y)− y
t
para t 6= 0, a qual e´ uma Equac¸a˜o Diferencial Ordina´ria de varia´veis separa´veis.
Exemplo 1:
Achar a soluc¸a˜o do problema de valor inicial x˙ =
x+ t
t
, onde x = x(t)
x(1) = 0, t 6= 0
Soluc¸a˜o:
f(t, x) = x+t
t
e´ homogeˆnea de grau zero, pois f(t, x) = f(λt, λx).
De fato:
f(λt, λx) =
λx+ λt
λt
=
6 λ(x+ t)
6 λt =
x+ t
t
= f(t, x).
Fazendo x = ty temos
x˙ = y + ty˙
Como x˙ = x+t
t
⇒6 y + ty˙ =6 y + 1⇒
y˙ =
1
t
⇒ y = ln|t|+ c, , t 6= 0.
Mas, sendo y = x
t
, resulta que a soluc¸a˜o geral e´ dada por:
x(t) = tln|t|+ tc
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Como queremos que x(1) = 0, resulta que c = 0 e com isso a soluc¸a˜o do problema de valor
inicial e´
x(t) = tln|t|
onde t ∈ R+.
Exemplo 2:
Achar a soluc¸a˜o da Equac¸a˜o Diferencial Ordina´ria
x˙ =
t2 + tx+ x2
t2
,
com t 6= 0 e x = x(t).
Neste caso, f(t, x) = t
2+tx+x2
t2
e´ homogeˆnea de grau zero.
De fato:
f(λt, λx) =
6 λ2t2+ 6 λ2tx+ 6 λ2x2
6 λ2t2 =
t2 + tx+ x2
t2
= f(t, x)
Com isso a Equac¸a˜o Diferencial Ordina´ria sob a mudanc¸a de varia´vel x = ty (donde x˙ =
y + ty˙) se transforma em
y + ty˙ =
t2 + t2y + t2y2
t2
⇒6 y + ty˙ = 1+ 6 y + y2
Isto e´, y deve ser soluc¸a˜o de y˙ = 1
t
(1 + y2) que e´ uma EDO de varia´veis separa´veis.
Aplicando a te´cnica de equac¸o˜es separa´veis obtemos
y˙ =
1 + y2
t
⇒ y˙
1 + y2
=
1
t
com t 6= 0.
Integrando ambos os lados, resulta
arctgy = ln|t|+ c com t 6= 0.
Segue que a soluc¸a˜o desejada e´
x(t) = t · tg(ln|t|+ c)
com t 6= 0.
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3.5 Equac¸o˜es Diferenciais Exatas
Este novo tipo de equac¸a˜o diferencial e´ da seguinte forma:
x˙ =
−M(t, x)
N(t, x)
onde reagrupando de forma conveniente temos
M(t, x) +N(t, x)x˙ = 0 (11)
A seguinte hipo´tese para uma equac¸a˜o com essa caracter´ıstica e´ que M(t, x) e N(t, x) sejam
func¸o˜es de classe C1 em algum retaˆngulo R onde
R = {(t, x) ∈ R2/a < t < b e c < x < d}
com a, b, c e d reais.
A Equac¸a˜o Diferencial Ordina´ria (?) e´ exata em R se existe uma func¸a˜o F (t, x) de classe
C1 em R tal que:
∂F
∂t
=M(t, x) e
∂F
∂x
= N(t, x) em R
Lema 1: Se φ(t) e´ soluc¸a˜o de (11) e (11) e´ exata, enta˜o F (t, φ(t)) = c, onde c e´ uma
constante.
Demonstrac¸a˜o:
Como a EDO
M(t, x) +N(t, x)x˙ = 0
e´ exata, existe uma F (t, x) de classe C1 tal que
M(t, x) +N(t, x)x˙ =
∂F
∂t
(t, x) +
∂F
∂x
(t, x)x˙ = 0.
Como φ(t) e´ soluc¸a˜o, temos:
∂F
∂t
(t, φ(t)) +
∂F
∂x
(t, φ(t))φ′(t) = 0
Pela regra da cadeia, temos:
d
dt
(F (t, φ(t)) = 0, com t ∈ [a, b]
Como F e´ de classe C1 e t ∈ [a, b] e´ um intervalo conexo, enta˜o F (t, φ(t)) = c onde c e´ uma
constante. ¥
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Lema 2: Se (11) e´ exata enta˜o toda func¸a˜o deriva´vel x = φ(t) definida implicitamente por
F (t, x) = c e´ soluc¸a˜o de (11), onde c e´ uma constante.
Demonstrac¸a˜o: Seja φ(t), t ∈ I, tal que F (t, φ(t)) = c. Derivando em relac¸a˜o a t e
aplicando a regra da cadeia, temos:
∂F
∂t
(t, φ(t)) +
∂F
∂x
(t, φ(t))φ′(t) = 0
Como (11) e´ exata, fazemos M(t, φ(t)) = ∂F
∂t
(t, φ(t)) e N(t, φ(t)) = ∂F
∂x
(t, φ(t))φ′(t), logo,
M(t, φ(t)) +N(t, φ(t))φ′(t) = 0⇒ φ(t) e´ soluc¸a˜o de (11) em I. ¥
Teorema 3.1 Se M(t, x) e N(t, x) sa˜o de classe C1(R) enta˜o
(11) e´ exata ⇔ ∂M(t, x)
∂x
=
∂N(t, x)
∂t
em R
Demonstrac¸a˜o: Se (11) e´ exata, tem-se que existe F (t, x) de classe C1 tal que:
∂F
∂t
=M(t, x) e
∂F
∂x
= N(t, x).
Como M(t, x) e N(t, x) ∈ C1 enta˜o F ∈ C2(R) e tem-se: ∂M(t, x)
∂x
=
∂2F (t, x)
∂x∂t
. Pelo
teorema de Schwarz temos
∂2F (t, x)
∂x∂t
=
∂2F (t, x)
∂t∂x
=
∂N(t, x)
∂t
logo,
∂M(t, x)
∂x
=
∂N(t, x)
∂t
em R. ¥
Para verificar a rec´ıproca, temos por hipo´tese que ∂M
∂x
= ∂N
∂t
em R.
Com isso, definimos F (t, x) da seguinte forma:
F (t, x) =
∫ t
t0
M(s, x0)ds+
∫ x
x0
N(t, y)dy
onde (t0, x0) ∈ R, (t0, x0) fixo e (t, x) ∈ R qualquer. Enta˜o F e´ C1 em R, pois e´ integral de
func¸o˜es cont´ınuas.
Derivando parcialmente em relac¸a˜o a t, temos:
∂F
∂t
(t, x) =M(t, x0) +
∫ x
x0
∂N
∂t
(t, y)dy
Como ∂N
∂t
= ∂M
∂x
obtemos
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∂F (t, x)
∂t
=M(t, x0) +
∫ x
x0
∂M
∂y
(t, y)dy =M(t, x0) +M(t, x)−M(t, x0) =M(t, x)
Derivando agora F (t, x) em relac¸a˜o a x temos ∂F
∂x
= 0 + N(t, x) = N(t, x), isto e´, F e´ C1
no retaˆngulo R e satisfaz ∂F
∂t
=M(t, x) e ∂F
∂x
= N(t, x) em R. Portanto, (11) e´ exata.
¥
Exemplo 1:
a) Mostrar que (3t2 + x2) + (2tx)x˙ = 0 e´ exata em R = R2.
b) Achar a soluc¸a˜o geral
c) Achar a soluc¸a˜o que passa por (1,−2).
Soluc¸a˜o:
a) Neste caso,
M(t, x) = 3t2 + x2 ⇒ ∂M
∂x
= 2x
N(t, x) = 2tx⇒ ∂N
∂t
= 2x
Como ∂M
∂x
= ∂N
∂t
temos pelo teorema que neste exemplo a equac¸a˜o e´ uma Equac¸a˜o Diferencial
Ordina´ria exata em R = R2.
b) Para achar a soluc¸a˜o geral deste exemplo na forma F (t, x) = c, onde c e´ uma constante,
fac¸amos (x0, y0) = (0, 0) e com isso, usando o Teorema 4.1, devemos mostrar que
F (t, x) =
∫ t
0
M(s, 0)ds+
∫ x
0
N(t, y)dy =
∫ t
0
3s2ds+
∫ x
0
2tydy = t3 + tx2.
Pelo Lema 2, as soluc¸o˜es sa˜o definidas para F (t, x) = c, isto e´, por t3 + tx2 = c⇒
x = ±
√
c− t3
t
c) Aplicando a condic¸a˜o que diz que a soluc¸a˜o tem que passar no ponto (−1, 2) temos
φ(1) = −2⇒ −2 = −
√
c−13
1
⇒ c = 5, e portanto a soluc¸a˜o procurada e´
φ(t) = −
√
5− t3
t
.
Exemplo 2:
Achar a soluc¸a˜o da seguinte equac¸a˜o diferencial dada por
46
et + et(x+ 1)x˙ = 0
Note que da maneira como esta equac¸a˜o esta´ escrita, ela na˜o e´ exata.
De fato, sendo M(t, x) = et e N(t, x) = et(x+ 1) temos
∂M(t, x)
∂x
= 0 e
∂N(t, x)
∂t
= xet + et
ou seja,
∂M(t, x)
∂x
6= ∂N(t, x)
∂t
o que na˜o caracteriza uma equac¸a˜o exata.
Mas, se dividirmos ambos os lados por et, a equac¸a˜o se torna exata, e assim temos
1 + (x+ 1)x˙ = 0
donde temos (x+ 1)dx = −dt, isto e´: dt
dx
= −(x+ 1), ou
F (t, x) = x2 + x+ 2t = c.
Transformac¸a˜o de EDO na˜o exata em EDO exata: Nem todas as equac¸o˜es do tipo
M(t, x) +N(t, x)x˙ = 0 sa˜o exatas. Para isso, procuramos uma func¸a˜o u = u(t, x) e chamamos
esta func¸a˜o de fator integrante, de modo que se multiplicarmos M(t, x) + N(t, x)x˙ = 0 em
ambos os lados por este fator integrante, a equac¸a˜o torna-se exata, ou seja,
u(t, x)M(t, x)dt+ u(t, x)N(t, x)dx = 0
e´ exata.
Exemplo 1:
Queremos achar a soluc¸a˜o para a seguinte equac¸a˜o dada por:
xdt− tdx = 0.
Notamos que esta equac¸a˜o na˜o e´ exata, pois
M(t, x) = x⇒ ∂M(t, x)
∂x
= 1
N(t, x) = −t⇒ ∂N(t, x)
∂t
= −1
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⇒ ∂M(t, x)
∂x
6= ∂N(t, x)
∂t
.
A funca˜o u(t, x) = 1
x2
, x 6= 0, e´ um fator integrante, pois multiplicando nossa Equac¸a˜o
Diferencial Ordina´ria por u(t, x) teremos
1
x
dt− t
x2
dx = 0
que e´ exata.
Notamos que neste caso temos x 6= 0 e com isso nosso domı´nio e´ R = {(t, x) ∈ R2/x > 0}
ou R = {(t, x) ∈ R2/x < 0}.
Sendo a equac¸a˜o 1
x
dt− t
x2
dx = 0 exata, temos que existe, (Teorema 4.1) F (t, x) = c tal que
∂F (t, x)
∂t
=
1
x
e
∂F (t, x)
∂x
= − t
x2
.
Com isso, a soluc¸a˜o do problema e´ dada implicitamente por F (t, x) = c, c constante, onde
F (t, x) =
t
x
= c.
De fato,
∂F (t, x)
∂t
=
1
x
e
∂F (t, x)
∂x
= − t
x2
para (t, x) ∈ R.
Lema 3: Considere a Equac¸a˜o Diferencial Ordina´ria
M(t, x)dt+N(t, x)dx = 0 (12)
com M(t, x) e N(t, x) de classe C1 em um retaˆngulo R ⊂ R2, onde N(t, x) 6= 0,∀(t, x) ∈ R.
Suponha que
p(t) =
1
N(t, x)
(
∂M
∂x
− ∂N
∂t
)
e´ uma func¸a˜o somente de t. Enta˜o:
a) u(t) = eP (t), onde P ′(t) = p(t) e´ um fator integrante para (?).
b) Todo fator integrante de (12) que so´ depende de t e´ da forma eP (t), onde P ′(t) = p(t).
Demonstrac¸a˜o:
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a) Para provar que u(t) e´ fator integrante devemos provar que
∂
∂x
(uM) =
∂
∂t
(uN)
Notamos que, sendo u(t) = eP (t) temos que u′(t) = eP (t)P ′(t) = P ′(t)u(t)
Vamos derivar u(t) ·N(t, x) em relac¸a˜o a t, aplicando a regra do produto, obtendo:
∂
∂t
(u(t)N(t, x)) = u′(t)N(t, x) + u(t)
∂(N(t, x))
∂t
(13)
Mas, sendo u′(t) = P ′(t)u(t) e substituindo na fo´rmula (13) anterior, temos:
∂
∂t
(u(t)N(t, x)) = u(t)
[
P ′(t)N(t, x) +
∂(N(t, x))
∂t
]
(14)
Sabendo por hipo´tese que P ′(t) = p(t) e p(t) =
1
N(t, x)
[
∂(M(t, x))
∂x
− ∂(N(t, x))
∂t
]
e´
somente uma func¸a˜o de t, substituindo p(t) em (14) temos:
∂
∂t
(u(t)N(t, x)) = u(t)
[
1
N(t, x)
(
∂(M(t, x))
∂x
− ∂(N(t, x))
∂t
)
N(t, x) +
∂(N(t, x))
∂t
]
ou seja,
∂
∂t
(u(t)N(t, x)) = u(t)
[
∂(M(t, x))
∂x
− ∂(N(t, x))
∂t
+
∂(N(t, x))
∂t
]
e com isso:
∂
∂t
(u(t)N(t, x)) = u(t)
∂(M(t, x))
∂x
=
∂
∂x
(u(t)M(t, x))
Portanto, u(t) = eP (t) e´ um fator integrante pois tornou a equac¸a˜o que inicialmente na˜o
era exata em uma equac¸a˜o diferencial exata.
b) Seja u = u(t) fator integrante que depende somente de t. Com este fator integrante a
equac¸a˜o (12) torna-se exata e devemos ter:
∂
∂x
(uM) =
∂
∂t
(uN)
Sendo u = u(t) somente uma func¸a˜o de t e considerando N(t, x) 6= 0 no retaˆngulo R ⊂ R2
temos:
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u(t)
∂M(t, x)
∂t
= u′(t)N(t, x) + u(t)
∂N(t, x)
∂t
⇒ u′(t) = u(t)
N(t, x)
(
∂M(t, x)
∂x
− ∂N(t, x)
∂t
)
.
Isso diz que u(t) e´ soluc¸a˜o de u′(t)− p(t)u(t) = 0, se tomarmos
p(t) =
1
N(t, x)
(
∂M(t, x)
∂x
− ∂N(t, x)
∂t
)
A soluc¸a˜o dessa EDO e´ dada por:
u(t) = e
∫
p(t)dt = eP (t)
com P ′(t) = p(t). ¥
1) Exemplo:
Neste exemplo queremos achar a soluc¸a˜o da seguinte equac¸a˜o diferencial:
(t2 + x2 + 1)dt− (tx+ x)dx = 0
sendo t > 1 e x < 0.
Para fazer isso, observamos que essa equac¸a˜o e´ do tipo (12) com:
M(t, x) = t2 + x2 + 1 e N(t, x) = −(tx+ x)
Mas ∂M(t,x)
∂x
= 2x e ∂N(t,x)
∂t
= −x, o que na˜o satisfaz as condic¸o˜es para que a equac¸a˜o seja
exata.
Enta˜o, devemos achar um fator integrante.
Sendo p(t) =
1
N(t, x)
[
∂M(t, x)
∂x
− ∂N(t, x)
∂t
]
= − 3
t+ 1
uma func¸a˜o somente de t, temos,
pelo Lema 3, que u(t) = e
∫
p(t)dt = 1
(t+1)3
e´ um fator integrante.
Multiplicando em ambos os lados da equac¸a˜o por u(t) tornaremos a equac¸a˜o exata, ou seja,
t2 + x2 + 1
(t+ 1)3
dt+−(tx+ x)
(t+ 1)3
dx = 0
e´ exata, o que e´ fa´cil de ser verificado diretamente.
Para achar a soluc¸a˜o desta nova equac¸a˜o fac¸amos a seguinte te´cnica:
Suponhamos que a soluc¸a˜o e´ dada implicitamente por U(t, x) = c, c constante.
Com isso, devemos ter
∂U(t, x)
∂t
=M(t, x) =
t2 + x2 + 1
(t+ 1)3
=
(t+ 1)2 − 2t− 1 + x2 + 1 + 2− 2
(t+ 1)3
=
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=
1
t+ 1
+
x2 + 2
(t+ 1)3
− (2t+ 2)
(t+ 1)3
=
1
t+ 1
+
x2 + 2
(t+ 1)3
− 2
(t+ 1)2
Agora, integrando em relac¸a˜o a t, temos:
U(t, x) = ln|t+ 1|+ 2
t+ 1
− x
2 + 2
2(t+ 1)2
+ φ(x)
sendo φ(x) apenas uma func¸a˜o de x.
Mas U(t, x) ainda satisfaz a seguinte igualdade:
∂U
∂x
= N(t, x) = −(tx+ x)
(t+ 1)3
= − x
(t+ 1)2
Mas, sendo U(t, x) = ln|t+ 1|+ 2
t+1
− x2+2
2(t+1)2
+ φ(x), temos:
∂U
∂x
= − x
(t+ 1)2
+ φ′(x)
Comparando as duas expresso˜es obtidas para ∂U
∂x
, devemos ter que φ′(x) = 0, ou seja φ(x) =
c, onde c e´ uma constante.
Com isso, a func¸a˜o U(t, x) e´ dada por
U(t, x) = ln|t+ 1|+ 2
(t+ 1)2
− x
2 + 2
2(t+ 1)2
+ c.
e a soluc¸a˜o do problema e´ dada implicitamente por
ln|t+ 1|+ 2
(t+ 1)2
− x
2 + 2
2(t+ 1)2
= c
com c uma constante.
3.6 Equac¸o˜es Diferenciais de Segunda Ordem Redut´ıveis
As equac¸o˜es diferenciais de segunda ordem redut´ıveis sa˜o da seguinte forma:{
x′′ = g(t, x′)
x(t0) = x0 ; x
′(t0) = x1 (15)
onde g(t, x1, x2) na˜o depende de x1 e satisfaz as condic¸o˜es do Teorema de Existeˆncia e
Unicidade.
A te´cnica para este tipo de equac¸a˜o consiste em uma simples mudanc¸a de varia´vel. Basta
fazer x′(t) = p(t) obtendo x′′(t) = p′(t), e com isso a nossa equac¸a˜o fica reescrita da seguinte
forma:
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{
p˙ = g(t, p) (16)
p(t0) = x1
Seja ψ(t) soluc¸a˜o de (16) em I, com t0 ∈ I. Vamos definir φ(t) em I da seguinte forma:
φ(t) = x0 +
∫ t
t0
ψ(s)ds, t ∈ I.
Enta˜o φ′(t) = ψ(t),∀t ∈ I ⇒ φ′′(t) = ψ′(t) = g(t, ψ(t)) = g(t, φ′(t)),∀t ∈ I, ou seja,
φ′′(t) = g(t, φ′(t))∀t ∈ I.
Tambe´m, temos que φ(t0) = x0 e φ
′(t0) = ψ(t0) = x1.
Assim, resulta que φ(t) e´ soluc¸a˜o de (15).
1) Exemplo:
Agora vamos achar a soluc¸a˜o para a seguinte equac¸a˜o diferencial com as condic¸o˜es iniciais
impostas:{
x′′ + 2x′ = t
x(0) = 1 ; x˙(0) = 0
Soluc¸a˜o:
Para esta equac¸a˜o vamos aplicar a te´cnica para resoluc¸a˜o de equac¸o˜es diferenciais de segunda
ordem redut´ıveis.
Para isto, basta fazer a seguinte mudanc¸a de varia´vel:
x˙(t) = p(t), o que segue,
··
x(t) = p˙(t) e das condic¸o˜es iniciais para x(t) devemos ter p(0) = 0.
Obtemos uma equac¸a˜o de primeira ordem da seguinte forma:{
p˙(t) + 2p(t) = t
p(0) = 0
Para esta nova equac¸a˜o, temos um fator integrante u(t) = e2
∫
dt = e2t.
Aplicando a te´cnica de fator integrante vista na sec¸a˜o anterior, chegamos na seguinte soluc¸a˜o:
p(t) =
∫
te2tdt
e2t
ou seja,
p(t) =
t
2
− 1
4
+ ce−2t.
Como queremos p(0) = 0, temos c = 1
4
, ou seja,
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p(t) =
t
2
− 1
4
+
1
4
e−2t
Mas x˙(t) = p(t) = t
2
− 1
4
+ 1
4
e−2t e com isso
x(t) =
∫
t
2
− 1
4
+
1
4
e−2t =
t2
4
− t
4
− e
2t
8
+ c
Como tambe´m desejamos que x(0) = 1, temos c = 1 + 1
8
= 9
8
.
Portanto, a soluc¸a˜o procurada e´:
x(t) =
t2
4
− t
4
− e
2t
8
+
9
8
.
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4 Sistemas de Equac¸o˜es Diferenciais
Neste cap´ıtulo, estudamos sistemas de equac¸o˜es diferenciais ordina´rias lineares. Tais sis-
temas sa˜o acoplados, isto e´, o sistema envolve n equac¸o˜es inco´gnitas. Cada equac¸a˜o envolve
pelo menos 2 dessas func¸o˜es.
O exemplo de Lotka-Volterra visto no primeiro cap´ıtulo e´ um exemplo de um sistema
(acoplado) de duas Equac¸o˜es Diferenciais Ordina´rias.
O exemplo abaixo e´ um sistema de duas equac¸o˜es diferenciais parciais:{
utt − uxx + auθ = 0
θt − kθxx + buθ = 0
4.1 Existeˆncia e Unicidade para Sistemas Lineares
Aqui, estudamos a existeˆncia e unicidade de soluc¸o˜es para sistemas lineares de equac¸o˜es
diferenciais da seguinte forma:
x˙ = A(t)x+ g(t) (17)
onde:
A(t) = (aij(t)) e´ uma matriz n× n,
g(t) =

g1(t)
...
gn(t)
 e´ uma matriz n× 1
e esta˜o definidas em algum intervalo I.
Nesse nosso estudo vamos considerar (17) na “faixa” D = (I × Rn).
O sistema (17) e´ da forma:
x˙ = f(t, x)
sendo as coordenadas (ou componentes) de f(t, x) dadas por:
f1(t, x) = a11(t)x1 + . . .+ a1n(t)xn + g1(t)
...
fn(t, x) = an1(t)x1 + . . .+ ann(t)xn + gn(t)
Se aij e gi sa˜o cont´ınuas em I, ∀i, j enta˜o fk(t, x) e´ cont´ınua em D, ∀k = 1, 2, ..., n.
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Observac¸a˜o: E´ claro que se aij e gi sa˜o cont´ınuas em I, enta˜o f(t, x) tem derivadas parciais
em x cont´ınuas em D. Enta˜o pelo Teorema de Existeˆncia e Unicidade de soluc¸o˜es existe uma
u´nica soluc¸a˜o φ(t) de (17) satisfazendo φ(t0) = x0 ∈ Rn e definida em algum intervalo J ⊂ I,
com t0 ∈ J .
De fato, essa soluc¸a˜o esta´ definida em todo intervalo I, como mostra o pro´ximo teorema.
Assim, o sistema (17) possui soluc¸a˜o global (definida em todo I).
Teorema 4.1 Supor que A(t) e g(t) sa˜o cont´ınuas em I. Enta˜o, dado (t0, x0) ∈ D, existe
u´nica soluc¸a˜o φ(t) de (17) satisfazendo φ(t0) = x0 e definida em I.
Demonstrac¸a˜o: Para provar este teorema usaremos outros 3 conhecidos teoremas da
ana´lise matema´tica, enunciados a seguir:
1o.) (Teste M de Weierstrass) Seja fn : A → X sequ¨eˆncia de func¸o˜es, sendo A 6= ∅ e X um
espac¸o de Banach. Suponha que existam constantes Mn tais que ||fn(x)||X ≤Mn, ∀x ∈ A
e que
∞∑
n=1
Mn seja convergente. Enta˜o
∞∑
n=1
fn e´ uniformemente convergente em A.
2o.) (Limite Uniforme de Func¸o˜es Cont´ınuas) Seja fn : A→ N sequ¨eˆncia de func¸o˜es cont´ınuas
em A ⊂M com M e N espac¸os me´tricos. Suponha fn → f uniformemente em A. Enta˜o
f e´ cont´ınua em A.
3o.) (Integrac¸a˜o de Limite Uniforme) Seja fn : [a, b] → R sequ¨eˆncia de func¸o˜es integra´veis
convergindo uniformemente em [a, b] para uma func¸a˜o f . Enta˜o f e´ integra´vel em [a, b]
e
∫ b
a
f(x)dx = lim
n→∞
∫ b
a
fn(x)dx.
A prova destes teoremas pode ser vista em Marsden[1].
Prova do Teorema 4.1:
Inicialmente, fac¸amos a seguinte afirmac¸a˜o:
Afirmac¸a˜o 1: Existe uma func¸a˜o cont´ınua φ(t) definida em I satisfazendo a seguinte
equac¸a˜o integral:
φ(t) = x0 +
∫ t
t0
[A(s)φ(s) + g(s)]ds
com φ : I → Rn.
Para a justificativa desta afirmac¸a˜o vamos definir uma sequ¨eˆncia de func¸o˜es φm : I → Rn
atrave´s da seguinte relac¸a˜o de recorreˆncia:
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φ0(t) = x0
φm(t) = x0 +
∫ t
t0
[A(s)φm−1(s) + g(s)]ds, t ∈ I,m = 1, , 2, 3, ... (18)
Temos que cada func¸a˜o da sequ¨eˆncia φm dada por (18) e´ cont´ınua em I.
Para provar que φm e´ cont´ınua para todo m, vamos usar o procedimento de induc¸a˜o:
1o.) φ0(t) = x0 e´ cont´ınua, pois e´ uma func¸a˜o constante.
2o.) Vamos supor que φk(t) = x0 +
∫ t
t0
[A(s)φk−1(s) + g(s)]ds e´ cont´ınua.
3o.) Provar que φk+1(t) = x0 +
∫ t
t0
[A(s)φk(s) + g(s)]ds tambe´m e´ cont´ınua.
De fato:
Temos por hipo´tese de induc¸a˜o que φk(t) e´ cont´ınua, com isso A(s)φk(s) tambe´m e´ cont´ınua,
pois A(s) e´ cont´ınua e o produto de func¸o˜es cont´ınuas e´ uma func¸a˜o cont´ınua.
Com isso, A(s)φk(s) + g(s) tambe´m e´ cont´ınua (soma de func¸o˜es cont´ınuas).
Portanto, x0+
∫ t
t0
[A(s)φk(s)+g(s)]ds e´ cont´ınua pois integral de func¸o˜es cont´ınuas e´ cont´ınua.
Finalmente, temos que φk+1(t) = x0+
∫ t
t0
[A(s)φk(s) + g(s)]ds e´ cont´ınua, o que prova nossa
justificativa.
Agora, queremos provar que a sequ¨eˆncia {φm(t)} converge uniformemente em todo intervalo
[a, b] ⊂ I, com t0 ∈ [a, b].
Para mostrar isso, notamos que:
φm = φ0 + (φ1 − φ0) + . . .+ (φm − φm−1)
Isto e´, φm e´ a soma parcial da seguinte se´rie:
φm(t) = φ0(t) +
m∑
k=1
[φk(t)− φk−1(t)] (se´rie telesco´pica) (19)
Com isso, para mostrar que {φm(t)} converge uniformemente em [a, b] ⊂ I, com t0 ∈ [a, b],
basta mostrarmos que a se´rie dada em (19) converge uniformemente em [a, b] ⊂ I.
Usaremos o teste M -Weierstrass para mostrar essa convergeˆncia.
Para isso, sejam M = sup |A(s)| com s ∈ [a, b] e C = sup |φ1(s)− φ0(s)| = sup
[a,b]
|φ1(s)− x0|.
Observac¸a˜o: Garantimos a existeˆncia de M e C pois A(s) e φk(s) sa˜o cont´ınuas.
Para mostrar que a se´rie converge, usaremos induc¸a˜o.
Temos que:
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|φ2(t)− φ1(t)| =
∣∣∣∣∫ t
t0
A(s)[φ1 − φ0]ds
∣∣∣∣ ≤ ∣∣∣∣∫ t
t0
|A(s)| · |φ1(s)− φ0(s)|ds
∣∣∣∣
Com isso,
|φ2(t)− φ1(t)| ≤MC
∣∣∣∣∫ t
t0
dt
∣∣∣∣
ou seja,
|φ2(t)− φ1(t)| ≤MC|t− t0| ≤MC(b− a).
Por induc¸a˜o, temos:
|φk − φk−1| ≤ CM
k−1|t− t0|k−1
(k − 1)! ≤
CMk−1(b− a)k−1
(k − 1)! , ∀t ∈ [a, b].
Como a se´rie nume´rica
∞∑
k=1
[M(b− a)]k
k!
converge, resulta pelo teste M -Weierstrass que a se´rie (19) converge uniformemente em
[a, b].
Assim, esta´ estabelecida a convergeˆncia uniforme de φm(t).
Agora, dado t ∈ I, escolhemos J = [a, b] ⊂ I tal que t0, t ∈ J e definimos φ(t) = lim
m→∞
φm(t)
(limite pontual).
Pela unicidade do limite temos que φ(t) esta´ bem definida ∀t ∈ I (independente da escolha
de J).
Sendo φm(t) cont´ınuas, a convergeˆncia uniforme em [a, b] garante que φ(t) = lim
m→∞
φm(t) e´
uma func¸a˜o cont´ınua em J .
Em particular, e´ cont´ınua em t.
Como tomamos qualquer t ∈ I, temos que φ(t) e´ cont´ınua em I.
Fazendo m→∞ em (18) obtemos
φ(t) = x0 +
∫ t
t0
[A(s)φ(s) + g(s)]ds, ∀t ∈ I
(onde foi usado o teorema de integrac¸a˜o de limite uniforme em cada componente).
Assim, a afirmac¸a˜o 1 esta´ provada.
Afirmac¸a˜o 2: φ(t) e´ soluc¸a˜o de (17) em I, com φ(t0) = x0.
De fato, notamos que
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φ(t0) = x0 +
∫ t0
t0
[A(s)φ(s) + g(s)]ds = x0
e derivando φ(t) em relac¸a˜o a t, temos pelo Teorema Fundamental do Ca´lculo que
φ′(t) = A(t)φ(t) + g(t),∀t ∈ I.
Afirmac¸a˜o 3: O PVI associado a (17) tem soluc¸a˜o u´nica.
Para mostrarmos a unicidade, vamos supor que existam φ1(t) e φ2(t) soluc¸o˜es desse PVI,
tais que:
φ1(t0) = φ2(t0) = x0
Enta˜o,
φi(t) = x0 +
∫ t
t0
[A(s)φi(s) + g(s)]ds, i = 1, 2.
Para provar que φ1(t) = φ2(t) em I, basta provar que φ1(t) = φ2(t) em todo o subintervalo
da forma [a, b] ⊂ I com t0 ∈ [a, b].
Seja M = sup{|A(s)|, s ∈ [a, b]}.
Temos, para t ∈ [a, b], que:
|φ1(t)− φ2(t)| =
∣∣∣∣∫ t
t0
A(s)[φ1(s)− φ2(s)]ds
∣∣∣∣ ≤
≤
∣∣∣∣∫ t
t0
|A(s)||φ1(s)− φ2(s)|ds
∣∣∣∣ ≤ ∣∣∣∣∫ t
t0
M |φ1(s)− φ2(s)|ds
∣∣∣∣ , ∀t ∈ [a, b].
Agora, usando a desigualdade de Gronwall (que sera´ mostrada no final desta demonstrac¸a˜o),
temos:
|φ1(t)− φ2(t)| ≤ 0,∀t ∈ [a, b].
Logo,
φ1(t) = φ2(t), ∀t ∈ [a, b].
Com isso, fica provada a unicidade.
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Desigualdade de Gronwall Sejam f, g : [α, β]→ R+ cont´ınuas e k uma constante, k ≥ 0.
Se acontece f(t) ≤ k + ∫ t
α
f(s)g(s)ds, ∀t ∈ [α, β] enta˜o
f(t) ≤ ke
∫ t
α g(s)ds,∀t ∈ [α, β].
Demonstrac¸a˜o: Seja ϕ(t) = k +
∫ t
α
f(s)g(s)ds, α ≤ t ≤ β. Tem-se ϕ(α) = k e ϕ′(t) =
f(t)g(t). Mas, por hipo´tese, f(t) ≤ ϕ(t) e com isso
ϕ′(t) = f(t)g(t) ≤ ϕ(t)g(t)
Multiplicando por e−
∫ t
α g(s)ds temos:
(
ϕ(t)e−
∫ t
α g(s)ds
)′
≤ 0
Integrando em [α, t],
ϕ(t)e−
∫ t
α g(s)ds − ϕ(α) ≤ 0⇒
ϕ(t) ≤ ϕ(α)e
∫ t
α g(s)ds, sendo ϕ(α) = k temos:
ϕ(t) ≤ ke
∫ t
α g(s)ds
¥
Corola´rio 4.1 O seguinte PVI para uma EDO de ordem n:{
a0(t)x
(n) + a1(t)x
(n−1) + . . .+ an−1(t)x˙+ an(t)x = b(t)
x(t0) = x
0
1, x˙(t0) = x
0
2, . . . , x
(n−1)(t0) = x0n
sendo a0, a1, . . . , an func¸o˜es cont´ınuas num intervalo I ⊂ R e a0(t) 6= 0, ∀t ∈ I, t0 ∈ I, tem
uma u´nica soluc¸a˜o definida em I.
Demonstrac¸a˜o: Esse problema e´ equivalente ao problema:{
y˙ = f(t, y) = A(t)y + g(t)
y(t0) = x0
com
A(t) =

0 1 0 0 0 · · · 0 · · · 0
0 0 1 0 0 · · · 0 · · · 0
...
−pn(t) −pn−1(t) · · · −p1(t)
; g(t) =

0
0
...
q(t)

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sendo pj(t) =
aj(t)
a0(t)
; q(t) =
b(t)
a0(t)
e x0 = (x
0
1, x
0
2, . . . , x
0
n).
Para isso, basta tomar y = (y1, . . . , yn) = (x, x
′, . . . , x(n−1)).
Pelo Teorema 4.1, existe soluc¸a˜o y = y(t) definida em I. A soluc¸a˜o x(t) do PVI para a EDO
de ordem n e´ dada pela primeira componente da soluc¸a˜o y(t) do problema equivalente, isto e´.
x(t) = y1(t), onde y = y(t) = (y1(t), . . . , yn(t)).
4.2 Sistemas Lineares Homogeˆneos
Sistemas lineares homogeˆneos sa˜o sistemas da forma:
x˙ = A(t)x (20)
Com A(t) uma matriz real n× n cont´ınua em I ⊂ R.
Teorema 4.2 Se φ1(t), φ2(t), . . . , φn(t) : I → Rn sa˜o soluc¸o˜es de (20) e c1, c2, . . . , cm sa˜o
constantes reais, enta˜o
φ(t) = c1φ1(t) + . . .+ cmφm(t)
tambe´m e´ soluc¸a˜o de (20) definida em I.
Demonstrac¸a˜o:
Como φ1(t), φ2(t), . . . , φm(t) sa˜o soluc¸o˜es de (20) temos:
φ′k(t) = A(t)φk(t) para qualquer k tal que 1 ≤ k ≤ m.
Sendo
φ(t) = c1φ1(t) + c2φ2(t) + . . .+ cmφm(t) =
m∑
k=1
ckφk(t)
temos:
φ′(t) =
(
m∑
k=1
ckφk(t)
)′
=
m∑
k=1
ckφ
′
k =
m∑
k=1
ckA(t)φk(t)
pois φ′k(t) = A(t)φk(t).
Com isso,
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φ′(t) = A(t)
m∑
k=1
ckφk(t) = A(t)φ(t).
Isso prova que φ(t) = c1φ1(t) + c2φ2(t) + . . .+ cmφm(t) e´ soluc¸a˜o de (20).
Corola´rio 4.2 O conjunto das soluc¸o˜es de (20) com as operac¸o˜es usuais de soma e de multi-
plicac¸a˜o por escalar e´ um subespao¸ vetorial do espac¸o vetorial das func¸o˜es cont´ınuas definidas
em I.
Teorema 4.3 O espac¸o vetorial V das soluc¸o˜es de (20) tem dimensa˜o n.
Demonstrac¸a˜o: Sejam t0 ∈ I e σ1 =

1
0
0
...
0

, σ2 =

0
1
0
...
0

, . . . , σn =

0
0
...
0
1

vetores do Rn.
Pelo T.E.U. existem soluc¸o˜es φ1(t), . . . , φn(t) de (20) definidas em I, tais que:
φ1(t0) = σ1;φ2(t0) = σ2; . . . ;φn(t0) = σn
Afirmac¸a˜o 1: {φ1(t), φ2(t), . . . , φn(t)} e´ L.I. em V .
De fato, supor que existam constantes c1, c2, . . . , cn tais que:
c1φ1(t) + c2φ2(t) + . . .+ cnφn(t) = 0, ∀t ∈ I
em particular para t = t0 temos
c1φ1(t0) + . . .+ cnφn(t0) = 0, isto e´,
c1σ1 + . . .+ cnσn = 0.
Mas os vetores σn sa˜o L.I., logo,
c1 = c2 = . . .+ cn = 0
e portanto, o conjunto e´ L.I. Logo, dimV ≥ n.
Afirmac¸a˜o 2: φ1, φ2, . . . , φn geram o espac¸o V .
De fato, seja ψ ∈ V , e seja σ = ψ(t0) ∈ Rn.
Como {σ1, σ2, . . . , σn} gera V enta˜o existem constantes α1, α2, . . . , αn tais que:
σ = α1σ1 + α2σ2 + . . .+ αnσn.
Definir φ(t) = α1φ1(t)+ . . .+αnφn(t) com isso φ(t) e´ soluc¸a˜o de (20) pois cada φi e´ soluc¸a˜o.
Ale´m disso, φ(t0) = σ.
Pela unicidade resulta que φ(t) = ψ(t),∀t ∈ I, isto e´,
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ψ(t) = α1φ1(t) + α2φ2(t) + . . .+ αnφn(t),∀t ∈ I
portanto {φ1, φ2, . . . , φn} e´ base de V e portanto dimV = n.
Definic¸a˜o 4.1 Uma matriz n×n cujas colunas sa˜o soluc¸o˜es de (20), definidas em I e´ chamada
uma matriz soluc¸a˜o de (20) em I.
Uma matriz soluc¸a˜o de (20) em I, cujas colunas sa˜o LI, em I, e´ dita matriz fundamental
de (20) em I.
Observac¸a˜o: Se E e´ um espac¸o vetorial de dimensa˜o n, enta˜o qualquer conjunto de n
vetores LI gera V .
Segue desta observac¸a˜o e do teorema 4.3 que se Φ(t) e´ uma matriz fundamental de (20)
em I, e φ(t) e´ uma soluc¸a˜o qualquer de (20) definida em I, enta˜o existe um vetor constante
c =

c1
...
cn
 tal que φ(t) = Φ(t) · c, ∀t ∈ I.
Teorema 4.4 Seja Φ(t) matriz soluc¸a˜o de (20) em I, e suponha que det(Φ(t0)) 6= 0 em algum
t0 ∈ I.
Enta˜o, Φ(t) e´ uma matriz fundamental de (20) em I.
Demonstrac¸a˜o: Seja φ1, φ2, . . . , φn as colunas de Φ(t) e c1, c2, . . . , cn constantes tais que
c1φ1(t) + . . .+ cnφnt) = 0,∀t ∈ I.
Em particular temos c1φ1(t0) + c2φ2(t0) + . . .+ cnφn(t0) = 0 ou equivalente a Φ(t0) · c = 0,
onde
c =

c1
...
cn

Como detΦ(t0) 6= 0 temos
c = Φ−1(t0) ·
→
0 =
→
0
isto e´, c1 = c2 = . . . = cn = 0, o que implica que as colunas de Φ(t) sa˜o LI em I e portanto
Φ(t) e´ matriz fundamental em I.
¥
Teorema 4.5 Se Φ(t) e´ matriz fundamental de (20) em I, enta˜o det(Φ(t)) 6= 0,∀t ∈ I.
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Demonstrac¸a˜o: Seja t0 ∈ I fixo e supor det(Φ(t0)) = 0. Enta˜o o sistema Φ(t0) · c = 0
possui pelo menos uma soluc¸a˜o na˜o trivial
→
c .
Considere a soluc¸a˜o φ(t) = Φ(t) · c de (20) definida em I.
Como φ(t0) = 0 enta˜o pelo teorema de unicidade resulta que φ(t) = 0,∀t ∈ I, isto e´,
Φ(t) · c = 0, ∀t ∈ I e com isso as colunas de Φ(t) sa˜o LD em I o que e´ uma contradic¸a˜o pelo
fato de Φ(t) ser matriz fundamental em I. ¥
Exemplo: Mostrar que Φ(t) =
[
cos t sin t
− sin t cos t
]
, t ∈ R e´ uma matriz fundamental de
·
x = Ax onde A =
[
0 1
−1 0
]
Soluc¸a˜o: φ1(t) =
[
cos t
− sin t
]
e φ2(t) =
[
sin t
cos t
]
Aφ1(t) =
[
0 1
−1 0
]
·
[
cos t
− sin t
]
=
[
− sin t
− cos t
]
= φ′1(t)
Aφ2(t) =
[
0 1
−1 0
]
·
[
sin t
cos t
]
=
[
cos t
− sin t
]
= φ′2(t)
e com isso Φ(t) e´ matriz soluc¸a˜o.
Agora para mostrar que Φ(t) e´ uma matriz fundamental, temos que mostrar conforme o
teorema 5.4 que det(Φ(t0)) 6= 0, para algum t0.
Note que det(Φ(t)) = sin2t + cos2t = 1 6= 0 ∀t. Portanto Φ(t) e´ uma matriz fundamental
em R associada a` matriz A = A(t) =
[
0 1
1 0
]
.
Teorema 4.6 : (Fo´rmula de Abel) Seja Φ(t) matriz soluc¸a˜o de (20) em I. Seja t0 ∈ I, enta˜o:
det(Φ(t)) = det(Φ(t0))e
∫ t
t0
trac¸oA(s)ds
onde trac¸oA(s) =
n∑
j=1
ajj(s).
A matriz Φ(t) =
[
et 1
2t t2
]
na˜o e´ matriz fundamental de x˙ = Ax em I = (−1, 1) onde A(t)
e´ uma matriz 2×2 cont´ınua em I.
Soluc¸a˜o: Para a matriz φ(t) notamos que det(Φ(t)) = t2et − 2t e com isso det(Φ(0)) = 0.
Se Φ(t) fosse matriz fundamental de x˙ = Ax enta˜o pela fo´rmula de Abel se teria det(Φ(t)) =
det(Φ(0))e
∫ t
0 trac¸o A(s)ds = 0, ∀t ∈ I. Mas det(Φ(1/2)) = 1
4
e1/2 − 1 6= 0.
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4.3 Sistemas Lineares Na˜o-Homogeˆneos
Sa˜o sistemas de Equac¸o˜es Diferenciais Ordina´rias da forma:
x˙ = A(t)x+ g(t), t ∈ I (21)
com A(t) matriz n× n, g(t) matriz n× 1 cont´ınuas em algum intervalo I e g(t) 6≡ 0.
Para esse tipo de sistemas, demonstraremos a seguir a seguinte propriedade: Se φ1(t) e φ2(t)
sa˜o soluc¸o˜es de (21) enta˜o φ(t) = φ1(t)−φ2(t) e´ soluc¸a˜o do sistema homogeˆneo associado a (21.
De fato, notamos que:
φ′(t) = φ′1(t)−φ′2(t) = A(t)φ1(t)+g(t)−(A(t)φ2(t)+g(t)) = A(t)(φ1(t)−φ2(t)) = A(t)φ(t),∀t ∈ I
Com essa propriedade, podemos concluir que se Φ(t) e´ matriz fundamental para o sistema
homogeˆneo associado enta˜o φ1(t)− φ2(t) = Φ(t)c, para algum c =

c1
...
cn
 em Rn.
Em particular, φ1(t) = φ2(t) + Φ(t)c, c ∈ Rn.
Com toda essa ana´lise, podemos observar que qualquer soluc¸a˜o φ1 do problema na˜o ho-
mogeˆneo e´ dado pela soma de uma soluc¸a˜o do problema homogeˆneo com uma soluc¸a˜o particular
do problema na˜o-homogeˆneo.
Fo´rmula de Variac¸a˜o de Paraˆmetros Se Φ(t) e´ matriz fundamental de
·
x = A(t)x enta˜o
as soluc¸o˜es sa˜o do tipo φ(t) = Φ(t) ·c, c ∈ Rn, e, variando o paraˆmetro c procura-se uma soluc¸a˜o
de (21) na forma ψ(t) = Φ(t)v(t), onde v(t) e´ um vetor coluna a ser determinado.
Substituindo ψ(t) em (21) temos:
Φ′(t)v(t) + Φ(t)v′(t) = A(t)[Φ(t)v(t)] + g(t)
Como Φ(t) e´ matriz fundamental e portanto e´ matriz soluc¸a˜o, Φ′(t) = A(t)Φ(t), o que
resulta em
Φ(t)v′(t) = g(t), t ∈ I
e pelo fato de Φ(t) ser fundamental enta˜o existe (Φ(t))−1 e com isso:
v′(t) = (Φ(t))−1 · g(t) ou seja, v(t) =
∫ t
t0
Φ−1(s)g(s)ds
portanto:
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ψ(t) = Φ(t)
∫ t
t0
Φ−1(s)g(s)ds, com ψ(t0) = 0
sera´ soluc¸a˜o de (21) se Φ(t) for matriz fundamental.
Teorema 4.7 1: Seja Φ(t) matriz fundamental de x˙ = A(t)x em I e t0 ∈ I, enta˜o:
a) ψ(t) = Φ(t)
∫ t
t0
Φ−1(s)g(s)ds e´ u´nica soluc¸a˜o de (?) satisfazendo ψ(t0) = 0.
b) Toda soluc¸a˜o Φ(t) de (21) definida em I e´ da forma:
φ(t) = Φ(t)c+ Φ(t)
∫ t
t0
(Φ(t))−1(s)g(s)ds
sendo c o vetor constante e Φ(t) a matriz fundamental.
c) A soluc¸a˜o ψ(t) de (21) que satisfaz ψ(t0) =M e´ dada por:
ψ(t) = Φ(t)φ−1(t0)M + Φ(t)
∫ t
t0
Φ−1(s)g(s)ds
Demonstrac¸a˜o:
a) Sendo ψ(t) = Φ(t)
∫ t
t0
Φ−1(s)g(s)ds, derivando temos:
ψ′(t) = Φ′(t)
∫ t
t0
Φ−1(s)g(s)ds+ ΦΦ−1(t)g(t)
Sabemos que Φ′(t) = A(t)Φ(t) e com isso:
ψ′(t) = A(t)Φ(t)
∫ t
t0
Φ−1(s)g(s)ds+ g(t) = A(t)ψ(t) + g(t)
∀t ∈ I.
Notamos que ψ(t0) = Φ(t0)
∫ t
t0
Φ−1(s)g(s)ds = 0. Com isso, ψ(t) e´ soluc¸a˜o e pela unicidade
e´ a u´nica soluc¸a˜o.
b) Para provar o item b, usaremos o item a sabendo que se φ(t) e´ soluc¸a˜o de
·
x = A(t)x+ g
em I, enta˜o existe vetor c ∈ Rn tal que
φ(t)− ψ(t) = Φ(t)c, ∀t ∈ I
onde ψ(t) e´ como no item a.
Da´ı:
φ(t) = Φ(t)c+ ψ(t) = Φ(t)c+ Φ(t)
∫ t
t0
Φ−1(s)g(s)ds
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e isto prova o item b.
c) Usando o item b, temos que se ψ(t) e´ soluc¸a˜o enta˜o ψ(t) = Φ(t)c+Φ(t)
∫ t
t0
Φ−1(s)g(s)ds
para algum vetor constante c ∈ Rn.
Mas queremos ψ(t0) =M , ou seja,
M = Φ(t0)c+
∫ t0
t0
Φ−1(s)g(s)ds⇒M = Φ(t0)c
isolando c, temos c =MΦ−1(t0), portanto:
ψ(t) = Φ(t)Φ−1(t0)M + Φ(t)
∫ t
t0
Φ−1(s)g(s)ds
¥
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5 Teoremas de Existeˆncia e Unicidade
Para provar resultados gerais de existeˆncia e unicidade de soluc¸a˜o de uma Equac¸a˜o Diferen-
cial Ordina´ria de primeira ordem precisamos da definic¸a˜o de espac¸o me´trico completo, definic¸a˜o
de contrac¸a˜o e do teorema do ponto fixo.
As definic¸o˜es e o teorema esta˜o a seguir.
Definic¸a˜o 5.1 Uma me´trica num conjunto M e´ uma func¸a˜o d : M ×M → R, que associa a
cada par ordenado de elementos (x, y) ∈M um nu´mero real d(x, y), chamado a distaˆncia de
x a y, de modo que sejam satisfeitas as seguintes condic¸o˜es para todo x, y, zemM :
i) d(x, x) = 0
ii) Se x 6= y enta˜o d(x, y) > 0
iii) d(x, y) = d(y, x)
iv) d(x, z) ≤ d(x, y) + d(y, z).
Definic¸a˜o 5.2 Um espac¸o me´trico e´ um par (M,d) onde M e´ um conjunto e d e´ uma me´trica
em M .
Definic¸a˜o 5.3 Sejam (M,d) e (N, d′) espac¸os me´tricos. Uma aplicac¸a˜o f :M → N chama-se
contrac¸a˜o se existe k ∈ R onde 0 ≤ k < 1 tal que:
d′N(f(x), f(y)) ≤ kdM(x, y), ∀x, y ∈M.
Definic¸a˜o 5.4 Um espac¸o me´trico M e´ chamado completo se toda sequ¨eˆncia de Cauchy desse
espac¸o converge para um ponto de M .
Definic¸a˜o 5.5 Seja f :M →M . Um ponto fixo de f e´ um ponto x0 ∈M tal que f(x0) = x0.
Teorema 5.1 (Princ´ıpio da Contrac¸a˜o) Seja M um espac¸o me´trico completo e Φ :M →M .
Vamos assumir que existe uma constante k, com 0 < k < 1, tal que d(Φ(x),Φ(y)) ≤ kd(x, y),
∀x, y ∈M .
Enta˜o existe um u´nico ponto fixo para Φ, isto e´, um ponto x? ∈M tal que Φ(x?) = x?.
Ale´m disso, se x0 e´ um ponto qualquer de M enta˜o definindo x1 = Φ(x0), x2 = Φ(x1), x3 =
Φ(x2), . . . , xn+1 = Φ(xn), . . ., temos que:
lim
n→∞
xn = x?,
isto e´, a o´rbita de x0 converge para o ponto fixo.
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Demonstrac¸a˜o: Primeiro vamos mostrar a existeˆncia de tal ponto e sua unicidade.
Seja x0 ∈ M e x1, x2, . . . , xn+1 como dito no teorema. Se x1 = x0 enta˜o Φ(x0) = x0 e este
seria o ponto fixo.
Se x1 6= x0 enta˜o d(x0, x1) 6= 0.
Vamos mostrar que a sequ¨eˆncia {xn} e´ de Cauchy. Temos d(x2, x1) = d(Φ(x1),Φ(x0)).
Como d(Φ(x),Φ(y)) ≤ kd(x, y), ∀x, y ∈M , resulta
d(x2, x1) ≤ kd(x1, x0)
Temos ainda que d(x3, x2) = d(Φ(x2),Φ(x1)) ≤ kd(x2, x1) ≤ k2d(x1, x0).
Usando o mesmo racioc´ınio “n+1” vezes, temos d(xn+1, xn) ≤ knd(x1, x0). Da´ı, temos pela
desigualdade triangular:
d(xn+p, xn) ≤ d(xn+1, xn+p−1) + d(xn+p−1, xn+p−2) + . . .+ d(xn+1, xn)
Usando a estimativa acima:
d(xn+p, xn) ≤ (kn+p−1 + kn+p−2 + . . .+ kn) · d(x1, x0)
Mas a se´rie geome´trica
∞∑
i=0
ki e´ convergente desde que 0 < k < 1, e por isto satisfaz o crite´rio
de Cauchy para se´ries. Assim, dado ² > 0 existe N tal que
kn+p−1 + kn+p−2 + . . .+ kn <
²
d(x1, x0)
para n > N e p arbitra´rio. Logo, {xn} e´ uma sequ¨eˆncia de Cauchy.
Como M e´ completo enta˜o limn→∞ xn existe em M .
Chamamos tal limite de x?, ou seja, limn→∞ xn = x?.
Notamos ainda que Φ :M →M e´ cont´ınua.
De fato, dado ² > 0 existe δ = ²
k
tal que
d(x, y) < δ ⇒ d(Φ(x),Φ(y)) ≤ kd(x, y) < k · ²
k
≤ ²
Enta˜o com xn → x?, a continuidade de Φ implica que Φ(xn) → Φ(x?. Mas, tambe´m
Φ(xn) = xn+1 → x?. Pela unicidade do limite, resulta que:
Φ(x?)→ x?,
isto e´, x? e´ ponto fixo de Φ.
Finalmente, vamos provar a unicidade de tal ponto fixo.
Para isso, vamos supor que existe outro ponto fixo y?, isto e´, Φ(y?) = y?.
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Enta˜o d(x?, y?) = d(Φ(x?),Φ(y?)) ≤ kd(x?, y?), ou seja, (1− k)d(x?, y?) ≤ 0.
Mas 0 < k < 1 donde temos d(x?, y?) = 0, ou seja, x? = y? e com isso o ponto fixo e´ u´nico.
¥
Teorema 5.2 Seja f : D → R cont´ınua sendo D ⊂ R2 um conjunto aberto.
Vamos supor que
∂f
∂x
: D → R seja cont´ınua em D. Enta˜o para cada (x0, t0) ∈ D o PVI:
{
x˙ = f(t, x)
x(t0) = x0 (22)
possui uma u´nica soluc¸a˜o φ(t) definida em algum intervalo I contendo t0.
Demonstrac¸a˜o:
Para demonstrar o teorema 6.2, vamos transformar o PVI (22) em uma equac¸a˜o integral.
Mas antes, fac¸amos a demonstrac¸a˜o do seguinte Lema:
Lema 5.1 Se φ(t) e´ soluc¸a˜o do PVI (?) definida em I enta˜o φ(t) e´ soluc¸a˜o da equac¸a˜o integral
x(t) = x0 +
∫ t
t0
f(s, x(s))ds, ∀t ∈ I. (23)
Reciprocamente, se φ : I → R e´ soluc¸a˜o cont´ınua de (23) enta˜o φ(t) e´ soluc¸a˜o do PVI (22).
Demonstrac¸a˜o:
Como φ(t) e´ soluc¸a˜o em I de (22), temos que φ′(t) = f(t, φ(t)),∀t ∈ I.
Integrando de t0 a t em ambos os lados, temos:
φ(t)− φ(t0) =
∫ t
t0
f(s, φ(s))ds,∀t ∈ I.
Como φ(t0) = x0, temos que φ(t) e´ soluc¸a˜o em I para a seguinte equac¸a˜o integral:
φ(t) = x0 +
∫ t
t0
f(s, φ(s))ds.
Vamos agora demonstrar a rec´ıproca.
Para isso, seja φ : I → R uma func¸a˜o cont´ınua satisfazendo a seguinte equac¸a˜o integral:
φ(t) = x0 +
∫ t
t0
f(s, φ(s))ds, ∀t ∈ I.(·)
Como f(t, x) e´ cont´ınua, temos que f(s, φ(s)) tambe´m e´ cont´ınua ∀s ∈ I e pelo teorema
fundamental do ca´lculo, φ(t) e´ diferencia´vel, pois e´ integral de uma func¸a˜o cont´ınua em I.
Derivando em relac¸a˜o a t a equac¸a˜o integral temos:
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φ′(t) = f(t, φ(t)),∀t ∈ I
e portanto φ(t) e´ soluc¸a˜o do PVI (22) em I.
A prova do Lema esta´ completa. ¥
Pelo lema, para achar soluc¸a˜o do PVI (22) e´ suficiente achar a soluc¸a˜o da equac¸a˜o (23).
Agora, vamos olhar a equac¸a˜o integral (23) como uma equac¸a˜o funcional x = P (x), em um
espac¸o de func¸o˜es apropriado e aplicar o teorema do ponto fixo ou princ´ıpio da contrac¸a˜o.
Para continuarmos com a demonstrac¸a˜o do teorema definimos a seguinte regia˜o R ⊂ D ⊂
R2:
R = {(t, x)/|t− t0| ≤ a, |x− x0| ≤ b}
ou seja, R e´ um retaˆngulo fechado com centro em (t0, x0) contido em D.
Observac¸a˜o: Garantimos a existeˆncia de tal regia˜o pois D e´ um conjunto aberto. Para
isso, possivelmente a e b devem ser pequenos e positivos.
Como f(t, x) e ∂f
∂x
sa˜o cont´ınuas em D, enta˜o existem constantes M > 0 e k > 0 tais que:
|f(t, x)| ≤M e
∣∣∣∣∂f∂x (t, x)
∣∣∣∣ ≤ k, ∀(t, x) ∈ R.
Usando o Teorema do Valor Me´dio, concluimos que f e´ Lipschitziana na varia´vel x em R,
com constante de Lipschitz k.
De fato, dados (t, x1) e (t, x2) ∈ R ⊂ D, pelo teorema do valor me´dio existe ξ ∈ [x1, x2] tais
que
f(t, x1)− f(t, x2) = ∂f
∂x
(t, ξ)(x2 − x1)
Como
∣∣∂f
∂x
∣∣ ≤ k temos:
|f(t, x1)− f(t, x2)| ≤ k|x2 − x1|
com k independente da escolha de x1 e x2.
Vamos agora definir o seguinte conjunto:
Iα = [t0 − α, t0 + α], com 0 < α ≤ a
sendo que α sera´ escolhido convenientemente.
Agora, consideramos o seguinte espac¸o me´trico:
Yα = {φ : Iα → R/φ(t) e´ cont´ınua , φ(t0) = x0, |φ(t)− x0| ≤M(t− t0), t ∈ Iα}
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Usaremos neste espac¸o a seguinte me´trica:
d(φ1, φ2) = sup{|φ1(t)− φ2(t)|, t ∈ Iα}.
Observac¸a˜o: C(I,R) = {f : I → R, cont´ınuas } e´ completo com a me´trica d, desde que I
seja um intervalo fechado e limitado.
Como desejamos que o gra´fico da soluc¸a˜o φ(t) do PVI (22) esteja em R ⊂ D, enta˜o e´ natural
exigir que Mα ≤ b.
Agora, vamos demonstrar a seguinte afirmac¸a˜o.
Afirmac¸a˜o: O conjunto
Yα = {φ ∈ C(Iα, R)/|φ(t)− x0| ≤M(t− t0), φ(t0) = x0}
com a me´trica d(φ1, φ2) = supt∈Iα |φ1(t)− φ2(t)| e´ completo.
Demonstrac¸a˜o: Seja {φm(t)} uma sequ¨eˆncia de Cauchy em Iα, enta˜o dado ² > 0, ∃ m0 ∈
N tal que
sup |φm(t)− φn(t)| = d(φm, φn) < ²; ∀ m,n ≥ m0
Pelo crite´rio de Cauchy (ver Marsden [1]), {φm(t)} converge uniformemente em Iα para
algum limite φ(t), t ∈ Iα.
Como φm e´ cont´ınua para cada m, temos que φ(t) e´ cont´ınua (para essa afirmac¸a˜o usamos
o teorema do limite uniforme de func¸o˜es cont´ınuas, ver Marsden [1]).
Ale´m disso, φm(t0) = x0,∀m, ou seja,
φ(t0) = lim
m→∞
φm(t0) = lim
m→∞
x0 = x0.
Finalmente, dado δ > 0, seja m˜0 ∈ N tal que
|φm(t)− φ(t)| < δ,∀m ≥ m˜0, ∀ t ∈ Iα.
A existeˆncia de m˜0 decorre do fato de φm → φ uniformemente.
Com isso,
|φ(t)− x0| ≤ |φ(t)− φm˜0(t)|+ |φm˜0(t)− x0| < δ +M(t− t0)
Como δ e´ arbitra´rio, resulta que
|φ(t)− x0| ≤M(t− t0).
Logo φ ∈ Yα, provando que Yα e´ completo.
71
Vamos agora definir um prova´vel candidato a contrac¸a˜o:
P : Yα → C(Iα,R)
φ(t) → P (φ(t))
onde P (φ(t)) = x0 +
∫ t
t0
f(s, φ(s))ds, t ∈ Iα.
Com isso temos, ale´m de P estar bem definida, que:
i) P (Yα) ⊆ Yα
ii) P e´ contrac¸a˜o sobre Yα se α <
1
k
, isto e´, existe 0 ≤ β < 1 tal que d(Pφ1, Pφ2) ≤ βd(φ1, φ2),
∀φ1, φ2 ∈ Yα.
Vamos provar i: Seja φ ∈ Yα, enta˜o P (φ(t0)) = x0 e
|Pφ(t)− x0| =
∣∣∣∣∫ t
t0
f(s, φ(s))ds
∣∣∣∣ ≤ ∣∣∣∣∫ t
t0
|f(s, φ(s))|ds
∣∣∣∣ ≤
≤
∣∣∣∣M ∫ t
t0
ds
∣∣∣∣ ≤M |t− t0|,∀t ∈ Iα.
Usando a hipo´tese que α ≤ b
M
, neste caso (s, φ(s)) ∈ R ⊂ R2, para s ∈ [t0, t], t ∈ Iα, pois
sendo φ ∈ Yα e |t− t0| ≤ α ≤ a e
|φ(s)− x0| ≤M |s− t0| ≤Mα ≤ b, ∀t ∈ Iα.
Assim, faz sentido calcular
∫ t
t0
f(s, φ(s))ds para t ∈ Iα.
Naturalmente que, sendo φ ∈ Yα e φ(t) cont´ınua, P (φ(t)) tambe´m e´ cont´ınua pela definic¸a˜o
de P (φ(t)). Logo, P (φ(t)) ∈ Yα.
Vamos agora provar ii: Sejam φ1, φ2 ∈ Yα.
Com isso, temos:
|(P (φ1(t))− (P (φ2(t))| =
∣∣∣∣∫ t
t0
[f(s, φ1(s)− f(s, φ2(s))] ds
∣∣∣∣ ≤
≤
∣∣∣∣∫ t
t0
|f(s, φ1(s))− f(s, φ2(s))|ds
∣∣∣∣ .
Usando agora o fato de que f(t, x) e´ Lipschitz, temos:
|(P (φ1(t))− (P (φ2(t))| ≤ k
∫ t
t0
|φ1(s)− φ2(s)|ds ≤ sup |φ1(t)− φ2(t)| ·
∣∣∣∣∫ t
t0
kds
∣∣∣∣
ou seja,
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|(P (φ1(t))− (P (φ2(t))| ≤ kd(φ1, φ2)|t− t0| ≤ kαd(φ1, φ2), ∀ t ∈ Iα.
Isto e´, d(Pφ1, Pφ2) ≤ kαd(φ1, φ2), o que prova que P e´ uma contrac¸a˜o em Yα se kα < 1.
Portanto, pelo teorema do ponto fixo P tem um u´nico ponto fixo φ(t) ∈ Yα, isto e´, existe
φ(t) cont´ınua tal que φ(t) = (P (φ(t)) = x0 +
∫ t
t0
f(s, φ(s))ds, ∀t ∈ Iα.
Com isso, concluimos que φ(t) e´ soluc¸a˜o do PVI (22) em Iα, com α tal que α < min
{
a,
1
k
,
b
M
}
.
¥
Teorema de Existeˆncia e Unicidade (caso vetorial) Seja f : D → Rn cont´ınua onde D
e´ um conjunto aberto tal que D ⊂ Rn+1 e suponhamos que ∂f
∂xj
: D → Rn seja cont´ınua em D
para j = 1, 2, 3, . . ..
Enta˜o, dado (t0, µ) ∈ D o PVI{
x˙ = f(t, x)
x(t0) = µ (24)
possui uma u´nica soluc¸a˜o φ(t) definida em algum intervalo I contendo t0.
Demonstrac¸a˜o:
Como no caso escalar, e´ suficiente provar a existeˆncia e unicidade de uma soluc¸a˜o u´nica
para a seguinte equac¸a˜o integral:
x(t) = µ+
∫ t
t0
f(s, x(s))ds, t ∈ I
Para esta demonstrac¸a˜o vamos considerar: B = {(t, x)/|t − t0| ≤ a, |x − x0| ≤ b}, uma
“caixa fechada” contida em D.
Sejam M > 0 e k > 0 tais que:
M = max
B
|f(t, x)| e k = max
B
∣∣∣∣ ∂f∂xj (t, x)
∣∣∣∣
Vamos demonstrar agora que:
|f(t, x)− f(t, y)| ≤ k|x− y|, ∀ (t, x), (t, y) ∈ B
onde t e´ fixo.
Usando o teorema do valor me´dio para as componentes fi de f , e sendo para cada i =
1, 2, ..., n, existe zi no segmento [x, y] tal que:
fi(t, y)− fi(t, x) =
n∑
j=1
∂fi
∂xj
(t, zi)(yj − xj)
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Com isso, segue que:
|f(t, y)− f(t, x)| =
n∑
i=1
|fi(t, y)− fi(t, x)| =
n∑
i=1
∣∣∣∣∣
n∑
j=1
∂fi
∂xj
(yj − xj)
∣∣∣∣∣ ≤
≤
n∑
i=1
n∑
j=1
∣∣∣∣ ∂fi∂xj (t, zi)
∣∣∣∣ · |yj − xj| ≤ n∑
j=1
(
n∑
i=1
∣∣∣∣ ∂fi∂xj (t, zi)
∣∣∣∣
)
|yj − xj| ≤
≤
n∑
j=1
∣∣∣∣ ∂fi∂xj (t, zi)
∣∣∣∣ · |yj − xj|
Como (t, zi) ∈ B segue que:
|f(t, y)− f(t, x)| ≤
n∑
j=1
k|yj − xj| = k|y − x|
Definimos agora Iα = [t0 − α, t0 + α] onde α e´ escolhido convenientemente.
Com isso, definimos Yα = {φ ∈ C[Iα,Rn]/φ(t0) = µ, |φ(t)− φ(t0)| = |φ(t)− µ| ≤ b}.
Temos que Iα e´ completo.
Definimos ainda
P : Yα → C(Iα,Rn)
P (φ(t)) = µ+
∫ t
t0
f(s, φ(s))ds, com t ∈ Iα
Portanto, temos P bem definida e:
i) P (Yα) ⊂ Yα, para α tal que Mα ≤ b.
ii) P e´ uma contrac¸a˜o em Yα se kα < 1.
As demonstrac¸o˜es de i, ii e de que Yα e´ completo na˜o sera˜o feitas para o caso vetorial, pois
sa˜o ana´logas ao caso escalar.
Portanto, para 0 < α < min
{
a,
b
M
,
1
k
}
, o teorema do ponto fixo garante a existeˆncia de
uma u´nica φ : Iα → D cont´ınua tal que P (φ(t)) = φ(t), isto e´,
φ(t) = µ+
∫ t
t0
f(s, φ(s))ds, ∀t ∈ Iα
logo φ(t) e´ soluc¸a˜o do PVI (24). ¥
Observac¸a˜o 1: Os teoremas anteriores tambe´m sa˜o va´lidos se em lugar de pedirmos
∂f
∂xi
cont´ınuas, pedirmos somente que f seja Lipschitz na segunda varia´vel.
Observac¸a˜o 2: Usando o teorema de Arzela´-Ascoli, se pode provar que os problemas de
valor inicial (22) e (24) teˆm uma soluc¸a˜o local apenas com a hipo´tese que f e´ cont´ınua em D.
(Ver Sotomayor [6]).
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