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Abstract. The variation of parameters in time series data
from the EISCAT UHF incoherent scatter radar has been
used to estimate the uncertainties in measurements of elec-
tron concentration, electron and ion temperature and line-
of-sight ion velocity. Good agreement was found with the
results of previous analyses that estimated uncertainties in
velocity and electron temperature from similar data using
a complementary method. By contrast, uncertainties in ion
temperature and electron concentration estimated from the
same time series data were found to differ from the expected
theoretical values by factors of 1.8 and 2.7, respectively. It
was found that the relative sizes of these uncertainties more
closely matched those predicted by a previous Monte Carlo
simulation than values predicted by currently accepted the-
oretical formulae. Although the specific measured and the-
oretical uncertainties reported here relate to a very simple
kind of ISR experiment, the method itself is general and can
be applied to data from any incoherent scatter radar.
Key words. Ionosphere (auroral ionosphere; instruments
and techniques). Radio science (instruments and techniques)
1 Introduction
The estimation of uncertainties in the parameters measured
by incoherent scatter radar has been the subject of much dis-
cussion in the scientific literature (e.g. Evans, 1969; du Cas-
tel and Vasseur, 1972; Rishbeth and Williams, 1985; Jones et
al., 1986; Breen et al., 1996 and Williams et al., 1996). The
four most recent of the above studies focused on determining
a theoretical formulation for such uncertainties as a function
of the signal-to-noise ratio (SNR) in incoherent scatter radar
(ISR) data. The data used in these studies came from some
of the earliest EISCAT observing programmes, in which au-
tocorrelation functions of the ionospheric backscatter from
uncoded radar pulses were computed using particularly sim-
ple signal processing algorithms. In these data, each trans-
mitter frequency was handled separately, and each autocor-
relation function was derived from a separate set of range-
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gated samples, so that a given signal or background gate was
completely independent of its neighbours. This greatly sim-
plified the derivation of a theoretical formula for calculating
the random errors expected in such data (see the discussion
in Williams et al., 1996).
Modern incoherent scatter programmes are now consider-
ably more complex, using a variety of coding techniques and
having much greater flexibility in the way that signal sam-
ples are processed. For example, backscatter from several
frequencies may be pre-combined together within the radar
correlator, in such a way that the original information can
no longer be recovered. A given sample can also be used in
the computation of multiple autocorrelation functions and the
range gating strategy, rather than being fixed, can be specified
by the data analyst during the post-processing phase. These
techniques have many advantages, but one effect of this com-
plexity is that the expected uncertainties in the plasma param-
eters derived from such data are much more difficult to pre-
dict from first principles. The functional form of their rela-
tionship to the SNR, however, generally remains the same as
in the older experiments, except in a limited subset of cases
(an example being phase-coded experiments, in which the
self-noise of the code puts a lower limit on the achievable un-
certainty at high SNR). The motivation for the current work
was therefore to devise a general method of determining em-
pirical formulae to characterise such uncertainties in any ISR
data, largely irrespective of the exact nature of the observing
programme. This would allow the uncertainties that are in-
herent in measurements made during these more complicated
experiments to be quantified more easily than is currently the
case.
In order to be certain that such empirical results were
valid, it was first necessary to establish that the new method
would also work on older data of the type used in the above-
mentioned studies. The present study reports the results
of deriving empirical relationships between uncertainty and
SNR from such data by two different methods, based on time
series and multiple frequency data, and the comparison of
these with the earlier theoretical formulae.
The mainland EISCAT radar system (Folkestad et al.,
1983; Rishbeth and Williams, 1985) consists of a monostatic
VHF parabolic trough antenna and a fully steerable parabolic
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UHF antenna both situated at Tromsø, Norway, together with
two further UHF receiver sites at Kiruna, Sweden and So-
dankyla¨ , Finland, which complete the tristatic UHF system.
This paper uses data from the Tromsø UHF radar, though
many similar observing programmes were also run on the
VHF system during the early years of EISCAT operation. As
stated above, however, the method presented here is equally
applicable to data from any ISR.
During the commissioning stages of the EISCAT radar, a
Monte Carlo simulation study of the relationship between
SNR and the uncertainties expected for the proposed radar
system was carried out (Murdin, 1980). The simulated data
were based on a very simple transmission and signal pro-
cessing scheme of the type used in the earliest EISCAT pro-
grammes, as described above. The results of this simula-
tion differed significantly from earlier theoretical formulae
(as detailed in Rishbeth and Williams, 1985) in two areas.
Firstly, the theoretical calculations predicted that, for a given
SNR, the relative uncertainties in ion and electron tempera-
tures would be of the same order, while the Monte Carlo sim-
ulation predicted that the relative uncertainties in ion temper-
ature would be 1.33 times those in electron temperature. Sec-
ondly, the theoretical calculations suggested that relative un-
certainties in the electron concentration would be half those
of the electron and ion temperatures, while the Monte Carlo
simulation predicted that these would instead be of the same
order.
2 Uncertainty estimates using CP-4-A data
Previous authors (Williams et al., 1996; Breen et al., 1996)
used data from a specific type of EISCAT programme, known
as CP-4-A or POLAR. The CP-4-A programme used a sim-
ple correlator algorithm that enabled signals from six fre-
quency channels to be recorded separately. Uncoded pulses
of length 500µs were used, and each autocorrelation func-
tion was computed from an independent set of samples. All
six channels made measurements of the same scattering vol-
ume at very similar times (within a few ms). This enabled an
estimate of the uncertainty in each parameter to be made by
studying the spread of recorded values in the six frequency
channels. Such analysis was used to test the validity of
the theoretical formulae that predict a relationship between
uncertainty of the measurements and the signal-to-noise ra-
tio (SNR). Results were published which showed favourable
comparisons between theory and measurement for line-of-
sight plasma velocity (Williams et al., 1996) and electron
temperature (Breen et al., 1996). The currently accepted
theoretical formula for the uncertainties in EISCAT veloc-
ity data, δVp, from such observing programmes is (Williams
et al., 1996):
δVp = 1.17
√
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[
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R
]
T 0.25i
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where λ is the wavelength, R is the SNR over the ion-line
bandwidth, Ti is the ion temperature, Te is the electron tem-
perature, τ is the pulse length, r is the pulse repetition fre-
quency, t is the integration time and m is the number of inde-
pendent background gates. R is related to the SNR over the
filter bandwidth by the expression
R = Rf Bf
B
= RfBf λ4.8
√
mi
8kBTi
, (2)
where Rf is the SNR over the filter bandwidth Bf , mi is the
ion mass, KB is Boltzmann’s constant and Ti the ion temper-
ature.
Likewise, the most recent theoretical estimation of the rel-
ative uncertainties in electron temperature for this type of
EISCAT programme (Breen et al., 1996) can be expressed
as:
δTe
Te
= δTi
Ti
= 2.30
√√√√(1+ 2R + m+1m 1R2 )
(Bntτ )
. (3)
This formulation came about after considering a CP-4-A type
analysis (comparing the variation of the parameter measured
simultaneously over 6 different frequencies) and by studying
the difference between points measured in a time series of
data. For the latter technique, these authors used data inte-
grated over several minutes and minimised geophysical vari-
ation between data points by choosing times where geomag-
netic activity was low. Similar relationships between SNR
and uncertainties in the various plasma parameters were also
published by Baron (1977), who considered data from the
Chatanika radar. One might intuitively expect uncertainties
in ion and electron temperatures to show a similar depen-
dence on SNR, since variations in these two parameters affect
the incoherent scatter to a similar extent (though in different
ways).
3 Using variation in time series data to estimate uncer-
tainties in EISCAT parameters
The method of estimating uncertainties in EISCAT data pre-
sented in this paper is similar to the method used by Breen et
al. (1996) with the following differences:
1. The data used were analysed at the minimum possible
integration period of 10 s (this is the time resolution
of data output from the correlator in the programmes
used). This maximised the amount of variability due to
random noise in the system while minimising the pos-
sibility of introducing significant variation due to real
changes in the ionosphere over the time scale consid-
ered.
2. Since only an empirical relation was sought, data were
binned and plotted against SNR−0.5, as this allowed for
terms in SNR−0.5 and SNR−1 to be considered when
fitting a polynomial to the data. The nature of Eqs. (1)
and (3) suggests that both such terms may be significant.
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The basis of the method is to assume that any difference be-
tween data points is entirely due to random noise. The vari-
ance in each individual measurement can then be estimated
from this difference using the relation:
δV 2p =
n∑
i=1
(
Vpi −
〈
Vp
〉)2
(n− 1) . (4)
where <Vp> is the mean of the two velocity measurements.
This variance should, of course, be larger for data with low
SNR and smaller for data with high SNR. For n=2, Eq. (4)
reduces to:
δV 2p =
(
VP2 − Vp1
)2
2
, (5)
Although the plasma velocity is used in the above example,
the same equations apply equally to the other plasma pa-
rameters. In order to provide a cross reference with previ-
ous analyses, data from the CP-4-A run from October 1989
were used. These data were analysed at a ten-second res-
olution, with data from each individual frequency analysed
separately. At this resolution, it was only necessary to use
a subset of the data to provide an adequate number of data
points. Data from 2–3 October were used in this study, pro-
viding around ten thousand data points per frequency chan-
nel, which was considered more than adequate for the statis-
tical analysis.
Having been analysed, estimates of the relative uncertainty
in electron concentration, Ne, electron and ion temperatures,
Te and Ti and of the absolute uncertainty in line-of-sight
velocity, Vp, were calculated using Eq. (5) for overlapping
pairs of consecutive points in each time series (e.g. 12, 23,
34, etc.). While it would have been possible to use any
interval between data points, or indeed Eq. (4) directly, to
estimate the variance in plasma parameter measurements in
the absence of any geophysical variation, the use of adjacent
points was adopted to minimise the possibility of such vari-
ation, and in order to investigate the dependence of the vari-
ance on SNR. For each observation, the SNR is known and
so the variance estimates were binned according to the con-
comitant values of SNR−0.5. Given the large amount of data
it was possible to be strict when considering data suitable for
this comparison and no pair of data points was used whose
associated SNR values lay in different bins. The standard de-
viation was then calculated for each bin. In order to ensure
that the mean estimate was not influenced by extreme val-
ues, the outliers were first removed using Chauvenet’s crite-
rion (e.g. Gumbel, 1958). A polynomial in terms of SNR−0.5
was then fitted to the mean values, using the standard devi-
ations on each mean as weights to the fit. This ensured that
bins containing few data points did not have an unnecessarily
large effect on the result (bins with fewer than 20 points were
discarded). In this way, an empirical relationship between the
uncertainty of a parameter and SNR−0.5 was estimated.
The rigorous way of determining the appropriate order of
polynomial to fit to a particular data set involves fitting a
range of polynomial orders to the data and assessing the suit-
ability of each by using the χ2 test, with the polynomial order
producing the lowest χ2 value taken to be most representa-
tive of the data. In this case, however, the differences in χ2
values produced by second and third order polynomial fits
were so small that it was decided to use the lower order poly-
nomial, as this could be justified in terms of the theoretical
formulae. In the case of uncertainties in electron concentra-
tion and electron and ion temperatures, the theoretical for-
mulae are expressed in terms of fractional errors and so these
were used in estimating empirical relationships for these pa-
rameters. Using the second-order polynomial coefficients,
empirical values were calculated for each bin and these were
then compared with the mean theoretical uncertainty calcu-
lated for the data points in each bin.
4 Results
Plots of the error terms δNe/Ne, δTe/Te, δTi /Ti and δVp
against SNR−0.5, are shown in Fig. 1. These plots show val-
ues calculated using time series data from one of the six fre-
quencies. It can be seen that there are obvious trends for
all parameters, justifying the fitting of a polynomial to the
data. The vertical error bars, used to provide some measure
of weight to the fit, represent the error in the mean for each
SNR bin. In general, bins corresponding to the lowest SNR
have fewest points and so are given a lower weighting. The
coefficients of the fitted polynomials were then used to gen-
erate formulae for the “observed” uncertainties in each of the
parameters and the values of δNe/Ne, δTe/Te, δTi /Ti and δVp
were compared with those obtained using the empirical for-
mulae of Breen et al. (1996) and Williams et al. (1996) re-
spectively. The relative uncertainty in electron temperature
was assumed to be the same as that in ion temperature, while
the relative uncertainty in electron density was assumed to be
half of this level, following the theoretical formulae given in
Rishbeth and Williams (1985).
Figure 2 shows the comparison between observed and the-
oretical uncertainties for each parameter. The same trends
were seen in each of the six frequencies used from the ob-
serving programme, but only sample plots from a single fre-
quency are shown. The deviation from a linear trend to-
wards high SNR (low SNR−0.5) in some of the plots is an
indication that the polynomial does represent the variation
with SNR very well at these values. Second order polyno-
mials were used, as they could be justified in terms of the
theoretical uncertainty estimates. The fact that they do not
represent the data for high SNR ratios may be an indication
that there is some additional factor that is currently not ac-
counted for in the theoretical calculations. Blind application
of these second-order polynomial coefficients to reconstruct
the uncertainties in EISCAT data from the SNR alone would
misrepresent the accuracy of data with a high SNR. A linear
regression was therefore carried out in order to estimate the
gradient of each of these comparison plots. This gradient can
then be used to scale the values predicted by the theoretical
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Fig. 1. Second-order polynomial fits to the uncertainty levels for the four main EISCAT parameters binned according to SNR−0.5 for a
sample frequency channel (1). The error bars represent the standard deviations of the distributions in each bin and are used to weight the fit.
The four panels show the relative uncertainty in electron concentration, electron temperature, ion temperature, together with the uncertainty
in line-of-sight velocity.
formulae. The six scaling factors obtained in this way, one
for each frequency channel, are summarised in Table 1. If
the observed uncertainty matched the theoretical uncertainty,
this would produce a gradient of 1. As can be seen from
the values shown in Table 1, the trends for each parameter
are consistent but the uncertainty differs from the theoretical
prediction by different amounts for each parameter.
The results in Table 1 show that the relationship between
SNR and uncertainties in electron temperature is consistent
with that calculated by Breen et al. (1996). In contrast, the
results for ion temperature uncertainties differ from the pre-
dicted values by a factor of 1.8 while the empirical estimates
of uncertainties in electron concentration differ from the ex-
pected theoretical values by a factor of 2.7.
Table 1 also demonstrates that, for any given signal-to-
noise ratio, the uncertainty in line-of-sight velocity as esti-
mated from the polynomial fit is around 1.5 times that pre-
dicted by Williams et al. (1996). Such a difference was pre-
dicted, as the current analysis used a matched filter technique
to estimate the velocity. According to the table of values
quoted by Williams et al. (1996), this should have resulted
in a 35 to 50% difference between the two methods (for the
value of the electron/ion temperature ratio measured in the
data used).
As far as the authors are aware, there are no previously
published studies of uncertainties in electron concentration
as a function of SNR using actual measured data from in-
coherent scatter radar programmes. In order to provide a
second estimate of this relationship, the data from all six
frequencies of the CP-4-A programme were employed, us-
ing simultaneous results from each of the six channels rather
than time series measurements on a single channel. This is
essentially the same method as that adopted by Williams et
al. (1996) to estimate uncertainties in the velocities.
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Fig. 2. A comparison of observed uncertainties (calculated from the polynomial fits) against predicted uncertainties (derived for the same
bins of data using the theoretical formulae quoted in this paper) for the same sample channel as used in Fig. 1. As for Fig. 1, the panels show
the fractional uncertainties in electron concentration, electron temperature and ion temperature and the uncertainty in line-of-sight velocity.
An initial analysis produced very poor results, with no lin-
ear trend visible when comparing observed and predicted un-
certainties. This was caused by each of the six channels be-
ing offset from each other by a small amount due to calibra-
tion differences. In order to minimise this effect, the electron
concentrations measured by all six channels were calibrated
to the first by a least-squares fitting and the procedure was
repeated. This resulted in a much improved linear relation-
ship between the observed and predicted uncertainties, with a
slope of 1.86. Despite the calibration problems with this ob-
serving programme (which cannot be completely removed),
this is strong evidence that, for any given value of SNR, the
relative uncertainty in electron concentration is close to twice
the level quoted by Rishbeth and Williams (1985) (i.e. it
is comparable with the uncertainty in electron temperature).
While the time series and multi-frequency methods give dif-
ferent results (gradients of 2.7 and 1.9 with respect to theory),
both methods suggest that the relative uncertainty in electron
concentration should be larger than the current theoretical
formulation. More confidence should probably be given to
the method of estimating uncertainties from the difference
between adjacent points by the use of time series data. This
technique is not subject to calibration errors, since it uses
data from a single frequency channel. As stated earlier, many
modern ISR experiments (e.g. Turunen, 1986) pre-combine
data from multiple channels, which is a perfectly valid pro-
cedure if the signal levels in each channel are comparable.
In this case, the time series method would be the only one
available.
5 Discussion
It is clear that, for some of the derived plasma parameters, the
relative sizes of the uncertainties calculated using the method
outlined in this paper disagree with values derived using the
currently accepted theoretical formulae. In particular, the
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Table 1. Ratios between observed and predicted uncertainty levels for the four main EISCAT derived parameters. These values are given
by the gradients of least-squares fits to the data from six separate frequency channels in the CP-4-A data taken by the Tromsø UHF radar
between 2–3 October 1989.
Ratio of observed to predicted uncertainty levels
Channel 1 Channel 2 Channel 3 Channel 4 Channel 5 Channel 6 Mean Ratio
Ne 3.04 2.89 2.73 2.59 2.52 2.56 2.72±0.20
Te 1.16 1.15 1.05 1.02 1.09 0.99 1.08±0.07
Ti 1.99 1.84 1.77 1.66 1.76 1.61 1.77±0.13
Vp 1.39 1.40 1.40 1.51 1.53 1.52 1.46±0.07
ratio of the relative uncertainties in electron concentration
and ion and electron temperatures differs between the two
methods. The uncertainties in those parameters that share re-
lated theoretical error formulae, namely Ne, Te and Ti , can
be compared directly with the predictions of the Monte Carlo
simulation performed by Murdin (1980). The mean gradients
from the polynomial fits from the current analysis (as de-
tailed in Table 1) produce values for Ne, Te and Ti with ratios
of 1.24, 1.0 and 1.63 with respect to Te. In comparison, the
Monte Carlo simulation predicted ratios in the uncertainties
of these same parameters of 1.22, 1.0 and 1.33. According
to Murdin’s predictions, which apply to precisely the kind of
ISR experiments whose data have been used here, the relative
uncertainties in electron concentration should not be a factor
two less than those in electron temperature, and the relative
uncertainty in electron temperature measurements should be
lower than for the ion temperature. Of these, the most strik-
ing result is the relative size of the uncertainty in electron
concentration. These predictions seem to have been validated
by the present study.
The initial aim of the current work was to evaluate the
accuracy of radar measurements using differences between
consecutive values in time series data. Theoretical formulae
have been published, which predict error levels in electron
temperature and ion velocity (Breen et al., 1996, Williams
et al., 1996). These methods mainly relied on comparison
of simultaneous data from several different frequencies. The
CP-4-A data provided a useful set for comparison, since it
could be used to estimate the uncertainties from both time
series and multi-frequency methods. In addition, empirical
relationships between the SNR and relative random uncer-
tainties for electron concentration and ion temperature have
been derived which were not in the previously published lit-
erature. The relative magnitudes of these uncertainties ap-
pear to agree closely with the simulation results of Mur-
din (1980). Murdin’s calculations were very specific and
applied only to ISR observations made with uncoded pulses
and using simple correlator programs, such as the EISCAT
CP-4-A data used in the present analysis. A good test to con-
firm that Murdin’s simulations have wider validity would be
to repeat them for a radar programme using a modern corre-
lator algorithm. The results of such a simulation could then
be tested for more recent data sets, using the method of es-
timating uncertainties from the differences between adjacent
points in time series data.
6 Conclusions
Based on an analysis of data from the CP-4-A programme,
it has been demonstrated that time series data can be used
to generate empirical formulae for the relationship between
signal-to-noise ratio and uncertainties in plasma parameters
measured by incoherent scatter radar. These relationships for
line-of-sight ion velocity and electron temperature broadly
agree with the results of Williams et al. (1996) and Breen
et al. (1996), who used similar data. The present study
has extended their work by also investigating relative uncer-
tainties in ion temperature and electron concentration. Our
data provide evidence to support the simulation carried out
by Murdin (1980), whose results are significantly different
from those obtained using currently accepted theoretical re-
lationships. In particular, the relative error in electron con-
centration was found to be almost double that predicted by
Rishbeth and Williams (1985). In the future, we plan to ex-
tend this work to more modern radar programmes with mod-
ern coding schemes and more complex correlator algorithms.
The results of such a study would be of great importance to
the interpretation of all recent incoherent scatter data.
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