Abstract. In this paper we study the dimension of a family of sets arising in open dynamics. We use exponential mixing results for diagonalizable flows in compact homogeneous spaces X to show that the Hausdorff dimension of set of points that lie on trajectories missing a particular open ball of radius r is at most
Introduction
As a subbranch of dynamical systems, open dynamical systems is an active research area. A typical example is the dynamics of a billiard ball on a table with holes. For some of the recent developments in open dynamics research we refer to [1, 2, 3, 4, 5, 6] . In this article, we would like to study the Hausdorff dimension of the open systems with holes arising in homogeneous spaces. Let G be a Lie group and Γ a uniform lattice in G. Consider the compact homogeneous space X = G/Γ and one parameter semigroup (g t ) t≥0 of diagonalizable elements of G acting on X by left translations. In many situations, using uniqueness of the measure of maximal entropy and variational principle for topological entropy one can show that the Hausdorff dimension of the set of trajectories under g t that miss a fixed open set is strictly less than dim G. Our goal in this paper is to find an effective bound for the Hausdorff dimension of such sets. We fix a right invariant Riemannian metric d on G and use the same notation d for the induced metric on X. Let H be the unstable subgroup of G w.r.t. g 1 , that is, H := {g ∈ G : d(g n gg −n , e) → 0 as n → −∞}, where e ∈ G is the identity element. Let ν be the Lebesgue measure on H, µ the probability Haar measure on X, · ℓ a Sobolev norm in W 2 ℓ (X), and · is the maximum norm.
Our definition of property (EM ) is a consequence, (c.f. [7, Proposition 2.4.8]), of property (EM ) defined in [7] . We note that the const(f, ψ) is not stated explicitly in [7] , however as pointed out in [8] , one easily gets the above explicit constant.
From [7, Lemma 2.4 .1] we see that, in particular, if Γ is an irreducible lattice in G and G has an essential factor G ′ which is not locally homeomorphic to SO(m, 1) or SU (m, 1), m ∈ N then the property (EM ) holds for the flow (X, {g t }).
For any metric space (Y, d) we define open balls by
When Y is a group with identity e we simply let B Y (r) := B Y (e, r). Since X is compact we can pick a constant r 0 ∈ (0, 1) such that for any x ∈ X the map g → gx is injective on B G (r 0 ). We consider Γ = eΓ as an identity coset in X and for simplicity write B X (r) for B X (Γ, r). Our main result is the following. Theorem 1.2. Let G, Γ, g t , µ, r 0 be as above. Assume that the flow (X, {g t }) has property (EM). Then, there exists a constant C > 0 such that for any r ∈ (0, r 0 ) and x 0 ∈ X the set
has Hausdorff dimension at most
.
Similar results were studied in different contexts, see e.g. [4, 6, 8, 9, 10, 11] . It is desired to obtain the similar results when Γ is not necessarily uniform. However, to derive nontrivial estimates from exponential mixing we need to assume that the complement of an open ball in X is compact which is not the case if X is not compact. We will make no claim on sharpness of our result. In fact, we think the following should hold true. Conjecture 1.3. Let G be a Lie group, Γ a lattice, {g t } a one parameter diagonalizable subgroup of G acting on X = G/Γ. Assume that the Haar measure µ on X is the unique measure of maximal entropy. Then, there exists a constant C > 0 such that for any x 0 ∈ X and r > 0 such that the map g → gx 0 is injective on B G (r), the set (1) has Hausdorff dimension at most dim G − Cµ(B X (r)).
In this generality, it is not known if the Hausdorff dimension of the set (1) is strictly less than dim G. This was observed in [12] for X = G/Γ when G is of R-rank one.
We will adopt some of the ideas from [8] where the Hausdorff dimensions of the level sets of uniformly badly approximable systems of linear forms were estimated. In the next section we will prove some known results in a more general setting. In § 3 we use the property (EM ) to obtain Theorem 1.2.
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Auxiliary results
This section may be of independent interest. In certain cases, it may be possible to estimate the measure of certain subsets arising in ergodic theory and one may wish to study the covering of these sets by certain balls. In this section we provide a general version of some well known results useful in such occasions. See e.g. [7] where tessellation method was introduced for such purposes.
Let G be a Lie group and Γ a discrete subgroup of G and set X = G/Γ. Let {g t } be a one parameter diagonalizable semigroup and H be the unstable subgroup w.r.t. g 1 . As before, let us fix a right invariant Riemannian metric d on G and to simplify the notation let B(r) := B H (r). For any set K of X we let ∂ r K denote the thickening of K by r, that is,
Let ν be the Haar measure on H. By Bowen (t, r)-ball in H we mean any translate of g −t B(r)g t in H.
Proposition 2.1. For any r, t ≥ 0, a subset K of X, a point x ∈ K, and a natural number k ∈ N, let E k (t, r, K, x) denote the set given by
We have that the set E k (t, r, K, x) can be covered with at most
Bowen (tk, r)-balls in H.
Proposition 2.1 follows inductively from the following.
Lemma 2.2. For any r, t ≥ 0, a point x ∈ X and a subset K of X we have that the set E 1 (t, r, K, x) can be covered with
with maximum cardinality. Then, it suffices to estimate #S from above as maximality im-
On the other hand, the sets g −t B(r/2)g t h and g −t B(r/2)g t g are disjoint for distinct g, h ∈ S since oth-
Also, any h ∈ S satisfies g −t B(r/2)g t h ⊂ E 1 (t, 2r, ∂ r K, x) so that
Thus,
Remark 2.3. We note that in the conclusion of Lemma 2.2 and Proposition 2.1 one may replace 2r by r + 1 2 diam(g −t B(r/2)g t ).
Proof of Proposition 2.1. The case k = 1 is considered in Lemma 2.2. Assume that k ≥ 2. We note that E k (t, r, K, x) ⊂ E k−1 (t, r, K, x) so that any covering of E k−1 (t, r, K, x) also provides a covering for E k (t, r, K, x). Assume that the set E k−1 (t, r, K, x) can be covered with
Bowen (t(k − 1), r)-balls in H and let g −t(k−1) B(r)g t(k−1) h be one of these Bowen balls. We are interested in the covering of the set
If the set D is empty there is nothing to cover. Let us assume that D is nonempty. We claim that D ′ := g t(k−1) Dh −1 g −t(k−1) ⊂ E 1 (t, r, K, x ′′ ) where
This proves the claim. Now, we apply Lemma 2.2 to see that the set D ′ can be covered with at most
where e ∈ G is the identity element. So, x ′′ ∈ ∂ r K. Together with (4) we see that the original set D can be covered with
Bowen (tk, r)-balls. Finally, combining with (3) we obtain that the set E k (t, r, K, x) can be covered with sup
Proof of Theorem 1.2
In this section we use the exponential mixing estimates, that is, the property (EM ) to deduce Theorem 1.2. For any r > 0 and x 0 ∈ X we define the compact set
We recall that ν is the Lebesgue measure on H and B(r) = B H (e, r). Using the countable stability of the Hausdorff dimension it is easy to see that Theorem 1.2 follows from the following.
Theorem 3.1. Assume that the flow (X, {g t }) has property (EM ). Then, there exists a constant C > 0 such that for any x, x 0 ∈ X and r > 0 sufficiently small so that g → gx 0 is injective on B G (r), the set E(r/2, K(x 0 , r), x) := {h ∈ B(r/2) : g t hx ∈ K(x 0 , r), ∀t ≥ 0}
has Hausdorff dimension at most dim H + C µ(B X (r)) log µ(B X (r))
We now give the proof of Theorem 1.2 assuming Theorem 3.1.
Proof of Theorem 1.2. Let x 0 ∈ X and r > 0 be given. From countable stability of the Hausdorff dimension it suffices to show that for any x ∈ X there exists some r ′ > 0 such that the set {g ∈ B G (r ′ ) : g t gx ∈ K(x 0 , r) for any t ≥ 0}
has Hausdorff dimension at most dim X + C µ(B X (r)) log µ(B X (r))
. Let H 0 = {g ∈ G : gg 1 = g 1 g} and H − = {g ∈ G : g n gg −n → e as n → ∞}. Then, locally G is a direct product of H − , H 0 and H. Once r ′ > 0 is sufficiently small, for any g ∈ B G (r ′ ) we may write g = h ′ h where h ∈ B(r ′ ) and h ′ ∈ B H − H 0 (r ′ ). Note that for any y ∈ X we have
Thus, g t gx ∈ K(x 0 , r) implies g t hx ∈ ∂ r ′ K(x 0 , r) ⊂ K(x 0 , r − r ′ ) for any r ′ ∈ (0, r). So, we deduce that the Hausdorff dimension of the set (1) is at most
for any r ′ ∈ (0, r). By letting, r ′ → 0 and using dim X = dim G = dim H + dim(H − H 0 ) we see that the Hausdorff dimension of the set (1) is at most
,
For the remaining of the article we focus our attention to the proof of Theorem 3.1. To estimate the Hausdorff dimension we need to find covering of the set with small balls. Clearly, E(r/2, K(x 0 , r), x) ⊂ E k (t, r/2, K(x 0 , r), x) for any k ∈ N and t ≥ 0, where the latter were defined in the previous section.
To apply the results obtained in the previous section we need to obtain a measure estimate of
To optimize the estimates, we will later specify t ≥ 0.
Let n = dim H and m = dim G. Recall that r 0 > 0 is an injectivity radius of X. From property (EM ) we will deduce the following.
Proposition 3.2. Let (X, {g t }) be the flow with property (EM ). There exist constants D, E, λ ′ > 0 such that for any x, x 0 ∈ X, r ∈ (0, r 0 /2), and
To make use of the (EM) property we need smooth functions that approximates the characteristic functions of small balls. 
Proof. The proof is essentially contained in [8] and for completeness we will recall the proof here. Let g :
and it has the support contained in
Clearly, 0 ≤ f ǫ as 0 ≤ g ǫ . From g ǫ = 1 it follows that f ǫ ≤ 1 and further with unimodularity assumption we see that f ≡ 1 on B G ′ (r). Thus, it remains to prove the last two assertions. As g ǫ is smooth and compactly supported we see that
Proof of Proposition 3.2. Let us fix some r ∈ (0, r 0 /2), x 0 ∈ X and define A(t, x) = {h ∈ B(r) : g t hx ∈ B X (x 0 , r/2)}.
Observe that E 1 (t, r, K(x 0 , r/2), x) ⊔ A(t, x) = B(r). Thus, it suffices to prove
We choose λ ′ > 0 such that λ − (2ℓ + m + n + k + km)λ ′ > λ ′ and for any t ≥ 1 λ ′ log 1 r we consider the following functions f t , ψ t . We apply Lemma 3.3 for G ′ = H, d = n, r > 0 and ǫ = e −λ ′ t to obtain f t := f e −λ ′ t . Then apply Lemma 3.3 for G ′ = G, d = m, r/2 > 0 and ǫ = e −λ ′ t to obtain ψ t . We will identify ψ t with the function on X given by gx 0 → ψ t (g). This is well defined as g → gx 0 is injective on B G (2r) and supp(ψ t ) ⊂ B G (2r) whenever This finishes the proof.
