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ABSTRAKT
Úèelem mé práce je vytvoøit dvì poèítaèová cvièení. První z nich ukazuje, jak napsat
jednoduchý modul pro jádro Linuxu, následnì pøedvádí jako ukázku vytvoøení souboru
v systému procfs, jeho¾ obsah mù¾e být rozhodnut a¾ v okam¾iku jeho ètení. Druhé
cvièení popisuje konguraci serveru pro spu¹tìní poèítaèe pøes sí». Vyu¾ívá se serveru
DHCP a pøenosu souborù pomocí serveru TFTP, které obstará program dnsmasq. Ukáz-
ková kongurace zobrazí na klientské stanici nabídku, ze které je mo¾né volit mezi jádrem
Linuxu, obrazem diskety, sí»ovým instalátorem Linuxu, diagnostickým nástrojem Mem-
test, nebo hrou Grub Invaders, bì¾ící v textovém re¾imu. Pou¾itý zavadìè je pxelinux
z projektu syslinux.
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ABSTRACT
The goal of my work is to create two computer labs lessons. The rst one is a guide in
writing a simple Linux kernel module, and in making a le inside the procfs lesystem.
The content of the le can be decided as late as at the moment of reading. The second
lesson describes the conguration of a server which allows a computer to boot over
network. DHCP server is used with a TFTP server for le transfers which are both
handled by the dnsmasq program. The example conguration will display a menu on the
client station. It is possible to select to boot either a Linux kernel, oppy disk image,
Linux network installer, diagnostic tool Memtest, or a text mode game Grub Invaders.
The chosen bootloader is pxelinux from the syslinux project.
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ÚVOD
Úkolem diplomové práce je seznámit se s problematikou programování modulu já-
dra pro operaèní systému Linux a dále mo¾nosti spu¹tìní poèítaèe bez operaèního
systému pøes sí». Stì¾ejním úkolem bylo vytvoøit návod, který tuto problematiku
umo¾ní studentùm pochopit v rámci poèítaèových cvièení a pøedev¹ím si v¹e vy-
zkou¹et.
Struènì zde uvedu odkazy na literaturu a my¹lenkový proces, který vedl k øe¹ení.
Samotné odkazy na literaturu nedávám do tìla návodu pro studenty, jeliko¾ by
pùsobily ru¹ivì. Dle mého názoru student nemusí vìdìt o problémech, na které jsem
nará¾el, ale potøebuje mít pøehlednì koneèné øe¹ení.
Pro modul jádra jsem jako výchozí bod pou¾il Prùvodce programování jádra
Linuxu [1]. První odstavec teoretického úvodu pro studenty jsem vypracoval podle
tohoto pramene. Tento zdroj ov¹em poèítá se star¹í verzí jádra, tudí¾ nìkteré po-
stupy se mi u¾ dnes nepodaøilo zopakovat (kompilace modulu, denice parametrù
mìnitelných z pøíkazové øádky). S prvním mi pomohl èlánek [2], druhý problém jsem
vyøe¹il tím, ¾e jsem se podíval, jak jsou promìnné denovány u existujících modulù
v souèasném jádøe. V samotném zdrojovém kódu [3] mi orientaci velmi usnadòoval
vyhledávaè [4]. Pro lep¹í pochopení detailù jsem pou¾il podrobnou knihu o ovla-
daèích v Linuxu [5, kap. 2]. Aby praktická ukázka pro studenty nebyla závislá na
konkrétním hardware (anebo jeho implementaci ve virtuálním systému, se kterým
studenti pracují), bylo nejvhodnìj¹í vyu¾ít nìjakou funkènost jádra, která není spo-
jená s hardwarem, ale zároveò není dostupná programátorùm v userspace (u¾iva-
telský prostor, bì¾né programy). K tomu jsem vyu¾il pøíklad pro práci se systé-
mem souborù procfs, který je ve zdrojovém kódu jádra [3, 4] umístìn v adresáøi
Documentation/DocBook/procfs example.c. Tento pøíklad jsem upravil a roz¹íril
a je pou¾it v samotném cvièení.
Pro spou¹tìní poèítaèe pomocí DHCP serveru jsem na¹el nìkolik programù. Sys-
linux, gPXE a GRUB [6, 7, 8]. Syslinux není jen sí»ový zavadìè, ale jedna jeho
komponenta, isolinux, umí zavádìt i jádra z diskù CD, lze v nìm pomocí kon-
guraèních skriptù denovat i pomìrnì komplexní nabídku, ze které u¾ivatel mù¾e
vybírat je¹tì pøed startem systému. To zaruèilo jeho pomìrnì velkou roz¹íøenost na
instalaèních CD velkého poètu dne¹ních distribucí. I z toho dùvodu jsem ho nako-
nec vybral pro realizaci ukázky. Projekt gPXE (døíve etherboot) je primárnì hlavnì
náhradou pro rmware, který je ulo¾ený v sí»ových kartách. Obvykle sí»ová karta
po získání nastavení kongurace z DHCP serveru zbytek pøenosù realizuje pomocí
protokolu TFTP1. Naopak gPXE pøiná¹í podporu pro protokol HTTP, umo¾òuje
1Trivial File Transfer Protocol
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start systému z úlo¾i¹tì SAN2 pomocí AoE3 a iSCSI4. Pøitom samotný gPXE ne-
musí být spu¹tìn výhradnì z pamìti na sí»ové kartì - mù¾e být spu¹tìn i pozdìji,
jako klasický zavadìè pøes sí», nebo mù¾e být na disketì, USB disku apod. Jako
poslední jsem objevil upravený GRUB s podporou PXE. Jde ale o star¹í verzi a zdá
se, ¾e tato úprava není pøíli¹ vyu¾ívána. Osobnì jej chápu jako experiment, který se
moc neujal.
Za zmínku stojí projekt BKO [9], který byl spu¹tìn teprve 21. záøí 2009. Jde
o upravený obraz gPXE, který doká¾e pomocí protokolu HTTP spustit celou øadu
nástrojù a distribucí po internetu pøímo ze serveru projektu. Ve skuteènosti tento
upravený gPXE také vyu¾ívá syslinux. gPXE pøiná¹í podporu HTTP pøenosù, sysli-
nux je pou¾it pro zobrazení nabídky a spu¹tìní jádra s ramdiskem. Ramdisk obsahuje
upravený skript a ovladaè, který vyhledá koøenový systém souborù na internetu opìt
pomocí HTTP protokolu.
Pro praktickou ukázku spou¹tìní po síti jsem vybral programy Memtest, Free-
DOS, a hru Invaders [11, 10, 12]. Hra Invaders pou¾ívá jiný formát binárního souboru
ne¾ klasické jádro a v syslinuxu jsem mìl problém ho spustit (GRUB si s ním po-
radil bez problému). Zøejmì tento problém èasem zmizí, prozatím jsem zvolil øe¹ení
pou¾ít balíèek [13] z distribuce Debian a rozbalit ho ruènì [14].
Podle po¾adavku mìlo být cvièení realizovatelné na ¹kolním systému s distribucí
CentOS, ale úkony jsou na distribuci nezávislé. Drobnìj¹í komplikací v CentOS byla
star¹í verze syslinuxu, která nepodporovala nìkteré pøíkazy, proto je v návodu uve-
dený postup, jak získat aktuální verzi. Doporuèuji nejnovìj¹í stabilní verzi, proto¾e
s testovací verzí 4.00-pre6 jsem narazil na nìkolik chyb. V testovací verzi byla zapo-
menutá hlá¹ka, která se objevila pøi ka¾dém spu¹tìní, nebylo mo¾né spustit memtest
a sí»ový instalátor Debianu nefungoval, proto¾e vznikl konikt se star¹ím souborem
vesamenu.c32, který by jinak bylo nutné nahradit novìj¹í verzí.
2Storage Area Network
3ATA over Ethernet, funguje na 2. vrstvì referenèního modelu ISO/OSI




1.1 Typy jader operaèních systémù
Jádro je základní èást v¹ech operaèních systémù. Je to nezbytná a tudí¾ nejdùle¾itìj¹í
souèást.
Jeho hlavní úlohou je ovládat hardwarové prostøedky poèítaèe a zpøístupnit je
aplikacím pomocí rozhraní. Aplikace tyto prostøedky mohou vyu¾ívat soubì¾nì. Já-
dro je tedy vrstvou mezi hardwarem a aplikacemi, které pou¾ívá u¾ivatel.
V architektuøe operaèních systémù mù¾eme zjednodu¹enì pozorovat dva základní
re¾imy. Privilegovaný mód, který bì¾í v re¾imu jádra (kernel space), a u¾ivatelský
mód (user space), ve kterém jsou spu¹tìny bì¾né aplikace. Nìkteré operaèní systémy
rozli¹ují více úrovní privilegií (napø. ring 0-3, viz. obr. 1.1), nicménì obecnì platí,
¾e aplikace (procesy) bì¾í v u¾ivatelském re¾imu s nejni¾¹ími privilegii, zatímco
dùle¾itìj¹í souèásti pou¾ívají vy¹¹í privilegia, nìkdy stejná jako samotné jádro. Podle














Obr. 1.1: Úrovnì privilegií: Nìkteré operaèní systémy rozli¹ují nìkolik kruhù (rings)
oprávnìní pro re¾im jádra, ovladaèù zaøízení a aplikací.
Nejèastìj¹í architekturou jader operaèních systémù jsou: monolitické jádro (ma-
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ximum funkènosti je v prostoru jádra), mikrojádro (naopak se sna¾í co nejvíce funkcí
implementovat v u¾ivatelském prostoru), dal¹í typy jsou hybridní jádro (kompromis
mezi tìmito dvìma), exokernel (implementuje pøístup k prostøedkùm s minimální
abstrakcí). Je¹tì se nìkdy rozli¹uje nanokernel (velmi malé mikrojádro) a modulární
jádro. [15]
1.1.1 Monolitické jádro
Název monolitický pochází z øeckého monolithos, kde mono znamená jediný, a lithos
znamená kámen.[16] Tedy jediný, celistvý; pevný kus.
Operaèní systém s monolitickým jádrem obsahuje ve¹keré systémové slu¾by,
správu pamìti, obsluhu pøeru¹ení a vstupnì výstupní komunikace, systém souborù,
atd. pøímo v prostoru jádra (obr. 1.2). Je postaveno po vrstvách, základy tvoøí zá-
kladní øízení procesù, nad rozhraním se zbytkem operaèního systému jsou knihovny
a aplikace.[17]
Vlo¾ení v¹ech základních systémových funkcí do prostoru jádra pøiná¹í tøi zá-
sadní komplikace: velikost jádra, nemo¾nost roz¹íøitelnosti a obtí¾nou údr¾bu. La-
dìní, nebo pøidání nových vlastností znamená pøekompilování celého jádra. To je
nákladné na èas a prostøedky, proto¾e kompilace nového jádra mù¾e trvat nìkolik













Obr. 1.2: Schéma OS s monolitickým jádrem
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1.1.2 Mikrojádro
Aby se vyøe¹ilo omezení roz¹íritelnosti a údr¾by monolitických jader, vznikl nápad
mikrojádra. Koncept (obr. 1.3) spoèíval ve zredukování jádra na základní komunikaci
s procesy a øízení vstupù a výstupù a umo¾nìní ostatním systémovým slu¾bám být
v u¾ivatelském re¾imu v podobì obyèejných procesù (takzvaných serverù). Existuje
server pro øízení událostí s pamìtí, jiný server øe¹í management procesù, jiný má na
starosti ovladaèe, atd.[17]
Proto¾e servery ji¾ nebì¾í v re¾imu jádra, je potøeba èastìj¹í pøepínání kontextu
mezi procesy, aby u¾ivatelské procesy mohly pøejít do privilegovaného re¾imu a opìt
jej opustit. Tímto zpùsobem mikrojádro u¾ není blok systémových slu¾eb, ale re-
prezentuje pouze nìkolik základních abstrakcí a objektù, které ovládají komunikaci
mezi procesy, dále procesem a podøízeným hardwarem. Jeliko¾ komunikace u¾ nepro-
bíhá pøímo, vznikl systém pro øízení zpráv, který umo¾òuje nezávislou komunikaci
a napomáhá roz¹íøitelnosti.
Výhodou mikrojader je jejich malá velikost (samotný kód v re¾imu jádra je sku-
teènì malý), snadná roz¹íøitelnost o nové funkce, dále teoretická vìt¹í robustnost

















































Obr. 1.3: Schéma OS s mikrojádrem
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1.1.3 Hybridní jádro
Koncept hybridního jádra je pomyslným kompromisem mezi monolitickým jádrem
a mikrojádrem.
My¹lenka spoèívá v návrhu jeho struktury podobné mikrojádru, ale implemento-
vanou ve smyslu monolitického jádra. Narozdíl od mikrojádra, v¹echny (nebo témìø
v¹echny) slu¾by operaèního systému jsou v prostoru jádra.[17]
Hlavní motivací tohoto návrhu je mít jasnou vnitøní strukturu jádra, kde jed-
notlivé slu¾by poskytují servery uvnitø jádra, zároveò nedochází k nutnosti èastého
pøepínání kontextu mezi u¾ivatelským re¾imem a re¾imem jádra, co¾ je jinak èasovì
pomìrnì nároèná operace.
1.1.4 Exokernel
Pùvodnì se programátoøi jader sna¾ili zpøístupnit prostøedky poèítace aplikacím tím,
¾e je nutili komunikovat s hardwarem pomocí nìjakého koncepèního modelu. Tyto
modely jsou tøeba systém souborù pro úlo¾ný prostor na disku, virtuální adresní
prostor pro práci s pamìtí, plánovaèe pro správu úloh, sokety pro sí»ovou komunikaci.
Tyto abstrakce hardwaru obecnì usnadòují tvorbu aplikací, ale omezují výkon a
brání experimentùm s novými abstrakcemi.
Aplikace zamìøená na bezpeènost mù¾e vy¾adovat systém souborù, který ne-
zanechává stará data na disku, zatímco aplikace zamìøená na spolehlivost mù¾e
potøebovat systém souborù, který si tato data ponechává pro zotavení z chyb.
Jedna mo¾nost je kompletnì odstranit jádro a pracovat v aplikaci pøímo s hard-
warem, ale pak je celý stroj vyhrazený pouze této aplikaci (a zároveò je tato aplikace
vytvoøená na míru pouze tomuto stroji).
Koncept exojádra je kompromis: jádro zpøístupní základní fyzické prostøedky
stroje (napø. bloky na disku, pamì»ové stránky a èas procesoru) více aplikacím a
nechá ka¾dý program rozhodnout, co s tìmito prostøedky bude dìlat.[18]
Program pak mù¾e volat podpùrnou knihovnu, která implementuje abstrakci,
kterou potøebuje, nebo mù¾e implementovat svoji vlastní.
Takto mù¾e napøíklad nad jedním exojádrem bì¾et þobyèejnýÿ operaèní systém,
a vedle nìj speciálnì uzpùsobená aplikace, která pøistupuje pøímo k disku, pamìti,
procesoru a sí»ové kartì (napø. velmi rychlý webový server). Tento princip zobrazuje
obr. 1.4.
Název exokernel tedy znamená podle pøedpony øeckého pùvodu exo- (vnìj¹í)
mo¾nost obejít nìkteré tradièní vrstvy abstrakce.
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Obr. 1.4: Architektura exokernelu
1.1.5 Nanokernel
Jde o velmi malé mikrojádro. Neexistuje jasné kritérium, od kdy u¾ jádro mù¾eme
pova¾ovat za nanojádro, tudí¾ èastokrát se o stejném jádøe mù¾e nìkdy hovoøit jako
o mikrojádru, jindy o nanojádru.
Vìt¹ina nanojader pou¾ívá systém pro pøedávání zpráv pro komunikaci s ostat-
ními komponentami, aby byla architektura systému co nejvíc nezávislá. Je to ví-
ceménì odlehèené jádro bez jakéhokoliv druhu abstrakce hardwaru, tak¾e vy¾aduje
ovladaè zaøízení od jakéhokoliv základního zdroje v architektuøe.
1.1.6 Modulární jádro
Modulární jádro doká¾e pøímo do prostoru jádra za bìhu systému pøidat nový pro-
gramový kód, mù¾e jít o ovladaè od zaøízení, pøípadnì podpora jiné funkce. Modul
je vìt¹inou mo¾né také za bìhu systému odebrat.[19, kap. 1.2]
Pokud o nìjakém jádøe tvrdíme, ¾e je modulární, máme na mysli, ¾e má tuto
schopnost, ov¹em to neznamená, ¾e jde o pevnì danou samostatnou kategorii. Mù-
¾eme se tedy setkat s monolitickým jádrem, které doká¾e pracovat s moduly, ale
tøeba i s hybridním jádrem, které tuto funkènost má takté¾.
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Výhodou operaèních systému s podporou modulù je, ¾e k dispozici mù¾e být velké
mno¾ství modulù, které podporují rozlièný hardware, ale do pamìti se naètou pouze
ty, které jsou zrovna potøeba. Moduly usnadòují vývoj, jeliko¾ pro jejich vyzkou¹ení
není tøeba kompilovat celé jádro a restartovat systém, staèí pøelo¾it samotný modul.
Nevýhodou je sní¾ená stabilita. Potenciálnì nekvalitní kód, který se do jádra
dostane pøi vývoji a testování nového modulu mù¾e nepøíznivì ovlivnit chod celého
jádra.
Jistou nevýhodou je èas, který je potøeba pro vlo¾ení vybraných modulù do jádra
pøi startu systému, ov¹em tento problém v praxi není tolik významný, proto¾e po
zavedení modulu u¾ dal¹í zpomalení nenastává.[20]
Nejefektivnìj¹í pøístup je tedy takový, ¾e jádro obsahuje pouze nezbytnì nutné
souèásti, které umo¾ní naèíst zbytek modulù, které se vyberou podle toho, který
hardware je zrovna k dispozici. K tomu jsou potøeba napøíklad ovladaèe od øadièe
pevných diskù, práce se souborovým systémem, na kterém jsou moduly ulo¾eny.
Spu¹tìní jádra mù¾e také pomoci zavadìè, který zvládne ze systému souborù alespoò
èíst, spustí jádro a moduly pøekopíruje do pamìti RAM, ze kterých se vyberou pouze
ty vhodné, které budou zavedeny do prostoru jádra.
1.2 Jádro operaèního systému Linux
Jádro operaèního systému Linux v dìlìní jader na monolitické jádro, a mikrojádro
patøí do skupiny monolitických jader. Pokud se podíváme na popis ostatních pod-
druhù, nalzeneme prvky i z ostatních konceptù. Napøíklad existuje ovladaè FUSE
(Filesystem in User Space), který umo¾òuje snadno implementovat podporu soubo-
rových systémù. Samotný ovladaè FUSE je pøímo v jádøe, komponenty dal¹ích au-
torù, které implementují samotný souborový systém, jsou v u¾ivatelském prostoru,
viz obr. 1.5. Vidíme tedy podobnost s mikrojádry.
Linux také obsahuje systém modulù jádra, kterými se budeme podrobnì zabý-
vat v prvním poèítaèovém cvièení v kap. 2. Tudí¾ z tohoto pohledu jde o modulární
jádro. Pøed kompilací jádra lze podporu modulù zakázat (pak vznikne èisté monoli-
tické jádro, v jednom souboru), nebo povolit. U vìt¹iny dal¹ích souèástí lze následnì
vybrat, jestli budou pevnou souèástí obrazu jádra, nebo jestli budou v samostatném
souboru jako modul, pokud byla podpora modulù povolena. [19, kap 1.1]
Moduly Linuxového jádra mají pøíponu .ko a nejsou pøenosné do jiné verze jádra,




modul s sebou nese informaci, pro které jádro byl pøelo¾en. Pokud se pokusíme modul
vlo¾it do jiného jádra, bude odmítnut.
Pro dané jádro je mo¾né pøelo¾it modul, který nebyl pùvodnì souèástí stromu
zdrojového kódu jádra. Cizí modul se musí kompilovat proti zdrojovému kódu jádra,
nebo alespoò jeho hlavièkám. Vzniklý binární modul je opìt pou¾itelný pouze s tou
verzí jádra, proti které byl kompilován.
Programy, které slou¾í pro práci s moduly, jsou insmod (vlo¾ení souboru s modu-
lem do jádra), rmmod (odebrání modulu) a modinfo. Poslední program je modprobe,
který v pøípadì nutnosti naète i moduly, na kterých aktuálnì pøidávaný modul závisí,
jejich¾ závislosti se udr¾ují v souboru modules.dep a seznam lze ruènì zaktualizovat
pøíkazem depmod.
Obr. 1.5: Pøístup k souboru pøes ovladaè FUSE: Program ls chce získat obsah adre-
sáøe /tmp/fuse, který je pøipojen ve virtuálním systému souborù (VFS) ovladaèem
FUSE. Ovladaè pak komunikuje s procesem v u¾ivatelském prostoru a výsledek vrací
pøi návratu ze systémového volání
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1.3 Zavádìní operaèního systému
1.3.1 Tradièní zpùsob z pevného disku
Abychom mohli vysvìtlit, jak funguje zavádìní po síti, øekneme si zjednodu¹enì, jak
se spou¹tí operaèní systém, který je nainstalován pøímo v poèítaèi.
Nejprve se aktivuje BIOS, který je ulo¾ený pøímo na základní desce poèítaèe a
aktivuje nejdùle¾itìj¹í èásti. Zjistí, jaký typ procesru se v poèítaèi nachází, kolik
je dostupné pamìti RAM, vyhledá pevné disky, dal¹í zavadìè zpravidla vyhledá
na primárním hlavním (primary master) pevném disku. Naète jeho první sektor,
takzvaný MBR3, a jeho obsah spustí. Dal¹í kroky se mohou pomìrnì li¹it v závislosti
na tom, jaký operaèní systém je pou¾itý, obvykle zavadìè v MBR rozkóduje tabulku
oddílu na disku (partiton table), najde oddíl, který je oznaèený pøíznakem boot
a v nìm se pokusí najít své dal¹í pøípadné souèásti, nebo pøímo jádro operaèního
systému. Odkaz na þdal¹í èástÿ je obvykle ulo¾ený v prvním bloku systému souborù,
pøímo èíslem sektoru, tak¾e zavadìè nemusí nutnì umìt pracovat se souborovým
systémem.
V této fázi je zavadìè plnì závislý na BIOSu na základní desce, zejména pokud
jde o práci s pevným diskem a ètení jeho sektorù, proto¾e do MBR se vejde pouze 512
bajtù, není mo¾né, aby první zavadìè mìl vlastní implementaci ovladaèù pevného
disku a systému souborù. BIOS práci se systémy souborù neposkytuje, proto zavadìè
hledá dal¹í èást odkazem pøímo na sektor disku.
Po nalezení své souèásti, která je ulo¾ena u¾ na oddílu disku, vstupuje zavadìè
do dal¹í fáze. Ji¾ rozpozná jednotlivé systémy souborù, vyhledá soubor s jádrem ope-
raèního systému, pøípadnì dal¹í souèást (napø. ramdisk), pøekopíruje je do operaèní
pamìti a jádro spustí.
Jádro se aktivuje a spustí se samotný operaèní systém, který zjistí, jaký hardware
je k dispozici. V pøípadì, ¾e jádro bylo spu¹tìno i s ramdiskem, pøeète si seznam
modulù, které jsou v nìm ulo¾eny a dle potøeby je aktivuje.
V této èásti má jádro k dispozici ovladaèe od ve¹kerých úlo¾ných zaøízení a BIOS
pro práci s diskem ji¾ nepou¾ívá.
Následnì se aktivují dal¹í ovladaèe pøímo v systému souborù, pokud jsou potøeba,
spustí se první proces, u¾ivatelské rozhraní atd.
1.3.2 Start systému pøes sí»
Pøi startu po síti nastává první rozdíl u¾ v chování BIOSu. Ten kromì pevných diskù
prohledá sí»ové karty a místo vyhledání programu v MBR pevného disku aktivuje
3Master Boot Record - hlavní zavadìcí záznam
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program, který je ulo¾ený v pamìti sí»ové karty. Výrobci sí»ových karet tento pro-
gram tvoøí podle specikace PXE, která denuje, jakým zpùsobem BIOS a sí»ová
karta spolu komunikují, také klade po¾adavky na sí»ové protokoly, které má PXE
klient podporovat. Mezi ty patøí protokol DHCP (dynamic host conguration proto-
col) a TFTP (trivial le transfer protocol) eventuelnì MTFTP (multicast trivial le
transfer protocol). Za pov¹imnutí stojí, ¾e PXE klient nepodporuje protokol DNS,
ani TCP.4[21]
PXE klient v sí»ové kartì pøes protokol DHCP zjistí nastavení sítì a pomocí
protokolu TFTP stáhne ze severu program podle pokynu DHCP serveru a spustí
jej. Mù¾e to ji¾ být pøímo jádro nìjakého operaèního systému, nebo pomocný pro-
gram, který zobrazí nabídku a umo¾ní u¾ivateli zvolit nìjakou variantu, jak se bude
ve spou¹tìní pokraèovat.
V pøípadì, ¾e jde o jednoduchý pomocný program, pak platí, ¾e ten se pro pøe-
nos dal¹ích potøebných souborù pro start operaèního systému spoléhá výhradnì na
implementaci pøenosu dat v PXE klientovi v sí»ové kartì. Stejnì tak, jako BIOS
pøi startu poèítaèe z pevného disku je zodpovìdný za naèítání blokù pevného disku
na po¾adavek zavadìèe v MBR, tak sí»ový zavadìè mù¾e vy¾ádat sta¾ení dal¹ích
souborù pomocí PXE klienta v sí»ové kartì.
Po volbì u¾ivatelem, nebo èasové prodlevì následuje sta¾ení jádra (pøípadnì
i ramdisku) a spou¹tìní pak pokraèuje. Pokud se celý operaèní systém nevejde do
ramdisku, musí být pomocí nìjakého vy¹¹ího protokolu (HTTP, NFS, SAMBA.. .)
schopen najít zbytek souborù na sí»ovém serveru. Tento krok u¾ ale nemá s PXE
specikací nic spoleèného.
Jak nakongurovat DHCP a TFTP servery v operaèním systému Linux pro ob-
sluhu PXE klientù demonstruje poèítaèové cvièení v kapitole 3. To zahrnuje soubory,
které TFTP server poskytuje - zavadìè, nabídka pro u¾ivatele i nasazení nìkolika
operaèních systémù bootovatelných po síti.
1.3.3 Mo¾nosti instalace operaèního systému
Mezi urèitì tradièní zpùsob, jak na poèítaè nainstalovat po¾adovaný operaèní sys-
tém, patøí instalace z CD, pøípadnì DVD. (A» u¾ jde o zakoupený nosiè, nebo
vyrobený svépomocí z volnì sta¾itelného obrazu na internetu). Tradièní instalaèní
médium má nevýhodu v tom, ¾e nainstalovaný systém je nanejvý¹ tak aktuální, jako
pou¾ité médium.
4Existuje projekt gPXE, døíve etherboot, který si klade za cíl vyrobit PXE klient, který má
podporu vy¹¹ích protokolù vèetnì HTTP. Tento zavadìè lze ulo¾it do pamìti na sí»ové kartì a tím
pùvodní zavadìè od výrobce pøepsat. Pro ménì dobrodru¾né u¾ivatele lze gPXE spustit po síti a
vyu¾ít jako mezièlánek pro spu¹tìní operaèního systému.
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Napøíklad distribuce operaèního systému Debian dále nabízí obraz speciálního
CD, které je velmi malé, obsahuje pouze jádro a pár nezbytnì nutných balíèkù,
bìhem instalace se ve¹keré dal¹í souèásti stahují z internetu. Nepøekonatelnou vý-
hodou je, ¾e nainstalovaný operaèní systém je v¾dy aktuální, bez ohledu na to, jak
starý obraz CD jsme pou¾ili.5 To na druhou stranu pøiná¹í jinou komplikaci - pokud
budeme instalovat systém podruhé na poèítaè ve stejné místnosti, ve¹keré balíèky,
které byly u¾ jednou z internetu sta¾eny, budou sta¾eny podruhé.
CD s instalací, která stahuje data po internetu, inspirovala distributory k tomu,
aby nabídli stejnou mo¾nost i na klíèenky USB. Napøíklad pokud si správce serverù
vytvoøí takovou USB klíèenku, mù¾e jí i tøeba nìkolik mìsícu pou¾ívat k instalaci
serverù (pøedpokládejme, ¾e èistá instalace serveru nepotøebuje tolik balíèkù a ser-
very není tøeba instalovat nárazovì, ale prùbì¾nì). Urèitì je pohodlnìj¹í s sebou
nosit USB ash disk ne¾ CD, které je navíc náchylnìj¹í na mechanické po¹kození.
V pøípadì poèítaèových uèeben se jako nejideálnìj¹í øe¹ení nabízí spou¹tìní poèí-
taèe pøes sí». Jeden z þoperaèních systémùÿ, které po síti mù¾eme spustit, mù¾e být
vlastnì instalátor, který zajistí instalaci na lokální disk. Pøitom se nejaktuálnìj¹í ba-
líèky mohou stahovat z lokálního zrcadla na místní síti. Tímto zpùsobem jsou data
sta¾ena z internetu jen jednou, ale mù¾eme instalaci spustit i na více poèítaèích bez
nutnosti mít více fyzických instalaèních médií. Tuto my¹lenku se sna¾í nepøímo stu-
dentùm naznaèit úkol ve cvièení v kap. 2, kde studenti mimo jiné zprovozní sí»ový
instalátor linuxové distribuce Debian.
1.4 Komponenty pro start poèítaèe po sí»i
Vìt¹ina souèástí u¾ byla vyjmenovaná, v této èásti je upøesníme a uvedeme konkrétní
pøíklady.
1.4.1 DHCP server
Jak ji¾ bylo øeèeno, jde o zkratku Dynamic Host Conguration Protocol. Jde o pro-
tokol, který slou¾í pro denování sí»ové kongurace klientských poèítaèù, které jsou
nastaveny na automatickou konguraci (mají DHCP klient). Z pohledu spou¹tìní
poèítaèù po síti je DHCP server nepostradatelný prvek, proto¾e klientský poèítaè
potøebuje znát správnou sí»ovou konguraci, aby mohl vùbec zahájit jakýkoliv pøe-
nos.
Bavíme se výhradnì o implementaci DHCP pro protokol IP verze 4. V souèasné
dobì protokol verze 6 neobsahuje ¾ádný standard ekvivalentní PXE[22]. Nicménì
5 Pøesto, pokud máme opravdu staré CD, mohou nastat potí¾e, pokud jádro na CD nebude mít
ovladaèe od novìj¹ího øadièe pevného disku apod.
20
jeliko¾ protokoly verze 4 i 6 mohou fungovat vedle sebe, jakmile je operaèní systém
spu¹tìný, mù¾e IPv6 pou¾ít, pokud jej podporuje a je podporován v síti.
DHCP protokol vyu¾ívá UDP pakety na portu 67 na stranì serveru, a na portu
68 na stranì klienta. Jde o stavový protokol, klienti musejí o konguraci ¾ádat znovu
v intervalu stanoveném DHCP serverem (tzv. lease time).
Mezi konkrétní implementace DHCP serverù v operaèním systému Linux patøí
zejména dhcpd, co¾ je implementace od Internet Systems Consortium, dále mnohem
jednodu¹¹í verzí je dnsmasq.
1.4.2 TFTP server
Trivial File Transfer Protocol je þJednoduchý protokol pro pøenos souborùÿ. Slou¾í
pro pøenos souborù, jeho jednoduchost spoèívá v tom, ¾e nezná u¾ivatelská jména
ani hesla, neumí zjistit seznam dostupných souborù, ani pøecházet mezi adresáøi.
Pro pøenos se pou¾ívá UDP protokol na portu 69. Soubory se pøená¹í po frag-
mentech velkých maximálnì 512 bajtù. Protokol TFTP má vlastní mechanismus
opakovaného pøenosu ztracených úsekù, jeliko¾ UDP protokol je nespolehlivý.
Mezi konkrétní TFTP servery patøí napøíklad tftpd, atftpd, ale také ji¾ zmínìný
dnsmasq.
1.4.3 Zavadìè
Zde jde o obsah, který je poskytovaný samotným TFTP serverem a o kterém infor-
muje DHCP server. Je to první spu¹tìný program, který není pøítomný v poèítaèi.
Zavadìè mù¾e po¾ádat o sta¾ení dal¹ích souborù. V posledním kroku to urèitì bude
jádro nìjakého operaèního systému. V mezikroku mù¾e získat nìjaký konguraèní
soubor s informacemi o nabídce, která se zobrazí u¾ivateli apod.
Konkrétní implementací tohoto zavadìèe je pxelinux, který umí interpretovat
konguraci pro zobrazení u¾ivatelské nabídky stejným zpùsobem jako ostatní kom-
poneny projektu syslinux, mezi které sám patøí.
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2 CVIÈENÍ MODUL JÁDRA OS LINUX
2.1 Teoretický úvod
Co je pøesnì modul jádra? Moduly jsou èásti kódu, které mohou být vlo¾eny a
odebrány z jádra na po¾ádání. Roz¹iøují funkènost jádra bez nutnosti restartovat
systém. Napøíklad jedním druhem modulù je ovladaè zaøízení, který umo¾òuje já-
dru pou¾ít hadrware pøipojený k systému. Bez modulù bychom museli kompilovat
monolitická jádra a novou funkènost pøidávat pøímo do binárního souboru s jádrem.
Kromì vìt¹ího jádra toto pøiná¹í tu nevýhodu, ¾e bychom museli znovu pøelo¾it celé
jádro a restartovat systém v¾dy, kdybychom chtìli novou funkci.
V tomto cvièení se budeme zabývat vytvoøením a kompilací modulu do jádra.
Uká¾eme si:
 povinné souèásti zdrojového kódu,
 jak se uvádí pou¾itá licence,
 uká¾eme si makra, která uvolòují nepou¾itou pamì»,
 jak napsat ovladaè, který vytvoøí virtuální soubor v adresáøi /proc,
 dále si uká¾eme, jak modulu pøedat parametry z pøíkazové øádky.
Pøed samotnou kompilací je nutné mít nainstalované hlavièky k aktuálnímu já-
dru, program make a kompilátor gcc. V systému CentOS v¹e zaøídí balíky make,
kernel-devel a kernel-headers. V distribuci Debian a Ubuntu bude místo ba-
líèku kernel-devel potøeba build-essential a hlavièky pou¾ívaného jádra jsou
zahrnuty v balíèku linux-headers-$(uname -r)1.
Potøebné balíèky jsou ve ¹kolním systému ji¾ nainstalované, uvádíme je pro úpl-
nost, pokud byste si postup chtìli vyzkou¹et doma.
2.2 Vytvoøení prvního jednoduchého modulu
Nejjednodu¹¹í modul musí obsahovat tyto èásti:
 odkaz na hlavièkový soubor module.h,
 inicializaèní funkci int init_module(), která vrací 0, pokud nedo¹lo k chybì,
 ukonèovací funkci void cleanup_module().
Aby modul vùbec nìco dìlal, pou¾ijeme systémové volání printk(), které fun-
guje obdobnì jako standardní funkce printf() z jazyka C. Rozdíl spoèívá v tom,
1text $(uname -r) nahrazuje èíslo verze jádra, napøíklad linux-headers-2.6.30
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¾e text nevypisuje na obrazovku, ale do systémového logu, který zobrazíme pomocí
dmesg. Pro zobrazenou hlá¹ku mù¾eme uvést i prioritu, která je denována v hla-
vièkovém souboru /lib/modules/*/source/include/linux/kernel.h takto:
#define KERNEMERG "<0>" / system i s unusab le /
#define KERNALERT "<1>" / ac t ion must be taken immediate ly /
#define KERN CRIT "<2>" / c r i t i c a l cond i t i ons /
#define KERN ERR "<3>" / error cond i t i ons /
#define KERNWARNING "<4>" / warning cond i t i ons /
#define KERN NOTICE "<5>" / normal but s i g n i f i c a n t cond i t i on /
#define KERN INFO "<6>" / in format iona l /
#define KERNDEBUG "<7>" / debug  l e v e l messages /
Buï prioritu neuvedeme vùbec, nebo ji mù¾eme výslovnì zmìnit.
Funkce printk() není urèena hlavnì pro komunikaci s u¾ivatelem, ale pro pøedá-
vání informací o pochodech jádra. Pokud napøíklad zapí¹eme zprávu s prioritou
KERN_DEBUG, u¾ivatel se ji nedozví, ale mù¾e se k ní dostat vývojaø, který bude
hledat v na¹em kódu chyby a nastaví si podrobnìj¹í výpisy. Je vhodnìj¹í pou¾ít
konstanty KERN_*, ne¾ psát prioritu konkrétními èísly, ale uká¾eme si oba zpùsoby.
Dále do na¹eho pøíkladu také uvedeme licenci GPL2. Údaj není povinný. Jádro
rozpozná následující licence (jsou denované v souboru /lib/modules/*/source/
include/linux/module.h): þGPLÿ, þGPL v2ÿ, þGPL and additional rightsÿ, þDual
BSD/GPLÿ, þDual MIT/GPLÿ, þDual MPL/GPLÿ, þProprietaryÿ.
Nemusíme se pøíli¹ zabývat rozdíly mezi licencemi. Dùle¾ité je, jestli je licence
svobodná, nebo proprietární. Proprietární licence þposkrvníÿ jádro a v logu uvidíte
hlá¹ku þkernel taintedÿ a v souboru /proc/sys/kernel/tainted bude nenulová
hodnota. Tento mechanizmus umo¾òuje u¾ivateli zkontrolovat, jestli má výhradnì
svobodný software v jádøe a komunitì umo¾òuje nezabývat se øe¹ením problémù
jádra se souèástmi, které nejsou svobodné. Pokud licence není uvedena v modulu
vùbec, je pova¾ován za nesvobodný! Pokud dojde k poskvrnìní jádra, nestaèí modul
odebrat. Je nutné jádro spustit znovu (to znamená restartovat poèítaè).
Otevøete terminál a vytvoøte si svùj adresáø, ve kterém budeme pracovat, a




#include <l i nux /module . h> / musi obsahovat kazdy modul /
#include <l i nux / ke rne l . h> / j e v nem def inovan KERNALERT /
MODULE LICENSE( "GPL" ) ;
int i n i t modu l e (void )
f
2General Public License - þObecná veøejná licenceÿ
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pr in tk ( "<1>Hel lo world .nn" ) ; // p r i o r i t a uvedena rucne
// nenulova hodnota znamena chybu
return 0 ;
g
void cleanup module (void )
f
pr in tk (KERNALERT "Goodbye world .nn" ) ;
g
2.3 Kompilace, vlo¾ení modulu do jádra, odstra-
nìní
2.3.1 Vytvoøení souboru Makele
Nyní musíme modul zkompilovat. Vytvoøíme vedle souboru hello-1.c také soubor
Makefile (pozor na velké písmeno M). A vepí¹eme do nìj následující:
obj m := he l l o  1.o
KDIR := / l i b /modules/$ ( shel l uname  r )/ bu i ld
PWD := $ ( shel l pwd)
d e f au l t :
$ (MAKE)  C $ (KDIR) M=$ (PWD) modules
c l ean :
$ (MAKE)  C $ (KDIR) M=$ (PWD) c l ean
Pozor { na místì vyznaèených mezer musí být znak TAB, jinak pøeklad sel¾e.
Trochu blí¾e vysvìtlíme, k èemu jednotlivé pøíkazy slou¾í. Nejprve jsme deno-
vali, které objekty chceme vytvoøit jako modul pøíkazem obj-m. Dal¹í pøípustné
varianty jsou obj-y a obj-n. Mo¾nosti y-n-m by vám mohly pøipomenout volby
kongurace jednotlivých souèástí jádra - jestli budou pevnou souèástí jádra (y), ne-
budou v jádøe vùbec (n), anebo jako modul (m). Objekty obj-n bude make ignorovat,
obj-y bude kompilovat jako objekty, které by se ve nálním kroku pøekladu jádra
staly souèástí binárního souboru vmlinuz, obj-m kompiluje jako moduly s pøíponou
.ko.
V na¹em Makefile dále denujeme dvì promìnné { KDIR, která odkazuje na
adresáø, kde obvykle bývají nainstalované hlavièky od aktuálnì spu¹tìného jádra
(výraz v závorce bude nahrazen èíslem verze spu¹tého jádra), dále promìnnou PWD,
co¾ je aktuální adresáø. Následuje denice výchozího (default) cíle (pøíkaz, který se
má vykonat, pokud voláme make bez parametrù). Make, který spustíme my, spustí
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tedy dal¹í instanci pøíkazu make s parametrem -C a cestou k hlavièkám od jádra,
s parametrem -M a aktuálním adresáøem a cílem modules.
Dal¹í cíl, který jsme denovali, je make clean, který funguje obdobnì. Opìt
zavolá dal¹í instanci programu make a pøidá parametry s cestou k hlavièkám a aktu-
álnímu adresáøi a pøidá akci clean (vymazat soubory, které vznikly pøi pøekladu).
2.3.2 Kompilace zdrojového kódu
Nyní spustíme pøíkaz make a zobrazí se nìco podobného
make  C / l i b /modules /2 . 6 . 18  92 . 1 . 22 . e l 5 / bu i ld M=/home/ s tudent bso s /modul modules
make [ 1 ] : Enter ing d i r e c t o r y `/ usr / s r c / k e rn e l s /2 . 6 . 18  92 . 1 . 22 . e l5 i686 '
CC [M] /home/ s tudent bso s /modul/ he l l o  1.o
Bui ld ing modules , s tage 2 .
MODPOST
CC /home/ s tudent bso s /modul/ he l l o  1.mod . o
LD [M] /home/ s tudent bso s /modul/ he l l o  1.ko
make [ 1 ] : Leaving d i r e c t o r y `/ usr / s r c / k e rn e l s /2 . 6 . 18  92 . 1 . 22 . e l5 i686 '
Na prvním øádku vidíme, ¾e byl spu¹tìn pøíkaz make s doplnìnými parametry,
øádky zaèínající textem CC znamenají spu¹tìní pøekladaèe (v na¹em pøípadì gcc), LD
spou¹tí linker, zde ld. Hodnoty v promìnných CC a LD lze zmìnit v Makefile, nebo
na pøíkazové øádce. Pro zajímavost konkrétní pøíkaz, který byl pou¾it pro pøeklad,
nebo linkování lze najít v souborech .hello-1.*.cmd na zaèátku.
þUkliditÿ mù¾eme pøíkazem make clean, který sma¾e v¹echny soubory vytvo-
øené pøi kompilaci.3
Po spu¹tìní pøíkazu make se vytvoøilo nìkolik souborù. Nás zejména zajímá
hello-1.ko, co¾ je ná¹ modul. Prozkoumáme ho pøíkazem:
/ sb in /modinfo he l l o  1.ko
A dostaneme výstup:
f i l ename : he l l o  1.ko
l i c e n s e : GPL
s r c v e r s i o n : DF8DE965DEFED469EB1E13B
depends :
vermagic : 2 . 6 . 18  92 . 1 . 22 . e l 5 SMP mod unload 686 REGPARM 4KSTACKS gcc  4.1
Vidíme jeho licenci a verzi jádra, pro který byl modul zkompilován.
Nyní ho do jádra vlo¾íme.
sudo / sb in / insmod he l l o  1.ko
poté se podíváme do logu
dmesg j t a i l
3ve ¹kolním systému po sobì z nìjakého dùvodu make zanechá prázdný soubor Module.symvers.
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a na konci uvidíme
Hel lo world .
dále se podíváme, ¾e je modul stále v jádøe
/ sb in / lsmod j head
na zaèátku uvidíme
Module S i z e Used by
h e l l o 1 908 0
V¹imnìte si, ¾e lsmod vypisuje v názvu modulu podtr¾ítko a ne pomlèku. Po-
mlèka a podtr¾ítko jsou pova¾ovány za stejný znak. Jde údajnì o lep¹í pohodlí
u¾ivatele, proto¾e výpis lsmod by tak mìl být pøehlednìj¹í. Pøíkazy rmmod a mod-
probe, které hned vysvìtlíme, také pova¾ují pomlèku a podtr¾ítko za stejný znak.
Pozor, u insmod to tak není, tomu dáváme jako parametr pøesný název souboru.
Nyní modul z jádra vyndáme
sudo / sb in /rmmod he l l o  1
a pøesvìdèíme se pøíkazem lsmod, ¾e byl modul odstranìn, podíváme se do logu a
uvidíme, ¾e se objevila hlá¹ka
Goodbye world .
Poznámka: Proè jednou pí¹eme pøíponu .ko a podruhé ne?
Pøíkaz insmod vy¾aduje jako parametr v¾dy název souboru, a ne název modulu.
Pøíkaz rmmod v¾dy prohledává seznam modulù, které jsou aktuálnì nahrané
pøímo v jádøe, akceptuje jak název bez pøípony, tak s pøíponou .ko. My ji nepí-
¹eme jednodu¹e z toho dùvodu, ¾e je to krat¹í.
Alternativou k insmod je pøíkaz modprobe, který pøíponu .ko neakceptuje, do-
ká¾e automaticky naèíst i moduly, na kterých je zavádìný modul závislý a nemohl by
jinak fungovat. Pøíkaz modprobe hledá pouze mezi moduly, které se nachází v cestì
/lib/modules/2.6.*/.
Pokud bychom vlastní modul chtìli pøidat, nakopírovali bychom ho kamkoliv
do této cesty, nejlépe do adresáøe misc, a následnì spustili pøíkaz depmod -a, který
projde celý adresáø /lib/modules/2.6.*/ a zapí¹e si seznam v¹ech modulù, které
jsou k dispozici, a jejich vzájemné závislosti. Od tohoto okam¾iku bude modprobe
fungovat s na¹ím vlastním modulem. My to ale dìlat nebudeme.
2.4 Makele - modul z více souborù
V Makefile je mo¾né denovat, ¾e nìkterý modul se skládá z více zdrojových sou-
borù. Napøíklad:
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obj m += s t a r t s t op . o
s t a r t s t op ob j s += s t a r t . o stop . o
#anebo s t a r t s t o p y += s t a r t . o s top . o
Místo := (pøiøazení) pou¾ijeme += (pøidání), aby se pøedchozí hodnota v pro-
mìnné obj-m nepøepsala.
Mù¾eme to vyzkou¹et.
cp he l l o  1. c s t a r t . c
ze souboru start.c sma¾eme deklaraci i tìlo funkce cleanup_module()
cp he l l o  1. c stop . c
ze souboru stop.c sma¾eme funkci init_module()
Do na¹eho Makefile pøidáme novou denici obj-m (pùvodní denice pro hello-1
mù¾e zùstat) a zkompilujeme pøíkazem make. (nezapomeneme místo := pou¾ít +=)
obj m += he l l o  1.o
obj m += s t a r t s t op . o
s t a r t s t op ob j s += s t a r t . o stop . o
KDIR := / l i b /modules/$ ( shel l uname  r )/ bu i ld
PWD := $ ( shel l pwd)
d e f au l t :
$ (MAKE)  C $ (KDIR) M=$ (PWD) modules
c l ean :
$ (MAKE)  C $ (KDIR) M=$ (PWD) c l ean
Vznikne startstop.ko slo¾ené ze souborù start.c a stop.c
Abychom ukázali, k èemu je to konkrétnì dobré, podíváme se na výòatek souboru
/fs/ext3/Makefile ze zdrojového kódu jádra:
#
# Makef i l e f o r the l i nux ext3 f i l e s y s t em rou t ine s .
#
obj $ (CONFIG EXT3 FS) += ext3 . o
ext3 y := ba l l o c . o bitmap . o dir . o f i l e . o f sync . o i a l l o c . o inode . o n
i o c t l . o namei . o super . o symlink . o hash . o r e s i z e . o ext3 jbd . o
ext3 $ (CONFIG EXT3 FS XATTR) += xat t r . o x a t t r u s e r . o x a t t r t r u s t e d . o
ext3 $ (CONFIG EXT3 FS POSIX ACL) += ac l . o
ext3 $ (CONFIG EXT3 FS SECURITY) += xa t t r s e c u r i t y . o
CONFIG_EXT3_FS je promìnná, která se nastavuje bìhem kongurace jádra napø.
pøíkazem make menuconfig a která mù¾e mít hodnoty y, m, nebo n. V¹echny sou-
bory v druhém øádku denují tvorbu objektu ext3.o, pokud bude potøeba. Ten se
buï pou¾ije k vytvoøení modulu, nebo se zakomponuje do jádra (m, respektive y).
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Následnì se do objektu ext3.omohou pøidat volitelnì dal¹í 3 objekty, které jsou uve-
deny dále. Hodnota pøíslu¹ných promìnných (XATTR, POSIX_ACL, SECURITY) mù¾e
nabývat hodnot y, nebo n. Tímto mechanizmem je tedy docílená volba funkcí, které
bude jádro podporovat.
Otázka: V na¹em pøíkladì máme v souboru start.c i stop.c uvedenu licenci
GPL, proto je výsledný modul také licencován jako GPL. Co se stane, pokud licence
GPL bude pouze v jednom z nich a v druhém nebude uvedena? Co se stane pokud
v jednom ze souborù bude licence Proprietary? (vyzkou¹ejte, zkontrolujte výsledek
pøíkazem /sbin/modinfo startstop.ko)
Odpovìï: Pokud je v jednom souboru licence GPL a ve druhém neuvedena,
výsledný modul je licencován jako GPL. Pokud je v alespoò jednom souboru licence
Proprietary, je celý modul licencován nesvobodnì, bez ohledu na to, jakou licenci
mají dal¹í souèásti. Jakmile nesvobodný modul vlo¾íme do jádra, celé jádro se stává
nesvobodné (je þposkvrnìnoÿ nesvobodnou licencí).
2.5 Vlastní inicializaèní a ukonèovací funkce
Namísto povinné funkce init_module() a cleanup_module() mù¾eme pou¾ít svùj
vlastní název. Staèí úvodní a ukonèovací funkci denovat na konci souboru .c de-
klarací module_init(nazev); a module_exit(nazev);. Názvy pùvodních funkcí
init_module() a cleanup_module() pak mù¾eme zmìnit. Zkopírujeme hello-1.c
do souboru hello-2.c a dále ho upravíme.
cp he l l o  1. c he l l o  2. c
pøejmenujeme deklarace na¹ich funkcí
int zacatek (void )
void konec (void )
A úplnì na konci deklarujeme, ¾e funkce zacatek() a konec() jsou inicializaèní a
ukonèovací funkcí na¹eho modulu.
modu le in i t ( zacatek ) ;
module ex i t ( konec ) ;
Do souboru Makele pøidáme dal¹í øádek
obj m += he l l o  2.o
Modul pøelo¾te a vyzkou¹ejte ho vlo¾it a odebrat z jádra. Opìt byste mìli vidìt
v dmesg stejný výstup, jako u prvního modulu.
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2.6 Optimalizaèní makra
V hlavièkovém souboru /lib/modules/*/source/include/linux/init.h jsou de-
nována makra, která umo¾ní u¹etøit pamìt, a je velmi dobrou zvyklostí tato makra
pou¾ívat. Jde o deklaraci __init a __exit, které se pí¹í tìsnì pøed název iniciali-
zaèní a ukonèovací funkce, dále o __initdata a __exitdata, které se pí¹í u deklarací
promìnných pøed znak þrovná seÿ.
Makro __init, resp. __initdata oznaèuje takové funkce, respektive promìnné,
které jsou pou¾ity pouze v inicializaèní funkci a ne jinde. Po ukonèení inicializaèní
funkce jsou èásti oznaèené tìmito makry odstranìny z pamìti.
Makro __exit a __exitdata oznaèuje funkce a promìnné, které jsou potøeba
pouze pøi volání ukonèovací funkce (ne døív). U modulu jádra tato makra nezpùsobí
nic, ale pokud zdrojový kód zakompilujeme do jádra jako pevnou souèást, takto
oznaèené funkce (a promìnné) pøekladaè pøeskoèí a do jádra je nezaèlení, proto¾e
by pouze zbyteènì zabíraly místo (ukonèovací funkce by se stejnì nikdy nepou¾ila).
Obvykle je pou¾ití promìnných s oznaèením __exitdata ménì èasté, proto¾e pro-
mìnných, které jsou tøeba pouze pøi vypínání modulu a ne døíve, mnoho nebude.
Pou¾ití uká¾eme na konkrétním pøíkladì. Zkopírujeme hello-2.c do souboru
hello-3.c a pøidáme pøíslu¹ný parametr do obj-m v Makefile, jak u¾ známe, a
upravíme soubor hello-3.c takto:
vlo¾íme do hlavièky soubor linux/init.h
#include <l i nux / i n i t . h> / i n i t a e x i t makra /
zmìníme deklaraci funkcí:
int i n i t zacatek (void )
void e x i t konec (void )
pøidáme denici dvou promìnných (obì umístíme pøed deklaraci funkce zacatek()):
stat ic int zacatek data i n i t d a t a = 3 ;
stat ic int konec data e x i t d a t a = 5 ;
promìnné pou¾ijeme ve funkcích:
pr in tk ( "<1>Hel lo world . %dnn" , zacatek data ) ;
. . .
p r in tk (KERNALERT "Goodbye world . %dnn" , konec data ) ;
Jak jsme øekli, funkce printk() je velmi podobná standardní funkci printf() ja-
zyka C. Znaèka %d bude nahrazena dekadickým èíslem. Hodnoty, které se dosazují
místo znaèek, funkce oèekává jako dal¹í parametry.
Pokud ve volání funkcí printk() pøehodíme þomylemÿ promìnné zacatek_data
a konec_data, make nás upozorní, ¾e jsme udìlali chybu a pokraèuje v kompilaci.
Pokud pøesto takový modul zavedeme a odebereme z jádra, v logu se objeví
29
Hel lo world . 5
Goodbye world . 0
Vysvìtlete proè.
Odpovìï: Kompilujeme modul, tudí¾ v nìm je nutnì zahrnuta i ukonèovací sekce
{ pøi startu je hodnota 5 dostupná. Ihned po zavedení je startovací sekce z pamìti
uvolnìna, tudí¾ hodnota 3 u¾ v pamìti pozdìji není a vypí¹e se 0. Kdybychom
kompilovali pevnou souèást jádra (obj-y), vypí¹e se 0 a 0, proto¾e ukonèovací sekce
bude takté¾ úplnì chybìt.
2.7 Ukázka práce se soubory v procfs systému
Podle pokynù vyuèujícího si stáhnìte soubor procfs.c, zkompilujte ho (pøidejte
obj-m do Makefile), prozkoumejte soubor .ko pøíkazem modinfo, vlo¾te modul do
jádra a podívejte se na zdrojový kód.
modinfo nám oproti pøedchozím pøíkladùm zobrazuje navíc jméno autora a popis
modulu. Toho se dosáhlo následující deklarací na zaèátku souboru (ve zdrojovém
kódu mù¾e být kdekoliv, ale vhodný je zaèátek, nebo konec)
MODULEAUTHOR("Cervena Karkulka" ) ;
MODULE DESCRIPTION("Modul ukazuje tvorbu souboru v /proc " ) ;
V adresáøi /proc/bsos vznikly dva soubory - pocitadlo a vstup_vystup. Po-
kud budeme prohlí¾et obsah souboru pocitadlo (napø. pøíkazem cat), bude se
v nìm zvy¹ovat èíslo. Druhý soubor umo¾òuje do nìj zapsat nìjaká data pomocí
pøesmìrování. Vyzkou¹ejte:
$ cat /proc / bsos / vstup vystup
Zkus do me neco zapsat pomoci echo " . . . " > soubor . . .
$ echo " text " > /proc / bsos / vstup vystup
$ cat /proc / bsos / vstup vystup
text
$
Struènì vysvìtlíme, jak je toho docíleno. Nejprve bylo nutné pøidat hlavièkový
soubor proc_fs.h, ve kterém jsou denovány v¹echny funkce, které budeme pou¾í-
vat. Na¹e inicializaèní funkce procfs_init() vytváøí nejprve adresáø bsos voláním
funkce proc_mkdir(), dále soubory voláním funkce create_proc_entry(), její¾
parametry jsou název novì vytváøeného objektu, oprávnìní a rodièovský adresáø,
ve kterém má být objekt vytvoøen.
Název souboru je textová hodnota, oprávnìní je èíslo a rodièovský adresáø je
struktura typu proc_dir_entry. Funkce proc_mkdir() a create_proc_entry()
rovnì¾ vrací objekt typu proc_dir_entry, který si musíme ulo¾it, pokud s ním
chceme dále pracovat.
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Pokud bychom chtìli objekt vytvoøit v koøenovém adresáøi (/proc), pøedáme
hodnotu NULL.
Pøi odebrání modulu soubory a adresáø ma¾eme funkcí remove_proc_entry().
Pokud bychom to neudìlali, soubory by zùstaly vytvoøené i po odstranìní modulu
z jádra.
Pro úplnost uvedeme denici tìchto funkcí v souboru
/lib/modules/*/source/include/linux/proc_fs.h
extern struct p r o c d i r e n t r y proc mkdir ( const char  , struct p r o c d i r e n t r y  ) ;
extern struct p r o c d i r e n t r y  c r e a t e p r o c en t r y ( const char name , mode t mode ,
struct p r o c d i r e n t r y parent ) ;
extern void remove proc entry ( const char name , struct p r o c d i r e n t r y parent ) ;
Navrácené hodnoty typu proc_dir_entry si ulo¾íme a mù¾eme k nim pøiøadit
obslu¾né funkce pøi ètení souboru (read_proc) a pøi zápisu do nìj (write_proc).
Pokud v hlavièkovém souboru budeme hledat denici struktury proc_dir_entry,
dopracujeme se k tomu, jak mají být obslu¾né funkce denovány:
struct p r o c d i r e n t r y f
. . .
r e ad p ro c t  r ead proc ;




typedef int ( r e ad p ro c t ) ( char page , char  s t a r t , o f f t o f f ,
int count , int  eof , void data ) ;
typedef int ( w r i t e p r o c t ) ( struct f i l e  f i l e , const char u s e r  bu f f e r ,
unsigned long count , void data ) ;
Na¹e obslu¾né funkce pro ètení a zápis musí pøijímat stejné parametry a vra-
cet hodnotu stejného typu, jako denice v proc_fs.h. Jedná se konkrétnì o na¹e
funkce pocitadlo_read(), která slou¾í k výpisu hodnoty poèítadla, dále vv_read()
a vv_write(), které naèítají a ukládají data do pamìti.
Ètecí funkce má za úkol nastavit ukazatel start na místo v pamìti, kde je zaèátek
dat, které se mají pøedat u¾ivateli a návratová hodnota volané funkce je délka takto
pøedaných dat. Zapisovací funkce má k dispozici data od u¾ivatele v poli buer,
jejich délku v promìnné count a je na ní, jak s nimi nalo¾í. Návratová hodnota
zapisovací funkce je mno¾ství dat, které jsme úspì¹nì naèetli.
Ukazatel data ukazuje na místo v pamìti, které jsme si sami urèili v inicializaèní
funkci.
2.8 Parametry z pøíkazové øádky
Najdìte øádek
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stat ic int counter1 = 1 ;
a pøidejte za nìj
module param ( counter1 , int , 0 ) ;
MODULEPARMDESC( counter1 , " s t a r t o v a c i hodnota pro poc i t ad l o " ) ;
Modul znovu pøelo¾te a pou¾ijte /sbin/modinfo, v¹imnìte si rozdílu. Pokud je starý
modul stále zavedený v jádøe, odstraòte ho a zaveïte takto
sudo / sb in / insmod p ro c f s . ko counter1=100
a podívejte na hodnotu poèítadla v souboru /proc/bsos/pocitadlo
Je tedy mo¾né zmìnit poèáteèní hodnotu poèítadla pøi zavedení modulu z pøíka-
zové øádky. To zaøídila denice module_param(), její¾ povinné parametry jsou název
promìnné, její typ, dále pak oprávnìní pro soubor vytvoøený v /sys/module/procfs/
parameters/. 0 zde znamená, ¾e se soubor nevytvoøí. Vytvoøení souboru pouze pro
ètení mù¾eme hodnotou S_IRUGO, pak by bylo mo¾né aktuální hodnotu parametru
najít v souboru .../parameters/counter1. To se mù¾e hodit pøi hledání chyb.
Deklarace MODULE_PARM_DESC je nepovinná a urèuje popis, který zobrazí program
modinfo.
2.9 Samostatný úkol
Pokuste se zorientovat v souboru procfs.c a proveïte následující úpravy: Vytvoøte
soubor /proc/bsos/pocitadlo2, který bude obsahovat dal¹í poèítadlo, jeho¾ para-
metr lze nastavit z pøíkazové øádky promìnnou counter2. Nezapomeòte ve funkci
procfs_exit(), která se volá pøi odebrání modulu, soubor pocitadlo2 vymazat.
2.10 Úklid pracovi¹tì
Jakmile vyuèující pøekontroluje va¹i práci, dejte pracovi¹tì do pùvodního stavu {
vyma¾te adresáø modul, který jste vytvoøili na zaèátku cvièení a z jádra odstraòte
v¹echny vlastní moduly, které tam mohly zùstat, pøípadnì poèítaè restartujte.
2.11 Kontrolní otázky
Otázka 1. Lze zkompilované moduly .ko pøenést na jiný poèítaè?
Ano i ne. Zále¾í pøedev¹ím na tom, jaké jádro na druhém poèítaèi je a s jakou
kongurací bylo pøelo¾eno. Modul obsahuje podrobné informace o tom, pro které
jádro byl pøelo¾en, a nepùjde do jiného jádra vlo¾it.
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Otázka 2. Pokud programátor udìlá v modulu chybu, jaké mohou být následky?
(ohrozí to pouze funkci samotného modulu?)
Neo¹etøený zápis za hranice nìjakého pole mù¾e zmìnit obsah pamìti jádra, nebo
i samotného kódu v jádøe, který na¹emu modulu nepatøí. Teoreticky se mù¾e stát
cokoliv - od obyèejného pádu systému, a¾ po zapsání nesprávných dat na nesprávné
místo pevného disku.
Otázka 3. Jaká je výhoda modulù jádra oproti kompilaci kódu pøímo do jádra?
Moduly umo¾nují aktivovat pouze ty èásti kódu, které jsou aktuálnì potøeba (na-
pøíklad není tøeba mít k dispozici kód, který podporuje nìjaké zaøízení, které není
v poèítaèi pøítomno). Dále bez modulù bychom museli kompilovat kompletní monoli-
tická jádra a novou funkènost pøidávat pøímo do binárního souboru s jádrem. Kromì
vìt¹ího jádra toto pøiná¹í tu nevýhodu, ¾e bychom museli znovu pøelo¾it celé jádro a
restartovat systém v¾dy, kdybychom chtìli novou funkci.
Otázka 4. K èemu slou¾í parametry modulù jádra? (mù¾eme je zjistit pøíkazem
modinfo)
Jsou to promìnné, jejich¾ hodnotu mù¾eme mìnit pøi zavedení modulu z pøíka-
zové øádky a tím ovlivnit výchozí chování zavádìného modulu. Konkrétní mo¾nosti
zále¾í na tom, jaké promìnné nám autor modulu umo¾nil mìnit. Nejèastìji pou¾ívané
typy jsou integer (èíslo), boolean (pravdivostní hodnota) a string (textový øetìzec).
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3 CVIÈENÍ SÍ«OVÝ SERVER
3.1 Teoretický úvod
V tomto cvièení se budeme vìnovat konguraci serveru, který umo¾ní spustit poèí-
taè po síti, pøitom stanice nemusí mít ani pevný disk. Poèítaè musí bootování po
síti podporovat, respektive BIOS1 na základní desce poèítaèe a mít vhodnou sí»o-
vou kartu. V na¹em pokusu vyu¾ijeme jako bezdiskovou stanici virtuální poèítaè
ve VirtualBoxu.
Na stranì serveru je nutné zprovoznit DHCP2 server, který klientské stanici sdìlí
informaci o zavadìèi, který si stanice stáhne pøes protokol TFTP3 a spustí. (DHCP
server sdìlí stanici IP adresu TFTP serveru a název souboru, který má být naèten).
Zavadìèù (pøesnìji PXE4 boot loaderù) existuje urèitì velké mno¾ství napøíè
operaèními systémy. Zavadìè obvykle stáhne dal¹í soubory s kongurací (ze stej-
ného TFTP serveru), pøípadnì zobrazí nabídku u¾ivateli a spustí samotný operaèní
systém (jeho jádro). Operaèní systém pak bì¾í buï pouze v pamìti RAM, anebo
aktivuje ovladaèe od sí»ové karty a zbytek systému získá pøes sí», zpravidla jiným,
robustnìj¹ím, protokolem ne¾ TFTP. Z toho plyne, ¾e spou¹tìný operaèní systém
by mìl být na tento proces uzpùsoben.
Pro konguraci serveru pou¾ijeme program dnsmasq, který má funkènost jak
serveru DHCP, tak TFTP. Jeho kongurace je pomìrnì jednoduchá a lze se s ním
setkat mimo jiné v distribuci OpenWRT, kterou lze pou¾ít napøíklad v domácích
WiFi pøístupových bodech.
Jako PXE zavadìè pou¾ijeme pxelinux, který je souèástí projektu syslinux,
který umo¾òuje spou¹tìt soubory rùzných formátù. Lze v nìm i vytváøet nabídku
pro u¾ivatele.
Uká¾eme si, ¾e spou¹tìným þoperaèním systémemÿ mù¾e být pomìrnì pestrá
¹kála programù.
3.2 Kongurace programu VirtualBox
Ne¾ zaèneme vùbec kongurovat ná¹ server, musíme mít propojenou bezdiskovou
stanici a server, aby se navzájem vidìly po síti.
Proto¾e by bylo nepraktické mít v uèebnì dal¹ích 26 poèítaèù, pou¾ijeme Vir-
tualBox. V nìm najdete pøednastavenou stanici bez disku a systém CentOS. Tyto
1Basic Input Output System
2Dynamic Host Conguration Protocol
3Trivial File Transfer Protocol
4Preboot eXecution Environment
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dva virtuální poèítaèe jsou vzájemnì propojené vnitøní sítí intnet. Virtualizovaný
systém CentOS je k ní pøipojen rozhraním eth1, bezdisková stanice svým jediným
rozhraním. Z hostitelského systému do této sítì není vidìt.
Ovìøíme, ¾e bezdisková stanice je þfyzickyÿ pøipojena k sí»ovému rozhraní eth1
následujícím zpùsobem. Ve virtuálním CentOSu spustíme
sudo / usr / sb in /tcpdump   i eth1
A spustíme bezdiskovou stanici. Mìli bychom zachytit DHCP dotaz na rozhraní
eth1.
IP 0 . 0 . 0 . 0 . bootpc > 255 . 2 5 5 . 2 5 5 . 2 5 5 . bootps : BOOTP/DHCP, Request from 08 : 0 0 : 2 7 : dc : f a
: 9 b ( oui Unknown) , l ength : 548
3.3 Instalace zavadìèe syslinux, struktura TFTP
serveru
V domovském adresáøi vytvoøíme adresáø work, ve¹keré nastavení budeme pro-
vádìt v nìm. Nejprve si musíme vytvoøit základ pro ná¹ TFTP server, ze kte-
rého si spou¹tìný poèítaè bude stahovat potøebné soubory. V CentOS, který je
v uèebnách, se tyto soubory nachází v cestì /usr/lib/syslinux a dokumentace
v /usr/share/doc/syslinux-*. Bohu¾el verze, která je v CentOS, je pomìrnì stará
a obsahuje chyby. Pou¾ijeme novìj¹í verzi. V dobì psaní tohoto textu byla nejnovìj¹í
stabilní verze syslinux-3.83.zip.
V archívu jsou kromì pøelo¾ených programù také zdrojové kódy, následujícím
postupem z archívu získáme pouze binární soubory, pøehlednì uspoøádané.
mkdir ~/work
cd ~/work
wget http ://< poc i tac>/<ces ta k souboru>/sys l inux  3.83. z ip
mkdir tmp
cd tmp
unzip . . / sys l inux  3.83. z ip
make INSTALLROOT=~/work/ sy s l i nux local  i n s t a l l
Poslední pøíkaz spou¹tí program make a makro local-install, které je de-
nované v Makefile uvnitø archívu. Toto makro není úplnì obvyklé, vytvoøili ho
autoøi syslinuxu, slou¾í k linkování ji¾ pøedkompilovaných objektù a instalaci ho-
tových binárních souborù do systému. Je to obdoba pøíkazu make install, který
pouze instaluje binární soubory. Promìnná INSTALLROOT je naopak be¾ný zpùsob,
jak program make donutit, aby neinstaloval do koøenového adresáøe systému, ale
jinam.
Nyní máme v pracovním adresáøi work sta¾ený archív, adresáø tmp a adresáø
syslinux, do kterého se nakopírovaly v¹echny souèásti syslinuxu bez zdrojových
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kódù. Binární soubory jsou v adresáøi work/syslinux/usr/share/syslinux. Do-
kumentace zùstala spoleènì se zdrojovým kódem v adresáøi work/tmp/doc.
Pøesto adresáø syslinux obsahuje stále mnohem více vìcí, ne¾ my budeme po-
tøebovat.
Vytvoøíme adresáø tftp, který pozdìji bude koøenový adresáø pro ná¹ TFTP
server a nakopírujeme do nìj pouze soubory, které pozdìji budeme potøebovat.
cd ~/work
mkdir t f t p
cd s y s l i nux / usr / share / sy s l i nux
cp pxe l inux . 0 menu . c32 vesamenu . c32 memdisk mboot . c32 ~/work/ t f t p
cp powero f f . c32 reboot . com ~/work/ t f t p
 pxelinux.0 je hlavní zavadìè, který poèítaè spou¹tí po získání kongurace
z DHCP serveru,
 menu.c32 a vesamenu.c32 jsou pomocné programy, které naètou konguraèní
soubor a zobrazí nabídku,
 memdisk je pomocný zavadìè, který naète obraz disku do pamìti a zahájí
spou¹tìní systému. Nejèastìji se pou¾ívá pro zavádìní disket,
 mboot.c32 je zavadìè, který spou¹tí jádro vy¾adující standard MultiBoot.5
Vyu¾ívá jej napøíklad jádro hypervisoru XEN6,
 poweroff.c32 a reboot.com jsou programy, které vypnou, respektive restar-
tují poèítaè.
Nyní máme v prostoru pro TFTP server nahraný zavadìè pxelinux z projektu
syslinux. Ne¾ zaèneme tvoøit slo¾itìj¹í konguraci, vytvoøíme soubor default v ad-
resáøi pxelinux.cfg a vlo¾íme do nìj text þprompt 1ÿ.
cd ~/work/ t f t p
mkdir pxe l inux . c f g
cd pxe l inux . c f g
echo "prompt 1" > de f au l t
Tímto jsme pxelinux nastavili tak, aby ihned po spu¹tìní zobrazil pøíkazovou
øádku a èekal na reakci u¾ivatele.
5MultiBoot je standard, který denuje komunikaci mezi poslední fází zavadìèe a jádrem. Bì¾ná
jádra v linuxových distribucích tento standard nepou¾ívají
6XEN je virtualizaèní nástroj. XEN hypervisor je jádro, které je spu¹tìno jako první (xen.gz),
to následnì zavádí jádro upraveného hostitelského operaèního systému (tzv. domain0)
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3.4 Kongurace a spu¹tìní DHCP a TFTP ser-
veru
V pracovním adresáøi work vytvoøíme soubor dnsmasq.conf s následujícím obsahem
i n t e r f a c e=eth1
bind i n t e r f a c e s
dhcp  l e a s e f i l e =/tmp/dnsmasq . l e a s e s
dhcp range =192 .168 . 57 . 50 , 192 . 168 . 57 . 250 , 600
dhcp boot=pxe l inux . 0
enable t f t p
t f tp root=/home/ s tudent bso s /work/ t f t p
První dva øádky urèují, na kterém rozhraní server bude odpovídat, dále volba
bind-interfaces zakazuje serveru pou¾ít IP adresu 0.0.0.0 a vy¾aduje, aby rozhraní
eth1 opravdu existovalo, dhcp-leasefile urèuje soubor, ve kterém jsou vedeny zá-
znamy o pøidìlených adresách, následuje rozsah adres, které server bude pøidìlovat
a dobu, po které je stanice povinna po¾ádat o prodlou¾ení v sekundách. Koneènì
dhcp-boot je jméno zavadìèe, který si má stanice stáhnout z TFTP serveru, pokud
chce startovat po síti. Pøíkaz enable-tftp pøikazuje programu dnsmasq, aby posky-
toval slu¾bu TFTP a poslední je koøenový adresáø pro TFTP server. Dal¹í ukázky
nastavení dnsmasq s komentáøi jsou v souboru /etc/dnsmasq.conf
Dal¹í parametry, které jsme neuvedli, si dnsmasq zjistí automaticky - masku sítì
zjistí z nastavení sí»ového rozhraní eth1, dále klientovi oznámí, ¾e výchozí brána,
DNS server a TFTP odpovídá IP adrese na rozhraní eth1.
Server mù¾eme spustit. Otevøete si nový terminál a v nìm spus»te
cd ~/work
sudo / usr / sb in /dnsmasq  C dnsmasq . conf  d
Parametr -C mìní výchozí konguraèní soubor z /etc/dnsmasq.conf na ten ná¹,
parametr -d zabrání programu se pøepnout do re¾imu démon, tak¾e nebude spu¹tìn
na pozadí, ale èinnost DHCP a TFTP serveru uvidíme pøímo v terminálu. Pøi ostrém
provozu se tento parametr samozøejmì nepou¾ívá.
Pokud se nebojevila ¾ádná chybová hlá¹ka, mù¾eme spustit virtuální poèítaè bez
disku se zaplým spou¹tením po síti. Po úspì¹ném spu¹tìní poèítaè èeká na reakci
u¾ivatele s hlá¹kou boot: (obr. 3.1)
3.5 Spu¹tìní poèítaèe
DHCP server po úspì¹ném spu¹tìní poèítaèe vypsal podobné hlá¹ky:
dnsmasq : DHCPDISCOVER( eth1 ) 0 8 : 0 0 : 2 7 : dc : f a : 9 b
dnsmasq : DHCPOFFER( eth1 ) 192 . 168 . 57 . 182 0 8 : 0 0 : 2 7 : dc : f a : 9 b
dnsmasq : DHCPREQUEST( eth1 ) 192 . 168 . 57 . 182 0 8 : 0 0 : 2 7 : dc : f a : 9 b
37
Obr. 3.1: První spu¹tìní poèítaèe po síti ve VirtualBoxu
dnsmasq : DHCPACK( eth1 ) 192 . 168 . 57 . 182 0 8 : 0 0 : 2 7 : dc : f a : 9 b
dnsmasq : TFTP sent /home/ s tudent bso s /work/ t f t p / pxe l inux . 0 to 192 . 168 . 57 . 182
dnsmasq : TFTP sent /home/ s tudent bso s /work/ t f t p / pxe l inux . c f g / d e f au l t to 1 9 2 . 1 6 8 . 5 . . .
Výpis z poèítaèe je na obr. 3.1. Nejprve poèítaè (repsektive BIOS, pøípadnì rmware
na sí»ové kartì) získá nastavení IP adresy z DHCP serveru. (Klient hledá vhodný
server - DISCOVER, server odpovídá a nabízí volnou adresu - OFFER, klient o ni
¾ádá - REQUEST, server potvrzuje - ACK). Klient se kromì nastavení IP adresy,
masky, výchozí brány a DNS serveru také dozví adresu TFTP serveru a soubor,
který si má stáhnout. Po sta¾ení souboru pxelinux.0 ho klient spustí.
Tento program se pak sna¾í najít vhodnou konguraci a kontaktuje stejný TFTP
server. Konguraci hledá v adresáøi pxelinux.cfg. Nejdøíve se pokusí otevøít sou-
bor, který názvem odpovídá identikátoru, který vypsal BIOS virtuálního poèítaèe
jako GUID. To je identikátor, který je jedineèný pro ka¾dý poèítaè, respektive
základní desku. Pokud soubor neexistuje, zkusí se otevøít soubor s názvem MAC
adresy sí»ové karty poèítaèe. Jestli¾e se to nepovede, následuje vyhledávání kongu-
race podle IP adresy. V¹imnìte si, ¾e IP adresa je zapsaná v hexadecimální soustavì,
IP adresa je postupnì zobecòována odebráním posledního znaku (to znamená igno-
rování 4 bitù na konci adresy), a¾ zbyde poslední znak. Pokud se ani tohle nepovedlo,
hledá se soubor default, který jsme vytvoøili my, v nìm je zatím pouze ulo¾eno,
aby se zobrazila pøíkazová øádka a nic dal¹ího.
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Uvedené poøadí hledání konguraèních souborù umo¾òuje individualizovat cho-
vání pxelinuxu rùzným stanicím. Pro snadnìj¹í pøepoèet IP adresy z formátu IP
adresy do hexadecimálního èísla umo¾nuje pøíkaz gethostip, který je souèástí ba-
líèku syslinux.
3.6 Kongurace zavadìèe syslinux
Dal¹í nastavení budeme provádìt úpravou souboru default, jde o konguraèní sou-
bor projektu syslinux. Projekt obsahuje nìkolik druhù zavadìèù. Jednak pro in-
stalaci do MBR oblasti disku, nebo do oddílu disku (syslinux), pro zavádìcí sektor
k umístìní na spou¹tìcí CD (isolinux), a pro spu¹tìní pøes sí» (pxelinux). A» u¾
budeme systém zavádìt jakýmkoliv z uvedených zpùsobù, syslinux nakonec naète
soubor s kongurací, ve kterém najde operaèní systémy, které lze spustit, pøípadnì
jeden systém a k nìmu nìkolik rùzných re¾imù. Obvyklá je také výchozí volba, pøí-
padnì prodleva, po které se výchozí volba provede. V¹echny volby v konguraèním
souboru nerozli¹ují velká a malá písmena.
Globální parametry:
 default popisek - výchozí popisek, který bude spu¹tìn po stisku klávesy Enter
(není-li uvedeno, platí hodnota linux ),
 timeout prodleva - za jak dlouho se provede akce, pokud u¾ivatel nereaguje
(desetiny sekund),
 totaltimeout prodleva - za jak dlouho se provede akce, pøesto¾e u¾ivatel
reaguje (stiskl nìjakou klávesu, pohybuje se v menu. . .),
 ontimeout popisek - pokud se po vypr¹ení èasu má spustit jiná akce, ne¾
default (default pak pùjde spustit jen klávesou Enter),
 allowoptions 0 - zaká¾e mìnit u¾ivateli parametry, které se pøedají jádru
(klávesou TAB), viz. obr. 3.2,
 prompt 1 - zobrazí nabídku; jinak je nutno pøi startu pøidr¾et klávesu Shift,
Alt anebo mít zaplý Caps-Lock, èi Scroll-Lock pro vyvolání nabídky, anebo se
automaticky spustí default,
 ui menu.c32 nebo vesamenu.c32 - spustí dal¹í program (vesa)menu, který
projde konguraci a zobrazí menu v textovém, nebo grackém re¾imu,
 say text - vypí¹e text na obrazovku; nemá význam pokud je pou¾itý pøíkaz
ui.
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Spustitelnou polo¾ku pøidají následující pøíkazy:
label popisek
kernel jádro
append dal¹í parametry pro start jádra (nepovinné)
Slovo popisek chápeme jako klíèové slovo, které jednoznaènì identikuje spou¹-
tìný systém. Mìlo by být jednoslovné, rozumnì dlouhé a bez speciálních znakù,
napø. linux, win98, winxp apod.
3.6.1 Pøíkaz kernel a pøípona
Klíèové slovo kernel rozli¹uje formát souboru podle pøípony (nikoliv podle skuteè-
ného obsahu, co¾ nìkdy mù¾e dìlat problémy). Formáty jsou rozpoznávány podle
pøípon následovnì:
Tab. 3.1: Odhad obsahu souboru na základì pøípony
bez pøípony, nebo jiná Obraz jádra Linuxu
.0 PXE zavádìcí program (pouze pxelinux)
.bin CD boot sektor (pouze ISOLINUX)
.bs Boot sektor (pouze SYSLINUX)
.bss Boot sektor, superblok DOSu bude vlo¾en (SYSLINUX)
.c32 COM32 obraz (32-bitový COMBOOT)
.cbt COMBOOT obraz (nespustitelný z DOSu)
.com COMBOOT obraz (spustitelný z DOSu)
.img Obraz diskety (pouze ISOLINUX)
Pro rozpoznávání pøípon dále platí je¹tì jedno pravidlo. Pøíponu nemusíme uvá-
dìt a syslinux se ke ka¾dému souboru, který uvedeme, pokou¹í nejdøíve pøipojovat
tyto pøípony, a¾ nakonec vyzkou¹í název tak, jak jsme jej uvedli, tj. spustí se jako
obraz jádra Linuxu. To by za normálních okolností nemìlo dìlat problém.
Co ov¹em mù¾e pøivést zbyteèné komplikace pøi neznalosti pravidla odhado-
vání formátu souboru podle pøípony, je napøíklad situace, kdy startujeme jádro
vmlinuz-redhat-9.0 - to by syslinux vyhodnotil jako PXE zavádìcí program a
start by zhavaroval. Obdobný problém nastane, pokud chceme startovat soubor
s pøíponou .bin, ale nejde o obraz CD, ale opìt napø. o jádro. Nastává stejný pro-
blém.
Takovou situaci mù¾eme øe¹it dvìma zpùsoby. Buï soubor pøejmenujeme tak,
aby mìl odpovídající pøíponu, anebo namísto pøíkazu kernel napí¹eme klíèové slovo,
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o jaký jde formát. Star¹í verze syslinuxu prozmìnu nemusí toto nové klíèové slovo
znát, proto je dobré to v¾dy otestovat. Namísto pøíkazu kernel mù¾eme pou¾ít
následující slova:
Tab. 3.2: Seznam klíèových slov pro urèení obsahu souboru
linux soubor Linux jádro (výchozí)
boot soubor zavádìcí program (.bs, .bin)
bss soubor BSS obraz (.bss)
pxe soubor PXE zavádìcí program (.0)
fdimage soubor Obraz diskety (.img)
comboot soubor COMBOOT program (.com, .cbt)
com32 soubor COM32 program (.c32)
config soubor naèíst jiný konguraèní soubor
3.6.2 Spu¹tìní jádra
Jako první vytvoøíme záznam pro spu¹tìní jádra, vyu¾ijeme jádro, které je nainsta-
lované v CentOS. Nakopírujeme ho do adresáøe TFTP serveru, nejlépe pod názvem
bez èísla verze, aby se nám kongurace psala snadnìji.
cp /boot/vmlinuz  ~/work/ t f t p /vmlinuz
Do souboru default pøidáme následující konguraci.
l a b e l l i nux
ke rne l vmlinuz
#append i n i t r d=i n i t r d . img
Zakomentovaný øádek ukazuje, jak bychom pøidali ramdisk. Zkuste znovu spus-
tit virtuální poèítaè a po spu¹tìní stisknìte Enter, nebo napi¹te linux a potvrïte
Enterem. Stáhne se jádro a spustí, po nìjaké chvíli se spou¹tìní zastaví na chybové
hlá¹ce, proto¾e nebyl nalezen koøenový adresáø se systémem. Pokud bychom chtìli
opravdu spustit funkèní systém, je nutné dodat ramdisk, který bude obsahovat buï
minimalistický systém, který bude v RAM, nebo skript, který pøipojí systém sou-
borù po síti z nìjakého dal¹ího serveru po jiném protokolu.
3.6.3 Spu¹tìní obrazu diskety
Nejprve získáme nìjakou spou¹tìcí disketu. Stáhneme instalaèní disketu pro Free-
DOS. Umístìní souboru fdboot.img vám øekne vyuèující.
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Jestli¾e se disketu pokusíte spustit pøíkazem kernel, nedoèkáte se oèekávaného
výsledku. Dokonce sel¾e i pøíkaz fdimage, který by podle dokumentace mìl být
naprosto v poøádku. Zde si musíme poradit jinak a pou¾ít program memdisk. Ten
funguje tak, ¾e disketu naète do horní pamìti a sám sebe do dolní pamìti DOSu.
Nakonec pøesmìruje instrukci pøeru¹ení INT 13h (pøístup k disku) a INT15h (pøístup
k pamìti). Pokud nerozumíte, o co jde, tak nezoufejte. Vlastnì to znamená, ¾e
memdisk na sebe pøevezme po¾adavky pro pøístup k pamìti a disku a bude je místo
standardní implementace v BIOSu obsluhovat sám, a to takovým zpùsobem, aby
startující systém z diskety nepoznal, ¾e vlastnì bì¾í v pamìti. Pevný disk je jinak
dostupný normálnì, pokud v poèítaèi je.
Do souboru default pøidáme tedy tyto øádky
l a b e l d i s k e t a
ke rne l memdisk
append i n i t r d=fdboot . img
Opìt konguraci vyzkou¹ejte. Na pøíkazové øádce syslinuxu s dotazem boot:
napi¹te pøíkaz disketa. Po spu¹tìní FreeDOSu zvolte volbu þFreeDOS Safe Modeÿ7,
po spu¹tìní operaèního systému DOS v nìm mù¾ete vyzkou¹et pøíkazy dir a cd.
3.6.4 U¾ivatelská nabídka
U¾ máme v nabídce více polo¾ek, mù¾eme si ukázat, jak vytvoøit nabídku. Pøipi¹te
na zaèátek souboru default
ui menu . c32
# anebo
ui vesamenu32
Vyberte si nabídku, která se vám víc líbí. Nyní mù¾eme pøidat dal¹í popisky.
 Popisek v záhlaví celého menu udìláme pøíkazem menu title text,
 u ka¾dé polo¾ky mù¾eme upøesnit popisek pomocí menu label text, znak ^
vyznaèí následující písmeno jako horkou klávesu,
 upøesòující text pøidáme mezi øádky text help a endtext,
 prázdnou øádku pøidáme pomocí menu separator,
 neaktivní øádek, který lze pou¾ít jako popisek, udìlá pøíkaz menu disable,
 odsazení polo¾ky od okraje se dìlá pøíkazem menu indent èíslo.
Následuje ukázka pro dal¹í polo¾ky aby si u¾ivatel mohl vybrat, jak ukonèit
bootovací menu (restart, vypnutí poèítaèe, nebo pokraèovat), výsledek je na obr. 3.2.
7Pokud vybereme instalaci FreeDOSu, zavedou se ovladaèe pro CD-ROM, zobrazí se zpráva, ¾e
nemáme v poèítaèi hardisk a zobrazí se pøíkazová øádka. Jakmile teï zadáme pøíkaz dir, pøíkazová
øádka se zacyklí. Lze se pouze domnívat, ¾e jde o konikt s ovladaèi FreeDOSu a memdiskem
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menu t i t l e BSOS bootovac i s e r v e r
# puvodni d e f i n i c e pro l inux , d i s k e t a
menu separa to r
l a b e l
menu l a b e l Konec :
menu d i s ab l e
l a b e l powero f f
menu l a b e l Vypn^out PC
menu indent 1
ke rne l powero f f . com
l a b e l reboot
menu l a b e l ^Restartovat PC
menu indent 1
ke rne l reboot . c32
l a b e l konec
menu l a b e l U^ konc i t tuto nabidku
menu indent 1
l o c a l b oo t 0
text he lp
Ukonceni nabidky se de la prikazem " l o c a l b oo t 0" misto " ke rne l xxx"
Kdyby na tomto PC byl na ins ta lovany nejaky operacn i system ,
s p u s t i l by se po zvo l e n i t e t o volby .
endtext
Obr. 3.2: U¾ivatelská nabídka
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Anglické hlá¹ky o stisku klávesy TAB se mù¾eme zbavit dvìma zpùsoby. Buï funkci
zaká¾eme pøíkazem allowoptions 0, nebo zmìníme vysvìtlující text jednoduchým
pøíkazem menu tabmsg text.
3.7 Spu¹tìní instalátoru
Do na¹í nabídky mù¾eme pøidat dal¹í nabídku, klidnì i nìjakého hotového projektu.
Zkusme na na¹em serveru pøidat mo¾nost spustit pøes sí» instalátor jiné distribuce,
napø. Debian. Adresu, ze které soubor netboot.tar.gz stáhnete, upøesní vyuèující.
Instalátor stáhneme do adresáøe work a rozbalíme do adresáøe debian.
cd ~/work
wget http ://< poc i tac>/<ces ta k souboru>/netboot . ta r . gz
mkdir debian
cd debian
ta r xzvf . . / netboot . ta r . gz
Pro lep¹í orientaci doporuèuju spustit program mc a podívat se na uspoøádání vznik-
lých souborù. V¹echny dùle¾ité soubory jsou v adresáøi debian-installer, ostatní
soubory mimo tento adresáø (pxelinux.0, pxelinux.cfg) jsou symbolické odkazy,
které odkazují dovnitø adresáøe debian-installer. Soubor default se nachází
v debian-installer/i386/pxelinux.cfg/default.
Do adresáøe tftp bude staèit nakopírovat adresáø debian-installer a z na¹eho
default odkázat na soubor s kongurací instalátoru.
cd ~/work/debian
cp  R debian  i n s t a l l e r . . / t f t p /
a do na¹eho souboru default pøidáme následující (za denici linux a disketa)
l a b e l debian
con f i g /debian  i n s t a l l e r / pxe l inux . c f g / d e f au l t
a konguraci vyzkou¹íme. Klidnì vyberte v nabídce Debianu mo¾nost Install, teprve
pak se zaène instalátor zavádìt po síti. Ne¾ se objeví gracká nabídka s dotazem pro
volbu jazyka, bude to chvíli trvat. Instalace samozøejmì nepùjde dokonèit - virtuální
poèítaè nemá pevný disk.
3.8 Samostatný úkol
Pøidejte do nabídky polo¾ku memtest a invaders, u v¹ech polo¾ek (vèetnì linux, dis-
keta a debian) umo¾nìte na volbu pøejít horkou klávesou. Dále nastavte prodlevu
pøi neèinnosti u¾ivatele 5 sekund, po které se spustí memtest. Pokud u¾ivatel stiskne
nìjakou klávesu, odpoèet se zru¹í. Zaka¾te u¾ivateli mìnit parametry spou¹tìní klá-
vesou TAB.
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3.8.1 Nápovìda ke spu¹tìní programu Memtest
Memtest stáhnìte z adresy, kterou zadá vyuèující, soubor memtest86+-4.00.bin.gz,
zakomprimovaný soubor .gz rozbalí pøíkaz gunzip. Pozor na kombinaci pøípony
.bin a pøíkazu kernel, jak jsme uvedli v sekci 3.6.1
3.8.2 Nápovìda ke spu¹tìní hry Grub invaders
Jde o jednoduchou hru. Pùvodní verze [12] bohu¾el s aktuální verzí pxelinuxu nejde
spustit, proto pou¾ijte upravenou verzi z distribuce debian [13].
cd ~/work
wget http ://< poc i tac>/<ces ta k souboru>/grub i nvade r s 1 .0.0 10 i 3 86 . deb
mkdir invader s
cd i nvader s
ar xv . . / grub i nvade r s 1 .0.0 10 i 3 86 . deb
ta r xzvf data . ta r . gz
Klientské stanici je tøeba pøedat soubor invaders.exec, je po rozbalení obou ar-
chívù v podadresáøi boot. Soubor je ve formátu MultiBoot, je nutné ho zavést
programem mboot.c32 (pøíkaz kernel mboot.c32), zavádìné jádro tento program
hledá jako parametr za pøíkazem append.
3.9 Dal¹í mo¾nosti
Syslinux nabízí dal¹í volby, které jsme neukazovali, pokud máte èas, mù¾ete je vy-
hledat v dokumentaci. U¾iteèná mù¾e být ochrana heslem (lze napøíklad zamezit
pøístup ke zmìnì parametrù, nebo kompletnì zablokovat celou nabídku). Je mo¾né
do kongurace uvést pøímo hesla v èistém textu (to není pøíli¹ bezpeèné), anebo
lze pou¾ít hash. Dále lze mìnit barvy nabídek, zobrazit informativní obrazovky po
stisku kláves F1-F9, pøípadnì vlo¾it na pozadí nabídky obrázek. Inspirovat se mù¾ete
rovnì¾ z kongurace instalátoru debianu.
3.10 Úklid pracovi¹tì
Jakmile vyuèující zkontroluje, ¾e se vám úkol podaøil, ukonèete bì¾ící dnsmasq klá-
vesou Ctrl-C, nebo pou¾ijte pøíkaz kill a sma¾te adresáø work.
3.11 Kontrolní otázky
Otázka 1. Které dva protokoly je nutné pou¾ít, aby bylo mo¾né spustit poèítaè po
síti?
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V první fázi je nutné stanici pøedat konguraci sítì, to zaøídí DHCP server,
na základì této kongurace si pak stanice stáhne zavadìè, který spustí. Stahování
zavadìèe probíhá pomocí protkolu TFTP.
Otázka 2. Jaký je rozdíl v protokolu TFTP oproti protokolu FTP? Je TFTP spo-
lehlivý protokol?
Protokol TFTP vyu¾ívá datagramy UDP, nikoliv TCP. Nezná u¾ivatelské jméno
a heslo, neumí vypisovat seznam souborù v adresáøi, ani mìnit aktuální adresáø.
Pro pøenos se pou¾ívá pouze port 69 (FTP pou¾ívá TCP porty 21 a 20). Co se
týèe spolehlivosti, samotný protokol UDP je nespolehlivý, nezaruèuje, ¾e odeslaný
datagram bude doruèený, neøe¹í jeho opakované odeslání v pøípadì nedoruèení. Tuto
funkci má v sobì pøímo protokol TFTP, ka¾dý datový paket musí být potvrzený,
pokud není, ¾ádá se o jeho opakované odeslání. UDP tedy spolehlivý není, TFTP
ano.
Otázka 3. Mù¾e být server TFTP umístìný fyzicky jinde, ne¾ server DHCP?
Ano, proto¾e DHCP server lze nastavit tak, aby klientské stanici pøedal IP adresu
TFTP serveru rozdílnou od serveru DHCP.
Otázka 4. Které údaje získá z DHCP serveru stanice startující po síti kromì infor-
mace o IP adrese?
DHCP server musí v¾dy pøidìlit masku sítì, výchozí bránu a DNS server. Tyto
údaje jsou nutné, aby fungovalo správnì pøipojení do sítì (bez startu pøes sí»).
Mezi dal¹í nepovinné údaje patøí napøíklad doména, WINS server (okolní poèítaèe),
NTP server (informace o aktuálním èase) atd. Stanice, která má spou¹tìt operaèní




Práce obsahuje návody pro dvì poèítaèová cvièení. První vysvìtluje tvorbu modulu
pro jádro operaèního systému Linux, druhé cvièení ukazuje konguraci sí»ového
serveru, který umo¾ní klientským poèítaèùm startovat pøes sí», a to bez nutnosti
mít pevný disk.
Modul demonstruje pou¾ití systému souborù procfs. Soubor vytvoøený v tomto
systému fyzicky neexistuje, jakmile program v u¾ivatelském prostoru se k tomuto
souboru pokou¹í pøistoupit, je volána funkce v modulu jádra, která urèí jeho obsah.
Sí»ový server vytváøí nabídku pro u¾ivatele, který si mù¾e vybrat nìkolik pro-
gramù, které chce spustit. Mù¾e to být napøíklad jádro systému Linux, obraz spou¹-
tìcí diskety, diagnostický program Memtest, ale i jednoduchá hra Invaders.
Zde prezentovaná cvièení byla v letním semestru roku 2010 zaøazena do výuky
v pøedmìtu Sí»ové operaèní systémy, osobnì jsem pomáhal v pøíslu¹né poèítaèové
uèebnì provést potøebné zmìny ve studentských poèítaèích, aby cvièení mohla být
realizována.
Kromì vìt¹í èasové nároènosti zadání samotná cvièení probìhla bez vá¾nìj¹ích
pøipomínek a byla funkèní.
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A MODUL JÁDRA - ZDROJOVÝ KÓD
A.1 Soubor procfs.c - zadání samostatného úkolu
#include <l i nux / ke rne l . h>
#include <l i nux /module . h>
/ pouzivame proc f i l e s y s t em /
#include <l i nux / p r o c f s . h>
// zde j e de f inovana funkce copy f rom user ,
// k t e r ou pouzivame ve f u n k c i v v w r i t e
#include <asm/ uacces s . h>
MODULE LICENSE( "GPL" ) ;
MODULEAUTHOR("Cervena Karkulka" ) ;
MODULE DESCRIPTION("Modul ukazuje tvorbu souboru v /proc " ) ;
// pamet pro obsah souboru vv
#define VV LEN 1024
stat ic char data vv1 [VV LEN+1]="Zkus do me neco zapsat pomoci echo n " . . . n " > soubor . . . n n" ;
// p o c i t a d l o p r i s t u p u
stat ic int counter1 = 1 ;
// funkce , k t e r a se s p u s t i p r i o t e v r e n i souboru s poc i t ad l em
int poc i t ad l o r e ad ( char page ,
char  s ta r t ,
o f f t o f f ,
int count ,
int  eof , void data )
f
int l en ; // poce t znaku , k t e r e maji b y t p r e c t eny
stat ic char my buffer [ 8 0 ] ; // s t a t i c zu s t ane v pameti i p r i ukonceni t e t o funkce
int  counter=( int ) data ; // datovou s t r u k t u r u spo jenou se souborem budeme pov zaova t za i n t
// pokud se j ad ro d o t a z u j e na pokracovani , vracime , ze zadna d a l s i da ta ne j sou
i f ( o f f > 0)
return 0 ;
// naplnime b u f f e r a z j i s t i m e de l k u
l en = s p r i n t f ( my buffer ,
"Rikam t i po %d . j d i pryc !nn" ,  counter ) ;
( counter )++; // zvys ime p o c i t a d l o
// funkc i , k t e r a nas v o l a l a rekneme , kde j s ou data k p r e c t e n i
 s t a r t = my buffer ;
// a vra t ime hodnotu d e l k y
return l en ;
g
// z o b r a z i da ta p r i o t e v r e n i souboru
int vv read ( char page ,
char  s ta r t ,
o f f t o f f ,
int count ,
int  eof , void data )
f
int l en =0;
char ch=(char) data ; // data j s ou r e t e z e c znaku
i f ( o f f > 0)
return 0 ;
while ( ch [ l en ] !=0) l en++; // vypoc i tame de l k u
 s t a r t = ch ; // data j s ou na u k a z a t e l i ch
return l en ; // a j e j i c h d e l k a
g
// p r i z a p i s u do souboru
int vv wr i t e ( struct f i l e  f i l e ,
const char  buf f e r ,
51
unsigned long count ,
void data )
f
int l en ;
char ch=(char) data ;
i f ( count > VV LEN) // pokud p r i s l o v i c znaku , nez pojme pamet
l en = VV LEN; // nacteme jen to , co se v e j d e
else
l en = count ; // j i n a k precteme t o l i k , k o l i k p r i s l o
i f ( copy from user ( ch , bu f f e r , l en ) ) // data prekop i ru j eme z b u f f e r do ch
return  EFAULT;
ch [ l en ] = ' n0 ' ; // a pridame ukoncovac i znak
return l en ;
g
// d e f i n i c e souboru
struct p r o c d i r e n t r y  adresar ,  soubor poc ,  soubor vv ;
// i n i c i a l i z a c e modulu
int i n i t p r o c f s i n i t (void )
f
adresar = proc mkdir ( " bsos " , NULL) ; // v y t v o r i t ad r e sa r
soubor poc = c r e a t e p r o c en t r y ( " poc i t ad l o " ,0666 , adresar ) ;
soubor poc >read proc = poc i t ad l o r e ad ;
soubor poc >data=&counter1 ;
soubor vv = c r e a t e p r o c en t r y ( " vstup vystup " ,0666 , adresar ) ;
soubor vv >read proc = vv read ;
soubor vv >wr i t e p roc = vv wr i t e ;
soubor vv >data=&data vv1 ;
return 0 ;
g
// ukonceni modulu   u k l i d souboru
void e x i t p r o c f s e x i t (void )
f
remove proc entry ( " vstup vystup " , adresar ) ;
remove proc entry ( " poc i t ad l o " , adresar ) ;
remove proc entry ( " bsos " ,NULL) ;
g
module in i t ( p r o c f s i n i t ) ;
module ex i t ( p r o c f s e x i t ) ;
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A.2 Soubor procfs.c - ukázkové øe¹ení úkolu
#include <l i nux / ke rne l . h>
#include <l i nux /module . h>
/ pouzivame proc f i l e s y s t em /
#include <l i nux / p r o c f s . h>
// zde j e de f inovana funkce copy f rom user ,
// k t e r ou pouzivame ve f u n k c i v v w r i t e
#include <asm/ uacces s . h>
MODULE LICENSE( "GPL" ) ;
MODULEAUTHOR("Cervena Karkulka" ) ;
MODULE DESCRIPTION("Modul ukazuje tvorbu souboru v /proc " ) ;
// pamet pro obsah souboru vv
#define VV LEN 1024
stat ic char data vv1 [VV LEN+1]="Zkus do me neco zapsat pomoci echo n " . . . n " > soubor . . . n n" ;
// p o c i t a d l o p r i s t u p u
stat ic int counter1 = 1 ;
stat ic int counter2 = 1 ;
//promenna , typ , opravnen i v / sy s /module // parameters /
// de f inovano v l i n u x / i n c l u d e / l i n u x / s t a t . h
// 0 pokud nebudeme e x p o r t o v a t
// S IRUGO pro c t e n i vsem
module param ( counter1 , int , 0 ) ;
MODULE PARMDESC( counter1 , " s t a r t o v a c i hodnota pro poc i t ad l o " ) ;
module param ( counter2 , int , 0 ) ;
MODULE PARMDESC( counter2 , " s t a r t o v a c i hodnota pro poc i t ad l o2 " ) ;
// funkce , k t e r a se s p u s t i p r i o t e v r e n i souboru s poc i t ad l em
int poc i t ad l o r e ad ( char page ,
char  s ta r t ,
o f f t o f f ,
int count ,
int  eof , void data )
f
int l en ; // poce t znaku , k t e r e maji b y t p r e c t eny
stat ic char my buffer [ 8 0 ] ; // s t a t i c zu s t ane v pameti i p r i ukonceni t e t o funkce
int  counter=( int ) data ; // datovou s t r u k t u r u spo jenou se souborem budeme pov zaova t za i n t
// pokud se j ad ro d o t a z u j e na pokracovani , vracime , ze zadna d a l s i da ta ne j sou
i f ( o f f > 0)
return 0 ;
// naplnime b u f f e r a z j i s t i m e de l k u
l en = s p r i n t f ( my buffer ,
"Rikam t i po %d . j d i pryc !nn" ,  counter ) ;
( counter )++; // zvys ime p o c i t a d l o
// funkc i , k t e r a nas v o l a l a rekneme , kde j s ou data k p r e c t e n i
 s t a r t = my buffer ;
// a vra t ime hodnotu d e l k y
return l en ;
g
// z o b r a z i da ta p r i o t e v r e n i souboru
int vv read ( char page ,
char  s ta r t ,
o f f t o f f ,
int count ,
int  eof , void data )
f
int l en =0;
char ch=(char) data ; // data j s ou r e t e z e c znaku
i f ( o f f > 0)
return 0 ;
while ( ch [ l en ] !=0) l en++; // vypoc i tame de l k u
 s t a r t = ch ; // data j s ou na u k a z a t e l i ch
return l en ; // a j e j i c h d e l k a
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g// p r i z a p i s u do souboru
int vv wr i t e ( struct f i l e  f i l e ,
const char  buf f e r ,
unsigned long count ,
void data )
f
int l en ;
char ch=(char) data ;
i f ( count > VV LEN) // pokud p r i s l o v i c znaku , nez pojme pamet
l en = VV LEN; // nacteme jen to , co se v e j d e
else
l en = count ; // j i n a k precteme t o l i k , k o l i k p r i s l o
i f ( copy from user ( ch , bu f f e r , l en ) ) // data prekop i ru j eme z b u f f e r do ch
return  EFAULT;
ch [ l en ] = ' n0 ' ; // a pridame ukoncovac i znak
return l en ;
g
// d e f i n i c e souboru
struct p r o c d i r e n t r y  adresar ,  soubor poc ,  soubor poc2 ,  soubor vv ;
// i n i c i a l i z a c e modulu
int i n i t p r o c f s i n i t (void )
f
adresar = proc mkdir ( " bsos " , NULL) ; // v y t v o r i t ad r e sa r
soubor poc = c r e a t e p r o c en t r y ( " poc i t ad l o " ,0666 , adresar ) ;
soubor poc >read proc = poc i t ad l o r e ad ;
soubor poc >data=&counter1 ;
soubor poc2 = c r e a t e p r o c en t r y ( " poc i t ad l o2 " ,0666 , adresar ) ;
soubor poc2 >read proc = poc i t ad l o r e ad ;
soubor poc2 >data=&counter2 ;
soubor vv = c r e a t e p r o c en t r y ( " vstup vystup " ,0666 , adresar ) ;
soubor vv >read proc = vv read ;
soubor vv >wr i t e p roc = vv wr i t e ;
soubor vv >data=&data vv1 ;
return 0 ;
g
// ukonceni modulu   u k l i d souboru
void e x i t p r o c f s e x i t (void )
f
remove proc entry ( " vstup vystup " , adresar ) ;
remove proc entry ( " poc i t ad l o " , adresar ) ;
remove proc entry ( " poc i t ad l o2 " , adresar ) ;
remove proc entry ( " bsos " ,NULL) ;
g
module in i t ( p r o c f s i n i t ) ;
module ex i t ( p r o c f s e x i t ) ;
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B SÍ«OVÝ SERVER - KONFIGURACE
B.1 Soubor default - stav tìsnì pøed zadáním úkolu
prompt 1
ui vesamenu . c32
menu t i t l e BSOS bootovac i s e r v e r
l a b e l l i nux
ke rne l vmlinuz
#append i n i t r d=i n i t r d . img
l a b e l d i sk e ta
ke rne l memdisk
append i n i t r d=fdboot . img
l a b e l debian
con f i g debian  i n s t a l l e r / i386 / pxe l inux . c f g / d e f au l t
menu separa to r
l a b e l
menu l a b e l Konec :
menu d i s ab l e
l a b e l powerof f
menu l a b e l Vypn^out PC
menu indent 1
ke rne l powerof f . com
l ab e l reboot
menu l a b e l ^Restartovat PC
menu indent 1
ke rne l reboot . c32
l a b e l konec
menu l a b e l U^ konc i t tuto nabidku
menu indent 1
l o c a l boo t 0
text help
Ukonceni nabidky se de la prikazem " l o ca l boo t 0" misto " ke rne l xxx"
Kdyby na tomto PC byl na insta lovany nejaky operacn i system ,
s p u s t i l by se po zvo l en i t e to volby .
endtext
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B.2 Soubor default - ukázkové øe¹ení úkolu
prompt 1
ui vesamenu . c32
timeout 50
a l l owopt i ons 0
de f au l t memtest
menu t i t l e BSOS bootovac i s e r v e r
l a b e l l i nux
menu l a b e l ^Linux jadro
ke rne l vmlinuz
#append i n i t r d=i n i t r d . img
l a b e l d i sk e ta
menu l a b e l ^Disketa
ke rne l memdisk
append i n i t r d=fdboot . img
l a b e l debian
menu l a b e l ^ I n s t a l a c e Debianu
con f i g debian  i n s t a l l e r / i386 / pxe l inux . c f g / d e f au l t
l a b e l memtest
menu l a b e l ^Memtest
l i nux memtest86+ 4.00. bin
#nebo k e r n e l memtest ( be z pr ipony . b in )
l a b e l invader s
menu l a b e l ^Grub invader s
ke rne l mboot . c32
append invader s . exec
menu separa to r
l a b e l
menu l a b e l Konec :
menu d i s ab l e
l a b e l powerof f
menu l a b e l Vypn^out PC
menu indent 1
ke rne l powerof f . com
l ab e l reboot
menu l a b e l ^Restartovat PC
menu indent 1
ke rne l reboot . c32
l a b e l konec
menu l a b e l U^ konc i t tuto nabidku
menu indent 1
l o c a l boo t 0
text help
Ukonceni nabidky se de la prikazem " l o ca l boo t 0" misto " ke rne l xxx"
Kdyby na tomto PC byl na insta lovany nejaky operacn i system ,




V¾dy je správná právì jedna odpovìï, je vyznaèená znakem *.
C.1 Modul jádra
Najdi chybu: Jestli¾e je v souboru /proc/sys/kernel/tainted hodnota 0,
v¹echny komponenty jádra i zavedené moduly jsou licencovány svobodnou licencí
jádro není poskvrnìné
alespoò jedna komponenta je licencovaná pod licencí GPL
*alespoò jedna komponenta pou¾ívá licenci Proprietary
Najdi chybu: Jestli¾e je v souboru /proc/sys/kernel/tainted hodnota 0,
v¹echny komponenty jádra i zavedené moduly jsou licencovány svobodnou licencí
jádro není poskvrnìné
alespoò jedna komponenta je licencovaná pod licencí GPL
*alespoò jedna komponenta nemá uvedenou licenci vùbec
Jádro je poskvrnìno pokud:
v¹echny komponenty pou¾ívají svobodnou licencni
v¹echny komponenty pou¾ívají licenci GPL
v¹echny komponenty pou¾ívají licenci GPL v2
*nìkterá souèást nemá uvedenou licenci vùbec
Jádro je poskvrnìno pokud:
v¹echny komponenty pou¾ívají svobodnou licencni
v¹echny komponenty pou¾ívají licenci GPL
v¹echny komponenty pou¾ívají licenci GPL v2
*nìkterá souèást pou¾ívá licenci Proprietary
Dojde-li k poskvrnìní jádra pøi vlo¾ení modulu, lze to vrátit zpìt:
odebráním problematického modulu pøíkazem rmmod
*restartem poèítaèe
zapsáním hodnoty 0 do /proc/sys/kernel/tainted
je nutné zkompilovat nové neposkvrnìné jádro
Dojde-li k poskvrnìní jádra pøi vlo¾ení modulu, lze to vrátit zpìt:
zmìna je nevratná
*restartem poèítaèe
zapsáním hodnoty 0 do /proc/sys/kernel/tainted
je nutné zkompilovat nové neposkvrnìné jádro
Dojde-li k poskvrnìní jádra pøi vlo¾ení modulu, lze to vrátit zpìt:
odebráním problematického modulu pøíkazem rmmod
*restartem poèítaèe
zapsáním hodnoty 0 do /proc/sys/kernel/tainted
zmìna je nevratná
Dojde-li k poskvrnìní jádra pøi vlo¾ení modulu, lze to vrátit zpìt:
odebráním problematického modulu pøíkazem rmmod
*restartem poèítaèe
zmìna je nevratná
je nutné zkompilovat nové neposkvrnìné jádro
Modul vznikne kompilací:
právì jednoho zdrojového souboru .c
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*jednoho, nebo více souborù .c
kompilací jednoho souboru .mod
















Co NEplatí o filesystému typu proc?
kernelspace kód (vèetnì modulù) v nìm mù¾e vytvoøit soubor/y
jsou v nìm mimo jiné informace o stavu spu¹tìných procesù
se obvykle nachází v adresáøi /proc
*u¾ivatel root do nìj mù¾e zapisovat
Co NEplatí o filesystému typu proc?
*kernelspace kód (vèetnì modulù) v nìm nemù¾e vytvoøit ¾ádný soubor
jsou v nìm mimo jiné informace o stavu spu¹tìných procesù
se obvykle nachází v adresáøi /proc
u¾ivatel root do nìj nemù¾e zapisovat
Co je to modul jádra?
*Objekt, který lze vlo¾it pøímo do jádra a pøidává mu nové funkce.
Je to proces, který bì¾í s právy u¾ivatele root.
Je to proces, který mù¾e spustit i neprivilegovaný u¾ivatel.
Je to patch pro zdrojový kód jádra, který pøidá novou funkci. Po aplikaci patche je nutné jádro znovu pøelo¾it.
C.2 Sí»ový server



























*Protokol UDP je spolehlivý.
Protokol TFTP je spolehlivý.
Protokol TCP je spolehlivý.
Zavadìè se pøená¹í protokolem TFTP.
Najdi chybu:
Protokol UDP je nespolehlivý.
*Protokol TFTP je nespolehlivý.
Protokol TCP je spolehlivý.
Zavadìè se pøená¹í protokolem TFTP.
Najdi chybu:
Protokol UDP je nespolehlivý.
Protokol TFTP je spolehlivý.
*Protokol TCP je nespolehlivý.
Zavadìè se pøená¹í protokolem TFTP.
Najdi chybu:
Protokol UDP je nespolehlivý.
Protokol FTP je spolehlivý.
Protokol TCP je spolehlivý.
*Zavadìè se pøená¹í protokolem FTP.










DHCP server klientské stanici startující po síti mimo jiné pøidìluje:




DHCP server klientské stanici startující po síti mimo jiné pøidìluje:















Pro vztah mezi IP adresou DHCP serveru a TFTP serveru ve fungujícím PXE prostøedí platí:
jsou v¾dy shodné
jsou v¾dy rùzné
*zále¾í na nastavení chování DHCP serveru
zále¾í na nastavení chování TFTP serveru
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