Introduction
Pen input is one of the more convenient and natural forms of entry for several kinds of input, and has therefore been adopted for a variety of electronic devices such as tablets, PDAs, touch sensitive whiteboards, and cell phones. Tied to the pen input is the notion of digital ink. Digital ink is generated by sampling points from a traced curve at a certain rate, and thus is typically presented in the form of a series of points, each of which contains x and y values in a rectangular coordinate system at a particular time t. Recognition software applications take these sequences as input. In order to accommodate the need of detailed analysis and high definition rendering, higher sampling rate are used, allowing more points to be collected within an interval of time. However, this creates more work for recognition software applications and demands more resources for storage. We are therefore interested in how to select a subset of these sampled points that retain a desired degree of accuracy.
We are motivated by the problem of how to precisely approximate a digital ink curve through selecting a subset of points from the original trace. We wish to reduce the size of the subset while bounding the approximation's error. In other words, we would like to save the critical points that determine the shape of the curve (e.g. turning points) and remove those which have little impact (e.g. middle points on a straight line). This is a problem for which there has been considerable previous work, some of which we highlight here. In 1986, Dunham [2] proposed an optimal algorithm to find a piecewise linear approximation with fixed initial and final points by selecting a subset of points from the original set. The approximation is optimal in the sense that it contains the minimum number of segments such that the error on each is below a uniform threshold. The error on each segment was taken to be the maximal distance from the curve segment to the line segment. In 1996, Horst and Beichl [3] introduced an algorithm which used arc-chord length difference as the error. Compared to [2] , this algorithm achieved lower complexity but cannot guarantee global optimality. In 2007, another algorithm was presented in [5] , which iteratively computes chordal deviation-the distance between the original curve and its approximation. Points with the minimal distance are removed until the distance becomes larger than a threshold. In 2012, Mazalov and Watt [6] described a piecewise linear approximation algorithm to compress digital ink. That algorithm is fast but suboptimal and selects points using a combination of two error functions. All of these algorithms compute the error on each curve segment and attempt to minimize the maximum error. They do not minimize the cumulative error which reflects the approximation's global deviation from the original curve. Sometimes the maximum error on each curve segment can be small but the cumulative error large, which can produce global distortion.
Our method is based on the observation that, for piecewise linear approximation, removing sample points gives approximating curves of shorter arc length. Arc length discrepancy is additive and may be used as a proxy for other error measures. A continuous curve may be approximated by a piecewise linear function with vertices on the curve. Decreasing the arc length discrepancy by adding points to a piecewise linear approximation decreases all the usual error measures and cannot increase them.
We present an algorithm to find an optimal point selection to approximate a piecewise linear curve. It can be used in two ways:
• Given a digital ink curve consisting of n ≥ 2 points and a specified number of points 2 ≤ k ≤ n, the algorithm selects a subset of k points such that the arc length discrepancy between the approximation and the original curve is minimized.
• Given a digital ink curve and a bound on arc length discrepancy, the algorithm selects a subset of points of minimum number required to approximate the curve to within that bound. That is, no smaller subset of the original points can achieve the bound. Both uses are globally optimal and can be applied to both open and closed, planar and space curves.
The method can be applied when other error measures are of interest. In this case, though fast and good, the point selection is not guaranteed to be optimal. We have used this method with a variety of error types used in prior work, including the arc-chord length difference, maximal height, average height, which in turn measure the difference between the curve length and the chord length, the maximal height from the curve to the chord, and the average height from the curve to the chord. All of these errors are computed on each curve segment.
The remainder of the article is organized as follows. In section 2, we present the algorithm, its correctnes and complexity. Section 3 reports on experiments conducted to evaluate the performance of with several error functions. Section 4 concludes the article.
The Approximation Algorithm

Problem Definition
We consider a digital ink curve to be a two dimensional curve made up of a series of points. Our objective is to find an acceptable approximation by selecting a subset of points from the original ones. We have two problems: 1) Given a digital ink curve consisting of n ≥ 2 points and a specified number of points k, 2 ≤ k ≤ n, how can we select the k points such that the cumulative error between the approximation and the original curve is minimized? 2) Given a digital ink curve consisting of n ≥ 2 points and a cumulative error threshold ≥ 0, how can we select the minimum number of points required to approximate the curve such that the cumulative error is less than or equal to ?
The indices of the k points begin // The indices of the k points S ← {}; // The minimum weight table
// Restore the path vertex index ← n − 1;
Both problems can be seen as graph problems. Given a digital ink curve consisting of n points, we first assign an index to each point. A weighted DAG (directed acyclic graph) G(V, E) can be constructed from these points, where
The set V contains n vertices, with v i corresponding to the i-th point p i on the digital ink curve. The DAG will be constructed to have a unique source (vertex with no inbound edge) and a unique sink (vertex with no outbound edge). The source corresponds to the initial point p 0 and the sink corresponds to the final point p n−1 . The weight of each edge is defined as:
The error function errorF n(p i , p j ) is given beforehand. It measures the approximation error on the curve segment determined by p i and p j . Different error functions can be applied to compute for different error types. Section 2.3 will explain the error types in detail.
The first problem is now equivalent to finding a path from the source to the sink consisting of k vertices with minimum total weight. The second problem is equivalent to finding the shortest path from the source to the sink such that the total weight is less or equal to the given threshold.
Algorithm
Both paths are guaranteed to exist and can be found using dynamic programming. Given a graph G(V, E), we define a matrix D, where D m,j represents the minimum total weight of the path from the source, v 0 , to vertex v j including m vertices. Initially, we assign
For m ≥ 3, D m,j can be computed as:
Therefore, finding the minimum cumulative error of a k-point approximation is simply to compute D k,n−1 , where k is the specified number of points and n − 1 is the index of the final point on the original curve. The complete algorithm to select the k points is shown in Algorithm 1. Similar to Algorithm 1, finding an approximation consisting of the minimum number of points such that the cumulative error is within a given threshold, , is achieved by exiting the loop with a break statement. We keep computing D m,n−1 for m = 2 . . . n until we find the first m that makes D m,n−1 ≤ . For additive errors, the m is guaranteed to exist as the cumulative error decreases when more points are selected and reaches 0 when all points are selected. The complete algorithm is laid out in Algorithm 2.
Error Types
We construct digital ink curves using linear and cubic spline interpolation methods since they are commonly used in the area of digital ink rendering, handwriting recognition, and handwriting neatening. By selecting a subset of points, the approximation algorithm introduces differences between the approximation and the original curve. These differences introduce error. The error is measured on each segment (i.e. the interval between each pair of points on the curve), and we assign zero to the error on the segment formed by any two consecutive points. Errors can be cumulated along the approximated curve, which reflects the global deviation from the original one. As digital ink curves may be generated in different scales, we normalize each by its arc length in order to evaluate the error fairly. 
As we are interested in minimizing the global deviation error, we choose error types based on three criteria. A good type of error should be computationally efficient, additive, and has a natural meaning in geometry. In this article, we consider three types: ArcChord Length Error, Maximal Height Error, and Average Height Error.
• Arc-Chord Length Error measures the difference between the sum of the arc length of each curve piece and the length of the chord. An example is shown in Figure 1(a) . The error on the segment
, where S is the arc length of the curve piece and C is the chord length.
• Maximal Height Error measures the maximal distance between the curve segment and the line segment. An example is shown in Figure 1 (b).
• Average Height Error measures the average distance between the curve segment and the line segment. An example is shown in Figure 1 (c).
Correctness
Selecting the m-th point is a process of computing D m,n−1 , where n − 1 is the index of the final point on the original digital ink curve. Since 
Complexity
The complexity to find the k-point approximation is O(kn 2 ). To see this, note we are computing a matrix. To select k poitns, it is necessary to compute k rows. Since each row has n entries, we have a total cost of O(kn 2 ). Finding an approximation within a given cumulative error threshold , in the worst case that all points on the original digital curve need to be selected, giving complexity O(n 3 ). The both complexities can be reduced if we look at only a fixed number of prior vertices in computing D m,j , but the approximation result may no longer be globally optimal. Figure 2 shows an example of applying Algorithm 1 to a digital ink curve. The digital ink curve consists of 55 points which are marked as black dots. The red dots are the selected points in the approximation. The error adopted here is the Arc-Chord Length Error. Increasing the number of selected points from 5 to 20, the approximation approaches the original digital ink curve quickly. Figure 3 shows an example of applying Algorithm 2. The digital ink curve consists of 51 points which are marked as black dots. The red dots are the selected points in the approximation. The error adopted here is the Arc-Chord Length Error. As we decrease the error threshold , more points are selected in order to restrict the cumulative error within . When the error threshold drops to 0.001, the approximation is almost as the same as the original digital ink curve. But the number of points selected in the approximation is only half of the size of the original. We have discussed three types of error in Section 2.3. To give a general idea of the performance for each error type, we have tested our algorithms against a handwriting dataset. The handwriting dataset we used is that of LaViola [4] , containing 10665 symbols, mostly Latin letters and digits. Altogether there are 13203 strokes in these symbols. We constructed digital ink curves from these strokes using linear and cubic spline interpolation since they are commonly used in the area of digital ink rendering, handwriting recognition, and handwriting neatening. All of the curves were normalized by arc length in advance. We measured the average time cost in milliseconds and average cumulative error (relative to the trace length) on each digital ink curve. Figure 4 shows the average time cost of applying different error types in Algorithm 1. We see that the Arc-Chord Length Error outperforms the others in both linear and cubic spline cases. Figure 5 shows the average cumulative error of applying different error types in Algorithm 1. With the increase of the specified number of points, the average cumulative errors of all types drop dramatically, but takes longer to compute. Evaluation of these error types can be conducted in different ways. Since the approximated curve and original curve share the same initial and final points, one can compare the area enclosed by the two curves. A smaller area indicates that the approximated curve in general looks more similar to the original one, which suggests a better approximation. When the enclosed area becomes 0, the approximated curve will overlap the original one and both curves will look exactly same. An alternative way to evaluate these error types is to compare the arc length between the approximated curve and original one. Since the two curves share the same initial and final points and our point selection is a subset of the entire point set, one can compute the difference between the arc length of the approximated curve and of the original curve. A smaller difference suggests a higher similarity and a better approximation. Figure 6 shows the average similarity which is defined as the arc length of the approximated curve divided by the arc length of the original curve. With the increase of the specified num- ber of points, the arc length of the approximated curves approaches the arc length of original curve quickly.
Experiments
Conclusion
We have presented an algorithm to select a subset of points to optimally approximate a digital ink curve. In particular, it is able to find an approximation with a specified number of points and providing the minimum cumulative error or to select the minimum number of points required to satisfy a given error threshold. The algorithm is based on dynamic programming and has a cost linear in the number of points selected. The algorithm is independent of the choice of error function, and we have examined its performance with three: the Arc-Chord Length Error, the Maximal Height Error, and the Average Height Error. These were chosen for their computational efficiency and natural geometric meaning. Our experiments have shown that the ArcChord Length Error outperforms the others in terms of average time cost in both linear and cubic spline cases.
There are a few interesting directions we would like Figure 6 . The average similarity between the approximated curve and original curve.
to pursue in the future. First, in addition to the cumulative error, we would like to restrict the error on each segment. This would allow control of the local deviation as well as the global deviation. Second, we wish to perform measurements with more types of error, including those involving differences in the spatial derivatives. We would like to thank Enxin Wu, a Ph.D. candidate in the Department of Mathematics at the University of Western Ontario, for several useful discussions.
