In many task-planning domains, assemblies of autonomous agents need to construct plans and schedules for executing their assigned sets of tasks in order to complete them. Often, there will be dependencies between tasks to be executed by different agents. In such a situation, a plan-coordination problem arises when the joint plan is required to be feasible, whatever locally-feasible plans the individual agents come up with. This problem can be solved by plan decoupling, which is to add a minimum number of constraints such that each agent can make a plan for its set of tasks independently of the others while still joint-plan feasibility is guaranteed. Previous work on plan decoupling concentrated on a coordination framework where the only dependencies between tasks are precedence constraints. In this paper an extension of the framework is discussed where not only precedence constraints, but also synchronisation constraints can be used in order to express qualitative temporal constraints between tasks. It is shown that adding synchronisation constraints does not add any complexity to the plan-decoupling problem, and that a previously-developed approximation algorithm for plan decoupling can be extended to cope with synchronisation constraints as well.
Introduction
A plan-coordination problem arises whenever a complex task has to be solved by a number of agents, each having to solve a part of this task. To achieve its part of the overall task, each agent has to make a plan. The plan-coordination problem now consists of how to ensure that these individual plans are jointly feasible (i.e., conflict free) and achieve the total task specified. Examples of applications where plan coordination plays an important role are such diverse as building a house, preparing for rescue operations [8] after a disaster, and servicing planes at an airport [11] .
In general, this plan-coordination problem is a non-trivial problem. The reason is that often the overall (complex) task consists of an interdependent set of elementary tasks, and elementary tasks that are dependent upon each other are assigned to different agents. Hence, although the plans of the agents might be individually feasible, the feasibility of the plan of an agent might become dependent upon the structure of plans developed by other agents and the result can be an infeasible joint plan. To illustrate such a plan-coordination problem, a simple example is discussed. Example 1 Consider a set of agents which have agreed on a common goal, and have identified a high-level task JG (i.e., joint goal) which achieves this goal. This complex task can be decomposed into subtasks ST 1 , ST 2 , which can further be decomposed into a set of elementary tasks τ 1 , τ 2 , τ 3 , τ 4 . In Figure 1(a), a very basic task decomposition is shown, although more elaborate decomposition frameworks exist (e.g., TAEMS [9] ). The set of elementary tasks is partitioned and allocated to the agents. In Figure 1 (b), the resulting situation is depicted after assignment of tasks to agents together with the inherited dependency constraints. Here, it can be seen that agent A 1 has to make a plan for task τ 1 and τ 4 , while A 2 has to make a plan for τ 2 and τ 3 .
The problem now is how we can prevent a combination of infeasible individual plans to occur, for example, how to prevent that agent A 1 chooses to complete τ 4 before τ 1 and agent A 2 chooses a plan where τ 2 is completed before τ 3 , because the combination of those two plans will create a deadlock in the combined plan.
In the remainder of this work, this decomposition phase is assumed to be completed and the focus will be on solving the plan-coordination problem that arises. Basically, there are two main approaches to solve this plancoordination problem: (i) by requiring collaborative actions from the agents themselves, or (ii) by designing a suitable coordination mechanism that ensures feasible plans.
Quite some studies have taken the first coordination-by-collaboration approach. For example, in SharedPlans [7] , the collaborating agents must be committed to both planning and doing the activity together. In GPGP [12] , the coordination mechanisms require the agents to cooperatively search for commitments in environments where communication is always and sufficiently available during task execution. Others, like [15] , even propose to manage the coordinated planning and execution of the tasks by letting the agents keep each other informed about any changes (e.g., re-scheduled tasks). It is clear that such approaches require cooperative agents that are willing to inform other agents about details of their individual plans and, if necessary, are prepared to revise parts of their plans in striving to construct a feasible joint solution. As a consequence, however, when communication is unavailable, combining the individual chosen plans can easily lead to an infeasible joint solution, even when these plans are locally feasible.
Example 2 Consider the situation depicted in Figure 1 when communication is lost. Adhering to the local constraints, agent A 1 might decide to execute τ 4 before τ 1 , and agent A 2 might decide to execute τ 2 before τ 3 . Clearly, this situation leads to an infeasible joint plan due to the circular dependency of the tasks (i.e., τ 1 before τ 2 before τ 3 before τ 4 before τ 1 ).
In contrast, the coordination-by-design approach does neither assume information sharing nor collaborative actions to take place in order to achieve a feasible joint solution. This approach ensures the existence of such a feasible joint solution by specifying a coordination mechanism [3] . In general, such a coordination mechanism should enable individual agents to choose their preferred way of solving their part of the task, thereby (minimally) reducing the initial (planning) freedom of the agents. In particular, in designing a plan-coordination mechanism we need to specify for each agent a set of commitments that are minimally restricting, such that the combined plans are guaranteed to be jointly feasible. Note, that this approach is especially useful in unpredictable environments because it distributes the responsibility for the tasks to the agents, that must somehow come up with a solution to their subproblem such that the commitments (i.e., constraints) are met. Moreover, this approach is robust against failing communication, allows individual replanning, and additional tasks to be done by the agents while not violating global constraints.
In this paper, we study the plan-decoupling problem, which can be described as a coordination-by-design coordination mechanism. Basically, this problem is to find a minimum number of constraints to be imposed on the tasks given to the agents in order to prevent all possible conflicts before the agents construct their plans individually.
In some previous work [2, 18] , the main features of this approach have been studied in a framework that only allowed precedence constraints as dependencies between elementary tasks. The main outcomes of these studies concerned the computational complexities associated with constructing minimum plan-coordination sets.
In this paper, we will extend this previous work on plan decoupling in the following ways. First, the framework will be extended by representing tasks as a tuple of time points and allowing both precedence and synchronisation constraints on these time points. This will allow us to represent all qualitative-temporal constraints on the tasks. Second, the computational complexity of the plan-decoupling problems in this extended framework are determined. Finally, a polynomial-time approximation algorithm suitable to deal with the plan-decoupling problem for tasks with qualitative temporal constraints is provided. This paper is organised as follows: In Section 2, we describe the extended framework in which we will study the plan-decoupling problem. In Section 3, we analyse the possible conflicts that need to be prevented from occurring by decoupling in more detail. In Section 4, we determine the complexity and provide approximation algorithms for different plan-decoupling problems. In Section 5, an approximation algorithm is given for constructing coordination sets in polynomial time. In Section 6, our plan-decoupling approach will be related to other work that has been done. Finally, in Section 7, we conclude and give some directions for future research.
Framework
We consider a high-level (complex) task that has been decomposed into a set of elementary tasks T = {τ 1 , τ 2 , . . . , τ k } that need to be completed in order to complete the high-level task. These elementary tasks, called methods in the TAEMS [9] framework, are constrained by a set of constraints C. In the original description of the framework [18] , this set of constraints consisted of precedence constraints between elementary tasks, each precedence constraint τ ≺ τ specifying that task τ should be completed before task τ could start. Together these constraints were assumed to induce a partial ordering on the set of elementary tasks T .
In this paper, we extend the set of task constraints to deal with the familiar qualitative temporal constraints [1] : before, overlaps, during, meets, starts, finishes, and equals. Note that the precedence relation ≺ defined on pairs of tasks corresponds to the before relation defined on them. Reasoning on networks with such temporal constraints T , C has been studied extensively [1, 13] . If we represent tasks τ as tuples of time-point variables (t s , t e ), with t s being the start and t e being the end of the execution of task τ , it is well-known that these seven qualitative temporal constraints between tasks can be expressed by using a combination of precedence and synchronisation constraints on these time-point variables [4] .
Therefore, we represent a set of elementary tasks T together with its set of qualitative temporal constraints C as a tuple T, ≺, ≡ , where T is the set of time points associated with the elementary tasks in T , ≺ ⊆ (T × T ) is a partially-ordered precedence relation, and ≡ ⊆ (T × T ) denotes an equivalence relation expressing the synchronisation constraints.
Note that for every task τ , the associated time points are constrained by t s ≺ t e . Moreover, ≺ and ≡ together satisfy the following two properties:
that is, (t ≺ t ∧ t ≡ t implies t ≺ t ) and (t ≡ t ∧ t ≺ t implies t ≺ t ), and 2. (≺ ∩ ≡) = ∅ that is, ≺ and ≡ are orthogonal relations.
Summarising the properties of this extension of the framework, we have the following result:
Proposition 1 All qualitative temporal relations between tasks τ in a set of tasks T can be expressed in the extended task framework T, ≺, ≡ , where T is the set of time point variables representing T .
Agents and Tasks Assignments
We consider a set of agents A = {A 1 , A 2 , . . . , A n } that are jointly capable of completing the set T of all elementary tasks. We assume that each elementary task τ in T is assigned to at least one agent A i that has the capability of completing that task.
1
If a task τ must be assigned to multiple agents it is simply duplicated, giving the duplicates unique names τ 1 , τ 2 , . . . , τ k adding appropriate synchronization constraints between the start and ending time points associated with these duplicates. Then, the duplicates can be assigned to separate agents such that every task is assigned to exactly one agent.
Example 3
The task of simultaneously lifting a table with two agents becomes two elementary tasks that both have to start and end at the same time (i.e., duplicate task τ into tasks τ 1 , τ 2 and add the constraint τ 1 equals τ 2 ).
The task τ of conducting a certain scientific experiment three times becomes three tasks τ 1 , τ 2 , τ 3 without any additional constraints.
Therefore, an assignment of tasks to agents can simply be conceived as a partitioning {T i } n i=1 of the set of elementary tasks T , where T i is the set of tasks assigned to agent A i .
As a result, every agent A i is assigned a disjoint subset T i ⊆ T of tasks together with the local subset ≺ i = (≺ ∩ (T i × T i )) of precedence constraints and the local subset ≡ i = (≡ ∩ (T i × T i )) of synchronisation constraints induced by the set of time points T i associated with T i . We represent such an assigned subset of elementary tasks as the tuple
Note that the original relations (sets of constraints) ≺ and ≡ are partitioned into the set of constraints between time points belonging to the same partition, and the set of constraints between time points belonging to different partitions. We call the sets of constraints ≺ i , ≡ i belonging to the same partition intra-agent constraints, and the constraints between time points of different partitions inter -agent constraints ≺ inter , ≡ inter . Together, the sets of inter and intra-agent constraints make up the complete sets of constraints, i.e., ≺ = (
Plans
In order to complete its set of tasks T i , an agent A i needs to construct a plan for it. Since we want to deal with coordination mechanisms that could be used for a variety of planing agents, we do not want to be dependent upon the details of the planning tools used by the individual agents. The only thing that we need to bother about is that each plan satisfies the task constraints give to the agents. This means that each agent should be capable of representing its plan as an abstract plan π i = T i , ≺ * i , ≡ * i , specifying constraints on the tasks induced by its concrete plan. Such a plan π i then meets the task constraints iff
From now on, we will simply assume that each such a local plan π i meets the task constraints specified on the tasks in T i . Given the local plans π i , we define the joint plan {π i } n i=1 of all agents as the task that results from taking the union of all individual plan refinements:
However, the question is whether this joint plan meets the set of constraints specified on the global task T . As the following example illustrates, this is not always be the case, since the local plans only satisfy all intra-agent constraints and not necessarily the inter-agent constraints. Figure 2 In order to define what additional criteria need to be satisfied, such that the joint plan {π i } n i=1 is guaranteed to meet the global task constraints, we will use the notion of a dispatching satisfying the task constraints. Definition 1 Given a plan π = T, ≺ * , ≡ * , a dispatching δ for π is a function δ : T → Z that respects the constraints in π, that is 1. ∀t, t ∈ T : t ≺ * t implies δ(t) < δ(t ), and
Example 4 In
A plan π is said to be feasible if there exists a dispatching δ for it that satisfies the plan. Since we have assumed a plan π for a task T, ≺, ≡ to be a refinement of it, if π has a dispatching δ that satisfies it, δ will also satisfy all the task constraints.
We assume that the local plans π i developed by an agent A i are feasible, i.e., for every π i there exist a local dispatching δ i satisfying it. Now, the (in)feasibility can be expressed of the joint plan {π i } n i=1 as follows:
for it is feasible if there exist dispatchings δ i for the local plans π i such that the joint dispatching δ, defined as ∀t :
satisfies all the task constraints, that is 1. ∀t, t ∈ T : t ≺ t implies δ(t) < δ(t ), and 2. ∀t, t ∈ T : t ≡ t implies δ(t) = δ(t ).
Note that this definition immediately implies that {π
i is an acyclic relation (i.e., a partial order). As the example above illustrated, it is not guaranteed on beforehand that such a joint plan is feasible, even when all local plans are guaranteed to be feasible. Therefore, a plan-coordination problem arises, which provides this guarantee while allowing the agents to construct local plan refinements independently from the others.
Plan Decoupling
A task is said to be plan coordinated when every joint plan, of individually constructed plan refinements, is feasible. In that case, for every set of individually-chosen feasible plans π i , the joint plan {π i } n i=1 allows a joint dispatching δ. In general, plan coordination can be achieved by ensuring that cyclic ordering of tasks due to independent planning cannot occur.
In this section, a plan-decoupling method to plan coordination is taken, where a minimum number of constraints is added in order to construct plancoordinated tasks.
Before we discuss this plan decoupling method in detail, let us relate this form of plan decoupling to a well-known classification of plan-coordination instances based on the types of inter-agent constraints occurring in them. Like in [19] , we consider a plan-coordination instance as loosely coupled when there are no inter-agent constraints, as moderately coupled when only precedence constraints are used, and tightly coupled when both precedence and synchronisation constraints occur as inter-agent constraints.
Clearly, when agents are loosely coupled, there are no constraints between time points t, t that are assigned to different agents. In other words, both sets of inter-agent constraints ≺ inter and ≡ inter are empty sets. Hence, such tasks are always plan-coordinated and there is no real plan-coordination problem to solve.
When agents are moderately coupled, pairs of time points t, t that are assigned to different agents can be constrained by an inter-agent precedence constraint (e.g., see Figure 2 ). The plan-decoupling problem for moderatelycoupled agents has been studied thoroughly in previous work [2, 17, 18] .
Here, we will concentrate on the tightly coupled case, where both precedence and synchronisation constraints occur as inter-agent constraints.
Plan Decoupling of Tightly-Coupled Agents
In tightly-coupled task, the sets ≺ inter and ≡ inter are both non-empty. The presence of synchronisation constraints causes some additional problems for plan decoupling, compared to plan decoupling of moderately-coupled agents. In Figure 3 , an example is depicted of two tightly-coupled agents with four time points each. There are two pairs of synchronised time points: {t Note that independent planning might violate these synchronisation constraints even if no inter-agent cycles are created. In Figure 3( To characterise exactly when a tightly-coupled task is plan coordinated, we need the following definitions. A path in a tightly-coupled task {T i } n i=1 , ≺ , ≡ is a sequence t 1 , t 2 , . . . , t m of time point variables such that for each h = 1, 2, . . . , m − 1, either t h ≡ t h+1 or t h ≺ t h+1 holds. A path is called directed if, for at least one h, it holds that t h ≺ t h+1 . A directed cycle is a directed path t 1 , t 2 , . . . , t m , t 1 . Note that a plan
is a refinement of the task T i , ≺ i , ≡ i such that π i does not contain any directed cycle. Now, we can obtain the following characterisation of a plancoordinated task.
contains a directed cycle.
Proof (⇒) By definition, a tightly-coupled task is plan coordinated when a joint dispatching δ is guaranteed to exist for every set
. This immediately excludes the occurrence of any directed cycle c = (t, t , . . . , t) as such a cycle would imply δ(t) < δ(t).
⇐
. Assuming that ≺ is right-and left-closed under composition with ≡ (See Section 2), the depth depth(t) of t is defined inductively as: depth(t) = 1 if t does not have predecessors in ≺ and depth(t) = 1+max{depth(t ) : t ≺ t}, else. Since there is no directed cycle, depth() is well-defined. Now the dispatching δ defined by δ(t) = depth(t) for all t ∈ T is a dispatching satisfying all constraints.
It is not difficult to show that every feasible (tightly-coupled) task can be changed into a plan-coordinated task by adding intra-agent precedence and/or synchronisation constraints. The idea is to extend every local relation ≺ i ∪ ≡ i to a total ordering of T in such a way that their union, together with the inter-agent constraints, constitutes an acyclic relation (i.e., does not contain a directed cycle).
This can be accomplished as follows: Consider an arbitrary (tightlycoupled) task {T i } n i=1 , ≺, ≡ . Since ≺ ∪ ≡ is assumed to be acyclic, there exists an extension ≺ of ≺ and an extension ≡ of ≡ such that ≡ ∪ ≺ is a total ordering of the set of time points T .
For every agent A i , consider the subtask T i , ≺ i , ≡ i . Here, both ≺ i and ≡ i are extensions of ≺ i and ≡ i , respectively, and ≺ i ∪ ≡ i constitutes a total acyclic relation on T i . Hence, there is no further refinement of this task. Therefore, every agent A i constructs the plan
Therefore, we have shown the following proposition to hold.
Proposition 3 Finding a sufficient coordination set Γ = Γ ≺ ∪ Γ ≡ , consisting of precedence Γ ≺ and synchronisation constraints Γ ≡ , for a tightly-coupled
is plan coordinated, can be done in polynomial time.
Complexity
In the previous section, the patterns were identified that cause a set of tightlycoupled agents to be plan uncoordinated. In order to plan coordinate a set of agents, a plan-coordination problem needs to be solved such that these patterns do not occur. Pre-planning plan coordination, as in [18] , can be seen as a plan-decoupling approach, because it decouples the plan dependencies between the agents. Then, the Plan-Decoupling Problem (PDP) is to find a minimum set of additional constraints that transform a plan-coordination instance into a plan coordinated one. The idea is that such a set of constraints affects the planning freedom of the agents in a minimal way. Note that the PDP does not ask for an arbitrary set of additional constraints to make the instance plan coordinated. The problem of constructing an arbitrary coordination set is, as we have seen in the previous section, solvable in polynomial time.
In previous work [2, 16, 17, 18] , PDP for moderately-coupled agents, as well as some of its variants, has been studied quite extensively. It was shown that this problem is Σ p 2 -complete in general [18] . The proof is based on a polynomial reduction of Plan-Coordination Recognition (PCR) (i.e., the verification problem of the PDP) to Path With Forbidden Pairs [6] , and PDP itself to a generalised version thereof. Although solving the PDP is intractable in general, subclasses exist that are easier to solve. In fact, two sources of complexity have been determined [16] : (i) the allowed number of time points per agent, and (ii) the number of agents.
In this section, the complexity of the PDP for tightly-coupled agents will be studied. In fact, it will be shown that the PDP for tightly-coupled agents is not harder-from a complexity point of view-than the PDP for moderately-coupled agents.
Plan Decoupling of Tightly-Coupled Agents
Analogous to the moderately-coupled case, plan decoupling of tightly-coupled agents can be achieved by finding a (smallest) set of additional constraints that allow agents to plan independently while guaranteeing the feasibility of the joint plan. Let us consider the following decision-variant of the problem of plan-decoupling tightly-coupled agents.
PDP for tightly-coupled agents INSTANCE: Given a tightly-coupled task {T i } n i=1 , ≺, ≡ and a positive integer K.
QUESTION: Does there exist a coordination set Γ = Γ
Using the obtained results on the computational complexity of the PDP for moderately-coupled agents, the complexity of the PDP for tightly-coupled agents can be determined.
Proposition 4 PDP for tightly-coupled agents is
Proof To establish the complexity of this problem, we know that it should be Σ p 2 -hard, because the (contained) PDP for moderately-coupled agents is known to be Σ p 2 -complete [18] . Moreover, if we guess a set Γ of additional constraints, the complexity of verifying coordination of the extended task
can be accomplished by verifying the condition stated in Proposition 2. Verifying whether it holds, for this extended task, that every set of individually-chosen feasible plans {π i } n i=1 does not contain a directed cycle is in coNP [18] . Here, a directed cycle can be detected in polynomial time after guessing a set of locally-feasible plans.
Therefore, rather surprisingly, viewing the plan-decoupling problems from a complexity point of view, moderately-coupled and tightly-coupled variants do not differ significantly.
Approximation
In the previous section, the computational complexity of the PDP for tightlycoupled agents was determined which turned out to be intractable. Therefore, we should look for polynomial-time approximation algorithms to solve the PDP. Concerning the approximability, it was shown previously that PDP for moderately-coupled agents is APX-hard, and that a constant-ratio approximation algorithm is not likely to exist [18] . The proof for this is based on a polynomial reduction from Feedback Vertex Set [6] to the subclass of the PDP for moderately-coupled agents, where each agent has exactly two time points.
There exists a simple polynomial-time approximation algorithm that succeeds in finding a sufficient-but not necessarily minimum-coordination set for moderately-coupled agents [17] . This algorithm uses the fact that the time points are partially ordered by a precedence relation, which is necessarily acyclic. Therefore, there is at least one agent A i that has some subset T 1 i ⊆ T i of prerequisite-free time points that do not depend on any other time points. Now, when all these agents complete these subsets of time points, a new subset T of the time points, where depth(T ) is the depth of the partial order defined on T . More precisely, the depth depth(t) of a time point t is defined as follows: If t does not have predecessors in ≺ then depth(t) = 1, else depth(t) = 1 + max{depth(t ) | t ≺ t}. Then, the depth depth(T ) of the set of time points T is the maximum value of depth(t) for a t ∈ T . After at most depth(T ) ≤ |T | iterations, all time points have been accepted exactly once as prerequisite-free. For each agent A i , we now have a set of disjoint subsets T It can easily be shown that, although not creating a minimum coordination set, the resulting set Γ is sufficient for plan decoupling [17] . A description of this depth-partitioning algorithm, delivering the coordination sets Γ i , is given in Algorithm 1.
In fact, there is at least one planning domain, the Logistics domain from the AIPS competition, where this algorithm produces optimal solu-Algorithm 1 Depth-Partitioning Algorithm.
1. Take the moderately-coupled task {T i } n i=1 , ≺ and consider the subsets
T i | depth(t) = d} of time points having the same depth in T .
Consider the partitioning {T
of T induced by the task allocation to the agents
) for j = 1, 2, . . . , k − 1 (i.e., all time points of an agent occurring at a lower depth are required to precede all time points occurring at a higher depth).
tions. There, a multi-modal transportation task needs to be executed by transportation agents where a number of precedence constraints hold on the subtasks. Besides optimal coordination sets, it turns out that the quality of the resulting joint plans are comparable to the ones that are a result of centralised planning while taking much less time [17] . It can be shown that there exists no polynomial algorithm for either a cooperative or a selfish multi-agent system solving this multi-modal transportation task with an approximation ratio < 10 9 unless some generally accepted conjecture in complexity theory is violated [17] . Moreover, the algorithm above together with a 2-approximation algorithm for the local planning problems can be shown to be a 11 9 -approximation algorithm for the planning of this multi-modal transportation domain [17] .
Plan Decoupling of Tightly-Coupled Agents
In this section, the depth-partitioning algorithm for moderately-coupled tasks will be slightly modified to coordinate tightly-coupled agents as well. The depth-partitioning algorithm can be used to solve the contained problem for moderately-coupled tasks. Due to the synchronisation constraints, new conflicts can arise that need to be prevented. In this section, the depthpartitioning algorithm will be adapted to coordinate tightly-coupled agents as well.
The depth-partitioning algorithm needs to be adapted such that two synchronised time-point variables t ≡ t have the same depth value. This is required by the inclusion properties of the composition of ≺ and ≡ (see Section 2). Now note that using the depth-partitioning approach (i.e., partitioning the time points and ordering the time points from different partitions) results in a set of additional constraints which breaks all directed cycles that traverse through precedence constraints, but also partitions the time points that are involved in synchronisation constraints. In fact, because the remaining conflicts reside within each depth partition, the involved time-point variables must have the same depth. Thus, the (inter-agent) conflicts that remain are concerned with synchronisation constraints only (e.g., see Figure 3) . To prevent such conflicts, such synchronised time points in the same partition are synchronised to prevent any conflicts from happening.
The approximation algorithm for plan-decoupling tightly-coupled agents can then be described as shown in Algorithm 2. In the following proposition, it is proven that generating a coordination set based on this algorithm results in a sufficient, albeit not necessarily minimum, coordination set Γ for tightlycoupled tasks.
Proposition 5 Given a tightly-coupled task
≡ be the set of additional precedence constraints induced by Algorithm 2, the depth-partitioning algorithm for tightly-coupled tasks. Then, the resulting tightly-coupled task
Proof Note that we can assume ≺ to be an acyclic relation. Suppose, on the contrary, that the resulting tightly-coupled task is not plan coordinated. Then, by Proposition 2, some directed cycle c = t 1 , t 2 , . . . , t m , t 1 must exist. Such a cycle consists of subsequences of tasks belonging to a single agent (intra-agent paths) and subsequences of tasks belonging to different agents (inter-agent paths).
First, note that, due to the construction of every set Γ i , for every subsequence t h , t h+1 of an intra-agent path t j , . . . , t k of agent A i , it must hold that
Algorithm 2 Depth-Partitioning Algorithm for Tightly-Coupled Tasks.
1. Take the tightly-coupled task
, ≺, ≡ and consider the subsets
T i | depth (t) = d} of time points having the same depth in T . Here, the depth depth (t) is defined as: If t does not have any predecessors in ≺ then depth (t) = 1, else depth (t) = max(1 + max{depth (t ) | t ≺ t}, max{depth (t ) | t ≡ t}).
Consider the partitioning {T
of T induced by the task allocation to the agents ) for j = 1, 2, . . . , k − 1 (i.e., all time points of an agent occurring at a lower depth are required to precede all time points occurring at a higher depth).
For all
), for all j = 1, 2, . . . , k where t = t and T
Otherwise, depth (t h ) > depth (t h+1 ) would imply that t h+1 ≺ t h ∈ Γ ≺ i , and, therefore, together with the plan refinements t h ≺ * t h+1 and t h ≡ * t h+1 would create a local directed cycle.
Second, for every inter-agent subsequence t h , t h+1 of the directed cycle c, it must hold that either t h ≡ t h+1 or t h ≺ t h+1 . According to Algorithm 2, this must imply that depth (t h ) = depth (t h+1 ) or depth (t h ) < depth (t h+1 ), respectively.
Hence, we conclude that the depths depth (t i ) of the tasks t i in the directed cycle c starting with depth (t 1 ) constitute a monotonically non-decreasing sequence. But this immediately implies that depth (t 1 ) = depth (t 2 ) = . . . = depth (t m ). Therefore, since c is a directed cycle, there must exist a subsequence (t h , t h+1 such that t h ≺ inter t h+1 or t h ≺ * i t h+1 such that depth (t h ) = depth (t h+1 ). Clearly, t h ≺ inter t h+1 implies depth (t h ) < depth (t h+1 ) since ≺ inter ⊆≺. Hence, there exists an agent plan π i containing a tuple t h ≺ * i t h+1 such that depth (t h ) = depth (t h+1 ). Let (t j , . . . t h , t h+1 , . . . t j ) be the maximal intra-agent path containing both t h and t h+1 . Then, by construction of the set Γ ≡ i , this implies that not both t j and t j occur in T ≡,k i for some k, since this would imply that the depth of all tasks in between them would be equal to k preventing t h ≺ * i t h+1 to occur. Hence, at least t j has a ≺-predecessor t j or t j has a ≺-successor t j . In both cases, c contains an occurrence of an inter-agent constraint ≺ inter implying that either depth (t j ) < depth (t j ) or depth (t j ) < depth (t j ), contradicting the fact that depth (t) = depth (t ) should hold for every pair t, t occurring in the cycle. Hence, such a directed cycle cannot exist. Therefore the resulting task is plan coordinated.
Example 5 Applying Algorithm 2 to the plan-uncoordinated tightly-coupled agents depicted in Figure 3(a) Note that, using only those time-point variables that are involved in an inter-agent constraint (i.e., t 
Related Work
In this paper, the plan-decoupling problem was studied as an approach to allow individual independent planning, while guaranteeing a jointly feasible plan. While previous work [2, 18] concentrated on the coordination problem in task-based planning where agents could make refinements of partial order constraints on tasks, in this paper we extended the framework to partial order and synchronisation constraints to deal with tightly coupled tasks. This extension shows some relationships with current work on independent scheduling by autonomous agents: instead of individual planning, our agents might desire-or need-to independently choose the dispatchings themselves for their tasks. Although such a joint dispatching is guaranteed to exist after plan decoupling and individual planning, it does not hold that every combination of locally-feasible dispatchings is jointly feasible. Therefore, another coordination problem arises, because the combination of individuallychosen dispatchings are not guaranteed to be conflict free. When the agents are unwilling, or unable, to revise their constructed dispatchings, this schedulecoordination problem must be solved before the agents construct their dispatchings.
Similar to plan decoupling, a schedule-decoupling problem can be defined as a coordination mechanism for solving this coordination problem before individual dispatching. Here, instead of decoupling the agents' plans, the agents' schedules are decoupled. Basically, this problem would be to minimally change the problem such that every combination of dispatchings that satisfies the local constraints is guaranteed to be globally conflict free.
These schedule-coordination problems are naturally formulated in temporal networks [5] , where the difference between each pair of time-point variables can be constrained by a set of intervals. Such a temporal network can be viewed as the allowed set of dispatchings for executing the tasks it represents. Therefore, each assignment of values to time-point variables satisfying all constraints is a consistent dispatching for completing these tasks. Solving the schedule-decoupling problem in such a framework, then, requires a tightening of the constraints, subject to a minimum reduction of the dispatching freedom of the agents.
A variant of this problem is the Temporal-Decoupling Problem (TDP) [10] which is the problem of decoupling a partitioned Simple Temporal Networks (STN) [5] . Such an STN is a special class of temporal networks, where only one interval is allowed between pairs of time-point variables. Although schedule decoupling should be achieved by finding a cardinal minimum reduction of the dispatching freedom of the agents, the TDP only guarantees a subset minimal solution. Consequently, the developed polynomial-time algorithms for it produce approximate solutions that have no performance quality guarantees in terms of cardinal minimum decouplings of the agents.
It would be interesting to investigate the complexity of this scheduledecoupling problem and related decoupling problems in STNs, as well as in more general temporal networks.
Conclusions and Future Work
In this work, the plan-decoupling problem was studied as an approach to solving the plan-coordination problem, such that each combination of individually constructed plans is conflict free. Building on previous work, a richer framework was used for studying this plan-decoupling problem. It is now possible to constrain tasks with qualitative-temporal constraints, by using an interval representation of the tasks and defining precedence and synchronisation relations on the end points. Using this framework allowed a classification into loosely, moderately, and tightly-coupled tasks, which was based on the type of constraints used.
After assigning such tasks to a set of agents, these agents themselves can become interdependent, which gives rise to a coordination problem. We showed that, due to these interdependencies, combinations of locally-feasible plans can be globally infeasible. Then, the patterns were identified that cause these joint plans to be infeasible and, as such, cause agents to have conflicting plans. Although such infeasible plans can also be resolved by minimal change afterwards, it was shown how these conflicts can be prevented (i.e., before individual planning) such that the agents do not need to revise their individually constructed plans.
Taking a coordination-by-design approach, the plan-decoupling problem was defined, which is to prevent all possible conflicts by adding a minimum number of constraints. In fact, this plan-decoupling problem was studied for loosely, moderately, and tightly-coupled agents, separately.
It turned out that loosely-coupled agents are already plan coordinated, due to a lack of interdependencies. For moderately-coupled agents, the problem was to prevent all inter-agent cycles of the precedence ordering to occur. In previous work, it was shown that solving this problem by adding a minimum number of additional constraints is Σ p 2 -complete. In tightly-coupled agents, additional types of conflicts can occur caused by the synchronisation constraints (possibly in combination with the precedence constraints). However, it was proven that the complexity of the plan-decoupling problem remains Σ p 2 -complete when also preventing these possible conflicts. Since this problem is intractable, we discussed a polynomial approximation algorithm for tightly-coupled agents to provide sufficient-but not necessarily minimum-coordination solutions.
In future research, the application of this decoupling approach should be studied in different contexts. In specific, we plan on studying the complexity of solving the schedule-decoupling problem by minimally reducing the dispatching freedom of the agents.
