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UNIVERSAL KZB EQUATIONS FOR ARBITRARY ROOT SYSTEMS
VALERIO TOLEDANO LAREDO AND YAPING YANG
Abstract. Generalising work of Calaque–Enriquez–Etingof [6], we construct a universal KZB connection ∇ell
for any finite (reduced, crystallographic) root system Φ. ∇ell is a flat connection on the regular locus of the ellip-
tic configuration space associated to Φ, with values in a graded Lie algebra tΦ
ell
with a presentation with relations
in degrees 2, 3 and 4 which we determine explicitly. The connection ∇ell also extends to a flat connection over
the moduli space of pointed elliptic curves. We prove that its monodromy induces an isomorphism between the
Malcev Lie algebra of the elliptic pure braid group PΦ
ell
corresponding to Φ and tΦ
ell
, thus showing that PΦ
ell
is not
1–formal and extending a result of Bezrukavnikov valid in type A [3]. We then study one concrete incarnation
of our KZB connection, which is obtained by mapping tΦell to the rational Cherednik algebra H~,c of the corre-
sponding Weyl group W. Its monodromy gives rise to an isomorphism between appropriate completions of the
double affine Hecke algebra of W and H~,c.
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1. Introduction
The Knizhnik–Zamolodchikov–Bernard (KZB) connection was constructed by Felder–Wieczerkowski in
[15]. It is a flat connection on the vector bundle of WZW conformal blocks on the moduli space M1,n of
elliptic curves with n marked points. Calaque–Enriquez–Etingof later constructed a universal KZB connec-
tion onM1,n [6], which has coefficients in an arbitrary vector bundle. The main goal of the current paper is
to generalise the construction of Calaque–Enriquez–Etingof to the elliptic configuration space associated to
an arbitrary root system.
1.1. The universal KZB connection.
1.1.1. Let E be a Euclidean vector space, and Φ ⊂ E∗ a finite, reduced, crystallographic root system. Let
Q ⊂ E∗, Q∨ ⊂ E be the root and coroot lattices, and P ⊂ E∗, P∨ ⊂ E the corresponding weight and coweight
lattices dual to Q∨ and Q respectively. Denote the complexification of E by h.
1
2 V. TOLEDANO LAREDO AND Y. YANG
Let τ be a point in the upper half plane H = {z ∈ C | Im(z) > 0}, and set Λτ := Z + Zτ ⊂ C. Consider
the elliptic curve Eτ := C/Λτ with modular parameter τ. Let T := h/(P
∨ + τP∨)  HomZ(Q,Eτ), which is
non–canonically isomorphic to Enτ, where n = rank(P
∨). Any root α ∈ Φ induces a map χα : T → Eτ, with
kernel Tα. We refer to Treg = T \
⋃
α∈Φ Tα, as the elliptic configuration space associated to Φ. If E = R
n
with standard coordinates {ǫi}, and Φ = {ǫi − ǫ j}1≤i, j≤n ⊂ E
∗ is the root system of type An−1, Treg is the
configuration space of n ordered points on the elliptic curve Eτ.
1.1.2. Let θ(z|τ) be the Jacobi theta function, which is a holomorphic function C × H→ C, whose zero set
is {z | θ(z|τ) = 0} = Λτ, and such that its residue at z = 0 is 1. (See Section §2.2). Let x be another complex
variable, and set
k(z, x|τ) :=
θ(z + x|τ)
θ(z|τ)θ(x|τ)
−
1
x
.
The function k(z, x|τ) has only simple poles at z ∈ Λτ, and k(z, x|τ) is holomorphic in x. In other words,
k(z, x|τ) belongs to Hol(C − Λτ)[[x]].
1.1.3. Let A be an algebra endowed with the following data: a set of elements {tα}α∈Φ, such that t−α = tα,
and two linear maps x : h→ A, y : h→ A. We define an A–valued connection on Treg. It takes the following
form.
∇KZB,τ = d −
∑
α∈Φ+
k(α, ad(
xα∨
2
)|τ)(tα)dα +
n∑
i=1
y(ui)dui,
where Φ+ ⊂ Φ is a chosen system of positive roots, {ui}, and {u
i} are dual basis of h∗ and h respectively.1
When Φ is the root system of type An, the connection above coincides with the universal KZB connection
introduced by Calaque–Enriquez–Etingof.
Theorem A (Theorem 2.5). The connection ∇KZB,τ is flat if and only if the following relations hold in A
(1) For any rank 2 root subsystem Ψ of Φ, and α ∈ Ψ,
[tα,
∑
β∈Ψ+
tβ] = 0.
(2) For any u, v ∈ h
[x(u), x(v)] = 0 = [y(u), y(v)].
(3) For any u, v ∈ h,
[y(u), x(v)] =
∑
γ∈Φ+
〈v, γ〉〈u, γ〉tγ.
(4) For any α ∈ Φ and u ∈ h such that α(u) = 0,
[tα, x(u)] = 0 = [tα, y(u)].
If, moreover, the Weyl group W of Φ acts on A, then ∇KZB,τ is W–equivariant if and only
(5) For any w ∈ W , α ∈ Φ, and u, v ∈ h,
w(tγ) = tw γ, w(x(u)) = x(wu), and w(y(v)) = y(w v)
Define tΦell to be the Lie algebra generated by a set of elements {tα}α∈Φ, such that tα = t−α, and two linear
maps x : h→ tΦ
ell
, y : h→ tΦ
ell
, satisfying the relations in Theorem A. The Weyl groupW acts on tΦ
ell
according
to relation (5) in Theorem A.
1We assume further that A is endowed with a topology such that the expressions k(α, ad(
xα∨
2
)|τ)(tα) converge. For example, A
could be complete with respect to a grading for which the elements xα have positive degree.
UNIVERSAL KZB EQUATIONS FOR ARBITRARY ROOT SYSTEMS 3
1.2. The Malcev Lie algebra of PΦell. Let P
Φ
ell = π1(Treg, x0) be the fundamental group of Treg. We refer to
PΦ
ell
as the elliptic pure braid group corresponding toΦ. The flatness of the universal KZB connection ∇KZB,τ
gives rise to the monodromy map
µ : PΦell → exp(t̂
Φ
ell),
where t̂Φell is the (pro–nilpotent) completion of t
Φ
ell with respect to the grading given by deg(x(u)) = 1 =
deg(y(u)), and deg(tα) = 2, and exp(t̂
Φ
ell
) is the corresponding pro–unipotent group.
Let J ⊆ CPΦ
ell
be the augmentation ideal of the group ring CPΦ
ell
, and ĈPΦell the completion of CP
Φ
ell
with
respect to J. Let U(tΦ
ell
) be the universal enveloping algebra of tΦ
ell
, and Û(tΦell) its completion with respect to
the grading on tΦell. The monodromy map µ extends to the completions
Theorem B (Theorem 5.2).
(1) The monodromy map extends to an isomorphism of Hopf algebras µ̂ : ĈPΦell → Û(t
Φ
ell).
(2) The restriction of µ̂ to primitive elements is an isomorphism of the Malcev Lie algebra of PΦ
ell
to the
graded completion of tΦell.
Let Γ be an abstract group. Recall the Malcev Lie algebra mΓ of Γ is the subspace of primitive elements in
the completion of CΓwith respect to its augmentation ideal. By definition, Γ is 1–formal ifmΓ is isomorphic,
as a filtered Lie algebra, to the graded completion of a quadratically presented Lie algebra (see, e.g. [9]).
Let g ≥ 1, and Γg,n be the fundamental group of the configuration space of n ordered points on an oriented
surface of genus g. Using the theory of minimal models, Bezrukavnikov gave an explicit presentation of the
Malcev Lie algebra of Γg,n, and proved in particular that Γg,n is 1–formal if and only if g > 1 or g = 1 and
n ≤ 2 [3]. Calaque–Enriquez–Etingof rederived Bezrukavnikov’s result in the case of genus g = 1 by using
Chen’s iterated integrals associated to the universal KZB connection which they introduced [6]. A similar
construction for surfaces of higher genus was carried by Enriquez [10]. A Tannakian interpretation of the
construction of Calaque–Enriquez–Etingof was recently given by Enriquez–Etingof [11].
The proof of Theorem B is modelled on the approach of [6, 10].
Theorem C (Theorem 5.15).
The Lie algebra tΦ
ell
is not quadratic. In particular, the pure elliptic braid group PΦ
ell
is not 1–formal.
1.3. Extension to the moduli space. LetM1,n be the moduli space of pointed elliptic curves associated to a
root system Φ. More explicitly, let H ∋ τ be the upper half plane. The semidirect product (P∨⊕P∨)⋊SL2(Z)
acts on h × H. For (n,m) ∈ (P∨ ⊕ P∨) and (z, τ) ∈ h × H, the action is given by translation: (n,m) ∗ (z, τ) :=
(z + n + τm, τ). For
(
a b
c d
)
∈ SL2(Z), the action is given by
(
a b
c d
)
∗ (z, τ) := ( z
cτ+d
, aτ+b
cτ+d
). Let α(−) : h→ C be
the map induced by the root α ∈ Φ. We define H˜α,τ ⊂ h × H to be
H˜α,τ = {(z, τ) ∈ h × H | α(z) ∈ Λτ = Z + τZ}.
The elliptic moduli space M1,n is defined to be the quotient of h × H \
⋃
α∈Φ+,τ∈H H˜α,τ by the action of
(P∨ ⊕ P∨) ⋊ SL2(Z) action.
In the type A case,M1,n is the moduli space of elliptic curves with n marked points. We extend the KZB
connection ∇KZB,τ on Eτ to a flat connection onM1,n.
1.3.1. To begin with, we have the following derivation of tΦell. Let d be the Lie algebra with generators
∆0, d, X, and δ2m(m ≥ 1), and relations
[d, X] = 2X, [d,∆0] = −2∆0, [X,∆0] = d,
[δ2m, X] = 0, [d, δ2m] = 2mδ2m, (ad∆0)
2m+1(δ2m) = 0.
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The Lie subalgebra generated by ∆0, d, X is a copy of sl2 in d. We can decompose d as d = d+ ⋊ sl2, where
d+ is the subalgebra generated by {δ2m | m ≥ 1}. In Proposition 6.1, we show d acts on t
Φ
ell by derivation. (See
Proposition 6.1 for the action of d on tΦ
ell
).
The Lie algebra tΦell ⋊ d is Z
2− graded. The grading is given by
deg(∆0) = (−1, 1), deg(d) = (0, 0), deg(X) = (1,−1), deg(δ2m) = (2m + 1, 1)
and deg(x(u)) = (1, 0) deg(y(u)) = (0, 1), deg(tα) = (1, 1).
Let Gn := exp(
̂tΦell ⋊ d+) ⋊ SL2(C) be the semiproduct of exp(
̂tΦell ⋊ d+) and SL2(C), where the former is the
completion of tΦell ⋊ d+ with respect to the grading above. Following [6], in Proposition 7.3, we construct a
principal bundle Pn onM1,n with structure group Gn, which is unique under certain conditions.
1.3.2. We extend the connection ∇KZB,τ to a connection ∇KZB on the principal bundle Pn. We now describe
the extension ∇KZB.
Let g(z, x|τ) := kx(z, x|τ) be the derivative of function k(z, x|τ) with respect to variable x. Set a2n :=
−
(2n+1)B2n+2(2iπ)
2n+2
(2n+2)!
, where Bn is the Bernoulli numbers and let E2n+2(τ) be the Eisenstein series. Consider
the following function on h × H
∆ := ∆(α, τ) = −
1
2πi
∆0 −
1
2πi
∑
n≥1
a2nE2n+2(τ)δ2n +
1
2πi
∑
β∈Φ+
g(β, ad
xβ∨
2
|τ)(tβ).
This is a meromorphic function on h×H valued in ̂(tΦell ⋊ d+) ⋊ n+ ⊂ Lie(Gn), (where n+ = C∆0 ⊂ sl2). It has
only poles along the hyperplanes
⋃
α∈Φ+,τ∈H H˜α,τ.
Theorem D (Theorem 8.1). The following ̂tΦell ⋊ d-valued KZB connection onM1,n is flat.
∇KZB = ∇KZB,τ − ∆dτ
= d − ∆dτ −
∑
α∈Φ+
k(α, ad
xα∨
2
|τ)(tα)dα +
n∑
i=1
y(ui)dui.
1.4. Trigonometric degeneration.
1.4.1. Let H = h/P∨  HomZ(Q,C
×) be the complex algebraic torus with Lie algebra h and coordinate
ring given by the group algebra CQ. We denote the function corresponding to λ ∈ Q by e2πιλ, and set
Hreg = H \
⋃
α∈Φ{e
2πια = 1}. The first named author introduced a universal trigonometric connection ∇trig on
H, with logarithmic singularities on H \ Hreg [22]. The connection is flat, W–equivariant, and takes values
in a Lie algebra tΦ
trig
which is described as follows.
Let A be an algebra endowed with a set of elements {tα}α∈Φ such that t−α = tα, and a linear map X : h→ A.
The trigonometric connection ∇trig is the A–valued connection on Hreg given by
∇trig = d −
∑
α∈Φ+
2πidα
e2πiα − 1
tα − dui X(u
i). (1)
where Φ+ ⊂ Φ is a chosen system of positive roots, {ui} and {u
i} are dual bases of h∗ and h respectively, and
the summation over i is implicit. The connection ∇trig is flat if, and only if the following relations hold [22]
(1) For any rank 2 root subsystem Ψ ⊂ Φ, and α ∈ Ψ, [tα,
∑
β∈Ψ+ tβ] = 0.
(2) For any u, v ∈ h, [X(u), X(v)] = 0.
(3) For any α ∈ Φ+, w ∈ W such that w
−1α is a simple root and u ∈ h, such that α(u) = 0, [tα, Xw(u)] = 0,
where Xw(u) = X(u) −
∑
β∈Φ+∩wΦ− β(u)tβ.
By definition, the Lie algebra tΦ
trig
is the Lie algebra presented by the above relations.
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1.4.2. The connection ∇KZB,τ degenerates to a trigonometric connection as the imaginary part of the mod-
ular parameter τ tends to∞.
Theorem E (Proposition 4.3). As Im τ→ +∞, the connection ∇KZB,τ degenerates to the following connec-
tion ∇deg on Hreg
∇deg =d −
∑
α∈Φ+
2πitα
e2πiα − 1
dα +
n∑
i=1
y(ui) − ∑
α∈Φ+
(α, ui)
( 2πie2πi ad( xα∨2 )
e2πi ad(
x
α∨
2
) − 1
−
1
ad(
xα∨
2
)
)
tα
 dui
By universality of tΦ
trig
, the above degeneration gives rise to a map tΦ
trig
→ t̂Φell given by
tα 7→ tα and X(u) 7→ −y(u) +
∑
α∈Φ+
(α, u)
( 2πie2πi ad( xα∨2 )
e2πi ad(
x
α∨
2
) − 1
−
1
ad(
xα∨
2
)
)
tα.
1.5. Rational Cherednik algebras and elliptic Dunkl operators. For the last part of this paper, we study
one concrete incarnation of our KZB connection ∇KZB, which is obtained by mapping t
Φ
ell
⋊ d to the rational
Cherednik algebra of the Weyl group W . In special cases, this specialisation coincides with the elliptic
Dunkl operators.
1.5.1. Let H~,c be the rational Cherednik algebra of W introduced in [12]. H~,c is generated by the group
algebra CW , together with a copy of S h and S h∗, and depends on two sets of parameters (see [12], or Section
9.1 for the defining relations). Specifically, let S ⊂ W be the set of reflections, K the vector space of W–
invariant functions S → C, and K˜ = K ⊕ C. H~,c is an algebra over C[K˜] which is N–graded, provided the
standard linear functions {cs}s∈S/W and ~ on K and C are given degree 2.
Theorem F (Prop. 9.3). For any a, b ∈ C, there is a Lie algebra homomorphism tΦ
ell
→ H~,c, defined as
follows
x(v) 7→ aπ(v), y(u) 7→ bu, and tγ 7→ ab
(
~
h∨
−
2csγ
(γ|γ)
sγ
)
,
for u, v ∈ h and γ ∈ Φ+, where π : h → h∗ is the isomorphism induced by the non-degenerate bilinear form
(·|·) on h, sγ is the reflection corresponding to the root γ, and h
∨ is the dual Coxeter number of Φ.
Set a = b = 1 for definiteness. Theorem F implies the following
Theorem G (Theorem 9.5). The universal KZB connection ∇KZB,τ specializes to the following elliptic KZ
connection valued in the rational Cherednik algebra
∇H~,c,τ = d +
∑
α∈Φ+
2cα
(α|α)
k(α, ad(
α∨
2
)|τ)sαdα −
∑
α∈Φ+
~
h∨
θ′(α|τ)
θ(α|τ)
dα +
n∑
i=1
uidui.
The elliptic connection ∇H~,c,τ is flat and W-equivariant.
Similar results are obtained in Section 9 for the extension of∇KZB,τ to the moduli spaceM1,n by extending
the homomorphism tΦ
ell
→ H~,c to the semidirect product t
Φ
ell
⋊ d.
1.5.2. Let Bell be the elliptic braid group, that is the orbifold fundamental group Bell = π
orb
1
(Treg/W), and
Hg the double affine Hecke algebra defined by Cherednik in [7, Definition 2.5]. By definition, Hg is the
quotient of the group algebra of Bell by the additional relations
(S i − qti)(S i + qt
−1
i ) = 0,
where S i is the element of π
orb
1
(Treg/W) homotopic to a small loop around the divisor corresponding to the
root αi. See [7, Definition 2.1] for the explicit presentation of Hg.
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The connection ∇H~,c,τ is flat and W-equivariant. Its monodromy yields a homomorphism of Hg onto the
graded completion of H~,c which becomes an isomorphism after Hg is also completed.
1.5.3. Relation with the affine Hecke algebra. We produce an algebra homomorphism from the degenerate
affine Hecke algebra to the completion of the rational Cherednik algebra using the degeneration of Theorem
E.
Cherednik in [8] constructed the affine KZ connection. It is a flat and W-equivariant connection on Hreg
valued in the degenerate affine Hecke algebraH ′. The degenerate affine Hecke algebraH ′ is the associative
algebra generated by CW and the symmetric algebra S h. Let {sα, x(u) | sα ∈ W, u ∈ h} be the generators of
H ′. The affine KZ connection can be obtained by specializing the universal trigonometric KZ connection
∇trig (1). More precisely, we have a map Atrig → H
′, by tα 7→ kαsα, and X(u) 7→ x(u), for α ∈ Φ, and u ∈ h.
This gives the affine KZ connection
∇AKZ = d −
∑
α∈Φ+
2πitα
e2πiα − 1
dαkα sα −
∑
i
x(ui)dui.
As Im τ→ ∞, by Proposition 4.3 and §10, the elliptic KZ connection ∇H~,c,τ degenerates to the following
affine KZ connection.
∇ =d −
∑
α∈Φ+
−
2cα
(α|α)
2πisα
e2πiα − 1
dα −
∑
α∈Φ+
(
e2πiα + 1
e2πiα − 1
πi~
h∨
+
2cα
(α|α)
( 2πie2πixα∨
e2πixα∨ − 1
−
1
xα∨
)
sα
)
dα +
n∑
i=1
y(ui)dui.
By the universality of the affine KZ connection ∇AKZ, we have
Theorem H. There is an algebra homomorphism from the degenerate affine Hecke algebra H ′ to Ĥ~,c by
kα 7→ −
2cα
(α|α)
, w 7→ w, for w ∈ W,
x(u) 7→ −y(u) +
∑
α∈Φ+
α(u)
(
e2πiα + 1
e2πiα − 1
πi~
h∨
+
2cα
(α|α)
( 2πie2πixα∨
e2πixα∨ − 1
−
1
xα∨
)
sα
)
.
1.5.4. Relation with the elliptic Dunkl operator. In [5], Buchstaber-Felder-Veselov defined elliptic Dunkl
operators for Weyl groups. Etingof and Ma in [14] generalised these operators to an abelian variety A with
a finite group action, and defined an elliptic Cherednik algebra as a sheaf of algebras on A. They also
constructed certain representations of the elliptic Cherednik algebra.
We show that those representations arise from the flat connection valued in the rational Cherednik algebra
H0,c, with parameter ~ = 0.
Theorem I (Proposition 11.1). The flat connection ∇H0,c,τ specialized on the vector bundle
hC ×(P∨⊕τP∨) CW
coincides with the elliptic Dunkl operator
∇ = d −
∑
w∈W
∑
α∈Φ+
2cα
(α|α)
θ(α + α∨(wρ)
θ(α)θ(α∨(wρ))
sαdα
in [5] and [14].
1.6. The elliptic Casimir connection. In [24], we also give another concrete incarnation, the elliptic
Casimir connection, of the universal connections ∇KZB,τ and ∇KZB. This is an elliptic analogue of the
rational Casimir connection [21] and of the trigonometric Casimir connection [22]. This elliptic Casimir
connection takes values in the deformed double current algebra D~(g), a deformation of the universal central
extension of the double current algebra g[u, v] recently introduced by Guay [16, 17]. The construction of a
map from tΦell to D~(g) relies crucially on a double loop presentation of D~(g) in [16, 18].
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2. The universal connection for arbitrary root systems
2.1. The Lie algebra tΦell. Let E be a Euclidean vector space, and Φ ⊂ E
∗ a finite, reduced, crystallographic
root system. Let Q ⊂ E∗ (resp. Q∨ ⊂ E) be the root lattice generated by the roots {α|α ∈ Φ} (resp. coroots),
and P ⊂ E∗, P∨ ⊂ E the corresponding weight and coweight lattices dual to Q∨ and Q respectively. Denote
the complexification of E by h.
For any subset Ψ ⊂ Φ, and subring R ⊂ R of real numbers, let 〈Ψ〉R ⊂ h
∗ be the R−span of Ψ. By
definition, a root subsystem of Φ is a subset Ψ ⊂ Φ such that 〈Ψ〉Z ∩ Φ = Ψ. If Ψ ⊂ Φ is a root subsystem,
we set Ψ+ = Ψ ∩Φ+.
Definition 2.1. Let tΦell be the Lie algebra generated by a set of elements {tα}α∈Φ, such that tα = t−α, and two
linear maps x : h→ tΦell, y : h→ t
Φ
ell. Those generators satisfy the following relations
(tt): For any root subsystem Ψ of Φ, we have [tα,
∑
β∈Ψ+ tβ] = 0.
(xx): [x(u), x(v)] = 0, for any u, v ∈ h;
(yy): [y(u), y(v)] = 0, for any u, v ∈ h;
(yx): [y(u), x(v)] =
∑
γ∈Φ+
〈v, γ〉〈u, γ〉tγ.
(tx): [tα, x(u)] = 0, if 〈α, u〉 = 0.
(ty): [tα, y(u)] = 0, if 〈α, u〉 = 0.
The Lie algebra tΦ
ell
is bigraded, with grading deg(x(u)) = (1, 0), deg(y(v)) = (0, 1), and deg(tα) = (1, 1),
for any u, v ∈ h and α ∈ Φ.
Remark 2.2. Unlike the rational and the trigonometric cases, there is no embedding of the Lie algebra t
A1
ell
of rank 1 into the Lie algebra tΦ
ell
of higher rank, such that, x(u) 7→ x(u), y(v) 7→ y(v), and tα 7→ tα. This fails
since the defining relation
[y(u), x(v)] =
∑
γ∈Φ+
〈v, γ〉〈u, γ〉tγ
is not preserved under the map.
2.2. Theta functions. In this subsection, we recall some basic facts about theta functions.
Let Λτ := Z + Zτ ⊂ C and H be the upper half plane, i.e. H := {z ∈ C | Im(z) > 0}. The following
properties of θ(z|τ) uniquely characterize the theta function θ(z|τ) (see also [6])
(1) θ(z|τ) is a holomorphic function C × H→ C, such that {z | θ(z|τ) = 0} = Λτ.
(2) ∂θ
∂z
(0|τ) = 1.
(3) θ(z + 1|τ) = −θ(z|τ) = θ(−z|τ), and θ(z + τ|τ) = −e−πiτe−2πizθ(z|τ).
(4) θ(z|τ + 1) = θ(z|τ), while θ(−z/τ| − 1/τ) = −(1/τ)e(πi/τ)z
2
θ(z|τ).
(5) Let q := e2πiτ and η(τ) := q1/24
∏
n≥1(1 − q
n). If we set ϑ(z|τ) := η(τ)3θ(z|τ), then ϑ(z|τ) satisfies the
differential equation
∂ϑ(z, τ)
∂τ
=
1
4πi
∂2ϑ(z, τ)
∂z2
.
We have the following product formula of θ(z|τ). Let u = e2πiz, we have
θ(z|τ) = u
1
2
∏
s>0
(1 − qsu)
∏
s≥0
(1 − qsu−1)
1
2πi
∏
s>0
(1 − qs)−2. (2)
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Remark 2.3. The theta function θ(z|τ) is normalized such that ∂θ
∂z
(0|τ) = 1. One could take the Jacobi theta
function ϑ1(z, q) = 2
∑∞
n=0 q
n2
8 sin(nz) in [25, Page 463-465], then we have
θ(z|τ) :=
ϑ1(πz, q)
∂ϑ1
∂z
(0, q)
=
ϑ1(πz, q)
2q
1
8
∏∞
n−1(1 − q
n)3
.
2.3. Principal bundles on elliptic configuration space. Consider the elliptic curve Eτ := C/Λτ with mod-
ular parameter τ < R. Let T := h/(P∨ ⊕ τP∨) be the adjoint torus, which non-canonically isomorphic to Enτ,
for n = rank(P∨). For any root α ∈ Q ⊂ h∗, the linear map α : h = P∨ ⊗Z C→ C induces a natural map
χα : T = h/(P
∨ ⊕ τP∨)→ Eτ.
Denote kernel of χα by Tα, which is a divisor of T . Denote Treg = T \
⋃
α∈Φ Tα, which we will refer as the
elliptic configuration space. In the type A case, when Φ = {ǫi − ǫ j | 1 ≤ i , j ≤ n}, Treg is the configuration
space of n-points on elliptic curve Eτ.
The Lie algebra tΦell is positively bi-graded. Let t̂
Φ
ell be the degree completion of t
Φ
ell and exp(t̂
Φ
ell) be the
corresponding group of t̂Φell. We now describe a principal bundle Pτ,n on the elliptic configuration space Treg
with structure group exp(t̂Φ
ell
).
The lattice Λτ ⊗ P
∨ acts on h = C⊗ P∨ by translations, whose quotient is T . For any g ∈ exp(t̂Φell), and the
standard basis {λ∨
i
}1≤i≤n of P
∨, we define an action of Λτ ⊗ P
∨ on the group exp(t̂Φell) by
λ∨i (g) = g and τλ
∨
i (g) = e
−2πix(λ∨
i
)g.
We can then form the twisted product P˜ := h ×Λτ⊗P∨ exp(t̂
Φ
ell). It is a principal bundle on T with structure
group exp(t̂Φell). Denote by Pτ,n the restriction of the bundle P˜ over Treg ⊂ T .
Equivalently, let π : h→ h/(P∨⊕τP∨) be the natural projection. For an open subset U ⊂ Treg, the sections
of Pτ,n on U are
{ f : π−1(U) → exp(t̂Φell) | f (z + λ
∨
i ) = f (z), f (z + τλ
∨
i ) = e
−2πix(λ∨
i
) f (z)}.
2.4. The universal KZB connection. In this subsection, we construct the universal KZB connection for
root system Φ. As in [6], we set
k(z, x|τ) :=
θ(z + x|τ)
θ(z|τ)θ(x|τ)
−
1
x
. (3)
When τ is fixed, the element k(z, x|τ) belongs to Hol(C −Λτ)[[x]]. For x(u) = xu ∈ t
Φ
ell, substituting x = ad xu
in (3), we get a linear map tΦ
ell
→ (tΦ
ell
⊗ Hol(C − Λτ))
∧, where (−)∧ is taking the completion.
We consider the t̂Φell−valued connection on Treg
∇KZB,τ = d −
∑
α∈Φ+
k(α, ad(
xα∨
2
)|τ)(tα)dα +
n∑
i=1
y(ui)dui, (4)
where Φ+ ⊂ Φ is a chosen system of positive roots, {ui}, and {u
i} are dual basis of h∗ and h respectively.
Note that the form (4) is independent of the choice of Φ+. It follows from the equality k(z, x|τ) =
−k(−z,−x|τ), which is a direct consequence of the fact that theta function θ(z|τ) is an odd function.
We now show that the KZB connection ∇KZB,τ (4) is a connection on the principal bundle Pτ,n. In order
to do this, we rewrite ∇KZB,τ (4) as the form
∇KZB = d −
n∑
i=1
Kidλ
∨
i = d −
n∑
i=1
∑
α∈Φ+
(α, αi)k(α, ad(
xα∨
2
)|τ)(tα) − y(αi)
 dλ∨i .
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Proposition 2.4. For any 1 ≤ i ≤ n, the function Ki satisfies the conditions
Ki(z + λ
∨
j ) = Ki(z) and Ki(z + τλ
∨
j ) = e
−2πix(λ∨
j
)
Ki(z).
As a consequence, the KZB connection ∇KZB,τ (4) is a connection on the bundle Pτ,n.
Proof. Using the properties of the theta function θ(z|τ), we have, for any integer m ∈ Z,
k(z + m, x|τ) = k(z, x|τ)
k(z + τm, x|τ) = e−2πimxk(z, x|τ) +
e−2πimx − 1
x
.
Therefore, it is obvious that Ki(α+λ
∨
j
) = Ki(α), for any α ∈ Φ, λ
∨
j
∈ P∨. We now check the second equality.
It follows from the following computation.
Ki(α + τλ
∨
j )
=
∑
α∈Φ+
(α, αi)k(α + τ(α, λ
∨
j ), ad(
xα∨
2
)|τ)(tα) − y(αi)
=
∑
α∈Φ+
(α, αi)
(
exp
(
−2πi(α, λ∨j )
x(α∨)
2
)
k(α, ad(
xα∨
2
)|τ) +
exp
(
−2πi(α, λ∨
j
)xα∨/2
)
− 1
xα∨/2
)
(tα) − y(αi)
=
∑
α∈Φ+
(α, αi)
(
exp
(
−2πix(λ∨j )
)
k(α, ad(
xα∨
2
)|τ) +
− exp
(
2πix(λ∨
j
)
)
− 1
x(λ∨
j
)
(α, λ∨j )
)
(tα) − y(αi)
by the relation [−(α, λ∨j )
x(α∨)
2
+ x(λ∨j ), tα] = 0.
=
∑
α∈Φ+
(α, αi) exp
(
−2πix(λ∨j )
)
k(α, ad(
xα∨
2
)|τ)(tα) +
exp
(
−2πix(λ∨
j
)
)
− 1
x(λ∨
j
)
(
∑
α∈Φ+
(α, αi)(α, λ
∨
j )tα) − y(αi)
=
∑
α∈Φ+
(α, αi) exp
(
−2πix(λ∨j )
)
k(α, ad(
xα∨
2
)|τ)(tα) − (exp
(
−2πix(λ∨j )
)
− 1)(y(αi)) − y(αi)
by the relation [y(αi), x(λ
∨
j )] =
∑
α∈Φ+
(α, αi)(α, λ
∨
j )tα.
=
∑
α∈Φ+
(α, αi) exp
(
−2πix(λ∨j )
)
k(α, ad(
xα∨
2
)|τ)(tα) − exp
(
2πix(λ∨j )
)
(y(αi))
= exp(−2πix(λ∨j ))Ki(α).
This completes the proof. 
Let W be the Weyl group generated by reflections {sα | α ∈ Φ}. Assume W acts on the algebra t
Φ
ell.
Theorem 2.5. (1) The connection ∇KZB,τ (4) is flat if and only if the defining relations (tt), (xx), (yy),
(yx), (tx), (ty) of tΦ
ell
hold.
(2) The connection ∇KZB,τ is W-equivariant if and only the action of W on t
Φ
ell is given by
sα(tγ) = tsα(γ), sα(x(u)) = x(sαu), sα(y(v)) = y(sαv).
Proof. The necessity of claim (1) follows from Corollary 5.3. We postpone the proof of sufficiency of part
(1) to the next section. We now show part (2) of the claim. The connection ∇KZB,τ is W-equivariant if and
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only if s∗
i
∇KZB,τ = ∇KZB,τ, for simple reflection si ∈ W . Note that si permutes the set Φ
+ \ {αi}, and we have
the equality k(−α,− ad
xα∨
2
) = k(α, ad
xα∨
2
). Therefore,
s∗i∇KZB,τ = d −
∑
α∈Φ+
k(siα, ad(
sixα∨
2
)|τ)(sitα)d(siα) +
n−1∑
j=1
(siy(u
j))d(siu j)
= d −
∑
β∈Φ+
k(β, ad(
six(s−1
i
β)∨
2
)|τ)(sits−1
i
β)dβ +
n−1∑
j=1
(siy(u
j))d(siu j)
= d −
∑
β∈Φ+
k(β, ad(
xβ∨
2
)|τ)(tβ)dβ +
n−1∑
j=1
(y((siu)
j))d(siu j) = ∇KZB,τ.
This completes the proof of part (2). 
Example 2.6. In the type A case, the root system is Φ = {α = ǫi − ǫ j | 1 ≤ i , j ≤ n}, where {ǫ1, . . . , ǫn} is a
standard orthonormal basis of Cn. The connection ∇KZB,τ (4) can be rewritten as ∇KZB := d−
∑n
i=1 Ki(z|τ)dzi,
where
Ki(z|τ) = −yi +
∑
{ j| j,i}
Ki j(zi j|τ) := −yi +
∑
{ j| j,i}
k(zi j, ad xi|τ)(ti j). (5)
The above follows from the relation
(ad xi)
k(ti j) = (− ad x j)
k(ti j) = (ad
xi − x j
2
)k(ti j),
for any k > 0, since [xi + x j, ti j] = 0. This form of KZB connection (5) is constructed in [6].
3. Flatness of the universal KZB connection
In this section, we prove Theorem 2.5 (1). Set
A :=
∑
α∈Φ+
k(α, ad(
xα∨
2
)|τ)(tα)dα −
n∑
i=1
y(ui)dui.
Since dA = 0, the connection ∇KZB,τ (4) is flat if and only if the curvature Ω := A ∧ A is zero. We write the
curvature as Ω = Ω1 −Ω2 + Ω3, where
Ω1 =
1
2
∑
α,β
[
k(α, ad(
xα∨
2
)|τ)(tα), k(β, ad(
xβ∨
2
)|τ)(tβ)
]
dα ∧ dβ. (6)
Ω2 =
∑
α,i
[
k(α, ad(
xα∨
2
)|τ)(tα), y(u
i)
]
dα ∧ dui. (7)
Ω3 =
1
2
∑
i, j
[
y(ui), y(u j)
]
dui ∧ du j. (8)
The defining relation [y(ui), y(u j)] = 0 of tΦell implies that Ω3 = 0. In the rest of this section, we show that
Ω1 = Ω2. This gives the flatness of the KZB connection ∇KZB,τ, which finishes the proof of Theorem 2.5
(1).
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3.1. In this subsection, we give another expressions of the two terms Ω1 (6) and Ω2 (7).
We first introduce some notations. For any two nonparallel non-zero vectors u, v ∈ h∗, we associate a new
element ω(u∨, v) ∈ h
ω(u∨, v) =
−2(v, v)
(u, u)(v, v) − (u, v)2
u +
2(u, v)
(u, u)(v, v) − (u, v)2
v,
where u∨ := 2u
(u,u)
. The vector ω(u∨, v) in h can be characterized by the following property.
• The vector ω(u∨, v) is a linear combination of vectors u and v.
• One has (u∨ + ω(u∨, v))⊥u, and ω(u∨, v)⊥v.
The following identities follow from a direct calculation.
Lemma 3.1. The following identities of ω(u∨, v) hold.
(1) ω(u∨, v) − ω(v∨, u) = ω(u∨, u + v), and ω((au + bv)∨, cu) = 1
b
ω(v∨, u), for b , 0;
(2)
u∨+ω(u∨ ,v)
(u∨,v)
=
u∨+ω(u∨,u+v)
(u∨,u+v)
, and
u∨+ω(u∨ ,v)
(u∨,v)
=
ω(v∨,u)
−2
.
Proposition 3.2. Modulo the relations (tx), (xx) of tΦell, we have, for any α, β ∈ Φ
+
[
k(α, ad(
xα∨
2
)|τ)(tα), k(β, ad(
xβ∨
2
)|τ)(tβ)
]
= k(α, ad(
xω(α∨,β)
−2
)|τ)k(β, ad(
xω(β∨,α)
−2
)|τ)[tα, tβ].
Proof. If α = β, it is clear that both sides are the same as zero. Therefore, the identity holds.
We now assume α , β. Note that the function k(z, x) is a formal power series in x, with coefficient in
C[[z]]. To show the above identity, it suffices to show the identify with k(z, x) replaced by xn, for any n ∈ N.
We have
[(ad xα∨)
n(tα), (ad xβ∨)
m(tβ)] =[(− ad xω(α∨,β))
n(tα), (− ad xω(β∨,α))
m(tβ)]
=(− ad xω(α∨ ,β))
n(− ad xω(β∨,α))
m[tα, tβ].
The first equality follows from the relation [xα∨ , tα] = −[xω(α∨,β), tα], since α
∨ +ω(α∨, β) is perpendicular to
α. The second equality follows from [xω(α∨ ,β), tβ] = [xω(β∨,α), tα] = 0. This completes the proof. 
Corollary 3.3. The curvature term Ω1 (6) is equal to
Ω1 =
1
2
∑
α,β
k(α, ad(
xω(α∨ ,β)
−2
)|τ)k(β, ad(
xω(β∨,α)
−2
)|τ)[tα, tβ]dα ∧ dβ. (9)
Proposition 3.4. Suppose u⊥α, modulo the relations (ty),(yx),(tx),(xx) of tΦell, the following identity holds for
any α ∈ Φ+, u ∈ h∗.
[
y(u), k(α, ad(
xα∨
2
)|τ)(tα)
]
=
∑
γ∈Φ+
(α∨, γ)(u, γ)
k(α, ad(
xα∨
2
)|τ) − k(α, ad(
xω(α∨ ,γ)
−2
)|τ)
adxα∨ + adxω(α∨ ,γ)
[tγ, tα].
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Proof. As before, note that the function k(z, x) is a formal power series in x, with coefficient in C[[z]]. To
show the above identity, it suffices to show the identify with k(z, x) replaced by xn, for any n ∈ N. We have
[y(u), (ad xα∨)
n(tα)]
=
n−1∑
s=0
(ad xα∨)
s(ad[y(u), xα∨ ])(ad xα∨)
n−1−s(tα)
=
∑
γ∈Φ+
(α∨, γ)(u, γ)
n−1∑
s=0
(ad xα∨ )
s(ad tγ)(ad xα∨)
n−1−s(tα) by the relation (yx)
=
∑
γ∈Φ+
(α∨, γ)(u, γ)
n−1∑
s=0
(ad xα∨ )
s(ad tγ)(− ad xω(α∨,γ))
n−1−s(tα) by [xα∨ , tα] = −[xω(α∨,γ), tα]
=
∑
γ∈Φ+
(α∨, γ)(u, γ)
n−1∑
s=0
(ad xα∨ )
s(− ad xω(α∨,γ))
n−1−s(ad tγ)(tα) by [xω(α∨,γ), tγ] = 0
=
∑
γ∈Φ+
(α∨, γ)(u, γ) f (ad xα∨ ,− ad xω(α∨,γ))([tγ, tα]), where f (u, v) =
un − vn
u − v
.
Therefore, the assertion follows. 
Corollary 3.5. The curvature term Ω2 (7) is equal to
Ω2 =
∑
α,γ∈Φ+
(α∨, γ)
k(α, ad(
xα∨
2
)|τ) − k(α, ad(
xω(α∨ ,γ)
−2
)|τ)
adxα∨ + adxω(α∨ ,γ)
[tα, tγ]dα ∧ dγ.
Proof. By definition,
Ω2 =
∑
α
∑
i
[
k(α, ad(
xα∨
2
)|τ)(tα), y(u
i)
]
dα ∧ dui.
Choose the basis {ui} ⊂ h
∗ to be such that u1 = α and ui⊥α for i ≥ 2. Then since dα∧du1 = 0, by Proposition
3.4, the above is equal to
−
∑
α,i≥2
∑
γ∈Φ+
(ui, γ)(α∨, γ)
k(α, ad(
xα∨
2
)|τ) − k(α, ad(
xω(α∨ ,γ)
−2
)|τ)
adxα∨ + adxω(α∨ ,γ)
[tγ, tα]dα ∧ dui
=
∑
α,i≥1
∑
γ∈Φ+
(ui, γ)(α∨, γ)
k(α, ad(
xα∨
2
)|τ) − k(α, ad(
xω(α∨ ,γ)
−2
)|τ)
adxα∨ + adxω(α∨ ,γ)
[tα, tγ]dα ∧ dui,
which is equal to the claimed result since γ = (γ, ui)ui. 
3.2. In this subsection, we use the expressions of Ω1 and Ω2 from previous subsection to compute the
difference Ω1 −Ω2. By Corollary 3.3 and Corollary 3.5, we write
Ω1 −Ω2
=
∑
α,β
12k(α, ad( xω(α∨,β)−2 )|τ)k(β, ad( xω(β∨,α)−2 )|τ) − (α∨, β)k(α, ad(
xα∨
2
)|τ) − k(α, ad(
xω(α∨ ,β)
−2
)|τ)
adxα∨ + adxω(α∨ ,β)
 [tα, tβ]dα ∧ dβ.
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Let k(α, β)[tα, tβ] be the difference of the coefficient of dα∧ dβ and the coefficient of dβ∧ dα in the formula
of Ω1 −Ω2, that is
k(α, β) = k(α, ad(
xω(α∨,β)
−2
)|τ)k(β, ad(
xω(β∨,α)
−2
)|τ) − (α∨, β)
k(α, ad(
xα∨
2
)|τ) − k(α, ad(
xω(α∨ ,β)
−2
)|τ)
adxα∨ + adxω(α∨ ,β)
− (β∨, α)
k(β, ad(
xβ∨
2
)|τ) − k(β, ad(
xω(β∨ ,α)
−2
)|τ)
adxβ∨ + adxω(β∨ ,α)
.
Proposition 3.6. With notations as above, for any α, β ∈ Φ, we have
k(α, β)dα ∧ dβ + k(α, α + β)d(α + β) ∧ dα + k(β, α + β)dβ ∧ d(α + β) = 0. (10)
Proof. It is clear that the statement is equivalent to −k(α, β) + k(α, α + β) + k(β, α + β) = 0. We now check
this equality. By definition, we have
− k(α, β) + k(α, α + β) + k(β, α + β)
= − k(α, ad(
xω(α∨,β)
−2
)|τ)k(β, ad(
xω(β∨,α)
−2
)|τ) + k(α, ad(
xω(α∨,α+β)
−2
)|τ)k(α + β, ad(
xω((α+β)∨,α)
−2
)|τ)
+ k(β, ad(
xω(β∨,α+β)
−2
)|τ)k(α + β, ad(
xω((α+β)∨,β)
−2
)|τ)
+ (α∨, β)
k(α, ad(
xα∨
2
)|τ) − k(α, ad(
xω(α∨ ,β)
−2
)|τ)
adxα∨ + adxω(α∨ ,β)
+ (β∨, α)
k(β, ad(
xβ∨
2
)|τ) − k(β, ad(
xω(β∨ ,α)
−2
)|τ)
adxβ∨ + adxω(β∨ ,α)
(11)
− (α∨, α + β)
k(α, ad(
xα∨
2
)|τ) − k(α, ad(
xω(α∨ ,α+β)
−2
)|τ)
adxα∨ + adxω(α∨ ,α+β)
− ((α + β)∨, α)
k(α + β, ad(
x(α+β)∨
2
)|τ) − k(α + β, ad(
xω((α+β)∨ ,α)
−2
)|τ)
adx(α+β)∨ + adxω((α+β)∨ ,α)
(12)
− (β∨, α + β)
k(β, ad(
xβ∨
2
)|τ) − k(β, ad(
xω(β∨ ,α+β)
−2
)|τ)
adxβ∨ + adxω(β∨ ,α+β)
− ((α + β)∨, β)
k(α + β, ad(
x(α+β)∨
2
)|τ) − k(α + β, ad(
xω((α+β)∨,β)
−2
)|τ)
adx(α+β)∨ + adxω((α+β)∨ ,β)
.
(13)
We use the following identities in Lemma 3.1
α∨ + ω(α∨, β)
(α∨, β)
=
α∨ + ω(α∨, α + β)
(α∨, α + β)
,
β∨ + ω(β∨, α)
(β∨, α)
=
β∨ + ω(β∨, α + β)
(β∨, α + β)
,
(α + β)∨ + ω((α + β)∨, α)
((α + β)∨, α)
= −
(α + β)∨ + ω((α + β)∨, β)
((α + β)∨, β)
.
and the fact that x : h→ tΦell is a linear function. We could rewrite the terms (12), and (13) using the identities.
For example, we have
(α∨, α + β)
k(α, ad(
xα∨
2
)|τ) − k(α, ad(
xω(α∨ ,α+β)
−2
)|τ)
adxα∨ + adxω(α∨ ,α+β)
= (α∨, β)
k(α, ad(
xα∨
2
)|τ) − k(α, ad(
xω(α∨ ,α+β)
−2
)|τ)
adxα∨ + adxω(α∨ ,β)
.
After cancellations with (11), we have
(11) + (12) + (13)
=(α∨, β)
k(α, ad(
xω(α∨ ,α+β)
−2
)|τ) − k(α, ad(
xω(α∨ ,β)
−2
)|τ)
adxα∨ + adxω(α∨ ,β)
+ (β∨, α)
k(β, ad(
xω(β∨ ,α+β)
−2
)|τ) − k(β, ad(
xω(β∨ ,α)
−2
)|τ)
adxβ∨ + adxω(β∨ ,α)
− ((α + β)∨, α)
k(α + β, ad(
xω((α+β)∨,β)
−2
)|τ) − k(α + β, ad(
xω((α+β)∨,α)
−2
)|τ)
adx(α+β)∨ + adxω((α+β)∨ ,α)
.
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For simplicity, we make a change of variable. Set u :=
ω(α∨,β)
−2
and v :=
ω(β∨,α+β)
−2
. Using again the identities
from Lemma 3.1, we get
u =
ω(α∨, β)
−2
=
β∨ + ω(β∨, α)
(β∨, α)
=
ω((α + β)∨, β)
−2
,
v =
ω(β∨, α + β)
−2
= −
ω(α∨, α + β)
−2
= −
(α + β)∨ + ω((α + β)∨, α)
((α + β)∨, α)
,
u + v =
ω(β∨, α)
−2
=
α∨ + ω(α∨, β)
(α∨, β)
=
ω((α + β)∨, α)
−2
.
Plugging u, v and u + v into −k(α, β) + k(α, α + β) + k(β, α + β), we have
− k(α, β) + k(α, α + β) + k(β, α + β)
= − k(α, u|τ)k(β, u + v|τ) + k(α,−v|τ)k(α + β, u + v|τ) + k(β, v|τ)k(α + β, u|τ)
+
k(α,−v|τ) − k(α, u|τ)
u + v
+
k(β, v|τ) − k(β, u + v|τ)
u
−
k(α + β, u|τ) − k(α + β, u + v|τ)
−v
.
Using the following well-known theta function identity (see also [6])
k(z,−v)k(z′, u + v) − k(z, u)k(z′ − z, u + v) + k(z′, u)k(z′ − z, v)
+
k(z′ − z, v) − k(z′ − z, u + v)
u
+
k(z′, u) − k(z′, u + v)
v
+
k(z, u) − k(z,−v)
u + v
= 0,
we conclude the claim. 
Lemma 3.7. LetΦ be a root system. For any two roots α, β ∈ Φ such that α , ±β, thenΨα,β := (Zα+Zβ)∩Φ
is a root subsystem of rank 2.
Proof. It is straightforward to check all the axioms of root system for Ψα,β. 
For a root subsystem Ψ ⊂ Φ, write
(Ω1 −Ω2)
Ψ
=
∑
{α,β|α,β∈Ψ+}
12k(α, ad( xω(α∨ ,β)−2 )|τ)k(β, ad( xω(β∨,α)−2 )|τ) − (α∨, β)k(α, ad(
xα∨
2
)|τ) − k(α, ad(
xω(α∨ ,β)
−2
)|τ)
adxα∨ + adxω(α∨ ,β)
 [tα, tβ]dα ∧ dβ.
Lemma 3.8. [22, Proposition 2.19] Assume (Ω1 − Ω2)
Ψα,β = 0, for any α, β ∈ Φ such that α , ±β. Then,
(Ω1 −Ω2)
Φ = 0.
Proof. There exists a collection of rank 2 subsystems Ψ1, . . . ,Ψm, such that Φ = ⊔
m
i=1
Ψi. Therefore, (Ω1 −
Ω2)
Φ =
m∑
i=1
∑
α,β∈Ψ+
i
(Ω1 −Ω2)
Ψi . This completes the proof. 
Thanks to Lemma 3.8, it suffices to show (Ω1 − Ω2)
Ψ = 0, for any rank 2 root system Ψ. In the rest of
this section, we check the vanishing of (Ω1 −Ω2)
Ψ case by case. The tool is Proposition 3.6.
3.3. Rank 2 calculations.
3.3.1. Case A1 × A1. Let Φ = {±α,±β} be the root system of type A1 × A1, then [tα, tβ] = 0. Therefore,
(Ω1 −Ω2)
Φ = 0 in this case.
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3.3.2. Case A2. Let ǫ1, ǫ2, ǫ3 be the standard orthonormal basis of R
3. Let α1 = ǫ1 − ǫ2, α2 = ǫ2 − ǫ3 be the
simple roots for A2. Then, we have Φ
+ = {α1, α2, α1 + α2}. By definition,
Ω1 −Ω2 = k(α1, α2)[tα1 , tα2]dα1 ∧ dα2 + k(α1, α1 + α2)[tα1 , tα1+α2 ]dα1 ∧ d(α1 + α2)
+ k(α2, α1 + α2)[tα2 , tα1+α2 ]dα2 ∧ d(α1 + α2). (14)
By Proposition 3.6, we have
k(α1, α1 + α2)dα1 ∧ d(α1 + α2) = k(α1, α2)dα1 ∧ dα2 + k(α2, α1 + α2)dα2 ∧ d(α1 + α2).
Plugging the above expression into (14), we have
Ω1 −Ω2 = k(α1, α2)[tα1 , tα2 + tα1+α2]dα1 ∧ dα2 + k(α2, α1 + α2)[tα1 + tα2 , tα1+α2 ]dα2 ∧ d(α1 + α2).
Using (tt)-relations [tα1 , tα2 + tα1+α2] = [tα1 + tα2 , tα1+α2 ] = 0, we conclude Ω1 − Ω2 = 0 in the case of A2.
The above procedure can be represented as the graph
(α1, α1 + α2)
xxqqq
qq
qq
((PP
PP
PP
PP
(α1, α2) ❴❴❴❴❴❴❴❴ (α2, α1 + α2)
3.3.3. Case B2. Let ǫ1, ǫ2 be the standard orthonormal basis of R
2. Let α1 = ǫ1 − ǫ2, α2 = ǫ2 be the simple
roots for B2. Then, we have Φ
+ = {α1, α1 + α2, α1 + 2α2, α2}. By definition,
Ω1 −Ω2
=k(α1, α2)[tα1 , tα2 ]dα1 ∧ dα2 + k(α1, zα1+α2 )[tα1 , tα1+α2 ]dα1 ∧ d(α1 + α2)
+k(zα1+α2 , α2)[tα1+α2 , tα2 ]d(α1 + α2) ∧ dα2 + k(α1, α1 + 2α2)[tα1 , tα1+2α2 ]dα1 ∧ d(α1 + 2α2)
+k(zα1+α2 , α1 + 2α2)[tα1+α2 , tα1+2α2 ]d(α1 + α2) ∧ d(α1 + 2α2) + k(α1 + 2α2, α2)[tα1+2α2 , tα2]d(α1 + 2α2) ∧ dα2.
We use Proposition 3.6 and split k(α, β)dα ∧ dβ according to the following graph
(α1, α1 + α2)
xxqqq
qq
qq
((PP
PP
PP
PP
(α1 + α2, α1 + 2α2)
uu❦❦❦❦
❦❦
❦❦
❦❦
))❙❙❙
❙❙
❙❙
❙❙
❙
(α1, α2) ❴❴❴❴❴❴❴❴ (α1 + α2, α2) ❴❴❴❴❴❴❴❴❴❴❴ (α1 + 2α2, α2)
After simplification, we have
Ω1 −Ω2 =k(α1, α2)[tα1 , tα2 + tα1+α2 ]dα1 ∧ dα2 + k(α2, α1 + α2)[tα1 + tα2 + tα1+2α2 , tα1+α2 ]dα2 ∧ d(α1 + α2)
+ k(α2, α1 + 2α2)[tα2 + tα1+α2 , tα1+2α2 ]dα2 ∧ d(α1 + 2α2).
Using the (tt) relations [tα,
∑
β∈Ψ+ tβ] for B2 root system, each summand of the above formula equals to zero.
Therefore, we conclude Ω1 −Ω2 = 0 in the case of B2.
3.3.4. Case G2. Let ǫ1, ǫ2, ǫ3 be the standard orthonormal basis of R
3. The simple roots of G2 root system
are α1 = 2ǫ2 − ǫ1 − ǫ3, α2 = ǫ1 − ǫ2 and we have Φ
+ = {α1, α2, α1 + α2, α1 + 2α2, α1 + 3α2, 2α1 + 3α2}. We
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use Proposition 3.6 and split k(α, β)dα ∧ dβ according to the following graph
(α1 + α2, 2α1 + 3α2)
tt✐✐✐✐
✐✐
✐✐
✐✐
✐
**❚❚❚
❚❚
❚❚
❚❚
❚❚
(2α1 + 3α2, α1 + 2α2) ❴❴❴❴❴❴❴❴❴❴ (α1 + α2, α1 + 2α2)
tt❥❥❥❥
❥❥
❥❥
❥❥
❥

(α1, α1 + α2)
vv❧❧❧
❧❧
❧❧
❧❧
%%▲▲
▲▲
▲▲
▲
(α1 + 3α2, α2) ❴❴❴❴ (α1 + 2α2, α2) ❴❴❴ (α1 + α2, α2) ❴❴❴❴❴❴❴❴ (α1, α2)
(α1 + 2α2, α1 + 3α2)
jj❯❯❯❯❯❯❯❯❯❯❯
OO
After simplification, we have
Ω1 −Ω2 =k(α1, α2)[tα1 , tα2 + tα1+α2]dα1 ∧ dα2 + k(α2, α1 + α2)[tα1 + tα2 , tα1+α2 ]dα2 ∧ d(α1 + α2)
+ k(α1 + 2α2, α2)([tα1+2α2 , tα2 + tα1+α2 + tα1+3α2 ] − [tα1+α2 , t2α1+3α2 ])d(α1 + 2α2) ∧ dα2
+ k(2α1 + 3α2, α1 + 2α2)[t2α1+3α2 , tα1+2α2 + tα1+α2 ]d(2α1 + 3α2) ∧ d(α1 + 2α2)
+ k(α1 + 3α2, α2)[tα1+3α2 , tα2 + tα1+2α2 ]d(α1 + 3α2) ∧ dα2
Using the (tt) relations [tα,
∑
β∈Ψ+ tβ] for G2 root system, each summand of the above formula equals to zero,
where the second line follows from the equality
[tα1+2α2 , tα2+tα1+α2+tα1+3α2 ]−[tα1+α2 , t2α1+3α2 ] = [tα1+2α2 , tα2+tα1+α2+tα1+3α2+t2α1+3α2 ]−[tα1+α2+tα1+2α2 , t2α1+3α2 ].
Therefore, we conclude Ω1 −Ω2 = 0 in the case of G2.
4. Degeneration of the elliptic connection
In this section, we show that as the imaginary part of τ tends ∞, the connection ∇KZB,τ (4) degenerates
to a trigonometric connection of the form considered in [22]. This gives a map from the trigonometric Lie
algebra Atrig to the completion of t
Φ
ell.
4.1. The trigonometric connection. In [22], Toledano Laredo introduced the trigonometric connection,
which we recall it here. Let H = HomZ(Q,C
∗) be the complex algebraic torus with Lie algebra h and
coordinate ring given by the group algebra CQ. We denote the function corresponding to λ ∈ Q by eλ ∈
C[H], and set
Hreg = H \
⋃
α∈Φ
{eα = 1} (15)
Let Atrig be an algebra endowed with the following data:
• a set of elements {tα}α∈Φ ⊂ Atrig such that t−α = tα,
• a linear map X : h→ Atrig.
Consider the Atrig–valued connection on Hreg given by
∇trig = d −
∑
α∈Φ+
dα
eα − 1
tα − dui X(u
i), (16)
where Φ+ ⊂ Φ is a chosen system of positive roots, {ui} and {u
i} are dual bases of h∗ and h respectively, the
differentials dui are regarded as translation invariant one forms on H and the summation over i is implicit.
Theorem 4.1 ([22]). The connection (16) is flat, if and only if the following relations hold
(tt): For any rank 2 root subsystem Ψ ⊂ Φ, and α ∈ Ψ, [tα,
∑
β∈Ψ+ tβ] = 0.
(XX): For any u, v ∈ h, [X(u), X(v)] = 0.
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(tX): For any α ∈ Φ+, w ∈ W such that w
−1α is a simple root and u ∈ h, such that α(u) = 0,
[tα, Xw(u)] = 0,
where Xw(u) = X(u) −
∑
β∈Φ+∩wΦ− β(u)tβ.
Assume now that the algebra Atrig is acted upon by the Weyl group W of Φ.
Proposition 4.2 ([22]). The connection ∇trig is W− equivariant if and only if for any α ∈ Φ, simple reflection
si ∈ W and x ∈ h,
si(tα) = tsi(α), (17)
si(X(x)) − X(six) = (αi, x)tαi . (18)
4.2. The degeneration of elliptic configuration space. In this subsection, we show as Im τ → ∞. The
elliptic configuration space Treg degenerates to Hreg. We start with analyzing the elliptic curve Eτ as Im τ→
∞. Let ℘(z) be the Weierstrass function with respect to the lattice Z + τZ,
℘(z) =
1
z2
+
∑
m,n
(
1
(z − mτ + n)2
−
1
(mτ + n)2
)
.
Differentiating ℘(z) term by term, we get ℘′(z). For q = e2πiτ, the points (℘(z), ℘′(z)) lie on the curve E
defined by the equation
y2 = 4x3 − g2x − g3,
where
g2 =
(2πi)4
12
1 + 240 ∞∑
n=1
n3qn
(1 − qn)
 , g3 = (2πi)6
63
−1 + 504 ∞∑
n=1
n5qn
(1 − qn)
 .
The cubic polynomial 4x3 − g2x − g3 has a discriminant given by ∆ = g
3
2
− 27g2
3
.
The map
Eτ = C/(Z + τZ)→ E ⊂ P(C), z 7→ (1, ℘(z), ℘
′(z))
is an isomorphism of complex Lie groups. As Im τ → +∞, we have q → 0. The elliptic curve E degenerates
to E˜ whose defining equation is
y2 = 4x3 −
(2πi)4
12
x +
(2πi)6
63
=
−4
27
(2π2 − 3x)(3x + π2)2,
with discriminant ∆ = 0. Therefore, E˜ has a singular point at x0 = (x, y) = (
2π2
3
, 0).
Removing the singular point x0 of E˜τ, topologically, the open subset E˜τ \ x0 is homeomorphic to the
complex torus C∗. Thus, we have a continues map on topological spaces φ : C∗ ⊗ P∨ → E˜τ ⊗ P
∨.
The pullback the bundle Pτ,n under the map φ is a trivial principal bundle on C
∗⊗P∨ with structure group
exp(t̂Φell). The section of this trivial bundle can be described as
{ f (z) : π−1(U) → exp(t̂Φ
ell
) | f (z + 1) = f (z)},
where U ⊂ C∗ ⊗ P∨ and π = exp : C→ C∗ be the natural exponential map.
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4.3. The degeneration of KZB connection. We describe the degeneration of the connection ∇KZB,τ (4) as
Im τ → +∞ in this subsection. As Im τ → +∞, using the product formula (2) of theta function, the theta
function θ(z|τ) tends to
θ(z|τ) −→
u
1
2 (1 − u−1)
2πi
=
eπiz − e−πiz
2πi
. (19)
Thus, by (19), as q → 0, we have k(α, ad(
xα∨
2
)|τ) tends to
k(α, ad(
xα∨
2
)|τ) −→2πi
eπi(α+ad(
x
α∨
2
)) − e−πi(α+ad(
x
α∨
2
))
(eπiα − e−πiα)
(
eπi ad(
x
α∨
2
) − e−πi ad(
x
α∨
2
)
) − 1
ad(
xα∨
2
)
=2πi
 1e2πiα − 1 + e
2πi ad(
x
α∨
2
)
e2πi ad(
x
α∨
2
) − 1
 − 1ad( xα∨
2
)
.
Therefore, as Im τ → +∞, the connection ∇KZB (4) degenerates to a flat connection ∇
deg on the space
(C∗ ⊗ P∨) \ {∪α∈Φ+(e
2πiα − 1)}.
The flat connection ∇deg is defined on the trivial principal bundle with fibers isomorphic to exp(t̂Φ
ell
).
Proposition 4.3. The flat connection ∇deg on Hreg takes the following form
∇deg =d −
∑
α∈Φ+
 2πie2πiα − 1 + 2πie
2πi ad(
x
α∨
2
)
e2πi ad(
x
α∨
2
) − 1
−
1
ad(
xα∨
2
)
 tαdα +
n∑
i=1
y(ui)dui
=d −
∑
α∈Φ+
2πitα
e2πiα − 1
dα +
n∑
i=1
y(ui) − ∑
α∈Φ+
(α, ui)
( 2πie2πi ad( xα∨2 )
e2πi ad(
x
α∨
2
) − 1
−
1
ad(
xα∨
2
)
)
tα
 dui.
We modify the trigonometric connection (16) slightly by changing of variables. On the torus (C∗ ⊗ P∨) \⋃
α∈Φ{e
2πiα = 1}, we consider an Atrig–valued flat trigonometric connection
∇trig = d −
∑
α∈Φ+
2πidα
e2πiα − 1
tα − dui X(u
i). (20)
By universality of the trigonometric Lie algebra Atrig, Proposition 4.3 gives rise to a map Atrig → t̂
Φ
ell. The
map is given by
tα 7→ tα, X(u) 7→ −y(u) +
∑
α∈Φ+
(α, u)
( 2πie2πi ad( xα∨2 )
e2πi ad(
x
α∨
2
) − 1
−
1
ad(
xα∨
2
)
)
tα.
Note that this map does not preserve the gradings of Atrig and t
Φ
ell, but only the corresponding descending
filtrations.
5. TheMalcev Lie algebra of the pure elliptic braid group
The following definition can be found in [9, Definition 2.4].
Definition 5.1. A finitely presented group Γ is 1–formal if its Malcev Lie algebra mΓ is isomorphic to the
completion of its holonomy Lie algebra as filtered Lie algebras. Equivalently, Γ is 1–formal if, and only it
mΓ is isomorphic, as a filtered Lie algebra, to the graded completion of a quadratic Lie algebra.
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5.1. Let PΦell be the pure elliptic braid group P
Φ
ell := π1(Treg, xo). Then, we have the short exact sequence of
groups (see [1, Example 2.20])
1 → PΦell → Bell → W → 1,
where Bell := π
orb
1
(Treg/W, xo) is the elliptic braid group and W is the Weyl group. The flatness of the
universal KZB connection ∇KZB,τ (4) gives rise to the monodromy map
µ : PΦ
ell
→ exp t̂Φell,
where t̂Φ
ell
is the completion of tΦ
ell
with respect to the grading deg(x(u)) = deg(y(u)) = 1 and deg(tα) = 2.
Let J ⊆ CPΦ
ell
be the augmentation ideal of group ring CPΦ
ell
, and let ĈPΦ
ell
be the completion with respect
to the augmentation ideal J. We denote by U(tΦell) the universal enveloping algebra of the Lie algebra t
Φ
ell.
Then, the monodromy map µ induces the following map on the completions
µˆ : ĈPΦell → Û(t
Φ
ell).
Theorem 5.2. The induced map µˆ : ĈPΦell → Û(t
Φ
ell) is an isomorphism of Hopf algebras.
Taking the primitive elements of the Hopf algebras ĈPΦell and Û(t
Φ
ell), we get an isomorphism of the Malcev
Lie algebra of PΦ
ell
and the Lie algebra tΦ
ell
defined in Definition 2.1.
Corollary 5.3. The defining relations of the Lie algebra tΦ
ell
are necessary to make connection of the form
(4) flat.
Proof. Assume ∇ is a flat connection defined on a principal bundle with structure group exp(Â) with the
form (4). The monodromy of ∇ induces a map ĈPΦ
ell
→ Û(A). By Theorem 5.2, ĈPΦ
ell
 Û(tΦ
ell
). Therefore,
we have a well-defined map tΦell → A. This implies the claim. 
The rest of the section is devoted to prove Theorem 5.2. Note that both ĈPΦell and t̂
Φ
ell are N−filtered and µˆ
preserves the grading. It suffices to show the associated graded
gr(µˆ) : gr(ĈPΦ
ell
)→ gr(Û(tΦ
ell
)) = Û(tΦ
ell
)
is an isomorphism.
We first describe the generators of the pure elliptic braid group PΦ
ell
. The following proposition can be
found in [4, Proposition A.1].
Proposition 5.4. Let i be the injection of an irreducible divisor D in a smooth connected complex variety Y
and base point x0 ∈ Y − D. Then, the kernel of the morphism
π1(i) : π1(Y − D, x0)→ π1(Y, x0)
is generated by all the generators of the monodromy around D.
Using induction on the number of irreducible divisors, we have the following.
Corollary 5.5. Suppose X = Y −
⋃n
i=1 Di, where Di are irreducible divisors of Y. Then, the fundamental
group π1(X, x0) is generated by all the generators of the monodromy around the divisors Di and generators
of π1(Y, x0).
As a consequence, the generators of PΦell can be chosen as Tα, X1, . . . , Xn, Y1, . . . , Yn, where Tα is the
path around the divisor Hα, for α ∈ Φ
+ and {Xi, Yi} are the standard generators of the torus E ⊗ P
∨
 En.
The presentation of ĈPΦell can be described as follows. Suppose P
Φ
ell is presented by generators g1, . . . , gn
and relations Ri(g1, . . . , gn), i = 1, . . . , p. Then ĈP
Φ
ell is the quotient of the free Lie algebra generated by
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γ1, . . . , γn by the ideal generated by log(Ri(e
γ1 , . . . , eγn )), i = 1, . . . , p. We will abuse notation and denote
the generators of ĈPΦell by
Tα, X1, . . . , Xn, Y1, . . . , Yn for α ∈ Φ
+.
We construct a map
p : Û(tΦell) → gr(ĈP
Φ
ell),
by sending tα 7→ Tα, x(λ
∨
i
) 7→ Xi, and y(λ
∨
i
) 7→ Yi. By definition, it is clear that p is surjective. We now
check the following in the next two subsections.
(1) p is a homomorphism.
(2) gr(µˆ) ◦ p is an isomorphism.
This implies that gr(µˆ) is an isomorphism, which in turn proves Theorem 5.2.
5.2. p is a homomorphism.
5.2.1. The map p respects the (tt) relations. We follow the approach in [22] to show that p preserves the
(tt) relations.
Let T := HomZ(Q,E) = P
∨ ⊗Z E be the torus. Denote ker(χα) by Tα ⊆ T .
Lemma 5.6. There exist a component (Tα ∩ Tβ)χ, such that (Tα ∩ Tβ)χ contained in a subtorus Tγ if and
only if γ ∈ Zα + Zβ.
Proof. Without loss of generality, we assume α is a simple root. Note Zα + Zβ may not be a primitive
sublattice in Q. Pick a vector e2 such that α, e2 generate the primitive closure Zα + Zβ of Zα + Zβ. Write
β = aα + be2. Extend the set {α, e2} to a basis {e1 := α, e2, e3, . . . , en} of Q. Choose the corresponding dual
basis { f1, f2, f3, . . . , fn} of P
∨. Recall that the coweight lattice P∨ is dual to root lattice Q.
Identify T = P∨ ⊗Z E with (E)
n using the basis { f1, f2, f3, . . . , fn} of P
∨. Then, the maps χα, χβ are giving
by
χα : T = (E)
n → E,
n∑
i=1
zi fi 7→ z1.
χβ : T = (E)
n → E,
n∑
i=1
zi fi 7→ az1 + bz2.
Thus, Tα  {0} × (E)
n−1 ⊆ (E)n, and Tα ∩ Tβ = {(0, z2, . . . , zn) ⊆ (E)
n | bz2 = 0}. It is clear that the number
of connected components of Tα ∩ Tβ is b
2. Taking the component (Tα ∩ Tβ)χ to be {(0,
1
b
, z3 . . . , zn) ⊆ (E)
n}.
Write γ =
∑n
i=1 miei, then, the following holds.
(Tα ∩ Tβ)χ ⊆ Tγ ⇐⇒
1
b
m2 +
n∑
i=3
mizi ∈ Z + τZ,∀zi ∈ C, i = 3, . . . n.
⇐⇒ b | m2, and m3 = · · · = mn = 0.
⇐⇒ γ ∈ Zα + Zβ.
This completes the proof. 
Proposition 5.7. The (tt)-relation [tα,
∑
β∈Ψ+ tβ] = 0 holds in gr(ĈP
Φ
ell
).
Proof. Fix two roots α, β ∈ Φ+, let (Tα ∩ Tβ)χ be the component as in Lemma 5.6. Choose a point x0 ∈
(Tα ∩ Tβ)χ, such that x0 < Tγ, for any Tγ satisfying (Tα ∩ Tβ)χ " Tγ.
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Take an open disc neighborhood D of x0, such that D ∩ Tγ = ∅, for those Tγ, satisfying (Tα ∩ Tβ)χ " Tγ.
By Lemma 5.6, we have
D ∩ (
⋃
γ∈Φ+
Tγ) =
⋃
γ∈Zα+Zβ
(D ∩ Tγ).
[23, Lemma 1.45] implies the (tt) relation in gr(ĈPΦell). 
5.2.2. The map p respects the (yx) relation.
Proposition 5.8. The map p sends the (yx) relation [y(u), x(v)] =
∑
γ∈Φ+〈v, γ〉〈u, γ〉tγ to zero in gr(ĈP
Φ
ell).
Proof. Note that the loop [y(λ∨
j
), x(λ∨
i
)] of Treg is a loop wrapping around the hypertori Tγ, γ ∈ Φ
+. How it
wrap those hypertori maybe complicated. But in gr(ĈPΦell), by degree reason, we have
[y(λ∨j ), x(λ
∨
i )] =
∑
γ∈Φ+
Ci, j,γtγ,
for some coefficient Ci, j,γ ∈ Q. We now determine the coefficients Ci, j,γ. Consider the map
χα : (P
∨ ⊗Z E) \ ker χα → E \ {0}.
Denote by ϕα the composition
ϕα : Treg := (P
∨ ⊗Z E) \ (∪γ∈Φ+ ker χγ) ֒→ (P
∨ ⊗Z E) \ ker χα → E \ {0}
Let x(λ∨
i
) = (t + 1
2
+ 1
2
τ)λ∨
i
, where 0 ≤ t ≤ 1, and y(λ∨
j
) = (sτ + 1
2
+ 1
2
τ)λ∨
j
, where 0 ≤ s ≤ 1 be two loops
in Treg. Using [2, Corollary 5.1], one has the following relation in the fundamental group of the punctured
torus E \ {0}: [ 1
(λ∨
j
, α)
ϕα(y(λ
∨
j )),
1
(λ∨
i
, α)
ϕα(x(λ
∨
i ))
]
= tα,
where tα is the loop around the puncture {0}. The above relation can be rewritten as [ϕα(y(u)), ϕα(x(v))] =
(u, α)(v, α)tα. This determines the coefficient Ci, j,γ = 〈λ
∨
j
, γ〉〈λ∨
i
, γ〉. This completes the proof. 
5.2.3. The map p respects the (xx) (yy) and (tx) (ty) relations. We show the relations [x(u), x(v)] = 0,
[y(u), y(v)] = 0, for any u, v ∈ h and the relations [tα, x(u)] = 0, [tα, y(u)] = 0 for (α, u) = 0 in the pure
elliptic braid group PΦell. There is an embedding of groups P
Φ
ell ֒→ Bell. It is suffices to show the relations in
the elliptic braid group Bell.
We first recall some results from [7] about the topological interpretation of the double affine braid group
B˜ell.
Let ι2 = −1, and set
U = {z ∈ Cn | (α, z) < Z + ιZ, for any root α ∈ Φ}, U¯ = C∗ × U.
Let W¯ be the 2-extended Weyl group W¯ := W ⋉ (P∨⊕ ιP∨). For any element w¯ = (w, a, b) ∈ W¯, the action
of w¯ on z¯ = (z∗, z) ∈ U¯ is giving by
w¯(z¯) = ((−1)l
′(w),w(z) + a + ιb), where l′(w) is the modified length of w.
We fix a base point z¯0 = (z0∗, z
0) such that the real and imaginary parts of {z0∗, z
0
j
, 1 ≤ j ≤ n} are positive
and sufficiently small. Note that the action of W¯ on U¯ is not free.
Definition 5.9. [7, Definition 2.3] The double affine braid group B˜ell is formed by the paths γ ⊂ U¯ joining
z¯0 with points from {w¯(z¯0), w¯ ∈ W¯} modulo the homotopy and the action of W¯.
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We introduce the elements t j := tα j , x j, y j for 1 ≤ j ≤ n and c ∈ B˜ell by the following paths, for 1 ≤ ψ ≤ 1,
t j(ψ) =
(
z0∗ exp(l
′( j)πιψ), z0 + (exp(πιψ) − 1)
(z0, α j)α j
2
)
,
x j(ψ) = (z
0
∗, z
0 + ψb j), y j(ψ) = (z
0
∗, z
0 + ιψb j),
c(ψ) = (z0∗ exp(−2πιψ), z
0).
Theorem 5.10. [7, Theorem 2.4] The group B˜ell is generated by {ti, 1 ≤ i ≤ n}, the two sets {xi}, {yi} of
pairwise commutative elements and central c with the following relations
(1) tit jti · · · = t jtit j . . . , mi j factors on each side.
(2) tixiti = xix
−1
ai
c−1
i
and t−1
i
yit
−1
i
= yiy
−1
ai
ci,
(3) prxip
−1
r = x jx
−(bi,θ)
i
and prxr∗ p
−1
r = x
−1
r ,
where ci = c
l′(i), pr := yrt
−1
w for w = σ
−1
r .
As discussed in [7], the map Ti 7→ ti, Xb 7→ xbc
(ρ′,b) and Yb 7→ ybc
−(ρ′,b), δ 7→ cd, where ρ′ :=
∑
α∈Φ+
l′(α)α
2
,
d =
(ρ′,θ)+1
m
∈ Z, b ∈ P∨, identifies the double affine Hecke group (see [7] for the definition) with a subgroup
of Bell. In particular, we have the relations
TiXb = XbTi, TiYb = YbTi, if (b, αi) = 0.
Corollary 5.11. The orbifold fundamental group Bell of the space Treg/W is isomorphic to the double affine
braid group B˜ell modulo the central element c.
Therefore, the (xx) (yy) and (tx) (ty) relations hold in PΦell.
5.3. gr(µˆ) ◦ p is an isomorphism.
Lemma 5.12. The map gr(µˆ) : gr(ĈPΦell) → Û(t
Φ
ell) is given by Xui 7→ −y(u
i), Yui 7→ 2πix(u
i) − τy(ui), and
Tα 7→ 2πitα.
Proof. Recall the KZB connection (4) is
∇KZB,τ = d −
∑
α∈Φ+
k(α, ad(
xα∨
2
)|τ)(tα)dα +
n∑
i=1
y(ui)dui,
where k(α, ad(
xα∨
2
)|τ)(tα) =
1
α
tα+ terms of degree ≥ 3. Let Fu0(u) be the horizontal section of ∇KZB,τ. Then,
log Fu0 (u) = −
∑n
i=1(ui − u
0
i
)y(ui)+ terms of degree ≥ 2.
Corollary 5.13. For some open sets U and V, we have
FU
u0
(u + δi) = F
U
u0
(u)µu0(x(u
i)),
FV
u0
(u + τδi) = e
−2πix(ui)FV
u0
(u)µu0 (y(u
i)),
where µ is the monodromy representation.
Proof. This follows directly from Proposition 2.4. 
By Corollary 5.13, we get
log µu0(x(u
i)) = −y(ui) + terms of degree ≥ 2,
log µu0(y(u
i)) = 2πix(ui) − τy(ui) + terms of degree ≥ 2.
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Therefore, gr(µˆ)(x(ui)) = −y(ui) and gr(µˆ)(y(ui)) = 2πix(ui) − τy(ui). Note that
µˆ(Tα) =
∫
Tα
(
1
α
tα+ terms of degree ≥ 3 )dα = 2πitα+terms of degree ≥ 3.
So we have gr(µˆ)(Tα) = 2πitα. The argument above shows the following. 
Corollary 5.14. The composition gr(µˆ) ◦ p : Û(tΦ
ell
)→ Û(tΦ
ell
) is given by x(ui) 7→ −y(ui), y(ui) 7→ 2πix(ui) −
τy(ui), and tα 7→ 2πitα. In particular, gr(µˆ) ◦ p is an isomorphism.
5.4. In this section, we prove the following.
Theorem 5.15.
(1) The Lie algebra tΦell is not quadratic.
(2) The elliptic pure braid group is not 1–formal.
Proof. By Theorem 5.2, (2) is a direct consequence of (1). Set deg(x(u)) = deg(y(u)) = 1, and deg(tγ) = 2,
for γ ∈ Φ+. Denote by (tΦell)
(2) the vector space of degree 2 elements in tΦell. If t
Φ
ell is quadratic, which
we henceforth assume, it is generated by x(u), y(v) and the commutators [x(u), y(v)] span (tΦell)
(2). Since
[x(u), y(v)] = [x(v), y(u)] by relation (yx) of Definition 2.1, (tΦ
ell
)(2) is therefore of dimension at most n(n +
1)/2, where n = dim h.
By Proposition 9.3, there is an algebra homomorphism ρ from tΦ
ell
to the rational Cherednik algebra H~,c,
which maps the element tγ to the reflection sγ in the group algebra CW , which is a subalgebra of H~,c. Since
the set {sγ | γ ∈ Φ
+} is linearly independent in CW , it follows that {tγ | γ ∈ Φ
+} is linearly independent
in (tΦell)
(2). For any root system Φ other than type A, we have |Φ+| >
n(n+1)
2
, which is a contradiction. If the
root system Φ is of type A, it is shown in [3] that tΦell is not quadratic, as the degree 3 relations (tx), (ty) in
Definition 2.1 can not be obtained from the degree 2 relations. 
6. Derivations of the Lie algebra tΦell
Let d be the Lie algebra defined in [6] with generators ∆0, d, X, and δ2m(m ≥ 1), and relations
[d, X] = 2X, [d,∆0] = −2∆0, [X,∆0] = d,
[δ2m, X] = 0, [d, δ2m] = 2mδ2m, (ad∆0)
2m+1(δ2m) = 0.
We define a Lie algebra morphism d → Der(tΦell), denoted by ξ 7→ ξ˜. The image ξ˜ of ξ acts on t
Φ
ell by the
following formulas.
d˜(x(u)) = x(u), d˜(y(u)) = −y(u), d˜(tα) = 0,
X˜(x(u)) = 0, X˜(y(u)) = x(u), X˜(tα) = 0,
∆˜0(x(u)) = y(u), ∆˜0(y(u)) = 0, ∆˜0(tα) = 0,
δ˜2m(x(u)) = 0, δ˜2m(tα) = [tα, (ad
x(α∨)
2
)2m(tα)],
and δ˜2m(y(u)) =
1
2
∑
α∈Φ+
α(u)
∑
p+q=2m−1
[(ad
x(α∨)
2
)p(tα), (ad−
x(α∨)
2
)q(tα)].
Proposition 6.1. The above map d→ Der(tΦ
ell
) is a Lie algebra homomorphism.
For any generator ξ of d, we check ξ˜ is a derivation of tΦ
ell
. By definition, it is clear that d˜, X˜ and ∆˜0
are derivations of tΦell. It is also clear that δ˜2m respects the relations [x(u), x(v)] = 0 and [tα, x(u)] = 0, if
(α, u) = 0. It remains to show that δ˜2m preserves the following relations of t
Φ
ell.
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(yx): [y(u), x(v)] =
∑
γ∈Φ+(u, γ)(v, γ)tγ .
(tt): [tα,
∑
β∈Ψ+ tβ] = 0, for any rank 2 root subsystem Ψ ⊂ Φ.
(ty): [tα, y(u)] = 0, if (α, u) = 0.
(yy): [y(u), y(v)] = 0.
In the rest of this section, we prove that δ˜2m preserves those relations. Before checking the relations, we
need a technical result of the combinatorics of the root system. This following subsection will only be used
in the proofs in §6.3, §6.4, §6.5.
6.1. Combinatorics of the root system. In this subsection, we introduced the set S
(α)
Ψ
, for a rank 2 root
subsystem Ψ, and α ∈ Φ a root. This section is to study the (tt) relations in detail.
Let Φ be a root system, for any root α ∈ Φ, we define a set S
(α)
Ψ
by
S
(α)
Ψ
= {β ∈ Φ | 〈α, β〉Z = Ψ},
where Ψ is a rank 2 subsystem of Φ.
Example 6.2. Let Φ be the root system of B2, and α1 be the simple long root, α2 be the simple short root.
There are two root subsystems. One is Ψ = {±α1,±(α1 + 2α2)} consisting of all long roots, and the other is
Φ itself. The set of all short roots is not a root system.
Therefore, we have the following set
S
(α1)
Ψ
= {±(α1 + 2α2)}, S
(α1)
Φ
= {±(α1 + α2),±α2},
S
(α2)
Ψ
= ∅, S
(α2)
Φ
= {±α1,±(α1 + α2),±(α1 + 2α2)}.
Example 6.3. Let Φ be the root system of G2, and α1 be the simple long root, α2 be the simple short root.
There are three types of root subsystems.
Type 1: Ψ1 = {±α1,±(2α1 + 3α2),±(α1 + 3α2)} consists of all long roots.
Type 2: The root subsystem that consists of one long root, and one short root which are perpendicular to
each other. They are Ψ2 = {±α1,±(α1 + 2α2)}, Ψ3 = {±(2α1 + 3α2),±(α2)}, Ψ4 = {±(α1 + 3α2),±(α1 +α2)}.
Type 3 is Φ itself. Therefore, we have the following set
S
(α1)
Ψ1
= {±(2α1 + 3α2),±(α1 + 3α2)}, S
(α1)
Ψ2
= {±(α1 + 2α2)}, S
(α1)
Ψ3
= S
(α1)
Ψ4
= ∅, S
(α1)
Φ
= {±(α1 + α2),±α2},
S
(α2)
Ψ1
= S
(α2)
Ψ2
= S
(α2)
Ψ4
= ∅, S
(α2)
Ψ3
= {±(2α1 + 3α2)}, S
(α2)
Ψ4
= {±α1,±(α1 + α2),±(α1 + 2α2),±(α1 + 3α2)}.
Lemma 6.4. For Ψ1 , Ψ2, we have S
(α)
Ψ1
∩ S
(α)
Ψ2
= ∅. Furthermore, we have the decomposition of disjoint
sets
Φ = (⊔{Ψ⊂Φ}S
(α)
Ψ
) ⊔ {±α}. (21)
Proof. For any β ∈ Φ, such that β , α, consider Ψ := 〈α, β〉Z ∩ Φ, then β ∈ S
(α)
Ψ
. Thus, β lies in the right
hand side of (21). It is clear that the right hand side of (21) is a disjoint union. 
Corollary 6.5.
(1) For any rank 2 root subsystem Ψ ⊂ Φ, we have the (tt) relation
[
tα,
∑
β∈S
(α)
Ψ
tβ
]
= 0.
(2) For any β ∈ S
(α)
Ψ
, we have [tβ,
∑
γ∈S
(α)
Ψ
tγ + tα] = 0.
Proof. Let Ψ ⊂ Φ be a rank 2 root subsystem containing α, we have S
(α)
Ψ
= (Ψ \ {±α}) \ ∪{Ψ′(Ψ|α∈Ψ′}Ψ
′. The
conclusion follows from the (tt) relations [tβ,
∑
γ∈Ψ+ tγ] = 0, and [tβ,
∑
γ∈Ψ′+ tγ] = 0. 
Lemma 6.6. For any u1, u2 ∈ S
(β)
Ψ
, we have
ω(u∨1 , β) = ±ω(u
∨
2 , β).
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Proof. For ui ∈ S
(β)
Ψ
, i = 1, 2. Since 〈ui, β〉Z = Ψ, the transition matrix between the two integral basis {u1, β}
and {u2, β} is of the form
(
1 y
0 x
)
, thus x = ±1. Write u1 = ±u2 + yβ. Then, ω(u
∨
1
, β) = ω((±u2 + yβ)
∨, β) =
±ω(u∨
2
, β). So the assertion follows. 
6.2. The map δ˜2m preserves relation (yx). We show
[δ˜2m(y(u)), x(v)] + [y(u), δ˜2m(x(v))] =
∑
γ∈Φ+
(u, γ)(v, γ)δ˜2m(tγ) (22)
in this subsection.
By definition of δ˜2m, the left hand side of (22) is
[δ˜2m(y(u)), x(v)] + [y(u), δ˜2m(x(v))] =
[1
2
∑
γ∈Φ+
γ(u)
∑
p+q=2m−1
[(ad
xγ∨
2
)p(tγ), (ad−
xγ∨
2
)q(tγ)], x(v)
]
.
By linearity of x(v) in v, we have x(v) = 1
2
(v, γ)xγ∨ + x(v
′), where (γ, v′) = 0. Using the (tx)-relation
[tγ, x(v
′)] = 0, we have
[[(ad
xγ∨
2
)p(tγ), (ad−
xγ∨
2
)q(tγ)], x(v
′)] = 0.
Taking into account this simplification, we have
[δ˜2m(y(u)), x(v)] + [y(u), δ˜2m(x(v))]
=[
1
2
∑
γ∈Φ+
γ(u)
∑
p+q=2m−1
[(ad
xγ∨
2
)p(tγ), (ad−
xγ∨
2
)q(tγ)], (v, γ)
xγ∨
2
]
=
1
2
∑
γ∈Φ+
(v, γ)γ(u)[
∑
p+q=2m−1
([(ad
xγ∨
2
)p+1(tγ), (ad−
xγ∨
2
)q(tγ)] − [(ad
xγ∨
2
)p(tγ), (ad−
xγ∨
2
)q+1(tγ)])
=
∑
γ∈Φ+
(v, γ)γ(u)[tγ , (ad−
xγ∨
2
)2m(tγ)] =
∑
γ∈Φ+
(v, γ)(u, γ)δ˜2m(tγ).
This completes the proof that δ˜2m preserves relation (yx).
6.3. The map δ˜2m preserves relation (tt). We show in this subsection that
[δ˜2m(tα),
∑
β∈Ψ+
tβ] + [tα,
∑
β∈Ψ+
δ˜2m(tβ)] = 0. (23)
Lemma 6.7. Let Ψ be a rank 2 root system, and suppose we have the relation [tα,
∑
β∈Ψ+ tβ] = 0. Then,
δ˜2m(tβ) =
∑
γ∈Ψ+
[tβ, (ad
xγ∨
2
)2m(tγ)].
Proof. To show the claim, it suffices to show
∑
{γ∈Ψ+ |γ,β}[tβ, (ad
xγ∨
2
)2m(tγ)] = 0.
Using the (tx) relation, we have∑
{γ∈Ψ+|γ,β}
[tβ, (ad
xγ∨
2
)2m(tγ)] =
∑
{γ∈Ψ+|γ,β}
[tβ, (ad
xω(γ∨,β)
−2
)2m(tγ)] =
∑
Ψ′⊂Ψ
∑
γ∈S
(β)
Ψ′
∩Ψ+
[tβ, (ad
xω(γ∨,β)
−2
)2m(tγ)],
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where the last equality follows from the decomposition in Lemma 6.4. By Lemma 6.6, the term (ad
xω(γ∨ ,β)
−2
)2m
is independent of γ ∈ S
(β)
Ψ′
. Using the relation [tβ, xω(γ∨,β)] = 0, we have∑
γ∈S
(β)
Ψ′
∩Ψ+
[tβ, (ad
xω(γ∨,β)
−2
)2m(tγ)] = (ad
xω(γ∨,β)
−2
)2m[tβ,
∑
γ∈S
(β)
Ψ′
∩Ψ+
tγ] = 0.
The last equality follows from the (tt) relation in Corollary 6.5. This completes the proof. 
We use Lemma 6.7 to show the equality (23). By Lemma 6.7, we have
[δ˜2m(tα),
∑
β∈Ψ+
tβ] + [tα,
∑
β∈Ψ+
δ˜2m(tβ)] = −
[
tα,
∑
β∈Ψ+
[tβ, (ad
xα∨
2
)2m(tα)]
]
+
[
tα,
∑
β∈Ψ+
∑
γ∈Ψ+
[tβ, (ad
xγ
2
)2m(tγ)]
]
=
[
tα,
∑
β∈Ψ+
[tβ,
∑
{γ|γ,α}
(ad
xγ∨
2
)2m(tγ)]
]
=
[
tα,
∑
β∈Ψ+
[tβ,
∑
{γ|γ,α}
(ad
xω(γ∨,α)
2
)2m(tγ)]
]
=
∑
Ψ′⊂Ψ
[
tα, [
∑
β∈Ψ+
tβ,
∑
γ∈S
(α)
Ψ′
∩Ψ+
(ad
ω(γ∨, α)
2
)2mtγ]
]
,
where the last equality follows from the decomposition in Lemma 6.4. By Lemma 6.6, the term (ad
xω(γ∨ ,β)
2
)2m
is independent of γ ∈ S
(β)
Ψ′
. Using the relation [tβ, xω(γ∨,β)] = 0, we have[
tβ,
∑
γ∈S
(α)
Ψ′
∩Ψ+
(ad
ω(γ∨, α)
2
)2mtγ
]
= (ad
ω(γ∨, α)
2
)2m[tβ,
∑
γ∈S
(α)
Ψ′
∩Ψ+
tγ] = 0.
The last equality follows from the (tt) relation in Corollary 6.5. This implies the equality (23).
6.4. The map δ˜2m preserves relation (ty). We show in this subsection
[y(u), δ˜2m(tα)] + [δ˜2m(y(u)), tα] = 0, if (α, u) = 0. (24)
We first calculate the term [δ˜2m(y(u)), tα].
Lemma 6.8. We write {Ψ ⊂ Φ} for the subset of rank 2 root subsystems of Φ. We have
[δ˜2m(y(u)), tα] =
1
2
∑
Ψ⊂Φ
∑
{(γ,β)∈S
(α)
Ψ
∩Ψ+ |γ,β}
γ(u)
[
tα,
(ad
xω(β∨ ,γ)
2
)2m − (ad
xω(γ∨ ,β)
2
)2m
−ǫ(β, γ) ad
xω(β∨ ,γ)
2
− ad
xω(γ∨ ,β)
2
[tβ, tγ]
]
, (25)
where ǫ(β, γ) = ±1. It is determined by the equality ω(γ∨, α) = ǫ(β, γ)ω(β∨, α).
Proof. For fixed p, q, such that p+q = 2m−1. Using the relations [xγ∨ , tγ] = −[xω(γ∨,α), tγ] and [xω(γ∨,α), tα] =
0, we have [
[(ad
xγ∨
2
)p(tγ), (ad−
xγ∨
2
)q(tγ)], tα
]
=
[
[tα, (ad
xγ∨
−2
)q(tγ)], (ad
xγ∨
2
)p(tγ)
]
−
[
[tα, (ad
xγ∨
2
)p(tγ)], (ad
xγ∨
−2
)q(tγ)
]
=
[
(ad
xω(γ∨,α)
2
)q[tα, tγ], (ad
xγ∨
2
)p(tγ)
]
−
[
(ad
xω(γ∨,α)
−2
)p[tα, tγ], (ad
xγ∨
−2
)q(tγ)
]
=
[
(ad
xω(γ∨,α)
2
)q[tα, tγ], (ad
xγ∨
2
)p(tγ)
]
+
[
(ad
xω(γ∨,α)
2
)p[tα, tγ], (ad
xγ∨
2
)q(tγ)
]
. (26)
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Taking summation over all pairs (p, q) with p + q = 2m − 1, the two summands in (26) could be combined.
Therefore, we have
∑
p+q=2m−1
[
[(ad
xγ∨
2
)p(tγ), (ad−
xγ∨
2
)q(tγ)], tα
]
= 2
∑
p+q=2m−1
[
(ad
xω(γ∨,α)
2
)p[tα, tγ], (ad
xγ∨
2
)q(tγ)
]
.
By (26), together with the (tt) relation [tα, tγ] = −
∑
{β∈S
(α)
Ψ
|β,γ}
[tα, tβ] and the fact Φ\{±α} = ⊔Ψ⊂ΦS
(α)
Ψ
, we
have
[
∑
γ∈Φ+
γ(u)
∑
p+q=2m−1
[(ad
xγ∨
2
)p(tγ), (ad−
xγ∨
2
)q(tγ)], tα]
=2
∑
γ∈Φ+
γ(u)
∑
p+q=2m−1
[
(ad
xω(γ∨,α)
2
)p[tα, tγ], (ad
xγ∨
2
)q(tγ)
]
= − 2
∑
Ψ+⊂Φ+
∑
{γ|γ∈S
(α)
Ψ
∩Φ+}
∑
{β|β∈S
(α)
Ψ
∩Φ+, β,γ}
γ(u)
∑
p+q=2m−1
[
(ad
xω(γ∨,α)
2
)p[tα, tβ], (ad
xγ∨
2
)q(tγ)
]
= − 2
∑
Ψ⊂Φ
∑
{(γ,β)∈S
(α)
Ψ
∩Ψ+ |γ,β}
γ(u)
∑
p+q=2m−1
[
[tα, (ad
xω(γ∨,α)
2
)ptβ], (ad
xγ∨
2
)q(tγ)
]
. (27)
For a pair (γ, β) ∈ S
(α)
Ψ
, as shown in Lemma 6.6, ω(γ∨, α) = ǫ(β, γ)ω(β∨, α), where ǫ(β, γ) = ±1. Therefore,
we simplify (27) further.
[
[tα, (ad
xω(γ∨,α)
2
)ptβ], (ad
xγ∨
2
)q(tγ)
]
= ǫ(β, γ)p
[
[tα, (ad
xω(β∨,α)
2
)ptβ], (ad
xγ∨
2
)q(tγ)
]
= (−ǫ(β, γ))p
[
[tα, (ad
xβ∨
2
)ptβ], (ad
xγ∨
2
)q(tγ)
]
. (28)
We plug (28) into (27) and then split (27) into two equal parts. We use the trick that switching the pair (β, γ),
and then the pair of two indices (p, q). The identity γ(u) = ǫ(β, γ)β(u) is useful in the simplification, which
follows from the fact (α, u) = 0. For p + q = 2m − 1, we have (−ǫ(β, γ))q+1 = (−ǫ(β, γ))p. More precisely,
we have
2[δ˜2m(y(u)), tα] =[
∑
γ∈Φ+
γ(u)
∑
p+q=2m−1
[(ad
xγ∨
2
)p(tγ), (ad−
xγ∨
2
)q(tγ)], tα]
= − 2
∑
Ψ+⊂Φ+
∑
{(γ,β)∈S
(α)
Ψ
∩Φ+ |γ,β}
γ(u)
∑
p+q=2m−1
(−ǫ(β, γ))p
[
[tα, (ad
xβ∨
2
)ptβ], (ad
xγ∨
2
)q(tγ)
]
= −
∑
Ψ+⊂Φ+
∑
{(γ,β)∈S
(α)
Ψ
∩Φ+ |γ,β}
γ(u)
∑
p+q=2m−1
(−ǫ(β, γ))p
[
[tα, (ad
xβ∨
2
)ptβ], (ad
xγ∨
2
)q(tγ)
]
−
∑
Ψ+⊂Φ+
∑
{(β,γ)∈S
(α)
Ψ
∩Φ+ |γ,β}
β(u)
∑
p+q=2m−1
(−ǫ(β, γ))p
[
[tα, (ad
xγ∨
2
)ptγ], (ad
xβ∨
2
)q(tβ)
]
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= −
∑
Ψ+⊂Φ+
∑
{(γ,β)∈S
(α)
Ψ
∩Φ+ |γ,β}
γ(u)
∑
p+q=2m−1
(−ǫ(β, γ))p
[
[tα, (ad
xβ∨
2
)ptβ], (ad
xγ∨
2
)q(tγ)
]
−
∑
Ψ+⊂Φ+
∑
{(β,γ)∈S
(α)
Ψ
∩Φ+ |γ,β}
γ(u)
∑
p+q=2m−1
(−ǫ(β, γ))p
[
(ad
xβ∨
2
)p(tβ), [tα, (ad
xγ∨
2
)qtγ]
]
= −
∑
Ψ+⊂Φ+
∑
{(γ,β)∈S
(α)
Ψ
∩Φ+ |γ,β}
γ(u)
∑
p+q=2m−1
(−ǫ(β, γ))p
[
tα, [(ad
xβ∨
2
)ptβ, (ad
xγ∨
2
)q(tγ)]
]
=
∑
Ψ+⊂Φ+
∑
{(γ,β)∈S
(α)
Ψ
∩Φ+ |γ,β}
γ(u)
∑
p+q=2m−1
(−ǫ(β, γ))p
[
tα, [(ad
xω(β∨,γ)
2
)ptβ, (ad
xω(γ∨,β)
2
)q(tγ)]
]
=
∑
Ψ+⊂Φ+
∑
{(γ,β)∈S
(α)
Ψ
∩Φ+ |γ,β}
γ(u)
∑
p+q=2m−1
[
tα, (−ǫ(β, γ) ad
xω(β∨,γ)
2
)p(ad
xω(γ∨,β)
2
)q[tβ, tγ]
]
=
∑
Ψ+⊂Φ+
∑
{(γ,β)∈S
(α)
Ψ
∩Φ+ |γ,β}
γ(u)
[
tα,
(ad
xω(β∨ ,γ)
2
)2m − (ad
xω(γ∨ ,β)
2
)2m
−ǫ(β, γ) ad
xω(β∨ ,γ)
2
− ad
xω(γ∨ ,β)
2
[tβ, tγ]
]
.
This completes the proof. 
We then calculate the term [y(u), δ˜2m(tα)]. Using the relation [y(u), tα] = 0, we have
[y(u), δ˜2m(tα)]
=
[
tα, [y(u), (ad
xα∨
2
)2m(tα)]
]
By [y(u), tα] = 0.
=
[
tα,
1
2
∑
{γ∈Φ+|γ,α}
(α∨, γ)(u, γ)
2m∑
s=0
(ad
xα∨
2
)s(ad
xω(α∨,γ)
−2
)2m−1−s[tγ, tα]
]
By Jacobi identity and the relation (yx)
=
[
tα,
∑
{γ∈Φ+|γ,α}
γ(u)
(ad
xα∨
2
)2m − (ad
xω(α∨ ,γ)
−2
)2m
ad
xω(γ∨ ,α)
−2
[tγ, tα]
]
. By the fact that
α∨ + ω(α∨, γ)
(α∨, γ)
=
ω(γ∨, α)
−2
.
Using the decomposition in Lemma 6.4, and the (tt) relation in Corollary 6.5, the above is the same as
[
tα,
∑
Ψ⊂Φ
∑
{γ|γ∈S
(α)
Ψ
∩Ψ+}
γ(u)
(ad
xα∨
2
)2m − (ad
xω(α∨ ,γ)
−2
)2m
ad
xω(γ∨ ,α)
−2
[tγ, tα]
]
=
[
tα,
∑
Ψ⊂Φ
∑
{γ,β∈S
(α)
Ψ
∩Ψ+}
γ(u)
(ad
xα∨
2
)2m − (ad
xω(α∨ ,γ)
−2
)2m
ad
xω(γ∨ ,α)
−2
[tβ, tγ]
]
.
(29)
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Switching β and γ, we have
[y(u), δ˜2m(tα)] =
[
tα,
∑
Ψ⊂Φ
∑
{γ,β∈S
(α)
Ψ
∩Ψ+}
γ(u)
(ad
xα∨
2
)2m − (ad
xω(α∨ ,γ)
−2
)2m
ad
xω(γ∨ ,α)
−2
[tβ, tγ]
]
=
1
2
[
tα,
∑
Ψ⊂Φ
∑
{γ,β∈S
(α)
Ψ
∩Ψ+}
γ(u)
(ad
xα∨
2
)2m − (ad
xω(α∨ ,γ)
−2
)2m
ad
xω(γ∨ ,α)
−2
[tβ, tγ]
]
(30)
−
1
2
[
tα,
∑
Ψ⊂Φ
∑
{γ,β∈S
(α)
Ψ
∩Ψ+}
β(u)
(ad
xα∨
2
)2m − (ad
xω(α∨ ,β)
−2
)2m
ad
xω(β∨ ,α)
−2
[tβ, tγ]
]
=
1
2
[
tα,
∑
Ψ⊂Φ
∑
{γ,β∈S
(α)
Ψ
∩Ψ+}
γ(u)
(ad
xω(α∨ ,β)
2
)2m − (ad
xω(α∨ ,γ)
−2
)2m
ad
xω(γ∨ ,α)
−2
[tβ, tγ]
]
. (31)
For fixed α and Ψ. The set S
(α)
Ψ
is given in Examples 6.2 and 6.3. The relation (24) follows from direct
computation by comparing (25) and (30).
More precisely, we assume the pair β, γ satisfy β = ǫ(β, γ)γ + α, then, we have
ω(β∨, γ) = ω(α∨, γ), ω(γ∨, β) = −ǫ(β, γ)ω(α∨, β), ǫ(β, γ)ω(β∨, γ) + ω(γ∨, β) = ω(γ∨, α).
Therefore, the relation (24) holds under this assumption.
The assumption β = ǫ(β, γ)γ + α does not hold only when α is the short root of G2. For the exceptional
case, we have β = ǫ(β, γ)γ + 3α. We modify the equality of (29) to use a more refined (tt) relation for the
root system ΦG2 , see Example 6.3. Then, the corresponding term of [y(u), δ˜2m(tα)] in (30) will be modified
to
1
2
[
tα, γ(u)
(ad
xω((3α)∨,β)
2
)2m − (ad
xω((3α)∨,γ)
−2
)2m
ad
xω(γ∨ ,3α)
−2
[tβ, tγ]
]
.
The rest of the proof is exactly the same as before. This concludes the relation (24).
6.5. The map δ˜2m preserves relation (yy). We show in this subsection
[y(u), δ˜2m(y(v))] + [δ˜2m(y(u)), y(v)] = 0, for any u, v ∈ h. (32)
By definition of δ˜2m, we have
[y(u), δ˜2m(y(v))] + [δ˜2m(y(u)), y(v)] =
[
y(u),
1
2
∑
γ∈Φ+
γ(v)
∑
p+q=2m−1
[(ad
xγ∨
2
)p(tγ), (ad−
xγ∨
2
)q(tγ)]
]
−
[
y(v),
1
2
∑
γ∈Φ+
γ(u)
∑
p+q=2m−1
[(ad
xγ∨
2
)p(tγ), (ad−
xγ∨
2
)q(tγ)]
]
=
∑
γ∈Φ+
[
yη,
1
2
∑
p+q=2m−1
[(ad
xγ∨
2
)p(tγ), (ad−
xγ∨
2
)q(tγ)]
]
=
∑
γ∈Φ+
∑
p+q=2m−1
[
[yη, (ad
xγ∨
2
)p(tγ)], (ad−
xγ∨
2
)q(tγ)
]
, (33)
where yη = γ(v)y(u) − γ(u)y(v) and therefore [yη, tγ] = 0.
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We use the relation (yx), we have
[yη, (ad
xγ∨
2
)p(tγ)] =
p−1∑
s=0
(ad
xγ∨
2
)s ad([yη,
xγ∨
2
])(ad
xγ∨
2
)p−1−s(tγ)]
=
p−1∑
s=0
∑
β∈Φ+
(β, η)(β,
γ∨
2
)(ad
xγ∨
2
)s ad(tβ)(ad
xγ∨
2
)p−1−s(tγ)]
=
p−1∑
s=0
∑
β∈Φ+
(β, η)(β,
γ∨
2
)(ad
xγ∨
2
)s(ad
xω(γ∨,β)
−2
)p−1−s[tβ, tγ]
=
p−1∑
s=0
∑
β∈Φ+
det(β, γ)u,v(β,
γ∨
2
)(ad
xγ∨
2
)s(ad
xω(γ∨,β)
−2
)p−1−s[tβ, tγ]
=
∑
β∈Φ+
det(β, γ)u,v(β,
γ∨
2
)
(ad
xγ∨
2
)p − (ad
xω(γ∨ ,β)
−2
)p
ad
xγ∨
2
+ ad
xω(γ∨ ,β)
2
[tβ, tγ]
=
∑
β∈Φ+
det(β, γ)u,v
(ad
xγ∨
2
)p − (ad
xω(γ∨ ,β)
−2
)p
ad
xω(β∨ ,γ)
−2
[tβ, tγ], (34)
where det(β, γ)u,v = β(u)γ(v) − β(v)γ(u). The last equality of (34) follows from the linearity of x(u), and the
equality
γ∨+ω(γ∨,β)
(γ∨,β)
=
ω(β∨,γ)
−2
.
We now use the decomposition Φ = ⊔Ψ⊂ΦS
(γ)
Ψ
⊔ {±γ}, and the (tt) relation in Corollary 6.5. By fixing
γ ∈ Φ+, we have
(34) =
∑
Ψ⊂Φ
∑
β∈S
(γ)
Ψ
∩Ψ+
det(β, γ)u,v
(ad
xγ∨
2
)p − (ad
xω(γ∨ ,β)
−2
)p
ad
xω(β∨ ,γ)
−2
[tβ, tγ]
= −
∑
Ψ⊂Φ
∑
β,α∈S
(γ)
Ψ
∩Ψ+
det(β, γ)u,v
(ad
xγ∨
2
)p − (ad
xω(γ∨ ,β)
−2
)p
ad
xω(β∨ ,γ)
−2
[tβ, tα]
= −
1
2
∑
Ψ⊂Φ
∑
β,α∈S
(γ)
Ψ
∩Ψ+
det(β, γ)u,v
(ad
xγ∨
2
)p − (ad
xω(γ∨ ,β)
−2
)p
ad
xω(β∨ ,γ)
−2
[tβ, tα]
+
1
2
∑
Ψ⊂Φ
∑
β,α∈S
(γ)
Ψ
∩Ψ+
det(α, γ)u,v
(ad
xγ∨
2
)p − (ad
xω(γ∨ ,α)
−2
)p
ad
xω(α∨ ,γ)
−2
[tβ, tα]
= −
1
2
∑
Ψ⊂Φ
∑
β,α∈S
(γ)
Ψ
∩Ψ+
det(β, γ)u,v
(ad
xω(γ∨ ,α)
−2
)p − (ad
xω(γ∨ ,β)
−2
)p
ad
xω(β∨ ,γ)
−2
[tβ, tα].
The last equality follow from the fact that for α, β ∈ S
(γ)
Ψ
,
ad
xω(β∨,γ)
−2
/ det(β, γ)u,v = ad
xω(α∨,γ)
−2
/ det(α, γ)u,v.
For α, β ∈ S
(γ)
Ψ
, we have α, β, γ are colinear. Therefore, there exist three integers A, B,C ∈ Z, such that
Aα + Bβ + Cγ = 0. From Examples 6.2 and 6.3, we know for α, β ∈ S
(γ)
Ψ
, we have either ±(α ± β) = γ or
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±(α ± β) = 3γ. We first deal with the case ±(α ± β) = γ. Without loss of generality, we assume first that
C = 1, and A = ±1, B = ±1. Then we have the equalities
ω(γ∨, α) =
−1
B
ω(β∨, α), ω(γ∨, β) =
−1
A
ω(α∨, β),
ω(γ∨, α) − ω(γ∨, β) =
−1
B
ω(β∨, γ).
Using the above equalities, we compute the equation (34) further.
(34) =
1
2
∑
Ψ⊂Φ
∑
β,α∈S
(γ)
Ψ
∩Ψ+
det(β, γ)u,v
B
∑
s+k=p−1
(ad
xω(γ∨,α)
−2
)s(ad
xω(γ∨,β)
−2
)k[tβ, tα]
=
1
2
∑
Ψ⊂Φ
∑
β,α∈S
(γ)
Ψ
∩Ψ+
det(β, γ)u,v
B
∑
s+k=p−1
(
1
B
ad
xω(β∨,α)
2
)s(
1
A
ad
xω(α∨,β)
2
)k[tβ, tα]
=
1
2
∑
Ψ⊂Φ
∑
β,α∈S
(γ)
Ψ
∩Ψ+
det(β, γ)u,v
B
∑
s+k=p−1
[
(
1
B
ad
xβ∨
−2
)s(tβ), (
1
A
ad
xα∨
−2
)k(tα)
]
. (35)
Plugging the formula (35) into the equation (33), we have
[δ˜2m(y(u)), y(v)] + [y(u), δ˜2m(y(v))]
=
1
2
∑
s+k+q=2m−2
∑
γ∈Φ+
∑
Ψ⊂Φ
∑
β,α∈S
(γ)
Ψ
∩Ψ+
det(β, γ)u,v
B
[[
(
1
B
ad
xβ∨
−2
)s(tβ), (
1
A
ad
xα∨
−2
)k(tα)
]
, (ad
xγ∨
−2
)q(tγ)
]
=
1
2
∑
s+k+q=2m−2
∑
γ∈Φ+
∑
Ψ⊂Φ
∑
β,α∈S
(γ)
Ψ
∩Ψ+
det(β, γ)u,v
Bs+1Ak
[[
(ad
xβ∨
−2
)s(tβ), (ad
xα∨
−2
)k(tα)
]
, (ad
xγ∨
−2
)q(tγ)
]
. (36)
Exactly the same proof as before, using ABα + Bγ + β = 0, we have
[δ˜2m(y(u)), y(v)] + [y(u), δ˜2m(y(v))]
=
1
2
∑
s+k+q=2m−2
∑
β∈Φ+
∑
Ψ⊂Φ
∑
γ,α∈S
(β)
Ψ
∩Ψ+
det(γ, β)u,v
Bq+k+1Ak
[[
(ad
xγ∨
−2
)q(tγ), (ad
xα∨
−2
)k(tα)
]
, (ad
xβ∨
−2
)s(tβ)
]
, (37)
and using Aγ + ABβ + α = 0, one get
[δ˜2m(y(u)), y(v)] + [y(u), δ˜2m(y(v))]
=
1
2
∑
s+k+q=2m−2
∑
α∈Φ+
∑
Ψ⊂Φ
∑
γ,β∈S
(α)
Ψ
∩Ψ+
det(β, α)u,v
A1+s+qBs+1
[[
(ad
xβ∨
−2
)s(tβ), (
1
A
ad
xγ∨
−2
)q(tγ)
]
, (ad
xα∨
−2
)k(tα)
]
. (38)
It is obvious that det(β, γ)u,v = − det(γ, β)u,v = −A det(β, α)u,v. Therefore, taking into account that s+k+q =
2m − 2, the coefficients satisfy the equality
det(β, γ)u,v
Bs+1Ak
= −
det(γ, β)u,v
Bq+k+1Ak
= −
det(β, α)u,v
A1+s+qBs+1
.
Taking the summation of (36), (37) and (38), we have
3
(
[δ˜2m(y(u)), y(v)] + [y(u), δ˜2m(y(v))]
)
= 0
by the Jacobi identity.
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When Aα+Bβ+3γ = 0, which is the case G2. We modify the above proof using the refined (tt) relations.
Then the equation (36) is modified to
[δ˜2m(y(u)), y(v)] + [y(u), δ˜2m(y(v))]
=
1
2
∑
s+k+q=2m−2
∑
γ∈Φ+
∑
Ψ⊂Φ
∑
β,α∈S
(γ)
Ψ
∩Ψ+
BC det(β, γ)u,v
[[
(
1
B
ad
xβ∨
−2
)s(tβ), (
1
A
ad
xα∨
−2
)k(tα)
]
, (
1
C
ad
xγ∨
−2
)q(tγ)
]
.
The rest of the proof is similar.
7. A principal bundle on the moduli spaceM1,n
Let e, f , h be the standard basis of sl2. There is a Lie algebra morphism d→ sl2 defined by δ2m 7→ 0, d 7→
h, X 7→ e,∆0 7→ f . Let d+ ⊂ d be the kernel of this homomorphism. Since the morphism has a section, which
is given by e 7→ X, f 7→ ∆0 and h 7→ d, we have a semidirect decomposition d = d+ ⋊ sl2. As a consequence,
we have the decomposition
tΦ
ell
⋊ d = (tΦ
ell
⋊ d+) ⋊ sl2.
Lemma 7.1. [6, Lemma 8] The Lie algebra tΦ
ell
⋊ d+ is positively graded.
Proof. Define a Z2−grading of d and tΦell by
deg(∆0) = (−1, 1), deg(d) = (0, 0), deg(X) = (1,−1), deg(δ2m) = (2m + 1, 1)
and deg(x(u)) = (1, 0) deg(y(u)) = (0, 1), deg(tα) = (1, 1).
It is straightforward to check this Lie algebra is positively graded. 
We form the following semidirect product
Gn := exp(
̂tΦell ⋊ d+) ⋊ SL2(C),
where ̂tΦ
ell
⋊ d+ is the completion of t
Φ
ell
⋊ d+ with respect to the grading in Lemma 7.1.
Let P∨ be the coweight lattice, the semidirect product (P∨ ⊕ P∨) ⋊ SL2(Z) acts on h × H. For (n, τm) ∈
(P∨ ⊕ P∨) and (z, τ) ∈ h × H, the action is given by translation. (n,m) ∗ (z, τ) := (z + n + τm, τ). For(
a b
c d
)
∈ SL2(Z), the action is given by
(
a b
c d
)
∗ (z, τ) := ( z
cτ+d
, aτ+b
cτ+d
).
Let α(−) : h→ C be the map induced by the root α ∈ h∨. We define H˜α,τ ⊂ h × H to be
H˜α,τ = {(z, τ) ∈ h × H | α(z) ∈ Λτ = Z + τZ}.
Lemma 7.2. The group (P∨ ⊕ P∨) ⋊ SL2(Z) preserves the hyperplane complement h × H \
⋃
α∈Φ+,τ∈H H˜α,τ.
Proof. It is clear that α(n + τm) ∈ Λτ, for any α ∈ Φ. Therefore, for (z, τ) ∈ h × H such that α(z) < Λτ, we
have α(z + n + τm)) < Λτ.
Let (z, τ) ∈ h × H be the element such that α(z) < Λτ for any α ∈ Φ. Suppose there exists some β ∈ Φ
and n,m ∈ Z, such that β( z
cτ+d
) = n + m aτ+b
cτ+d
. It is equivalent to β(z) = n(cτ + d) + m(aτ + b) ∈ Λτ, which is
contradicting with the choice of (z, τ). This completes the proof. 
We define the elliptic moduli space M1,n to be the quotient of h × H \
⋃
α∈Φ+,τ∈H H˜α,τ by the group
(P∨ ⊕ P∨) ⋊ SL2(Z) action. Let π : h × H \
⋃
α∈Φ+,τ∈H H˜α,τ → M1,n be the natural projection. We define a
principal Gn−bundle Pn on the elliptic moduli spaceM1,n in this section.
For u ∈ C∗, ud :=
(
u 0
0 u−1
)
∈ SL2(C) ⊂ Gn and for v ∈ C, e
vX :=
(
1 v
0 1
)
∈ SL2(C) ⊂ Gn.
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Proposition 7.3. There exists a unique principal Gn−bundle Pn overM1,n, such that a section of U ⊂ M1,n
is a function f : π−1(U) → Gn, with the properties that
f (z + λ∨i |τ) = f (z|τ), f (z + τλ
∨
i |τ) = e
−2πixλ∨
i f (z|τ), f (z|τ + 1) = f (z|τ),
f (
z
τ
| −
1
τ
) = τd exp(
2πi
τ
(
∑
i
zixλ∨
i
+ X)) f (z|τ).
Proof. In [6, Proposition 10], Calaque–Enriquez–Etingof constructed a principal bundle P˜n on h×H/((Z
n)2⋊
SL2(Z)) with the structure group Gn. The vector bundle Pn can be obtained by restricting this bundle P˜n on
M1,n ⊂ h × H/((Z
n)2 ⋊ SL2(Z)). 
8. Flat connection on the elliptic moduli space
In this section, we construct the universal flat connection on the moduli space M1,n of (pointed) elliptic
curves associated to a root system Φ. This connection is an extension of the universal KZB connection
∇KZB,τ. Recall that in Section §2 (3), we have the function k(z, x|τ) =
θ(z+x|τ)
θ(z|τ)θ(x|τ)
− 1
x
∈ Hol(C − Λτ)[[x]]. Let
g(z, x|τ) := kx(z, x|τ) =
θ(z + x|τ)
θ(z|τ)θ(x|τ)
(
θ′
θ
(z + x|τ) −
θ′
θ
(x|τ)
)
+
1
x2
be the derivative of function k(z, x|τ) with respect to variable x. We have g(z, x|τ) ∈ Hol(C − Λτ)[[x]].
For a power series ψ(x) =
∑
n≥1 b2nx
2n ∈ C[[x]] with positive even degrees, we consider the following two
elements in ̂tΦell ⋊ d
δψ :=
∑
n≥1
b2nδ2n, ∆ψ := ∆0 + δψ = ∆0 +
∑
n≥1
b2nδ2n.
As in [6], we define the power series ϕ(x) to be
ϕ(x) = g(0, 0|τ) − g(0, x|τ) = −
1
x2
− (
θ′
θ
)′(x|τ) +
( 1
x2
+ (
θ′
θ
)′(x|τ)
)
|x=0 ∈ C[[x]],
which has positive even degrees. We set a2n := −
(2n+1)B2n+2(2iπ)
2n+2
(2n+2)!
, where Bn are the Bernoulli numbers
determined by the expansion x
ex−1
=
∑
r≥0
Br
r!
xr. Then, the power series ϕ(x) has the expansion ϕ(x) =∑
n≥1 a2nE2n+2(τ)x
2n for some coefficients E2n+2(τ) only depend on τ. By our convention, we have the
following two elements in ̂tΦ
ell
⋊ d
δϕ =
∑
n≥1
a2nE2n+2(τ)δ2n, ∆ϕ = ∆0 + δϕ = ∆0 +
∑
n≥1
a2nE2n+2(τ)δ2n.
Consider the following function on h × H
∆ := ∆(α, τ) = −
1
2πi
∆ϕ +
1
2πi
∑
β∈Φ+
g(β, ad
xβ∨
2
|τ)(tβ)
= −
1
2πi
∆0 −
1
2πi
∑
n≥1
a2nE2n+2(τ)δ2n +
1
2πi
∑
β∈Φ+
g(β, ad
xβ∨
2
|τ)(tβ).
This is a meromorphic function on Cn ×H valued in ̂(tΦell ⋊ d+) ⋊ n+ ⊂ Lie(Gn), where n+ = C∆0 ⊂ sl2. It has
only poles along the hyperplanes
⋃
α∈Φ+,τ∈H H˜α,τ.
Theorem 8.1. The following ̂tΦell ⋊ d-valued KZB connection onM1,n is flat.
∇KZB = ∇KZB,τ − ∆dτ = d − ∆dτ −
∑
α∈Φ+
k(α, ad
xα∨
2
|τ)(tα)dα +
n∑
i=1
y(ui)dui. (39)
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Note we have already shown the flatness of ∇KZB,τ in Theorem 2.5. We prove Theorem 8.1 in the rest of
this section. Set A := ∆dτ +
∑
α∈Φ+ k(α, ad
xα∨
2
|τ)(tα)dα −
∑n
i=1 y(u
i)dui, so that ∇KZB = d − A. By definition
of flatness, it suffices to show the curvature dA + A ∧ A is zero.
8.1. Proof of dA = 0. In this subsection, we show the differential dA vanishes. We have
dA =
∂A
∂τ
dτ +
n∑
i=1
∂A
∂αi
dαi
=
∑
α∈Φ+
∂
∂τ
k(α, ad
xα∨
2
|τ)(tα)dτ ∧ dα +
∑
i
∂
∂αi
∆(α, τ)dαi ∧ dτ
=
∑
α∈Φ+
∂
∂τ
k(α, ad
xα∨
2
|τ)(tα) −
1
2πi
∑
i
∑
β
∂
∂αi
g(β, ad
xα∨
2
|τ)(tα)dτ ∧ dαi
=
∑
α∈Φ+
(
∂
∂τ
k(α, ad
xα∨
2
|τ)(tα) −
1
2πi
∂
∂α
g(α, ad
xα∨
2
|τ)(tα))dτ ∧ dα,
which is 0 by the differential equation (∂τk)(z, x|τ) =
1
2πi
(∂zg)(z, x|τ). See [6, Page 190] for the proof of this
equation.
8.2. Simplification of A ∧ A. In this subsection, we simplify the term A ∧ A. By definition, we have,
A ∧ A =
∑
α∈Φ+
[∆(α, τ), k(α, ad
xα∨
2
|τ)(tα)]dτ ∧ dα −
∑
i
[∆(α|τ), yλ∨
i
]dτ ∧ dαi
= −
1
2πi
( ∑
α∈Φ+
[
∆ϕ −
∑
β∈Φ+
g(β, ad
xβ∨
2
|τ)(tβ), k(α, ad
xα∨
2
|τ)(tα)
]
dτ ∧ dα
−
n∑
i=1
[
∆ϕ −
∑
β∈Φ+
g(β, ad
xβ∨
2
|τ)(tβ), yλ∨
i
]
dτ ∧ dαi
)
= −
1
2πi
( ∑
α∈Φ+
[
∆ϕ, k(α, ad
xα∨
2
|τ)(tα)
]
dτ ∧ dα −
∑
α,β∈Φ+
[
g(β, ad
xβ∨
2
|τ)(tβ), k(α, ad
xα∨
2
|τ)(tα)
]
dτ ∧ dα
(40)
−
n∑
i=1
[∆ϕ, yλ∨
i
]dτ ∧ dαi +
n∑
i=1
[
∑
β∈Φ+
g(β, ad
xβ∨
2
|τ)(tβ), yλ∨
i
]dτ ∧ dαi
)
. (41)
We now simplify each summand of (40), (41). In the following lemma, we rewrite the second term of (40).
Lemma 8.2. Modulo the relations (tx), (xx) of tΦell, the following identity holds for any α, β ∈ Φ
+
[g(β, ad
xβ∨
2
|τ)(tβ), k(α, ad
xα∨
2
|τ)(tα)] = g(β, (ad
xω(β∨,α)
−2
)|τ)k(α, (ad
xω(α∨,β)
−2
)|τ)[tβ, tα].
Proof. When α = β, it is clear that both sides of the identity are zero, hence they are equal. We now assume
α , β. The desired identity follows from the relations
[xβ∨ + xω(β∨,α), tβ] = 0, [xω(β∨,α), tα] = 0,
and [xα∨ + xω(α∨ ,β), tα] = 0, [xω(α∨,β), tβ] = 0.

In the following lemma, we rewrite the second term of (41).
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Lemma 8.3. Modulo the relations (tx), (ty),(yx), (xx) of tΦell, the following identity holds.
n∑
i=1
[
y(ui), g(β, ad
xβ∨
2
|τ)(tβ)
]
dτ ∧ dui −
∑
β∈Φ+
[
y(
β∨
2
), g(β, ad
xβ∨
2
|τ)(tβ)
]
dτ ∧ dβ
=
∑
γ,β∈Φ+
g(β, ad
xβ∨
2
|τ) − g(β, (ad
xω(β∨ ,γ)
−2
)|τ)
ad
xω(γ∨ ,β)
−2
[tγ, tβ]dτ ∧ dγ
−
∑
γ,β∈Φ+
γ(β∨)
2
g(β, ad
xβ∨
2
|τ) − g(β, (ad
xω(β∨ ,γ)
−2
)|τ)
ad
xω(γ∨ ,β)
−2
[tγ, tβ]dτ ∧ dβ.
Proof. If β(ui) = 0, by Proposition 3.4, we have
[y(ui), g(β, ad
xβ∨
2
|τ)(tβ)] =
∑
γ∈Φ+
γ(β∨)γ(ui)
g(β, ad
xβ∨
2
|τ) − g(β, (ad
xω(β∨ ,γ)
−2
)|τ)
adxβ∨ + adxω(β∨ ,γ)
[tγ, tβ].
For a fixed root β, extend {β} to a basis {u1, . . . , un} of h
∗, with u1 = β. Let {u
1, . . . , un} be the corresponding
dual basis. We then have u1 =
β∨
2
, and β(ui) = 0, for i , 1. For such choice of {ui}, we have
n∑
i=1
[y(ui), g(β, ad
xβ∨
2
|τ)(tβ)]dτ ∧ dui − [y(
β∨
2
), g(β, ad
xβ∨
2
|τ)(tβ)]dτ ∧ dβ
=
n∑
i=2
[y(ui), g(β, ad
xβ∨
2
|τ)(tβ)]dτ ∧ dui
=
n∑
i=1
∑
γ∈Φ+
γ(β∨)γ(ui)
g(β, ad
xβ∨
2
|τ) − g(β, (ad
xω(β∨ ,γ)
−2
)|τ)
ad xβ∨ + ad xω(β∨,γ)
[tγ, tβ]dτ ∧ dui
−
∑
γ∈Φ+
γ(β∨)
γ(β∨)
2
g(β, ad
xβ∨
2
|τ) − g(β, (ad
xω(β∨ ,γ)
−2
)|τ)
ad xβ∨ + ad xω(β∨,γ)
[tγ, tβ]dτ ∧ dβ
=
∑
γ,β∈Φ+
γ(β∨)
g(β, ad
xβ∨
2
|τ) − g(β, (ad
xω(β∨ ,γ)
−2
)|τ)
ad xβ∨ + ad xω(β∨,γ)
[tγ, tβ]dτ ∧ dγ
−
∑
γ∈Φ+
γ(β∨)
γ(β∨)
2
g(β, ad
xβ∨
2
|τ) − g(β, (ad
xω(β∨ ,γ)
−2
)|τ)
ad xβ∨ + ad xω(β∨,γ)
[tγ, tβ]dτ ∧ dβ
=
∑
γ,β∈Φ+
g(β, ad
xβ∨
2
|τ) − g(β, (ad
xω(β∨ ,γ)
−2
)|τ)
ad
xω(γ∨ ,β)
−2
[tγ, tβ]dτ ∧ dγ
−
∑
γ∈Φ+
γ(β∨)
2
g(β, ad
xβ∨
2
|τ) − g(β, (ad
xω(β∨ ,γ)
−2
)|τ)
ad
xω(γ∨ ,β)
−2
[tγ, tβ]dτ ∧ dβ.
The last equality follow from the identity
xβ∨+xω(β∨ ,γ)
γ(β∨)
=
xω(γ∨ ,β)
−2
in Lemma 3.1. Thus, the conclusion follows.

In the following lemma, we rewrite the first term of (41).
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Lemma 8.4. Modulo the relation (δy) of tΦell ⋊ d, we have
n∑
i=1
[∆ϕ, y(u
i)]dui =
∑
α∈Φ+
∑
s
[
fs
(
ad
xα∨
2
)
(tα), gs
(
ad
xα∨
−2
)
(tα)
]
dτ ∧ dα,
where the functions fs and gs are determined by the equality
1
2
ϕ(u)−ϕ(v)
u−v
=
∑
s fs(u)gs(v).
Proof. Recall that by definition, we have [∆0, y(u
i)] = 0, and the action of δ2m on y(u
i) is given by
[δ2m, y(u
i)] =
1
2
∑
α∈Φ+
α(ui)
∑
p+q=2m−1
[(ad
xα∨
2
)p(tα), (ad
xα∨
−2
)q(tα)].
Let ϕ(x) =
∑
n≥1 b2nx
2n, then,
1
2
ϕ(u) − ϕ(v)
u − v
=
1
2
∑
n≥1
b2n
∑
p+q=2n−1
upvq =
∑
s
fs(u)gs(v).
Therefore,
[∆ϕ, y(u
i)] =δϕ(y(u
i)) =
∑
n≥1
b2nδ2n(y(u
i))
=
1
2
∑
n≥1
b2n
∑
α∈Φ+
α(ui)
∑
p+q=2n−1
[(ad
xα∨
2
)p(tα), (ad
xα∨
−2
)q(tα)]
=
∑
α∈Φ+
α(ui)
∑
s
[ fs(ad
xα∨
2
)(tα), gs(ad
xα∨
−2
)(tα)].
This implies the conclusion. 
We now compute the first term of (40). First, we have the Lemma.
Lemma 8.5. Modulo the relations (δx) and (δt) of tΦ
ell
⋊ d, we have
[δϕ, k(α, ad
xα∨
2
|τ)(tα)] =
∑
s
[lαs (ad
xα∨
2
)(tα),m
α
s (ad
xα∨
2
)(tα)],
where k(α, u + v)ϕ(v) =
∑
s l
α
s (u)m
α
s (v).
Proof. Let ϕ(x) =
∑
n≥1 b2nx
2n, and k(x) =
∑
m>0 amx
m be the expansions of ϕ(x) and k(x), then we have
k(α, u + v)ϕ(v) =
∑
m>0
am
∑
p+q=m
(
m
p
)∑
n≥1
b2nu
mv2n+q =
∑
s
lαs (u)m
α
s (v).
Therefore,
[δϕ, k(α, ad
xα∨
2
|τ)(tα)] =
∑
n≥1
b2nk(α, ad
xα∨
2
|τ)δ2n(tα)
=
∑
m>0
am
∑
n≥1
b2n(ad
xα∨
2
)m[tα, (ad
xα∨
2
)2n(tα)]
=
∑
m>0
am
∑
n≥1
b2n
∑
p+q=m
(
m
p
)[
(ad
xα∨
2
)p(tα), (ad
xα∨
2
)2n+q(tα)
]
=
∑
s
[lαs (ad
xα∨
2
)(tα),m
α
s (ad
xα∨
2
)(tα)].
This completes the proof. 
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We need the following Lemma for the first term of (40).
Lemma 8.6. Modulo the relations [∆0, x], [∆0, y], [∆0, t], and (yx) of t
Φ
ell ⋊ d, we have
[∆0, k(α, ad
xα∨
2
|τ)(tα)] =
[yα∨
2
, g(α, ad
xα∨
2
|τ)(tα)
]
−
∑
s
[
hs(ad
xα∨
2
(tα), ks(ad
xα∨
2
(tα)
]
−
∑
γ,α
k(α, ad
xα∨
2
) − k(α, ad
xω(α∨ ,γ)
−2
) − (ad
xα∨
2
+ ad
xω(α∨ ,γ)
2
)g(α, ad
xω(α∨ ,γ)
−2
)
(ad
xω(γ∨ ,α)
−2
)2
[tγ, tα],
where the functions hs, ks are determined by the equality
1
2
(
k(α,u+v)−k(α,u)−vg(α,u)
v2
−
k(α,u+v)−k(α,v)−ug(α,v)
u2
)
=
−
∑
s hs(u)ks(v).
Proof. Using the relations [∆0, tα] = 0 and [∆0, xα∨] = yα∨ , we have
[∆0, (ad xα∨)
n(tα)] =
n−1∑
s=0
(ad xα∨ )
s(ad[∆0, xα∨])(ad xα∨)
n−1−s(tα) =
n−1∑
s=0
(ad xα∨)
s(ad yα∨ )(ad xα∨)
n−1−s(tα).
Using the Jacobi identity, we have the following equality, for 0 ≤ i ≤ n − 2.
(ad xα∨)
i(ad[xα∨ , yα∨])(ad xα∨)
n−2−i(tα) = (ad xα∨)
i+1(ad yα∨)(ad xα∨)
n−2−i(tα)−(ad xα∨)
i(ad yα∨)(ad xα∨)
n−1−i(tα).
Taking the summation over {i | 0 ≤ i ≤ s − 1}, we have
s−1∑
i=0
(ad xα∨)
i(ad[xα∨ , yα∨ ])(ad xα∨)
n−2−i(tα)
=
s−1∑
i=0
(ad xα∨)
i+1(ad yα∨)(ad xα∨)
n−2−i(tα) −
s−1∑
i=0
(ad xα∨)
i(ad yα∨ )(ad xα∨)
n−1−i(tα)
=(ad xα∨ )
s(ad yα∨ )(ad xα∨)
n−1−s(tα) − (ad yα∨ )(ad xα∨)
n−1(tα).
Therefore, taking the summation over {s | 0 ≤ s ≤ n − 1}, we have
[∆0, (ad xα∨)
n(tα)] =
n−1∑
s=0
(ad xα∨)
s(ad yα∨ )(ad xα∨)
n−1−s(tα)
=n ad yα∨ (ad xα∨)
n−1(tα) +
n−1∑
s=1
s−1∑
i=0
(ad xα∨)
i ad[xα∨ , yα∨ ](ad xα∨)
n−2−i(tα)
=n ad yα∨ (ad xα∨)
n−1(tα) −
n−1∑
s=1
s−1∑
i=0
∑
γ∈Φ+
(α∨, γ)2(ad xα∨)
i ad tγ(ad xα∨)
n−2−i(tα)
=n ad yα∨ (ad xα∨)
n−1(tα) −
n−1∑
s=1
s−1∑
i=0
(α∨, α)2(ad xα∨)
i ad tα(ad xα∨)
n−2−i(tα)
−
n−1∑
s=1
s−1∑
i=0
∑
{γ∈Φ+|γ,α}
(α∨, γ)2(ad xα∨)
i(ad xω(α∨,γ))
n−2−i[tγ, tα],
where the last equality follows from the (yx) relation [xα∨ , yα∨] = −
∑
γ∈Φ+(α
∨, γ)tγ. We now use the follow-
ing identity which can be shown by induction
n−1∑
s=1
s−1∑
i=0
aibn−2−i =
an − bn − nbn−1(a − b)
(a − b)2
, for n ≥ 2.
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The argument similar to the proof of Lemma 8.5 shows
[∆0, k(α, ad
xα∨
2
|τ)(tα)] =
[yα∨
2
, g(α, ad
xα∨
2
|τ)(tα)
]
−
∑
s
[
hs(ad
xα∨
2
)(tα), ks(ad
xα∨
2
)(tα)
]
−
∑
{γ∈Φ+|γ,α}
(α∨, γ)2
k(α, ad
xα∨
2
) − k(α, ad
xω(α∨ ,γ)
−2
) − (ad
xα∨
2
+ ad
xω(α∨ ,γ)
2
)g(α, ad
xω(α∨ ,γ)
−2
)
(ad xα∨ + ad xω(α∨,γ))2
[tγ, tα].
The conclusion now follows from the equality
xα∨+xω(α∨ ,γ)
(α∨,γ)
=
xω(γ∨ ,α)
−2
. 
Plugging the formulas in Lemmas 8.2, 8.3, 8.4, 8.5,and 8.6 into the formula (40)+(41) of A ∧ A, we get
−2πiA ∧ A =
∑
α∈Φ+
∑
s
[Fαs (ad
xα
2
),Gαs (ad
xα
2
)]dτ ∧ dα +
∑
{α,β∈Φ+|γ,α}
H(α, γ)[tγ, tα]dτ ∧ dα, (42)
where
∑
s Fs(u)
αGαs (v) = −L(α, u, v), and
L(z, u, v) =
1
2
ϕ(u) − ϕ(v)
u + v
+
1
2
k(z, u + v)(ϕ(u) − ϕ(v)) +
1
2
(g(z, u)k(z, v) − k(z, u)g(z, v))
−
1
2
(
k(z, u + v) − k(z, u) − vg(z, u)
v2
−
k(z, u + v) − k(z, v) − vg(z, v)
u2
)
.
As shown in [6], we have L(z, u, v) = 0. Therefore, the first summand of (42) is zero. In (42), we have
H(α, γ) = −
k(α, ad
xα∨
2
) − k(α, ad
xω(α∨ ,γ)
−2
)
(ad
xω(γ∨ ,α)
−2
)2
+
γ(α∨)
2
g(α, ad
xα∨
2
)
ad
xω(γ∨ ,α)
−2
+
g(γ, ad
xγ∨
2
) − g(γ, ad
xω(γ∨ ,α)
−2
)
ad
xω(α∨ ,γ)
−2
− g(γ, ad
xω(γ∨,α)
−2
)k(α, ad
xω(α∨,γ)
−2
).
To show the vanishing of (42), we first need the following identity of the coefficients H(α, γ).
Proposition 8.7. The following identity holds
H(α, γ) − H(α, α + γ) − H(γ + α, γ) + H(γ + α, α) ≡ 0.
Proof. We have the equalities xω(γ∨,α) = xω((α+γ)∨,α), and xω(α∨,γ) = xω((α+γ)∨,γ). Plugging them into the
definition of H(α, γ), we can simplify as follows.
H(α, γ) − H(α, α + γ) − H(γ + α, γ) + H(γ + α, α)
= −
k(α, ad
xω(α∨ ,α+γ)
−2
) − k(α, ad
xω(α∨ ,γ)
−2
)
(ad
xω(γ∨ ,α)
−2
)2
−
g(α, ad
xω(α∨ ,α+γ)
−2
)
ad
xω(γ∨ ,α)
−2
+
k(α + γ, ad
xω((α+γ)∨,α)
−2
) − k(α + γ, ad
xω((α+γ)∨,γ)
−2
)
(ad
xω(α∨ ,α+γ)
−2
)2
+
g(α + γ, ad
xω((α+γ)∨,α)
−2
)
ad
xω(α∨ ,α+γ)
−2
+
g(γ, ad
xω(γ∨ ,α+γ)
−2
) − g(γ, ad
xω(γ∨ ,α)
−2
)
ad
xω(α∨ ,γ)
−2
− g(γ, ad
xω(γ∨,α)
−2
)k(α, ad
xω(α∨,γ)
−2
) + g(α + γ, ad
xω((α+γ)∨ ,α)
−2
)k(α, ad
xω(α∨,α+γ)
−2
)
+ g(γ, ad
xω(γ∨,α+γ)
−2
)k(α + γ, ad
xω((α+γ)∨,γ)
−2
) − g(α, ad
xω(α∨,α+γ)
−2
)k(α + γ, ad
xω((α+γ)∨ ,α)
−2
).
We choose z = α, z′ = α+ γ, then z′ − z = γ. Choose v =
xω(γ∨ ,α)
−2
=
xω((γ+α)∨,α)
−2
, u =
xω(α∨ ,α+γ)
−2
= −
xω(γ∨,α+γ)
−2
, then,
u + v =
xω(α∨ ,γ)
−2
=
xω((α+γ)∨,γ)
−2
. Note that k(z, x) = −k(−z,−x) and g(z, x) = g(−z,−x). The above expression is
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of the following form
H(z, z′, u, v) =
k(z, u + v) − k(z, u) − vg(z, u)
v2
−
k(z′, u + v) − k(z′, v) − ug(z′, v)
u2
+
g(z′ − z,−u) − g(z′ − z, v)
u + v
− g(−z′,−v)k(−z,−u) + g(−z,−u)k(−z′,−v)
− g(z − z′,−v)k(z, u + v) + g(z′ − z,−u)k(z′, u + v).
It is shown in [6] that H(z, z′, u, v) ≡ 0. This implies the conclusion. 
To show the vanishing of the second term of (42), by Lemma 3.8, it suffices to show the vanishing of of
(42) for rank 2 root system Φ. We show (42) is zero case by case. The mail tool is the identity in Proposition
8.7.
8.3. Case A1 × A1. It is obvious that (42) is zero since the (tt) relation [tα1 , tα2] = 0.
8.4. Case A2. According to Proposition 8.7, we have the equality
H(α1, α2) = H(α1, α1 + α2) − H(α1 + α2, α1) − H(α1 + α2, α2).
We use the graph H(α1, α2) →

H(α1, α1 + α2)
H(α1 + α2, α1)
H(α1 + α2, α2)
to represent we split the term H(α1, α2) according to
Proposition 8.7. We plug it into
∑
α∈Φ+(
∑
γ,α H(α, γ)[tα, tγ])dτ ∧ dα. By computation, the coefficient of
dτ ∧ dα1 is
H(α1, α1 + α2)[tα1 , tα1+α2 + tα2] + H(α1 + α2, α1)[tα1+α2 + tα2 , tα1 ] + H(α1 + α2, α2)[tα1+α2 + tα1 , tα2 ].
It vanishes because of the (tt) relations.
We now use the graph H(α2, α1) →

H(α2, α1 + α2)
H(α1 + α2, α2)
H(α1 + α2, α1)
. In this case, the coefficient of dτ ∧ dα2 becomes
H(α2, α1 + α2)[tα2 , tα1+α2 + tα1] + H(α1 + α2, α1)[tα1+α2 + tα2 , tα1 ] + H(α1 + α2, α2)[tα1+α2 + tα1 , tα2 ].
This also vanishes because of the (tt) relations. Therefore, (42) is zero in the case of A2.
8.5. Case B2. According to Proposition 8.7, we rewrite H(α, γ) following the graphs
H(α1, α2)→

H(α1, α1 + α2)
H(α1 + α2, α1)
H(α1 + α2, α2)
and H(α1 + 2α2, α2)→

H(α1 + 2α2, α1 + α2)
H(α1 + α2, α1 + 2α2)
H(α1 + α2, α2)
We plug them into
∑
α∈Φ+(
∑
γ,α H(α, γ)[tα, tγ])dτ ∧ dα. By computation, the coefficient of dτ ∧ dα1 is
H(α1, α1 + α2)[tα1 , tα1+α2 + tα2 ] + H(α1 + α2, α1)[tα1+α2 + tα2 , tα1 ] + H(α1 + α2, α1 + 2α2)[tα1+α2 + tα2 , tα1+2α2 ]
+ H(α1 + α2, α2)[tα1+α2 + tα1 + tα1+2α2 , tα2] + H(α1 + 2α2, α1 + α2)[tα1+2α2 , tα1+α2 + tα2 ].
It vanishes because of the (tt) relations of root system B2.
Similarly, we rewrite H(α, γ) following the graphs, using the identity in Proposition 8.7.
H(α2, α1)→

H(α2, α1 + α2)
H(α1 + α2, α2)
H(α1 + α2, α1)
, H(α2, α1 + 2α2) →

H(α1 + 2α2, α2)
H(α1 + 2α2, α1 + α2)
H(α2, α1 + α2)
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and H(α1 + α2, α1 + 2α2) →

H(α1 + 2α2, α1 + α2)
H(α1 + 2α2, α2)
H(α1 + α2, α2)
. By computation, the coefficient of dτ ∧ dα2 is
H(α2, α1 + α2)[tα2 , tα1+α2 + tα1 + tα1+2α2 ] + H(α1 + 2α2, α1 + α2)[tα1+2α2 , tα1+α2 + tα2 ]
+ 2H(α1 + 2α2, α2)[tα1+2α2 , tα2 + tα1+α2 ] + H(α1 + α2, α1)[tα1+α2 + tα2 , tα1 ]
+ H(α1 + α2, α2)[tα1+2α2 + tα1+α2 + tα1 , tα2].
It vanishes because of the (tt) relations of root system B2. This shows (42) is zero for B2.
8.6. Case G2. According to Proposition 8.7, we rewrite H(α, γ) following the graphs in order.
H(α1, α1 + 3α2)→

H(α1, 2α1 + 3α2)
H(2α1 + 3α2, α1)
H(2α1 + 3α2, α1 + 3α2)
H(α1, α2) →

H(α1, α1 + α2)
H(α1 + α2, α1)
H(α1 + α2, α2)
H(α1 + 3α2, α1)→

H(α1 + 3α2, 2α1 + 3α2)
H(2α1 + 3α2, α1)
H(2α1 + 3α2, α1 + 3α2)
H(α1 + 3α2, α2) →

H(α1 + 3α2, α1 + 2α2)
H(α1 + 2α2, α2)
H(α1 + 2α2, α1 + 3α2)
H(α1 + α2, 2α1 + 3α2)→

H(α1 + α2, α1 + 2α2)
H(2α1 + 3α2, α1 + 2α2)
H(2α1 + 3α2, α1 + α2)
H(α1 + 2α2, 2α1 + 3α2) →

H(α1 + 2α2, α1 + α2)
H(2α1 + 3α2, α1 + 2α2)
H(2α1 + 3α2, α1 + α2)
H(α1 + α2, α2) →

H(α1 + α2, α1 + 2α2)
H(α1 + 2α2, α2)
H(α1 + 2α2, α1 + α2)
We plug them into
∑
α∈Φ+(
∑
γ,α H(α, γ)[tα, tγ])dτ ∧ dα. By computation, the coefficient of dτ ∧ dα1 is
H(α1, α1 + α2)[tα1 , tα1+α2 + tα2] + H(α1, 2α1 + 3α2)[tα1 , t2α1+3α2 + tα1+3α2 ]
+ H(α1 + α2, α1)[tα1+α2 + tα2 , tα1 ] + H(α1 + α2, α1 + 2α2)[tα1+α2 , tα1+2α2 + t2α1+3α2 + tα1 + tα2 ]
+ H(α1 + 2α2, α2)[tα1+2α2 + tα1+α2 + tα1 + tα1+3α2 , tα2 ]
+ H(α1 + 2α2, α1 + α2)[tα1+2α2 + t2α1+3α2 + tα1 + tα2 , tα1+α2 ]
+ H(α1 + 2α2, α1 + 3α2)[tα1+2α2 + tα2 , tα1+3α2 ] + H(α1 + 3α2, α1 + 2α2)[tα1+3α2 , tα1+2α2 + tα2 ]
+ H(α1 + 3α2, 2α1 + 3α2)[tα1+3α2 , t2α1+3α2 + tα1 ] + 2H(2α1 + 3α2, α1)[tα1+3α2 + t2α1+3α2 , tα1 ]
+ H(2α1 + 3α2, α1 + α2)[t2α1+3α2 , tα1+α2 + tα1+2α2 ] + H(2α1 + 3α2, α1 + 2α2)[t2α1+3α2 , tα1+α2 + tα1+2α2 ]
+ 2H(2α1 + 3α2, α1 + 3α2)[tα1 + t2α1+3α2 , tα1+3α2 ].
The coefficient vanishes because of the (tt) relations of root system G2.
Similarly, we rewrite H(α, γ) according to Proposition 8.7 by following the graphs in order.
3H(α1 + 3α2, α1) →

3H(α1 + 3α2, 2α1 + 3α2)
3H(α1 + 3α2, α1)
3H(α1 + 3α2, α1 + 3α2)
H(α2, α1) →

H(α2, α1 + α2)
H(α1 + α2, α2)
H(α1 + α2, α1)
H(2α1 + 3α2, α1 + α2)→

H(2α1 + 3α2, α1 + 2α2)
H(α1 + α2, α1 + 2α2)
H(α1 + α2, 2α1 + 3α2)
2H(2α1 + 3α2, α1 + α2) →

2H(2α1 + 3α2, α1 + 2α2)
2H(α1 + 2α2, α1 + α2)
2H(α1 + 2α2, 2α1 + 3α2)
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H(α1 + 2α2, α2)→

H(α1 + 2α2, α1 + α2)
H(α1 + α2, α2)
H(α1 + α2, α1 + 2α2)
H(α1 + 2α2, α2)→

H(α1 + 2α2, α1 + α2)
H(α2, α1 + α2)
H(α2, α1 + 2α2)
H(α1 + 3α2, α2)→

H(α1 + 3α2, α1 + 2α2)
H(α1 + 2α2, α2)
H(α1 + 2α2, α1 + 3α2)
H(α1 + α2, α2) →

H(α1 + α2, α1 + 2α2)
H(α1 + 2α2, α2)
H(α1 + 2α2, α1 + α2)
H(α2, α1 + 3α2)→

H(α2, α1 + 2α2)
H(α1 + 2α2, α1 + 3α2)
H(α1 + 2α2, α2)
H(α2, α1 + α2) →

H(α1 + 2α2, α1 + α2)
H(α1 + 2α2, α2)
H(α2, α1 + 2α2)
Similar computation shows the coefficient of dτ ∧ dα2 is
H(α2, α1 + 2α2)[tα2 , tα1+2α2 − tα1+2α2 + tα1+3α2 − tα1+3α2 ] + H(α1 + α2, α1)[tα1+α2 + tα2 , tα1]
+ H(α1 + α2, α1 + 2α2)[tα1+α2 + t2α1+3α2 + tα2 + tα1+3α2 , tα1+2α2 ]
+ H(α1 + α2, 2α1 + 3α2)[tα1+α2 , t2α1+3α2 − t2α1+3α2 ]
+ 2H(α1 + 2α2, α1 + α2)[tα1+2α2 , tα1+α2 + t2α1+3α2 + tα2 + tα1+3α2 ]
+ 2H(α1 + 2α2, α1 + 3α2)[tα1+2α2 + tα2 , tα1+3α2 ]
+ 2H(α1 + 2α2, 2α1 + 3α2)[tα1+2α2 + tα1+α2 , t2α1+3α2 ]
+ 3H(α1 + 3α2, α1 + 2α2)[tα1+3α2 , tα1+2α2 + tα2] + 3H(α1 + 3α2, 2α1 + 3α2)[tα1+3α2 , t2α1+3α2 + tα1 ]
+ 3H(2α1 + 3α2, α1)[t2α1+3α2 + tα1+3α2 , tα1 ] + 3H(2α1 + 3α2, α1 + 2α2)[t2α1+3α2 , tα1+2α2 + tα1+α2 ]
+ 3H(2α1 + 3α2, α1 + 3α2)[t2α1+3α2 + tα1 , tα1+3α2 ].
This coefficient vanishes because of the (tt) relations of root system G2. Thus, (42) is zero in the case of G2.
9. The elliptic connection valued in rational Cherednik algebras
In this section, we specialise the coefficients of the connections ∇KZB,τ (4) and ∇KZB (39) to the ratio-
nal Cherednik algebra of a Weyl group W . This specialisation is the elliptic analogue of the Coxeter KZ
connection valued in the group algebra CW , and Cherednik’s affine KZ connection valued in the degenerate
affine Hecke algebra of W .
9.1. The rational Cherednik algebra. In this subsection, we review some basic facts about the rational
Cherednik algebras. For details, see [12], [13].
Let W be a Weyl group and h be its complexified reflection representation. Let S ⊂ W be the set of
reflections and, for any s ∈ S , fix αs ∈ h
∗, such that s(αs) = −αs. Let K be the vector space of W–invariant
functions S → C, and K˜ = K ⊕ C. We denote the standard linear functions on K˜ by {cs}s∈S/W and ~.
Definition 9.1. The rational Cherednik algebra H~,c is the quotient of the algebra CW ⋉ T (h ⊕ h
∗)[K˜] by the
ideal generated by the relations
[x, x′] = 0, [y, y′] = 0, [y, x] = ~〈y, x〉 −
∑
s∈S
cs〈αs, y〉〈α
∨
s , x〉s,
where x, x′ ∈ h∗, y, y′ ∈ h. The algebra is N × N–graded by deg(x) = (1, 0), x ∈ h, deg(y) = (0, 1), y ∈ h∗,
deg(w) = 0, w ∈ W , deg(~) = (1, 1) and deg(cs) = (1, 1).
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Let {yi | 1 ≤ i ≤ n} be the basis of h, and {xi | 1 ≤ i ≤ n} be the corresponding dual basis of h
∗. We have
the following elements of the rational Cherednik algebras.
h :=
n∑
i=1
xiyi +
1
2
dim h −
∑
s∈S
css =
n∑
i=1
xiyi + yixi
2
, E := −
1
2
n∑
i=1
x2i , and F :=
1
2
n∑
i=1
y2i . (43)
The following properties of h, E and F can be found in [13, Prop. 3.18, 3.19].
Proposition 9.2. The following holds.
(i) For any x ∈ h∗, y ∈ h, [h, x] = ~x, [h, y] = −~y.
(ii) The elements 1
~
h, 1
~
E, 1
~
F form an sl2-triple.
9.2. Specialising the KZB connection ∇KZB,τ to the rational Cherednik algebra. In this subsection, we
specialize the KZB connection ∇KZB,τ to the rational Cherednik algebra H~,c by constructing a homomor-
phism from the Lie algebra tΦ
ell
to H~,c.
Let α˜ be the highest root of Lie algebra g. Write α˜∨ =
∑n
i=1 giα
∨
i
, and let h∨ = 1 +
∑n
i=1 gi be the dual
Coxeter number of g.
Proposition 9.3. For any a, b ∈ C, there is a bigraded Lie algebra homomorphism ξa,b : t
Φ
ell → H~,c, defined
as follows
x(v) 7→ aπ(v), y(u) 7→ bu, tγ 7→ ab
(
~
h∨
−
2csγ
(γ|γ)
sγ
)
,
for u, v ∈ h and γ ∈ Φ+, where π : h → h∗ is the isomorphism induced by the non-degenerate bilinear form
(·|·) on h. and sγ is the reflection corresponding to the root γ.
For simplicity and without lost of generality we assume a = b = 1. To prove the Proposition, we need
to show the map ξa,b respects all defining relations of t
Φ
ell
. The only non-trivial relation to check is the (yx)
relation
[y(u), x(v)] =
∑
γ∈Φ+
〈v, γ〉〈u, γ〉tγ.
In the remainder of this subsection, we check ξ preserves the (yx) relation of tΦell.
Lemma 9.4. The following equality holds
(·|·) =
1
h∨
∑
γ∈Φ+
〈·, γ〉〈·, γ〉.
Proof. Both (·|·) : h× h→ C, and
∑
γ∈Φ+〈·, γ〉〈·, γ〉 : h× h→ C are two symmetric bilinear forms on h. They
are both positive definite, and invariant under the Weyl group W . Note that there is only one such bilinear
form up to constants. Therefore, there exists some constant k ∈ Q, such that
(·|·) = k
∑
γ∈Φ+
〈·, γ〉〈·, γ〉.
It remains to show the constant k is the same as 1
h∨
. It follows from [19, Lemma1.2] that
∑
γ∈Φ+〈α˜
∨, γ〉〈α˜∨, γ〉 =
2h∨. On the other hand, (α˜∨|α˜∨) = 2. This gives k = 1
h∨
. Note that in the case of type An, we have k =
1
n+1
,
which coincides with the constant in [6]. 
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Proof of Proposition 9.3. We now use Lemma 9.4 to prove Proposition 9.3. Under the map ξa,b, we have
[y(u), x(v)] 7→ [u, π(v)] = ~〈u, π(v)〉 −
∑
s∈S
cs〈αs, u〉〈α
∨
s , π(v)〉s = ~(u|v) −
∑
γ∈Φ+
cs〈γ, u〉〈γ
∨, π(v)〉sγ
∑
γ∈Φ+
〈v, γ〉〈u, γ〉tγ 7→
∑
γ∈Φ+
〈v, γ〉〈u, γ〉(
~
h∨
−
2cs
(γ|γ)
sγ) = ~(u|v) −
∑
γ∈Φ+
cs〈π(v), γ
∨〉〈u, γ〉sγ.
Therefore, ξa,b([y(u), x(v)]) = ξa,b(
∑
γ∈Φ+〈v, γ〉〈u, γ〉tγ). This completes the proof. 
Theorem 9.5. The universal KZB connection specializes to the following elliptic KZ connection valued in
the rational Cherednik algebra
∇H~,c = d +
∑
α∈Φ+
2cα
(α|α)
k(α, ad(
α∨
2
)|τ)sαdα −
∑
α∈Φ+
~
h∨
θ′(α|τ)
θ(α|τ)
dα +
n∑
i=1
uidui.
The elliptic connection is flat and W-equivariant.
Proof. By Proposition 9.3, the universal KZB connection specializes to the following connection
∇H~,c = d −
∑
α∈Φ+
k(α, ad(
α∨
2
)|τ)
(
~
h∨
−
2csα
(α|α)
sα
)
dα +
n∑
i=1
uidui.
We now simplify the above expression. Note that k(z, 0|τ) =
θ′(z|τ)
θ(z|τ)
. Therefore,
k(α, ad(
xα∨
2
)|τ)(
~
h∨
−
2cs
(α|α)
sα) =k(α, ad(
xα∨
2
)|τ)
( ~
h∨
)
− k(α, ad(
xα∨
2
)|τ)
( 2cs
(α|α)
sα
)
=
~
h∨
θ′(α|τ)
θ(α|τ)
− k(α, ad(
xα∨
2
)|τ)
( 2cs
(α|α)
sα
)
.
This completes the proof. 
9.3. The monodromy of ∇H~,c . The connection ∇H~,c is flat and W-equivariant. Its monodromy yields a one
parameter family of monodromy representations of the elliptic braid group Bell = π
orb
1
(Treg/W). The double
affine Hecke algebra Hg is the quotient of the group algebra C[Bell] by the quadratic relations
(S i − qti)(S i + qt
−1
i ) = 0,
where q = eπi
~
h∨ , and ti = e
−πi
2ci
(αi ,αi) .
Proposition 9.6. The monodromy of the elliptic connection ∇H~,c factors through the double affine Hecke
algebra Hg.
The monodromy of ∇H~,c gives an algebra homomorphism
Hg → Ĥ~,c,
where Ĥ~,c is the completion of H~,c with respect to the N–grading on H~,c. Furthermore, it induces an
isomorphism between the completion Ĥg and Ĥ~,c. Indeed, Ĥg and Ĥ~,c are both flat deformations of C[[h]]⊗
C[[h∗]] ⊗ CW . Thus, the algebra homomorphism Ĥg → Ĥ~,c is an isomorphism.
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9.4. Specialisation of ∇KZB to the rational Cherednik algebra. In this subsection, we specialize the KZB
connection ∇KZB to the rational Cherednik algebra H~,c by constructing a homomorphism from the Lie
algebra tΦ
ell
⋊ d to H~,c.
In the formula (43) of E , F and H, we assume furthermore that {yi} is an orthonormal basis, and {xi} is
the corresponding dual basis.
Proposition 9.7. The homomorphism ξa,b : t
Φ
ell
→ H~,c can be extended to the homomorphism ξ˜a,b : U(t
Φ
ell
⋊
d) ⋊W → H~,c by the following formulas
w 7→ w, d 7→
h
~
, X 7→ ab−1
E
~
, ∆0 7→ ba
−1 F
~
,
δ2m 7→ −2
a2m−1b−1
~
∑
α∈Φ+
c2α
(α, α)
(xα∨)
2m.
Proof. For simplicity and without loss of generality, we assume that a = b = 1. We first show the above
homomorphism preserves the relations of d, see Section §6 for the relations. From Proposition 9.2, we know
the triple h
~
, E
~
, F
~
form an sl2-triple. Thus, the homomorphism ξ˜ preserves the relations of the triple d, X,∆0.
It is obvious that ξ˜ preserves the relation [δ2m, X] = 0, since the images of δ2m and X under ξ˜ lie in C[h].
The fact that [h, x] = ~x implies ξ˜ preserves the relation [d, δ2m] = 2mδ2m. Now we check ξ˜ preserves the
relation (ad∆0)
2m+1(δ2m) = 0. We have the following relation
[F, x j] = ~y j, for any 1 ≤ j ≤ n.
Since
2[F, x j] = [
n∑
i=1
y2i , x j] =
n∑
i=1
(
yi[yi, x j] + [yi, x j]yi
)
= 2~y j −
∑
i
∑
s
cs(yi, αs)(x j, α
∨
s )(yis + syi)
= 2~y j −
∑
i
∑
s
cs〈xi, αs〉(x j, α
∨
s )(yis + syi) by (yi, αs) = 〈xi, αs〉
= 2~y j −
∑
α∈Φ+
cs(x j, α
∨
s )
(∑
i
〈xi, αs〉(yis + syi)
)
= 2~y j −
∑
α∈Φ+
cs(x j, α
∨
s )(αsα + sαα) = 2~y j. by sαα = −αsα
Using above relation, we obtain
(adF)2m+1x2m
α∨
= (adF)2m[F, x2m
α∨
] = ~(adF)2m
(
x2m−1
α∨
yα∨ + yα∨ x
2m−1
α∨
)
=~
(
(adF)2mx2m−1
α∨
)
yα∨ + ~yα∨
(
(adF)2mx2m−1
α∨
)
= 0.
The last equality follows from the fact (adF)2m−1x2m−1
α∨
∈ C[yα∨ ], and [F, y
n] = 0, for any n. Therefore,
(adF)2mx2m−1
α∨
= 0. This shows ξ˜ preserves the relation (ad∆0)
2m+1(δ2m) = 0. Therefore, ξ˜ preserves
relations of d.
It is clear that the map ξ : tΦ
ell
→ H~,c is compatible with the Weyl group W action. The Weyl group W
acts on d trivially. We now check that for any η ∈ d, we have w(η˜) = 0. First, we have h = w(h). Indeed,
for any w ∈ W , w(xi) are a basis of h
∗, and w(yi) are the corresponding dual basis of h. Then, we have∑n
i=1
(
xiyi + yixi
)
=
∑n
i=1
(
w(xi)w(yi) + w(yi)w(xi)
)
. Thus, h = w(h). We now show that w(F) = F, for any
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w ∈ W . This follows from the computation
w(
n∑
i=1
y2i ) =
n∑
i=1
(w(yi))
2 =
n∑
i=1
(yi)
2.
The last equality follows from the fact that {yi | 1 ≤ i ≤ n} is an orthonormal basis. Similarly, w(E) = E, for
any w ∈ W . We now show w(ξ˜(δ2m)) = ξ˜(δ2m). This follows from the fact that w permutes the root system
Φ and preserves the killing form.
Next, we show that the map ξ˜ preserves the relations between tΦell and d, see Section §6 for the relations.
By Proposition 9.2, it is clear that ξ˜ preserves the relations d˜(x(u)) = x(u) and d˜(y(u)) = −y(u). The map
ξ˜ preserves the relation d˜(tα) = 0 follows from the fact w(h) = h, for any w ∈ W . Indeed, [h,w] =
(h − w(h))w = 0.
We check ξ˜a,b preserves the relation δ˜2m(tα) = [tα, (ad
x(α∨)
2
)2m(tα)]. We have already shown that [ξ˜(δ2m),w] =
0, for any w ∈ W . It suffices to show [sα, (ad
x(α∨)
2
)2m(sα)] = 0. Using the fact
[
x(α∨)
2
, sα
]
= x(α∨)sα, we have
[sα, (ad
x(α∨)
2
)2m(sα)] = [sα, x(α
∨)2msα] = sαx(α
∨)2msα − x(α
∨)2m = 0.
Finally, we show that ξ˜a,b preserves relation
δ˜2m(y(u)) =
1
2
∑
α∈Φ+
α(u)
∑
p+q=2m−1
[(ad
x(α∨)
2
)p(tα), (ad
x(α∨)
−2
)q(tα)]. (44)
We first compute∑
p+q=2m−1
[(ad
x(α∨)
2
)p(sα), (ad
x(α∨)
−2
)q(sα)]
=
∑
p+q=2m−1
(−1)q[x(α∨)psα, x(α
∨)qsα] by
[ x(α∨)
2
, sα
]
= x(α∨)sα
=
∑
p+q=2m−1
(−1)q
(
(−1)q − (−1)p
)
x(α∨)2m−1 = 4mx(α∨)2m−1. by sαx(α
∨)n = (−1)nx(α∨)nsα
Therefore, under the map ξ˜, the right hand side of (44) maps to
1
2
∑
α∈Φ+
α(u)4m
(
2cα
(α, α)
)2
x(α∨)2m−1 = 4m
∑
α∈Φ+
c2α
(α, α)
α∨(u)x2m−1
α∨
.
We now compute the image of the left hand side of (44). We have
[δ2m, y(u)] = −
2
~
∑
α∈Φ+
c2α
(α, α)
[(xα∨ )
2m, y(u)]
= −
2
~
∑
α∈Φ+
c2α
(α, α)
( ∑
p+q=2m−1
x
p
α∨
[xα∨ , y(u)]x
q
α∨
)
= −
2
~
∑
α∈Φ+
c2α
(α, α)
∑
p+q=2m−1
x
p
α∨
(
− ~〈u, α∨〉 +
∑
γ∈Φ+
cγ〈γ
∨, u〉〈γ, α∨〉sγ
)
x
q
α∨
=4m
∑
α∈Φ+
c2α
(α, α)
α∨(u)x2m−1
α∨
.
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The last equality follows from the following calculation.∑
α∈Φ+
c2α
(α, α)
∑
p+q=2m−1
〈γ, α∨〉
(
x
p
α∨
sγx
q
α∨
)
=
1
2
∑
α∈Φ+
c2α
(α, α)
∑
p+q=2m−1
〈γ, α∨〉x
p
α∨
(xsγ(α∨))
qsγ +
1
2
∑
α∈Φ+
c2α
(α, α)
∑
p+q=2m−1
〈γ, sγ(α
∨)〉(xsγ(α∨))
q(xα∨ )
psγ
=
1
2
∑
α∈Φ+
c2α
(α, α)
∑
p+q=2m−1
〈γ, α∨ + sγ(α
∨)〉(xα∨ )
p(xsγ(α∨))
qsγ = 0,
since 〈γ, α∨ + sγ(α
∨)〉=0. Therefore, ξ˜a,b preserves the relation (44). This completes the proof. 
10. The degenerate affine Hecke algebra and the rational Cherednik algebra
In this section, we construct a map from the degenerate affine Hecke algebra H ′ to the completion of
the rational Cherednik algebra Ĥ~,c by degenerating the connection in Section §9. The completion is with
respect to the grading of the rational Cherednik algebra H~,c
deg(x) = deg(y) = 1, deg(w) = 0, deg(~) = deg(c) = 2,
for x ∈ h∗, y ∈ h and w ∈ W .
Definition 10.1. The degenerate affine Hecke algebra H ′ is the associative algebra generated by CW and
the symmetric algebra S h, subject to the relations,
sixu − xsi(u)si = ki(u, αi),
for any simple reflection si ∈ W and linear generator xu, u ∈ h, and ki ∈ C.
Cherednik in [8] constructed the affine KZ connection. It is a flat and W-equivariant connection on Hreg
valued in the degenerate affine Hecke algebraH ′. The affine KZ connection can be obtained by specializing
the trigonometric KZ connection in Section §4. More precisely, we have a map Atrig → H
′, by tα 7→ kαsα,
and X(u) 7→ x(u), for α ∈ Φ, and u ∈ h. This gives the affine KZ connection
∇AKZ = d −
∑
α∈Φ+
2πitα
e2πiα − 1
dαkα sα −
∑
i
x(ui)dui.
As Im τ → ∞, by Proposition 4.3, the elliptic KZ connection valued in the rational Cherednik algebra
degenerates to the following trigonometric connection.
∇ =d −
∑
α∈Φ+
2πidα
e2πiα − 1
( ~
h∨
−
2cα
(α|α)
sα
)
−
∑
α∈Φ+
( 2πie2πi ad( xα∨2 )
e2πi ad(
x
α∨
2
) − 1
−
1
ad(
xα∨
2
)
)( ~
h∨
−
2cα
(α|α)
sα
)
dα +
n∑
i=1
y(ui)dui
=d −
∑
α∈Φ+
−
2cα
(α|α)
2πisα
e2πiα − 1
dα −
∑
α∈Φ+
(
e2πiα + 1
e2πiα − 1
πi~
h∨
+
2cα
(α|α)
( 2πie2πixα∨
e2πixα∨ − 1
−
1
xα∨
)
sα
)
dα +
n∑
i=1
y(ui)dui.
Note that the constant term of 2πie
2πi ad(
x
α∨
2
)
e
2πi ad(
x
α∨
2
)
−1
− 1
ad(
x
α∨
2
)
is πi.
By the universality of the affine KZ connection ∇AKZ, we have an algebra homomorphism H
′ → Ĥ~,c by
kα 7→ −
2cα
(α|α)
, w 7→ w, for w ∈ W,
x(u) 7→ −y(u) +
∑
α∈Φ+
α(u)
(
e2πiα + 1
e2πiα − 1
πi~
h∨
+
2cα
(α|α)
( 2πie2πixα∨
e2πixα∨ − 1
−
1
xα∨
)
sα
)
.
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11. The elliptic Dunkl operators
In [5], Buchstaber-Felder-Veselov defined elliptic Dunkl operators for an arbitrary Weyl groups. Etingof
and Ma in [14] generalised the elliptic Dunkl operators to an abelian variety with a finite group action. Using
the elliptic Dunkl operators, Etingof-Ma defined the elliptic Cherednik algebras as a sheaf of algebras on
the abelian variety. They also constructed certain representations of the elliptic Cherednik algebra.
In this section, we show that those representations constructed in [14] of the elliptic Cherednik algebra
arise from the flat connections valued in the rational Cherednik algebra H0,c.
Let T = P∨ ⊗ Eτ be the abelian variety and F be the sheaf on T considered in [14, Section 5]. The sheaf
F can be identified with the vector bundle hC ×P∨⊗(Z+τZ) CW on T , whose fiber is the regular representation
of W . We construct an action of the rational Cherednik algebra H0,c on the fiber CW . Such action induces a
flat connection on the vector bundle hC ×P∨⊗(Z+τZ) CW , see Section §9.
Proposition 11.1. The flat connection of Section §9 specialized on the vector bundle hC ×P∨⊗(Z+τZ) CW
coincides with the elliptic Dunkl operator
∇ = d −
∑
w∈W
∑
α∈Φ+
2cα
(α|α)
θ(α + α∨(wρ)
θ(α)θ(α∨(wρ))
sαdα
in [5] and [14].
11.1. The vector bundle on T . In this subsection, we recall the construction of elliptic Dunkl operators in
[14]. Let T = P∨ ⊗Eτ be the abelian variety. In [14], the sheaf F on T is defined as follows. Choose ρ ∈ h
∗,
such that ρ is not fixed by any w ∈ W . Consider the trivial rank 1 bundle h×C on h. We define the P∨ ⊕ τP∨
action on h × C by
λ∨i : (z, ξ) 7→ (z + λ
∨
i , ξ), τλ
∨
i : (z, ξ) 7→ (z + τλ
∨
i , exp(−2πiρ(λ
∨
i ))ξ).
Here, we assume Im(τ) = 1. Denote by Lρ the line bundle on T which is the quotient of h × C by the group
P∨ ⊕ τP∨ action. We use the notation as in [14] that Lw := Lwρ, for w ∈ W . The sheaf F = ⊕w∈WLw is
defined by taking direct sum of Lw for all w ∈ W . Labelling each fiber of Lw by Cw, we identify the vector
bundle F with the vector bundle hC ×P∨⊗(Z+τZ) CW with rank |W |. Under this identification, the action of
P∨ ⊕ τP∨ on the fiber CW is given by
λ∨i : (z, ξ) 7→ (z + λ
∨
i , ξ), and τλ
∨
i : (z, ξ) 7→ (z + τλ
∨
i , exp(−2πiw(ρ)(λ
∨
i ))ξw),
where ξ = (ξw), for ξw ∈ Cw.
11.2. The action of the rational Cherednik algebra H0,c. In this subsection, we define the action of
rational Cherednik algebra H0,c on the fiber CW , such that the element λ
∨
i
∈ h acts by multiplication of
wρ(λ∨
i
).
We first recall some facts of the rational Cherednik algebra H0,c, see [12, 13] for details. By the Sataka
isomorphism, the center Z0,c of H0,c is isomorphic to the spherical subalgebra eH0,ce, where
e =
1
|W |
∑
w∈W
w ∈ CW
is the idempotent element. Any irreducible representation of H0,c as a representation of W is isomorphic
to the regular representation CW . In particular, the dimension is |W |. The moduli space of irreducible
representations of H0,c is the Calogero-Moser space Spec(Z0,c).
We construct an action of H0,c on CW . This following action is a generalization of type A case in [13,
Section 9.6]. As before, we choose ρ ∈ h such that ρ is not fixed by any w ∈ W . Let E = Eρ,µ be the space
of the complex valued functions on the W orbit of (ρ, µ) ∈ h × h∗. As a representation of the Weyl group W ,
Eρ,µ is isomorphic to the regular representation of W .
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We define the action of H0,c on Eρ,µ as follows. For x ∈ h
∗, and y ∈ h,
x · F(a, b) = (x, a)F(a, b),
y · F(a, b) = (y, b)F(a, b) +
∑
α∈Φ+
cα
α(y)
α(a)
(1 − sα)F(a, b).
We now check that it is a well-defined action. We check the action respects the relation [y, y′] = 0. We have
yy′F(a, b) =(y, b)(y′, b)F(a, b) +
∑
α∈Φ+
cα
α(y)
α(a)
(1 − sα)(y
′, b)F(a, b)
+
∑
α∈Φ+
cα
α(y′)
α(a)
(y, b)(1 − sα)F(a, b) +
∑
β,α∈Φ+
cβcα
β(y)
β(a)
(1 − sβ)
α(y′)
α(a)
(1 − sα)F(a, b)
=(y, b)(y′, b)F(a, b) +
∑
α∈Φ+
cα
α(y)
α(a)
(
(y′, b)F(a, b) − (y′, b)F(sαa, sαb)
)
+
∑
α∈Φ+
cα
α(y′)
α(a)
(
(y, b)F(a, b) − (y, sαb)F(sαa, sαb)
)
+
∑
β,α∈Φ+
cαcβ
β(y)
β(a)
α(y′)
α(a)
(1 − sβ)(1 − sα)F(a, b).
Therefore, the action of the commutator [y, y′] is given by
[y, y′]F(a, b) = −
∑
α∈Φ+
cα
α(y)
α(a)
(
(y′, b)F(sαa, sαb)
)
−
∑
α∈Φ+
cα
α(y′)
α(a)
(
(y, sαb)F(sαa, sαb)
)
+
∑
α∈Φ+
cα
α(y′)
α(a)
(
(y, b)F(sαa, sαb)
)
+
∑
α∈Φ+
cα
α(y)
α(a)
(
(y′, sαb)F(sαa, sαb)
)
= −
∑
α∈Φ+
cα
α(y)
α(a)
α(y′)(b, α∨)F(sαa, sαb) +
∑
α∈Φ+
cα
α(y′)
α(a)
α(y)(b, α∨)F(sαa, sαb)
=0.
We then check the action respects the relation [y, x] = −
∑
α∈Φ+ cαα(y)α
∨(x)sα. We have
[x, y]F(a, b) =
∑
α∈Φ+
cα
α(y)
α(a)
(
(x, a)F(a, b) − (x, sαa)F(sαa, sαb)
)
−
∑
α∈Φ+
cα
α(y)
α(a)
(
(x, a)F(a, b) − (x, a)F(sαa, sαb)
)
=
∑
α∈Φ+
cα
α(y)
α(a)
α(a)α∨(x)F(sαa, sαb) =
∑
α∈Φ+
cαα(y)α
∨(x)sαF(a, b).
It is straightforward to show that the action respects to other defining relations of H0,c.
Therefore, we have an irreducible representation CW of the rational Cherednik algebra H0,c. It has the
following properties. As a representation of the Weyl groupW , it is isomorphic to the regular representation
of W . And the element λ∨
i
∈ h acts by multiplication of wρ(λ∨
i
).
UNIVERSAL KZB EQUATIONS FOR ARBITRARY ROOT SYSTEMS 49
11.3. The comparison. The KZB connection valued in H~,c in Section §9 can be simplified as follows,
when ~ = 0.
∇ =d −
∑
α∈Φ+
k(α, ad(
α∨
2
)|τ)tαdα +
n∑
i=1
y(ui)dui
=d −
∑
α∈Φ+
θ(α + ad(α
∨
2
)
θ(α)θ(ad(α
∨
2
))
tαdα +
n∑
i=1
∑
α∈Φ+
α(ui)
ad(α
∨
2
)
tα + y(u
i)
 dui
=d −
∑
α∈Φ+
θ(α + ad(α
∨
2
)
θ(α)θ(ad(α
∨
2
))
tαdα. (45)
The equality (45) follows from the following computations. For any v ∈ h, we apply [x(v),−] to the term∑
α∈Φ+
α(ui)
ad( α
∨
2
)
tα + y(u
i). Using the relation of H0,c, we have [x(v), y(u
i)] = −
∑
α∈Φ+(α, v)(α, u
i)tα. On the
other hand, we have
[x(v),
∑
α∈Φ+
(α, ui)
ad(α
∨
2
)
tα] =
∑
α∈Φ+
(α, ui)
ad(α
∨
2
)
[x(v), tα] =
∑
α∈Φ+
(α, ui)(α, v)
ad(α
∨
2
)
ad(
α∨
2
)tα =
∑
α∈Φ+
(α, ui)(α, v)tα,
where the second equality is obtained by decomposing the vector v as v = v‖ + v⊥, where v‖ = (α, v)
α∨
2
, and
we have the relation [x(v⊥), tα] = 0, since (v⊥, α) = 0. This implies (45).
We specialize the connection (45) to the vector bundle h ×P∨⊗Λτ CW . Recall that the action of λ
∨
i
∈ h is
given by multiplication of wρ(λ∨
i
). This gives theW-equivariant flat connection on the bundle h×P∨⊗Λτ CW .
It takes the following form
∇ = d −
∑
w∈W
∑
α∈Φ+
2cα
(α|α)
θ(α + α∨(wρ)
θ(α)θ(α∨(wρ))
sαdα.
This is exactly the elliptic Dunkl operator in [5] and [14]. The flat connection defines a representation of
W⋊DTreg on the bundle F |Treg , where DTreg is ring of differential operators on Treg. This restricts to the action
of the elliptic Cherednik algebra defined in [14].
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