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Abstract
Among the lattice loop models defined by Pearce, Rasmussen and Zuber (2006),
the model corresponding to critical dense polymers (β = 0) is the only one for which an
inversion relation for the transfer matrix DN (u) was found by Pearce and Rasmussen
(2007). From this result, they identified the set of possible eigenvalues for DN (u) and
gave a conjecture for the degeneracies of its relevant eigenvalues in the link represen-
tation, in the sector with d defects. In this paper, we set out to prove this conjecture,
using the homomorphism of the TLN (β) algebra between the loop model link repre-
sentation and that of the XXZ model for β = −(q + q−1).
Keywords: Lattice models in two dimensions, loop models, critical dense polymers,
Heisenberg model, XXZ model, Jordan-Wigner transformation.
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1 Introduction
This paper proves a recent conjecture by Pearce and Rasmussen [1] for the model of critical
dense polymers on the strip, by using the relation between this model and the Heisenberg
spin model. The Heisenberg model (or XXZ model) is a long studied family of Hamiltonians
of N interacting spins on a chain. The models depend upon a spectral parameter q, which
controls the z interaction between neighboring spins. The HamiltonianHXXZ acts on (C
2)⊗N
(every spin is 1
2
) and commutes with Sz. The spectrum of the XXX Hamiltonian (q = 1) for
the periodic chain was computed by Bethe [2] long ago and his method, the Bethe ansatz,
has since allowed for solutions of the more general XXZ problem on various geometries ([3],
[4]). In this paper, we focus on the case where the chain is finite and the Hamiltonian has
very particular boundary terms for which the model is invariant under Uq(sl2) [5]. This
symmetry will play an important role. We shall be particularly interested in the case q = i,
for which the z coupling in the Hamiltonian is absent (known as the XX-model). Though
the Bethe ansatz solution is known, the spectrum of this Hamiltonian can be found using
the simpler technique of Jordan-Wigner transformation [6].
The loop models introduced in [7] are two dimensional lattice models on the strip that
obey Yang-Baxter relations and are, in this sense, integrable. The transfer matrix DN(u)
and Hamiltonian HN of the model are elements of the Temperley-Lieb algebra TLN(β)
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and depend on one free parameter, the fugacity β of the loops. The action of TLN(β)
connectivities on link states (i.e. on VN , the space they generate) defines a representation ρ
of TLN (β). For a given connectivity c, the matrix ρ(c) is upper triangular (the number of
defects, d, is a non increasing quantity) and its spectrum ρ(c) is the union of the spectrums of
the diagonal blocks, indexed by d, the number of defects. Moreover, the partition functions
of Potts models and Fortuin-Kasteleyn models can be computed from the eigenvalues of
ρ(DN(u)) of the loop models for specific values of β ([8], [9], [10]).
These models have attracted much interest because the ρ representation of the Hamilto-
nian and transfer matrix exhibit non trivial Jordan cells ([7], [10], [11]). The corresponding
representations of the Virasoro algebra should then be indecomposable and the underlying
conformal field theory, logarithmic [7]. On the finite lattice, the diagonal blocks ρ(DN )|d
have been conjectured to be diagonalizable for β ∈ [−2, 2] for all d. Non trivial Jordan cells
do occur, but they tie eigenvalues belonging to sectors with different numbers of defects.
This structure appears for specific values of the fugacity β = −(q + q−1) when q is a root of
unity.
The case β = 0 is somewhat special, as an inversion relation for the transfer matrix was
found [1]: DN (u)DN(u+
π
2
) is a scalar multiple of the identity. From this, one can identify
the set of all possible eigenvalues, and the degeneracies of each of these in a given sector d
was conjectured by Pearce and Rasmussen through selection rules [1].
The two models introduced previously are known to be related (for example in [12], [13]
and [11]). Namely, there exists a TLN -homomorphism i
d
N of from V
d
N to (C
2)⊗N |Sz=d/2 (the
restriction of (C2)⊗N to spin configurations with n = (N−d)/2 down spins). The Heisenberg
Hamiltonians can be expressed in terms of some matrices eis that act on i
d
N(V
d
N) in the same
way the Temperley-Lieb generators Ui act on V
d
N for β = −(q+q−1) (except that the number
of defects is conserved). For any q and β satisfying this relation and any c ∈ TLN(β), the
spectrum of ρ(c) can be found in the spectrum of X(c), the representation of c in the XXZ
model. We will use the homomorphism to compute the degeneracies of ρ(HN ) and show
they are those predicted by Pearce and Rasmussen [1].
The outline of the paper is as follows. In section 2, we review the definition of Temperley-
Lieb algebra and of the transfer matrix for critical dense polymers. We recall the selection
rules conjectured in [1] and translate these in terms of eigenvalue degeneracies of the Hamil-
tonian. In section 3, we perform the Jordan-Wigner transformation on the XX Hamiltonian
and write it in terms of creation and annihilation operators. For N odd, we find HXX to be
diagonalizable, but not for N even, for which we provide its Jordan form (some technical de-
tails for N even are given in appendix A). The Hamiltonian HXXZ is invariant under Uq(sl2)
and, in section 4, we write down the generators of the Uq=i(sl2) algebra in terms of the cre-
ation and annihilation operators of section 3. In section 5, we explicit the homomorphism
idN between V
d
N and (C
2)⊗N |Sz=d/2, the vector space generated by spin configurations with
d down spins. We show that idN sends link states to (C
2)⊗N |Sz=d/2 ∩ ker(S+). Because this
homomorphism is injective, one can find the spectrum of any element of TLN(β) by looking
at its representation in the Heisenberg problem. This is the goal of section 6: we find a set
of eigenvectors that complement those in idN(V
d
N) and prove in appendix B that these states
are indeed independent. From this we can identify degeneracies in the XX Hamiltonian of
eigenvectors ∈ ker(S+) and show they reproduce the spectrum given by the selection rules
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in section 2.
2 Critical dense polymers and selection rules
2.1 The algebra TLN(β) and the double-row matrix
We start this section by recalling known definitions and results for the Temperley-Lieb
algebra and its transfer matrices. The Temperley-Lieb algebra TLN(β) is a finite algebra,
with generators id, U1, ..., UN−1 satisfying the relations
U2i = βUi,
UiUj = UjUi, for |i− j| > 1, (1)
UiUi±1Ui = Ui, when i, i± 1 ∈ {1, 2, . . . , N − 1}.
The algebra TLN(β) is sometimes referred to as a connectivity algebra. A connectivity
is a diagram made of a rectangular box with N marked points on the top segment and as
many marked points on the bottom. Inside the box, the 2N points are connected pairwise
by non intersecting curves. To the generator Ui, we associate the connectivity
Ui =
b b b b b b b b
b b b b b b b b
. . . . . .
1 2 . . . i−1 i i+1 . . . N
Diagrammatically, the product UiUj amounts to gluing the diagram of Uj over the dia-
gram of Ui. The resulting connectivity is obtained by reading the connections between the
top and bottom marked points. With this identification, the first equation of (1) is
U2i =
b b b b b b b b
b b b b b b b b
b b b b b b b b
. . . . . .
. . . . . .
= βUi,
so that the free parameter β is the weight given to loops closed in the process. The other
two equations in (1) have similar interpretations. Any connectivity can be obtained by a
product of the generators, and the product of any two connectivities c1 and c2 in TLN(β) is
given by the same concatenation rule. The algebra TLN(β) is the algebra of connectivities
endowed with the product just described and is of dimension 1
n+1
( 2nn ).
A useful representation is the representation ρ on link states (or link patterns). A link
pattern is a set of N marked points on a horizontal segment. The points are connected pair-
wise, or to infinity, by non intersecting curves that lay above the segment. Points connected
to infinity are called defects. The set of link states of length N with d defects is denoted BdN
and their linear span by V dN , with dim(V
d
N) =
(
N
(N−d)/2
) − ( N(N−d−2)/2 ). The set of all link
states of size N is noted BN (and VN the corresponding vector space). Let v ∈ BN and c a
connectivity. The product cv is obtained by connecting the marked points of v to the top
marked points of c, by reading the resulting link pattern given by the new connections at
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the bottom of c, and by adding a multiplicative factor of β for each closed loop. Here is an
example:
b b b b b b b b b b
b b b b b b b b b b
= β2 b b b b b b b b b b
The matrix representing c in the link representation is denoted ρ(c). It is of size dim(VN)
and obtained by acting on c with all the link patterns of BN . We introduce the double-row
matrix DN(u) as an element of TLN(β = 0). It is defined diagrammatically by
DN (u) =
1
sin 2u
N︷ ︸︸ ︷
b b b
b b b
u u u
π
2
− u π
2
− u π
2
− u
where each box is given by
u = cosu + sin u = π2 − u
and u ∈ [0, π
2
] is the anisotropy parameter. (A definition of DN(u) for general β exists,
see [7].) From the definition, it can easily be shown that DN(u) = DN(π/2 − u) and
DN(0) = DN (π/2) = id are satisfied, where id is the unique connectivity connecting every
point on top to the corresponding point on the bottom. In [1], it is also shown that DN(u)
satisfies the following inversion identity:
DN(u)DN(u+
π
2
) =
(
cos2N u− sin2N u
cos2 u− sin2 u
)2
id,
from which is it possible to retrieve a closed expression for the eigenvalues of DN(u), which
we note dN(u):
N odd: dN(u) =
1
2N−1
N−1
2∏
j=1
(
1
sin (2j−1)π
2N
+ ǫj sin 2u
)(
1
sin (2j−1)π
2N
+ µj sin 2u
)
, (2)
N even: dN(u) =
N
2N−1
N−2
2∏
j=1
(
1
sin jπ
N
+ ǫj sin 2u
)(
1
sin jπ
N
+ µj sin 2u
)
, (3)
where ǫj , µj = ±1 for every j. Fixing values for each ǫj and each µj, the set of zeroes of
dN(u) is
{u|dN(u) = 0} =
⋃
ν=ǫ,µ
⋃
j
{
(2 + νj)
π
4
± i
2
ln tan
tj
2
+ πk, k ∈ Z
}
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where
N odd: tj =
(2j − 1)π
2N
,
N even: tj =
jπ
N
.
Given a fixed dN(u), every zero in the above set appears 0, 1 or 2 times, and the number
of zeroes with imaginary value i/2 ln tan tj/2 is always 2. There are N − 1 zeroes for N odd
and N − 2 for N even, which results in a total of 2N−1 and 2N−2 choices, respectively, for
the eigenvalues dN(u). The set of possible solutions for eigenvalues of ρ(DN(u)) is too large
and one must identity which ones are relevant. This will be the subject of the next section.
DN(u) can be developed in a Taylor series around the point u = 0, yielding
DN(u) = id + 2uHN + o(u2) with HN =
N−1∑
i=1
Ui. (4)
To understand and prove the selection rules, we will calculate the eigenvalues of HN . Using
the expansions of (2) and (3) around u = 0, and using dN(0) = 1, i.e.
1
2N−1
N−1
2∏
j=1
1
sin2 (2j−1)π
2N
= 1 and
N
2N−1
N−2
2∏
j=1
1
sin2 jπ
N
= 1
for N odd and N even respectively, one finds that eigenvalues of HN , denoted hN , are
N odd: hN =
N−1
2∑
j=1
cos
(
πj
N
)
(ǫN+1
2
−j + µN+1
2
−j), (5)
N even: hN =
N−2
2∑
j=1
cos
(
πj
N
)
(ǫN
2
−j + µN
2
−j), (6)
and the ǫjs and µjs are those of dN(u).
2.2 Two-column configurations
The selection rules given in [1] have been formulated in terms of column configurations. This
section is a quick review of their definitions.
Definition 2.1 A one-column configuration of height M is a configuration of M sites dis-
posed in a column and labeled from 1 to M , starting from the top. In a column configuration,
every site is either occupied or unoccupied and we define its signature, S = {S1, S2, ..., Sm},
where the Sis are the labels of the occupied sites in ascending order (and m ≤ M is their
number and will be called the length of the signature). We identify unoccupied sites with
white circles “ ” and occupied sites with blue circles “ ”.
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Definition 2.2 A two-column configuration of height M is a pair of one-column configura-
tions, both of height M , and is usually depicted as in Figure 1. Its signature is S = (L,R),
where L and R are the respective signatures of the left and right column configurations and
may have different lengths m and n. A two-column configuration will be said to be admissible
if 0 ≤ m ≤ n ≤M and Li ≥ Ri for all i = 1, ..., m. We denote by AMm,n the set of admissible
two-column configurations of height M and signature lengths m and n. When m, n and M
are such that the previous constraint is violated, AMm,n ≡ ∅.
→
ǫ8 = −1 µ8 = −1
ǫ7 = +1 µ7 = −1
ǫ6 = +1 µ6 = −1
ǫ5 = −1 µ5 = −1
ǫ4 = +1 µ4 = +1
ǫ3 = −1 µ3 = +1
ǫ2 = −1 µ2 = −1
ǫ1 = +1 µ1 = −1
Figure 1: An admissible two-column configuration in A84,6 with L = (2, 3, 5, 8) and R =
(1, 2, 5, 6, 7, 8): blue sites are occupied and white sites unoccupied. To its right, the corre-
sponding values of the ǫjs and µjs.
The graphical interpretation of this last definition is simple. Fix a two-column con-
figuration. To see if it is admissible, we draw on the two-column configuration segments
connecting sites with label Li from the left column to sites with label Ri from the left col-
umn, for i = 1, ..., m (the remaining sites at positions Rj with m < j ≤ n are not connected
to any other site). If all the segments have positive or null slopes, the configuration is
admissible.
Definition 2.3 The reduced set A˜x+yx,y of admissible two-column configurations is the subset
of configurations of Ax+yx,y that have one and only one excitation for every j.
Evaluating |A˜x+yx,y | is simple, as there exists bijections between reduced configurations in
A˜x+yx,y , Dyck paths ~x ∈ DP x+yy−x (see definition 5.2) and link states in V y−xx+y :
• From an element of A˜x+yx,y , we set ǫj = +1 if the site of the left one-column configuration
at height j is unoccupied, and −1 otherwise. ~x = (ǫ1, ..., ǫx+y) is a Dyck path of length
x+y as, from the definition of reduced admissible configurations,
∑k
i=1 ǫi ≥ 0 for every
k in 1, ..., x + y. Since there are, in total, y “+1”s and x “−1”s, the endpoint of the
Dyck Path is at y − x. This transformation is bijective.
7
• The bijection between Dyck paths and link states is given by the following. To each of
the entries of the link state, we associate the integer j in 1, ..., N from left to right and
build pairings (j′, j) (the positions where the bubbles connect). Starting from the left,
for every xj = −1, we pair j to the closest available j′ such that xj′ = +1 and j > j′.
When every j with xj = −1 is paired, the remaining y − x unpaired sites are chosen
to be defects. The link state v obtained from a given Dyck path ~x by the previous
procedure will be noted v = B(~x).
From this bijection,
|A˜x+yx,y | = dimV y−xx+y =
(
x+ y
x
)
−
(
x+ y
x− 1
)
. (7)
→
b
b
b
b
b
b
b
b
b
b b b b b b b b
Figure 2: A two-column admissible configuration in A˜83,5 and, to the right, the corresponding
Dyck path ∈ DP 82 and link state ∈ V 28 .
2.3 Conjectured degeneracies and selection rules
In this section, we state the conjecture of [1] and use the definitions of AMm,n to translate it
in terms of degeneracies in the spectrum of ρ(HN(u)). To each two-column configuration
corresponds a choice of ǫj and µj . The rules are the following :
• A white circle “ ” corresponds to +1 and a blue circle “ ” to a −1.
• The left column corresponds to ǫ excitations, and the right to µ excitations.
• As before, j grows from top to bottom.
Pearce and Rasmussen [1] give the following conjecture:
8
Conjecture 2.1 In the sector with d defects, the set of choices of the ǫjs and µjs belonging
to
N odd:
N−d
2⋃
p=0
A
N−1
2
p,p+ d−1
2
, N even:
N−d
2⋃
p=0
(
A
N−2
2
p,p+ d−2
2
∪A
N−2
2
p,p+ d
2
)
, (8)
forms the spectrums of ρ(DN (u)) and ρ(HN ).
Recall that when some indices of AMm,n do not satisfy the constraint 0 ≤ m ≤ n ≤ M , the
set AMm,n is empty. In this sense, the case d = 0 is special, as the selection rule reduces to
N−2
2⋃
p=0
A
N−2
2
p,p . (9)
Definition 2.4 The set of eigenvalues of ρ(HN ) in the sector with d defects, as given by
the selection rules (8), will be noted HdN . An eigenvalue λ will be said to belong to A
M
m,n if it
can be obtained by a choice of ǫjs and µjs represented by an element of A
M
m,n. For N even,
we distinguish between HdN,0 and H
d
N,1, the sets of eigenvalues λ obtained from admissible
two-column configurations in ∪
N−d
2
p=0 A
N−2
2
p,p+ d−2
2
and ∪
N−d
2
p=0 A
N−2
2
p,p+ d
2
respectively.
In the following, the cases N odd and N even will often be treated separately. In
preparation, we give the following two definitions.
Definition 2.5 Let δ = 0, 1, we define the set Λnδ of λs given by
λ = 2
m∑
i=1
ηki cos
πki
N
, where (10)
• ηi = ±1 for all i;
• m may take all values satisfying both 0 ≤ m ≤ n and n−m ≡ δ mod 2;
• ki ∈ N, 1 ≤ k1 < k2 < ... < km ≤ F (N) with F (N) =
{
(N − 1)/2, Nodd,
(N − 2)/2, Neven.
Let λ ∈ Λnδ . We also define
• K+ : the set of ks in {k1, ..., km} with ηki = +1,
• K− : the set of ks in {k1, ..., km} with ηki = −1,
• Kc : the set of ks in {1, ..., F (N)} that are neither in K+ nor K−.
To each λ ∈ Λnδ we associate the smallest number m such that λ can be written as
(10), ignoring accidental cancellations. For instance, with N = 9, λ1 = 0 has m = 0 and
λ2 = 2 cosπ/9 − 2 cos 2π/9 − 2 cos 4π/9 has m = 3, even though λ2 evaluates to 0. The
accidental degeneracies like the one given previously will not be considered, as they are
degeneracies of ρ(HN), but not of ρ(DN (u)).
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2.4 N odd
Proposition 2.2 The two sets HdN and Λ
(N−d)/2
0 are equal.
Proof First, let h ∈ HdN . It is obvious that h can be written as (10), for a certain
0 ≤ m ≤ (N − 1)/2. Here are the rules: if at level j
(a) there are two white circles, put kj in K
+;
(b) there are two blue circles, put kj in K
−;
(c) there is one white and one blue circle, put kj in K
c.
To prove that h ∈ Λ(N−d)/20 , one must show two things: that the top bound for m can
be lowered from (N − 1)/2 to (N − d)/2, and that n − m = 0mod 2. To do this, note
first that if h ∈ A(N−1)/2p,p+(d−1)/2, the maximal number of elements in K− and K+ are p and
(N − d)/2− p respectively (and these two events occur simultaneously). The maximal value
of m ≡ |K+∪K−| is (N −d)/2; it never goes beyond n. The values m can take make jumps
of 2 and are n, n− 2, n− 4, ..., 0: n−m = 0mod 2 as expected.
Second, let λ ∈ Λn0 with m fixed. We show that λ ∈ HN−2nN . The rule is the following:
(a) if kj ∈ K+, put two white circles at level j;
(b) if kj ∈ K−, put two blue circles at level j;
(c) if kj ∈ Kc, put one circle of each color at level j.
One must then choose carefully the position of the pairs of colored circles in (c), to ensure
that the two-column configuration is admissible and that it is in A
(N−1)/2
p,p+(d−1)/2 for some p.
Among all kj in K
c, one must put a1 blue circles in the left column and a2 in the right
column, and impose that a1 + a2 = |Kc| = (N − 1)/2 − m and a2 − a1 = (N − 1)/2 − n.
This is always possible, with the choice a1 = (n−m)/2 and a2 = (N − n−m− 1)/2 (note
that a1 and a2 are integers). λ is then contained in A
(N−1)/2
p,p+(d−1)/2 with p = |K−|+(n−m)/2. 
From the previous proof, all the eigenvalues of ρ(HN ) are in Λn0 , and we need not worry
about values in Λn1 . For a given element of Λ
n
0 , we can now calculate its degeneracy in
ρ(HN ) in the sector with d defects, as given by the selection rules. The following statement
is therefore equivalent to conjecture 2.1 for N odd (omitting accidental degeneracies):
Conjecture 2.3 Let λ ∈ Λn0 with a fixed value of m (and n−m ≡ 0 mod 2). Its degen-
eracy in ρ(HN ) in the sector with N − 2n defects, as conjectured in [1], is
degH(λ) =
(
N−1
2
−m
n−m
2
)
−
(
N−1
2
−m
n−m−2
2
)
, 0 ≤ m ≤ n. (11)
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Proof In the second part of the previous proof, for every kj in K
c, there was a free-
dom in the choice of admissible configurations. To count the degeneracies, one has to count
these possible choices, as a pair of occupied and unoccupied sites at height j gives contri-
bution 0 to eigenvalues of ρ(HN ), regardless of j. For a given two-column configuration,
whether it is admissible does not depend on levels with two blue circles or two white circles.
These can be removed. The configuration resulting from this operation is in the reduced set
A˜
(N−1)/2−m
(n−m)/2,(N−1−n−m)/2 whose dimension, given by (7), is the desired result (11). 
→
Figure 3: A two-column admissible configuration in A84,6 and its corresponding reduced con-
figuration in A˜41,3. It corresponds to the eigenvalue −2 cosπ/17−2 cos 4π/17+2 cos 5π/17−
2 cos 7π/17 of ρ(HN=17) and has degeneracy 3.
2.5 N even
The case N even is analogous to the case N odd, though the selection rule is more compli-
cated.
Proposition 2.4 Let δ = 0, 1. Then HdN,δ = Λ
(N−d)/2
δ .
Proof We start by showing that for δ = 0, 1, HdN,δ ⊂ Λ(N−d)/2δ . The beginning of this
proof is identical to that of proposition 2.2. The arguments for lowering the upper bound
for m from (N − 2)/2 to (N − d)/2 and for the parity of n − m must be repeated. (Note
that in the case d = 0, it seems that this raises the upper bound, but since the selection
rule is given in (9), this is not the case.) For δ = 0, K− has at most p elements and K+,
at most (N − d)/2 − p. Then, m = |K+ ∪ K−| is at most n = (N − d)/2 and m takes
values n, n − 2, ...; this is the case n − m = 0mod 2. For δ = 1, max m = max|K−| = p,
max|K+| = (N−d)/2−p−1, max(|K+∪K−|) = (N−d)/2−1 = n−1, and n−m = 1mod 2.
In the other direction, we show Λ
(N−d)/2
0 ⊂ HdN,0. The rules are those of proposition 2.2.
The positions of the pairs in Kc is as follows:
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• If λ ∈ Λn0 , the constraints are a1 + a2 = (N − 2)/2−m and a2 − a1 = (N − 2)/2− n.
Among the kjs in K
c, we put a1 = (n − m)/2 excitations in the left column and
a2 = (N − n−m− 2)/2 in the right column.
• If λ ∈ Λn1 , the constraints are a1 + a2 = (N − 2)/2 − m and a2 − a1 = N/2 − n.
Among the kjs in K
c, we put a1 = (n −m − 1)/2 excitations in the left column and
a2 = (N − n−m− 1)/2 in the right column.

For N even, the following is the translation of the conjecture 2.1:
Conjecture 2.5 The conjectured degeneracy of λ ∈ Λnδ , m fixed (and n−m ≡ δ mod 2),
in the sector d = N − 2n, is given by
δ = 0 : degH(λ) =
(
N−2
2
−m
n−m
2
)
−
(
N−2
2
−m
n−m−2
2
)
, 0 ≤ m ≤ n, (12)
δ = 1 : degH(λ) =
(
N−2
2
−m
n−m−1
2
)
−
(
N−2
2
−m
n−m−3
2
)
, 0 ≤ m ≤ n− 1. (13)
This proof is identical to that of 2.3 and left to the reader. One can also verify that these
formulae are valid for d = 0 and that degH(λ) = 0 for δ = 0, as expected. The results
of the conjectures 2.3 and 2.5 are statements equivalent to (8): they provide a conjecture
for degeneracies of eigenvalues of ρ(HN ) in the sector with d = N − 2n defects (in fact,
the statement is not as strong because of the accidental degeneracies due to exceptional
trigonometric identities, but these will be ignored). To prove the selection rules, we will
show that degeneracies of ρ(HN ) are indeed given by eqs (11), (12) and (13).
3 The XXZ Hamiltonian
On the finite (non-periodic) lattice, the well-studied [5] XXZ Hamiltonian for spin-1
2
particles
is
HqXXZ =
1
2
(
N−1∑
j=1
(σxj σ
x
j+1 + σ
y
j σ
y
j+1 +
q + q−1
2
σzjσ
z
j+1)−
q − q−1
2
(σz1 − σzN )
)
, (14)
where
σaj = id2 ⊗ id2 ⊗ · · · ⊗ id2︸ ︷︷ ︸
j−1
⊗σa ⊗ id2 ⊗ id2 ⊗ · · · ⊗ id2︸ ︷︷ ︸
N−j
.
This Hamiltonian acts on (C2)⊗N and can also be written as
HqXXZ =
N−1∑
j=1
(
q + q−1
4
I + ei
)
, where
12
ej =
1
2
(
σxj σ
x
j+1 + σ
y
jσ
y
j+1 +
q + q−1
2
(σzjσ
z
j+1 − id)−
q − q−1
2
(σzj − σzj+1)
)
= id2 ⊗ id2 ⊗ · · · ⊗ id2︸ ︷︷ ︸
j−1
⊗ e˜⊗ id2 ⊗ id2 ⊗ · · · ⊗ id2︸ ︷︷ ︸
N−j−1
(15)
and e˜ =


0 0 0 0
0 −q 1 0
0 1 −q−1 0
0 0 0 0

 . (16)
The matrices ejs form a representation of TLN (β) with β = −(q+q−1). We will be interested
in diagonalizing this Hamiltonian when q = i. More precisely, we will show that Hq=iXXZ can
be diagonalized when N is odd, but not when N is even, in which case we shall give its
Jordan form. We start with
H ≡ Hq=iXXZ =
1
2
(
N−1∑
j=1
(σxj σ
x
j+1 + σ
y
j σ
y
j+1)− i (σz1 − σzN )
)
.
3.1 Free fermions
Ideas in this section are similar to those found in [14], [15] and [16]. H can be transformed
by writing σxj , σ
y
j and σ
z
j in terms of σ
±
j = (σ
x
j ± iσyj )/2:
H =
N−1∑
j=1
(
σ+j σ
−
j+1 + σ
−
j σ
+
j+1
)− i(σ+1 σ−1 − σ+Nσ−N ).
We perform the celebrated Jordan-Wigner transformation by passing to creation and anni-
hilation operators cj and c
†
j,
cj =
(
j−1∏
k=1
(−σzk)
)
σ−j , σ
−
j =
(
j−1∏
k=1
(−σzk)
)
cj,
c†j =
(
j−1∏
k=1
(−σzk)
)
σ+j , σ
+
j =
(
j−1∏
k=1
(−σzk)
)
c†j,
which satisfy the usual anti-commutation relations for fermions,
{c†j, cj′} = δj,j′, {cj, cj′} = {c†j, c†j′} = 0.
The cj and c
†
j are real matrices and are indeed conjugate to one another. With this trans-
formation,
H =
N−1∑
j=1
(
c†jcj+1 + c
†
j+1cj
)
− i(c†1c1 − c†NcN),
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which can also be written as
H =
∑
k1,k2
c†k1ck2 Nk1,k2, (17)
where
N =


−i 1 0 0 . . . 0 0 0
1 0 1 0 . . . 0 0 0
0 1 0 1 . . . 0 0 0
0 0 1 0 . . . 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 . . . 0 1 0
0 0 0 0 . . . 1 0 1
0 0 0 0 . . . 0 1 i


is a symmetric matrix (but not a hermitian matrix) of size N . We want to perform a
Bogoliubov transformation
bn =
∑
j
f jnc
†
j , an =
∑
j
gjncj , (18)
that will make H as simple as possible in terms of these new operators. We also require that
the ans and bns satisfy the fermionic anticommutation relations
{bn, an′} = δn,n′, {bn, bn′} = {an, an′} = 0. (19)
To this intent, we want to diagonalize N . Define the matrix KL, of dimensions L× L
KL =


0 1 0 0 . . . 0 0 0
1 0 1 0 . . . 0 0 0
0 1 0 1 . . . 0 0 0
0 0 1 0 . . . 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 . . . 0 1 0
0 0 0 0 . . . 1 0 1
0 0 0 0 . . . 0 1 0


.
Also, let N˜ = N − ξidN and K˜L = KL − ξidL. The eigenvalues of N are ξs for which
det(N˜ ) = 0. Summing over the first and last line, we find
det(N˜ ) = (ξ2 + 1) det(K˜N−2) + 2ξ det(K˜N−3) + det(K˜N−4)
and, similarly,
det(K˜L) = −ξ det(K˜L−1)− det(K˜L−2)
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with initial conditions det(K˜1) = −ξ and det(K˜2) = ξ2 − 1 (or, more simply, det(K˜0) = 1).
These are Chebyshev polynomials of the second type, with recursion relations
Uk+1(x) = 2xUk(x)− Uk−1(x)
and initial conditions U0 = 1 and U1(x) = 2x. They can be written in a simple closed form:
Uk(cos v) =
sin(k + 1)v
sin v
.
With ξ = −2 cos v, one finds det(K˜L) = sin(L+ 1)v/ sin v and
det(N˜ ) = (4 cos
2 v + 1) sin(N − 1)v
sin v
− 4 cos v sin(N − 2)v
sin v
+
sin(N − 3)v
sin v
=
2 cos v sinNv
sin v
. (20)
Eigenvalues of N satisfy one of the two conditions:
• sinNv/ sin v = 0. Solutions for ξ are ξn = 2 cosπn/N with n = 1, ..., N − 1. (The
minus sign has disappeared because we changed n ↔ N − n.) The values n = 0 and
n = N are absent because of the sin v in the denominator of (20).
• cos v = 0, with solution ξN/2 = 0 (even when N is not even).
When N is odd, vn = πn/N is never π/2. All eigenvalues are distinct and N is diagonaliz-
able. When N is even however, the eigenvalue ξ = 0 appears twice.
For a fixed value of n in the interval 1, ..., N − 1, we now look for un = (u1n, ..., uNn ), the
eigenvector of N with eigenvalue ξn. Its components satisfy the constraints
ujn − ξnuj+1n + uj+2n = 0, for j = 1, ..., N − 2,
(−i− ξn)u1n + u2n = 0,
uN−1n + (i− ξn)uNn = 0.
Let xn such that ξn = xn + x
−1
n (and xn = e
iπn/N). One can easily verify that the ansatz
ujn = Kn(αnx
j
n + γnx
−j
n ) with αn = −(1 + ix−1n ) and γn = 1 + ixn (21)
satisfies all three constraints. For reasons that will be soon clear, when n 6= N/2, we fix the
constant Kn to (2αnγnN)
−1/2 ensuring that uTnun = 1. Indeed,
uTnun =
N∑
j=1
(ujn)
2 =
1
2αnγnN
N∑
j=1
(αnx
j
n + γnx
−j
n )
2
= 1 +
α2n
2αnγnN
x2n(1− x2Nn )
1− x2n
+
γ2n
2αnγnN
x−2n (1− x−2Nn )
1− x−2n
= 1,
because x±2Nn = 1. Notice that we have
αnγn = −i(xn + x−1n ) = −iξn.
For the states with ξ = 0, the cases N odd and N have to be treated separately.
15
3.2 N odd
For the eigenvector with ξ = 0, the ansatz (21) still works with x = i. Then, γn = 0,
αn = −2 and we can write ujN/2 = K ′N/2ij .
uTN/2uN/2 = (K
′
N/2)
2
N∑
j=1
(−1)j = −(K ′N/2)2
and K ′N/2 = i is the correct choice. When N is odd, N is diagonalizable and from (18), H
can be written as H =
∑N−1
k=0 Λk bkak, and
[H, am] =
N−1∑
k=0
Λk[bkak, am] = −Λmam, {c†i , [H, am]} = −Λm
∑
j
gjm{c†i , cj} = −Λmgim,
but because of (17), we also have
[H, am] =
∑
k1,k2
∑
j
Nk1,k2 gjm[c†k1ck2, cj] = −
∑
k1,k2
Nk1,k2 gk1m ck2 ,
{c†i , [H, am]} = −
∑
k1,k2
Nk1,k2 gk1m {ci, ck2} = −
∑
k1
Ni,k1gk1m ,
where we used Ni,j = Nj,i. We can write
N~gm = Λm~gm, where ~gm =


g1m
g2m
...
gNm

 . (22)
The gjms are the components of the eigenvectors of N and the Λms, its eigenvalues. The
same process can be carried out for the bms, yielding
N ~fm = Λm ~fm, where ~fm =


f 1m
f 2m
...
fNm

 . (23)
The labeling of the as and bs is as follows.
• For n = 1, ..., N − 1, we choose Λn = ξn and f jn = gjn = ujn . This gives
an = Kn
N∑
j=1
(αnx
j
n + γnx
−j
n )cj, bn = Kn
N∑
j=1
(αnx
j
n + γnx
−j
n )c
†
j , (24)
with Kn, αn and γn given previously.
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• For the eigenvector with eigenvalue zero, Λ0 = ξN/2 = 0, f j0 = gj0 = ujN/2 = ij+1, and
a0 =
N∑
j=1
ij+1cj, b0 =
N∑
j=1
ij+1c†j. (25)
Because f jk has a non zero imaginary part and f
j
k = g
j
k, bn 6= a†n. Instead, c†j = cTj gives
bn = a
T
n . In terms of f
j
k and g
j
k, the constraint given by the anticommutation relation is
δn,n′ = {bn, an′} =
∑
j,j′
gjng
j′
n′{c†j, cj′} =
∑
j
gjng
j
n′ = ~g
T
n~gn′.
When n 6= n′, this is trivial, because
0 = ~gTn (N −N T )~gn′ = ~gTn~gn′(ξn′ − ξn) and ξn 6= ξn′.
However when n = n′, ~gTn~gn = 1 explains our previous choice for the Kns. Finally, one
finds that H can be written as H = 2
∑N−1
k=1 cos(πk/N)bkak. If we denote by |0〉 the state
| ↑↑ . . . ↑ 〉 with all spins up, then eigenvectors of H in the sector Sz = N/2− n are
|γ〉 = ak1ak2 . . . akn|0〉, (26)
where the k1, ..., kn are in the interval 0, ..., N − 1 and appear at most once. When the a0
excitation is present, we decide to set it at the end, kn = 0. With this convention, the
eigenvalue of |γ〉 is
γ =
{
2
∑n
i=1 cos(πki/N), if kn 6= 0,
2
∑n−1
i=1 cos(πki/N), if kn = 0.
3.3 N even
For N even, the eigenvalue 0 appears twice and N is not diagonalizable. To show this, we
study N 2:
N 2 =


0 −i 1 0 0 0 . . . 0 0 0 0 0 0
−i 2 0 1 0 0 . . . 0 0 0 0 0 0
1 0 2 0 1 0 . . . 0 0 0 0 0 0
0 1 0 2 0 1 . . . 0 0 0 0 0 0
0 0 1 0 2 0 . . . 0 0 0 0 0 0
0 0 0 1 0 2 . . . 0 0 0 0 0 0
...
...
...
...
...
...
. . .
...
...
...
...
...
...
0 0 0 0 0 0 . . . 2 0 1 0 0 0
0 0 0 0 0 0 . . . 0 2 0 1 0 0
0 0 0 0 0 0 . . . 1 0 2 0 1 0
0 0 0 0 0 0 . . . 0 1 0 2 0 1
0 0 0 0 0 0 . . . 0 0 1 0 2 i
0 0 0 0 0 0 . . . 0 0 0 1 i 0


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and check that
wj1 = i
j
⌊N − j − 1
2
⌋
and wj2 = i
j
⌊N − j + 1
2
⌋
are two independent eigenvectors of N 2 with eigenvalue 0. The eigenvector ujN/2 = K ′N/2ij
of N is given by the linear combination wj2 − wj1 = ij (though the constant K ′N/2 will be
different from the N odd constant). Also,
(Nw1)j = ij−1, (Nw2)j = ij−1, (27)
and any linear combination w = β1w1 + β2w2 satisfies Nw ∝ uN/2; N is therefore not
diagonalizable. Nevertheless, it is possible to write H in the following manner:
H = b0a−1 +
N−1∑
n=1
n 6=N/2
Λnbnan (28)
where all the as and bs obey (19). The identification for N even is slightly modified:
• For the N − 2 eigenvecteurs with ξ 6= 0, (22) and (23) stay valid and the same iden-
tification is made: Λn = ξn = 2 cosπn/N and f
j
n = g
j
n = u
j
n (for n = 1, 2, ..., N − 1,
except n = N/2). The operators a and b are then given by the solution (24).
• For the two remaining modes, a new feature appears:
0 = −[H, a−1] =
∑
k1,k2
gk1−1Nk1,k2 ck2 → N~g−1 = 0,
a−1 = −[H, a0] =
∑
k1,k2
gk10 Nk1,k2 ck2 → N~g0 = ~g−1,
0 = [H, b0] =
∑
k1,k2
fk10 Nk1,k2 ck2 → N ~f0 = 0,
b0 = [H, b−1] =
∑
k1,k2
fk1−1Nk1,k2 ck2 → N ~f−1 = ~f0,
where the equations on the right are obtained by anti-commuting the equations on the
left with ci and writing the result as matrix products. The result is f
j
0 = g
j
−1 = u
j
N/2 =
K ′N/2i
j and f j−1 = g
j
0 = w
j = β1w
j
1 + β2w
j
2, where K
′
N/2, β1 and β2 are constants that
remain to be fixed. The relation Nw = uN/2, along with the commutation relations
(19), fixes these constants (this is done in appendix A). The final result is
a0 =
N∑
j=1
(β1w
j
1 + β2w
j
2)cj, b0 = K
′
N/2
N∑
j=1
ijc†j , (29)
a−1 = K
′
N/2
N∑
j=1
ijcj, b−1 =
N∑
j=1
(β1w
j
1 + β2w
j
2)c
†
j,
with K ′N/2 = (2i/N)
1/2, β1 =
−1
2KN/2
and β2 = −N−4N β1. The new feature here is the
pairing aT0 = b−1 and a
T
−1 = b0.
18
Finally, the canonical expression for the Hamiltonian is
H = b0a−1 + 2
N−1∑
k=1
k 6=N/2
cos(πk/N)bkak.
In the sector Sz = N/2− n, the states |γ〉 given in eq. (26) are tied to the eigenvalues
γ =


2
∑n
i=1 cos(πki/N), if a0 and a−1 are absent,
2
∑n−1
i=1 cos(πki/N), if only one of a0 or a−1 is present,
2
∑n−2
i=1 cos(πki/N), if both a0 and a−1 are present.
All the kis are in the set {−1, 0, ..., N − 1} \ {N/2} and, as in the N odd case, the a0
and a−1 are always set to the last kis, when present. Not all the states |γ〉 are eigenstates
of H . The generalized eigenvectors are those with the a0 excitation, but not a−1. In total,
there are 2N−2 such states, while all others are eigenvectors.
4 The algebra Uq(sl2)
The algebra Uq(sl2) is generated by the three generators q
Sz , S+ and S− that satisfy the
relations
qS
z
S±q−S
z
= q±1S± and [S+, S−] =
q2S
z − q−2Sz
q − q−1 .
Proposition 4.1 The representation
qS
z
= qσ
z/2 ⊗ qσz/2 ⊗ · · · ⊗ qσz/2 =
N∏
j=1
qσ
z
j /2,
Sz =
N∑
j=1
σzj /2,
S± =
N∑
j=1
S±j =
N∑
j=1
q−σ
z/2 ⊗ ...⊗ q−σz/2 ⊗ σ± ⊗ qσz/2 ⊗ · · · ⊗ qσz/2
=
N∑
j=1
(
j−1∏
k=1
q−σ
z
k/2
)
σ±j
(
N∏
k′=j+1
qσ
z
k/2
)
of Uq(sl2) commutes with the ei matrices given in (15).
Proof The commutation of qS
z
, S+ and S− with ei arises from the relations
[e˜, qσ
z/2 ⊗ qσz/2] = 0 and [e˜, q−σz/2 ⊗ σ± + σ± ⊗ qσz/2] = 0,
where e˜ is the 4× 4 matrix given in (16). 
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This property, first noticed in [5], will be used thoroughly. Note also that S− = (S+)T .
Some particularities occur when q2P = 1. Let qc be a 2P -th root of unity. Then (S
±)P |q=qc =
0. For these values qc, the generators (S
±)P can be replaced by ([17], [5]):
S±(P ) ≡ lim
q→qc
(S±)P
[P ]q!
, where [n]q! =
n∏
k=1
[n]q and [n]q =
qn − q−n
q − q−1 .
For q = qc a root or unity, S
±(P ) is non zero and commutes with ei, because
[S±(P ), ei] = lim
q→qc
[(S±)P , ei]
[P ]q
= lim
q→qc
0
[P ]q
= 0.
We are interested in the case qc = i, P = 2, and calculate S
±(2). The square of S± is
(S±)2 =
∑
j1,j2
S±j1S
±
j2
=
(∑
j1<j2
+
∑
j2<j1
)
S±j1S
±
j2
=
∑
j1<j2
(S±j1S
±
j2
+ S±j2S
±
j1
).
When j1 < j2,
S±j1S
±
j2
=
(
j1−1∏
k1=1
q−σ
z
k1
)
σ±j1q
−σzj1
/2qσ
z
j2
/2σ±j2
(
N∏
k2=j2+1
qσ
z
k2
)
= q±1
(
j1−1∏
k1=1
q−σ
z
k1
)
σ±j1σ
±
j2
(
N∏
k2=j2+1
qσ
z
k2
)
,
but
S±j2S
±
j1
= q∓1
(
j1−1∏
k1=1
q−σ
z
k1
)
σ±j1σ
±
j2
(
N∏
k2=j2+1
qσ
z
k2
)
and finally,
(S±)2
[2]q
=
∑
j1<j2
(
j1−1∏
k1=1
q−σ
z
k1
)
σ±j1σ
±
j2
(
N∏
k2=j2+1
qσ
z
k2
)
︸ ︷︷ ︸
S
±(2)
j1,j2
(q)
.
4.1 S± and S±(2) for free fermions
The next step is to write S± and S±(2) first in terms of operators cj and c
†
j , and then of the
ans and bns calculated in section 3 (Deguchi et al. did this for the periodic case [15]). We
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start with S+ and S−,
S± =
(
N∏
k=1
qσ
z
k/2
)
N∑
j=1
(
j−1∏
k=1
q−σ
z
k
)
q−σ
z
j /2σ±j
= qS
z
q∓1/2
N∑
j=1
(
j−1∏
k=1
q−σ
z
k
)
σ±j
= iS
z∓1/2
N∑
j=1
(
j−1∏
k=1
−iσzk
)
σ±j
= iS
z∓1/2−1
N∑
j=1
ij
(
j−1∏
k=1
−σzk
)
σ±j
and this yields
S+ = iS
z−3/2
N∑
j=1
ijc†j =
iS
z−3/2
K ′N/2
N∑
j=1
ujN/2c
†
j and S
− = iS
z−1/2
N∑
j=1
ijcj =
iS
z−1/2
K ′N/2
N∑
j=1
ujN/2cj.
(30)
We can repeat the computation for S+(2) and S−(2):
S+(2) = i−1(−1)Sz
∑
j1<j2
ij1+j2c†j1c
†
j2
and S−(2) = −i−1(−1)Sz
∑
j1<j2
ij1+j2cj1cj2 .
Though it is less apparent than before, both S− = (S+)T and S−(2) = (S+(2))T still hold.
Our ultimate goal is to write S+(2) and S−(2) as
S+(2) =
∑
k1,k2
A(k1, k2)bk1bk2 , S
−(2) = −
∑
k1,k2
A(k1, k2)b
T
k1
bTk2 ,
where A(k1, k2) = −A(k2, k1). To do this calculation, we need to find the inverse formula
c†j =
∑
k
dkj bk, cj =
∑
k
ekjak.
To do so, we calculate {c†j, ak} and {cj, bk} in the two possible ways, to find dkj = ekj = gjk.
This allows us to pursue the computation,
S+(2) =
i−1(−1)Sz
2
∑
j1<j2
ij1+j2(c†j1c
†
j2
− c†j2c†j1)
=
i−1(−1)Sz
2
∑
k1,k2
bk1bk2
(∑
j1<j2
ij1+j2(gj1k1g
j2
k2
− gj2k1gj1k2)
)
︸ ︷︷ ︸
B(k1,k2)
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and B(k1, k2) can be calculated directly. For any k1, k2 with ξ 6= 0,
B(k1, k2) = Kk1Kk2
∑
j1<j2
ij1+j2
(
αk1αk2(x
j1
k1
xj2k2 − xj2k1xj1k2) + γk1γk2(x−j1k1 x−j2k2 − x−j2k1 x−j1k2 )
+ αk1γk2(x
j1
k1
x−j2k2 − xj2k1x−j1k2 ) + αk2γk1(x−j1k1 xj2k2 − x−j2k1 xj1k2)
)
= Kk1Kk2
(
g(xk1, xk2) + g(x
−1
k1
, x−1k2 )− g(xk1 , x−1k2 )− g(x−1k1 , xk2)
)
where g(z, w) = (f(z, w) − f(w, z))(1 + iz−1)(1 + iw−1) and f(z, w) = ∑j1<j2(iz)j1(iw)j2.
After simplification, one finds
g(z, w) =
(
(iz)N − (iw)N)+ (iw − iz)(1− (−zw)N)
1 + zw
and
B(k1, k2) =
i(−1)NKk1Kk2
(xk2 + xk1)(1 + xk2xk1)(xk2xk1)
N
(
(x2Nk1 − x2Nk2 )(1− x2k1x2k2) + (1− x2Nk2 x2Nk1 )(x2k2 − x2k1)
)
(31)
Because xki = e
iπki/N , x2Nki = 1 and B(k1, k2) = 0 in general. There is an exception when
xk1xk2 = −1, i.e. when k1 + k2 = N . B(k1, N − k1) is calculated by taking the limit
B(k1, N − k1) = lim
xk2→−1/xk1
B(k1, k2).
The first term is zero, but not the second,
B(k,N − k) = −2NiKkKN−k(xk + x−1k ) = −2NiKkKN−kξk.
This simplifies even more, because when k < N/2,
KkKN−k =
1
2N(αkγkαN−kγN−k)1/2
=
1
2N(−ξkξN−k)1/2 =
1
2Nξk
,
and finally,
B(k1, k2) =
{ −iδk1+k2,N k1 < N/2,
iδk1+k2,N k1 > N/2.
(32)
4.2 N odd
From (25) and (30), one finds directly
S+ = iS
z+3/2b0 and S
− = iS
z−3/2a0. (33)
For S+(2), B(k1, k2) has been calculated except when k1 = 0. The result (31) for B(k1, k2)
is also valid for k1 = 0 (as the eigenstate is still given by (21)); replacing xk1 = i gives
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B(0, k) = 0 for all values of k in 1, ..., N − 1, and
S+(2) =
(−1)Sz+1
2

(N−1)/2∑
k=1
bkbN−k −
N−1∑
k=(N+1)/2
bkbN−k

 = (−1)Sz+1 (N−1)/2∑
k=1
bkbN−k, (34)
S−(2) =
(−1)Sz
2

(N−1)/2∑
k=1
akaN−k −
N−1∑
k=(N+1)/2
akaN−k

 = (−1)Sz (N−1)/2∑
k=1
akaN−k.
Because the operators bkbN−k and akaN−k commute with H , S
+(2) and S−(2) also do, as
expected.
4.3 N even
The case N even is again different because of the Jordan cell of size 2 in N related to the
eigenvalue 0. From (29) and (30),
S+ =
iS
z−3/2
K ′N/2
b0, S
− =
iS
z−1/2
K ′N/2
a−1. (35)
For S+(2) and S−(2), B(k1, k2) has been calculated for k1, k2 in {1, ..., N − 1} \ {N/2} in
(32). When k = 0 or −1 and k′ ∈ {1, ..., N − 1} \ {N/2}, as before we can show that
B(0, k′) = B(−1, k′) = 0. A quick argument consists in noticing that operators b0bk′ and
b−1bk′ do not commute with H and that S
+(2) could not have a component along these
operators. But there is a component b0b−1:
B(0,−1) = K ′N/2β1
∑
j1<j2
(−1)j1+j2
(⌊N − j1 − 1
2
⌋
− N − 4
N
⌊N − j1 + 1
2
⌋
−
⌊N − j2 − 1
2
⌋
+
N − 4
N
⌊N − j2 + 1
2
⌋)
.
To evaluate these sums (for N even), note that
∑
j1<j2
(−1)j1+j2
⌊N − j1 − 1
2
⌋
=
N∑
j1=1
(−1)j1
⌊N − j1 − 1
2
⌋ N∑
j2=j1+1
(−1)j2
=
N∑
j1=1
(−1)j1
⌊N − j1 − 1
2
⌋
δ1,j1mod2
= −
N/2∑
j=1
(N/2− j) = −N(N − 2)
8
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and in a similar fashion,∑
j1<j2
(−1)j1+j2
⌊N − j1 + 1
2
⌋
= −N(N − 2)
8
− N
2
,
∑
j1<j2
(−1)j1+j2
⌊N − j2 − 1
2
⌋
= −N(N − 2)
8
+
N
2
,
∑
j1<j2
(−1)j1+j2
⌊N − j2 + 1
2
⌋
= −N(N − 2)
8
.
After simplification, B(0,−1) = −2K ′N/2β1 = 1, and
S+(2) =
(−1)Sz
2

i(b−1b0 − b0b−1)− (N−2)/2∑
k=1
bkbN−k +
N−1∑
k=(N+2)/2
bkbN−k


= (−1)Sz

ib−1b0 − (N−2)/2∑
k=1
bkbN−k

 , (36)
S−(2) = (−1)Sz

ia−1a0 + (N−1)/2∑
k=1
akaN−k

 .
5 The relation between H and HN
In this section, we make explicit the relation between the XXZ model and the loop model.
The results in this section hold for all q.
5.1 The homomorphism
We start by introducing a notation for link states. Let v be a link state in BdN with n =
(N−d)/2 bubbles and let ψ(v) = {(p1, q1), (p2, q2), ..., (pn, qn)}, where the pis are the positions
where the bubbles of v start and qis the positions where they end. In ψ(v), the (pi, qi) pairs
are ordered in ascending order of pi, though this choice will play no role.
Definition 5.1 The linear transformation idN : V
d
N → (C2)⊗N |Sz=d/2 (the subset of (C2)⊗N
of spin configurations with n = (N − d)/2 down spins) is defined by its action on the basis
elements of BdN ,
idN(v) =

 ∏
(i,j)∈ψ(v)
Ti,j

 |0〉, where Ti,j = wσ−j + w−1σ−i , (37)
w =
√−q and |0〉 = ( 10 )⊗ ( 10 )⊗ · · · ⊗ ( 10 ) = | ↑↑ . . . ↑ 〉 as before.
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This definition can seem complex, but its graphical interpretation is not. In the simplest
cases,
i02
(
b b
)
= w | ↑↓ 〉+ w−1| ↓↑ 〉, i11
(
b
)
= | ↑ 〉, (38)
and when a link state v has more than one bubble or more than one defect, they are replaced
recursively by the rule (38). For instance,
i26
(
b b b b b b
)
= w2 | ↑↑↓↑↑↓ 〉+ | ↑↓↑↑↑↓ 〉+ | ↑↑↓↑↓↑ 〉+ w−2 | ↑↓↑↑↓↑ 〉,
i26
(
b b b b b b
)
= w2 | ↑↑↑↓↓↑ 〉+ | ↑↑↓↑↓↑ 〉+ | ↑↓↑↓↑↑ 〉+ w−2 | ↑↓↓↑↑↑ 〉.
The order of pairs (i, j) in ψ(v) is unimportant, as indices in the product (37) are never
repeated and [Ti,j, Tk,l] = 0 when i, j, k, l are all different.
Proposition 5.1 For any c ∈ TLN (−(q + q−1)) and any v ∈ V dN , idN (cv|d) = X(c)idN(v)
where X(c) is the matrix of c in the representation on (C2)⊗N as given in (15), and where
|d means that all components with less than d defects are set to 0.
Proof To prove the proposition, one must show that the action of the matrix ei on i
d
N(v)
is the same as the action of the generators Ui on link states, except that annihilated defects
always give 0. (We can restrict to the Uis and eis only, as other connectivities are products
of these.) More precisely, let Y (v) =
∏
(m,n)∈ψ′(v) Tm,n and ψ
′(v) be the subset of ψ(v) that
only contains positions of bubbles in v that do not touch i, i+1, j and k. We first give a list
of properties sufficient to prove idN (cv|d) = X(c)idN (v) for any v. For each entry of the list,
we give a diagrammatic property followed by the algebraic identity that needs to be checked.
1) X
(
i
b b
b b
)
idN(
i
b b ) = X
(
i
b b
b b |d
)
= 0 → eiY (v)|0〉 = 0,
2) X
(
i
b b
b b
)
idN(
i
b b ) = −(q + q−1)idN(
i
b b ) → eiTi,i+1Y (v)|0〉 = −(q + q−1)Ti,i+1Y (v)|0〉,
3) X
(
i j
. . .
. . .
b b b
b b b
)
idN( . . .
i j
b b b ) = idN(
i j
b b b. . . )→ eiTi+1,jY (v)|0〉 = Ti,i+1Y (v)|0〉,
4) X
(
ij
. . .
. . .
b b b
b b b
)
idN(
ij
. . .b b b ) = idN(
ij
. . .b b b )→ eiTj,iY (v)|0〉 = Ti,i+1Y (v)|0〉,
5) X
(
. . .
. . .
. . .
. . .
i j k
b b b b
b b b b
)
idN(
i j k
. . . . . .b b b b ) = idN(
i j k
. . . . . .b b b b )→ eiTi,kTi+1,jY (v)|0〉 = Ti,i+1Tj,kY (v)|0〉,
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6) X
(
. . .
. . .
. . .
. . .
ij k
b b b b
b b b b
)
idN( . . . . . .
ij k
b b b b ) = idN( . . . . . .
ij k
b b b b )→ eiTj,iTi+1,kY (v)|0〉 = Ti,i+1Tj,kY (v)|0〉,
7) X
(
. . .
. . .
. . .
. . .
ij k
b b b b
b b b b
)
idN( . . . . . .
ij k
b b b b ) = idN( . . . . . .
ij k
b b b b )→ eiTj,i+1Tk,iY (v)|0〉 = Ti,i+1Tj,kY (v)|0〉.
We now verify that each algebraic identity holds. Since Y (v) commutes with ei and with
Ti,j, Ti,k, ..., we can ignore it in our calculations. Because of (15), one can write
ej = σ
−
j σ
+
j+1 + σ
+
j σ
−
j+1 + (q + q
−1)σ+j σ
−
j σ
+
j+1σ
−
j+1 − qσ+j σ−j − q−1σ+j+1σ−j+1.
Since σ+j σ
−
j |0〉 = |0〉 and σ+j |0〉 = 0, it is obvious that 1) is satisfied. As opposed to the
ρ representation, here the number of defects is conserved, which explains the restriction |d
given in the proposition. Similarly, for 2), 3) and 5),
eiTi,i+1|0〉 =
(
w(σ−i σ
+
i+1σ
−
i+1 − qσ+i σ−i σ−i+1) + w−1(σ+i σ−i+1σ−i − q−1σ+i+1σ−i+1σ−i )
)|0〉
= −(q + q−1)(wσ−i+1 + w−1σ−i )|0〉 = −(q + q−1)Ti,i+1|0〉,
eiTi+1,j |0〉 =
(
w(0) + w−1(σ−i σ
+
i+1σ
−
i+1 − qσ+i σ−i σ−i+1)
)|0〉
= (w−1σ−i + wσ
−
i+1)|0〉 = Ti,i+1|0〉,
eiTi,kTi+1,j |0〉 =
(
w2(0) + w−2(0) + w0(σ−i+1σ
−
j − q−1σ−i σ−j + σ−i σ−k − qσ−k σ−i+1)
)|0〉
= (wσ−i+1 + w
−1σ−i )(wσ
−
k + w
−1σ−j )|0〉 = Ti,i+1Tj,k|0〉.
The proofs of 4), 6) and 7) do not require any new ideas and are left to the reader. 
The only difference between the action of the Temperley-Lieb algebra element c on V dN
and that of the matrix X(c) on idN (V
d
N) is that connected defects always give 0 in the second
case. Nevertheless, for any connectivity c, the diagonal blocks of ρ(c)|d can be calculated
from those of X(c)|Sz=d/2. Any information in non diagonal blocks in the loop model is lost
in the XXZ model.
5.2 The injectivity of idN
Definition 5.2 Path, Dyck path and order.
(a) The set of paths with endpoint distance y, PNy , is the set of ~x = {x1, x2, ..., xN}, where
xi = ±1 ∀ i and
∑N
i=1 xi = y.
(b) The set of Dyck paths with endpoint distance y, DPNy , is the subset of ~x in P
N
y satisfying∑k
i=1 xi ≥ 0 for all k in {1, ..., N}.
(c) We define an order for elements of ~x ∈ PNy : ~x1 < ~x2 if O(~x1) < O(~x2), with O(~x) =∑N
i=1 2
iδxi,−1.
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Dyck paths in DPNy are paths starting from (0, 0) and ending at (N, y) using steps (1, 1)
and (1,−1), that never venture in the lower half of the plane. The largest Dyck paths with
respect to the ordering are those where the steps (1,−1) are at the end of the path. One can
easily be convinced that there are no ~x1, ~x2 in DP
N
y such that O(~x1) = O(~x2) and ~x1 6= ~x2.
Basis elements of (C2)⊗N |Sz=N/2−n, labeled |α〉, are vectors of length N with every com-
ponent ∈ {+1,−1}, indicating up and down spins. There exists a simple bijection between
elements ~x in PN−2n and spin configurations |α〉. To each path ~x, we associate a configuration
C(~x): when xi = +1, the i-th spin is ↑, and when xi = −1, ↓.
Proposition 5.2 idN is injective.
Proof Let the vs be elements of B
d=N/2−n
N and the |α〉s as before. To show that idN is
injective, we must show that
Pα,v = 〈α|idN(v)〉,
a rectangular matrix of dimensions ( Nn ) by (
N
n ) − ( Nn−1 ) (and again n = (N − d)/2 is the
number of bubbles), is of maximal rank. For this, we study a square matrix P˜α,v, of size
( Nn ) − ( Nn−1 ), with the same definition as Pα,v, except we make a restriction on the spin
configurations |α〉. We will show that this matrix is of maximal rank. To this intent, we
will order the vs of the link basis in decreasing order of their corresponding Dyck path,
O(B−1(v)) (B has been introduced in definition 2.3). For the |α〉s, we choose the subset of
spin configurations |α〉 = C(~x) for ~x in DPNy , and order them, again, in decreasing order of
O(~x).
For a given v ∈ BdN , C(B−1(v)) is the state in (C2)⊗N |Sz=d/2 whose component in idN(v)
has the biggest power of w: n. Indeed, C(B−1(v)) is the configuration obtained by replacing
every bubble of v by w ↑↓ . All other components of idN(v) are obtained from the first
by replacing certain pairs ↑↓ by ↓↑ and by diminishing the power of w by two for each
pair changed. We conclude that in P˜α,v, every element on the diagonal is w
n and is non
zero (except for w = 0, which is an unphysical case). Every component |α〉 of idN (v) has a
O(C−1(|α〉)) smaller or equal to O(B−1(v)), and P˜α,v matrix is therefore lower triangular.
From the previous remark, the rank of P˜α,v, and therefore of Pα,v, is maximal.

An example, with N = 5, n = 2, d = 1:
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~x ∈ DP 51 : b b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
O(~x) 24 + 25 23 + 25 22 + 25 23 + 24 22 + 24
B(~x) ∈ V 15 : b b b b b b b b b b b b b b b b b b b b b b b b b
C(~x) ∈ (C2)⊗5: | ↑↑↑↓↓ 〉 | ↑↑↓↑↓ 〉 | ↑↓↑↑↓ 〉 | ↑↑↓↓↑ 〉 | ↑↓↑↓↑ 〉
P˜α,v =


w2 0 0 0 0
1 w2 0 0 0
0 1 w2 0 0
0 1 0 w2 0
1 w−2 1 1 w2

 .
From propositions 5.1 and 5.2, idN(V
d
N ) is a subspace of dimV
d
N of (C
2)⊗N |Sz=d/2, invariant
under the action of the eis of XXZ. The eigenvectors of ρ(HN) (for any β), restricted to the
sector with d defects, are in correspondence with eigenvectors of HXXZ in the S
z = d/2
sector.
5.3 The relation between Uq(sl2) and i
d
N(V
d
N)
In this section, we establish the relation between the homomorphism idN and the algebra
Uq(sl2).
Proposition 5.3 For all v ∈ V dN , idN (v) ∈ ker S+.
Proof We start by restricting the proof to link patterns with only simple bubbles, i.e. to
vs for which every (i, j) ∈ ψ(v) is of the form (i, i+1). We notice that, in general, whenever
k does not appear in any of the pairs (i, j) in ψ(v), S+k i
d
N(v) = 0. Indeed, when i 6= j,
S+i σ
−
j = q
si,jσ−j S
+
i where si,j =
{
+1, if i > j,
−1, if i < j.
and, when k is not in any of the pairs of ψ(v),
S+k i
d
N (v) = S
+
k

 ∏
(i,i+1)∈ψ(v)
(wσ−i+1 + w
−1σ−i )

 |0〉
=

 ∏
(i,i+1)∈ψ(v)
(qsk,i+1wσ−i+1 + q
sk,iw−1σ−i )

S+k |0〉 = 0.
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All that is left to calculate is S+idN(v) =
∑
(k,k+1)∈ψ(v)(S
+
k + S
+
k+1)i
d
N(v),
(S+k + S
+
k+1)i
d
N(v) =

 ∏
(i,i+1)∈ψ(v)
i 6=k
(qsk,i+1wσ−i+1 + q
sk,iw−1σ−i )

S+k (wσ−k+1 + w−1σ−k )|0〉
+

 ∏
(i,i+1)∈ψ(v)
i 6=k
(qsk+1,i+1wσ−i+1 + q
sk+1,iw−1σ−i )

S+k+1(wσ−k+1 + w−1σ−k )|0〉
=

 ∏
(i,i+1)∈ψ(v)
i 6=k
qsk,i(wσ−i+1 + w
−1σ−i )

 (S+k + S+k+1)(wσ−k+1 + w−1σ−k )|0〉.
When v has only simple bubbles, sk,i = sk+1,i = sk,i+1 = sk+1,i+1. This has been used at the
last equality. Finally,
(S+k + S
+
k+1)(wσ
−
k+1 + w
−1σ−k )|0〉 = w−1S+k σ−k |0〉+ wS+k+1σ−k+1|0〉
= w−1
(
k−1∏
i=1
q−σ
z
i /2
)
σ+k σ
−
k
(
N∏
j=k+1
qσ
z
j /2
)
|0〉+ w
(
k∏
i=1
q−σ
z
i /2
)
σ+k+1σ
−
k+1
(
N∏
j=k+2
qσ
z
j /2
)
|0〉
= w−1
(
q(N−2k+1)/2 + w2q(N−2k−1)/2
) |0〉 = 0.
For w ∈ BdN with bubbles that are not simple, from proposition 5.1, one can write
idN (w) = (
∏
j∈J ej)i
d
n(v) for some set J and for v a link state with only simple bubbles. Since
[S+, ej] = 0 by proposition 4.1, S
+idN (w) = 0 for all w ∈ BdN .

From this proposition, it follows that for q = qc and (qc)
2P = 1, idN(V
d
N) is also ⊂ ker S+(P ):
S+(P )idN(v) = lim
q→qc
(S+)P idN(v)
[P ]q
= lim
q→qc
0
[P ]q
= 0.
6 The reduction of state space and the degeneracies
In the last sections, we found that the set of eigenvalues of ρ(HN) in the sector with n
bubbles was a subset of the eigenvalues of H in the sector Sz = N/2 − n. For β = 0, this
will allow us to prove the selection rules of section 2: we will calculate the degeneracy of
every eigenvalue in H , remove those that are tied to eigenvectors not in idN (V
d
N) and show
that the degeneracy obtained match those of the loop model, given by eqs (11), (12) and
(13). The two corresponding vector spaces (C2)⊗N |Sz=N/2−n and V N−2nN have respective
dimensions ( Nn ) and (
N
n )− ( Nn−1 ). To get only states in idN(V N−2nN ), we will need to remove
( Nn−1 ) independent states from (C
2)⊗N |Sz=N/2−n.
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Definition 6.1 Let O =∑~i α~iO~i with~i = (i1, i2, ...i|~i|), where α~i ∈ C and O~i is the product
of some annihilation operators: O~i =
∏|~i|
k=1 bik . We define O′ with the following two rules:
• O′ =∑~i α∗~iO′~i,
• O′~i =
∏|~i|
k=1 a
′
i|~i|+1−k
,
where the product of non-commuting elements is always taken from left to right.
The sum over~i is a sum over multi-indexes that could potentially have different lengths, but
the only Os we will need have O~i with a unique fixed length. Examples:
(b3b6b1)
′ = a1a6a3, (3ib2+(5i+1)b7b4+12b0b2b1b12)
′ = −3ia2+(−5i+1)a4a7+12a12a1a2a0.
Proposition 6.1 Let an operator O 6= 0 that satisfies OidN (v) = 0 for all v ∈ V dN . Then
O′|0〉 /∈ idN (V dN).
Proof There does not exist a set of constants γvs such that
O′|0〉+
∑
v∈V dN
γvi
d
N (v) = 0.
Indeed, multiplying this equation from the left with O, the second term is zero by hypothesis,
OO′|0〉 =
∑
~i
|α~i|2|0〉 = 0,
which contradicts the hypothesis O 6= 0. 
By proposition 5.3, the operators S+ and S+(2) are two such operators O satisfying
OidN (v) = 0, ∀ v ∈ V dN . To find eigenvectors of H not in idN(V dN) and that we will have to
remove from all the states of the form ai1ai2 ...ain |0〉 (with n = (N − d)/2), we look for
operators O = ∑~i α~iO~i for which every O~i is a product of n annihilation operators. They
are:
• O = S+bj1bj2 ...bjn−1 where jk 6= 0 for k = 1, ..., n−1 (b0 is the generator corresponding
to S+, see eqs (33) and (35), and O must be non zero). Because {b0, bj} = 0 for all j,
OidN(v) = 0 for all v. All the states ajn−1ajn−2 ...aj1a0|0〉 must be removed. They will
be referred to as states of the first kind. There are
(
N−1
n−1
)
such states.
• O = S+(2)bk1bk2 ...bkn−2 , and OidN (v) = 0 for all v by the same argument. The states
to be removed are of the form akn−2akn−3 ...ak1(S
+(2))′|0〉, where the akis can be any of
the N − 1 remaining operators (not a0, as we want to avoid any overlap with states of
the first kind). They will be referred to as states of the second kind. There are
(
N−1
n−2
)
such states.
Of course,
(
N−1
n−1
)
+
(
N−1
n−2
)
= ( Nn−1 ), precisely the number of states we need to remove. That
all these states are independent is non trivial and shown in appendix B. Having succeeded
in finding a rule that removes all eigenstates of H not in idN (V
d
N), we can now calculate the
degeneracies.
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6.1 N odd
As seen in section 3.2, when N is odd, the eigenvectors of H , restricted to the Sz = N/2−n
sector, are of the form
|γ〉 =
(
n∏
i=1
aki
)
|0〉 (39)
for ki ∈ {0, 1, ..., N − 1}. If one of the kis is 0, we put is at the end and set akn = a0. The
eigenvalues are
(a) γ = 2
∑n
i=1 cos(πki/N), if no ki is 0,
(b) γ = 2
∑n−1
i=1 cos(πki/N), if some ki is 0.
We call Γn0 and Γ
n
1 respectively the set of all γs for (a) and (b).
Proposition 6.2 Λnδ = Γ
n
δ for both δ = 0 and 1.
Proof Let γ ∈ Γnδ . To show that γ ∈ Λnδ , we construct the three subsets K+, K− and
Kc. For all k ∈ {1, ..., (N − 1)/2},
(i) if k ∈ {k1, ..., kn} and N − k /∈ {k1, ..., kn}, we put k in K+;
(ii) if k /∈ {k1, ..., kn} and N − k ∈ {k1, ..., kn}, we put k in K−;
(iii) if k ∈ {k1, ..., kn} and N − k ∈ {k1, ..., kn}, we put k in Kc;
(iv) if k /∈ {k1, ..., kn} and N − k /∈ {k1, ..., kn}, we put k in Kc;
We stress that when kn = 0, 0 is not in any of K
+, K− or Kc, but for fixed n, its presence
or absence changes the number of elements in K+ ∪ K−. The case δ = 0 is when the a0
creation operator is absent: n−m = n− |K+ ∪K−| counts the number of elements in (iii)
and is even. When δ = 1, the last momentum is kn = 0 and the number of elements in (iii)
is still even, but now given by n− 1−m, so n−m is odd.
Now, let λ ∈ Λnδ with a fixed m. To see it is also in Γnδ , we construct the set of momenta as
follows
(i) if k is in K+, we put k in {k1, ..., kn}, but not N − k;
(ii) if k is in K−, we put N − k in {k1, ..., kn}, but not k;
(iii) if δ = 1, we set kn = 0,
(iv) For all the ks that are in Kc, we choose (n − m − δ)/2 among the (N − 1)/2 − m
remaining values and put, for each, k and N − k in {k1, ..., kn}.
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From the previous construction, an eigenvalue λ of H has eigenvector(∏
i
aN−iai
) ∏
j∈K−
aN−j

( ∏
k∈K+
ak
)
|0〉, if δ = 0, (40)
(∏
i
aN−iai
) ∏
j∈K−
aN−j

( ∏
k∈K+
ak
)
a0|0〉, if δ = 1. (41)
where the product on i has (n−m− δ)/2 terms, all different, with i ∈ Kc. The degeneracy
comes from all the possibilities for the product on i, and is given by
degH(λ) =
(
N−1
2
−m
n−m−δ
2
)
.
To obtain the degeneracies of these eigenvalues in ρ(HN ), we remove the states of (41) (they
are all of the first kind) and from (40), all the states of the second kind,(∏
i′
aN−i′ai′
) ∏
j∈K−
aN−j

( ∏
k∈K+
ak
)
(
(N−1)/2∑
l=1
alaN−l)|0〉, (42)
where the products on i′ has (n−m−2)/2 terms and where the constant (−1)Sz of (34) has
been dropped for convenience. For some λ with a fixed value of m, there are
(
N−1
2
−m
n−m−2
2
)
such
possible choices, each corresponding to an eigenvector. The set of corresponding eigenvectors
is linearly independent (see appendix B) and the result is
• For λ ∈ Λn0 , degH(λ) =
(
N−1
2
−m
n−m
2
)
−
(
N−1
2
−m
n−m−2
2
)
,
• For λ ∈ Λn1 , degH(λ) = 0.
This is precisely the content of conjecture 2.3, which is now proved.
6.2 N even
As in section 3.2, eigenvectors and generalized eigenvectors of H , for Sz = N/2−n, are given
in (39), but with ki ∈ {−1, 0, 1, ..., N − 1} \ {N/2}. When the a0 and/or a−1 excitations are
present, we set them to the last kis (kn and kn−1, when both are present). Eigenvalues are
(a) γ = 2
∑n
i=1 cos(πki/N) if a0, a−1 are not in the ais;
(b) γ = 2
∑n−1
i=1 cos(πki/N) if
(i) a−1 is not in the ais, but a0 is;
(ii) a0 is not in the ais, but a−1 is;
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(c) γ = 2
∑n−2
i=1 cos(πki/N) if a0 and a−1 are both among the ais.
We refer to the sets of eigenvalues in the cases (a), (b) and (c) as Γna , Γ
n
b and Γ
n
c .
Proposition 6.3 Based on the definition of 2.5 for Λn0 and Λ
n
1 , Γ
n
a = Λ
n
0 , Γ
n
b = Λ
n
1 and
Γnc ⊂ Λn0 .
The proof is identical to the proof of proposition 6.2, with a few subtleties. The first is that
whenever γ has the a−1 excitation, the a0 excitation or both, their momenta are not in either
K+, K− or Kc, but their absence changes the number of elements in K+ ∪K−. The second
concerns the fact that Γnc is only a subset of Λ
n
0 . Indeed, the elements of Λ
n
0 with m = n are
not contained in Γnc . The rest of the proof is not repeated. Note that the number of pairs
(k,N − k) to be fixed (among the (N − 2)/2−m possible choices) and the degeneracies of
the eigenvalues are different for the three cases (a), (b) and (c):
(a) (n−m)/2 pairs to be fixed and degH(λ) =
(
N−2
2
−m
n−m
2
)
;
(b) (n−m− 1)/2 pairs to be fixed and degH(λ) =
(
N−2
2
−m
n−m−1
2
)
;
(c) (n−m− 2)/2 pairs to be fixed and degH(λ) =
(
N−2
2
−m
n−m−2
2
)
.
States to be removed are those of the first kind, see (41), and those of the second kind,
(∏
i′
aN−i′ai′
) ∏
j∈K−
aN−j

( ∏
k∈K+
ak
)
(
(N−2)/2∑
l=1
alaN−l)|0〉,
and the product on i′ has (n − m − 2)/2 terms. The a0a−1 contribution from (S+(2))′ has
been removed because this caused an overlap with states of the first kind. The degeneracies
are
(a) degH =
(
N−2
2
−m
n−m
2
)
−
(
N−2
2
−m
n−m−2
2
)
,
(b) (i) degH = 0,
(ii) degH =
(
N−2
2
−m
n−m−1
2
)
−
(
N−2
2
−m
n−m−3
2
)
,
(c) degH = 0.
The cases (a) and (c) correspond to Λn0 , while (b)(i) and (b) (ii) correspond to Λ
n
1 . This is
the result of conjecture 2.5 and concludes the proof of the selection rules.
Note that Jordan partners were the states of (b)(i). Since they have all been removed,
ρ(HN ) is diagonalizable.
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7 Conclusion
In this paper, we proved that the degeneracies of the eigenvalues of ρ(HN), as given by the
selection rules, are correct. We must stress however that the proof ignored the problem of
accidental degeneracies resulting from accidental trigonometric identities. Another problem
is the case of loop models on other geometries. A recent paper [18] solved the model of
critical dense polymers on the cylinder. An inversion relation was computed, eigenvalues
were found and degeneracies conjectured by different selection rules from the ones here. The
method proposed here might also lead to a proof of these conjectures.
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Appendices
A The computation of K ′N/2, β1 and β2 (for N even)
The goal of this section is to calculate the three constants K ′N/2, β1 and β2 that fix the
two states (the eigenstate and its Jordan partner) tied to the eigenvalues ξ = 0 of N . The
anticommutation relations, in terms of uN/2 and w, are rewritten as
{b−1, a−1} = ~fT−1~g−1 =
N∑
j=1
ujN/2w
j = 1,
{b0, a−1} = ~fT0 ~g−1 =
N∑
j=1
(ujN/2)
2 = 0,
{b−1, a0} = ~fT−1~g0 =
N∑
j=1
(wj)2 = 0,
{b0, a0} = ~fT0 ~g0 =
N∑
j=1
wjujN/2 = 1.
The second relation is trivially satisfied, since
∑N
j=1(−1)j = 0 for N even. The third con-
straint reads
β21w
T
1 w1 + β
2
2w
T
2 w2 + 2β1β2w
T
1 w2 = 0. (43)
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To calculate wT1 w1,
wT1 w1 =
N∑
j=1
(−1)j
⌊N − j − 1
2
⌋2
=
N/2∑
k=1
(
(−1)2k
⌊N − 2k − 1
2
⌋2
+ (−1)2k−1
⌊N − 2k
2
⌋2)
=
N/2∑
k=1
(N/2− k − 1)2 −
N/2∑
k=1
(N/2− k)2 = −N(N − 4)/4,
and one can also find wT2 w2 = −N2/4, wT1 w2 = −N(N − 2)/4, and, from (43), β2/β1 =
−(N − 4)/N (the second solution, β2/β1 = −1, is not retained, because it corresponds to
the eigenvector ujN/2 = K
′
N/2(w
j
2 − wj1) = K ′N/2ij that we already found). It only remains to
fulfill the first constraint (the fourth one is identical):
1 =
N∑
j=1
ujN/2w
j = K ′N/2β1(−wT1 w1 −
N − 4
N
wT2 w2 + (
N − 4
N
+ 1)wT2 w1)
= K ′N/2β1
(
N(N − 4)
4
+
N(N − 4)
4
− (N − 4
N
+ 1)
N(N − 2)
4
)
= −2K ′N/2β1
which gives K ′N/2β1 = −1/2. Finally, a last constraint is obtained from N~g0 = ~g−1, which is
equivalent to imposing that the coefficient in front of b0a−1 is 1 in eq. (28):
K ′N/2i
j = gj−1 = (N~g0)j = β1(N (w1−w2(N−4)/N))j = β1ij−1(1−(N−4)/N) = β1ij(−4i/N)
where eq. (27) has been used at the fourth equality. This gives K ′N/2/β1 = −4i/N and the
calculation of the three constants is complete.
B Independence of states not in idN(V
d
N)
In section 6, we have identified states to be removed from (C2)⊗N |Sz=d/2 and that should
form a basis for the complement of idN (V
d
N). In this section, we show these states are non
zero and independant.
Definition B.1 Let |v1〉 and |v2〉 be any vector that can be written as O1|0〉 and O2|0〉,
where O1 and O2 are multi-indexes as in definition 6.1. We introduce a scalar product
between such states by defining (|v1〉, |v2〉) = 〈0|O′1O2|0〉. We will denote this scalar product
by 〈v1|v2〉.
The fact that states of the first kind |w〉 = ajn−1ajn−2 ...aj1a0|0〉 (with j1 < j2 < ... < jn−1)
are independent and non zero is trivial, as the scalar product restricted to such states is just
〈w1|w2〉 = δw1,w2: they all have length one and are mutually orthogonal. There are
(
N−1
n−1
)
such vectors.
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The proof for vectors of the second kind is more involved. It requires the following
definition ([19],[20]).
Definition B.2 Let v and k be positive integers, with v > k. The Johnson graph J(v, k)
is the following:
• its vertices θ are the subsets of length k of {1, 2, ..., v}, their number is ( vk );
• two vertices θ1 and θ2 are connected by an edge if and only if |θ1 ∩ θ2| = k − 1.
The adjacency matrix A(v, k) of the Johnson graph J(v, k) is the matrix with entries
A(v, k)θ1,θ2 =
{
1 if θ1 and θ2 are connected by an edge,
0 otherwise (even if θ1 = θ2).
Johnson graphs have been thoroughly studied ([19], [20], [21]). In particular, the eigenvalues
of A(v, k) are k(v − k) − j(v − j + 1) with j = 0, ..., k with degeneracy ( vj ) − ( vj−1 ) [21].
Some pathologies occur when v ≤ 2k − 1, as some of the degeneracies become negative or
zero. We will see that in our cases, v will always be larger than 2k − 1.
For N odd, we write in full generality the states of the second kind as
|w〉 =
∏
i∈Iw
aiaN−i
∏
j1∈Jw+
aj1
∏
j2∈Jw−
aN−j2
∑
k∈Kw
akaN−k|0〉 =
∑
k∈Kw
|wk〉. (44)
In the previous formula, Iw is the set of integers i in the interval 1, ..., (N−1)/2 such that
w contains both the ai and the aN−i excitation. J
w
+ (J
w
−) is the set of integers j1 (j2), also in
the interval 1, ..., (N−1)/2, such that the aj1 (aN−j2) excitation is present but the aN−j1 (aj2)
is not (in fact, the sets J±w are just the sets K
± in definition 2.5). The sets Iw, Jw+ and J
w
− are
all disjoint. Finally, the sum over k, in (42), was over all integers in 1, ..., (N−1)/2, but since
the square of any of the as is zero, the sum really is onKw = {1, ..., (N−1)/2}\(Iw∪Jw+∪Jw−).
We also define Lw = {1, ..., (N − 1)/2} \ (Jw+ ∪ Jw−).
Not all states (44) are non zero. In fact, because 〈wk|wk′〉 = δk,k′, 〈w|w〉 = |Kw|. If
Iw ∪ Jw+ ∪ Jw− = {1, ..., (N − 1)/2}, Kw is empty and the state is zero, as can be seen more
easily on (42). Recall that we are interested in states that have at most (N−1)/2 excitations
for N odd, as the number of excitations corresponds to the number of bubbles in the link
states, n. This imposes that 2|Iw| + |Jw+ | + |Jw− | + 2 = n ≤ (N − 1)/2 (or equivalently,
|L| − 2|I| ≥ 2) and Iw ∪ Jw+ ∪ Jw− 6= {1, ..., (N − 1)/2}.
Two states |w1〉 and |w2〉 are orthogonal unless Jw1± = Jw2± . We can restrict the study
of independence to sets of states with Jw1± = J
w2
± ≡ J± and |Iw1| = |Iw2| ≡ |I| (and so
Lw1 = Lw2 ≡ L). In such a set, the states differ only by their Iw1 and Iw2, and the set has
dimension
(
|L|
|I|
)
. The scalar product of two states w1 and w2 belonging to this set is
〈w1|w2〉 =


|Kw1| if w1 = w2,
1 if |Iw1 ∩ Iw2 | = |I| − 1,
0 otherwise.
(45)
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The matrix M(L, |I|) of this scalar product is simply M(L, |I|) = |K|id + A(|L|, |I|): |w〉,
with Iw = {i1, i2, ..., i|I|}, is represented by a subset of length |I| of L and is identified to a
vertex of the Johnson graph J(|L|, |I|). The eigenvalues are given by
|L| − |I|︸ ︷︷ ︸
|K|
+|I|(|L| − |I|)− j(|L|+ 1− j), j = 0, ..., |I|.
Because −j(|L| + 1 − j) is a strictly decreasing function of j on the interval [0, |I|], the
extrema are on the boundaries; they are (1 + |I|)(|L| − |I|) and |L| − 2|I|, both positive.
Also because |L| − 2|I| > 1, every degeneracy is positive. As all the eigenvalues are positive,
there are no null states, and the independence is proved.
ForN even, the proof requires a few subtleties. (S+(2))′ has a b0b−1 contribution which can
be ignored. We therefore consider vectors like (44), but with Iw∪Jw+ ∪Jw− ∪Kw = 1, ..., (N−
2)/2, and the possibility to have the a−1 excitation. L
w is then defined as {1, ..., (N−2)/2}\
(Jw+ ∪Jw+). The sets of states with and without this excitation, say S1 and S2, can be treated
separately because, for any w1 ∈ S1 and w2 ∈ S2, 〈w1|w2〉 = 0. For S1, |L| − 2|I| ≥ 1, and
for S2, |L| − 2|I| ≥ 2. In both cases, all eigenvalues are positive.
The case d = 0 is particular. States of the second kind in S2 are
|w〉 =
∏
i
ai
∑
k∈Kw
akaN−k|0〉, (46)
and the product on i has N/2 − 2 terms, all in {1, ..., N − 1} \ {N/2}. Their number is(
N−2
N/2−2
)
. These are removed from the states
|w〉 =
∏
i′
ai′ |0〉, (47)
where the product on i′ has N/2 terms, also in {1, ..., N − 1} \ {N/2}. Their number is(
N−2
N/2
)
. But these two numbers are equal and all states from (46) are independent from the
previous argument. In other words, all the states (47) are removed, leaving no degeneracy
in ρ(HN). This is the result of proposition 2.5. 
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