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THE HOMOTOPY LIE ALGEBRA OF SYMPLECTOMORPHISM GROUPS OF 3–FOLD
BLOW-UPS OF THE PROJECTIVE PLANE
SÍLVIA ANJOS AND MARTIN PINSONNAULT
Abstract. By a result of Kedra and Pinsonnault, we know that the topology of groups of symplecto-
morphisms of symplectic 4-manifolds is complicated in general. However, in all known (very specific)
examples, the rational cohomology rings of symplectomorphism groups are finitely generated. In
this paper, we compute the rational homotopy Lie algebra of symplectomorphism groups of the 3–
point blow-up of the projective plane (with an arbitrary symplectic form) and show that in some
cases, depending on the sizes of the blow-ups, it is infinite dimensional. Moreover, we explain how
the topology is generated by the toric structures one can put on the manifold. Our method involve
the study of the space of almost complex structures compatible with the symplectic structure and it
depends on the inflation technique of Lalonde–McDuff.
1. Introduction
The study of the topology of the group of symplectomorphisms of symplectic 4–manifolds is
by now a classic topic in symplectic topology, but still very incomplete. Indeed, the only closed
4–manifolds for which the symplectomorphism group is well understood are CP2, rational ruled
symplectic 4–manifolds, their one point blow–ups and the 3-, 4- and 5-point blow–ups of the
projective plane, considered as monotone1 symplectic manifolds. The most recent developments
on this subject are given by Abreu, Granja and Kitchloo in [2], Anjos, Lalonde and Pinsonnault
in [4] and Evans in [6] , respectively, where they give a complete description of the homotopy
type of the symplectomorphism group of these manifolds. In particular Evans showed that the
symplectomorphism group of the monotone symplectic 3–point blow–up of CP2 is homotopy
equivalent to a torus T2. Consider the symplectic manifold Xn obtained from CP2 by performing
n ≥ 1 blow–ups of capacities δi where i = 1, . . . , n. The manifold Xn carries a family of sym-
plectic forms ων where ν > 0 determines the cohomology class [ων]. It is well known that for
n = 1, 2 the rational cohomology algebra of Symp(Xn,ων) is finitely generated (see [2], [3], [4]).
However, in certain cases, depending on the sizes of the blow-ups, that no longer holds if n ≥ 3,
as suggested by Kedra in [10]. More precisely, Kedra and Pinsonnault showed that for a large
class of symplectic 4–manifolds, namely, if (M,ω) is a simply connected symplectic 4–manifold
such that b2 = dimH2(M) ≥ 3, then the rational cohomology algebra H∗(Symp(M˜ǫ);Q), of the
symplectomorphism group of the symplectic blow–up of size ǫ of (M,ω), is infinitely generated
provided ǫ > 0 is sufficiently small. This does not mean that the topology of the symplectomor-
phism group cannot be understood. It indicates a more appropriate homotopy-theoretic invariant
to investigate might be its homotopy algebra (with the Samelson product) or its homology ring
(with the Pontryagin product). Another motivation to study this problem comes from an earlier
work of Seidel [25] in which he proves that for the monotone symplectic surface X5, the group
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1A symplectic manifold (M,ω) is monotone if c1(M) = k[ω] ∈ H2(M,R) for some k > 0.
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Symp ∩ Diff0 is not connected. In this paper we show that in the case of the 3–point blow–up
the subgroup Symph(X3,ων) of the group of symplectomorphisms of (X3,ων) acting trivially
in homology is always connected (see Section 3.1). We also compute the homotopy Lie algebra
π∗(Symph(X3,ων))⊗Q and the Pontryagin ring of Symph(X3,ων) with rational coefficients for
all ν > 0. Although the latter is always finitely generated, it follows from the computation of the
rational homotopy algebra that in all cases except in some very particular ones (see (R3) in Sec-
tion 5) which include the monotone one, the rational cohomology algebra H∗(Symp(X3,ωµ);Q)
is indeed infinitely generated.
Let Mµ be the symplectic manifold S2 × S2 endowed with the split symplectic form with area
µ ≥ 1 for the first S2–factor, and with area 1 for the second factor, and M˜µ,c1,c2 be obtained from
Mµ by performing two successive symplectic blow-ups of capacities c1 and c2, with µ ≥ 1 >
c1 + c2 > c1 > c2. In Section 2.1 we explain why M˜µ,c1,c2 is symplectomorphic to X3 and why it is
sufficient to consider values of c1 and c2 in this range.
Recall that, if G is a connected topological group, the Samelson product [·, ·] : πp(G)⊗πq(G)→
πp+q(G) is defined by the commutator map
(1) Sp+q = Sp × Sq/Sp ∨ Sq → G : (s, t) 7→ a(s)b(t)a−1(s)b−1(t).
Moreover, this product gives the rational homotopy of G the structure of a graded Lie algebra, that
is, π∗(G)⊗Q is a graded vector space together with a linear map of degree zero (the Samelson
product) satisfying two properties: antisymmetry and the Jacobi identity.
Let Gµ,c1,c2 be the group of symplectomorphisms of M˜µ,c1,c2 acting trivially in homology. One
of the main results of this paper is the computation of the rational homotopy Lie algebra of
the group Gµ,c1,c2 , π∗(Gµ,c1,c2) ⊗Q, that we denote simply by π∗. Let us write µ = ℓ+ λ with
ℓ ∈ N and 0 < λ ≤ 1. The first part of the main result says that if µ = 1 then π∗ is generated
by five generators of degree 1, x0, y0, x1, y1, z, such that all Samelson products between them
vanish except for [x0, y1], [x0, x1], [y0, y1], [z, y0] and [z, x1]. In Section 4.2 we will see that these
generators are represented by Hamiltonian S1–actions contained in the toric actions one can put
in the symplectic manifold. It follows from the computation of the Pontryagin ring (Corollary 4.13)
that in the case µ = 1 the symplectomorphism group, as a topological group, has the homotopy
type of a homotopy direct limit of Lie groups. More precisely, it has the homotopy type of the
group
G = lim
−→
(Gk, Ak)
where Gk = T2 and Ak = S1 for all 1 ≤ k ≤ 5 and the homomorphisms
ik : Ak → Gk, 1 ≤ k ≤ 5
jk : Ak → Gk+1, 1 ≤ k ≤ 4 and j5 : A5 → G1
are inclusions in the first and second factors respectively. This pushout is represented in Figure 1
where the elements inside the boxes correspond to the generators of the toric actions.
When µ gets bigger than 1 the number of generators of π∗ increases. More precisely, there is
a new degree one generator and, assuming that ℓ < µ ≤ ℓ + 1 and λ ≤ c2 there are also two
new generators of degree 4ℓ− 2. Then, when λ passes c2 there is only one generator of the same
degree, while when λ passes c1 this generator vanishes and two new generators of degree 4ℓ
appear. Finally, when λ passes c1 + c2 there is only one generator of degree 4ℓ that vanishes when
µ passes the next integer. The main theorem contains the complete statement.
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Figure 1. Homotopy type of Symp(M˜µ,c1,c2) if µ = 1.
Theorem 1.1. If µ = 1 > c1 + c2 > c1 > c2 then π∗ is generated by x0, y0, x1, y1, z, where all generators
have degree 1 and all Samelson products between them vanish except the ones in the following set
S = { [x0, y1], [x0, x1], [y0, y1], [z, y0], [z, x1] }.
If µ = ℓ+ λ, where ℓ ∈ N, λ ∈ (0, 1] and 1 > c1 + c2 > c1 > c2 then π∗ is given as follows.
(S1) If 1 < µ ≤ 2 and λ ≤ c2 then π∗ is generated by x0, y0, x1, y1, z, t, where deg t = 1 and all
Samelson products between them vanish except the ones in the set
S1 = S ∪ { [x1, t], [y0, t] = [x0, t], [z, t] = [x1, z] + [x1, t] }.
(S2) if 1 < µ ≤ 2 and c2 < λ ≤ c1 then π∗ is generated by x0, y0, x1, y1, z, t, where all Samelson
products vanish except the ones in the set
S2 = S ∪ { [x1, t], [y0, t] = [x0, t] = [x1, t] + [x1, x0], [z, t] = [x1, z] + [x1, t] }.
(S3) If (a) ℓ > 1 and λ ≤ c2, or (b) ℓ ≥ 1 and c1 < λ ≤ c1 + c2, then π∗ is generated by
x0, y0, x1, y1, z, t,wℓ1,wℓ2 , where
degwℓ1 = degwℓ2 =
{
4ℓ− 2 in case (a)
4ℓ in case (b),
and all Samelson products vanish except the ones in the set
S3 = S ∪ { [y0, t] = [x0, t] = [x1, x0], [z, t] = [x1, z] }.
(S4) If (a) ℓ > 1 and c2 < λ ≤ c1, or (b) ℓ ≥ 1 and c1 + c2 < λ, then π∗ is generated by
x0, y0, x1, y1, z, t,wℓ, where
degwℓ =
{
4ℓ− 2 in case (a)
4ℓ in case (b),
and all Samelson products vanish except the ones in the set S3.
Other important results regarding the homotopy type of the symplectomorphism group of M˜µ,c1,c2
are the following.
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Proposition 1.2. Consider c1, c2 ∈ (0, 1) such that either
(1) c2 < λ ≤ c1 < c1 + c2 < 1;
(2) c2 < c1 < c1 + c2 < λ ≤ 1.
Then the group of symplectomorphisms Gµ,c1,c2 is homotopy equivalent to the group Sympp(M˜µ,c1) ⊂
Symp(M˜µ,c1) of symplectomorphisms that fix a point p in the manifold M˜µ,c1 , where M˜µ,c1 is obtained
from Mµ by performing a symplectic blow–up of capacity c1.
Proposition 1.3. Given c2 < c1 < c2 + c1 < 1, there is a homotopy coherent system of maps
Gµ,c1,c2
//
&&▲▲
▲
▲
▲
▲
▲
▲
▲
▲
Gµ+ǫ,c1,c2

Gµ+ǫ+δ,c1,c2
defined for all µ ≥ 1 and all ǫ, δ > 0. Moreover,
(1) the homotopy type of Gµ,c1,c2 remains constant as µ varies in either (ℓ, ℓ+ c2], (ℓ+ c2, ℓ+ c1],
(ℓ+ c1, ℓ+ c1 + c2] or (ℓ+ c2 + c1, ℓ+ 1].
(2) The map Gµ,c1,c2 → Gµ+ǫ,c1,c2 is (4ℓ − 3)-connected when λ passes c1 or c2, and (4ℓ − 1)-
connected when λ passes c1 + c2 or µ passes the integer ℓ + 1. In particular, when µ > 1, it
induces an isomorphism of fundamental groups.
(3) These maps induce surjections H∗(BGµ+ǫ,c1,c2) → H
∗(BGµ,c1,c2) for all coefficients. Conse-
quently, the map BGµ,c1,c2 → BG∞ induces a surjection in cohomology.
The analysis of the natural action of the symplectomorphism group Gµ,c1,c2 on the (contractible!)
space of compatible integrable complex structures J intµ,c1,c2 allows us to obtain an homotopy decom-
position of the classifying space BGµ,c1,c2 as an iterated homotopy pushout of classifying spaces
of isometry subgroups. Given a G-space X, let write XhG for the corresponding homotopy orbit,
that is,
XhG := EG×G X
Then, the homotopy type of BGµ,c1,c2 is given by
Theorem 1.4. If ℓ < µ ≤ ℓ+ 1 where ℓ ∈ N and c2 < c1 < c2 + c1 < 1 there is a homotopy pushout
diagram
SdhIso
//
jℓ

B Iso
iℓ

BGµ′,c1,c2
// BGµ,c1,c2
where µ′ = ℓ+ λ′ lies in the interval of Proposition 1.3 (1) immediately before the interval where µ lies.
The group Iso is the group of isometries of certain complex structures on the manifold M˜µ,c1,c2 . The upper
horizontal map is the universal bundle map associated to the representations of the isometries Iso on the
moduli space of infinitesimal deformations of the complex structure Jℓ, H
0,1
Jℓ
(TM˜µ,c1,c2), iℓ is induced by
the inclusion Iso →֒ Gµ,c1,c2 , and the map BGµ′,c1,c2 → BGµ,c1,c2 coincides, up to homotopy, with the one
described in Proposition 1.3.
We give a more precise statement of this theorem in Section 4.3, where we explain exactly how
the complex structures are given as well as their isometries.
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In order to prove Theorem 1.1 we need a fundamental calculation which is the computation of
the rational cohomology of the classifying space of the group Gµ,c1,c2 .
Theorem 1.5. If µ = 1 > c1 + c2 > c1 > c2 then the rational cohomology ring of BGµ,c1,c2 is given by
H∗(BGµ,c1,c2 ;Q) = Q[X0,Y0,X1,Y1,Z]/I,
where all generators have degree 2 and I = 〈X0X1, Y0Y1, X0Y1, Y0Z, X1Z 〉.
If µ = ℓ+ λ, where ℓ ∈ N, λ ∈ (0, 1] and 1 > c1 + c2 > c1 > c2 then
H∗(BGµ,c1,c2 ;Q) = Q[X0,Y0,X1,Y1,Z, T]/I ∪ Iλ,ℓ
where degT = 2 and Iλ,ℓ depends on ℓ ∈ N and λ ∈ (0, 1] as follows. Let
Ak = k(X0 + X1 + k(Z+ Y0)) + (k− 1)(T+ kY1) and
Bk = k(X0 + X1 − k(Z+ Y0)) + (k+ 1)(T− kY1).
(a) If λ ≤ c2 then
Iλ,ℓ = 〈 T
ℓ−1
∏
k=1
(Ak Bk) (X0 + ℓY0), T
ℓ−1
∏
k=1
(Ak Bk) [(ℓ− 1)(T+ ℓY1) + ℓ(X1 + ℓZ)] 〉.
(b) If c2 < λ ≤ c1 then
Iλ,ℓ = 〈 T
ℓ−1
∏
k=1
(Ak Bk) Aℓ 〉.
(c) If c1 < λ ≤ c1 + c2 then
Iλ,ℓ = 〈 T
ℓ−1
∏
k=1
(Ak Bk) Aℓ(X1 + T − ℓY0), T
ℓ−1
∏
k=1
(Ak Bk) Aℓ[ℓX0 − ℓ(ℓ+ 1)Y1 − ℓ
2Z+ T] 〉.
(d) If c1 + c2 < λ then
Iλ,ℓ = 〈 T
ℓ
∏
k=1
(Ak Bk) 〉.
Remark 1.6. One of the major differences from the previous cases that were studied in [2] and [4]
comes from the stratification of the space of almost complex structures compatible with the sym-
plectic form. In our case we encountered a finer structure on this space since it is no longer
sufficient to consider the stratification on the B– (J–holomorphic) curves, where B ∈ H2(M) rep-
resents the class [S2 × {pt}]. One has to consider the stratification on F–curves as well, where F
represents the class [{pt} × S2]. This fact gives rise to new phenomena such as the existence of
several strata of the same codimension and the addition of several strata at once to the space of
almost complex structures each time µ crosses a critical value. Moreover, some of these strata have
their Kähler isometry groups isomorphic to S1 instead of a full T2 as before. Another new feature
is that for some values of µ the group of symplectomorphisms Gµ,c1,c2 is no longer homotopy
equivalent to the stabilizer of a point in X2.
Organization of the paper: The body of the paper is divided into five sections and two Ap-
pendices. In Section 2 we first explain the general setting and then we study the structure of
J–holomorphic curves in M˜µ,c1,c2 . The third section is devoted to the study of the homotopy type
of the symplectomorphism group Gµ,c1,c2 . More precisely, we state the main result about the sta-
bility of the symplectomorphism groups, whose proof is delayed to Appendix A, and we present
the main ideas of the proofs of Theorems 1.3 and 1.4, that follow closely the proofs of Theorems
2.2 and 2.5 in [4]. In Section 4 we prove Theorem 1.1. We begin this section with the computation
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of the homotopy groups of Gµ,c1,c2 and recall some facts about rational homotopy theory. At the
end of this section we prove Theorem 1.5. Note that up to this point we just study the topology
of symplectomorphism groups Gµ,c1,c2 in the generic case, that is, when the sizes of the blow-ups
satisfy 0 < c2 < c1 < c2 + c1 < 1. In Section 5 we give some remarks about the remaining cases.
Appendix B is devoted to a brief explanation of the differential and topological results relative to
the stratification of the space Jω := J˜µ,c1,c2 of compatible almost complex structures on M˜µ,c1,c2 ,
and to the stratification it induces on the subspace J intω ⊂ Jω of compatible, integrable, complex
structures.
Acknowledgements. The first author is grateful to Jarek Kedra for helpful comments and
discussions. Both authors would like to thank Gustavo Granja for explaining some facts about
the algebraic computations and for clarifying the construction of A∞ replacements for smooth
actions. Part of this paper was completed while the second author stayed at MSRI in Spring 2010,
and he is very grateful for its hospitality and support. We also would like to thank Olguta Buse for
showing and explaining to us her results in a preliminary version of [5] about negative inflation.
Finally, the authors warmly thank the referee for reading the paper carefully and making several
important suggestions that have helped to clarify various arguments.
2. Symplectic forms on X3 and structure of J–holomorphic curves
2.1. Symplectic cones of rational surfaces and reduced classes. Since diffeomorphic symplec-
tic forms define homeomorphic symplectomorphism groups, and since symplectomorphisms are
invariant under rescalings of symplectic forms, we first describe a fundamental domain for the
action of Diff× R∗ on the space Ω+ of orientation-compatible symplectic forms defined on the
3-fold blowup X3 = CP2# 3CP2.
Let ων be the standard Fubini-Study form on CP2 rescaled so that ων(CP1) = ν. Given 1 ≤
n ≤ 3, we write ων;δ1,...,δn for the symplectic form on Xn obtained from the n-fold symplectic
blow-up of (CP2,ων) at n disjoint balls of capacities δ1, . . . , δn. If {L,V1, · · · ,Vn} is the standard
basis of H2(Xn;Z) consisting of the class L of a line together with the classes Vi of the exceptional
divisors, the Poincaré dual of [ων;δ1,...,δn ] is then νL − ∑i δiVi. Similarly, given any compatible
almost-complex structure J on Xn, the first Chern class c1 := c1(J) ∈ H2(Xn;Z) is Poincaré dual
to K := 3L−∑i Vi. Let C be the Poincaré dual of the symplectic cone of Xn, that is,
C = {A ∈ H2(Xn;R) | A = PD[ω] for some ω ∈ Ω+},
Recall that the “uniqueness of symplectic blow-ups” Theorem proved by McDuff [18] implies that
the diffeomorphism class of the form ων;δ1,...,δn only depends on its cohomology class. Hence, it is
sufficient for us to describe a fundamental domain for the action of Diff×R∗ on C . In fact, since
the canonical class K is unique up to orientation preserving diffeomorphisms [16], we only need to
describe the action of the subgroup DiffK ⊂ Diff of diffeomorphisms fixing K on the K-symplectic
cone
CK = {A ∈ H2(Xn;R) | A = PD[ω] for some ω ∈ ΩK},
where ΩK is the set of orientation-compatible symplectic forms with K as the symplectic canonical
class.
The key ingredient to understand that action is the notion of a reduced class:
Definition 2.1. Let n ≥ 3. A class A = a0L−∑i aiVi is said to be reduced with respect to the basis
{L,V1, . . . ,Vn} if a1 ≥ a2 ≥ · · · ≥ an ≥ 0 and a0 ≥ a1 + a2 + a3.
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Theorem 2.2 (Li–Liu [17]). The set C0 of reduced classes a0L − ∑i aiVi with an > 0 is a fundamental
domain of CK(Xn) under the action of DiffK.
A more convenient description of the fundamental domain C0 can be given by viewing X3 as
the 2-fold blowup of S2 × S2. Recall that by the Classification Theorem of Lalonde and McDuff
[13], any rational ruled 4–manifold is symplectomorphic, after rescaling, to either
• the topologically trivial S2–bundle over S2, M0µ = (S
2 × S2,ω0µ), where ω
0
µ is the split
symplectic form with area µ ≥ 1 for the first S2–factor, and with area 1 for the second
factor; or
• the topologically non–trivial S2–bundle over S2, M1µ = (CP
2#CP2,ω1µ), where the sym-
plectic area of the exceptional divisor is µ > 0 and the area of the projective line is µ+ 1
(this implies that the area of the fiber is 1).
It is well known that blowing up M0 = S2 × S2 or M1 = CP2#CP2 leads to diffeomorphic
smooth manifolds M˜0 ≃ M˜1 = X2. Hence, blowing up once more yields X3. Let {B, F, E1, E2}
be the natural basis of H2(M0# 2CP2). The diffeomorphism X3 → M0# 2CP2 can be chosen so
that the ordered basis {L, V1, V2, V3} is identified with {B+ F− E1, B− E1, F− E1, E2}. When
one considers this birational equivalence in the symplectic category, the uniqueness of symplectic
blow-ups implies that (X3,ων;δ1,δ2,δ3) is symplectomorphic, after rescaling, to M
0
µ blown–up with
capacities c1 and c2, where µ = (ν− δ2)/(ν− δ1), c1 = (ν− δ1− δ2)/(ν− δ1), and c2 = δ3/(ν− δ1).
It is then easy to see that the normalized homology class PD[ωµ,c1,c2 ] = µB + F − c1E1 − c2E2 is
reduced if, and only if, 0 < c2 ≤ c1 < c1 + c2 ≤ 1. This proves the following lemma.
Lemma 2.3. Every symplectic form on X3 is, after rescaling, diffeomorphic to a form Poincaré dual to
µB+ F− c1E1 − c2E2 with c2 ≤ c1 < c1 + c2 ≤ 1.
2.1.1. Gromov Invariants. Let (X,ω) be a symplectic 4–manifold and A ∈ H2(X;Z) be a homol-
ogy class such that k(A) ≡ 12 (A · A+ c1(A)) ≥ 0. Then the Gromov invariant of A defined by
Taubes in [26] counts, for a generic complex structure J tamed by ω, the algebraic number of
embedded J–holomorphic curves in class A passing through k(A) generic points. Taubes’s curves
arise as zero sets of sections and so need not be connected. Therefore components of non-negative
self-intersection are embedded holomorphic curves of some genus g ≥ 0, while all other com-
ponents are exceptional spheres. It follows from Gromov’s Compactness Theorem that, given
a tamed J, any class A with non-zero Gromov invariant Gr(A), is represented by a collection
of J–holomorphic curves or cusp-curves. If (X,ω) is some blow-up of a rational ruled surface
Miµ, with canonical homology class K = −PD(c1), then, since b
+
2 = 1, it follows from the wall-
crossing formula of Li and Liu for Seiberg–Witten invariants ([15, Corollary 1.4]) that for every
class A ∈ H2(X;Z) verifying the condition k(A) ≥ 0 we have
Gr(A) = ±Gr(K−A) = ±1.
In particular, if Gr(K−A) = 0 (for example, when ω(K− A) ≤ 0), then Gr(A) 6= 0.
2.2. Structure of J–holomorphic curves in M˜iµ,c1,c2 . Since we can always obtain M˜
i
µ,c1,c2 by blow-
ing up a ball in the product S2 × S2, we will work only with M0µ and, to simplify the notation, we
will omit the superscript “0” on related objects. Let J˜µ,c1,c2 be the set of almost complex structures
in M˜µ,c1,c2 compatible with ωµ.
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Lemma 2.4. Given µ ≥ 1 > c1+ c2 > c1 > c2, if a class A = pB+ qF− r1E1− r2E2 ∈ H2(M˜µ,c1,c2 ;Z)
has a simple J–holomorphic representative, then p ≥ 0. Moreover, if p = 0, then A is either F, F− E1, F−
E2, F− E1 − E2 or E1, E2, E1 − E2. Furthermore, if p = 1 then r1, r2 ∈ {0, 1}.
Proof. The fact that p ≥ 0 follows from the adjunction inequality
2gv(A) = 2(p− 1)(q− 1)− r1(r1 − 1)− r2(r2 − 1) ≥ 0,
the positivity of the symplectic area ω(A) = µp+ q− c1r1− c2r2, and our choice of normalization:
µ = ω(B) ≥ ω(F) = 1 > ω(E1) = c1 > ω(E2) = c2. Indeed, if we assume that p < 0 then p < 12
and
−2gv(A) > (q− 1) + r1(r1 − 1) + r2(r2 − 1)
≥ (c1r1 + c2r2 − µp− 1) + r1(r1 − 1) + r2(r2 − 1)
≥ (c1r1 + c2r2) + r1(r1 − 1) + r2(r2 − 1)
= r1(r1 − 1+ c1) + r2(r2 − 1+ c2)
Since ri is an integer we have ri(ri − 1+ ci) ≥ 0 and therefore we would have gv(A) < 0, which is
a contradiction.
If p = 0 then the adjunction inequality and the positivity of intersections give 2(q− 1) + r1(r1−
1) + r2(r2 − 1) ≤ 0 and q− c1r1 − c2r2 ≥ 0, respectively. The values of q, r1, r2 that satisfy these
conditions are the following:
• q = 1 ∧ r1 = 0 ⇒ r2 = 0 ∨ r2 = 1 ⇒ A = F ∨ A = F− E2;
• q = 1 ∧ r1 = 1 ⇒ r2 = 0 ∨ r2 = 1 ⇒ A = F− E1 ∨ A = F− E1 − E2;
• q = 0 ∧ r1 = 0 ⇒ r2 = −1 ⇒ A = E2;
• q = 0 ∧ r1 = −1 ⇒ r2 = 0 ∨ r2 = 1 ⇒ A = E1 ∨ A = E1 − E2.
The last statement follows easily from the adjunction inequality. 
Lemma 2.5. Given µ ≥ 1 > c1 + c2 > c1 > c2 and any tamed almost complex structure J ∈ J˜µ,c1,c2 ,
the exceptional class E2 is represented by a unique embedded J–holomorphic curve. Consequently, if a class
A = pB+ qF− r1E1 − r2E2 has a simple J–holomorphic representative, then r2 ≥ 0.
Proof. We know that the set of almost complex structures J for which the exceptional classes
have embedded J–holomorphic representatives is open and dense. Moreover, by positivity of
intersections, any such J–holomorphic representative is necessarily unique, and it is regular by
the Hofer–Lizan–Sikorav regularity criterion. We must show it cannot degenerate to a cusp–
curve. Suppose it is represented by a cusp curve C =
⋃N
1 miCi, where N ≥ 2 and each component
Ci is simple. By Lemma 2.4 the homology class of each component Ci is either F, F− E1, F− E2,
F − E1 − E2 or E1, E2, E1 − E2. The cases [Ci] = F, [Ci] = E1, [Ci] = F − E1 and [Ci] = E2 are
impossible since the symplectic area of each component must be less than ω(E2) = c2. But then
each component Ci can only represent one of the following classes: E1 − E2, F− E2, F− E1 − E2,
which is also impossible, because mi > 0. 
Remark 2.6. The exceptional classes are E2, E1, F − E1, F − E2, B − E1 and B − E2. Of all these,
only E2 cannot be represented by a cusp–curve. Note that (E1 − E2) · (E1 − E2) = (F− E1 − E2) ·
(F− E1 − E2) = −2 so we cannot guarantee that these two classes always have a J–holomorphic
representative.
Remark 2.7. If the class E1 − E2 is represented by a embedded J–holomorphic curve (which is
necessarily unique by positivity of intersections) then if a class A = pB+ qF− r1E1− r2E2 has also
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a simple J–holomorphic representative, then r1 ≥ r2 ≥ 0. If the class F− E1 − E2 is represented
then p ≥ r1 + r2 ≥ 0.
Lemma 2.8. Given µ ≥ 1 > c1 + c2 > c1 > c2 and a tamed almost complex structure J ∈ J˜µ,c1,c2 , the
moduli space M(F,J ) of embedded J–holomorphic spheres representing the fiber class F is a non-empty,
open, 2–dimensional manifold.
Proof. This was proved in [24, Lemma 2.3]. 
Let us define the classes Di ∈ H2(M˜µ,c1,c2 ;Z), i ∈ Z, by setting D4k+1 = B + kF, D4k =
B+ kF− E2, D4k−1 = B+ kF− E1 and D4k−2 = B+ kF− E1 − E2. Note that we have
Di · Di =
{
i
2 − 1 if i is even
i−1
2 if i is odd
and c1(Di) =
{
i
2 + 1 if i is even
i+1
2 + 1 if i is odd.
Hence the adjunction formula gv(Di) = 1+ 12 (Di ·Di− c1(Di)) = 0 implies that any J-holomorphic
sphere in class Di must be embedded. Note also that the virtual dimension of the spaces of unpa-
rameterized J–curves representing Di is
dimM(Di, J) =
{
i if i is even
i+ 1 if i is odd
and k(Di) =
1
2
(Di · Di + c1(Di)) =
{
i
2 if i is even
i+1
2 if i is odd.
Lemma 2.9. Given an integer i ≥ 1, the Gromov invariant of the class Di is nonzero. Consequently, for
a generic tamed almost complex structure J, there exist an embedded J–holomorphic sphere representing Di
and passing through a generic set of k(Di) points in M˜µ,c1,c2 .
Proof. We mimic the proof of Lemma 2.4 in [24]. Now the Poincaré dual of the canonical class of
M˜µ,c1,c2 is K = −2(B+ F) − E1 − E2. As in Pinsonnault’s paper we can conclude that Gr(Di) =
±1 and thus, given a generic J, Di is represented by the disjoint union of some embedded J–
holomorphic curve of genus g ≥ 0 with some exceptional J–spheres. Since Di has nonnegative
intersection with the six exceptional classes E2, E1, F − E1, F − E2, B− E1 and B − E2, this repre-
sentative is in fact connected and the adjunction formula gives its genus g = 0. 
Lemma 2.10. The set of tamed almost complex structures on M˜µ,c1,c2 for which the classes D0 = B− E2
and D−1 = B − E1 are represented by an embedded J-holomorphic sphere is open in dense in J˜µ,c1,c2 .
If for a given J there are no such spheres, then either the class D−2 = B − E1 − E2 is represented by a
unique embedded J-holomorphic sphere or there is a unique integer 1 ≤ m ≤ ℓ such that one of the classes
D−4m+1 = B−mF, D−4m = B−mF− E2, D−4m−1 = B−mF− E1 or D−4m−2 = B−mF− E1 − E2
is represented by a unique embedded J–holomorphic sphere.
Proof. Again we adapt the proof of the corresponding lemma in [24](Lemma 2.5) to our case. Since
the classes D0 = B− E2 and D−1 = B− E1 are exceptional, the set of almost complex structures J
for which they have an embedded J–holomorphic representative is open and dense. Since they are
primitive, it follows they have no multiply-covered representatives. Suppose they are represented
by a cusp curve C =
⋃N
i=1miCi, where N ≥ 2. By Lemma 2.4 and Lemma 2.5, any cusp curve gives
a decomposition of the class B− Ei of the form
B− Ei = (B+mF− r1E1−r2E2) +∑
ai
saiEi +∑
bj
tbj(F− Ej) +∑
c
ucF+
+ ∑
d
wd(E1 − E2) +∑
e
ze(F− E1 − E2),
(2)
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where the multiplicities sai , tbj , uc,wd, ze are nonnegative and where r1, r2 ∈ {0, 1}. This implies
that m ≤ 0. If m = 0 then the class B − E1 − E2 must be represented by a unique embedded
J-holomorphic sphere. If |m| < 0, since the symplectic area of the component in class B+mF −
r1E1 − r2E2 must be strictly positive, |m| must be less or equal than ℓ. Moreover, if |m| < ℓ, the
classes B− |m|F− E2, B− |m|F− E1 and B− |m|F− E1 − E2 have positive area since c1 + c2 < 1,
while if |m| = ℓ, they have positive area only if c2 < λ, c1 < λ and c1 + c2 < λ respectively.
Finally, note that the intersection of B − |m|F − r1E1 − r2E2 with any other class Di, such that
i ≤ 0, is negative, therefore at most one such class can be represented by a J–holomorphic curve
for a given tamed almost complex structure J. 
Now note that in the decomposition (2) of B− Ei some of the multiplicities sai , tbj , uc,wd, ze can
be zero. Indeed, for instance, if tbj > 0 then necessarily we will have ze = 0 by positivity of
intersections, that is, the classes F− Ej and F− E1 − E2 cannot be represented by J-holomorphic
spheres with the same J. Therefore, if µ = 1, using the Lemmas in this section and positivity of
intersections, we conclude that the configurations we can obtain are the ones in Figure 2.
´
PSfrag replacements
B− E2
E2
F− E2
B− E1
E1
F− E1
B− E2
E2
F− E2 − E1
E1
B− E1
F− E1
E1
B− E2 − E1
E2
F− E2
B− E1
F− E1 − E2
E2
E1 − E2
F− E1
E2
E1 − E2
B− E1
B− E1 − E2
E2
E1 − E2
F− E1
Figure 2. Configurations of J–holomorphic spheres for µ = 1: (1) to (6).
For values of µ > 1 more strata appear in the space of almost complex structures J˜µ,c1,c2 . The
possible configurations in this case are the following:
• (7) to (10) in Figure 3, if the class B−mF is represented by a J–holomorphic sphere;
• (11) and (12) in Figure 4, if the class B−mF− E2 is represented by a J–holomorphic sphere;
• (13) to (16) in Figure 5, if the class B−mF− E1 is represented by a J–holomorphic sphere;
• and finally, configurations (17) and (18) in Figure 6, if the class B−mF− E1 − E2 is repre-
sented by a J–holomorphic sphere.
HOMOTOPY ALGEBRA OF SYMPLECTOMORPHISM GROUPS 11
PSfrag replacements B−mF
B−mF
B−mF
B−mF F− E1
F− E1
E1 − E2
E1 − E2
E2
E2
E2
E2
E1
E1
F− E1 − E2
F− E1 − E2
F− E2
Figure 3. Configurations (7) to (10)
PSfrag replacements E1
B−mF− E2
E2
F− E1 − E2
E1
F− E1
B−mF− E2
E2
F− E2
Figure 4. Configurations (11) and (12)
PSfrag replacements
B−mF− E1
B−mF− E1
B−mF− E1B−mF− E1
F− E1
F− E1
E1 − E2
E1 − E2
E2
E2
E2
E2 E1
E1
F− E1 − E2
F− E1 − E2
F− E2
Figure 5. Configurations (13) to (16)
PSfrag replacements F− E1
B−mF− E1 − E2
E2
E1 − E2
F− E1
E1
B−mF− E1 − E2
E2
F− E2
Figure 6. Configurations (17) and (18)
Let J˜µ,c1,c2,m be the space of almost complex structures J ∈ J˜µ,c1,c2 such that the class D−m,
m ≥ 0, is represented by an embedded J–holomorphic sphere. Lemma 2.10 and the above consid-
erations show that the space J˜µ,c1,c2 is the disjoint union of its subspaces J˜µ,c1,c2,m, that is
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(3) J˜µ,c1,c2 = J˜µ,c1,c2,1 ⊔ . . .⊔ J˜µ,c1,c2,N where N =

4ℓ− 1 if λ ≤ c2 < c1 < c1 + c2,
4ℓ if c2 < λ ≤ c1 < c1 + c2,
4ℓ+ 1 if c2 < c1 < λ ≤ c1 + c2,
4ℓ+ 2 if c2 < c1 < c1 + c2 < λ.
Note that J˜µ,c1,c2,0 ⊂ J˜µ,c1,c2,1.
Lemma 2.11. Given µ = ℓ+ λ, where ℓ ∈ N and λ ∈ (0, 1], 1 > c1 + c2 > c1 > c2 and a tamed
almost complex structure J belonging to the stratum J˜µ,c1,c2,m, a class Di, i 6= −m, is represented by
some embedded J–holomorphic sphere if and only if Di · D−m ≥ 0. In particular, the class Di always has
embedded J–holomorphic representatives for all J˜µ,c1,c2 if either
• λ ≤ c2 and i ≥ 4ℓ− 2, or
• c2 < λ ≤ c1 and i ≥ 4ℓ+ 1 or i = 4ℓ− 1, or
• c1 < λ ≤ c1 + c2 and i ≥ 4ℓ, or
• c1 + c2 < λ and i ≥ 4ℓ+ 3 or i = 4ℓ+ 1,
except if i = 4k− 2 or i = 4k, k ∈ Z, and the classes F− E1 − E2 or E1− E2, respectively, are represented
by embedded J–holomorphic spheres.
Proof. This proof mimics the proof of Lemma 2.6 in [24] with some minor changes. As in that
paper, it is obvious, by positivity of intersections, that if J ∈ J˜µ,c1,c2,m and Di is represented by an
embedded J–holomorphic curve then we have Di · D−m ≥ 0. Now, suppose we have Di satisfying
the latter inequality and Di does not have any embedded J–holomorphic representative. This
immediately implies that i ≥ 0. By Lemma 2.9 the Gromov invariant of the class Di is nonzero.
Therefore there must be a J–holomorphic cusp–curve representing Di and passing through k =
k(Di) generic points {p1, . . . , pk}. Such J–holomorphic cusp–curve C =
⋃N
i=1miCi, where N ≥ 2,
defines a decomposition of Di of the form
Di = Dj +∑
ai
saiEi +∑
bj
tbj(F− Ej) +∑
c
ucF+
+∑
d
wd(E1 − E2) +∑
e
ze(F− E1 − E2),
(4)
where the multiplicities sai , tbj , uc,wd, ze are nonnegative and where Dj · D−m ≥ 0, unless j = −m.
Consider the reduced cusp–curve C¯ obtained from C by removing all but one copy of its repeated
components. Then the idea is to show that the dimension of the space of unparameterized and
reduced cusp–curves of type C¯ is less than 2k(Di), and therefore there is no such cusp–curve
passing through k(Di) generic points. The last statement in the lemma follows from checking, for
values of the capacities c1, c2 varying in the four possible ranges, to which class Dk corresponds the
highest codimensional stratum in J˜µ,c1,c2,m and imposing that Dk ·Di ≥ 0. This gives the values of i
for each case. The exception is due to the fact that D4k−2 · (F−E1−E2) = D4k · (E1−E2) = −1. 
3. Homotopy type of symplectomorphisms groups
3.1. Connectedness of Gµ,c1,c2 . This subsection is devoted to the proof of the connectedness of
Gµ,c1,c2 for all values of µ, c1, c2. Since the arguments are similar to the case of the one point
blow-up of S2 × S2, we only give a sketch of the proof, referring to the literature where needed.
Lemma 3.1. Any symplectic form on X3 admits a Hamiltonian T
2-action.
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Proof. From Lemma 2.3 one knows that any symplectic form on X3 is diffeomorphic to a form
Poincaré dual to µB + F − c1E1 − c2E2 with c2 ≤ c1 < c1 + c2 ≤ 1. Moreover, we can perform
the simultaneous blow-up of sizes c1, c2 equivariantly with respect to the product action of T2 =
S1 × S1 on M0µ whose moment polytope ∆0 is given in Figure 7. 
PSfrag replacements
c1
c1 1− c2 1
µ− c2
µ
Figure 7. Moment polytope ∆0
Let T20 be the toric action on M˜µ,c1,c2 described in Lemma 3.1. Let write J˜good ⊂ J˜µ,c1,c2 for the
subset of almost complex structures for which the exceptional classes {E1, E2, B− E1, B− E2, F−
E1, F− E2} are simultaneously represented by J-holomorphic embedded spheres. By Lemma A.12
in [9], J˜good is open, dense, and path-connected in J˜µ,c1,c2 . Let Con f be the space of configura-
tions of embedded symplectic spheres S1 ∪ S2 ∪ S3 ∪ S4 intersecting transversely and positively,
representing the classes [S1] = E1, [S2] = F − E1, [S3] = B− E2, [S4] = E2, and for which there
exists a J ∈ J˜µ,c1,c2 making them J-holomorphic. Let Γ0 ∈ Con f be the configuration left invariant
by the action T20 . There is a fibration
J˜ (Γ0) → J˜good → Con f
where J˜ (Γ0) is the contractible space of almost complex structures for which Γ0 is represented
by J-holomorphic embedded spheres. Hence, the spaces J˜good and Con f are weakly homotopy
equivalent and, in particular, Con f is connected. Now, standard arguments show that the config-
uration space Con f is weakly homotopy equivalent to its subspace Con f 0 of configurations whose
spheres intersect orthogonally (see [14] Proposition 4.9. A similar point occurs in the proof of [21]
Theorem 9.4.7). The Symplectic Neighborhood Theorem implies that the symplectomorphism
group Gµ,c1,c2 acts transitively on Con f
0 yielding a fibration
Gµ,c1,c2(Γ0) → Gµ,c1,c2 → Con f
0
The connectedness of Gµ,c1,c2 will follow from the following lemma.
Lemma 3.2. The stabilizer Gµ,c1,c2(Γ0) is weakly homotopy equivalent to its subgroup T
2
0 .
Proof. Let write pi = Si ∩ Si+1, i = 1, 2, 3. The restriction of a symplectomorphism φ ∈ Gµ,c1,c2(Γ0)
to the sphere S2 yields a fibration
H1 → Gµ,c1,c2(Γ0)→ Symp(S2, p1, p2) ≃ S
1
where H1 is the subgroup of symplectomorphisms which restrict to the identity on S2, and where
Symp(S2, p1, p2) is the group of symplectomorphisms of the sphere S2 fixing two points. Similarly,
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the restriction of the differential dφ to the normal bundle ν(S2) gives a fibration
H2 → H1 → G(ν(S2)) ≃ Map(S2; S
1) ≃ S1
where G(ν(S2)) is the gauge group of the symplectic bundle ν(S2) and where H2 ⊂ H1 is the
subgroup of symplectomorphisms whose differentials restrict to the identity on TS2 M˜. By a Moser-
type argument, H2 is weakly homotopy equivalent to its subgroup
H3 = {φ ∈ H2 : φ is the identity near S2}
Restricting elements of H3 to S1 defines a fibration over a contractible space
H4 → H3 → {ψ ∈ Symp(S1) : ψ = id near p1} ≃ {id}
and looking at the action of elements of the fiber H4 on the normal bundle ν(S1) yields
H5 → H4 →Map((S1, p1); (S1, id)) ≃ {id}
with fiber H5 ≃ H6 := {φ ∈ H4 : φ = id near S1}. This shows that H2 ≃ H6. Then restricting in
a similar way the elements of H6 to S3 and then to the normal bundle ν(S3), and finally restricting
to S4 and ν(S4), we see that the subgroup H2 is weakly homotopy equivalent to the subgroup
Hc ⊂ H2 of symplectomorphisms with compact supports in the complement of Γ0.
Claim. Hc is contractible.
Indeed, we can identify M˜µ,c1,c2 \ Γ0 with the preimage of the region ∆
0
0 under the moment map
of the T20 action. Therefore, the open set M˜µ,c1,c2 \ Γ0 admits a Liouville vector field L lifting the
Euler vector field ξ(p) = −p of R2 (and horizontal with respect to the affine structure induced by
the toric structure). The vector field L is transverse to arbitrarily small tubular neighborhoods of
Γ0, and its flow defines a retraction of M˜µ,c1,c2 \ Γ0 onto a standard T
2
0 -invariant ball of capacity
0 < ǫ < 1 whose moment map image is the lower left corner of ∆0. This shows that M˜µ,c1,c2 \ Γ0
is symplectically star-shaped. Then, by Gromov’s Theorem on the contractibility of compactly
supported symplectomorphisms of the standard 4-ball (see [22] Corollary 13.16), we conclude
that Hc is contractible. 
3.2. Stability of symplectomorphism groups. Consider the natural action of the identity com-
ponent of the diffeomorphism group of M˜µ,c1,c2 on the space Sµ,c1,c2 of all symplectic forms on
M˜µ,c1,c2 in the cohomology class [ωµ,c1,c2 ] that are isotopic to ωµ,c1,c2 . By Moser’s Theorem the
group Diff0(M˜µ,c1,c2) acts transitively on Sµ,c1,c2 via an action that we will write as
φ · ω = φ∗(ω) = (φ
−1)∗ω,
so that Sµ,c1,c2 is simply the homogeneous space Diff0(M˜µ,c1,c2)/Gµ,c1,c2 . So this defines a fibration
Gµ,c1,c2 = Symp(M˜µ,c1,c2) ∩Diff0(M˜µ,c1,c2) → Diff0(M˜µ,c1,c2)→ Sµ,c1,c2 ,
whose fiber is the symplectomorphism group Gµ,c1,c2 . Therefore, to prove that the groups Gµ,c1,c2
and Gµ′,c′1,c′2 are homotopy equivalent, it is enough to construct a homotopy equivalence between
the spaces Sµ,c1,c2 and Sµ′,c′1,c′2 such that the following diagram
Gµ,c1,c2
// Diff0 // Sµ,c1,c2OO

G˜µ′,c′1,c
′
2
// Diff0 // Sµ′,c′1,c′2
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commutes up to homotopy. Since we do not know any way of constructing such a map directly,
we will use a clever idea introduced by McDuff in [19]. It consists in considering instead a larger
space Xµ,c1,c2 of pairs
Xµ,c1,c2 = {(ω, J) ∈ Sµ,c1,c2 ×Aµ,c1,c2 : ω tames J},
where Aµ,c1,c2 denotes the space of almost complex structures that are tamed by some form in
Sµ,c1,c2 .
2 Then both projection maps Xµ,c1,c2 → Aµ,c1,c2 , Xµ,c1,c2 → Sµ,c1,c2 are fibrations with
contractible fibers, and so are homotopy equivalences. Therefore, to show that the groups Gµ,c1,c2
and Gµ′,c′1,c′2 are homotopy equivalent, it is sufficient to find a homotopy equivalence Aµ,c1,c2 →
Aµ′,c′1,c
′
2
, that commutes, up to homotopy, with the action of Diff0. Indeed, we prove a stronger
statement, namely:
Proposition 3.3. Let µ = ℓ + λ ≥ 1, where ℓ ∈ N and λ ∈ (0, 1]. Given µ′ ∈ (ℓ, ℓ + 1], write
µ′ = ℓ+λ′, λ′ ∈ (0, 1]. Consider c1, c2, c′1, c
′
2 ∈ (0, 1)with c2 < c1, c1+ c2 < 1 and c
′
2 < c
′
1, c
′
1+ c
′
2 < 1
such that either
• λ ≤ c2 < c1 < c1 + c2 and λ
′ ≤ c′2 < c
′
1 < c
′
1 + c
′
2; or
• c2 < λ ≤ c1 < c1 + c2 and c
′
2 < λ
′ ≤ c′1 < c
′
1 + c
′
2; or
• c2 < c1 < λ ≤ c1 + c2 and c
′
2 < c
′
1 < λ
′ ≤ c′1 + c
′
2; or
• c2 < c1 < c1 + c2 < λ and c
′
2 < c
′
1 < c
′
1 + c
′
2 < λ
′.
Then the spaces Aµ,c1,c2 and Aµ′,c′1,c
′
2
are equal.
The proof of this proposition is postponed to Appendix A.
3.3. The stratification of Aµ,c1,c2 .
Definition 3.4. Given ℓ > 0, let Aµ,ℓ,r1,r2 be the subset of J ∈ Aµ,c1,c2 consisting of elements that
admit a J–holomorphic curve in class A = B − ℓF − r1E1 − r2E2 where r1, r2 ∈ {0, 1}. Further
define
Aµ,0,r1,r2 = Aµ,c1,c2 −
⋃
ℓ>0
Aµ,ℓ,r1,r2 , r1, r2 ∈ {0, 1}.
From Lemmas 2.4 and 2.8 it easily follows that Aµ,0,r1,r2 is the set of J for which the only classes
with J–holomorphic representatives are pB+ qF − r1E1 − r2E2 with p, q ≥ 0. It is also clear that
the sets Aµ,ℓ,r1,r2 are disjoint for ℓ ≥ 0. Moreover, Aµ,ℓ,0,0 is nonempty only if µ > ℓ, and the sets
Aµ,ℓ,1,0, Aµ,ℓ,0,1 and Aµ,ℓ,1,1 are nonempty only if λ > c1, λ > c2 and λ > c1 + c2, respectively.
The proof of the following lemma follows exactly the same ideas of Abreu in [1] and McDuff
in [19] and [20].
Lemma 3.5. For all ℓ ∈ N and µ ≥ 1 > c1 + c2 > c1 > c2, Aµ,ℓ,r1,r2 is a disjoint union of Fréchét
suborbifolds of Aµ,c1,c2 , all of codimension n(ℓ, r1, r2) = 2− 2c1(A) = 4ℓ− 2+ 2r1 + 2r2, where r1, r2 ∈
{0, 1}.
Theorem 3.6. Let µ = ℓ+ λ ≥ 1, where ℓ ∈ N and λ ∈ (0, 1]. Given µ′ ∈ (ℓ, ℓ+ 1], write µ′ = ℓ+ λ′,
λ′ ∈ (0, 1]. Consider c1, c2, c′1, c
′
2 ∈ (0, 1) with c2 < c1, c1 + c2 < 1 and c
′
2 < c
′
1, c
′
1 + c
′
2 < 1 such that
either
• λ ≤ c2 < c1 < c1 + c2 and λ
′ ≤ c′2 < c
′
1 < c
′
1 + c
′
2; or
• c2 < λ ≤ c1 < c1 + c2 and c
′
2 < λ
′ ≤ c′1 < c
′
1 + c
′
2; or
• c2 < c1 < λ ≤ c1 + c2 and c
′
2 < c
′
1 < λ
′ ≤ c′1 + c
′
2; or
2Recall the ω is said to tame J if ω(v, Jv) > 0 for all v 6= 0.
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• c2 < c1 < c1 + c2 < λ and c
′
2 < c
′
1 < c
′
1 + c
′
2 < λ
′.
Then the symplectomorphism groups Gµ,c1,c2 and Gµ′,c′1,c
′
2
are homotopy equivalent. Moreover, for fixed
values of c1 and c2, as λ passes c2, c1 or c1 + c2, or µ passes the integer ℓ + 1, ℓ ≥ 0, the groups
πi(Gµ,c1,c2), with i ≤ 4ℓ− 3 in the first two cases and i ≤ 4ℓ− 1 in the last two, do not change.
Proof. The first statement is an immediate consequence of Proposition 3.3. From Lemma 3.5 one
knows that when µ passes ℓ + c2 the topology of Aµ,c1,c2 changes by the addition of strata of
codimension n(ℓ) = 4ℓ. Hence its homotopy groups πi for i ≤ 4ℓ− 2 do not change. It follows,
using the long exact homotopy sequence of the fibration
Gµ,c1,c2 −→ Diff0(X3) −→ Sµ,c1,c2 ≃ Aµ,c1,c2 ,
that the groups πi(Gµ,c1,c2) for i ≤ 4ℓ− 3 do not change. The argument to prove the other cases is
similar and this concludes the proof of the second statement. 
3.4. Homotopy type. Proof of Proposition 1.2. This is Proposition 4.21 of Lalonde and Pinsonnault
in [14]. Let us recall their proof. The main idea is to prove that the stabilizer Sympp(M˜µ,c1) is ho-
motopy equivalent to the group SympU(2)(M˜µ,c1,c2 , E2) of the simplectomorphisms in Symp(M˜µ,c1)
that act linearly in a small neighborhood of the exceptional fiber whose homology class is E2. Ev-
ery symplectomorphism in SympU(2)(M˜µ,c1,c2 , E2) gives rise to a symplectomorphism of M˜µ,c1
acting linearly near the embedded ball Bc2 and fixing its center p. Conversely, every homotopy
class of the stabilizer Sympp(M˜µ,c1) can be realized by a family of simplectomorphisms that act
linearly on a ball Bc′2 of sufficiently small capacity c
′
2 centered at p. Hence we can lift such a
representative to the group SympU(2)(M˜µ,c1,c′2 , E2). If r is the restriction map, then the directed
system of homotopy maps
rc′2,c2
: SympU(2)(M˜µ,c1,c′2 , E2)→ Symp
U(2)(M˜µ,c1,c2 , E2)
stabilizes if c2 ≤ c′2 are sufficiently small, that is, they are homotopy equivalences, by the Stability
Theorem 3.6. This system together with the maps
gc2 : Symp
U(2)(M˜µ,c1,c2 , E2)→ Sympp(M˜µ,c1)
yields a commutative triangle for each pair c2 ≤ c′2. It is then obvious that each map gc2
is a weak homotopy equivalence. On the other hand one knows, by Lemma 2.3 in [14], that
SympU(2)(M˜µ,c1,c2 , E2) is homotopy equivalent to Symp(M˜µ,c1,c2 , E2). By Lemma 2.5 we know that
the exceptional curve E2 cannot degenerate, that is, for every J in the space J˜µ,c1,c2 of ωµ–tamed
almost complex structures, there is a unique embedded J–holomorphic representative of E2 and
no cusp–curve in class E2. Therefore, by Lemma 2.4 in [14] we can conclude that Gµ,c1,c2 retracts
onto its subgroup Symp(M˜µ,c1,c2 , E2) and this concludes the proof. 
Note that Proposition 1.3 follows from the results in Sections 3.2 and 3.3. The proof is an analog
of Theorem 2.2 in [4].
4. The Lie algebra π∗(Gµ,c1,c2)⊗Q
In this section we show that the rational homotopy Lie algebra π∗(Gµ,c1,c2)⊗Q is finitely gen-
erated and we describe geometrically its generators. Moreover, we show that they are represented
by Hamiltonian S1–actions on M˜iµ,c1,c2 .
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4.1. Homotopy groups of Gµ,c1,c2 . We begin by reviewing some facts about rational homotopy
theory. First, the rational dichotomy discovered by Félix [7] states that if X is an n-dimensional
simply connected space with the rational cohomology of finite type and finite category, then
either its rational homotopy is finite dimensional or the dimensions of the rational homotopy
groups grow exponentially. In the first case, the space is called rationally elliptic and in the second
rationally hyperbolic.
Proposition 4.1 (see Part VI in [7]). If X is rationally elliptic, then
(1) dimπeven(X)⊗Q ≤ dimπodd(X)⊗Q ≤ cat(X),
(2) χ(X) ≥ 0, where χ denotes the Euler characteristic.
If X is a 4–dimensional simply connected finite CW–complex, then it follows from the basic
properties of the Lusternik–Schinrelmann category that cat(X) ≤ 2. The above proposition implies
that if π2(X)⊗Q ≥ 3 then X is rationally hyperbolic. Thus every simply connected 4–manifold
X whose b2(X) := dimH2(X;Q) ≥ 3 is rationally hyperbolic. We conclude that if n ≥ 2 then
CP2# nCP2, and in particular M˜iµ,c1 (since it is diffeomorphic to CP
2# 2CP2 as a smooth manifold),
is rationally hyperbolic.
Recall also that for any topological space X with rational homology of finite type, the Poincaré
series for X is the formal power series
PX =
∞
∑
0
dimHn(X;Q)zn.
Denote by rn the integers rn = dimπn(ΩX)⊗Q = dimπn+1(X)⊗Q. Then, as explained in [7]
§33, the Poincaré–Birkoff–Witt Theorem identifies PΩX as the formal power series
(5) PΩX =
∏
∞
n=0(1+ z
2n+1)r2n+1
∏
∞
n=1(1− z2n)r2n
.
Note that (5) provides algorithms for computing the integers dimπn+1(X)⊗ Q, 1 ≤ n ≤ N,
from the integers dimHn(ΩX;Q), 1 ≤ n ≤ N. The latter can be computed using the Serre spectral
sequence of the path fibration ΩX → PX → X, where PX is the space of paths in X starting in x0,
and p : PX → X sends each path to its endpoint. For X = X2 := CP2# 2CP2 the spectral sequence
gives H0(ΩX2;Q) = Q, H1(ΩX2;Q) = Q3 and if we write hn = dimHn(ΩX2;Q) then it is easy
to check that hn = 3hn−1− hn−2 when n ≥ 2. Therefore, using (5), we can compute the dimension
of the homotopy groups of X2 and we obtain, for example, r1 = 3, r2 = r3 = 5, r4 = 10, r5 = 24
and r6 = 352.
Proposition 4.2. Let ℓ < µ ≤ ℓ+ 1 with ℓ ≥ 1 or µ = 1. Recall that µ = ℓ+ λ and 0 < c2 < c1 <
c2 + c1 < 1. Then the rational homotopy groups of Gµ,c1,c2 are given by
(1) πn =
{
Q5 if n = 1
Qrn if n ≥ 2,
when c1 + c2 < µ = 1;
(2) πn =

Q6 if n = 1
Qr4ℓ−2+1 if n = 4ℓ− 2
Qrn if n 6= 1, 4ℓ− 2,
when µ > 1 and c2 ≤ λ ≤ c1;
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(3) πn =

Q6 if n = 1
Qr4ℓ+1 if n = 4ℓ
Qrn if n 6= 1, 4ℓ,
when µ > 1 and c1 + c2 < λ.
Proof. We consider the evaluation fibration
Sympp(M˜µ,c1) → Symp(M˜µ,c1)→ M˜µ,c1
and the Stability Theorem 3.6. Then the rational homotopy groups of Gµ,c1,c2 are easily computed
by combining Proposition 1.2 and the computation of the homotopy groups of the symplectomor-
phism group Symp(M˜µ,c1):
Proposition 4.3 (Pinsonnault [24], Corollary 3.10). The following holds.
(1) when µ = 1, the only non–trivial rational homotopy group of the topological group Symp(M˜µ,c1)
is π1 ≃ Q
2.
(2) When µ > 1, the non–trivial rational homotopy groups of the topological group Symp(M˜µ,c1) are
π1 ≃ Q
3 and πk ≃ Q where
k =
{
4ℓ− 2 if λ ≤ c1;
4ℓ if λ > c1.
If µ = 1 the above homotopy fibration gives an exact sequence which immediately yields
πn = Qrn if n > 1, and the nontrivial term
0→ Q3 → π1 → Q
2 → 0
gives π1 = Q5. In cases (2) and (3) we use again the homotopy fibration together with the Stability
Theorem 3.6, Proposition 1.2 and Corollary 3.10 in [24]. 
4.2. Conventions.
We now want to compute the graded Lie algebra π∗(Gµ,c1,c2)⊗Q. In order to carry this com-
putation we need to describe the generators of this algebra in more detail and for that we follow
the conventions of Anjos, Lalonde and Pinsonnault in [4]:
(1) Let T4 ⊂ U(4) act in the standard way on C4. Given an integer n ≥ 0, the action of the
subtorus T2n := (ns+ t, t, s, s) is Hamiltonian with moment map
(z1, . . . , z4) 7→ (n|z1|
2 + |z3|
2 + |z4|
2, |z1|
2 + |z2|
2).
We identify M0µ = (S
2× S2, µσ⊕ σ) with each of the toric Hirzebruch surface Fµ2k, 0 ≤ k ≤
ℓ (where as usual ℓ < µ ≤ ℓ+ 1), defined as the symplectic quotient C4//T22k at the regular
value (µ+ k, 1) endowed with the residual action of the torus T(2k) := (0, u, v, 0) ⊂ T4.
The image ∆(2k) of the moment map φ2k is the convex hull of
{(0, 0), (1, 0), (1, µ+ k), (0, µ− k)}.
Similarly, we identify M1µ = (S
2×˜S2,ωµ) with the toric Hirzebruch surface F
µ
2k−1, 1 ≤
k ≤ ℓ, defined as the symplectic quotient C4//T22k−1 at the value (µ+ k, 1). The moment
polygon ∆(2k− 1) := φ2k−1(F2k−1) of the residual action of the 2-torus (0, u, v, 0) is the
convex hull of
{(0, 0), (1, 0), (1, µ+ k), (0, µ− k+ 1)}.
Note that the group Symph(Mµ) of symplectomorphisms acting trivially on homology
being connected, any two identifications of Fµn with Miµ are isotopic and lead to isotopic
identifications of Symph(F
µ
n) with Symp(Miµ).
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(2) We identify the symplectic blow-up M˜0µ,c1 with the equivariant blow-up of the Hirzebruch
surfaces Fµn for appropriate parameter µ and capacity c1 ∈ (0, 1).
(a) We define the even torus action T˜(2k) as the equivariant blow-up of the toric action of
T(2k) on Fµ2k at the fixed point (0, 0)with capacity c1. The image ∆˜(2k) of the moment
map φ˜2k is the convex hull of
{(1, µ+ k), (0, µ− k), (0, c1), (c1, 0), (1, 0)}.
(b) The odd torus action T˜(2k− 1), k ≥ 1, is obtained by blowing up the toric action of
T(2k− 1) on Fµ−c12k−1 at the fixed point (0, 0) with capacity 1− c1. Its moment polygon
∆˜(2k− 1) is the convex hull of
{(1, µ− c1 + k), (0, µ− c1 − k+ 1), (0, 1− c1), (1− c1, 0), (1, 0)}.
Note that when c1 < ccrit := µ− ℓ, M˜0µ,c1 admits exactly 2ℓ+ 1 inequivalent toric structures
T˜(0), . . . , T˜(2ℓ), while when c1 ≥ ccrit, it admits only 2ℓ of those, namely T˜(0), . . . , T˜(2ℓ−
1).
(3) The Kähler isometry group of Fµn is N(T2n)/T
2
n where N(T
2
n) is the normalizer of T
2
n in U(4).
There is a natural isomorphism3 N(T0)/T20 ≃ SO(3)× SO(3) := K(0), while for k ≥ 1, we
have N(T22k)/T2k ≃ S
1 × SO(3) := K(2k) and N(T22k−1)/T
2
2k−1 ≃ U(2) := K(2k− 1). The
restrictions of these isomorphisms to the maximal tori are given in coordinates by
(u, v) 7→ (−u, v) ∈ T(0) := S1 × S1 ⊂ K(0)
(u, v) 7→ (u, ku+ v) ∈ T(2k) := S1 × S1 ⊂ K(2k)
(u, v) 7→ (u+ v, ku+ (k− 1)v) ∈ T(2k− 1) := S1 × S1 ⊂ K(2k− 1).
These identifications imply that the moment polygon associated to the maximal tori T(n) =
S1 × S1 ⊂ K(n) and T˜(n) are the images of ∆(n) and ∆˜(n), respectively, under the trans-
formation Cn ∈ GL(2,Z) given by
C0 =
(
−1 0
0 1
)
C2k =
(
1 0
−k 1
)
C2k−1 =
(
1− k 1
k −1
)
Our choices imply that under the blow-down map, T˜(n) is sent to the maximal torus of
K(n), for all n ≥ 0. Again, because Symp(M˜0µ,c1) is connected (see [14, 24]), all choices
involved in these identifications give the same maps up to homotopy.
(4) We identify the symplectic blow–up M˜µ,c1,c2 with the equivariant two blow–up of the
Hirzebruch surfaces Fµn for appropriate parameter µ and capacities c2 < c1 < c1 + c2 < 1.
In this case, depending on which point we blow–up, we obtain inequivalent toric struc-
tures. We define the torus actions Ti(2k), Ti(2k− 1), i = 1, . . . , 5 as the equivariant blow–
ups of the toric action of T˜(n) on F˜µ2k and F˜
µ−c1
2k−1 respectively, with capacity c2, at each one
of the five fixed points, which correspond to the vertices of the moment polygon ∆˜(n),
described in item 2(a) and (b).
(5) The cohomology ring of BTi(n) is isomorphic to Q[xn,i, yn,i] where |xn,i| = |yn,i| = 2. We
identify the generators xn,i, yn,i with the cohomology classes induced by the circle actions
whose moment maps are, respectively, the first and the second component of the moment
map associated to Ti(n). Note that since we work only with topological groups up to
3In the untwisted case, we assume µ > 1 so that the permutation of the two S2 factors is not an isometry.
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rational equivalences, we will also denote by {xn,i, yn,i} the generators in π1(Ti(n)) and in
π2(BTi(n)).
Remark 4.4. Each stratum J˜µ,c1,c2 , whose configuration is given in Figures 2 to 6 corresponds
to a toric structure on M˜µ,c1,c2 , unique up to equivariant symplectomorphisms (see Lemma B.8
in Appendix B). These toric structures are given by the tori Ti(n), n ∈ N. More precisely, the
relationship between the tori Ti(n) and various configurations is the following:
• Ti(0), i = 1, . . . , 5 correspond to configurations (1), (3), (5), (4), (2), in Figure 2, respectively;
• Ti(2k− 1), i = 1, . . . , 5 and k ≥ 1 correspond to configurations (10), (12), (11), (9), (7), in
Figures 3 and 4, respectively;
• Ti(2k), i = 1, . . . , 5 and k ≥ 1 correspond to configurations (16), (18), (17), (15), (13), in
Figures 5 and 6, respectively.
McDuff proved in [23] that the maps Ti(n) → Gµ,c1,c2 induce injective maps of fundamental
groups. More precisely, this follows from Theorems 1.3 and 1.24 in that paper, as explained in
Remark 1.25, since those two theorems imply that if (M,ω, T,Φ) is a symplectic toric 4–manifold
with moment polytope ∆ which has five or more facets then the map π1(T)→ π1(Symp0(M,ω))
is an injection.
Let us define
x0 := x0,1 y0 := y0,1 x1 := x0,2, y1 := y0,4 − x0,4 and z := y0,4.
Recall that, in [8], Karshon associates a labeled graph (cf. Sections 2.1 and 2.2) to each compact
four dimensional Hamiltonian S1–space and then using these graphs she gives a classification
(cf. Theorems 5.1 and 4.1) of such spaces with isolated fixed points. Moreover, she shows that
a complete list of such spaces (up to isomorphism) is provided by the list of Delzant polytopes,
and two Delzant polytopes give isomorphic spaces if and only if their graphs, as constructed in
Section 2.2, coincide. Therefore, constructing these graphs for the S1–actions contained in the tori
Ti(n) one can obtain the following relations between them.
Lemma 4.5. Let µ ≥ 1 > c1 + c2 > c1 > c2. If k = 0 then the following identifications hold in
π1(Gµ,c1,c2)⊗Q
x0,5 = x0, y0,5 = z, x0,3 = x1, y0,3 = x1 + y1 and y0,2 = y0.
Moreover, for all admissible values k, j ≥ 1, we have the following identifications
x1,4 = x1,5 = y1, x1,1 = y0 − x0, x1,2 = y0 − x1,
(k− 1)x2j−1,i + ky2j−1,i = (j− 1)x2k−1,i + jy2k−1,i where i = 3, 4, 5
(k− 1)x2j−1,1+ ky2j−1,1 = (j− 1)x2k−1,2 + jy2k−1,2,
kx2k,i + y2k,i = (k+ 1)x2k−1,i + ky2k−1,i where i = 1, 2, 4,
kx2k,3 + y2k,3 = (k+ 1)x2k−1,5+ ky2k−1,5, kx2k,5 + y2k,5 = (k+ 1)x2k−1,3+ ky2k−1,3,
x2k,1 = x2k,5, x2k,2 = x2k,3,
y2k,1 = kx1 + y0, y
2
2k = kx0 + y0, y2k,3 = (k+ 1)x1 + y1, y2k,5 = kx0 + z,
jx2k,i − y2k,i = kx2j,i − y2j,i where i = 3, 4, 5
jx2k,1 − y2k,1 = kx2j,2 − y2j,2,
x2k−1,1 + y2k−1,1 = x2k−1,5 + y2k−1,5, x2k−1,2 + y2k−1,2 = x2k−1,3 + y2k−1,3,
kx2k,4 + y2k,4 = kx2k,5 + y2k,5.
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Remark 4.6. Let us define t := x1,1 + y1,1. Then, from the previous lemma, it is not hard to check
that the images of the generators of π1(Ti(n)) in π1(Gµ,c1,c2)⊗Q are determined by the image of
the generators x0, y0, x1, y1, z ∈ π1(Ti(0)) where i = 1, 2, 4 and t ∈ π1(T1(1)). Indeed, for k ≥ 1,
we have
x2k−1,1 = y0 − kx0, y2k−1,1 = k(t− x1) + x1 + kx0 − y0,
x2k−1,2 = y0 − kx1, y2k−1,2 = kt+ x0 − y0,
x2k−1,3 = z− kx0, y2k−1,3 = k(t− x1) + (k+ 1)x0 − z,
x2k−1,4 = ky1 + (1− k)z, y2k−1,4 = k(t− x1 + z)− (k+ 1)y1,
x2k−1,5 = y1 + (1− k)x1, y2k−1,5 = kt− y1,
x2k,1 = k(t− x1)− x0, y2k,1 = kx1 + y0,
x2k,2 = k(t− x1)− x1, y2k,2 = kx0 + y0,
x2k,3 = k(t− x1)− x1, y2k,3 = (k+ 1)x1 + y1,
x2k,4 = k(t− x1) + y1 − z, y2k,4 = (k+ 1)z− ky1,
x2k,5 = k(t− x1)− x0, y2k,5 = kx0 + z,
Besides the circle actions coming from these tori Ti(n), i = 1, . . . , 5, there are circle actions
obtained by blowing up the toric actions T˜(n) at an interior point of a curve representing the
exceptional class E1, where c1 > c2, such as in configurations (6), (8) and (14) in Figures 2, 3 and
5. We will denote the corresponding generators in homotopy by a0, a2k−1 and a2k, respectively.
Using again the classification of Hamiltonian S1–actions, obtained by Karshon in [8], it is easy to
compute the relations satisfied by these generators.
Lemma 4.7. If µ ≥ 1 > c1 + c2 > c1 > c2 then the following identifications hold in π1(Gµ,c1,c2)⊗Q.
a0 = y1, a2k = (k+ 1)x2k,3 + y2k,3 = (k+ 1)x2k,4 + y2k,4 and
a2k−1 = (k+ 1)x2k−1,3+ ky2k−1,3 = (k+ 1)x2k−1,4+ ky2k−1,4,
where k ≥ 1. Remark 4.6 then implies that a2k−1 = k2(t− x1) + z and a2k = k(k+ 1)(t− x1) + y1.
We will see next, in the proof of Theorem 1.1, that the generators x0, y0, x1, y1, z, t have a funda-
mental role in the description of the homotopy Lie algebra π∗(Gµ,c1,c2)⊗Q.
4.3. Homotopy Decomposition. All of arguments of [2] on Mµ and of [4] on M˜µ,c1, regarding the
homotopy decomposition of the classifying space of the group Gµ,c1,c2 apply as well for the group
of symplectomorphisms of the blow–up M˜µ,c1,c2 although there are some differences in this case.
Depending on the size of λ, as we saw in Section 2.2, now one may add two or four distinct strata
to the space of almost complex structures at once when µ passes a critical value instead of just one
stratum each time as in the previous cases. Moreover, not all strata correspond to a toric structure
on the manifold as before. Now there also are some strata which correspond just to a circle action
on M˜µ,c1,c2 , unique up to equivariant symplectomorphisms. More precisely, the strata represented
in Section 2.2 by configurations (6), (8) and (14) are the ones that correspond to S1–actions on
M˜µ,c1,c2 and which were classified in the previous section.
HOMOTOPY ALGEBRA OF SYMPLECTOMORPHISM GROUPS 22
The next proposition is a particular case of Theorem 1.4 since it gives the homotopy decompo-
sition in the case c1 < λ ≤ c1 + c2. The homotopy pushout diagram should be obvious for the
other cases. Recall that given a G-space X, we write XhG for the homotopy orbit XhG := EG×G X.
Proposition 4.8. If ℓ < µ ≤ ℓ+ 1 where ℓ ∈ N, c2 < c1 < c2 + c1 < 1 and c1 < λ ≤ c1 + c2, there is a
homotopy pushout diagram
S4ℓ−1
hT1(2ℓ)
⊔ S4ℓ+3
hT4(2ℓ)
⊔ S4ℓ+1
hT5(2ℓ)
⊔ S4ℓ+1
hS1(2ℓ)
//
j2ℓ

BT1(2ℓ) ⊔ BT4(2ℓ) ⊔ BT5(2ℓ) ⊔ BS1(2ℓ)
i2ℓ

BGµ′,c1,c2
// BGµ,c1,c2
where µ′ = ℓ + λ′ satisfies c2 < λ
′ ≤ c1, so that Gµ′,c1,c2 is the group associated with a stratification
having four strata less than the stratification associated with Gµ,c1,c2 . The upper horizontal map is the
universal bundle map associated to the representations of Ti(2ℓ) and S1(2ℓ) on H
0,1
Ji,2ℓ
(TM˜µ,c1,c2)
4 and on
H0,1J2ℓ
(TM˜µ,c1,c2) respectively, i2ℓ is induced by the inclusions Ti(2ℓ) →֒ Gµ,c1,c2 and S
1(2ℓ) →֒ Gµ,c1,c2 ,
and the map BGµ′,c1,c2 → BGµ,c1,c2 coincides, up to homotopy, with the one given by inflation described in
Proposition 1.3.
The proof of this proposition follows the same steps of the proof of Theorem 2.5 in [4] . How-
ever, since in our case the structure of the space of almost complex structures is more complicated,
the analogue of Appendix A in [4] requires a more careful explanation which is given in Appen-
dix B. Nevertheless a similar argument applies to prove that the action of the symplectomorphism
group on the space of compatible almost complex structures is homotopically equivalent to its
restriction to the subset of compatible integrable complex structures, which is one of the key steps
in the proof. Another key step is the replacement of the action of Gµ,c1,c2 on complex structures
by an equivalent A∞ homotopy action, as explained in Appendix C of [2]. This second step is
necessary in order to deal with two different issues: the fact that tubular neighborhoods of strata
of equal codimensions may intersect nontrivially, and the nonexistence of Gµ,c1,c2-invariant tubular
neighborhoods of the strata. In particular, this justifies our use of disjoint unions in the upper-left
corner of the pushout diagram of Proposition 4.8, in spite of the fact the normal neighborhoods
may intersect. Again, this clever argument was first introduced by Abreu–Granja–Kitchloo in [2].
4.4. Proof of Theorem 1.1. We divide the proof of the theorem into three parts: in the first part we
consider the case µ = 1, in the second part we give the proof of statements (S2) and (S4) and the
third part is devoted to the proof of statements (S1) and (S3). In the case µ = 1 and statements (S2)
and (S4) the symplectomorphism group has the homotopy type of a stabilizer so the argument is
similar in all three cases, while in the first and third cases we will need a different technique that
involves the computation of the rational cohomology ring of the classifying space of the group
Gµ,c1,c2 .
4.4.1. Proof of the case µ = 1. Note that in this case there are six distinct configurations of sym-
plectic embedded surfaces in M˜µ,c1,c2 which intersect transversally and positively, namely the ones
described in Figure 2. Therefore there are five torus actions, namely Ti(0) with i = 1, . . . , 5 and
one S1–action that corresponds to configuration (6). Denote by Λ the algebra described in the first
statement of the theorem, that is, the Lie graded algebra generated by x0, y0, x1, y1, z such that all
4H0,1Ji,2ℓ(TM˜µ,c1,c2 ) denotes the moduli space of infinitesimal deformations of the complex structure Ji,2ℓ.
HOMOTOPY ALGEBRA OF SYMPLECTOMORPHISM GROUPS 23
Samelson products between the generators vanish except the five ones indicated there. Let λn be
the rank of Λ in dimension n. It is clear that the Samelson products [x0, y0], [x1, y0], [x0, z] vanish,
since these classes have commuting representatives in Ti(0) when i = 1, 2, 5, respectively. The
relation [x1, y1] = 0 follows from the third and fourth identifications in Lemma 4.5 together with
the fact that the classes x0,3, y0,3 obviously have commuting representatives in T3(0). Finally, the
relation [z, y1] = 0 follows from the definition of the classes z and y1 together with the fact that
the classes x0,4, y0,4 have commuting representatives in T4(0). Recall, from Proposition 4.2, that
πn(Gµ,c1,c2) ⊗ Q = Q
rn if n ≥ 2 where rn = dimπn(Ω(CP2#CP2)). We need to show that the
graded Lie algebras Λ and π∗(Gµ,c1,c2)⊗Q are isomorphic. First we will show that they have the
same rank in each dimension, i.e., λn = rn for all n ≥ 2 and λ1 = 5 (cf. Proposition 4.2). It is clear
that the five generators of Λ give λ1 = 5.
Now we need to recall some facts about Lie graded algebras. Let L be such an algebra and
TL the tensor algebra on the graded vector space L. Let I be the ideal in the (associative) graded
algebra TL generated by the elements of the form x ⊗ y − (−1)deg x deg yy ⊗ x − [x, y], x, y ∈ L,
where [·, ·] denotes the Lie bracket in L. The graded algebra TL/I is called the universal enveloping
algebra of L and is denoted by UL. We need to use the following important result.
Theorem 4.9 (Milnor–Moore). If X is a simply connected topological space then
(1) π∗(ΩX)⊗Q is a graded Lie algebra, LX ;
(2) The Hurewicz homomorphism extends to an isomorphism of graded algebras
ULX
∼=
−→ H∗(ΩX;Q).
Going back to our proof, the Poincaré–Birkoff–Witt Theorem (see (5)) implies that the numbers
λn defined above satisfy the equation
(6)
+∞
∑
n=0
h′nz
n =
∏
∞
n=0(1+ z
2n+1)λ2n+1
∏
∞
n=1(1− z2n)λ2n
,
where the left hand side of the equation is the Poincaré series of the enveloping algebra UΛ.
Claim 4.10. h′n = 5hn−1 if n ≥ 1 and h
′
0 = 1 where hn = dimHn(Ω(CP
2# 2CP2);Q).
Proof. The proof is done by induction on n. Note that indeed we have h′0 = 1, h
′
1 = 5h0 = 5,
which corresponds to the 5 generators x0, y0, x1, y1, z, and h′2 = 5h1 = 15, which corresponds to
the classes x0y0, x0x1, x0y1, x0z, y0x1, y0y1, y0z, x1y1, x1z, y1z, x1x0, y1x0, y1y0, zy0 and zx1. Moreover
to compute h′n+1 with n ≥ 2 we begin with 5h
′
n elements (the number of classes in dimension n
times the 5 generators, where we can assume that we always multiply on the left), then subtract h′n
to that number because the square of each generator vanishes, and finally subtract h′n + h
′
n−1 due
to the relations. In particular, we can show that h′n−1 products vanish using the fact that the square
of each generator vanishes together with the other relations. Finally we obtain h′n+1 = 3h
′
n − h
′
n−1
which gives h′n+1 = 5(3hn−1− hn−2) = 5hn. 
Using this claim equation (6) becomes
1+
+∞
∑
n=1
5hn−1z
n =
∏
∞
n=0(1+ z
2n+1)λ2n+1
∏
∞
n=1(1− z2n)λ2n
.
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Since the Betti numbers hn satisfy hn = 3hn−1 − hn−2 for n ≥ 2 with h0 = 1 and h1 = 3, it is easy
to verify that the left hand side of the last formula is equal to
(1+ z)2
+∞
∑
n=0
hnz
n.
Hence, again by the Poincaré–Birkoff–Witt Theorem applied to X = CP2# 2CP2, we conclude that
λn = rn for n ≥ 2.
Now consider the evaluation fibration
ΩX
f //Sympp(M˜µ,c1)
g //Symp(M˜µ,c1) ,
where the base is equivalent to T2 by Pinsonnault [24]. Passing to rational homotopy we obtain
π∗(ΩX)⊗Q //π∗(Sympp(M˜µ,c1))⊗Q //Q[x0, y0]
where Q[x0, y0] is the Lie graded algebra with generators x0, y0 of degree 1 such that all Samelson
products vanish. Note that the maps π∗( f ) ⊗ Q and π∗(g) ⊗ Q are morphisms of graded Lie
algebras and the second one is clearly surjective. Recall, from Proposition 1.2, that Gµ,c1,c2 is
homotopy equivalent to the stabilizer Sympp(M˜µ,c1). Therefore we can consider the following
diagram
(7) π∗(ΩX)⊗Q // π∗(Gµ,c1,c2)⊗Q // Q[x0, y0]
π∗(ΩX)⊗Q

 j // Λ
i
OO
// Q[x0, y0]
where the map i is a morphism of algebras that simply maps the generators of Λ injectively into
π∗(Gµ,c1,c2)⊗Q. Clearly there is a map j that makes the diagram commutative, because the map
πn( f )⊗Q is injective if n = 1, it is an isomorphism if n ≥ 2, and λn = rn if n ≥ 2 while r1 = 3.
So, for example, the three elements of degree one in π∗(ΩX) ⊗ Q are mapped to x1, y1, z ∈ Λ.
Hence, we can conclude that the map i is an isomorphism of algebras. This concludes the proof
for the case µ = 1.
4.4.2. Proof of statements (S2) and (S4). If 1 < µ ≤ 2 and λ ≤ c2 then there are ten distinct config-
urations of symplectic embedded surfaces in M˜µ,c1,c2 , namely the six that existed already when
µ = 1 plus the four configurations described in Figure 3. Therefore we will have the five tori Ti(0)
we had before plus three new torus actions represented by the tori Ti(1) where i = 1, 4, 5 and
one S1–action that corresponds to configuration (8) in Figure 3. Recall, from Proposition 4.2, that
when µ > 1 there is one more generator of the fundamental group. We may identify it with the
element t = x1,1 + y1,1 ∈ π1(T1(1)) of Remark 4.6. Since the classes x1,i, y1,i now have commuting
representatives in Ti(1) with i = 1, 4, 5, it follows from Remark 4.6 that
0 = [x1,1, y1,1] = [y0 − x0, t+ x0 − y0] = [y0, t]− [x0, t],
0 = [x1,4, y1,4] = [y1, t− x1 − 2y1 + z] = [y1, t],
0 = [x1,5, y1,5] = [y1, t− y1] = [y1, t].
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Moreover, from Lemma 4.7, one knows that the generator of the circle action corresponding to
configuration (8) is a1 and it commutes with x1,4 and y1,4. This gives the following relations
0 = [a1, x1,4] = [t− x1 + z, y1] = [t, y1],
0 = [a1, y1,4] = [t− x1 + z, t− x1 + z− 2y1] = −2[t, x1] + 2[t, z]− 2[z, x1].
Note that this yields the relations of statement (S1) in the theorem.
Once λ passes c2 with µ ∈ (1, 2] then we need to consider two more configurations: (11) and
(12) of Figure 4. Hence there are two more torus actions, T2(1) and T3(1). The classes x1,i, y1,i,
i = 2, 3, now have commuting representatives in Ti(1), so that gives the following relations
0 = [x1,2, y1,2] = [y0 − x1, t+ x0 − y0] = [y0, t]− [x1, t]− [x1, x0] and
0 = [x1,3, y1,3] = [z− x0, t− x1 + 2x0 − z] = [z, t]− [z, x1]− [x0, t] + [x0, x1].
Since a1 commutes with x1,3 and y1,3 it follows that
0 = [a1, x1,3] = [t− x1 + z, z− x0] = [t, z]− [t, x0]− [x1, z] + [x1, x0],
0 = [a1, y1,3] = [t− x1 + z, t− x1 + 2x0 − z] = −2[t, x1] + 2[t, x0]− 2[x0, x1],
which gives the relations in statement (S2). Therefore for this algebra we have π2 = Q6. Note that
for the case µ = 1 the homotopy groups satisfy π1 = π2 = Q5. Here we assume that the extra
classes in π1 and π2 are represented by t and [x1, t], respectively. Moreover, it is not hard to verify
that all Samelson products in dimension three involving one of these classes do not add more
generators to π3, since they either vanish or are the linear combination of some other generators.
Therefore we may conclude that the rank in each dimension of this algebra agrees with the rank
of the homotopy groups described in Proposition 4.2, when 1 < µ ≤ 2 and c2 < λ ≤ c1. A
similar argument to the one used in the case µ = 1 shows that we have indeed an isomorphism
of algebras. More precisely, we just need to substitute the algebra Q[x0, y0] of diagram (7) by the
homotopy Lie algebra π∗(Symp(M˜µ,c1))⊗Q, that now includes the generator t. This concludes
the proof of statement (S2).
Once λ passes c1 with µ ∈ (1, 2] there are four configurations we should consider: (13) to (16)
in Figure 5. Hence the classes x2,i, y2,i, i = 1, 4, 5, now have commuting representatives in Ti(2)
which gives the following relations
0 = [x2,1, y2,1] = [t− x1 − x0, x1 + y0] = [t, x1] + [t, y0]− [x0, x1],
0 = [x2,4, y2,4] = [t− x1 + y1 − z, 2z− y1] = 2[t, z]− 2[x1, z],
0 = [x2,5, y2,5] = [t− x1 − x0, x0 + z] = [t, x0] + [t, z]− [x1, x0]− [x1, z].
The generator of the circle action corresponding to configuration (14) is a2 and it commutes with
x2,4 and y2,4. That is,
0 = [a2, x2,4] = [2t− 2x1 + y1, t− x1 + y1 − z] = −4[t, x1]− 2[t, z] + 2[x1, z],
0 = [a2, y2,4] = [2t− 2x1 + y1, 2z− y1] = 4[t, z]− 4[x1, z].
These yields [t, x1] = 0, and hence the relations in statements (S3) and (S4). Note that for λ >
c1 + c2 and µ ∈ (1, 2] or for all µ > 2, the Samelson products [x2k−1,i, y2k−1,i] and [x2k,i, y2k,i] vanish
if we assume the above relations. So we do not get more relations, coming from these Samelson
products, between the generators x0, y0, x1, y1, z, t ∈ π1(Gµ,c1,c2)⊗Q. Therefore the rank on each
dimension of the algebra generated by these six elements, satisfying the relations in (S3) and
(S4), agrees with the rank on each dimension of Λ, except in dimension 1. By comparison with
Proposition 4.2, it follows that in case (S4) we just need to add one more generator wℓ of the right
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degree, either 4ℓ− 2 or 4ℓ, so the rank on each dimension of these algebras is the same to the rank
of the homotopy groups described in the proposition. Moreover we can use again diagram (7),
where now the Lie graded homotopy algebra of Symp(M˜µ,c1) is given by Q[x0, y0, t,wℓ], to show
that there is indeed an isomorphism of algebras and this concludes the proof of statement (S4).
4.4.3. Proof of statements (S1) and (S3). In order to conclude the proof of statements (S1) and (S3)
we need to use the computation of the rational cohomology ring of the classifying space of Gµ,c1,c2 ,
given in Theorem 1.5, whose proof is postponed to Section 4.6 Note that these statements corre-
spond to statements (a) and (c) of this Theorem (statement (S1) is just a particular case, since the
two extra generators are given by the Samelson products [x1, t] and [x0, t] = [y0, t]). In each one
of these cases there are two relations in the cohomology ring of BGµ,c1,c2 : in degree 4ℓ in case (a);
and 4ℓ+ 2 in case (c). Therefore the minimal model of the classifying space will have two new
generators: in degree 4ℓ− 1 and 4ℓ+ 1, respectively. So the homotopy groups of Gµ,c1,c2 have two
new elements in degree 4ℓ− 2 in case (a), and 4ℓ in case (c), as we claim. Adapting diagram (7)
again, one concludes the proof.
Note that cases (b) and (d) of Theorem 1.5 agree with the result we obtained in statement (S4)
of the main theorem, that is, this one relation in the cohomology ring of the classifying space
corresponds precisely, to the jumping generator wℓ in the homotopy Lie algebra.
4.5. The limit at infinity. As D. McDuff showed in [19] we can understand the limit G∞ =
limµ Gµ,c1,c2 by studying the space ∪µAµ,c1,c2 since the homotopy limit limµAµ,c1,c2 is homotopy
equivalent to the union A∞ = ∪µAµ,c1,c2 and G∞ is homotopy equivalent to the homotopy fiber of
the evaluation map Diff0 → A∞. More precisely, the map Diff0 → Sµ,c1,c2 lifts to a map
Diff0 → Xµ,c1,c2 : φ 7→ (φ∗(ωµ), φ∗(J0))
where J0 is the standard complex structure contained in the open stratum. Composing with the
projection to Aµ,c1,c2 we get a map Diff0 → Aµ,c1,c2 . Taking the homotopy limit we obtain the
desired homotopy fibration. Each J ∈ A∞ gives a foliation of M˜µ,c1,c2 by J–spheres in class F,
so the limit A∞ is given by the stratification on F–curves. This implies that A∞ is a disjoint
union of sets of almost complex structures for which the classes E1 − E2 and F − E1 − E2 are
both represented, or one of them is represented or none of them is represented by J–holomorphic
spheres, that is,
A∞ = Anone ⊔AE1−E2 ⊔AF−E1−E2 ⊔Aboth.
So each one of these four sets corresponds to one foliation by F–curves and the limit at infinity is
given by
G∞ = {φ ∈ Diff0 : φ leaves the F–foliation invariant}.
Note that, by Proposition 1.3, we know on one hand that there are maps, defined up to homo-
topy, Gµ,c1,c2 → Gµ+ǫ,c1,c2 and on the other hand the homotopy type of Gµ,c1,c2 remains constant
as µ varies in certain intervals, so we can pick one µ in each one of these intervals and consider
the sequence of the corresponding topological groups. The mapping telescope of this sequence is
precisely the limit G∞. Moreover, it follows easily from the definition of the mapping telescope
that we can consider only the groups that are stabilizers, as given in Proposition 1.2 and drop the
remaining ones from the sequence and the resulting mapping telescope is still homotopy equiv-
alent to the limit G∞. This observation together with statement (S4) of Theorem 1.1 (the one for
which the proof is complete) implies that π∗(G∞)⊗Q is generated, as a Lie graded algebra, by
x0, y0, x1, y1, z, t where all Samelson products vanish except the ones of the set S3.
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Proposition 4.11. The rational cohomology ring of the classifying space BG∞ is given by
H∗(BG∞;Q) = Q[X0,Y0,X1,Y1,Z, T]/I
where all generators have degree 2 and I is the ideal 〈X0X1,Y0Y1,X0Y1,Y0Z,X1Z 〉.
Proof. It follows from the previous section that πn+1(BG∞) ⊗Q = πn(G∞) ⊗Q = Qrn if n ≥ 2,
where rn = dimπn(Ω(CP2#CP2))was defined in Section 1.2, and H2(BG∞;Q) = π2(BG∞)⊗Q =
π1(G∞)⊗Q = Q
6. Let denote these six generators by X0,X1,Y0,Y1,Z, T. Since r2 = 5 there are
five generators of degree 3, namely W1,W2,W3,W4 and W5, in the minimal model of BG∞. The
differential of this generators is in degree 4 which implies that the differential is quadratic and
therefore it is dual to the Samelson product in π∗(G∞) ⊗Q (see Section 13.(e) in [7]). Since the
non-vanishing Samelson products in π2(G)⊗Q are given by
[x0, x1], [y0, y1], [x0, y1], [y0, z], [x1, z],
we can assume that the differential on the minimal model satisfies
(8) d(W1) = X0X1, d(W2) = Y0Y1, d(W3) = X0Y1, d(W4) = Y0Z, d(W5) = X1Z.
These are the relations that generate the ideal I. In order to show that there are no more generators
of I consider the Serre spectral sequence of the fibration
G∞ −→ EG∞ −→ BG∞.
The restriction to the primitive part of Hq(G∞) of the differential
d
0,q
2 : H
0(BG∞)⊗ H
q(G∞) −→ H
2(BG∞)⊗ H
q−1(G∞)
is dual to the Samelson product
H2(BG∞)⊗ Hq−1(G∞) ≃ π1(G∞)⊗ πq−1(G∞)⊗Q −→ πq(G∞)⊗Q.
So not only we can confirm that (8) gives the generators of I, but also that we can check that, in
higher dimensions, the differential of these primitive generators of the cohomology ring of G∞
correspond to the iterative Samelson products in higher degrees. These give relations that are
multiples of the ones in degree 4. For instance, the degree 3 Samelson product [z, [x0, x1]] gives
rise to the relation ZX0X1 = 0 in degree 6, which belongs to the ideal I. Moreover, the spectral
sequence collapses at the second term and this concludes the proof. 
4.6. Algebraic computations. This section is devoted to the computation of the rational coho-
mology ring of the classifying space of Gµ,c1,c2 when µ ≥ 1 > c1 + c2 > c1 > c2. The idea to
compute the cohomology ring of the classifying space BGµ,c1,c2 is the same as used in [2, Section
5] or [4, Appendix B] to compute the cohomology of BSymp(Mµ,c1). Since we know that the
map ψλ,ℓ : BGµ,c1,c2 → BG∞ induces a surjection in rational cohomology, it follows from Propo-
sition 4.11 that H∗(BGµ,c1,c2 ;Q) ≃ Q[X0,Y0,X1,Y1,Z, T]/(I ∪ Iλ,ℓ) where Iλ,ℓ is the kernel of ψ
∗
λ,ℓ.
The homotopy decomposition of BGµ,c1,c2 yields, at the rational cohomology level, an extended
pullback diagram, that, for instance, in the case c1 < λ ≤ c1 + c2 is given by
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(9)
Q[a2k]/〈e2k〉
⊕
i=1,4,5 Q[x2k,i, y2k,i]/〈e2k,i〉 Q[a2k]
⊕
i=1,4,5 Q[x2k,i, y2k,i]
π∗
oo
H∗(BGµ′,c1,c2);Q)
j∗2k
OO
H∗(BGµ,c1,c2 ;Q)oo
i∗2k
OO
H∗(BG∞;Q)
ψ∗λ,ℓ
ii❚❚
❚❚❚❚❚❚
❚❚❚❚❚❚❚
ψ∗
λ′,ℓ′
mm❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬❬
ψ∗2k,1
dd❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
where e2k is the Euler class of the representation of S1(2ℓ) and e2k,i are the Euler classes of the
representations of Ti(2ℓ). So, in order to compute the ideal Iλ,ℓ, one has to understand the maps
ψ∗0 : H
∗(BG∞;Q)→ ⊕5i=1Q[x0,i, y0,i]⊕Q[a0]
ψ∗n,1 : H
∗(BG∞;Q) → ⊕i=1,4,5Q[xn,i, yn,i]⊕Q[an]
ψ∗n,2 : H
∗(BG∞;Q) → ⊕i=2,3Q[xn,i, yn,i]
for all n > 0. For that it is enough to consider the relations in π1(G∞) between the generators of
π1(Ti(n)), i = 1, . . . , 5. So, from Lemma 4.5 and Remark 4.6, we get the definition of these maps.
Recall that we use the same notation for the generators of π1(Ti(n)) and of H∗(Ti(n);Q).
Proposition 4.12. The map ψ∗0 is given by the following expressions
ψ∗0 (X0) = x0 ψ
∗
0(Y0) = y0 ψ
∗
0 (X1) = x1 ψ
∗
0 (Y1) = y1 ψ
∗
0 (Z) = z ψ
∗
0 (T) = 0
and the maps ψ∗n,i, where i = 1, 2 and n > 0, are given by Tables 1 and 2.
ψ∗2k−1,1(...) = ψ
∗
2k−1,2(...) =
X0 (−kx2k−1,1 + ky2k−1,1, 0, 0, 0) (y2k−1,2,−kx2k−1,3 + (k+ 1)y2k−1,3)
Y0 (x2k−1,1− y2k−1,1, 0, 0, 0) (x2k−1,2− y2k−1,2, 0)
X1 ((1− k)y2k−1,1,−ky2k−1,4, (1− k)x2k−1,5,−k2a2k−1) (−kx2k−1,2,−ky2k−1,3)
Y1 (0, kx2k−1,4− (k+ 1)y2k−1,4, x2k−1,5− y2k−1,5, 0) (0, 0)
Z (0, (1− k)x2k−1,4 + ky2k−1,4, 0, a2k−1) (0, x2k−1,3− y2k−1,3)
T (ky2k−1,1, ky2k−1,4, ky2k−1,5, k2a2k−1) (ky2k−1,2, ky2k−1,3)
Table 1. Definition of the maps ψ∗2k−1,1 and ψ
∗
2k−1,2.
Their kernels are the ideals
kerψ∗0 = 〈 T 〉,
kerψ∗2k−1,1 = 〈X0 + kY0, k(X1 + kZ) + (k− 1)(T+ kY1) 〉,
kerψ∗2k−1,2 = 〈Y1, kY0 + X1 + T, kX0 + k
2Z− T 〉
kerψ∗2k,1 = 〈 −kY0 + X1 + T, kX0 − k(k+ 1)Y1 − k
2Z+ T 〉,
kerψ∗2k,2 = 〈 Z,X0 − kY0, kX1 + (k+ 1)T− k(k+ 1)Y1 〉.
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ψ∗2k,1(...) = ψ
∗
2k,2(...) =
X0 (−x2k,1, 0,−kx2k,5 + ky2k,5, 0) (ky2k,2, 0)
Y0 (y2k,1, 0, 0, 0) (y2k,2, 0)
X1 −(kx2k,1 − ky2k,1, kx2k,4, kx2k,5, k(k+ 1)a2k) −((k+ 1)x2k,2, (k+ 1)x2k,3− (k+ 1)y2k,3)
Y1 (0, x2k,4− ky2k,4, 0, a2k) (0, y2k,3)
Z (0,−x2k,4 + (k+ 1)y2k,4, y2k,5, 0) (0, 0)
T (kx2k,1, kx2k,4, kx2k,5, k(k+ 1)a2k) (kx2k,2, kx2k,3)
Table 2. Definition of the maps ψ∗2k,1 and ψ
∗
2k,2.
In order to finish the proof we now argue by induction on m where m = N − 1 if N ≥ 3
and N is defined in (3), while m = 1 if µ = 1. Fix some c1, c2. The proof for the case µ = 1
is similar to the proof of Proposition 4.11, it is only necessary to remove the generator T. Now
assume the result holds for some µ′ > 1 for which the induction step corresponds to m− 1 and
consider a µ > µ′ corresponding to m. If c1 + c2 < λ then c1 < λ′ ≤ c1 + c2 . Then diagram (9)
implies that Iλ,ℓ ⊂ Iλ′,ℓ ∩ kerψ∗2l,2. Note that in this case the homotopy Lie algebra of Gµ,c1,c2 is
known. In particular we know there is a new generator in degree 4ℓ which should correspond
to a relation in degree 4ℓ+ 2 in the cohomology ring of the classifying space. Since the relations
for the case m− 1 are already in degree 4ℓ+ 2 and the generators of the ideals kerψ∗2l,1 = 〈b1, b2〉
and kerψ∗2l,2 = 〈c1, c2, c3〉 of Proposition 4.12 satisfy the relation ℓb1 + b2 = −ℓ
2c1 + ℓc2 + c3,
we conclude that Iλ,ℓ = Iλ′,ℓ ∩ kerψ∗2l,2 and the statement follows. The argument is the same
to prove the case when c2 < λ ≤ c1. In the cases λ ≤ c2 or c1 < λ ≤ c1 + c2 we know that
Iλ′,ℓ and ψ∗2l−1,2 or ψ
∗
2l,1 , respectively, are coprime. Therefore Iλ′,ℓ ∩ kerψ
∗
2l−1,1 = Iλ′,ℓ. kerψ
∗
2l−1,1
and Iλ′,ℓ ∩ kerψ∗2l,1 = Iλ′,ℓ. kerψ
∗
2l,1. Since in the next step of induction the relations are already
in degrees 4ℓ and 4ℓ+ 2, respectively, it follows that the same holds for these cases. So Iλ,ℓ =
Iλ′,ℓ. kerψ∗2l−1,1 or Iλ,ℓ = Iλ′,ℓ. kerψ
∗
2l,1, depending on the size of λ. This concludes the proof.
4.7. Consequences of Theorem 1.1. As an immediate corollary of Theorem 1.1 we obtain the
Pontryagin ring with rational coefficients of the group of symplectomorphisms of M˜µ,c1,c2 . Recall
that if G is a topological group then the Samelson product in π∗(G) is related to the Pontryagin
product in H∗(G;Z), which is induced by the product in G, by the formula
[x, y] = xy− (−1)deg xdeg yyx, x, y ∈ π∗(G),
where we suppressed the Hurewicz homomorphism ρ : π∗(G) → H∗(G;Z) to simplify the ex-
pression. Therefore we will use [x, y] to denote both the Samelson product and the commutator in
homology. Denote by Q〈x1, . . . , xn〉 the free non-commutative algebra over Q with generators xj.
Corollary 4.13. If µ = 1 > c1 + c2 > c1 > c2 then the Pontryagin ring of Gµ,c1,c2 is given by
H∗(Gµ,c1,c2 ;Q) = Q〈x0, y0, x1, y1, z〉/R
where where all the generators have degree 1 and R is the set of relations
R = {[x0, y0] = [x0, z] = [x1, y1] = [x1, y0] = [z, y1] = 0, x
2
i = y
2
i = z
2 = 0, i = 0, 1}.
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If µ = ℓ+ λ, where ℓ ∈ N, λ ∈ (0, 1] and 1 > c1 + c2 > c1 > c2 then the Pontryagin ring is given as
follows.
(1) If 1 < µ ≤ 2 and λ ≤ c2 then
H∗(Gµ,c1,c2 ;Q) = Q〈x0, y0, x1, y1, z, t〉/R1
where deg t = 1 and
R1 = R ∪ { [y1, t] = 0, [x0, t] = [y0, t], [z, t] = [x1, t] + [x1, z] }.
(2) If 1 < µ ≤ 2 and c2 < λ ≤ c1 then
H∗(Gµ,c1,c2 ;Q) = Q〈x0, y0, x1, y1, z, t〉/R2
where
R2 = R1 ∪ { [x0, t] = [y0, t] = [x1, t] + [x1, x0] }.
(3) If (a) ℓ > 1 and λ ≤ c2, or (b) ℓ ≥ 1 and c1 < λ ≤ c1 + c2, then
H∗(Gµ,c1,c2 ;Q) = Q〈x0, y0, x1, y1, z, t,wℓ1,wℓ2〉/R3
where
degwℓ1 = degwℓ2 =
{
4ℓ− 2 in case (a)
4ℓ in case (b),
and R3 is the set of relations
R3 = R2 ∪ {w
2
ℓ1
= w2
ℓ2
= 0, [x1, t] = 0, and wℓ1 ,wℓ2 commute with all generators }.
(4) If (a) ℓ > 1 and c2 < λ ≤ c1, or (b) ℓ ≥ 1 and c1 + c2 < λ,
then
H∗(Gµ,c1,c2 ;Q) = Q〈x0, y0, x1, y1, z, t,wℓ〉/R3
where
degwℓ =
{
4ℓ− 2 in case (a)
4ℓ in case (b).
Proof. The result follows immediately from Theorem 1.1 together with the Milnor–Moore Theorem
applied to X = BGµ,c1,c2 . 
Remark 4.14. By the Cartan–Serre Theorem, if the rational homology of Gµ,c1,c2 is finitely generated
in each dimension, the rational cohomology is a Hopf algebra for the cup product and coproduct
induced by the product in Gµ,c1,c2 , and it is generated as an algebra by elements that are dual
to the spherical classes in homology. In particular, the number of generators of odd dimension d
appearing in the anti-symmetric part of the rational cohomology algebra is equal to the dimension
of πd(G)⊗Q, and the number of generators of even dimension d appearing in the symmetric part
S is equal to the dimension of πd(G)⊗Q. We can then conclude from Proposition 4.2 and Theorem
1.1 that the rational cohomology algebra of Gµ,c1,c2 is infinitely generated.
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5. Remaining cases
Up to this point we just studied the generic case, that is, we studied the topology of the sym-
plectomorphism group Gµ,c1,c2 when the sizes of the blow-ups satisfy c2 < c1 < c1 + c2 < 1. In
this section we study the remaining cases, which are the following:
(R1) µ ≥ 1, c1 = c2 and c1 + c2 < 1;
(R2) µ ≥ 1, c2 < c1 and c1 + c2 = 1;
(R3) µ ≥ 1 and c2 = c1 = 12 .
5.1. The cases (R1) and (R2). The argument to study these cases is similar to the one used to
study the generic case. In the case (R1) the major difference is that since we have c1 = c2 the
class E1 − E2 cannot be represented by a J–holomorphic sphere for all J in the space of almost
complex structures, that is, not all configurations from (1) to (18) in Section 2 can be realized by
J–holomorphic spheres. Therefore when the size of µ increases there are still new strata being
added to the space of almost complex structures, but less than in the generic case. When µ = 1
the isometries are given by the tori T1(0), T2(0) and T5(0). Furthemore, it is easy to describe the
corresponding isometries of the complex structures in each stratum as the size of µ increases.
Assuming that ℓ < µ ≤ ℓ+ 1,
• if λ ≤ c2 we add the isometries T1(2ℓ− 1) and S1(2ℓ− 1);
• if c2 < λ ≤ c1 we add two more tori T2(2ℓ− 1) and T3(2ℓ− 1);
• if c1 < λ ≤ c2 + c1 there are again two tori T1(2ℓ) and T5(2ℓ); and
• if c1 + c2 < λ there is only one more torus T2(2ℓ).
Repeating all the steps of the argument in the generic case, assuming the changes on the stratifi-
cation of the space of almost complex structures we just discussed, it is easy to obtain the rational
homotopy algebra in this case. A key point in the argument for the generic case is that the group
Gµ,c1,c2 has the homotopy type of a stabilizer for some values of λ (cf. Proposition 1.2). This still
holds if c1 = c2 and c1 + c2 < 1 when λ lies in the interval (c1 + c2, 1]. The idea of the proof is
the same as in Proposition 1.2. The only difference is that to prove stability we cannot perform
inflation along the curves E1 − E2 because they are not represented. Finally we conclude that the
homotopy algebra is just a subalgebra of the algebra of Theorem 1.1 which is isomorphic to the
subalgebra generated by all the generators except y1. Note that this generator of the homotopy
algebra in the generic case corresponds to a circle action that only appears as an isometry of the
complex structures J for which the class E1 − E2 is represented by a J-holomorphic sphere.
There is an analog argument for the case (R2). Here, since c1 + c2 = 1 the class F− E1− E2 can-
not be represented by a J–holomorphic sphere for all J. It follows that, in this case, the homotopy
algebra of the symplectomorphism group Gµ,c1,c2 is isomorphic to the subalgebra generated by all
generators of the algebra of the generic case (cf. Theorem 1.1 ) except z.
5.2. The case (R3). If c1 = c2 = 12 then both the classes E1 − E2 and F − E1 − E2 cannot be
represented by J– holomorphic spheres. It follows that the stratification of the space of almost
complex structures changes only when µ passes an integer or λ passes 12 . We call these the
critical values. If µ = 1 there is only one stratum which implies that the symplectomorphism
group Gµ,c1,c2 is homotopy equivalent to the group of isometries of the complex structure in that
stratum, which is a torus. Then, when we increase the size of µ, two strata are added once λ or µ
pass a critical value. More precisely, when µ passes an integer the isometries corresponding to the
new strata are T2(2ℓ− 2) and T1(2ℓ− 1) and when λ passes 12 the corresponding isometries are
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T1(2ℓ) and T2(2ℓ− 1). As before the stratification yields an homotopy decomposition of BGµ,c1,c2
that we describe for the case λ > 12 (there is a similar pushout diagram for the case λ ≤
1
2 ):
Proposition 5.1. If µ = ℓ+ λ, where ℓ ∈ N and λ ∈ (0, 1], c2 = c1 = 12 and λ >
1
2 there is a homotopy
pushout diagram
S4ℓ−1
hT1(2ℓ)
⊔ S4ℓ−3
hT2(2ℓ−1)
//
j2ℓ,2ℓ−1

BT1(2ℓ) ⊔ BT2(2ℓ− 1)
i2ℓ,2ℓ−1

BGµ′,c1,c2
// BGµ,c1,c2
where µ′ = ℓ+ λ′ satisfies λ′ ≤ 12 , so that Gµ′,c1,c2 is the group associated with a stratification having two
strata less than the stratification associated with Gµ,c1,c2 . The upper horizontal map is the universal bundle
map associated to the representations of T1(2ℓ) and T2(2ℓ− 1) on H
0,1
J1,2ℓ
(TM˜µ,c1,c2) and H
0,1
J2,2ℓ−1
(TM˜µ,c1,c2)
respectively, i2ℓ,2ℓ−1 is induced by the inclusions T1(2ℓ) →֒ Gµ,c1,c2 and T2(2ℓ − 1) →֒ Gµ,c1,c2 , and
the map BGµ′,c1,c2 → BGµ,c1,c2 coincides, up to homotopy, with the one given by inflation described in
Proposition 1.3.
In this case the group Gµ,c1,c2 does not have the homotopy type of a stabilizer so we cannot
compute its homotopy groups as before. In particular we need to find another way to study
the limit at G∞. First note that the space A∞ in this case is given by all tamed almost complex
structures for which the set of classes {E1, E2, F − E1, F − E2} is always represented, so the F–
curves can only break as Ei ∪ (F− Ei) which gives us a foliation of M˜µ,c1,c2 by F–curves only with
two singular fibers which are precisely E1 ∪ (F− E1) and E2 ∪ (F− E2). Since
G∞ = {φ ∈ Diff0 : φ leaves the F-foliation invariant}
we conclude that G∞ is homotopy equivalent to the group of fiber preserving diffeomorphisms
of S2 × S2 that fix two points, FDiffp,q, that we will denote simply by Gp,q. Next we observe that
there is a fibration
(10) Gp,q // Gp
evq // S2
where evq(φ) = φ(q) and Gp is the group of fiber preserving diffeomorphisms of S2 × S2 that
fix one point, acting on the fiber containing q. This group has the rational homotopy type of
S1× S1× S1 (cf. [4]). Therefore from the long exact homotopy sequence of fibration (10) we obtain
the homotopy groups of Gp,q which are given by π1(Gp,q) = Q4, π2(Gp,q) = Q and the homotopy
groups vanish if n ≥ 3. It follows that the minimal model of the classifying space of BGp,q has four
generators of degree 2 and one of degree 3, that we denote by X0,Y0,X1, T and W respectively. In
order to compute its differential we analyse the Serre spectral sequence of the fibration
S2 → BGp,q → BGp.
It is not hard to check that, for dimensional reasons, all differentials in the spectral sequence
vanish. Therefore it splits and we can conclude that the differential of the minimal model is non–
zero on the degree 3 generator W. Hence the rational cohomology ring of the classifying space
BGp,q is given by
H∗(BGp,q;Q) = Q[X0,Y0,X1, T]/R
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where R contains a relation coming from a Samelson product in Gp,q. Finally, to understand this
relation we study the Serre spectral sequence of the fibration
Gp,q → EGp,q → BGp,q.
By analysing the differential in the second page of the spectral sequence we can show that the
relation can be written as X0X1 = 0. The final step now is to compute the rational cohomology
ring of the symplectomorphism groups BGµ,c1,c2 . Since we use the same technique as in the
generic case which involves considering diagrams in cohomology, as diagram (9), we do not show
the algebraic computations.
Theorem 5.2. If µ = 1 and c1 = c2 = 12 then the rational cohomology ring of BGµ,c1,c2 is given by
H∗(BGµ,c1,c2 ;Q) = Q[X0,Y0]
where degX0 = degY0 = 2.
If µ = ℓ+ λ, where ℓ ∈ N and λ ∈ (0, 1] and c1 = c2 = 12 then
H∗(BGµ,c1,c2 ;Q) = Q[X0,Y0,X1, T]/I ∪ Iλ,ℓ
where degX1 = degT = 2, I = 〈X0X1〉 and Iλ,ℓ depends on ℓ and λ as follows. Let
Ak = k(X0 + X1 + kY0) + (k− 1)T and Bk = k(X0 + X1 − kY0) + (k+ 1)T.
(a) If λ ≤ 12 then
Iλ,ℓ = 〈 T
ℓ−1
∏
k=1
(Ak Bk) (X0 + ℓY0), T
ℓ−1
∏
k=1
(Ak Bk) [(ℓ− 1)T+ ℓX1] 〉.
(b) If λ > 12 then
Iλ,ℓ = 〈 T
ℓ−1
∏
k=1
(Ak Bk) Aℓ(X1 + T − ℓY0), T
ℓ−1
∏
k=1
(Ak Bk) Aℓ[ℓX0 + T] 〉.
Using the Serre spectral sequence of the fibration
Gµ,c1,c2 → EGµ,c1,c2 → BGµ,c1,c2
it follows from the previous computation that the rational cohomology ring of the group Gµ,c1,c2
is finitely generated. Indeed, looking at the second page of the spectral sequence it is not hard
to see that, for dimensional reasons, there must be a generator w ∈ H∗(Gµ,c1,c2 ;Q) of degree two.
Moreover all elements in the second page of the spectral sequence are killed by the differential
except two that correspond to the relations on the rational cohomology ring of the classifying
space and which explain why there must be two more generators of even degree. We use the
same notation for the generators as in the Pontryagin ring (or homotopy algebra) so it is easier to
understand the correspondence between dual elements in this ring and the cohomology ring.
Proposition 5.3. If µ = ℓ+ λ, where ℓ ∈ N and λ ∈ (0, 1] and c1 = c2 = 12 then
H∗(Gµ,c1,c2 ;Q) = Λ(x0, y0, x1, t)⊗ S(w,wℓ1 ,wℓ2)
where Λ(x0, y0, x1, t) is an exterior algebra on generators of degree one and S(w,wℓ1,wℓ2) is a polynomial
algebra on the generators w,wℓ1 ,wℓ2 such that degw = 2 and
degwℓ1 = degwℓ2 =
{
4ℓ− 2 if λ ≤ 12
4ℓ if λ > 12 .
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Note that the generator w corresponds to the relation X0X1 = 0 in the cohomology ring of the
classifying space (or to the Samelson product [x0, x1] in the rational homotopy algebra) while the
generators wℓ1 ,wℓ2 correspond to the two other relations in degrees 4ℓ or 4ℓ+ 2 depending on
λ ≤ 12 or λ >
1
2 , respectively.
Remark 5.4. We note that Kedra’s result in [10] cannot be applied to this case (R3) and this is
the only one for which the rational cohomology ring of the group Gµ,c1,c2 is finitely generated.
For all the other cases the computation of the homotopy groups implies that there are indeed an
infinite number of generators of the cohomology ring, since the rank of the homotopy groups
never vanishes.
Appendix A. Stability of symplectomorphism groups
This appendix is devoted to prove Proposition 3.3.
The key tool in the proof is the Inflation Lemma of Lalonde–McDuff and a generalization of
it by Olguta Buse. The Inflation Lemma states that in the presence of a J–holomorphic curve
with nonnegative self-intersection, it is possible to deform a symplectic form τ0 through a family
of forms τt that tame the almost complex structure J. Buse recently showed that, under some
restrictions on the parameter t, actually the J–holomorphic curved used in the inflation procedure
is allowed to have negative self-intersection.
Lemma A.1 (Inflation Lemma, see Lalonde [12] and [19]). Let J be an τ0–tame almost complex struc-
ture on a symplectic 4–manifold (M, τ0) that admits a J–holomorphic curve Z with Z · Z ≥ 0. Then there
is a family τt, t ≥ 0, of symplectic forms that all tame J and have cohomology class [τt] = [τ0] + tPD(Z),
where PD(Z) is the Poincaré dual to the homology class [Z].
Lemma A.2 (Buse [5]). Let J be an τ0–tame almost complex structure on a symplectic 4–manifold (M, τ0)
that admits a J–holomorphic curve Z with Z · Z = −m, m ∈ N. Then for all ǫ > 0 there is a family τt of
symplectic forms, all taming J, which satisfy [τt] = [τ0] + tPD(Z) for all 0 ≤ t ≤
τ0(Z)
m − ǫ.
The proof of the proposition uses the same approach of the proof of Proposition 3.1 in [24], i.e.,
it is done in three steps. First we prove the following claim.
Claim. The spaces Aµ,c1,c2 and Aµ′,c1,c2 are equal if:
(1) λ ≤ c2 < c1 < c1 + c2 and µ
′ ∈ (ℓ, µ]; or
(2) c2 < λ ≤ c1 < c1 + c2 and µ
′ ∈ (ℓ+ c2, µ]; or
(3) c2 < c1 < λ ≤ c1 + c2 and µ
′ ∈ (ℓ+ c1, µ]; or
(4) c2 < c1 < c1 + c2 < λ and µ
′ ∈ (ℓ+ c1 + c2, µ].
In the second step we show that the spaces Aµ,c1,c2 and Aµ,c′1,c2 are equal when the two pa-
rameters c1 and c′1 satisfy c1 ≤ c
′
1 < λ or λ ≤ c1 ≤ c
′
1. The third step is similar to the second
step and asserts that Aµ,c1,c2 = Aµ,c1,c′2 whenever the parameters c2 and c
′
2 verify c2 ≤ c
′
2 < λ or
λ ≤ c2 ≤ c
′
2.
Step 1: We begin by showing that for any µ ≥ 1 and any ǫ > 0 one has Aµ,c1,c2 ⊂ Aµ+ǫ,c1,c2 . The
proof of this fact goes as in the case of 1–blow–up done in [24]. The idea is that it is always possible
to inflate the form ωµ,c1,c2 along some embedded J–holomorphic sphere representing the class F,
to get a one parameter family of symplectic forms in classes [ωµ,c1,c2 ] + ǫ PD(F) = ωµ+ǫ,c1,c2 . All
these forms tame J.
We next show that for µ = ℓ+ λ ≥ 1 and λ ≤ c2 < c1 < c1 + c2 we have Aµ,c1,c2 ⊂ Aµ′,c1,c2
whenever µ′ ∈ (ℓ, µ]. Since λ ≤ c2, there are almost complex structures giving configurations
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(7) and (9) in Figure 2. Lemma 2.11 implies that the classes D = E1 − E2, D4ℓ+1 = B + ℓF and
D4ℓ−1 = B+ ℓF− E1 are all represented by embedded J–holomorphic spheres. Therefore we can
inflate ωµ,c1,c2 first along the curves D4ℓ+1 and D4ℓ−1 getting a two parameter family of symplectic
forms
ωbe =
ωµ,c1,c2 + bd4ℓ+1 + ed4ℓ−1
1+ b+ e
where di is a 2–form representing the Poincaré dual of the homology class Di, PD(Di) and b, e ≥ 0.
We then have ωbe(F) = 1,
ωbe(B) =
µ+ ℓ(b+ e)
1+ b+ e
, ωbe(E1) =
c1 + e
1+ b+ e
and ωbe(E2) =
c2
1+ b+ e
.
We can then inflate ωbe along the curve E1 − E2 getting a family of symplectic forms
ωa = ωbe + aPD(E1 − E2),
for all 0 ≤ a < ωbe(E1−E2)2 , where PD(E1 − E2) is a 2–form representing the Poincaré dual of the
homology class E1 − E2. The area of the exceptional classes Ei, i = 1, 2 can be made equal to ci by
setting e = (c1 + c2)b/(1− c1 − c2) ≥ 0 and a = c2b/(1− c1 − c2 + b). Note that
2a < ωbe(E1 − E2) =
(c1 − c2)(1− c1 − c2) + b(c1 + c2)
1− c1 − c2 + b
,
for all b ≥ 0. This gives a one parameter family of forms ωb verifying ωb(F) = 1, ωb(E1) = c1,
ωb(E2) = c2 and
ωb(B) =
µ(1− c1 − c2) + bℓ
1− c1 − c2 + b
.
Letting b → ∞, this shows that the almost complex structure J is tamed by a symplectic form in
class [ωℓ+ǫ,c1,c2 ] for all 0 < ǫ ≤ λ. Therefore Aµ,c1,c2 ⊂ Aµ′,c1,c2 , for all µ
′ ∈ (ℓ, µ].
In order to finish the proof of the claim, that is, to show that Aµ,c1,c2 ⊂ Aµ′,c1,c2 , we need
to consider all other possible cases which includes all configurations up to number (18). For
configurations (13) and (15) we use the same inflation process, while for the remaining cases
the process is simpler since we do not need to use negative inflation. Nevertheless one needs a
different choice of curves, since it has to satisfy Lemma 2.11. The Tables 3, 4 and 5 summarize
these choices as well as the values of the parameters.
Configuration λ ≤ c2, (7) or (9) c1 < λ ≤ c1 + c2, (13) or (15)
Curves D4ℓ−1,D4ℓ+1, E1 − E2 D4ℓ+3,D4ℓ+1, F− E1 − E2
ωbe
ωµ,c1,c2+bd4ℓ+1+ed4ℓ−1
1+b+e
ωµ,c1,c2+bd4ℓ+1+ed4ℓ+3
1+b+e
ωa ωbe + aPD(E1 − E2) ωbe + aPD(F− E1 − E2)
a c2b1−c1−c2+b
c2b
1−c1+c2+b
e
(c1+c2)b
1−c1−c2
(c1−c2)b
1−c1+c2
ωb(B)
µ(1−c1−c2)+bℓ
1−c1−c2+b
µ(1−c1+c2)+b(ℓ+c1)
1−c1+c2+b
Table 3. Inflation process to show that Aµ,c1,c2 ⊂ Aµ′,c1,c2 when µ
′ ≤ µ.
HOMOTOPY ALGEBRA OF SYMPLECTOMORPHISM GROUPS 36
Configuration λ ≤ c2, (8) or (10) c2 < λ ≤ c1, (11) or (12)
Curves D4ℓ−1,D4ℓ,D4ℓ+1 D4ℓ−1,D4ℓ+1,D4ℓ+4
ωabe
ωµ,c1,c2+ad4ℓ+bd4ℓ+1+ed4ℓ−1
1+a+b+e
ωµ,c1,c2+ad4ℓ+4+bd4ℓ+1+ed4ℓ−1
1+a+b+e
a c2b1−c1−c2
c2b
1−c1−c2
e c1b1−c1−c2
c1b
1−c1−c2
ωb(B)
µ(1−c1−c2)+bℓ
1−c1−c2+b
µ(1−c1−c2)+b(ℓ+c2)
1−c1+c2+b
Table 4. Inflation process to show that Aµ,c1,c2 ⊂ Aµ′,c1,c2 when µ
′ ≤ µ.
Configuration c1 < λ ≤ c1 + c2, (14) or (16) c1 + c2 < λ, (17) or (18)
Curves D4ℓ+1,D4ℓ+2,D4ℓ+3 D4ℓ+1,D4ℓ+3,D4ℓ+6
ωabe
ωµ,c1,c2+ad4ℓ+2+bd4ℓ+1+ed4ℓ+3
1+a+b+e
ωµ,c1,c2+ad4ℓ+6+bd4ℓ+1+ed4ℓ+3
1+a+b+e
a c2b1−c1
c2b
1−c1
e
(c1−c2)b
1−c1
(c1−c2)b
1−c1
ωb(B)
µ(1−c1)+b(ℓ+c1)
1−c1+b
µ(1−c1)+b(ℓ+c1+c2)
1−c1+b
Table 5. Inflation process to show that Aµ,c1,c2 ⊂ Aµ′,c1,c2 when µ
′ ≤ µ.
Step 2: First we show that Aµ,c′1,c2 ⊂ Aµ,c1,c2 whenever c1 ≤ c
′
1. We consider the case λ ≤ c2 and
almost complex structures J such that the embedded J–holomorphic spheres satisfy configurations
(8) or (10). Given J ∈ Aµ,c′1,c2 we need to show that there is a symplectic form that tames J and
for which B, F, E1 and E2 have area µ, 1, c1 and c2 respectively. By Lemmas 2.8 and 2.11 there exist
embedded J–holomorphic spheres representing the classes D4ℓ+1 = B + ℓF, D4ℓ = B + ℓF − E2
and F. The Inflation Lemma implies that the Poincaré duals of D4ℓ+1, D4ℓ and F are represented
by 2-forms d4ℓ+1, d4ℓ and f such that the form
(11) ωabe =
ωµ,c′1,c2
+ ad4ℓ + bd4ℓ+1 + e f
1+ a+ b
is symplectic for all a, b, e ≥ 0 and all tame J. We then have ωabe(F) = 1,
ωabe(B) =
µ+ (a+ b)ℓ+ e
1+ a+ b
and ωabe(E2) =
c2 + a
1+ a+ b
.
Setting e = λb/(1− c2) ≥ 0 and a = c2b/(1− c2) ≥ 0, the resulting family of symplectic forms
ωb satisfies ωb(F) = 1, ωb(B) = µ, ωb(E2) = c2 and ωb(E1) = c′1(1− c2)/(1− c2 + b). Since b can
take any non negative value, this implies that J ∈ Aµ,c1,c2 for all c1 ≤ c
′
1 in this particular case.
For all other cases the choice of curves to use in the inflation process is shown in Tables 6, 7 and
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8. Note that for almost complex structures J such as in configurations (7), (9), (13) and (15) one
again uses negative inflation.
Configuration λ ≤ c2, (7) or (9) c1 < λ ≤ c1 + c2, (13) or (15)
Curves F,D4ℓ+1, E1 − E2 F,D4ℓ+1, F− E1 − E2
ωbe
ωµ,c′1,c2
+bd4ℓ+1+e f
1+b
ωµ,c′1,c2
+bd4ℓ+1+e f
1+b
ωa ωbe + aPD(E1 − E2) ωbe + aPD(F− E1 − E2)
a c2b1+b
c2b
1+b
e λb (λ− c2)b
ωb(E1)
c′1−c2b
1+b
c′1+c2b
1+b
Table 6. Inflation process to show that Aµ,c′1,c2 ⊂ Aµ,c1,c2 when c1 ≤ c
′
1.
In the first column of Table 4 the parameter b satisfies 0 ≤ b ≤ c
′
1−c2
2c2
. This implies that
2a ≤ ωbe(E1 − E2) as required by negative inflation and c2 ≤ ωb(E1) ≤ c′1 as desired.
Configuration λ ≤ c2, (8) or (10) c2 < λ ≤ c1, (11) or (12)
Curves F,D4ℓ,D4ℓ+1 F,D4ℓ+1,D4ℓ+4
ωabe
ωµ,c′1,c2
+ad4ℓ+bd4ℓ+1+e f
1+a+b
ωµ,c′1,c2
+ad4ℓ+4+bd4ℓ+1+e f
1+a+b
a c2b1−c2
c2b
1−c2
e λb1−c2
(λ−c2)b
1−c2
ωb(E1)
c′1(1−c2)
1−c2+b
c′1(1−c2)
1−c2+(λ−c2)b
Table 7. Inflation process to show that Aµ,c′1,c2 ⊂ Aµ,c1,c2 when c1 ≤ c
′
1.
We now suppose that λ ≤ c2 and prove that Aµ,c1,c2 ⊂ Aµ,c′1,c2 whenever c1 ≤ c
′
1. From
Lemma 2.11 we know that, for the configurations (7) and (9) we can inflate along the classes
D4ℓ−1 = B+ ℓF− E1, F and E1 − E2. Then, setting first
ωbe =
ωµ,c1,c2 + bd4ℓ−1 + e f
1+ b
and then
ωa = ωb,e + aPD(E1 − E2),
where a = c2b and e = λb, the resulting one parameter family of symplectic forms satisfy ωb(F) =
1, ωb(B) = µ, ωb(E2) = c2 and ωb(E1) = (c1 + (1− c2)b)/(1+ b). Letting b → ∞, this yields
the desired result. Note that since 2c2 < 1 one has 2a < ωbe(E1 − E2), for all b ≥ 0, as required
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Configuration c1 ≤ c′1 < λ ≤ c1 + c2, (14) or (16) c1 + c2 < λ, (17) or (18)
Curves F,D4ℓ+1,D4ℓ+2 F,D4ℓ+1,D4ℓ+6
ωabe
ωµ,c′1,c2
+ad4ℓ+2+bd4ℓ+1+e f
1+a+b
ωµ,c′1,c2
+ad4ℓ+6+bd4ℓ+1+e f
1+a+b
a c2b1−c2
c2b
1−c2
e
(λ−c2)b
1−c2
(λ−2c2)b
1−c2
ωb(E1)
c′1(1−c2)+c2b
1−c2+b
c′1(1−c2)+c2b
1−c2+b
Table 8. Inflation process to show that Aµ,c′1,c2 ⊂ Aµ,c1,c2 when c1 ≤ c
′
1.
Configuration λ ≤ c2, (7) or (9) c1 ≤ c′1 < λ ≤ c1 + c2, (13) or (15)
Curves F,D4ℓ−1, E1 − E2 D4ℓ+1,D4ℓ+3, F− E1 − E2
ωbe
ωµ,c1,c2+bd4ℓ−1+e f
1+b
ωµ,c1,c2+bd4ℓ+3+ed4ℓ+1
1+b+e
ωa ωbe + aPD(E1 − E2) ωbe + aPD(F− E1 − E2)
a c2b1+b
c2b
λ−c2+b
e λb
(1−λ+c2)b
λ−c2
ωb(E1)
c1+(1−c2)b
1+b
c1(λ−c2)+λb
λ−c2+b
Table 9. Inflation process to show that Aµ,c1,c2 ⊂ Aµ,c′1,c2 when c1 ≤ c
′
1.
Configuration λ ≤ c2, (8) or (10) c2 < λ ≤ c1, (11) or (12)
Curves F,D4ℓ,D4ℓ−1 F,D4ℓ−1,D4ℓ+4
ωabe
ωµ,c1,c2+ad4ℓ+bd4ℓ−1+e f
1+a+b
ωµ,c1,c2+ad4ℓ+4+bd4ℓ−1+e f
1+a+b
a c2b1−c2
c2b
1−c2
e λb1−c2
(λ−c2)b
1−c2
ωb(E1)
c1(1−c2)+(1−c2)b
1−c2+b
c1(1−c2)+(1−c2)b
1−c2+b
Table 10. Inflation process to show that Aµ,c1,c2 ⊂ Aµ,c′1,c2 when c1 ≤ c
′
1.
by negative inflation. All remaining cases that show that Aµ,c1,c2 ⊂ Aµ,c′1,c2 when c1 ≤ c
′
1, are
summarized in the Tables 9, 10 and 11.
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Configuration c1 ≤ c′1 < λ ≤ c1 + c2, (14) or (16) c1 ≤ c
′
1 < c1 + c2 < λ, (17) or (18)
Curves D4ℓ+1,D4ℓ+2,D4ℓ+3 D4ℓ+1,D4ℓ+3,D4ℓ+6
ωabe
ωµ,c1,c2+ad4ℓ+2+bd4ℓ+3+ed4ℓ+1
1+a+b+e
ωµ,c1,c2+ad4ℓ+6+bd4ℓ+3+ed4ℓ+1
1+a+b+e
a c2bλ−c2
c2b
λ−2c2
e
(1−λ)b
λ−c2
(1−λ+c2)b
λ−2c2
ωb(E1)
c1(λ−c2)+λb
λ−c2+b
c1(λ−2c2)+(λ−c2)b
λ−2c2+b
Table 11. Inflation process to show that Aµ,c1,c2 ⊂ Aµ,c′1,c2 when c1 ≤ c
′
1.
Step 3: The proof of this step is similar to the last one, although it is simpler when one shows
that Aµ,c1,c′2 ⊂ Aµ,c1,c2 whenever c2 ≤ c
′
2, since we can inflate along the curve E2. More precisely,
in this case it is always possible to inflate the form ωµ,c1,c′2 along an embedded J–holomorphic
sphere representing the class E2, to get a one parameter family of symplectic forms in classes
[ωµ,c1,c′2
] + ǫPD(E2) = ωµ,c1,c′2−ǫ, where 0 ≤ ǫ < c
′
2. All these forms tame J.
Next, in Tables 12 to 13, we show that Aµ,c1,c2 ⊂ Aµ,c1,c′2 whenever c2 ≤ c
′
2.
Configuration λ ≤ c2 ≤ c′2 < c1, (7) or (9) c1 < λ ≤ c1 + c2, (13) or (15)
Curves F,D4ℓ−1, E1 − E2 F,D4ℓ+1, F− E1 − E2
ωbe
ωµ,c1,c2+bd4ℓ−1+e f
1+b
ωµ,c1,c2+bd4ℓ+1+e f
1+b
ωa ωbe + aPD(E1 − E2) ωbe + aPD(F− E1 − E2)
a
(1−c1)b
1+b
c1b
1+b
e λb (λ− c1)b
ωb(E2)
c2+(1−c1)b
1+b
c2+c1b
1+b
Table 12. Inflation process to show that Aµ,c1,c2 ⊂ Aµ,c1,c′2 when c2 ≤ c
′
2.
Note that in the first column of Table 12 if c1 ≥ 1/2 ⇔ 1− c1 ≤ c1 then the negative inflation
requirement 2a < ωbe(E1 − E2) is satisfied for all b ≥ 0, and this gives c2 ≤ ωb(E2) < 1− c1. On
the other hand, if c1 ≤ 1/2 ⇔ 1− c1 ≥ c1 then the condition 2a < ωbe(E1 − E2) implies that the
parameter b satisfies 0 ≤ b ≤ c1−c21−2c1 and therefore one has c2 ≤ ωbe(E2) ≤ c1 as desired. There is a
similar remark regarding the parameter b in the second column.
For configurations (11) and (12) we need to consider two distinct cases: λ ≥ 1− c1 and λ <
1− c1 (see Table 14).
And finally for configurations (17) and (18) we also need to consider two distinct cases: λ− c1 ≤
c1 ⇔ λ ≤ 2c1 and c1 < λ− c1 ⇔ λ > 2c1 (see Table 15).
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Configuration λ ≤ c2 ≤ c′2, (8) or (10) c2 ≤ c
′
2 < c1 < λ ≤ c1 + c2, (14) or (16)
Curves F,D4ℓ−1,D4ℓ F,D4ℓ+1,D4ℓ+2
ωabe
ωµ,c1,c2+ad4ℓ+bd4ℓ−1+e f
1+a+b
ωµ,c1,c2+ad4ℓ+2+bd4ℓ+1+e f
1+a+b
a
(1−c1)b
c1
c1b
λ−c1
e λbc1
(λ−c1)b
1−c1
ωb(E2)
c2c1+(1−c1)b
c1+b
c2(1−c1)+c1b
1−c1+b
Table 13. Inflation process to show that Aµ,c1,c2 ⊂ Aµ,c1,c′2 when c2 ≤ c
′
2.
Configuration c2 ≤ c′2 < λ ≤ c1 and λ ≥ 1− c1 c2 ≤ c
′
2 < λ ≤ c1 and λ < 1− c1
Curves F,D4ℓ−1,D4ℓ+4 D4ℓ+1,D4ℓ−1,D4ℓ+4
ωabe
ωµ,c1,c2+ad4ℓ+4+bd4ℓ−1+e f
1+a+b
ωµ,c1,c2+ad4ℓ+4+bd4ℓ−1+ed4ℓ+1
1+a+b+e
a
(1−c1)b
c1
λb
c1
e
(λ−1+c1)b
c1
(1−λ−c1)b
c1
ωb(E2)
c2c1+(1−c1)b
c1+b
c2c1+λb
c1+b
Table 14. Inflation process to show that Aµ,c1,c2 ⊂ Aµ,c1,c′2 when c2 ≤ c
′
2.
Configuration c2 + c1 < λ and λ− c1 ≤ c1 c2 + c1 < λ and λ− c1 > c1
Curves F1 = F− E1,D4ℓ+1,D4ℓ+6 F,D4ℓ+1,D4ℓ+6
ωabe
ωµ,c1,c2+ad4ℓ+6+bd4ℓ+1+e f1
1+a+b
ωµ,c1,c2+ad4ℓ+6+bd4ℓ+1+e f
1+a+b
a
(λ−c1)b
1−λ+c1
c1b
1−c1
e
(2c1−λ)b
1−λ+c1
(λ−2c1)b
1−c1
ωb(E2)
c2(1−λ+c1)+(λ−c1)b
1−λ+c1+b
c2(1−c1)+c1b
1−c1+b
Table 15. Inflation process to show that Aµ,c1,c2 ⊂ Aµ,c1,c′2 when c2 ≤ c
′
2.
Appendix B. Compatible Integrable Complex Structures
The purpose of this Appendix is to briefly explain some differential and topological results
relative to the stratification of the space Jω := J˜µ,c1,c2 of compatible almost complex structures on
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M˜µ,c1,c2 , and to the stratification it induces on the subspace J
int
ω ⊂ Jω of compatible, integrable,
complex structures.
Recall from Section 2.2 that the space Jω is the disjoint union of finitely many strata, Jω = ⊔Ui,
i = 0, . . . , k. Each stratum is characterized by the existence of a unique chain of holomorphic
embedded spheres of one of the types (1) – (18) and containing a curve in class D−m, for some
m ≥ 0 (see Figures 2 to 6 and the definition of the classes Di in Section 2.2).
Proposition B.1. Suppose the stratum UA ⊂ Jω is characterized by the existence of a configuration of
J-holomorphic embedded spheres C1 ∪ C2 ∪ · · · ∪ CN representing a given set of distinct homology classes
A1, . . . , AN of negative self-intersection. Then UA is a cooriented Fréchet submanifold of Jω of (real)
codimension codimR(UA) = 2N− 2c1(A1 + · · ·+ AN).
Sketch of proof. Given a symplectic 4-manifold (M,ω) and a set of N distinct spherical homology
classes
A = {A1, . . . , AN} ⊂ H2(M;Z)
let denote by M(A,Jω) the space of (N + 1)-tuples
(u, J) := (u1, . . . , uN , J) ∈ C
∞
(
(CP1)N,M
)
×Jω
such that ui : CP1 → M is a somewhere injective J-holomorphic map whose image represents the
homology class Ai. By Proposition 6.2.7 in [21], this space is always a smooth infinite dimensional
Fréchet manifold. Its tangent space at (u, J) can be identified with the vector space of (N + 1)-
tuples
(ξ,Y) := (ξ1, . . . , ξN,Y) ∈ Ω
0(u∗1(TM))× · · · ×Ω
0(u∗N(TM))× SΩ
0,1
J (TM)
such that
∂¯Jξ + u
∗
i Y = 0, ∀i
where SΩ0,1J (TM) is the image of the complex symmetric (0, 2)-tensors S
0,2
J (M) ⊂ T
(0,2)
J (M) under
the natural identification T(0,2)J (M) ≃ Ω
(0,1)
J (TM) defined by the Hermitian metric h J(v,w) :=
ω(v, Jw)− iω(v,w), and where ∂¯J : Ω0(u∗(TM)) → Ω
0,1
J (u
∗(TM)) is a 0-order perturbation of
a genuine Dolbeault operator. The image under the projection π : M(A,Jω) → Jω is the set
UA of all J such that each class in A is represented by an irreducible J-holomorphic sphere. The
differential is given by the projection
π∗ : T(u,J)M(A,Jω)→ TJJω
(ξ,Y) 7→ Y
and is Fredholm of index 2c1(A1 + · · ·+ AN) + 4N. Its image at (u, J) is
Im(π∗) =
{
Y | u∗i (Y) ∈ Im
(
∂¯J : Ω0(u∗i (TM))→ Ω
0,1
J (u
∗
i (TM)
)
, ∀i
}
≃ Im
(
⊕∂¯J :
⊕
Ω0(u∗i (TM))→
⊕
Ω
0,1
J (u
∗
i (TM))
)
while its kernel is isomorphic to ker(⊕∂¯J). Moreover, because the classes Ai have negative self-
intersection, each element in the preimage π−1(J) is obtained from a single J-holomorphic map
u : (CP1)N → M by reparametrization of each component under the free action of PSL(2,C).
It follows that ker(π∗) ≃ ker(⊕∂¯J) is isomorphic to (sl(2,C))N. Consequently, coker(π∗) has
HOMOTOPY ALGEBRA OF SYMPLECTOMORPHISM GROUPS 42
constant dimension 6N− (2c1(A1 + · · · AN) + 4N) and the projection π factors through a smooth
embedding
M(A,Jω)/(PSL(2,C))N →֒ Jω
To show that the bundle coker(π∗) → Ui is oriented, we first note that π∗ lies in a component
of Fredholm operators that contains a complex linear operator (namely the projection π∗ at an
integrable J). Therefore, the determinant bundle Λmax ker(π∗)⊗Λmaxcoker(π∗) is oriented. Since
ker(π∗) ≃ sl(2,C) is also oriented, this defines an orientation on the cokernel bundle. For more
details, see Appendix A in [1], Proposition 2.8 in [2], and Proposition 6.2.7 in [21]. 
We now turn our attention to the subspace J intω ⊂ Jω of compatible, integrable, complex
structures. Given a stratum Ui ⊂ Jω, let write Vi = Ui ∩ J intω .
Lemma B.2. Given any J ∈ J intω , the complex surface (X3, J) is the twofold blow-up of a Hirzebruch
surface (Fm, Jm).
Proof. This follows from the fact that given any J ∈ J intω , the class E2 is always represented by
an exceptional complex curve that we can blow-down, and that on the resulting surface (X2, J),
the exceptional classes E1 and F − E1 are both represented. The blow-down along the class E1
yields an even Hirzebruch surface F2k while the blow-down along the class F− E1 yields an odd
Hirzebruch surface F2k−1. 
From a complex analytic (or algebraic) point of view, the 18 types of compatible complex structures
on X3 can be constructed as follows:
Type (1): Twofold blow-up of F0 at two generic points (not lying on the same fiber F nor on
the same section B).
Type (2): Twofold blow-up of F0 at two distinct points on the same fiber F.
Type (3): Twofold blow-up of F0 at two distinct points on the same section B.
Type (4): Twofold blow-up of F0 at two “infinitely near” points on a fiber, that is, the blow-
up of F0 at p followed by the blow-up of F˜0 at the line ℓp = TpF ⊂ TpF0 on the exceptional
divisor.
Type (5): Twofold blow-up of F0 at two “infinitely near” points on a flat section B, that is, at
(p, ℓp = TpB).
Type (6): Twofold blow-up of F0 at two “infinitely near” points (p, ℓp) with the direction ℓp
transverse to TpF and TpB.
Type (7): Twofold blow-up of F2m−1 at two distinct points on the same fiber, one of which
lying on the section s0 of self-intersection −2m+ 1.
Type (8): Twofold blow-up of F2m−1 at two “infinitely near” points (p, ℓp), where p ∈ s0 and
ℓp is tranverse to s0 and to the fiber Fp.
Type (9): Twofold blow-up of F2m−1 at two “infinitely near” points (p, ℓp), where p ∈ s0 and
ℓp = TpF.
Type (10): Twofold blow-up of F2m at two generic points, that is, at two points on two dif-
ferent fibers and away from s0.
Type (11): Twofold blow-up of F2m at two distinct points on the same fiber, one of which
belonging to s0.
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Type (12): Twofold blow-up of F2m at two points on different fibers, one points belonging to
s0.
Type (13): Twofold blow-up of F2m at two distinct points on the same fiber, one of which
belonging to s0 (note that only the order of the two blow-ups distinguishes (13) from (11)).
Type (14): Twofold blow-up of F2m at two “infinitely near” points (p, ℓp), where p ∈ s0 and
ℓp is tranverse to s0 and to the fiber Fp.
Type (15): Twofold blow-up of F2m at two “infinitely near” points (p, ℓp), where p ∈ s0 and
ℓp = TpF.
Type (16): Twofold blow-up of F2m at two points on different fibers, one points belonging to
s0 (note that only the order of the two blow-ups distinguishes (16) from (12)).
Type (17): Twofold blow-up of F2m at two “infinitely near” points (p, ℓp), where p ∈ s0 and
ℓp = Tps0.
Type (18): Twofold blow-up of F2m at two distinct points on s0.
Let Diffh denote the group of diffeomorphisms of X3 acting trivially on homology.
Proposition B.3. Given any two compatible complex structures J1, J2 in Vi, there exists a diffeomorphism
φ acting trivially on homology such that J2 = φ∗ J1. Consequently, given any Ji ∈ Vi, we have
Vi = Ui ∩ J
int
ω = (Diffh · Ji) ∩ Jω
Proof. First recall that the complex automorphism group of F0 is isomorphic to
Aut(F0) ≃ (PSL(2,C)× PSL(2,C))⋉Z2
while the automorphism group of Fm, m ≥ 1, is isomorphic to the semi-direct product
Aut(Fm) ≃ GL(2,C)/µm ⋉ H0(CP1, (Λm)∗)
where µm is the group of mth roots of unity. The action of GL(2,C)/µm lifts the action of PSL(2,C)
on CP1 and thus acts triply transitively on the set of fibers of Fm. This action preserves the zero
section s0 (of self-intersection −m) and the section at infinity s∞ (of self-intersection +m) and is
transitive on their complement Fm \ {s0, s∞}. The group of sections of the dual line bundle (Λm)∗
is isomorphic to the space Symm(C2) of symmetric m-linear forms on C2 – that is, homogenous
polynomials of degree m in two variables – and acts fiberwise by
α · [z : u⊗m] = [z+ α(u⊗m) : u⊗m]
Once restricted to a single fiber Fp ≃ CP2, the action of Symm(C2) fixes the point s0 ∩ Fp = [1 : 0]
while it is simply transitive on Fp \ [1 : 0]. We note that for m ≥ 1, these automorphism groups
are all connected and, consequently, they act trivially on homology.
Now, the proof of the statement reduces to showing that the appropriate automorphism group
acts transitively on the pairs of points (p1, p2) or (p, ℓp) that define the compatible complex struc-
tures of a given type (1) – (18) as blow-ups of Hirzebruch structures. 
In their paper [2], Abreu-Granja-Kitchloo proved that, under some cohomological conditions,
J int is a genuine Fréchet submanifold of J whose tangent bundle may be described using stan-
dard deformation theory. In order to state their result, let write H0,qJ (M) for the q
th Dolbeault co-
homology group with coefficients in the sheaf of germs of holomorphic functions, and H0,qJ (TM)
for the qth Dolbeault cohomology group with coefficients in the sheaf of germs of holomorphic
vector fields. Then,
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Theorem B.4 ([2] Theorem 2.3). If (M,ω) is a symplectic 4-manifold, J ∈ J intω is a compatible integrable
complex structure, and the cohomology groups H0,2J (M) and H
0,2
J (TM) are zero, then J
int
ω is a submanifold
of Jω in the neighborhood of J. Moreover, the moduli space of infinitesimal compatible deformations of J in
J intω coincides with the moduli space of infinitesimal deformations of J in the set of all integrable structures,
that is, it is given by H0,1J (TM). Finally, the tangent space of J
int
ω at J is naturally identified with
TJ((Diff · J) ∩ J intω )⊕ H
0,1
J (TM).
Lemma B.5. For any J ∈ J intω , the cohomology groups H
0,2
J (X3) and H
0,2
J (TX3) are zero.
Proof. (See also [11] §5.2(a)(iv) p.220.) By Lemma B.2, we know that any compatible complex struc-
ture J ∈ J intω is obtained by blowing-up a Hirzebruch structure on S
2 × S2. Now, for any complex
surface (X, J), the geometric genus pg := rkH
0,2
J (X) is a birational invariant. Consequently, the
first assertion follows from the classical fact that pg(Fm) = 0, for all m ≥ 0.
As for H0,2J (TX3) := Hˇ
2
J (TX3), Serre duality implies that Hˇ
2
J (TX3)
∨ ≃ Hˇ0(KJ ⊗ Ω
1
J). Now,
by Lemma 2.5, (X3, J) contains a two-dimensional family of embedded rational curves of zero
self-intersection (the fibers in class [F]) which cover a dense open set, and the restriction of the
rank 2 bundle KJ ⊗Ω1J to any of those curves is isomorphic to O(−4)⊕O(−2). Hence, KJ ⊗Ω
1
J
cannot have any nontrivial holomorphic sections. 
Let Auth(J) ⊂ Diffh for the subgroup of complex automorphism of (M, J). Let Isoh(ω, J) ⊂
Auth(J) denote the Kähler isometry group of (M,ω, J). The next result shows that in some cases
the part of the Diffh-orbit of J which lies in J intω may be identified with the Symph(M,ω)-orbit:
Theorem B.6 ([2] Corollary 2.6). If J ∈ J intω is such that the inclusion Isoh(ω, J) →֒ Auth(J) is a weak
homotopy equivalence, then the inclusion of the Symph(M,ω)-orbit of J in (Diffh · J) ∩ J
int
ω
Symph(M,ω)/Isoh(ω, J) →֒ (Diffh · J) ∩J
int
ω
is also a weak homotopy equivalence.
Remark B.7. The actual statement of [2] Corollary 2.6 gives a condition for the full Symp(M,ω)
orbit of J ∈ J intω to be homotopy equivalent to its Diff[ω] orbit, where Diff[ω] is the group of
diffeomorphisms preserving the class [ω]. However, the same arguments apply to the orbits of J
under Symph and Diffh.
Lemma B.8. Given any J ∈ J int(M˜µ,c1,c2), the inclusion Isoh(ωµ,c1,c2 , J) →֒ Holh(J) is a weak homotopy
equivalence.
Proof. First observe that if (M˜, J˜) is the blow-up of (M, J) at a point p, then the automorphism
group Holh( J˜) is isomorphic to the stabilizer subgroup of p in Holh(J). Looking at the 18 possible
types of compatible complex structures defined on X3 ≃ M˜µ,c1,c2 , it is easy, but tedious, to check
that the complex automorphism groups Holh(X3, J) are homotopy equivalent to
Auth(X3, J) ≃
{
S1 if J is of type 6, 8, or 14,
T2 otherwise.
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On the other hand, the isometry groups of the Hirzebruch surfaces (with respect to any Kähler
form ω) are the maximal compact Lie subgroups of their complex automorphism groups, namely
Iso(Fm,ω) ≃

(SO(3)× SO(3))⋉Z2 if m = 0,
S1 × SO(3) if m is even,
U(2) if m is odd.
In particular, they are deformation retracts of the automorphism groups Aut(Fm). After blow-up,
they induce isometry groups Isoh(X3,ω, J) isomorphic to
Isoh(X3,ω, J) ≃
{
S1 if J is of type 6, 8, or 14,
T2 otherwise.

Together with Proposition B.3, this gives
Corollary B.9. Given J ∈ Vi ⊂ J
int
ω , there is a weak homotopy equivalence
Symph(M˜µ,c1,c2 ,ω)/Isoh(ω, J) ≃ Vi
Let A = {A1, . . . , AN} be a set of distinct spherical homology classes of negative self-intersections.
Let UA be the stratum it defines in Jω. The next proposition gives conditions ensuring that UA is
tranversal to J intω and that its normal bundle at J ∈ J
int
ω may be described in terms of deformation
theory.
Theorem B.10 ([2] Theorem 2.9). Let (M,ω, J) be a Kähler 4-manifold such that J ∈ VA := UA ∩
J intω and that VA = (Diff[ω] · J) ∩ Jω. Suppose that the cohomology groups H
0,2
J (M) and H
0,2
J (TM)
are zero. Suppose also that (u, J) := (u1, . . . , uN , J) ∈ M(A,Jω) is such that u∗ : H
0,1
J (TM) →⊕
H0,1(u∗i (TM)) is surjective. Then the projection π : M(A,Jω) → Jω is tranversal at (u, J) to
J intω ⊂ Jω and the infinitesimal complement to the image UA of π in a neighborhood of J can be identified
with the moduli space of infinitesimal deformations H0,1J (TM).
Lemma B.11. Given J ∈ VA ⊂ J
int(X3,ω), let denote by C the unique J-holomorphic configuration
of type A, and let u = (u1, . . . , uN) be some J-holomorphic parametrization of C. Then the induced map
u∗ : H0,1(TX3) →
⊕
H0,1(u∗(TX3)) is surjective.
Proof. Consider the exact sequence of sheaves associated to the inclusion f : C →֒ X3 of C viewed
as a nodal curve:
0→ OX3(−C) → OX3 → OC → 0
Tensoring with TX3 we get the short exact sequence
0→ OX3(−C)⊗ TX3 → TX3 → OC ⊗ TX3 ≃ f∗ f
∗TX3 → 0
whose associated cohomology sequence is
· · · → H1(X3; TX3)
f ∗
→ H1(C; f ∗TX3) → H2(X3;OX3(−C)⊗ TX3)→ · · ·
The sheaf OX3(−C) ⊗ TX3 being locally free, implies, by Serre duality, that H
2(X3;OX3(−C) ⊗
TX3) ≃ H
0(X3;OX3(C)⊗ TX
∨
3 ⊗ KX3 . But, since C · F = 1, the restriction of OX3(C)⊗ TX
∨
3 ⊗ KX3
to any fiber F is isomorphic to O(1)⊗ (O(−4)⊕O(−2)). Since the fibers cover an open dense
subset of X3, it follows that OX3(C)⊗ TX
∨
3 ⊗ KX3 has no nontrivial sections and, by duality, that
H2(X3;OX3(−C)⊗ TX3) = 0.
HOMOTOPY ALGEBRA OF SYMPLECTOMORPHISM GROUPS 46
Let ν : C˜ → C be the normalization defined by u = f ◦ ν. We claim that ν∗ : H1(C; f ∗TX3) →
H1(C˜; ν∗ f ∗TX3) is surjective. To see this, we observe that H1(C˜; ν∗ f ∗TX3) ≃ H1(C; ν∗ν∗ f ∗TX3)
since ν is a finite-to-one proper map. Now consider the short exact sequence
0→ f ∗TX3 → ν∗ν∗ f ∗TX3 → S→ 0
Since the cokernel S is supported on a finite number of points of C, it follows that H1(C, S) = 0,
so that H1(C, f ∗TX3) → H1(C, ν∗ν∗ f ∗TX3) is surjective. 
Corollary B.12. The action of Symp(M˜µ,c1,c2) on Jω is homotopy equivalent to its restriction to J
int
ω .
Corollary B.13. The space J intω of compatible integrable complex structures on M˜µ,c1,c2 is contractible.
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