We study the impact of trade on productivity using Chilean plant-level data (1982)(1983)(1984)(1985)(1986)(1987)(1988)(1989)(1990)(1991)(1992)(1993)(1994)(1995)(1996)(1997)(1998)(1999). Our contribution is to disentangle the impact of export and import barriers. Firstly, we estimate the production functions to obtain plant TFP. Secondly, we estimate trade barriers (border effects) between Chile and its trading partners at the industry level and over time. Finally, we test the impact of trade barriers by regressing productivity on border effect estimates. A fall in export barriers improves productivity in traded sectors, while the reduction of import barriers might foster productivity in export industries but it hurts firms in import-competing ones.
Introduction
Trade liberalization was at the core of reform packages carried out in many developing economies during the 1980s. In this paper we revisit the case of Chile, one of the earliest and most radical examples of trade liberalization. We aim at testing the link between trade integration and productivity in Chilean manufacturing plants. At the micro level, the impact of trade reforms is generally studied from a unilateral perspective through direct measures of trade costs or aggregate trade ratios that might neglect several features of trade integration. The novelty of this paper is to estimate trade barriers in a multilateral context to disentangle within a unique framework the effect of export-and import-oriented policies on plant productivity.
By differentiating export and import trade barriers, we emphasize different channels by which trade integration affects plant productivity. The reduction of import barriers increases foreign competition, which is often viewed as a positive engine of productivity (Pavcnik, 2002; Amiti and Konings, 2007) . It pushes the least productive firms to cease production and surviving ones to trim down their inefficiencies. On the other hand, the presence of increasing returns to scale and imperfect competition may modify the relationship between import competition and plant productivity (Devarajan and Rodrik, 1989; Rodrik, 1988) . One consequence of scale economies is precisely that average cost falls as output increases. In this case, foreign competition reduces domestic sales restricting the possibility to exploit scale economies.
Import-oriented policies also determine the extent of foreign technology transmissions.
In developing countries, the access to high-quality imported capital equipment or intermediate goods enables firms to reduce their marginal costs and to raise their productivity level. Using plant-level data, Schor (2004) for Brazil, and Amiti and Konings (2007) for Indonesia show that input tariff reductions boost productivity gains.
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On the other hand, export promotion policies allow more firms to benefit from positive spillovers stemming from foreign markets. The literature suggests learning-by-exporting 1 Kasahara and Rodriguez (2008) for Chile, find that imported inputs foster plant productivity.
as a plausible mechanism to explain a positive impact of trade liberalization on plant productivity. There is some evidence on ex-post productivity gains arising from knowledge and expertise gained in the export process (Kraay (2002) of trade integration at the industry level. Unlike Chilean tariff rates, these measures do present heterogeneity across industries. Finally, we estimate the impact of import and export barriers on plant productivity by combining the results of the first two steps. In this third step, we regress plant productivity on border effect estimates.
We carried out several robustness checks. We use alternative measures of productivity, different specifications dealing with potential mark-ups bias and dynamic concerns of the persistence of plant productivity over time. In the different empirical stages we deal with the potential risk of reversal causality between trade barriers and plant productivity. This is done by purging productivity effects in the gravity specification, by using a four-year rolling horizon in step 2 and by treating trade barriers as endogenous in GMM estimations.
We also test two possible mechanisms by which trade affects plant productivity, namely the presence of IRS and foreign technology transmission.
Based on specific trade barrier measures, the paper yields new findings on trade policy implications. Considering productivity gains relative to non traded sectors, our regressions suggest three main results: (i) a reduction in export barriers fosters plant productivity gains in export-oriented and import-competing industries; (ii) the impact of import barriers depends on trade orientation. A decrease in import barriers has a negative effect on plant productivity in import-competing industries. Interestingly, production function estimates suggest the presence of increasing returns to scale (IRS) in these industries. Foreign competition may have dampened domestic sales and thereby, reduced the possibility to exploit scale economies. Concerning export-oriented industries, a fall in import barriers fosters plant productivity. This result is present in different static specifications. However, once we control for past productivity levels in the dynamic model, foreign competition might also reduce productivity gains in these industries; (iii) a reduction in import barriers on machinery improves plant productivity of both export-oriented and import-competing industries.
Our findings contribute with new evidence on trade liberalization and plant productivity in Chile. The identification setting has been chosen to allow for a close comparison with previous results obtained by Pavcnik (2002) and Bergoeing et al. (2006) . 2 Both studies show the presence of time-varying firm heterogeneity and deal with the effects of trade integration on productivity gains in a similar and comparable indentification strategy. Using plant-level data, Pavcnik (2002) while the evolution of tariffs in Chile remains flat during the 1990s, in order to promote exports the government signed several trade agreements with different countries and also developped an important agenda of political integration.
By estimating the evolution of trade integration between Chile and its trading partners, we are able to capture this type of missing information. This strategy also allows us to address the lack of cross-section variance of standard trade measures and to capture the multiple channels of trade integration. These are the main contributions relative to previous works.
The rest of the paper is structured as follows. Section 2 presents the estimation strategy of our empirical exercises. Section 3 shows the results and, finally, section 4 presents a brief conclusion.
Estimation strategy
The estimation strategy consists of three steps. In the first one, we estimate the production function using OLS, fixed-effect specification and the LP methodology to obtain plant TFP as a residual. In the second step, we construct the measure of trade liberalization by estimating border effects between partners following Fontagné et al. (2005) . Finally, in the third step, we estimate the impact of trade barriers by regressing productivity on border effect estimates. Within this methodology, we address simultaneity issues in the estimation of TFP (step 1) and reversal causality between productivity and trade flows (step 2 and 3).
Step 1: Production function
We estimate the following specification of a Cobb-Douglas production function at the two-digit industry level:
Where all variables are expressed in natural logs, y pt is the value added of plant p at time t, which is explained by short-term adjustable inputs x pt (i.e. skilled and unskilled labor) and capital stock k pt . The error term can be decomposed into an intrinsical "trans- plant TFP a pt is calculated as the residual given by the difference between the observed output and the predicted factor contribution:
When estimating production functions using firm panel data, eventual problems concerning simultaneity and selection should be considered. Simultaneity arises because input demand and unobserved productivity are positively correlated. Firm specific productivity is known by the firm but not by the econometrician. If a firm expects a high productivity shock it will anticipate an increase in its final good demand and, consequently, it will purchase more inputs. OLS will tend to provide upwardly biased estimates of the labor elasticity and downwardly biased estimates of the capital one 4 . Selection problems are likely to be present because the unobserved productivity influences the exit decision of the firm and we can only observe those firms that stay in the market. On the other hand, if capital is positively correlated with profits, firms with larger capital stock will decide to stay in the market even for low realizations of productivity shocks. This implies a potential source of negative correlation in the sample between productivity shocks and capital stock, which translates into a downward bias in capital elasticity estimates.
Olley and Pakes (1996) (henceforth OP) propose a three-stage methodology to control for the unobserved firm productivity. They deal explicitly with exit and investment behavior. The rationale is to reveal the unobserved productivity through the investment behavior of the firm, which in turns depends, theoretically, on capital and productivity.
Selection issues are taken into account by inferring that firms that stay in the market have decided to do it accordingly to their capital stock and their expectations of productivity.
By the means of this theoretical exit rule, OP estimate survival probabilities conditional on firm's available information. These probabilities are then used in the productivity 4 OLS elasticities can be stated asβ x = β x +σ
Whereσ rs is the covariance between variables r and s in the sample. If capital is positively correlated with labor and labor's correlation with the productivity shock is higher than capital one (which is the realistic case) then the coefficient of capitalβ k will be underestimated and the one of laborβ x upward biased.
estimation.
Levinsohn and Petrin (2003) (henceforth LP) extend the OP idea, by noting that some inputs, such as electricity or materials, can be better proxies than investment to control for the unobserved firm productivity when one deals with simultaneity. Inputs adjust in a more flexible way, so they are more responsive to productivity shocks. Moreover, inputs usually have more non-zero observations than investment, a property that has consequences on estimation efficiency. In the case of the ENIA survey this property is important. Thus, in order to maximize sample size we keep the LP strategy and use electricity as a proxy for unobserved productivity. 
Step 2: Border effects
It is well known that the reduction of tariffs in Chile was homogeneous across industries.
As a consequence, tariff rates do not provide enough cross-section variance. On the other hand, tariffs are not the only measure that matters to capture trade costs. One should also 5 Besides technical concerns, a key difference between LP and OP is that the former does not directly take into account selection. However, as LP show, the risk of selection biases are significantly reduced by considering an unbalanced panel.
consider bilateral agreements, asymmetries between export and import costs and indirect difficulties to trade. 6 Considering all these features of trade, we do obtain heterogeneity in both industrial and time dimensions.
To do so, we apply a border effect methodology. This type of empirical strategy provides an assessment of the level of trade integration by estimating a gravity-like model that considers, as a very intuitive benchmark, the market access of domestic producers reaching domestic (intra-border) destinations. Consider an instantaneous CES utility function in which the representative consumer of country i has specific preferences a s ijt for each variety h depending on the exporter country j (for the sake of clarity in the exposition of our empirical implementation, we indicate explicitly both industry s and time t specificity):
Thus, varieties belonging to the same country share the same weight in the utility 6 Theoretically, these indirect difficulties include a large list of country specificities, namely bias of consumption towards home goods and the like. As long as they can be interpreted, at least in part, as the outcome of history and political efforts, we consider them as a part of the measure of trade integration.
7 McCallum (1995) applies this methodology to study market access between Canada and the US. Despite the high expected trade integration, trade between US and Canada is found to be around 22 times more difficult than Canadian intra-national trade. Anderson estimates are used to measure multilateral price effects. Besides practical difficulties of implementation, one crucial limitation for our purposes is the assumption of symmetry in bilateral trade costs. A third alternative approach uses fixed effect specification to control for unobservable prices. The effect of price indexes is captured by the coefficients of individual fixed effects related to country source and destination (Harrigan, 1996) . Feenstra (2003) shows that the coefficients of fixed effect estimation are consistent and can be written as a
where λ Lt and λ Ct represent the extent to which the home market bias is mitigated by common language and contiguity. Taking into account these assumptions, equation (5), for the example of the US and Chile, can be written as:
Empirical specification
The number of observations in our international sample does not allow to split the sample by each year and 2-digit industry. In order to consistently estimate equation (6), we run pooled regressions in a four-years rolling window for each industry. This allows us to obtain time-varying elasticities. Our estimable equation can be written as:
Where the theoretical counterparts of each α 1t , α 2t , .., α 7t are given by equation (6).
We split the sample by each 2-digit industry and sample periods t = t − 3 to t , where t runs from 1982 to 1999. In this sense, α 6t and α 7t will capture the average border effects of exports of Chile to the US and imports of Chile from the US, respectively (i.e. − (σ t − 1) (β of Chile and the US ). Thus, α 6t can be directly interpreted as the export border effect (Chilean exports to the US) and α 7t as the import border effect (US imports to Chile).
We run OLS regressions and, due to the form of the error term, ij = (σ − 1) (e ij − e ii ) , we use Hubert and White corrected standard errors clustered at the importer-industry-year level to control for the expected correlation. In equation (7) we do not impose α 1t = 1, as the theoretical equation (6) suggests, and allow for its empirical estimation.
Note that a potential endogeneity problem exits in the estimation of equation (7).
In a monopolistic competition framework, prices and output are determined simultaneously. Fontagné et al. (2005) use aggregate prices (instead of industry-level ones). The underlying assumption is that prices at the national level are less correlated with profit maximization at the firm level. In our estimation, we adopt a different approach and use relative wages at the industry level. This choice is motivated by the potential reverse causality in Step 3. As previously mentioned, we will use the border effect estimates to test the impact of trade liberalization on plant productivity for different industries. Most productive industries (or those producing high quality goods) will tend to increase their trade flows and induce a downward bias in the border effect estimates (Step 2). Our assumption is that relative wages capture potential asymmetries in technology or efficiency and thereby they help to remove productivity concerns from the border effect estimates.
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Additionally, due to the four-year rolling horizon the border effect estimates include past values of trade flows, which allows for a lagged effect of the change in trade barriers. This also contributes to reduce the risk of reversal causality in Step 3.
From these industry-level estimations, we obtain the border effects from the dummy co- Weights are given by the part of the import (export) flow on total imports (exports) of Chile.
2.3
Step 3: The impact of trade policy on plant TFP
In this final step, we use the previous estimates of trade barriers to measure the impact of trade liberalization on plant productivity across export-oriented and import-competing industries relative to non-traded ones. The following reduced equation is estimated, analogous to the difference-in-difference framework implemented by Pavcnik (2002):
Where θ 0 is the constant and ξ pt the error term. a pt is the log of TFP of plant p at time t estimated by the LP strategy. oriented if they belong to a 3-digit industry which has more than 15% of exports over total production and as import-competing if the industry has more than 15% of imports over total production. The rest are considered as non-traded. 11 There are only two industries (351 and 384) that matched up to both categories. Nevertheless, the industry 351 (384) presents an export-output ratio of 0.82 (0.21) and an import-output ratio of 1.32 (2.01). Therefore these industries were classified as import competing. Our results remain unchanged if we consider a fourth category of export-import competing for industries 351 and 384 (See the technical appendix). plants that may face liquidity constraints using as a proxy a loan tax payment at the plantlevel. In Chile, financial credits are subject to this tax. "'Credit"' is a dummy variable equals to one if the plant reports having paid this tax in a given year. This information is used as a signal that the plant has not been financial constraint. We also introduce year indicators to control for other macroeconomic shocks. The excluded categories are non-traded industries, the year 1982 and the industry 38. As a robustness check we use alternative measures of plant productivity and also control for variable mark-ups.
We are mainly interested in the estimates of the vector coefficient δ of the interaction terms ( B pt · T p ). Negative and significant coefficients mean that a reduction of trade barriers has a positive effect on productivity in traded industries (export-oriented and import-competing) relative to non-traded ones. The full set of interaction terms enables us to measure separately the effect of import and export barriers, depending on trade orientation.
Data
In the first step, we use plant-level data from the ENIA survey, which is provided by the Chilean institute of statistics INE (Instituto Nacional de Estadisticas). This survey is a manufacturing census of Chilean plants with more than 10 employees. Our data covers the period 1979-1999 and contains information of added value, materials, labor, investment and exports (only available from 1990). 13 We used different specific deflators at the 3-digit level (ISIC Rev-2) and year base 1992 for added value, exports, materials and investment.
For the latter, specific deflators are considered for infrastructure, vehicles and machinery.
Capital series were constructed using the methodology of Bergoeing et al. (2006) . 14 Table   7 (Appendix) shows a description of the variables and Table 8 (Appendix) reports general descriptive statistics of the plant-level sample.
In the second step we use data from the "'Trade and Production Database"' con- Detailed intra-national trade flows for our sample of countries are not available. Intranational trade is computed as output minus exports. This requires an appropriate measure of internal distance that should take into account economic activity to weight internal regions (Head and Mayer, 2000) . For distance variables, contiguity and common language, we also used the CEPII database of internal and external distances. The CEPII uses specific city-level data in order to compute a matrix of distance including the geographic population density for each country. Distance between two countries is measured based on bilateral distance between cities weighted by the share of the city in the overall country's population.
At the end, bilateral trade data is available for nine members of the European Union throughout the whole period 1979-1999 (Germany, France, Great Britain, Italy, Belgium, Luxembourg, Ireland, Netherlands and Denmark), the United States and seven Latin- 13 The ENIA survey has been used in previous studies such as Pavcnik (2002) , Liu and Tybout (1996) , Levinsohn and Petrin (2003) and Bergoeing et al. (2006) for different sample periods.
14 We thank the authors for providing us with their Stata routine for capital series.
American countries (Argentina, Brazil, Bolivia, Chile, Mexico, Uruguay and Venezuela).
Results

Results of step 1: plant TFP estimates
In this step we estimate the Cobb-Douglas production function in equation (1) at the 2-digit industry level using simple OLS, fixed effects (FE) and the LP methodology. Table   1 [ Table 1 about here]
After estimating production function elasticities, we calculate plant TFP as a residual. Figure 1 (Appendix) presents the average evolution of different measures of plant productivity: fixed effects (tfp fe), LP (tfp lp), OLS (tfp ols) and labor productivity (lnproductivity).
As a first robustness check of our productivity measures, the figure shows that labor productivity and all TFP measures depict similar evolutions. Although FE and LP elasticities exhibit some differences, the TFP path illustrated by both measures is very similar. 
Results of step 2: Border effect estimates
In the second step, we construct market access measures by estimating equation (7) Wood, Non-metallics and Machinery). This is consistent with the raise in import tariffs during this period and also with other discretionary policy measures set to control the current account deficit during the debt crisis. Since we use a moving average of border effects, this tendency is observed even in the late 1980s as a lagged effect of protection.
During the 1990s import border effects fall in almost all industries except in Basic metals.
This reduction and convergence of import border effects seem also consistent with the new trade integration agenda of Chile based on bilateral and multilateral trade agreements.
Results of step 3: The impact of trade barriers on plant TFP
The final step consists in identifying the influence of each type of trade barrier on the evolution of plant productivity. Equation (8) disentangles the variation in productivity due to changes in trade barriers depending on trade orientation. We are interested in the vector coefficient δ of the interaction terms between trade orientation indicators and our border effect estimates.
Reproducing Pavcnik's (2002) results
In order to provide a baseline estimation, we start by reproducing Pavcnik's (2002) regressions for our full sample period. We use within group estimates in a difference-in-difference framework. In this specification, year indicators capture trade liberalization effects. These estimates are illustrated in Figure 3 
Disentangling the effects of export and import barriers
In this section, we employ the weighted average border effects estimated in step 2. As previously mentioned, we use a four-year rolling window for each industry. Hence, the border effect measures capture not only the current but also the lagged effect of trade integration on plant TFP. This implies the loss of initial years in the sample (1979) (1980) (1981) . On the other hand, these lagged measures of border effects and the controls introduced in step 2 to address asymmetric technologies reduce the risk of potential endogeneity between our measure of trade barriers and productivity. Additionally, in robustness check of dynamic specification we treat border effects as endogenous regressors in GMM estimations. Table 2 reports the results using the plant TFP measured by the LP methodology (TFP LP). After controlling for industry specific effects (2-digit industry indicators) and macroeconomic shocks (year indicators), the coefficients of the other variables should only capture the effects of within-industry productivity variation. We consider plantfixed effects and use Huber-White standard errors in all estimations. In the last column, these errors are corrected for clustering at the plant level.
The first column presents the baseline estimation. In this specification we include the indicators for export-oriented (Export) and import-competing (Import) industries, the measures of import border effects (BM) and export border effects (BX) and their interactions (Export*BX, Import*BX, Export*BM, Import*BM). In this difference-indifference framework we interpret the coefficients of interaction terms relative to non- [ Table 2 about here]
On the other hand, the reduction of import barriers has a positive impact on plant productivity in export-oriented industries (Export*BM). While import competition does not affect export sales, exporters also sell in the domestic markets and have to face foreign competitors. Hence, this category of exporters may help to isolate the "trimming fat" effect of foreign competition, since economies of scale are guaranteed for these firms by the access to international markets. The positive effect of the reduction of import barriers on plant productivity in export-oriented industries, in these static regressions, might come from innovative strategies implemented to improve domestic competitiveness. However, if one might expect a positive and a negative effect of foreign competition, for plants belonging to import-competing industries the effect of market size reduction is negative enough to offset a positive outcome of import barrier reductions.
The above results (interaction terms) remain almost unchanged after the progressive inclusion of several controls. 16 As expected, the exit indicator (Exit ind) has a negative coefficient (column (2)). Exiting plants are on average 14% less productive than surviving plants. The entry indicator (Entry ind) coefficient is also negative showing that new-entrants are roughly 6% less productive than incumbents (column (3)). The use of imported inputs (Imported input) also appears to be positively correlated with produc- 16 It is well documented in plant level studies that multinationals are relatively productive, technologyintensive, and trade-intensive. Unfortunately, in our database, plant foreign status is only available since 1993.
tivity (column (4)). The last column introduces a financial indicator (Credit). Although
the coefficient is small, it has the expected positive sign (column (5)). Column 6 reports the results correcting for clustering at the plant level. Our estimates are still significant if one controls for intra group correlation.
Robustness checks
Alternative measures of productivity gains. The previous results remain robust using alternative measures of plant productivity. First, we use the estimates of the production function using an individual fixed effect specification (within-group estimates) instead of LP strategy to obtain the plant TFP in step 1. The first two columns of Table 3 report the results using this alternative measure of TFP (TFP FE). Columns 3 and 4 show the results using labor productivity (Labor pr), measured as (deflated) value added per worker, and controlling for capital intensity ( deflated capital stock over total labor). In both cases, the sign and the magnitude of the coefficients of the interaction terms between trade barriers and trade orientation indicators are very similar to those obtained in the previous specification (Table 2) . Export barrier reductions improve plant productivity of firms in export-oriented and import-competing industries, while the fall in import barriers has only a positive impact on export-oriented industries and a negative effect on import-competing ones. These findings confirm the previous results using plant TFP estimated by LP strategy.
[ Table 3 about here]
Industry concentration and mark-ups. As is common to the empirical literature on plant TFP estimations, this productivity measure is likely to be sensitive to mark-ups variations. It is difficult to disentangle real (physical) productivity improvements from variations in value added arising from market power and price setting. In order to control for mark-up concerns, which are not captured by the individual fixed effects included in our previous regressions, we add the Herfindahl index of market concentration. This index is computed as the sum of the squared market shares in each 3-digit industry. Columns 5 of Table 3 shows these results. Once we introduce the Herfindahl index the magnitude of the coefficients of the interaction terms between trade barriers and trade orientation remain entirely unchanged (see column 6 of Table 2 Table 3 ). This suggests that there is no significant difference in productivity gains between low and high concentrated industries. Moreover, the coefficients of our key interaction terms between trade barriers and trade orientation indicators are not altered by the introduction of these controls.
Dynamic specification. In this section, we perform a dynamic specification of equation (8) in which plant productivity depends on its past values. This implies the following auto-regressive multivariate model:
If we believe that the error term contains a specific time-invariant unobserved heterogeneity (ξ pt = υ p + µ pt ), the lagged value of TFP, a pt−1 , is then endogenous to the error term (as it also contains υ p ). Econometric literature provides well-known strategies for this dynamic issue. These strategies exploit moment conditions of exogeneity of the lags of the endogenous dependent variable. Here we use the GMM estimator of Arellano and Bond (1991). We include OLS and within-group (WG) estimators to identify an interval within which a consistent estimate of the autoregressive coefficient θ 1 should lie (Bond, 2002) . The first column of Table 4 reports the OLS results, the second one the within-group estimates and finally, column 3 shows the GMM results. As expected, the coefficient of the auto-regressive term (tfp lp(t-1)) is higher when using OLS than in the case of within-group regressions. This is a signal of a consistent dynamic specification, gressions. In the case of a within-group estimates this effect fails to be significant, though the autoregressive coefficient seems clearly downward biased.
[ Table 4 about here]
On the contrary, the positive impact of import barrier reductions on plant productivity in export-oriented industries depends on the method. Within-group estimations confirm this finding (column 2), while in GMM regressions (column 3) the coefficient of the interaction between import barriers and the export-oriented indicator (Export*BM) becomes positive and significant. If GMM addresses the dynamic panel bias as it is expected, this result means that, once we control for the persistence of plant productivity series, foreign competition might also dampen domestic sales and plant productivity in export-oriented industries. Their high productivity trend overwhelms this effect in a static specification or in the case of a panel data bias in the within-group estimation.
Trade liberalization channels
Increasing returns to scale. One of the novel findings in previous regressions is the negative impact of import barrier reductions on productivity gains of firms producing in import-competing industries. This result is robust to alternative measures of productivity and to controls of market power. In this subsection we provide additional evidence on the mechanism by which import competition might affect plant productivity.
As previously mentioned, the production function estimates in the first step reveal IRS in industries classified as import-competing. Hence, one possible explanation is that foreign competition reduces market shares of all firms and hampers the possibility to exploit economies of scale in import-competing industries. To illustrate this argument we provide regressions interacting trade barriers and a dummy indicating whether the plant operates in an industry under IRS (Increasing). 18 ) Table 5 presents these results. Firms producing in industries operating under IRS have a lower productivity level than other firms (column (1)). The interaction term between import barriers and the indicator of increasing returns to scale is positive and significant (column (2)). This means that firms producing in industries under IRS suffer from foreign competition. As expected, the interaction term between export barriers and the indicator of increasing returns to scale is negative and significant. The reduction of export barriers increases market potential and enlarges the possibility to exploit scale economies (column (2)). These results remain robust when we control for market concentration (column (3)) and standard errors corrected for clustering at the plant level (column (4)).
[ Table 5 about here] 18 The production function estimates show that industries operating under Increasing returns are Textile (32), Paper (34), Chemicals (35) and Machinery (38).
The better access to foreign technology. In a developing country like Chile, the access to new technologies embodied in high-quality imported inputs and capital equipment may have a major role on productivity enhancements. This channel is present in our data. First, in previous regressions we find that firms producing with imported inputs have a higher TFP than those that only use domestic inputs. Second, in this subsection instead of using the import border effect at the 2-digit industry level for each industry, we only use the one corresponding to Machinery (BK M) as a proxy of import barriers on capital equipment. The interaction term of this specific import border effect with the trade orientation dummies captures the extent to which plant productivity reacts to a better access to foreign capital goods. Table 6 reports the results of these regressions. Relative to non-traded industries, firms belonging to traded industries enhance their productivity after a reduction of import barriers on machinery industry. Moreover, productivity gains are significantly higher for plants in export-oriented industries (Export*BK M) than in import-competing ones (Import*BK M).
[ Table 6 about here]
Conclusion
The main contribution of the paper is to construct specific measures of trade barriers at the industry-level in order to disentangle the impact of the reduction of export and import barriers on plant productivity. This distinction introduces new results. First, the reduction of export barriers improves productivity of plants belonging to both traded industries. As the export costs fall, more firms are able to export increasing their size and probably benefiting from knowledge spillovers stemming from international markets.
This encouraging result is robust to all robustness checks and specifications. Second, in all static specifications the reduction of import barriers shows a positive impact on the evolution of plant productivity in export-oriented industries relative to non-traded. However, this is not the case for plants belonging to import-competing industries producing 
B Technical appendix
We classify industries by trade orientation at the 3-digit industry level similar to Pavcnik (2002)( Table 1 .B). Plants are classified as export-oriented if they belong to a 3-digit industry which has more than 15% of exports over total production (Export-Output ratio) and as import-competing if the industry has more than 15% of imports over total production (Import-Output ratio). The rest are considered as non-traded. There are only two industries (351 and 384) that matched up to both categories. Nevertheless, the industry 351 (384) presents an export-output ratio of 0.82 (0.21) and an import-output ratio of 1.32 (2.01). Therefore these industries were classified as import competing in the paper. Our results remain unchanged if we consider a fourth category of export-import competing (Export-Import) for industries 351 and 384. Table 2 .B and 3.B report the results with this classification (Export-oriented, Import-competing and Export-Import). The interaction terms between trade barriers and trade orientation status (Export*BX,Import*BX, Export*BM and Import*BM) are very similar to the previous results with the original classification that considers industries 351 and 384 as import-competing (Table 2 and 3 in main text of the paper). 
