Our work becomes integrated into the general problem of the stability of the network ad hoc. Some, works attacked (affected) 
INTRODUCTION
We denoted a graph G by G = (V, E) and an order θ = v 1 , . . . , v n over V, for coloring the vertices of G, we used the polynomial algorithm, we affected to v i the minimum positive integer that was not affected to its neighborhood in the set {v 1 , . . . , v i−1 } [10] .
The execution of this algorithm for a graph give a coloring that we can gives name as a greedy coloring.
The greedy coloring of a graph G is characterized by the maximum number of colors of, over all the orders θ of V (G) is the Grundy number of G; we represented by Γ (G) the grundy number of graph. [10] . the Grundy number is considered NP-complete [9] . We can show a graph G and an integer r it is a coNP-complete problem to decide if the grundy number of G respect the following condition Γ (G) ≤ χ + r [9] or if Γ (G) ≤ r × χ (G) or if Γ (G) ≤ c × ω (G) [2] . In the next section, we study the polynomial time algorithms to determinate the Grundy number of many classes of graphs like the cographs [4] , the trees [5] and the k-partial trees [8] .
RELATED WORKS
This parameter was introduced by Christen and Selkow [11] in 1979. They proved that determining the Grundy number is NP-complete for general graphs (also studied by McRae in 1994 [AMC94]). In [SST84], Hedetniemi et al. gave a linear algorithm for the Grundy number of a tree and established a relation between the chromatic number, the Grundy number and the achromatic number: Ҳ (G) ≤Γ (G) ≤ Ψ (G), where the achromatic number Ψ (G) is the maximum number of colors used for a proper coloring of G such that each pair of colors appears on at least one edge of G.
In 1997, Telle and Proskurowski [12] gave an algorithm for the Grundy number of partial k-trees in O (n3k2) and bounded this parameter for these graphs by the value 1 + k log2 n, where n is the graph order. In 2000, Dunbar et al. used the Grundy number to bound new parameters that they introduced in [13] , the chromatic and the achromatic numbers of a fall coloring.
Recently, Germain and Kheddouci studied in [14] , the Grundy coloring of power graphs. They gave bounds for the Grundy number of the power graphs of a path, a cycle, a caterpillar and a complete binary tree. Such colorings are also explored for other graphs like chessboard graphs [15] . 
FAT EXTENDED P4-LADEN GRAPHS
In this section, we give some definitions. In first time, we denote G by G = (V, E) is a graph and S is a subset of V (G) [10] .The subgraph of G is represented by G [S] . The module of a graph G is denoted or represented by M [10] . The sets V and {x}, for every x ∈ V, are trivial modules, the last one being called as a singleton module.
We called graph prime if this graph have all of modules are trivial. M is considered like a strong module of G if this condition is approved "|for every module M′ of G, either M′∩M = ∅ or M ⊂ M or M′⊂ M" [10] .
We denoted by r an internal node of T(G), we denoted by M(r) the set of leaves of the sub tree of T(G) , also we denoted by V (r) = {r 1 We called spider graph, a graph have vertex set can be devised into three sets S, K and R We denoted a stable set by S, K represents a clique, the set of vertices of R are adjacent to all the vertices of K and is not adjacent of the vertices of S A graph is called a graph split if it is {C5, C4, C¯4}-free. [10] A pseudo-split graph is defined as a {C4, C¯4}-free graph. Also, a split graph G = (S∪K, E), its vertex set can be devised into three disjoint sets S (G), K (G) and R (G)
There is condition must be respected "S(G) ⊆ S and every vertex s ∈ S(G) is not adjacent to at least one vertex in K, K(G) is the neighborhood of the vertices in S(G) and R(G) = V (G)\S(G) ∪ K(G). [10] Giakoumakis [3] defined a graph G as extended P4-laden graphs if, for all H ⊆ G such that |V (H)| ≤ 6, then the following statement is true: if H contains more than two induced P4's, then H is a pseudo-split graph. We can define an extended P4-laden graph by its modular partition tree Theorem 1 [3] we denote a graph G by G = (V, E), we denote by T (G) the modular partition tree and by r the any neighborhood node of T (G), Then G is extended P4-laden if and only if G(r) is isomorphic to: (i) a P5 or a P¯5 or a C5, and each M(ri) is a singleton module; or (ii) a spider H = (S∪K ∪R, E) and each M(r i ) is a singleton module, except the one corresponding to R and eventually another one which may have exactly two vertices; or (iii) a split graph H, whose modules corresponding to the vertices of S(H) are independent sets and the ones corresponding to the vertices of K(H) are cliques.
We say that a graph is fat-extended P4-laden if its modular decomposition satisfies the Theorem 1, except in the first case, where G(r) is isomorphic to a P5 or a P¯5 or a C5, but the maximal strong modules M(r i ), 1 ≤ i ≤ 5, of M(r) are not necessarily singleton modules.
GRUNDY NUMBER ON FAT EXTENDED P4-LADEN GRAPHS
From now, let G = (V, E) be a fat-extended P4-laden graph and T (G) its modular decomposition tree. The modular partition tree T (G) can be determinate in polynomial time [7] , we give an algorithm to determinate Γ (G). We know that the Grundy number of the leaves of T (G) is equal to one and we show in this section how to determine the Grundy number of G[M(v)], for every inner node v of T(G), based on the Grundy number of its children.
First, observe that for every series node (resp. parallel node) v of T (G), the Grundy number of G[M(v)] is equal to the sum of the Grundy number of its children (resp. the maximum Grundy number of its children) [4] . Thus, we only need to prove that the Grundy number of G [M (v)] can be found in polynomial time when v is a neighborhood node of T (G).
The following result is a simple generalization of a result due to Asté etal. [2] for the Grundy number of lexicographic product of graphs: (v) ] that has starts with θ 1 and θ 2 , we see that the first-fit algorithm over this order will produce a greedy coloring with at least Γ 1 + Γ 2 colors. Using the symmetry, we can also prove that if u ∈ V (
All the other cases use similar arguments, that is, by finding an upper bound based on the position of a vertex colored S k and a lower bound based in an ordering over M (v). The cases where G (v) is isomorphic to C5 or P¯5 are also proved by using similar arguments [10] .
Lemma 4 :Let v be a neighborhood node of T (G) isomorphic to a spider H = (S ∪ K ∪ R, E), fr be its child corresponding to R, f2 be its child corresponding to the module which has eventually The case where M (f2) is not a singleton module is proved using similar arguments. [10] If G (v) is a split graph H and the factors corresponding to vertices of S (H) are independent sets and the ones corresponding to vertices of K (H) are cliques, then we can use the same arguments of Lemma 3.3 observing that S, K and R correspond to S (H), K (H) and R (H), respectively .
Theorem 5:
If G = (V, E) is a fat-extended P4-laden graph and |V | = n, then Γ (G) can be found in O (n 3 ). Proof: The algorithm calculates Γ (G) by traversing the modular decomposition tree of G in a postorder way and determining the Grundy of each inner node of T (G) based on the Grundy number of the leaves. The modular decomposition tree can be found in linear time, the postorder traversal can be done in O (n2) and the Grundy number of each inner node can be found in linear time, because of Lemmas 3and 4 and the results of Gyarf´as and J.Lehel [4] for cographs.
Corollary 6: Let G be a graph that belongs to one of the following classes:
P4-reducible, extended P4-reducible, P4-sparse, extended P4-sparse, P4-extendible, P4-lite, P4-tidy, P4-laden and extended P4-laden. Then, Γ (G) can be found in polynomial time.
Proof: According to definition of these classes [6] , they are all strictly contained in the fatextended P4-laden graphs and so the corollary follows.
CONCLUSIONS
In the conclusion, we determinate, in first time, a new class of graphs, this class is called the fatextended P4-laden graphs, in second time; we calculate the Grundy number of the graphs in this class by using a polynomial time algorithm. Finally, we can say that the Grundy number can be calculated of each node in linear time, so, the total Grundy number of graph can be determinate in polynomial time.
