Increased cyber attacks in various forms compel everyone to implement effective intrusion detection systems for protecting their information wealth. From last two decades, there has been extensive research going on in intrusion detection system development using various techniques. But, designing detection systems producing maximum accuracy with minimum false positive is yet a challenging task for the research community. Ensemble method is one of the major developments in the field of machine learning. In this research work, new ensemble classification method is proposed from different classifiers. Support vector machine techniques, artificial neural network and random forest are used for classification. Ensemble model is formed for producing better result. The model shows promising result for all classes of attacks.
INTRODUCTION
One of the biggest threats faced by the modern era of computing is obviously the attacks through the networks. This leads to undependable and inconsistent states of systems causing far reaching consequences on various domains, making the whole networking sphere worthless. Intrusions are different types of attacks on targeted devices in order to affect their integrity, confidentiality and availability. Intrusion detection is the act of detecting the intrusions through various techniques. Intrusions can be found by tracing the anomalous network activities. An intrusion detection system (IDS) monitors network or system activities for malicious actions and produces reports to an authority. If finding the intrusion is challenging, avoiding a normal activity misjudged as intrusion will be more challenging.
Intrusion detection is the process of identifying the intrusions through various techniques. Intrusions can be found by tracing the anomalous network activities or by verifying the data in the host machine. Different methods are devised to identify intrusions. We can broadly classify them into misuse detection and anomaly detection. Misuse detection techniques trace the abnormalities through matching anomalous signatures of previous attacks with current patterns. This is more similar to antivirus logic. On the other hand, Anomaly detection techniques catch hold on all activities other than normal ones [1] . Hence, here the normal profiles are well identified first to observe deviations of current activities if any. It is the responsibility of this technique to make sure that the deviations identified is well enough to label as 'intrusion'. The quality of the approaches towards detection of anomalous activities can be measured by observing the false positives and false negatives. False positive is the scenario where an event is incorrectly identified by the system as being an intrusion when none has occurred. False negative is the situation where no intrusion has been identified by the system when one has in fact occurred.
The objective of this paper is to maximize the accuracy of the detection system. For that purpose, an ensemble approach is introduced that can outperform individual approaches in terms of accuracy in detection of intrusions. First, relevant features are selected from the traffic patterns and then classifiers are constructed from SVM, ANN and RF methods for engineering the proposed ensemble classification model. The rest of the paper is organized as follows: Section 2 discusses the related works in the area. Section 3 discusses the KDD cup dataset and its features. Section 4 discusses the techniques used in this paper such as SVM, ANN and RF. Section 5 discusses the ensemble approach and the system architecture. Section 6 describes the experimental setup and the paper is concluded in section 7. Section 8 lists the references.
RELATED WORKS
As interest in intrusions increases, so does the intrusion detection. James P Anderson in his technical report in 1980 introduced the idea of intrusion detection systems [2] . He stated important aspects of host based intrusion detection such as audit trails and evaluation of log files. In 1987, Dr. Dorothy Denning designed a model which helped as a guideline for development of current commercial IDS [3] . Stephen E. Smaha modeled individual users by assigning profiles and updating them [4] . It used a statistical anomaly detection algorithm. Artificial neural network was efficiently utilized by Hansen and Salamon [5] which increased the classification accuracy. An approach of user behavior modeling which takes advantages of properties of neural algorithms was proposed by H Debar et al. [6] .
Weak learning algorithms can be combined to obtain high accuracy. The strength of each algorithm in ensemble can be utilized for obtaining a robust classifier. Another advantage of ensemble is that each sub problems can be handled by a particular or a group of algorithms suitable to the scenario. Linear genetic programming was utilized by Mukkamal et al. [7] for modeling intrusion detection system with support of ensemble technique. Cherbrolu et al. [8] explains the advantages of combining redundant and complementary classifiers for increasing accuracy. Performance evaluation of linear genetic algorithm, multi expression programming and gene expression programming was conducted by Abraham et al. [9] [10]. Zainal et al. compared the results of different machine learning algorithms such as linear genetic programming, adaptive neural fuzzy interface system and random forest [11] . Bahri et al. introduced a novel method based on boosting technique which was an adaptation of Adaboost [12] . Recently, there are many papers published regarding ensemble approaches [13] [14] . Performance evaluation of a distributed system of ensemble known as GEdIDS was done by Folino et al. [15] [16].
KDD CUP DATA SET
KDD 99 is a readymade dataset which is widely used by the research community for analyzing abnormal patterns and comparing the results inorder to know the performance of algorithms performed on this data set. It is a bench mark data set used by various intrusion detection systems. The data set contains 41 features. The data set is generated by creating an environment with three target machines. Three systems were used for spoofing and a sniffer for reading the network traffic [17] .
Attack categories
The four categories of attacks are, 1) Denial of Service Attack (DoS): Denial of Service Attack (DoS): This is the attack accomplished by making the computing resources busy, so that genuine requests are denied.
2) User to Root Attack (U2R): Here, user accounts are attained by the attacker through illegal means and this is used for accessing the privileges of root account.
3) Remote to Local Attack (R2L): Here, the attacker utilizes the vulnerabilities of a system for gaining illegal access.
4) Probing:
Here the attacker illegally monitors the network devices and collect information in the intension of breaching its security.
KDD attacks are detailed in table1. Various attacks coming under four categories are listed in table2. Table 3 lists 41 features of the data set. , then a function can be found, K ( that satisfies condition K( , )= Ф( ).Ф( ) and problem leads to the following quadratic optimization problem, Minimize [20] [21] [22] Subject to = ∀i: 0 ≤ ≤ C
The generalization highly depends on the geometrical nature of data rather than dimensionality.
Random Forest
Random forest is combination of tree predictors. Random vector is sampled for each tree. The tree depends on these values. Predictors are randomly chosen for generating trees.
The RF algorithm constructs the tree with different bootstrap samples. After the construction of the tree, data can be given as input to the tree for classification. Each tree gives a vote regarding the classification of the data. Decision of the class is done by considering the majority of votes. The algorithm is illustrated below [23] .
1. Construct bootstrap sample from the dataset D, where | |=|D| and random examples are chosen with replacement from D.
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2. Construct a tree T using using standard decision tree algorithm with following modifications. a. At each, node restricts the candidate attribute to a randomly selected subset ( , , , …. ), where k = number of features. b. Do not prune the tree. 3. Repeat steps 1 and 2 for i =1, … , number of trees, creating a forest of trees derived from different bootstrap samples. 4. When classifying a sample x, aggregate the vote for all trees Ti in the forest. If (x) is the class of x as determined by the tree . Then the predicted class of x is the class with the majority of votes.
Artificial Neural Network
Artificial neural network is designed from the inspiration gained from human neuron system. The processing elements are called neurons. It process information. The power of neural network increases when combining neurons into multilayer set-up.
Here, multilayer neural network use back propagation. The algorithm is a supervised one. There will be forward and backward pass. During forward pass, forward neural network computation is done and it is propagated through the network. [24] [ [25] . Here, the synaptic weights are fixed. During the backward pass, error correction rule is used for adjusting the synaptic weight.
Fig 1 ANN with two hidden layers
The neuron activation functions are given below [24] . In short, a back propagation network learns through examples. It can be trained by adjusting weights and finally it can give the required output for the given input.
THE ENSEMBLE METHOD
An ensemble model utilizes some base models to classify the data. There are different techniques established for learning ensemble models and using them in combination. Bagging, boosting and stacking with their variants are efficient among them. These models can increase the accuracy of prediction over a single model.
An ensemble of classifiers is a set of classifiers where individual decisions are combined to classify new examples [26] . In our approach, three base models of classification are used. The model learns the dataset and individually classifies the data .In the ensemble approach, the final classification is decided as follows.
1. Each classification from the base algorithms is given a weight 0 to 1 depending on their accuracy. 2. When classifiers agree, the decision is made according to their classification. 3. If the classifiers disagree to each other, the classifier with highest weight is considered.
The architecture of model is shown below. 
EXPERIMENTAL SETUP
The KDD cup data set is used with its 41 features. Classification accuracy was evaluated using 10-fold cross validation. At first, the base classifiers such as support vector machine, artificial neural network and random forest are considered individually. After that, the ensemble of SVM, RF and ANN are modeled. 
CONCLUSION
KDD cup data set is used here for evaluating individual performance of the algorithm as well as the ensemble model. We used SVM, ANN and RF as individual detection models. The performance comparison states that the ensemble model shows better performance than the individual algorithms in detecting attacks. Architecture of base classifiers and their ensemble is proposed. We have not given much importance for reducing false positives. Also, we can increase the performance of the system with reduced features. Our future research would be directed towards this.
