Abstract. We consider so-called regular invertible Gaussian Volterra processes and derive a formula for their prediction laws. Examples of such processes include the fractional Brownian motions and the mixed fractional Brownian motions. As an application, we consider conditional-mean hedging under transaction costs in Black-Scholes type pricing models where the Brownian motion is replaced with a more general regular invertible Gaussian Volterra process.
Introduction
We consider discrete imperfect hedging under proportional transaction costs in Black-Scholes type pricing models where the asset price is driven by a relatively general Gaussian process; a so-called regular invertible Gaussian Volterra process. These are continuous Gaussian processes that are non-anticipative linear transformations of continuous Gaussian martingales.
For European vanilla type options we construct the so-called conditional-mean hedge. This means that at each trading time the value of the conditional mean of the discrete hedging strategy coincides with the frictionless price. By frictionless we mean the continuous-trading hedging price without transaction costs. The key ingredient in constructing the conditional mean hedging strategy is a representation for the regular conditional laws of regular invertible Gaussian Volterra processes which we provide in Section 4. Let us note that in our models there may be arbitrage strategies with continuous trading without transaction costs, but not with discrete trading strategies, even in the absence of trading costs.
For the classical Black-Scholes model driven by the Brownian motion, the study of hedging under transaction costs goes back to Leland [11] . See also Denis and Kabanov [6] and Kabanov and Safarian [10] for a mathematically rigorous treatment. For the fractional Black-Scholes model driven by the long-range dependent fractional Brownian motion, the study of hedging under transaction costs was studied in Azmoodeh [1] . In the series of articles [13, 19, 20, 21, 22] the discrete hedging in the fractional Black-Scholes model was studied by using the economically dubious Wick-Itô-Skorohod interpretation of the self-financing condition. Actually, with the economically solid forward-type pathwise interpretation of the self-financing condition, these hedging strategies are valid, not for the geometric fractional Brownian motion, but for a geometric Gaussian process where the driving noise is a Gaussian martingale with the same variance function as the corresponding fractional Brownian motion would have, see [8] . Our approach here builds on the works [17] and [14] . The novelty of this note is twofold: First, we extend the results to a more general class of Gaussian processes than just the long-range dependent fractional Brownian motions. Second, we emphasize the models where there exists a non-trivial quadratic variation. This makes the formulas and the analysis very different from the long-range dependent fractional Brownian case.
The rest of the paper is organized as follows: In Section 2 we introduce our pricing model with a regular invertible Gaussian Volterra process as the driving noise, and develop a transfer principle for the noise. In Section 3 we investigate arbitrage and completeness in our pricing models. In Section 4 we provide prediction formulas for the driving noise and for Markovian functionals of the asset price. Finally, in Section 5 we provide formulas for conditional-mean hedging under transaction costs.
Pricing Model with Invertible Gaussian Volterra Noise
Let T > 0 be a fixed time of maturity of the contingent claim under consideration. We are interested in imperfect hedging in a geometric Gaussian model where the discounted risky asset follows the dynamics dS
where µ : [0, T ] → R is a known excess return of the asset and X is a driving Gaussian noise. We assume that µ is continuous with bounded variation. For the noise X we assume that it is continuous and centered with X 0 = 0 and covariance function
To analyze the pricing model (2.1), we make the following rather technical Definition 2.1 that ensures the invertible Volterra representation and continuous quadratic variation for the noise process X. We note that Definition 2.1 is not very restrictive: many interesting Gaussian models satisfy it (see Example 2.1 below). 
non-decreasing in the first variable that is partially continuously differentiable outside the diagonal and continuously differentiable on the diagonal, such that
Then, for each t ∈ [0, T ], the equation
has a solution. We note that we have the following isometry for all step-functions f and g:
By using this isometry, we can extend the Wiener-integral with respect to X to the closure of step-functions under this isometry. Denote
Theorem 2.1 (Invertible Volterra Representation). Let X be a continuous regular invertible Gaussian Volterra process. Then the process
is a continuous Gaussian martingale with bracket m, and X can be recovered from it by
The martingale M in Theorem 2.1 is called a fundamental martingale. Clearly, it is not unique.
Proof. Only the continuity of M is unclear. However, the continuity of M is equivalent of the continuity of m. Indeed, the Gaussian martingale M can be realized as M t = W m(t) , where W is a Brownian motion.
Remark 2.1 (Continuity). We remark that we assumed the continuity of X a priori. In general, the process X is always L 2 -continuous. Indeed, this follows directly from the Itô isometry. However, this does not necessarily imply almost surely continuous sample paths, as the modulus of continuity in L 2 depends on the function m which in general may behave badly. On the other hand, if m is absolutely continuous with respect to the Lebesgue measure, then X is even Hölder continuous.
Quadratic Variation, Arbitrage and Completeness
The form of the solution of risky-asset dynamics (2.1) depend on the quadratic variation of the noise process X. Recall that the (pathwise) quadratic variation of a process X is defined as
where {t
. For a regular invertible Gaussian Volterra process the quadratic variation always exists. Furthermore, it is deterministic and given by
Proof. By [18, Theorem 3.1], the convergence of quadratic variation of a Gaussian process X holds also in L p for any p ≥ 1. Suppose first that the quadratic variation is deterministic. Then, by using representation (2.4) we obtain that
For deterministic quadratic variations the claim follows from this by using Taylor's approximation for the kernel in the latter integral. It remains to prove that the quadratic variation is deterministic. By [18, Theorem 3.1], it suffices to prove that
Let k > j. Representation (2.4) together with the Itô isometry yields
For the first term we use the fact that t → K(t, u) is increasing together with the bound K(t n j , u) ≤ K(T, u). Hence we observe that summing with respect to either of the variables and letting max k |t n k − t n k−1 | → 0 yields convergence towards zero. For the second term, it suffices to observe
Hence summing with respect to either of the variables and letting max k |t n k −t n k−1 | → 0 we get (3.1).
By Lemma 3.1 and Föllmer [7] , the solution to the stochastic differential equation (2.1) defining the discounted risky asset price is given by
and the quadratic variation of S is
Suppose q 2 is non-vanishing on every interval. Then it follows from the robust replication theorem of [3] that the pricing model is free of arbitrage under so-called allowed strategies and replications of vanilla claims are robust in the sense that, as replicating strategies are involved, one can replace X with a Gaussian martingale with bracket q 2 . Thus, we have the following proposition:
Proposition 3.1 (Robust Hedging). Let f (S T ) be a European claim. Then its Markovian replicating strategy is given by the delta-hedge
where
is the value of the replicating strategy π at time t.
Proof. By the robust replication theorem 5.4 of [3]
where, under Q, the price process S is the exponential martingale driven by a Gaussian martingale G with bracket q 2 . By equality of filtrations, we have
The claim follows from this, since G T − G t is independent of F G t and is Gaussian with zero mean and variance q 2 (t, T ).
Remark 3.1 (Black-Scholes Type BPDE). If q 2 is absolutely continuous with respect to the Lebesgue measure then the European vanilla option f (S T ) can be replicated by solving its time-value from the Black-Scholes type backward partial differential equation
Remark 3.2 (Vanishing Quadratic Variation). Proposition 3.1 remains formally true for q 2 ≡ 0. However, in this case the replicating strategy is very simple:
Remark 3.3 (Simple Arbitrage). If the quadratic variation measure q 2 vanishes on some interval, then there are simple arbitrage opportunities. Indeed, suppose q 2 (s, t) = 0 for some 0 ≤ s < t ≤ T . Then (cf. [2] and [4] )
So, a buy-and-hold-when-expensive strategy would generate arbitrage.
Finally
. A sufficient condition for this is that the kernel K satisfies
Proof. By the fundamental theorems of asset pricing we have to show that there exists a unique (in law) Gaussian martingale G such that X is equivalent to it. Since X has quadratic variation q 2 given by (3.1), the Gaussian martingale must have the same quadratic variation. Actually, we may assume that
Now we can apply the Hitsuda representation theorem in a similar manner as in [15] or [16] . Recall that by Hitsuda representation theorem (see [9] ) a Gaussian processW is equivalent to Brownian motion W if and only if it admits the representation (in law)W
Since the Gaussian martingale G with bracket q 2 is a time-changed Brownian motion, G t = W q 2 (t) , we obtain the representation (in law)
Consequently, X is equivalent to G if and only if it admits (in law) representation (3.5) with some Volterra kernel h in L 2 ([0, T ], dq 2 × dq 2 ). The representation (3.2) follows by combining (3.5) with (3.4). Equation (3.3) follows by combining (3.2) with (2.4).
Prediction
Prediction of the asset price or the noise is possible because (1) all the filtrations F are the same, (2) for regular invertible Gaussian Volterra processes we can use the theorem of Gaussian correlations in an explicit manner.
Theorem 4.1 (Prediction). Let X be a regular invertible Gaussian Volterra process with fundamental martingale M . Then the conditional process
and deterministic covariancê
Proof. Consider first the conditional mean. By Theorem 2.1
The conditional expectation formula follows from this by using the isometric definition of Wiener integration with respect to X. Consider then the conditional variance. By Theorem 2.1 and calculations abovê
and
The following corollary is the key result that allows us to calculate the conditionalmean hedging strategies in Section 5.
Proof. Given Theorem 4.1, the equality of filtrations and the Föllmer-Itô formula, the claim follows from straightforward calculations:
proving the claim.
Conditional-Mean Hedging
We are interested in the pricing and hedging of European vanilla options f (S T ) of the single discounted underlying asset S = (S t ) t∈[0,T ] , where T > 0 is a fixed time of maturity of the option.
We assume that the trading only takes place at fixed preset time points 0 = t 0 < t 1 < · · · < t N < T . We denote by π N the discrete trading strategy
The value of the strategy π N is given by
where k ∈ [0, 1) is the proportional transaction cost. Under transaction costs perfect hedging is not possible. In this case, it is natural to try to hedge on average in the sense of the following definition:
Definition 5.1 (Conditional-Mean Hedge). Let f (S T ) be a European vanilla type option with convex or concave payoff function f . Let π be its Markovian replicating strategy: π t = g(t, S t ). We call the discrete-time strategy π N a conditional-mean hedge, if for all trading times t i ,
Here F ti is the information generated by the asset price process S up to time t i .
Remark 5.1 (Conditional-Mean Hedge as Tracking Condition). Criterion (5.2) is actually a tracking requirement. We do not only require that the conditional means agree on the last trading time before the maturity, but also on all trading times. In this sense the criterion has an "American" flavor in it. From a purely "European" hedging point of view, one can simply remove all but the first and the last trading times.
Remark 5.2 (Arbitrage and Uniqueness of Conditional-Mean Hedge). Note that the conditional-mean hedging strategy π N depends on the continuous-time hedging strategy π. Since there may be strong arbitrage in the pricing model (zero can be perfectly replicated with negative initial wealth), the replicating strategy π may not be unique. However, the strong arbitrage strategies are very complicated. Indeed, it follows directly from the Föllmer-Itô change-of-variables formula that in the class of Markovian strategies π t = g(t, S t ), the delta-hedge coming from the Black-Scholes type backward partial differential equation is the unique replicating strategy for the claim f (S T ).
Remark 5.3 (No Martingale Measures)
. We stress that the expectation in (5.2) is with respect to the true probability measure; not under any equivalent martingale measure. Indeed, equivalent martingale measures may not even exist.
To find the solution to (5.2) one must be able to calculate the conditional expectations involved.
Let π be the continuous-time Markovian hedging strategy of the claim f (S T ) and let V π be its value process. Denote
Lemma 5.1 below states that all these conditional gains listed above can be calculated explicitly.
Proof. The formula for ∆X ti+1 (t i ) is given by Theorem 4.1. Consider ∆Ŝ ti+1 (t i ). By Corollary 4.1,
Consequently,
Consider then ∆V π ti+1 (t i ). By Proposition 3.1 and Fubini theorem,
Finally, we calculatê
The formula for ∆V π N ,k ti+1 (t i ) follows from this. Now we are ready to state and prove our main result. We note that, in principle, our result is general: it is true in any pricing model where the option f (S T ) can be replicated. In practice, our result is specific to the regular invertible Gaussian Volterra noise pricing model via Lemma 5.1. 
where V π N ,k ti is determined by (5.1).
Proof. Let us first consider the left hand side of (5.2). We have
For the right-hand-side of (5.2), we simply write
Equating the sides we obtain (5.3) after a little bit of simple algebra.
Remark 5.4 (Interpretation). Taking the expected gains ∆Ŝ ti+1 (t i ) to be the numéraire, one recognizes three parts in the hedging formula (5.3). First, one invests on the expected gains in the time-value of the option. This "conditionalmean delta-hedging" is intuitively the most obvious part. Indeed, a naïve approach to conditional-mean hedging would only give this part, forgetting to correct for the tracking-errors already made, which is the second part in (5.3). The third part in (5.3) is obviously due to the transaction costs. i.e. the proportional transaction costs are bigger than the expected return on [0, t 1 ] of the stock. In this case, the minimal cost conditional mean-hedging strategy starts by putting all the wealth in the riskless asset.
