aerial images, the interface and the reference. The interface image faces the operator, and it enables him to perform the measurements. The reference image exists only in the computer's memory in order to achieve the three-dimensional information and also to improve the information extracted from the interface image. In this paper, in order to simplify the explanation, the interface image was chosen to be the left image and the reference image as the right image.
Introduction
Generating 3D city models is a relevant and challenging task, both from a practical and a scientific point of view (Gruen and Wang, 1998) . This type of data is extremely important in many areas such as municipal management, planning, communications, security and defense, and tourism. Most of the input data for these systems is entered manually ("point by point") on Digital Photogrammetric Workstations (DPW). This paper presents a novel approach to the automation of input data production (roofs) for these types of systems. The approach assumes that roofs are composed of several spatial polygons, and that they can be obtained by extracting all or even only some of them if the model is known. In view of this assumption, algorithms for semi-automatic spatial polygon extraction were developed. The suggested framework for enabling automation in the extraction, are two solved This paper includes two main parts. The first one describes algorithms for a single spatial polygon extraction, which are based on an innovative criterion named the Overlapping Criterion. The second part describes a novel approach for modular roofs extraction, based on the algorithms described in the first part. The paper is arranged in the following manner: first, an overview of related work is provided; next, the algorithms for semi-automatic extraction of a single 3D spatial polygon are detailed; the next section demonstrates our approach for roof extraction which is based on the mentioned algorithms, while the subsequent sections discuss the implementation and the experiments, the analysis of the results, and ending with the summary and conclusions.
Related Works
Nowadays, extracting of buildings' roofs is carried out manually, employing digital photogrammetric workstations (DPW) or analytical stereoplotters. The advantage of the DPW environment is the ability to develop automation for photogrammetric assignments. In the last two decades, extensive research dealing with 3D building extraction from aerial images has been carried out by the photogrammetric and computer vision communities. However, full automation of object space extraction is still far from being implemented. The large amount of manual work required to extract buildings from aerial images, as well as the increased use of databases as 3D City Models and National GIS for control, management, and planning, necessitated the development of automation methods for establishing and updating these databases.
There is a great variety of algorithms for automation in building extraction depending on the type of building, level of required detail, number of images, kind of image cues and image primitives used, utilized external and a priori information, level of automation, and the operator interference (Gruen, 1997) .
Usually, automation level is determined by the point of origin. In the automatic methods, the initial pointers or the rough locations of the buildings are automatically extracted. Cues such as color and DSM data have proved to be particularly valuable (Sibiryakov, 1996) . In detection methods that exploit DSM or DEM data (Weidner and Forstner, 1995; Cord and Declercq, 2001; Ruther et al., 2002) , the initial pointers or the rough locations are threedimensional. In other methods, they are two-dimensional when using classification or texture analysis (Kokubu et al., 2001) , shadow analysis (Irvin and McKoewn, 1989) , or finding local maximums in a cumulative matrix of possible pointers (Croitoru and Doytsher, 2003) . Semiautomatic methods use initial data provided by the operator, such as a pointer to the building, rough location of the building, or more detailed information, such as 3D point clouds and 3D spatial lines in the roof. This paper focuses on developing semi-automatic algorithms whose sole input is a pair of color aerial images with known interior and exterior orientations. The reason for focusing on this input derives from the intellectual challenge in this research area and from a practical point of view. The current algorithms which rely on this input only can be divided into two types: those that extract a contour and height (2.5D) of the buildings (e.g., Gerke et al., 2001; Ruther et al., 2002; Oriot and Michel, 2004) and those that extract the detailed roof (3D) of the buildings (e.g., Gulch et al., 1999; Gruen and Wang, 2001; Rau and Chen, 2003) . Gerke et al., (2001) present algorithms for extracting 2.5d roof outlines of the buildings from orthophotographs and dsm in order to generate a building description which can be used in a simulation system for training emergency forces.
The process starts with a description of the coarse content of the given scene. Next, the knowledge about the surrounding of a building is used in order to support the detection of individual buildings. Finally, these buildings are reconstructed using invariant geometric moments leading to orthogonal geometric models. Ruther et al. (2002) focus on 2d flat roof mapping in informal settlement areas and suggest extracting the rough location from the dsm. The exact location is extracted from an orthophoto using the Snake method. Oriot and Michel (2004) present a semi automatic approach for flat roof mapping. They suggest that the initial pointer would be 2D (i.e., on the left image) and performed manually. The rough location would be spotted by using Region Growing operations on the intensity and disparity images. The exact location and the matching of the photographs would be carried out using Hough Transform or Snake, according to the shape and the operator's decision.
Since creation of 3D City-Model datasets involves detailed extraction of elaborate roofs, it further complicates the problem. In order to scale-down the complexity and enable rapid and precise extraction, several methods which receive additional operator input were developed: Gülch et al. (1999) proposed a building extraction system which is model-based, and its automated features support the operator in adapting parametric models to multiple overlapping images. The operator's task is to fit to the photographs, in monoscopic viewing, to a wire-frame model of the selected type. The operator needs at least two photographs in order to adjust for the correct absolute height. If only one image is available, other external information is required. Several possibilities exist in their study: purely manual adaptation, guided adaptation, and automated adaptation. Gruen and Wang (2001) proposed a semi-automatic topology generator for 3D objects named "CC-Modeler." In order to extract a building, a 3D point cloud for each building must be generated. The cloud is composed of boundary points (BP), arranged in a clockwise or counterclockwise topological order, and interior points (IP). From this point, the process is fully automatic and the CC Modeler assigns appropriate surfaces to the point cloud and generates the building topology. Rau and Chen (2003) proposed a method, which is called "SPLIT-MERGE-SHAPE," for constructing building models using 3D line segments which are measured manually. The method comprises five major stages: the creation of the Region of Interest (ROI) and preprocessing, splitting the model to construct a combination of roof primitives, merging connected roof primitives, shaping each building rooftop, and quality assurance. The amount of measurements in this method is of the same magnitude as that in the CC Modeler method, but this method has an advantage as it also deals with partial lines, and there is no need to estimate hidden corners.
Due to the complexity of automatic reconstruction of 3D reality from aerial images, each one of the last three methods attempts in its own way to minimize the dependency on radiometric parameters of the image. The algorithms proposed in this paper are based primarily on the radiometric parameters of the image and therefore can serve as a different approach or as an additional tool in combination with current methods.
Algorithms for a Single Spatial Polygon Extraction
Most of the published algorithms in object extraction are divided roughly into three parts: extracting image feature primitives such as image points, image edges, and image regions in each separate image; finding corresponding primitives between the images in order to achieve 3D information; and extracting the desired 3D object by grouping methods, model-based methods, or other methods. For example, the Oxford Group (Baillard et al. 1999) started by extracting 2D lines in the image spaces, continued with line matching which led to 3D lines, and finally extracting the entire roof. In our research, different innovative algorithms were suggested according to the common paradigm of "divide and rule." This method was implemented as follows: initially, the polygon is extracted from only one image; next, the corresponding polygon is extracted from the second image; and finally, the two are conflated in object space and the outcome is a final spatial polygon.
In order to extract the roof of a building, at least parts of the roof spatial polygons composing it must be extracted first. The following sections describe algorithms for extracting a spatial polygon (not only on a planar surface) from two solved aerial images. In order to facilitate a semiautomatic process, the working environment must be prepared beforehand. The preprocessing includes performing standard operations on the images in order to reduce noise and to emphasize the desired objects to be extracted in relation to their background. In order to start the semiautomatic spatial polygon extraction process, the operator needs to point, in the left image space, within a typical radiometric area of the desired polygon to be extracted. Pointing on the polygon is performed within a non-stereoscopic environment and without using 3D spectacles. This manual pointing defines the level of automation as semiautomatic. From this point on, the process is fully automatic and consists of the following stages: extraction the polygon in the left image space, calculation of the approximated average height, transformation to the right image, extraction the polygon in the right image, an iterative process based on the overlapping criterion for matching between the left and right polygons in the right image space, identification of "real" homologous points, and extraction of the spatial polygon. Figure 1 presents the flow chart of the spatial polygon extraction algorithms.
Left Polygon Extraction
The purpose of this stage is to extract the area which was identified by the operator in the left image space (segmentation). The algorithms utilized in this study are based on Region Growing methods combining morphological operators ("open" and "close"), a Flood Fill operator, and operators which eliminate "weak" and maintain "strong" edges. Following this process, the raster feature is converted to vector data using simplification methods, line adjustment, and intersection. The outcome is the 2D polygon in the left image space.
Approximated Average Height
In this stage, the average height of the polygon is approximated. Finding the average height is important because it enables for the transfer of the initial manual pointer from the left image space to a corresponding place in the right image space. For this purpose, we formulated several operations: dividing the left polygon into many points (for achieving many observations) and having each point from the left divided polygon find the homologue point in the right image space. The search for a homologous point is performed on the epipolar line in the right image space. When information about the possible range of heights of a polygon (minimum and maximum) is available, the search along the epipolar lines can be limited accordingly. This constraint can reduce the process computation time and improve the reliability of the results. All points on the polygon in the left image represent edge points and are subjectively defined as "interest points." It would therefore be effective to use the ABM (Area Based Matching) method for finding their homologous points. From each pair of homological points, we calculate the height; the outcome is a list of heights and their correlation criterion (between 0 and 1). The approximated average height is calculated by first reducing the list; only those heights which are higher than a defined criterion threshold are kept, and then the mean of the new list is determined.
Right Polygon Extraction
After calculating the average height of the polygon, it is possible to transfer the first initial manual pointer to the corresponding place in the right image in two steps: transferring to local coordinates and from these to the right image space (using the co-linear equations). From here on, the segmentation process around the transferred pointer can be applied (in the right image space) in the same way as in the left image. At the end of this process we obtain two polygons -one in the left image and one in the right image.
Matching the Left and Right polygons
Now that we have two polygons, one in the left image and one in the right image, a matching process between them is required. Matching between the polygons is very important for two reasons. First, in order to find the ground coordinates for each one of the polygon points. It is achieved by finding homologous points between the two polygons, which is easy to implement after the matching process. Secondly, in order to enable conflation and fusion between them by diluting the surplus points in the polygons (which exist due to the automatic segmentation).
One approach for matching between the polygons can use one of the common techniques in Object Recognition domain, such as Turning Function (Arkin et al., 1991) or Geometric Hashing (Schwarts and Sharir, 1986) . These techniques assume a global dissimilarity between shapes and cannot be efficient in our case. The reason is that in contrast to these methods which assume a global dissimilarity such as translation, rotation, scaling, and even projective. In our case, the dissimilarity is not global due to the fact that in the projection of the polygon from the object space to the images, each one of the points is projected independently depending on its height.
A second approach for matching between the polygons can utilize the special geometric situation in which the polygons exist, derived from the fact that the polygons are the projective of the same spatial polygon. Basically, according to this approach, it is a simple process: for each point in the left polygon, we can find the corresponding homologous point in the right polygon by intersecting its epipolar line and the right polygon in the right image space. However, since extraction of polygons is performed automatically, the process often fails (explained below).
In this paper, algorithms for the matching between the polygons are presented. According to these algorithms the best matching is achieved by optimizing the OverlappingCriterion, using the well-known optimization model the "adjustment by conditions" (Cooper, 1987) . In the next sections, the difficulties in the matching process according to the second approach are discussed. Afterward, the developed algorithms which overcome these difficulties are presented.
Difficulties in Matching the Polygons
Since extraction of polygons is performed automatically, there are difficulties in finding corresponding points between the polygons. For example: (a) when there are a number of intersections per point (in the case of a convex polygon, there are two intersections, and in a concave polygon there might be more than two (Figure 2a) ); (b) there is no intersection at all, e.g., when a polygon line is parallel to the epipolar line (Figure 2b ), or when the epipolar line is imprecise due to impreciseness of the orientations ( Figure 2c) ; or (c) there are more points than those existing in the "real" 3D polygon (because of occlusions in the images, the polygons may contain surplus points which are supposed to be eliminated in the matching process ( Figure 2d ).
To overcome these difficulties, an iterative method for maximal matching between the two polygons was developed. After the polygons are in maximum overlap, a procedure which finds corresponding points and eliminates surplus points between the polygons is implemented. A spatial intersection of rays corresponding to the points enables the extraction of the spatial polygon.
Matching Based on the Overlapping Criterion
In this section, iterative innovative algorithms for maximal matching between the two polygons are presented. In our study, we defined the "Interior" and "Exterior" polygons as the result of the Boolean intersection and union operations. The matching process is based on the Overlapping-Criterion F (Equation 1): a minimum difference between the exterior and interior areas of the "transferred" left polygon and the right one in the right image space. The matching process between the polygons is based on the well-known optimization model called "adjustment by conditions" (Cooper, 1987) . The unknowns in this model are the heights of each point in the left polygon. The conditional equation is F in Equation 1:
(1) First, the points in the left polygon are assigned the approximate average height, which was calculated previously. In each one of the iterations, these heights of points in the left polygon are updated until the conditional equation is optimized. During the iterations, the left polygon "slides" in the direction of the epipolar line in the right image space. The "slide" rate is not constant because it depends on the varying height of each point. The iteration process stops when the polygons achieve maximum overlap in the right image space.
Algorithm 1 presents the pseudo code of the main iterative matching process between the polygons in the right Given:
image space. The input for the algorithm are two polygons, {C l } 1...i for the left image and {C r } 1...j for the right image, the projection matrix (P L ,P R ) for each one of the images (calculated from the orientation parameters) and the approximated average height which was calculated previously. In line (a) the left polygon {C l } 1...i is transferred to the right image space using the average approximated height. In line (b) the area of the interior polygon (resulting from Boolean intersection) is calculated. 
Reconstruction of the 3D Spatial Polygon
When the iterative process is converged and the two extracted polygons overlap each other in an optimal manner (in the right image space), homologous points can be found using a compatibility scheme. The process requires building an adjacency matrix between all points in both polygons (in the right image space) and systematically extracts the two closest points. When a pair of points are found they are deleted from the matrix and the process is repeated until all pairs have been found. Thus, we have a list of pairs sorted by minimum distance, and all points which have no matching partners are automatically eliminated. From this list we select only those pairs that meet a user-predefined criterion, and these final points represent the 3D spatial polygon.
Synthetic Example
In this sub-section, an example is provided to fully explain the proposed solution for matching polygons from two different images. In Figure 3 there are two polygons, one in (a) gray, and one in (b) black. These polygons were created by projecting a spatial polygon on the image planes accordingly (the images are epi-polar rectified). Because of the difference in heights between the polygon points, their projection on the image planes causes substantial differences between the polygons. The differences between the polygons include area differences, changes in angles, and changes in lines lengths. In addition, due to problems in the segmentation, there are surplus points which do not belong to the original polygon (which is composed of only six points). Attempting to match these two polygons using common techniques in Object Recognition, which assume a global dissimilarity, are not efficient in our case. According to the proposed algorithm, the matching process is conducted in two stages: first, area-based matching between the polygons must be carried out in the right image. Next, after the polygons are in maximum overlap, corresponding points between the polygons can be ascribed, surplus points can be eliminated, and the final polygon can be calculated. Figure 3c shows the relationship between the two polygons after the left polygon is transferred to the right image space using the approximate height. Figure 3d shows the optimal overlap between polygons, after five iterations of the matching process. Table 1 shows the coordinates for the right polygon (first row) and the coordinates for the left polygon in the right image space before the iterations (second row). The next rows show the change in coordinates of the left polygon and the overlap rate, which was achieved throughout the five iterations. We can see that due to the fact that the surplus points are not present points on the spatial polygon, the maximum overlap is only 93 percent.
After the polygons have been matched and are in maximum overlap, the homologous points between the polygons must be extracted and the surplus points eliminated. Figure 4 shows the adjacency matrix which was calculated for this example. The matrix is presented six times according to the number of iterations which were needed to extract the six homologous points between the polygons. The horizontal axis contains point indices for the right polygon and the vertical axis contains point indices for the left polygon. In the first iteration (Figure 4a ), the shortest distance was 0.04 between point No. 7 from the left polygon and point No. 6 from the right polygon and therefore the couple (7, 6) was chosen as homologous points. At this stage, the seventh row and sixth column must be deleted from the matrix (colored gray). In the next five iterations the couples (5, 3), (3, 2), (9, 7), (6, 5), and (1, 1) are chosen accordingly. The last distance chosen was 0.65, and the next shortest distance is 4.00 between point No. 2 from the left polygon and point No. 8 from the right polygon. This distance is significantly larger, and so the two points are not considered as homologous points, and the iterations end. We can see that six pairs of homologous points have been chosen. The points which have not been chosen (No. 2, 4, and 8 from the left polygon, and No. 4 and 8 from the right polygon) are automatically eliminated and do not participate in the calculation of the final polygon. After finding the point pairs, a spatial intersection is carried out between the points chosen from the two original polygons, and the result is the desired spatial polygon. 
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Automation in Roof Extraction
In the previous sections, algorithms for spatial polygon extraction were described. In this part, a novel interactive model based approach for automation in roof extraction is presented. Our approach utilizes the foreknowledge, interactive operations, and automatic tools to reduce the amount of measurements for extracting the roofs and to avoid the need for 3D measurements. This section is divided into three parts: first, we define two terms which are relevant for understanding the approach: Expanded Parameterized Model (EPM) and Interactive Option for Extraction (IOE); next, we describe the process for the extraction of a building roof, and finally, we bring several examples which illustrate the process.
Expanded Parameterized Model (EPM)
In the past two decades, numerous algorithms for semiautomatic extraction of roofs have been suggested. It is well accepted that the geometric data of roofs which are extracted manually or automatically are stored in one of the following ways: polyhedral models, prismatic models, parameterized polyhedral models, and CSG models (Tseng and Wang, 2003) . Most of the research proposed model-based approaches and used the parametric model for describing and storing roofs. A parametric model of a structure is a rigid spatial body which has permanent topological relationships between the different faces which construct it. The spatial body is defined by a small number of parameters which help describe its shape. The advantage of parametric modeling of Figure 4 . Using an adjacency matrix to find homologous points between polygons and to eliminate surplus points shown six times, (a) through (f) according to the number of iterations, respectively.
structures is the fact that in order to calculate the shape of the model from the images, only the parameters which define it need to be calculated (it should be noted that along with the shape parameters, the position parameters, displacement, and rotation should be extracted). On the other hand, the disadvantage lies in reducing the extraction possibilities down to several basic models which are stored in a pre-defined library. In order to utilize the advantages of parametric models and overcome the disadvantage which is described above, a new model named Expanded Parameterized Model (EPM) is proposed in this research. This model is similar to the parametric model since the spatial body is defined by a small number of parameters which help define its shape. But, as opposed to the conventional parametric model, this model enables changes in the topological relationships between the faces which construct the body. Changes in the topological relationships are done by nullifying some of the model parameters during its extraction. In this way, a small library of EPMs can be created where each model consists of several sub-models. Figure 5 shows an example of an expanded parametric model named G-Model (Generic-Model). In order to extract this model, we need to know the six horizontal parameters (a 1 , a 2 , a 3 , b 1 , b 2 , b 3 ), the height parameter dz (the vertical difference between the upper and lower part of the roof), and the position parameters. This model is an expanded model because it contains many well-known basic parametric models. Figure 7 shows another expanded parametric model named L-Model. A primary point needs to be defined for each model so that the basic parameters and position parameters can be calculated according to them. In the G-Model, the primary point is defined as one of the corners of the rectangle (due to the symmetry of the rectangle, it doesn't matter which corner) and the axis are defined by the rectangle lines going out from the primary point. In the L-Model the axis are defined according to the two lines which pass on the upper part of each model part and the primary point is defined as the point of intersection of these two lines (shown in Figure 7 as the emphasized point). In order to extract this model we need to find 10 horizontal parameters (a 1 , a 2 , a 3 , b 1 , b 2 , c 1 , c 2 , c 3 , d 1 , d 2 ), the vertical parameter dz, and the position parameters. As opposed to the G-Model where all of the horizontal parameters are positive, in this model there are two parameters a 1 and c 1 which can be positive or negative. In the example presented in Figure 7 , a 1 is defined as negative, and c 1 is defined as positive.
Interactive Option for Extraction (IOE)
The Interactive Option for Extraction is a minimal combination of spatial polygons and sometimes 2D points which enable a spatial extraction of a known EPM of a roof. The IOE is pre-defined for each EPM while setting up the model library. Figure 8 shows three possible examples of IOE for the G-Model. The areas filled in black are the polygons which need to be extracted, and the emphasized points are those which should be digitized. According to the first option (Figure 8a) , it is sufficient to extract one spatial polygon in order to calculate the entire roof surface. According to the second option (Figure 8b ), we need to extract two spatial polygons (planar) in order to extract the roof surface. The third option (Figure 8c ) requires that one planar polygon be extracted and two more points be digitized.
In Figure 9 we see three possible examples of IOE for the L-Model. The first option (Figure 9a ) requires the extraction of two spatial polygons (planar), which are on the outer part of the roof, and the digitization of one internal point. The second option (Figure 9b ) requires the extraction of two spatial polygons (planar), one inner and one outer, and a digitization of an outer point. The third option (Figure 9c ) requires the extraction of an inner spatial polygon and the digitization of two outer points.
The selection of an IOE can be done immediately after a model has been chosen, but it is better to first examine the roof to be extracted and then choose the IOE so that the chosen option will be best suited to the specific roof according to the image conditions (photograph angle, occlusions, shadow, and light conditions). Figure 10 shows a block diagram which describes the process of extracting a roof. The input is a pair of solved aerial images (left and right). The process for each roof is divided into two phases: the interactive phase which includes focusing on the roof to be extracted, choosing the appropriate Expanded Parameterized Model (EPM) for the chosen roof, choosing one of the Interactive Option for Extraction (IOE) which are defined for the chosen model, and finally digitization in the left image according to the directions of the chosen IOE. The automatic phase includes extraction of spatial information based on the digitized 2D information, calculation of the parameter models (the model parameters and position parameters) and calculation of the spatial coordinates of the roof's points.
The Extraction Process
The IOE includes guidance for the user leading him as to which spatial polygons and spatial points are needed in order to extract the entire roof. The extraction of spatial polygons is carried out according to the semi-automatic algorithms described in the first part of the paper, algorithms which require, as input, a 2D manual digitization in the left image space. However, there are three aspects in which the extraction of a spatial polygon applied here, as part of the roof extraction process, is different from the general algorithms described previously:
• As opposed to the general algorithms, where one pointer is needed for each polygon, as part of the roof extraction process, a characteristic point for each planar surface contained in the designated polygon, must be pointed. These points will serve as starting points for the segmentation process. More than one point is required for each polygon as often there is a "clear" edge between the surfaces in the image space. Even if the left image space does not appear to have these edges, it is possible that the right image, which is taken from a different direction, may have them. A pointer for each one of the surfaces can overcome this problem.
• As opposed to the general algorithms, where the final polygon is a "free" spatial polygon and thus do not satisfy any constraint in the suggested approach for roof extraction, the rough shape of the polygon is chosen interactively and therefore, the extracted polygon should satisfy some nonrigid constraints. Among these constraints are: an approximate knowledge about the number of points which consist the spatial polygon, points at the same height in the model have to be at closely heights in the extracted polygon, and parallel and perpendicular lines in the model must be roughly parallel and perpendicular in the extracted polygon. However, the final polygon does satisfy all these constraints due to the calculation process which takes into account the extracted polygon as observations and finds its parameters in the model's context. For example, the lower height of the final polygon is calculated by averaging all the lower points in the extracted polygon. • In the general algorithms, the certainty that the extracted polygon is the desired polygon is based only on the fact that the polygon is extracted independently from two images and that the matching process is achieving in reasonable Overlapping Criterion. As opposed to in the suggested roof extraction mechanism, the level of certainty is higher due to the pointing process which is done for each planar surface separately and due to the implementation of the constraints possibilities.
After the pointers for each planar surface, which is contained in the polygon, have been set in the left image, an automatic process for the extraction of a spatial polygon is executed. The automatic process includes the extraction of the polygon in the left image space, transferring the pointers to the right image space, extraction of the polygon in the right image space and the extraction of the final spatial polygon (according to the algorithms described in the next section).
In addition to the spatial polygons which are needed to be extracted according to the IOE in some cases, the guidance of the IOE requires a measurement of points. The extraction of these points is carried out by performing a manual pointing to the points in the left image space. These points can be transformed to the ground using the height taken from the relevant level in the spatial polygon extracted previously.
Examples
This section demonstrates examples which explain the proposed process. Two EPMs (G-Model and L-Model) and three IOEs were shown for each of the models. For each one of the six options mentioned, a characteristic example is demonstrated in the current section.
G-Model Examples
The following three examples present the extraction of G-Model roofs according to the guidance suggested in the first (Figure 11 ), second (Figure 12) , and third (Figure 13 ) IOE. First, we focus on (shown as (a) in each figure) the roof and choose an EPM (G-Model) from an existing library; next, we choose an IOE from (shown as (b) in each figure) one of the pre-defined options.
In the first example (Figure 11 ), the chosen IOE requires the extraction of only one spatial polygon comprised of two adjacent planar surfaces. Therefore, two points must be digitized in the left image space (Figure 11c) . Next, the extraction of the polygon is performed automatically in the left (Figure 11c ) and in the right (Figure 11d ) image space. Then, the spatial polygon is reconstructed (Figure 11e ). In the final stage, the model and position parameters are calculated from the spatial polygon, and the entire roof is reconstructed (Figure 11f ).
In the second example (Figure 12 ), the chosen IOE requires the extraction of two opposite planar surfaces. Therefore, two points must be digitized in the left image space (Figure 12c) . Next, the extraction of the polygons is performed automatically in the left (Figure 12c ) and in the right (Figure 12d ) image space. Then, the spatial polygons are reconstructed (Figure 12e ). It should be noted that in this IOE the algorithms for extracting a spatial polygon are executed
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N o v e m b e r 2 0 0 8 1373 Figure 11 . Extraction of G-Model roof using the first IOE: (a) the roof and an EPM (G-Model) from an existing library, (b) the roof and an IOE from one of the pre-defined options, (c) and (d) the extraction of the polygon is performed automatically, (e) the spatial polygon is reconstructed, and (f) the entire roof is reconstructed. A color version of this figure is available at the ASPRS website: www.asprs.org.
twice: once for each planar surface. In the final stage, the model and position parameters are calculated from the spatial polygons and the entire roof is reconstructed (Figure 12f ).
In the third example (Figure 13 ), the chosen IOE requires the extraction of one spatial polygon (planar) and two spatial points. Therefore, three points must be digitized in the left image space. In (Figure 13c) we can see that only two points have been digitized instead of three according to the chosen IOE. This is due to the definition mentioned earlier where if only two points have been digitized, the parameter which defines the width of the upper planar part is zero, and then there is no need for the extra digitization. Next, the extraction of the polygon is performed automatically in the left (Figure 13c ) and in the right (Figure 13d ) image spaces. Then, the spatial polygon is reconstructed (Figure 13e) , and the 2D digitized point is transferred to the object space while using the lower level height of the extracted polygon. In the final stage, the model and position parameters are calculated from the spatial polygon and from the transferred point and then, the entire roof is reconstructed (Figure 13f ).
L-Model Examples
The following three examples present the extraction of L-Model roofs according to the guidance suggested in the first (Figure 14) , second ( Figure 15 ) and third (Figure 16 ) IOE. First, we focus on the roof (shown as (a) in each figure) and choose an EPM (L-Model) from an existing library; next, we choose an IOE from one of the pre-defined options (shown as (b) in each figure).
In the first example (Figure 14) , the chosen IOE requires the extraction of two outer planar polygons and one inner point. Therefore, three points must be digitized in the left image space (Figure 14c) . Next, the extraction of the polygons is performed automatically in the left (Figure 14c ) and in the right (Figure 14d ) image space. Then, the spatial polygons are reconstructed (Figure 14e) , and the 2D digitized inner point is transferred to the object space while using the Figure 13 . Extraction of G-Model roof using the third IOE: (a) the roof and an EPM (G-Model) from an existing library, (b) the roof and an IOE from one of the pre-defined options, (c) and (d) the extraction of the polygon is performed automatically, (e) the spatial polygon is reconstructed, and (f) the entire roof is reconstructed. A color version of this figure is available at the ASPRS website: www.asprs.org. Figure 12 . Extraction of G-Model roof using the second IOE: (a) the roof and an EPM (G-Model) from an existing library, (b) the roof and an IOE from one of the pre-defined options, (c) and (d) the extraction of the polygon is performed automatically, (e) the spatial polygon is reconstructed, and (f) the entire roof is reconstructed. A color version of this figure is available at the ASPRS website: www.asprs.org.
lower level height of the extracted polygons. In the final stage, the model and position parameters are calculated from the spatial polygons and from the transferred inner point and then, the entire roof is reconstructed (Figure 14f ).
In the second example (Figure 15 ), the chosen IOE requires the extraction of two planar spatial polygons (inner and outer) and one outer point. Therefore, three points must be digitized in the left image space (Figure 15c) . Next, the extraction of the polygons is performed automatically in the left (Figure 15c ) and in the right (Figure 15d ) image space. Then, the spatial polygons are reconstructed (Figure 15e) , and the 2D digitized outer point is transferred to the object space while using the lower level height of the extracted polygons. In the final stage, the model and position parameters are calculated from the spatial polygons and from the transferred outer point and then, the entire roof is reconstructed (Figure 15f ).
In the third example (Figure 16 ), the chosen IOE requires the extraction of one spatial polygon (in this case it comprises of three planar polygons) and two outer points. Therefore, five points must be digitized in the left image space (Figure 16c) . Next, the extraction of the polygon is performed automatically in the left (Figure 16c ) and in the right (Figure 16d ) image space. Then, the spatial polygon is reconstructed (Figure 16e) , and the 2D digitized points are transferred to the object space while using the lower level height of the extracted polygon. In the final stage, the model and position parameters are calculated from the spatial polygon and from the transferred points and then, the entire roof is reconstructed (Figure 16f ).
Implementation and Experiments
In order to examine the approach efficiency, a semi-automatic application for roof extraction from aerial images was developed. The system included an interactive guide, which enables to choose Expanded Parameterized Model from a knowledge base to choose one of the Interactive Options for Extracting the roof and to perform manual pointing in the left image space. After the manual interactive phase, the selected planes are
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N o v e m b e r 2 0 0 8 1375 Figure 14 . Extraction of L-Model roof using the first IOE: (a) the roof and an EPM (L-Model) from an existing library, (b) an IOE from one of the predefined options, (c) and (d) the extraction of the polygon is performed automatically, (e) the spatial polygon is reconstructed, and (f) the entire roof is reconstructed. A color version of this figure is available at the ASPRS website: www.asprs.org. Figure 15 . Extraction of L-Model roof using the second IOE: (a) the roof and an EPM (L-Model) from an existing library, (b) the roof and an IOE from one of the pre-defined options, (c) and (d) the extraction of the polygon is performed automatically, (e) the spatial polygon is reconstructed, and (f) the entire roof is reconstructed. A color version of this figure is available at the ASPRS website: www.asprs.org. must be known or calculated form an appropriate DTM (not included in the input data).
Analysis of the Results
The results for extracting roofs in the test area show that all roofs from the G-Model family were extracted (27 roofs). On the other hand, only 15 out of 16 roofs belonging to the L-Model family were extracted.
In order to evaluate the measurement accuracy, the roofs were measured manually by a skilled operator in the ERDAS Imagine ® 8.6 software. Both extractions (manual and semiautomatic) were based on the same model solution with the same orientation errors and thus, there is no need to take them into consideration.
The semi-automatic extraction accuracy was calculated based on the RMS [RMS ϭ sqrt (sum(d 2 )/n)] of the deviation vectors, between the two extractions, and on the evaluated accuracy of the manual extraction.
The deviation vector of each corner on the semiautomatic extraction and the appropriate corner on the manual extraction were measured. Altogether 396 deviation vectors belonging to 42 extracted roofs in the test area were measured. The RMS of the deviation vectors is a "compared" accuracy between the manual and the semi-automatic proposed mechanisms for extraction.
The accuracy of the manual extraction can be evaluated according to Kraus (1993) using Equations 2 and 3, where: m is the image scale, m q is an estimation of the photogrammetric measurement's accuracy (10 m), Z is the flight height, and B is the base line.
The accuracy of the semi-automatic extraction method can be calculated according to Equation 5 which implements the variances propagation law in Equation 4 representing the difference between the manual and semi-automatic extraction methods.
The accuracy was calculated for the roofs classified as G-Model, for the roofs classified as L-Model, and for both. The horizontal and vertical measurement accuracy in the test area is presented in Table 2 : the evaluated accuracy of the manual measurements (column 2), the RMS of the deviation vectors between the mappings (column 3), and the semi-automatic mapping accuracy (column 4).
(2) (3) (4) (5) As can be seen, the rate of success was approximately 98 percent (42 from 43 roofs) and the measurement accuracy of the proposed approach was 28 cm in the horizontal direction and 31 cm for the vertical direction. The semiautomatic results are lesser than the manual ones. This can be explained by the fact that in the suggested approach, we use the nature of modular buildings such as parallelism and perpendicularity and by using operations as mirror. These assumptions may not always be true. In addition, due to the fact that the roof is parameterized, a small error in a parameter such as size of line or its direction may have a considerable affect on the results.
Based on the research experiments, the main factor for successful results is the segmentation of the desired polygon in the images space. If the segmentation succeeds the matching always succeeds. The advantage of the suggested approach is that even if the segmentation of one part fails, the operator is able to start the process by extracting a different part of the roof. extracted, the parameters of the model are calculated and the roof is reconstructed in a local coordinate system. The implementation was carried out within the Matlab ® environment. The extracting time was on average 10 second per roof, which might be significantly reduced while using real time programming.
M semiϪautomatic
In order to examine the accuracy of the proposed approach (compared to the manual extraction) and to assess the capabilities of the approach with different types of roofs, some experiments were performed. The test area was a small settlement in north Israel covered by two colored aerial images (Left and Right). The images scale was 1:5 200 and the ground resolution was 15 centimeters per pixel. The area contained 27 roof classified as G-Model and 16 roofs classified as L-Model. Figure 17 shows the results which were projected into the left and right image space, and Figure 18 presents the results in a local coordinate system. The algorithms enable only extraction of roofs and the presentation of the walls is only for visualization purpose. In order to generate walls, a point on the ground Figure 18 . The extracted roofs in a local coordinate system.
Summary and Conclusions
This paper presents innovative algorithms for semi-automatic extraction of 3D spatial polygons, based on an initial 2D manual pointing and their contribution towards roof extraction. The algorithms consist of several consecutive stages: initial pointing by a human operator which defines the algorithm as semi-automatic, extraction of a bounding polygon in the left image space, calculation of the estimated height and transformation to the right image space, extraction of a bounding polygon in the right image space; an iterative process which matches both polygons by optimizing the Overlapping-Criterion using the well-known optimization model the "adjustment by conditions," and, an iterative process which uses an adjacency matrix in order to achieve the polygons conflation and reconstruction of the 3D spatial polygon. These algorithms are based on a 2D approach to solving the 3D reality and can be employed in many feature extraction situations. The utilization of the Overlapping Criterion for matching between two projected polygons is innovative. In the suggested algorithms, the process starts by pointing on the left image space. Pointing at a different position on the left image space, as well as starting the process by pointing on the right image space, might cause to achieving other results. It should be noted that the differences between these different results are practically not important. Yet, one may decide to implement the process in both directions, from the left image (as interface) to the right image (as reference), and vice versa. This may slightly improve the results while having the disadvantage of doubling the process.
Based on these algorithms, a novel interactive and semiautomatic model-based approach for automation in roof extraction from two solved aerial images was developed. The main contributions of this approach are:
• Polygonal Approach: According to this approach, a roof can be extracted by extracting all the spatial polygons which comprise it or even only some of them if the parametric model is known.
• The Overlapping Criterion: Automatic matching between two projected polygons can be performed by optimizing the Overlapping Criterion between them.
• Divide and Conquer: The approach was adjusted to suit the case of extracting a spatial polygon from a pair of aerial images. According to this adjustment, we can separate the extraction process into three different sequential actions: extraction in left image, extraction in right image and fusion of the information from both images. This approach has several advantages: rapid extraction of roofs, a non-stereoscopic environment without the need for 3D spectacles, and the "Parallel" and "Perpendicular" nature of the results, thus fitting correctly "man-made objects." Moreover, this approach reduces the work required for roof extraction and thus having a better cost-effective solution; Success even in different conditions (varying illumination and varying photograph directions) enables identifying at a glance (by the operator) which roof can be extracted by this approach, thus permitting combining it with traditional manual extraction or other semi-automatic methods.
