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Abstract—Massive connections and high data rate services
are key players in 5G ecosystem and beyond. To satisfy the
requirements of these types of services, non orthogonal multiple
Access (NOMA) and 3-dimensional beam-forming (3DBF) can
be exploited. In this paper, we devise a novel radio resource
allocation and 3D multiple input single output (MISO) BF
algorithm in NOMA-based heterogeneous networks (HetNets)
at which our main aim is to maximize the profit of mobile
virtual network operators (MVNOs). To this end, we consider
multiple infrastructure providers (InPs) and MVNOs serving
multiple users. Each InP has multiple access points as base
stations (BSs) with specified spectrum and multi-beam antenna
array in each transmitter that share its spectrum with MVNO’s
users by employing NOMA. To realize this, we formulate a novel
optimization problem at which the main aim is to maximize the
revenue of MVNOs, subject to resource limitations and quality
of service (QoS) constraints. Since our proposed optimization
problem is non-convex and mathematically intractable, we trans-
form it into a convex one by introducing a new optimization
variable and converting the variables with adopting successive
convex approximation. More importantly, the proposed solution
is assessed and compared with the alternative search method
and the optimal solution that is obtained with adopting the
exhaustive search method. In addition, it is studied from the
computational complexity, convergence, and performance per-
spective. Our simulation results demonstrate that NOMA-3DBF
has better performance and increases system throughput and
MVNO’s revenue compared to orthogonal multiple access with
2DBF by approximately 64%. Especially, by exploiting 3DBF the
MVNO’s revenue is improved nearly 27% in contrast to 2DBF
in high order of antennas.
Index Terms— Resource allocation, MISO, NOMA, 3DBF, opti-
mization, MVNO, revenue, HetNet.
I. INTRODUCTION
A. State of The Art
W ITH considering exponentially growth of wireless datatraffic and diverse novel services such as enhanced
mobile broadband, massive internet of thing (mIoT), and
critical communication in the fifth generation (5G) of wire-
less networks, efficient, flexible, and on-demand resource
utilization are become very important [1]–[3]. To fulfill these
services requirements, high frequency band and advanced
access technologies are proposed for new radio1 of 5G access
technology [4]–[7]. In 5G, due to new emerging services and
ultra high density of users, spectral and energy efficiency
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1New radio (NR) is the name of 5G random access technology.
need be increased significantly. To achieve these goals, ad-
vanced physical layer technologies, e.g., high order multi
input and multi output (MIMO) and non-orthogonal multiple
access (NOMA) are proposed and investigated for 5G [7]–
[13]. NOMA-based networks have an array of benefits such
as high spectral efficiency (SE) and accommodate massive
connectivity compared to conventional ones multiple access
techniques. Moreover, NOMA reduces radio frequency chains
and hardware cost [9], [14]. On the other hand, multiple
antennas systems such as multiple input single output (MISO)
can significantly improve SE and reliability. In MISO systems,
these gains are achieved without increasing the size, cost, and
battery life, i.e., the lower level of processing requires less
battery consumption at the receivers sides, overally. Exploiting
joint NOMA and multiple antennas systems have significant
advantages in terms of improving SE by utilizing each resource
block more than one in each base station (BS) and applying
spatial diversity, respectively [15], [16]. Furthermore, the beam
pattern in physical layer has significant impacts on the perfor-
mance of wireless network; especially for the high losses of
propagation at high frequency bands [6]. Three-dimensional
beam-forming (3DBF) combining the horizontal and vertical
pattern allocation with large number of antennas is one of the
most promising technologies for 5G [6], [17]–[20]. As studied
in [21], interference management is a key limiting factor in
increasing the capacity of heterogeneous networks (HetNets).
To tackle this issue, by exploiting 3DBF, the vertical and
horizontal beams are directed such that the power of intercell
interference can be reduced significantly [22]. Moreover, in
contrast to two-DBF (2DBF), i.e., just horizontal (azimuth)
antenna pattern is adjusted, 3DBF provides tracking of users
in both the horizontal and vertical and has negligible side lobes
[23].
Nevertheless, combining multiple antennas systems and
NOMA with 3DBF can increase SE and capacity of wire-
less networks multiple times [12] and address heterogeneous
service requirements such as, low latency, high data rate,
and reliability. Hence, these physical layer technologies are
appropriate candidates to address the requirements of 5G and
beyond. Accordingly, studying 3DBF in NOMA-based MISO
for HetNet from the performance, computational complexity,
signaling overhead, and pricing perspectives is the main focus
of this paper.
B. Related Works
Related works on this article can be discussed in the
two main categories: 1) NOMA-based MISO networks with
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2various objective functions such as throughput maximization
and power consumption minimization; 2) 2DBF and 3DBF in
NOMA and (or) MISO-based networks.
1) NOMA-based MISO Networks: Due to the pivotal role
of NOMA with MISO on the performance of physical layer
of wireless networks, recently, many researches are done in
this area [24]–[28]. Optimal power allocation for NOMA-
based MISO satellite networks with power minimization is
proposed in [29]. Robust radio resource allocation in power-
domain NOMA (PD-NOMA)-based networks with adopting
matching theory is studied in [30]. [31] studies a radio resource
allocation in MISO-enabled cloud radio access network. More-
over, energy efficiency for NOMA-based MISO in a single
cell network has been studied in [32]. The authors in [10],
propose a new power minimization problem in MISO-enabled
PD-NOMA-based networks. They consider the minimum rate
constraint with steering beam forming and user clustering
variables.
2) 2DBF and 3DBF in MISO Networks: Up to now, 2DBF
and 3DBF multiple antennas systems are received much
attention and are studied in many researches from different
aspects [15], [33]–[36]. The authors in [1] propose BF and
power allocation with designing two optimization problems
for the terrestrial network. A robust power minimization BF
for NOMA-based systems with considering imperfect channel
state information (CSI) is studied in [33]. Two dimensional
precoding paradigm is applied for 3D massive antennas sys-
tems in [25]. In [20], the user experience2 throughput in relay
systems with exploiting 3DBF is evaluated. The authors in
[4], study BF in NOMA-based MISO networks with consid-
ering two performance metrics, namely, sum data rate and
fairness. Two-step BF with considering a multiuser NOMA-
based MISO system is proposed in [10]. The first step is a
BF nulling to interference reduction at users in power domain
superimposed coding cluster and the second step is BF steering
for the desired cluster to minimize power utilization.
As can be concluded non of aforementioned works studies
joint 3DBF in NOMA-based MISO in multicell networks from
the cost and performance perspectives. Moreover, almost all of
them consider single cell network [10], [14], [32], [33], [38].
On the other hand, 3DBF is very appropriate choice to reduce
interference and losses of propagation at high frequency bands
(e.g., mmWave communication) that is desired for 5G and
beyond.
C. Motivations and Contributions
To the best of our knowledge, there is no work on pricing
model for 3DBF MISO with the NOMA technique in the
HetNet framework. On the other hand, employing both 3DBF
in massive antenna systems and NOMA not only have a
significant improvement on SE, coverage, etc, but also they
can reduce the overall cost of wireless networks, especially
in high frequency band communication. These reasons are
motivated us to study new pricing models with the joint of
2User experience data rate is defined as the data rate that, under loaded
conditions, is available with 95% probability [37].
3DBF multi user MISO and NOMA in HetNet by considering
infrastructure as a service.
In this paper, we propose a novel joint radio resource
allocation, user association, and 3DBF optimization problem
with NOMA-based MISO in HetNet. To this end, we consider
the case of multi infrastructure providers (InPs) which provide
infrastructure as a service for multi mobile virtual network
operators (MVNOs) and design a novel pricing-based opti-
mization problem under some constraints. The main aim of
the proposed optimization problem is to maximize the revenue
of MVNOs’ users subject to the transmit power, subcarrier
allocation, successive interference cancellation (SIC), and QoS
constraints.
Our main contributions are summarized as follows:
• We propose a new 3D beam and radio resource alloca-
tion in downlink of NOMA-based MISO HetNet with
proposing a novel pricing model as a mixed integer non-
linear programing problem; with aiming to maximize the
revenue of MVNOs’ users. We consider multiple InPs
that have own physical network and hardware including
the BSs that are equipped with multiple transmitters.
The InPs server the MVNO’s users based on the service
level agreement with MVNOs which is function of cost
and revenue. Since our considered framework comprises
infrastructure as a service with enabling-virtualization of
resources, it is appropriate and applicable to employ net-
work slicing as a key enabler of 5G [39] by considering
each MVNO’s resources as a slice.
• We propose three methods, namely, jointly solving con-
tinues and integer variables (JS-CIV), alternative search
method (ASM3), and optimal solution to solve the op-
timization problem which is non-convex and mathemat-
ically intractable. Based on the simulation results, JS-
CIV outperforms ASM by approximately 7% and its the
optimality gap is nearly 8%.
• We investigate the performance of the proposed system
under different geographical locations as deployment
scenarios, such as indoor hotspot, rural, etc. Moreover, we
study 2D and 3D channels from the signaling overhead
perspective.
• Our simulation results depict that the cost of power and
MVNO’s revenue incorporate the influence of transmis-
sion technologies, e.g., 3DBF with order of antennas and
multiple access technique.
D. Paper Organizations
This article is arranged as follows. Section II displays
the system model and the problem formulations. Section III
presents solution of the problem. The simulation results are
presented in Section V. Finally, the concluding remarks of
this paper is drawn in Section VI.
Notations: Bold upper and lower case letters denote matrices
and vectors, respectively. Transpose and conjugate transpose
3The basic idea behind the ASM method which is a well-known suboptimal
solution for non-convex and NP-hard problems, is that the main optimization
problem is divided into some convex subproblems and solved each of them
iteratively.
3are indicted by (·)T and (·)†, respectively. ‖ · ‖ represents the
Euclidean norm, |·| denotes the absolute value, and  indicates
Hadamard or element-wise product. E{.} is the expectation
operator. C represents the field of complex numbers. xi denotes
the i-th entry of vector x and 0a denotes all zero vector with
size a. Moreover, <{.} and ={.} are the real and imaginary
parts of the associated argument, respectively.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model
We consider a scenario with multiple InPs and multiple
MVNOs where each MVNO severs its users that are placed on
different locations over the total coverage area of the network.
In other words, we consider a virtualized case where the
physical resources provided by several InPs are divided into
several virtual resources each of which can be used by one
MVNO. We denote the set of InPs by i ∈ I = {1, · · · , I},
the set of MVNOs by v ∈ V = {1, · · · , V }, and the set
of macro BSs (MBSs) and femto BSs (FBSs) of InP i by
fi ∈ Fi = {0, · · · , Fi}, where fi = 0 is the MBS. Hence,
the set of the BSs is F = ∪i∈IFi and F = |F|. A typical
example of the considered system model is depicted in Fig.1.
As seen, each InP has some BSs that supports users of
different MVNOs. Moreover, we consider a central unit as
a management system that manages the network centralizely,
and solves the considered optimization problem and obtains
the corresponding optimization variables. We assume that the
BSs are equipped with multiple antennas, i.e., MT antennas
and the receivers are single antenna. We consider that the set
of all downlink users are randomly distributed in the network
and this set is denoted by KTotal = {1, · · · ,K}, which is the
union of all MVNOs users, i.e., KTotal = ∪v∈VKv . In this
paper, we focus on the downlink scenario of 3DBF in NOMA-
based MISO HetNet.
Furthermore, we consider that the total bandwidth of each
InP i, which is non overlapping with the other InPs, i.e.,
BWi is divided into Ni subcarriers with equal bandwidth4.
Moreover, we assume that each BS fi of InP i has Ni
subcarriers. We also suppose that perfect CSI is available at
each BS and the channel gain from BS fi to user k over
subcarrier ni is denoted by hfi,ni,k = [hmfi,ni,k] ∈ CMT×1. The
beam vector assigned by BS fi to user k over subcarrier ni
is denoted by wfi,ni,k = [wmfi,ni,k] ∈ CMT×1. The maximum
allowable transmit power of each FBS is P FBSmax and for each
MBS is PMBSmax . The other parameters are summarized in Table
I.
B. 2D and 3D Channel Models
In 3D directional channel model, the considered channel
gain between BS fi and user k on subcarrier k is formulated
as follows [30], [34],
hfi,ni,k = β
1/2
fi,ni,k
Γfi,ni,k, (1)
where Γfi,ni,k = [Γ
m
fi,ni,k
] is small scale fading and βfi,ni,k
denotes the large scale channel factor from BS fi to user k
over subcarrier ni which is formulated in Section II-B1.
4In this paper, we assume that all InPs have the dedicated frequency band
and the existing bandwidth is not shared with each other.
TABLE I: Notations and their definitions
Notation Definition
Kv Set of MVNO v users
KTotal Set of all users
Ni Set of InPs i subcarriers
V Set of MVNOs
I Set of InPs
Fi Set of BSs in InP i
MT Number of transmit antennas for each BS
ρfi,ni,k Subcarrier assignment and user association indicator
for user k on subcarrier ni in BS fi
γfi,ni,k Received SINRof user k on
subcarrier ni from BS fi
L Maximum number of users that can be
assigned to each subcarrier
σ2fi,ni,k
Noise power at user k on subcarrier ni from BS fi
sfi,ni,k Transmit signal at user k on subcarrier
ni from BS fi
wmfi,ni,k
Beam weight for user k on subcarrier ni in BS fi
on antenna m
1) 3D Channel Model: To formulate the 3D directional
large scale fading, i.e., βfi,ni,k, first, we calculate the horizon-
tal and vertical angles between BS fi and user k, respectively,
as follows:
ϕfi,k(xfi , yfi) = arctan
(
yfi − yk
xfi − xk
)
, (2)
θfi,k(xfi , hfi) = arctan
(
hfi
xfi − xk
)
, (3)
where (xfi , yfi) are 2D coordination of BS fi, hfi is the height
of BS fi, and (xk, yk) is 2D coordination of user k ∈ KTotal.
In order to obtain the large scale fading, the antenna gain5
over subcarrier ni from BS fi to user k is calculated by (4),
[15],
Gfi,ni,k(ϕfi,k, θfi,k) = G
Hor
fi,ni,k(ϕfi,k) +G
Ver
fi,ni,k(θfi,k),
(4)
where GHorfi,ni,k(ϕfi,k) and G
Ver
fi,ni,k
(θfi,k) are horizontal
6 and
vertical7 antenna patterns which are given by [8], [35], [17],
[34], [40],
GHorfi,ni,k = Gmax,E −min
(
12
(
ϕfi,k − ϕˆ0
ϕˆ3dB
)2
,SLLAz
)
,
(5)
GVerfi,ni,k = −min
12(θfi,k − θtiltfi,ni,k
θˆ3dB
)2
,SLLEl
 , (6)
where ϕˆ3dB and θˆ3dB depict the half-power beam-width in
the azimuth and the elevation patterns, respectively. Whereas
Gmax,E is the maximum directional element gain at the an-
tenna bore-sight, SLLAz and SLLEl are the azimuth and eleva-
tion slide lobe levels, respectively. Furthermore, ϕˆ0 indicates
the fixed orientation angle of each BS array boresight relative
to the y-axis. θtiltfi,ni,k denotes the optimization variable tilt
5All gain values are in dB.
6The terms of horizontal and azimuth are used synonymously.
7The terms of vertical and elevation are used synonymously.
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Fig. 1: Considered system model.
of BS fi and subcarrier ni for user k which is measured
between the direct line passing across the peak of the beam
and horizontal plane.
Motivated by the previous discussion, we can formulate the
large-scale fading function βfi,ni,k which is composed of path
loss and 3D antenna gain and is given by [17], [34]
βfi,ni,k = d
−%
fi,k
10
Gfi,ni,k
10 , (7)
where d−%fi,k expresses the path loss, dfi,k is the distance
between BS fi and user k. Moreover, % is the path loss
exponent and Gfi,ni,k represents the gain of antenna and is
given by (4).
C. Radio Resource Allocation
In this section, we formulate the radio resource allocation
problem based on the pricing model. To this end, we define the
subcarrier assignment and BS selection variable, i.e., ρfi,ni,k ∈
{0, 1} with ρfi,ni,k = 1, if user k is scheduled to receive
information from BS fi over subcarrier ni, and otherwise
ρfi,ni,k = 0. We assume that the power of information symbol
of user k from BS fi over subcarrier ni is denoted by sfi,ni,k
is normalized to one, i.e., E(|sfi,ni,k|2) = 1. Thus, the signal
transmitted by BS fi to user k on subcarrier ni is given by
xfi,ni,k = ρfi,ni,kwfi,ni,ksfi,ni,k. (8)
Note that each user should be assigned to at most one BS.
This assumption can be taken into account by the following
two constraints:
ρfi,ni,k + ρfj ,nj ,k ≤ 1,∀i 6= j, i, j ∈ I,
ni ∈ Ni, nj ∈ Nj , fi, fj ∈ F ,∀k ∈ KTotal, (9)
ρfi,ni,k + ρf ′i ,n′i,k ≤ 1,∀i ∈ I,
∀fi 6= f ′i , fi, f ′i ∈ Fi, ni, n′i ∈ Ni,∀k ∈ KTotal. (10)
Constraint (9) ensures that each user can be associated to at
most one InP’s network and constraint (10) guarantees that
each user can be assigned to at most one BS that is associated
InP. For the subcarrier assignment, based on the NOMA
approach in each cell, each subcarrier can be assigned to at
most L users. That means, at most L users could be scheduled
for each subcarrier based on the following constraint:∑
k∈K
ρfi,ni,k ≤ L,∀ni ∈ Ni, fi ∈ Fi, i ∈ I. (11)
Based on these definitions, the received signal of user k which
is assigned to BS fi for InP i ∈ I over subcarrier ni is
given by (12), where (a) is the desired signal and term (b)
comes from the NOMA technique which is the interference
from users with higher order in SIC ordering and (c) comes
from inter-cell interference, respectively. In addition, for the
sake of notational simplicity, we use k′ ≥ k to indicate that
in SIC ordering, user k′ has higher order than that of user k,
i.e., | h†fi,ni,k′wfi,ni,k′ |2≥| h
†
fi,ni,k
wfi,ni,k |2, in the rest of
this paper. Moreover, σ2fi,ni,k is the power of additive white
Gaussian noise (AWGN). Using these definitions, the SINR of
user k is obtained as follows
γfi,ni,k =
ρfi,ni,k | h†fi,ni,kwfi,ni,k |2
IntNOMAfi,ni,k + Int
Cell
fi,ni,k + σ
2
fi,ni,k
, (13)
where IntNOMAfi,ni,k and Int
Cell
fi,ni,k are the intra-cell (NOMA) and
the inter-cell interference and are given by
IntNOMAfi,ni,k =
∑
k′∈KTotal\k, k′≥k
ρfi,ni,k′ | h†fi,ni,kwfi,ni,k′ |2,
(14)
IntCellfi,ni,k =
∑
f ′i∈Fi\fi
∑
k′′∈KTotal
ρf ′i ,ni,k′′ | h
†
f ′i ,ni,k
wf ′i ,ni,k′′ |2,
(15)
Therefore, the achievable rate of user k associated with BS fi
on subcarrier ni is given by
rfi,ni,k =
∑
ni∈Ni
log(1 + γfi,ni,k), ∀fi ∈ Fi, i ∈ I,
5yfi,ni,k = h
†
fi,ni,k
xfi,ni,k︸ ︷︷ ︸
a
+
∑
k′∈KTotal\k,k′≥k
h†fi,ni,k′xfi,ni,k′︸ ︷︷ ︸
b
+
∑
f ′i∈Fi,f ′i 6=fi
∑
k′′∈KTotal
h†f ′i ,ni,kxf ′i ,ni,k′′︸ ︷︷ ︸
c
+σ2fi,ni,k, (12)
k ∈ KTotal, ni ∈ Ni. (16)
Hence, the total rate of user k associated with BS fi is rfi,k =∑
ni∈Ni rfi,ni,k.
D. Objective Function and Optimization Problem Formulation
In order to include the cost in the objective function, we
assume that each InP charges the MVNOs which are using its
infrastructures based on the amount of the resources consumed
by the users of these MVNOs. We also assume, the amount
of charge of each MVNO v ∈ V is proportional to the amount
of transmit power consumed by its users, i.e.,
CTotalv =
∑
i∈I
∑
fi∈Fi
∑
ni∈Ni
∑
k∈Kv
ρfi,ni,kCi,fi‖wfi,ni,k‖2, (17)
where Ci,fi is the amount of charge per unit of power
which should be paid when connecting to BS fi in InP i.
Furthermore, each MVNO charges its users based on the data
rate provided to it, and hence, the income of MVNO is given
by
GTotalv =
∑
i∈I
∑
fi∈Fi
∑
k∈Kv
Gv,krfi,k, ∀v ∈ V, (18)
where Gv,k is the amount of charge per unit of data rate which
should be paid to MVNO v by user k. Hence, we formulate
the revenue of MVNO v as follows
UTotalv = G
Total
v − CTotalv . (19)
Based on these assumptions and definitions, our proposed
optimization problem is maximizing the total revenue of the
MVNOs under 3DBF, BS, and subcarrier allocation variables
and network constraints is stated as follows:
max
W,ρ,θ
O(W,ρ,θ) =
∑
v∈V
UTotalv (20a)
s.t.
GTotalv ≥ CTotalv ,∀v ∈ V, (20b)
γfi,ni,k ≥ γfi,ni,k′ ,
∀k ≥ k′, ∀k ∈ KTotal,∀i ∈ I, fi ∈ Fi,∀ni ∈ Ni, (20c)∑
k∈KTotal
∑
ni∈Ni
ρfi,ni,k‖wfi,ni,k‖2 ≤ P FBSmax,
∀i ∈ I, fi ∈ Fi, fi 6= 0, (20d)∑
k∈KTotal
∑
ni∈Ni
ρfi,ni,k‖wfi,ni,k‖2 ≤ PMBSmax ,
∀i ∈ I, fi = 0, (20e)∑
i∈I
∑
fi∈Fi
∑
k∈Kv
∑
ni∈Ni
rfi,ni,k ≥ Rvmin, ∀v ∈ V, (20f)
θtilt,minfi,ni,k ≤ θtiltfi,ni,k ≤ θ
tilt,max
fi,ni,k
,
∀i ∈ I, fi ∈ Fi,∀ni ∈ Ni,∀k ∈ KTotal, (20g)
ρfi,ni,k + ρfj ,nj ,k ≤ 1,∀i 6= j, i, j ∈ I, fi ∈ Fi,
fj ∈ Fj , ni ∈ Ni, nj ∈ Nj ,∀k ∈ KTotal, (20h)
ρfi,ni,k + ρf ′i ,n′i,k ≤ 1,∀fi 6= f ′i , i ∈ I,
fi, f
′
i ∈ Fi, ni, n′i ∈ Ni,∀k ∈ KTotal, (20i)∑
k∈KTotal
ρfi,ni,k ≤ L,∀ni ∈ Ni, fi ∈ Fi, i ∈ I, (20j)
ρfi,ni,k ∈ {0, 1},∀ni ∈ Ni, fi ∈ Fi, i ∈ I, k ∈ KTotal, (20k)
where W = [wfi,ni,k], ρ = [ρfi,ni,k], and θ = [θ
tilt
fi,ni,k
].
The constraints (20b) and (20c) ensure that each MVNO has
a benefit and SIC is performed correctly8, respectively. The
constraints (20d) and (20e) show the available transmit power
budget at each MBS and FBS, respectively. The constraint
(20f) guarantees the minimum data rate requirement of each
MVNO from QoS perspective. The constraint (20g) is used
for the upper and lower bounds of 3DBF tilt. The constraints
(20h)-(20k) are BS selection and subcarrier assignment lim-
itations in which (20h) and (20i) indicate each user is only
assigned to one BS and (20j) demonstrates that each subcarrier
can be allocated to at most L users, simultaneously.
III. SOLUTION OF OPTIMIZATION PROBLEM
The proposed optimization problem (20) is a non-linear
programming problem incorporating both integer and contin-
uous variables. Moreover, due to the non-concavity of the
objective function and constraints (20b), (20c), and (20f), it
is not-convex and intractable. Hence, the well-known con-
vex optimization methods cannot be used, directly. Hence,
we propose a new solution method, namely, JS-CIV, which
transforms the original non-convex problem into a convex
one. To this end, firstly, we introduce new variables, then
merge the integer variable with continues variable, and exploit
the SCA technique. By these transformations, the well-known
traditional sub-optimal solution, i.e., ASM, that is widely
applied for solving non-convex and NP-hard problems is not
required to solve problem (20). The main two steps of JS-CIV
are in the following.
A. Step-one (Converting and introducing auxiliary variables)
We merge the integer variable (subcarrier and user associ-
ation), i.e., ρfi,ni,k with the 3D beam weighted variable, i.e.,
wfi,ni,k as follows:
Clearly, from (20h), (20i), and (20k), we obtain that, if
ρfi,ni,k = 1, then ρf ′i ,n′i,k = 0 and ρfj ,nj ,k = 0,∀i, j ∈ I, i 6=
j, fi 6= f ′i ∈ Fi, ni ∈ Ni, k ∈ KTotal. Therefore, if wfi,ni,k 6=
0MT (All zero vector with size MT ), then wf ′i ,n′i,k = 0 and
8This constraint guarantees that user k is able to correctly decode the signal
of other users on the same subcarrier (successful interference cancellation)
[41], [42].
6wfj ,nj ,k. Due to the fact that, if subcarrier ni is not allocated
to user k, then power and beam values on subcarrier ni, i.e.,
wfi,ni,k is zero.
Proposition 1. Assume that w1 and w2 are vectors with
complex values and same sizes. Then, we have
w1 w2 = 0⇔ w1 = 0 or w2 = 0. (21)
Proof. To prove this, we consider z1 and z2 as the elements
of w1 and w2, respectively. Meanwhile, we easily can demon-
strate that z1.z2 = 0 ⇒ z1 = 0 or z2 = 0. One way to prove
is to consider that there exist z1 6= 0 and z2 6= 0 such that
z1.z2 = 0. We infer that z1 = 0z2 = 0, is contradiction. This
can extend to all elements of w1 w2 = 0.
According to the above explanations, the user association
constraints (20h) and (20i) can be replaced by the following
continues constraints, equivalently:
wfi,ni,k wf ′i ,n′i,k = 0,
∀i ∈ I, fi 6= f ′i ∈ Fi, ni, n′i ∈ Ni, k ∈ KTotal, (22)
wfi,ni,k wfj ,nj ,k = 0,∀i 6= j, i, j ∈ I, fi ∈ Fi,
fj ∈ Fj ,∀ni ∈ Ni, nj ∈ Nj ,∀k ∈ KTotal. (23)
Similarly, based on constraints (20j) and (20k) and assumption
of L = 2, if ρfi,ni,k = 1 and ρfi,ni,c = 1, then, ρfi,ni,q =
0,∀k, c, q ∈ KTotal, q 6= k, q 6= c. Thus, if wfi,ni,k 6= 0 and
wfi,ni,c 6= 0, then, wfi,ni,q = 0. Therefore, the subcarrier
assignment constraints (20j) and (20k), equivalently, can be
replaced as follows:(
wfi,ni,k wfi,ni,c
)wfi,ni,q = 0,
∀i ∈ I, fi ∈ Fi, ni ∈ Ni, k, c, q ∈ KTotal, k 6= c 6= q. (24)
Remark 1. Note that L = 2, is more practical and attracted
a lot of attentions in both industry [43] and academia [13],
[44], [42], [45]. However, we can generalize it to L = 3, 4, . . .
with accepting high complexity by following the same line
of the proposed methods. For example, if L = 3, we have((
wfi,ni,k wfi,ni,c
)wfi,ni,q) wfi,ni,g = 0.
By the proposed transformation, the integer variable is
rewritten as a continues variable by considering its related new
constraints. Moreover, to make problem (20) more tractable,
we introduce a new slack variable as λ = [λfi,ni,k]. By
this, the rate function (16) can be rewritten as rfi,ni,k =
log(λfi,ni,k). To keep SINR is positive, we should consider
that λfi,ni,k ≥ 0. Therefore, the original problem (20) can be
reformulated as follows [46]:
max
W,θ,λ
O(W,θ,λ) =
∑
v∈V
GTotalv − CTotalv , (25a)
s.t.
GTotalv ≥ CTotalv ,∀v ∈ V, (25b)
λfi,ni,k ≥ 0,∀i ∈ I,∀fi ∈ Fi, ∀ni ∈ Ni,∀k ∈ KTotal, (25c)
1 + γfi,ni,k ≥ λfi,ni,k,∀fi ∈ Fi,∀ni ∈ Ni,∀k ∈ KTotal,
(25d)
λfi,ni,k ≥ λfi,ni,k′ ,
∀k ≥ k′, ∀k ∈ KTotal,∀i ∈ I, fi ∈ Fi,∀ni ∈ Ni, (25e)∑
k∈KTotal
∑
ni∈Ni
‖wfi,ni,k‖2 ≤ P FBSmax,∀i ∈ I, fi ∈ Fi, fi 6= 0,
(25f)∑
k∈KTotal
∑
ni∈Ni
‖wfi,ni,k‖2 ≤ PMBSmax ,∀i ∈ I, fi = 0, (25g)∑
i∈I
∑
fi∈Fi
∑
k∈Kv
∑
ni∈Ni
log(λfi,ni,k) ≥ Rvmin, ∀v ∈ V, (25h)
(22), (23), (24), (20g),
where W = [wfi,ni,k], λ = [λfi,ni,k], and θ = [θ
tilt
fi,ni,k
].
The optimization problem (25) is still non-convex, due to
constraints (25d) and (22)-(24) are non-convex. We convert
it into convex one as explained next.
B. Step-two (Approximation and changing variables)
By substituting (13) into constraint (25d) and some mathe-
matical manipulations, we can rewrite (25d) by (26). In order
to convert (26) to a linear constraint, we adopt SCA with
first order Taylor series expansion. To this end, we define
a new proxy function g(Φfi,ni,k) by dividing the product
h†fi,ni,kwfi,ni,k into the real and imaginary parts as follows
[32]:
g(Φfi,ni,k) , | h†fi,ni,kwfi,ni,k |2=
‖[<(h†fi,ni,kwfi,ni,k)=(h
†
fi,ni,k
wfi,ni,k)]
T ‖2,
(27)
where Φfi,ni,k = [<(h†fi,ni,kwfi,ni,k)=(h
†
fi,ni,k
wfi,ni,k)].
Note that (27) can easily be driven by the corresponding
definition. For the sake of notation simplicity, we also define
g(Φf
′,n′,k′
f,n,k ) ,| h†f,n,kwf ′,n′,k′ |2 . (28)
Now by substituting (28) into (26), we can rewrite (26) by
(29). Both left and right sides of (29) are non-convex. To tackle
this problem, we apply the first order Taylor series expansion
to g(Φfi,ni,k). With considering two more considerable terms,
we can approximate g(Φfi,ni,k) at iteration t (t is the iteration
number in SCA) by [32]
g(Φ
(t)
fi,ni,k
) u g(Φ(t−1)fi,ni,k) + 2(Φ
(t−1)
fi,ni,k
)T
[
Φ
(t)
fi,ni,k
− Φ(t−1)fi,ni,k
]
.
(30)
Generalized version of (30) according to the definition of (28)
is given by (31). Moreover, we should approximate constraint
(29) at point λfi,ni,k at iteration t as follows:
g(Φ
(t)
fi,ni,k
)(
λ
(t)
fi,ni,k
− 1) u g(Φ
(t−1)
fi,ni,k
)(
λ
(t−1)
fi,ni,k
− 1)
− g(Φ
(t−1)
fi,ni,k
)
(λ
(t−1)
fi,ni,k
)
2 [λ
(t)
fi,ni,k
− λ(t−1)fi,ni,k]. (32)
By incorporating and applying these approximations into
(29), the convexity of constraint (25d) is achievable. Hence,
constraint (25d), i.e., (26) (or (29)) is replaced with the
proposed linear approximation which is given by (33) in which
7| h†fi,ni,kwfi,ni,k |2(
λfi,ni,k − 1
) ≥ ∑
k′∈KTotal\k,k′k
| h†fi,ni,kwfi,ni,k′ |2 +
∑
f ′i∈Fi\fi
∑
k′∈KTotal\k′
| h†f ′i ,ni,kwf ′i ,ni,k′ |
2 +σ2fi,ni,k, (26)
g(Φ
(t)
fi,ni,k
)(
λfi,ni,k − 1
) ≥ ∑
k′∈KTotal\k,k′k
g(Φfi,ni,k
′
fi,ni,k
) +
∑
f ′i∈Fi\fi
∑
k′∈KTotal\k′
g(Φ
f ′i ,ni,k
′
fi,ni,k
) + σ2fi,ni,k, (29)
g(Φ
f ′,n′,k′,(t)
f,n,k ) u g(Φ
f ′,n′,k′,(t−1)
f,n,k ) + 2
(
Φ
f ′,n′,k′,(t−1)
f,n,k
)T [
Φ
f ′,n′,k′,(t)
f,n,k − Φf
′,n′,k′,(t−1)
f,n,k
]
. (31)
g(Φ
(t−1)
fi,ni,k
)(
λ
(t−1)
fi,ni,k
− 1) − g(Φ
(t−1)
fi,ni,k
)
(λ
(t−1)
fi,ni,k
)
2 [λ
(t)
fi,ni,k
− λ(t−1)fi,ni,k] ≥
∑
k′∈KTotal\k,k′k
g(Φ
fi,ni,k
′,(t)
fi,ni,k
)︸ ︷︷ ︸
Updated by (31)
+
∑
f ′i∈Fi\fi
∑
k′∈KTotal\k′
g(Φ
f ′i ,ni,k
′,(t)
fi,ni,k
)︸ ︷︷ ︸
Updated by (31)
, (33)
g(Φ
(t)
fi,ni,k
) and λ(t) = [λfi,ni,k] are updated according to (32)
and (30), respectively.
For constraints (22)-(24), we apply the change of variable
as defining wfi,ni,k , exp(wˆfi,ni,k). Then, by replacing
the aforementioned changes and approximations, we have the
following optimization problem:
max
Wˆ,θ,λ
O(Wˆ,θ,λ), (34a)
s.t.
GTotalv ≥ CTotalv ,∀v ∈ V, (34b)∑
k∈KTotal
∑
n∈N
e‖wˆfi,ni,k‖
2 ≤ eP FBSmax , ∀i ∈ I, fi ∈ Fi, fi 6= 0,
(34c)∑
k∈KTotal
∑
ni∈Ni
e‖wˆfi,ni,k‖
2 ≤ ePMBSmax , ∀i ∈ I, fi = 0, (34d)
e
wˆfi,ni,k+wˆf′i,n′i,k  e0 = 1,
∀fi, f ′i ∈ Fi, ni ∈ Ni, n′i ∈ Ni, k ∈ KTotal, fi 6= f ′i , (34e)
e
(
wˆfi,ni,k+wˆfj,nj,k
)
 e0 = 1,
∀fi ∈ Fi\f ′i , ni ∈ Ni, n′i ∈ Ni, k ∈ KTotal, (34f)
e
(
wˆfi,ni,k+wˆfi,ni,c+wˆfi,ni,q
)
 e0 = 1,
∀fi ∈ Fi, ni ∈ Ni, k, c, q ∈ KTotal, k 6= c 6= q, (34g)
(20g), (25c), (25e), (25h), (33),
where Wˆ = [wˆfi,ni,k], λ = [λfi,ni,k], θ = [θ
tilt
fi,ni,k
]. The
optimization problem (34) is convex one and can be solved
by utilizing the MATLAB optimization Toolbox such as CVX,
efficiently. The main steps of solution (34) is stated in Al. 1.
IV. CONVERGENCY AND COMPLEXITY ANALYSIS
In this section, the convergence and complexity of iterative
solution are stated.
Algorithm 1: SCA-based solution of problem (34)
Input: Initialize Φ0 and λ0, set t = 0, 0 < Υ << 1 is
tolerance (or accuracy), and T is the allowable
number of iterations
1 repeat
2 Compute (30) and (32),
3 Update λt, Φt (Via CVX)
4 t = t+ 1
5 until ||Wˆt − Wˆt−1|| < Υ or t = T
Output: Wˆ,θ,λ
A. Convergence of SCA
The SCA method (Al. 1) produces a sequence of feasible
solutions by solving the convex problem in each iteration
and the approximate terms are updated in the next iteration
and then converges [28], [47]. To ensure convergence of
the algorithm, two main conditions should be satisfied. First,
initial setting of the network should be in the feasible set,
i.e., satisfy the optimization problem constraints. Second, the
objective function should be improved in each iteration until
the predefined convergency condition in Al. 1 is held. The
convergence of solution against the number of iterations that
are required to meet the predefined convergence conditions is
illustrated in Fig.2. From this figure, we can see that after
some iterations, the objective function is fixed.
B. Computational Complexity
In this subsection, we analyze the computational complexity
of the proposed solution. The complexity of an iterative
algorithm is defined as the total number of iterations that is
required to converge the algorithm. Based on our proposed
solution, the main computational complexity comes from
solving the problem via CVX solver by applying geometric
programming and interior point method (IPM) [33], [47].
82 4 6 8 10
Number of iteratios
20
30
40
50
60
70
80
90
100
To
ta
l r
ev
en
ue
 o
f M
VN
O
s
3DBF-NOMA
2DBF-NOMA
2D-BF OMA
3DBF-OMA
Fig. 2: An examples of convergence of SCA algorithm for different
network configuration.
Based on this method, the overall computation complexity is
given by
$ =
log
(
Ω
t0ζ
)
log(ϑ)
, (35)
where
Ω = 7× F ×K ×N + 2× V + F, (36)
is the total number of constraints of problem (34), t0 is the
initial point for approximating the accuracy of IPM, 0 < ζ <<
1 is the stopping criterion for IPM and ϑ is used for updating
the accuracy of IPM [48], [49], [31].
V. NUMERICAL RESULTS
A. Simulation Environment
In this section, the system performance of the proposed
solution is evaluated under different aspects such as the
number of users and FBSs with Monte-Carlo simulations with
300 iterations. In the numerical results, the system parameters
are set as follows:
We assume two different InPs, each of which consists of a
single MBS and 4 FBSs randomly located in the main area
with radius 0.5 km and 20 m, respectively [50]. Moreover,
the bandwidth of each InP is 5 MHz [51]. The frequency
bandwidth of each subcarrier is assumed to be 200 KHz.
Hence, the total number of subcarriers for each InP is 25.
It is also assumed that there are 50 single-antenna users are
randomly distributed in the coverage area of the network at
different distances. Moreover, Γmfi,ni,k is generated according
to the complex Gaussian distribution with mean 0 and variance
1, i.e., Γfi,ni,k ∼ CN (0MT , I), where I is the identity matrix.
The power spectral density of the received AWGN noise
is also set to −174 dBm/Hz. Moreover, Gmax,E, SLLAz, and
SLLEl are set to 8 dBi, 30 dB, and 30 dB, respectively [8],
[17], [52]. In addition, we set Rvmin = 30 bps/Hz. Furthermore,
we assume that Ci,fi = 200, and Gv,k = 10
−6. The value of
other parameters are summarized in Table II.
TABLE II: Configuration of network and setup parameters.
Parameters(s) Value(s)
I 2
V 5
Fi 5
MBS radious, FBS radious 500 m, 20 m
MBS height, FBS height 32 m, 2 m
PMBSmax , P
FBS
max 40Wattss, 2Watts
BWi, Ni 5 MHz, 25
KTotal, Kv 50, 10
MT min=5,max = 13
L 2
φˆ3dB , θˆ3dB , φˆ0 65◦, 65◦, 90◦
θtilt,minfi,ni,k
, θtilt,maxfi,ni,k 0, pi/2
Gmax,E, SLLAl, SLLEl 8 dBi, 30 dB, 30 dB
Power spectral density of AWGN noise −174 dBmHz
Channel coeffient Rayleigh distribution
with parameter 1
% 3
B. Simulation Results
The simulation analyses are provided from two main as-
pects; 1) The variants of different network parameters, 2) the
different solution algorithms; as follows:
1) Various System Parameters: • The Number of Users
Fig. 3 illustrates the total MVNO’s revenue versus the
total number of users in the network. It is clear that, 3DBF
with NOMA significantly improves the MVNO’s revenue
due to increasing achievable data rate of users and system
throughput. Moreover, by increasing the number of users, the
MVNO’s revenue is increased. That means the MVNO with
more customers obtains more revenues in compared to the
others with low the number of customers. Hence, not only
advanced technologies like multiple antenna BF and NOMA
have major effects on the enhancement of system spectral
efficiency (throughput), but also it has considerable impact
on the revenue of operators and the costs of each InP.
• The Number of FBSs
Fig. 4 shows the total MVNO’s revenue versus the number
of FBSs in each InP network by considering the number
of users is 35. Clearly, by increasing the number of BSs,
MVNO’s revenue is improved. This is due to each MVNO’s
user has better experience and improves the achievable data
rate. Hence, users pay more money to their MVNOs. More-
over, in this case probability of reducing path loss is increased
and power consumption and its cost are reduced. On the other
hand, in this scenario, the system throughout are increased.
Hence, the total revenue is directly proportional to the system
data rate, also increased.
• The Number of Transmit Antennas in Each BS
The effect of number of transmit antenna (MT ) in each BS
is illustrated in Fig. 5. As seen, by increasing the number of
transmit antenna in each BS, the total revenue of MVNOs
is improved. This is due to the effect of antennas on the
system throughput and energy efficiency. More important, in
this scenario, 3DBF significantly outperforms 2DBF. As a
result, massive antennas with 3DBF system is a key enabler
for massive connection networks in case of spectrum is limit
or accusation of it has multiple times cost. Moreover, 3DBF
reduces inter-cell interference and enhances the system per-
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Fig. 3: Total Revenue of MVNOs versus the total number of users
in networks, with PMBSmax = 40 Watts, P FBSmax = 5 Watts, Fi = 5, and
MT = 5.
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Fig. 4: Total Revenue of MVNOs versus the total number of FBs in
each InP, with PMBSmax = 40 Watts, P FBSmax = 5 Watts, K = 50, and
MT = 5.
formance from the SE perspective.
• The Total Bandwidth of Each InP
In Fig. 6, we investigate the total revenue of MVNOs versus
maximum available bandwidth of each BS. Note that in this
figure, subcarrier spacing is equal to 200 KHz. As a result from
this analyze, more spectrum for each MVNO makes that it has
more revenue. Moreover, in this case NOMA has considerable
performance improvement than that of 3DBF. In other words,
in case of availability of spectrum, utilizing NOMA has more
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Fig. 5: The achieved revenue against the total number of transmit
antennas of each BS, with PMBSmax = 40 Watts, P FBSmax = 5 Watts,
K = 50, and F = 5.
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Fig. 6: The achieved revenue against the total maximum available
bandwidth of each BS, with PMBSmax = 40 Watts, P FBSmax = 5 Watts,
K = 50, F = 5, and MT = 5.
effects on the revenue compared to enabling 3DBF.
• The Power Budget and Cost Weight
Furthermore, we investigate the maximum allowable power
of MBSs impact on the total revenue of MVNOs with different
cost weights, i.e., Ci,fi in Fig. 7. This figure depicts the
comparison between different cost weights for power con-
sumption in the InPs network. As a result from this figure,
with NOMA and 3DBF the total revenue of MVNOs improve
up with approximately 54% compared to 2DBF with OMA.
This is because, not only utilizing NOMA allows that each
resource block, i.e., subcarrier can be exploited more than one
times without imposing inter-cell interference, but also 3DBF
massive antenna systems has a major improvement on the sum
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rate of users without more power consumption. Hence, based
on the high income of MVNOs and the cost reduction of
power consumption, the total revenue of MVNOs increases.
Moreover, Fig. 7 highlights that high cost weights for power
consumption decreases the total revenue of MVNOs in contrast
to power budget enhancement.
We emphasize the performance and complexity comparison
of the considered techniques in Table VI, based on the
parameters shown in Fig. 3 as an example of configuration. As
seen, exploiting 3DBF and NOMA improves the total revenue
by approximately 47% compared to 2DBF with OMA. This is
because of, in 3DBF NOMA network, the SINR of each user
is improved by adjusting the the beam pattern of antennas as
desired and with NOMA the system throughput is increased.
On the other hand, our proposed revenue is based on the
received data rate of users. Hence, these results are observed.
• Deployment Scenarios
Based on the 3-rd generation partnership project (3GPP)
standardization, from geographical locations perspective, we
have 4 main areas as deployment scenarios that are pre-
sented in Table IV [53], [54], [37]. Based on this, we to
evaluate the proposed problem in these scenarios to verify
its practicality. In this regard, we configure the network
according to the characteristics of these scenarios, in which
the considered system parameters are depicted in Table V for
a small scaled network. Table III compares the performance
of 2DBF and 3DBF for different access technologies and
various deployment scenarios in Table IV. In this Table, we
consider 2DBF with OMA access is baseline and comparison
values are listed with defined ratio as Mentioned technology name2DBF OMA ,
as an example 3DBF NOMA2DBF OMA . From this results, we obtain that
3DBF with NOMA is the most beneficial option for Indoor
hotspot locations. This is has two main reasons, the first is
the efficiency of NOMA, since the number of users is high
and SE of NOMA is more than that of the other scenarios.
The second is refereed to the performance of 3DBF in which
it improves the received SINR of users by assigning pencil
beams with high gains to them. Moreover, in these scenarios,
the data rate of users that are located in different floors and
blind locations are significantly improved.
• Signaling overhead of 2D and 3D channels
Radio resource management in NR is based on the measure-
ment of reference signals such as synchronization and channel
information, i.e., CSI [55]. Some of them are used for time and
frequency synchronization in the random access procedure9
and demodulation of signals at receiver sides (via demodula-
tion reference signal). In this paper, signaling overhead refers
to the amount of feedback required for the 2D and 3D channels
estimation. In the 3D channel, channel information is required
for both horizontal and vertical directions, in contrast to the
2D channel model that is just in the horizontal direction. As
a result, the predefined overhead signal is increased rapidly in
3D by the number of antennas and the BSs in the network.
We compare the 2D and 3D channels with signaling overhead
metric in Table VII, where, assuming the number of vertical
antennas is M ′T . We infer that the ratio of signaling overhead
9Random access enables each user to access a cell.
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Fig. 7: The total Revenue of MVNOs versus the maximum transmit
power budget, with U = 30 Watts, Ni = 25, Fi = 5 and MT = 5.
of 3DBF over 2DBF is closed together in high order of
transmit antennas.
2) Comparison Between the Proposed Solution Methods:
In this subsection, we investigate different solutions, namely,
JS-CIV, ASM, and optimal in which each of them is briefly
discussed in the following.
• JS-CIV
We propose JS-CIV to solve problem (34). To this end,
we convert non-convex main problem (20) to convex problem
(34). The main step is to convert the binary variable, i.e.,
ρ to the predefined optimization variable, i.e., W. Then,
by exploiting the change variable method and first Taylor
approximation, we formulate problem (34). Finally, we solve
it with SCA (Al. 1). Note that in this method, we solve all
considered optimization variables jointly.
• ASM
Based on the ASM method, we divide main problem (20)
into two sub-problems, namely, joint subcarrier and user
association and 3D beam allocation. Then, we solve each
on them separately and iterate between them until stopping
criteria are met. Note that in this method, we also use SCA-
based difference of concave functions and first order of Taylor
approximation in the 3D beam allocation sub-problem.
• Optimal
We devise the exhaustive search method to investigate
the optimality gap of the iterative sub-optimal solutions in
the considered parameters. Fig. 8 illustrates the performance
comparison of the aforementioned solutions. As seen, the
optimality gap of the proposed solution, i.e., JS-CIV is nearly
8%, while this gap is 15% for ASM. This is because of disjoint
solving of the integer and continues variables in ASM, in
contrast to jointly solving of them with SCA. Moreover, we
compare the complexity order of the mentioned solutions that
is stated in Table VIII. In this table, Ω is obtained from (36),
EPos, and QPos are different possible values in the exhaustive
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TABLE III: Performance comparison of different technologies in different geographical locations (deployment scenarios) based on the setting
in Table V.
Technologies
2DBF with NOMA 3DBF with OMA 3DBF with NOMA
Sc
en
ar
io
s Indoor hotspot 2.7x 2.3x 4.6x
Dense urban 2.3x 1.9x 3.8x
Urban 1.7x 1.6x 3.2x
Suburban/Rural 1.3x 1.4x 2.1x
TABLE IV: Assumptions and main characteristics for deriving different deployment scenarios for 5G based on the 3GPP specifications.
Overall User density (perKm2) Active user data rate (Mbps) Activity factor
Indoor 250000 200 30%
Dense Urban 25000 300 10%
Urban 10000 50 20%
Rural 100 50 20%
TABLE V: Network configuration in different deployment scenarios, other parameters are based on Table II.
Deployment scenario
Indoor Dense urban Urban Suburban/ Rural
N
et
w
or
k
C
on
fig
ur
at
io
n BS Height 15 m 25 m 35 m 45 m
Maximum transmit power 10 Watts 20 Watts 40 Watts 60 Watts
The number of carriers 100 64 40 20
Inter-site distance 20 m 200 m 500 m 5000 m
Number of antennas (MT ) 15 12 8 5
User Density 200/km2 150/km2 70/km2 30/km2
TABLE VI: Complexity order and performance comparison of 2DBF with OMA and 3DBF with NOMA according to Fig. 3.
Metric 2DBF OMA 3DBF NOMA 3D-NOMA over 2D-OMA
Complexity O (2V + F + F ×N ×K) O (2V + F + 4× F ×N ×K + F ×N) 0.75% ↑
Objective 71 105 47% ↑
search method for W and θ, respectively.
VI. CONCLUSION
In this paper, we studied a novel multi-user MISO-3DBF-
NOMA-based HetNet from the cost and the system per-
formance perspectives. Our proposed optimization problem
is based on the maximizing MVNO’s total revenue under
resource limitation and guaranteeing the user’s required QoS
and contains both integer and continues variables. To solve the
proposed optimization problem efficiently, we propose a new
algorithm called JS-CIV where it solves the main problem
without adopting ASM, by exploiting the change variables
method. Our evaluations, benchmarked against a baseline,
demonstrated that the impact of utilizing 3DBF in NOMA-
based HetNet from the performance and MVNO’s revenue
perspectives. Furthermore, the convergence of the proposed
algorithm is verified in our evaluations. Our numerical results
show that 3DBF has good performance in massive antennas
systems. Also NOMA is very appropriate for ultra high den-
sity environments which require very high spectrum. Indeed,
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MT = 5 for different solutions methods.
TABLE VII: Signaling overhead comparison of the 2DBF and 3DBF.
Metric 2DBF 3DBF 3DBF over 2DBF
Overhead MT × F = 13× 10 = 130 (MT +M ′T )× F = (13 + 2)× 10 = 150 15% ↑
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TABLE VIII: Complexity order and performance comparison of the proposed solutions according to Table II and Fig. 8.
JS-CIV ASM Optimal
Complexity $ =
log
(
Ω
t0ζ
)
log(ϑ)
log
(
2(V+F×N×K)+N×F×I
t0ζ
)
log(ϑ)
+
log
(
2V+F×N(1+K)+F×I
t0ζ
)
log(ϑ)
(2EPos)(U×N) × (QPos)(U×M×F×I)
Performance 8% ↓ 15% ↓ Baseline
NOMA-3DBF significantly improves the system throughput
and subsequently the MVNO’s revenue can be improved
with approximately 54% in massive connection networks.
Moreover, we investigated the proposed system model for
different deployment scenarios and signaling overhead as a
metric. Moreover, JS-CIV outperforms ASM and its optimality
gap is nearly 8%. As a future work, we aim to study the
proposed algorithm for imperfect CSI.
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