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Resumo
Nesta dissertac¸a˜o faremos um estudo das coˆnicas, as quais podem ser definidas
como soluc¸o˜es de equac¸o˜es do segundo grau com duas varia´veis, tendo como ob-
jetivo principal o reconhecimento das mesmas por meio de uma simplificac¸a˜o da
forma quadra´tica associada, cujo procedimento envolve a diagonalizac¸a˜o de matri-
zes sime´tricas. Ao longo deste trabalho, sera˜o abordados os pre´-requisitos necessa´rios
para que o leitor, com pouca familiaridade no assunto, possa compreender cada etapa
de seu desenvolvimento, como espac¸os euclidianos e diagonalizac¸a˜o de matrizes.
Palavras - chave: Coˆnicas, Reconhecimento das Coˆnicas, Diagonalizac¸a˜o de Matri-
zes Sime´tricas.
Abstract
This thesis will make a study of the conic, which can be defined as quadratic
equations solutions with two variables, with the main objective recognition of same
through a simplification of the quadratic form associated, whose procedure involves
the diagonalization of symmetric matrices. Throughout this work, will address the
prerequisites needed for the reader with little familiarity on the subject, can unders-
tand each stage of its development, as Euclidean spaces and matrix diagonalization.
Keywords: Conics, Recognition of Conics, Matrix Diagonalization Symmetric.
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Introduc¸a˜o
O estudo das coˆnicas e de suas propriedades geome´tricas teve in´ıcio na Gre´cia,
como parte da busca pela soluc¸a˜o do problema da duplicac¸a˜o do cubo, e esse in´ıcio
foi atribu´ıdo, por alguns historiadores, ao matema´tico Meneˆcmo (380 − 320 a.C.,
aproximadamente), que tambe´m foi considerado o primeiro a mostrar que a elipse,
a hipe´rbole, a para´bola e a circunfereˆncia eram obtidas de cones circulares. Assim
Meneˆcmo tornou-se enta˜o, como afirma uma carta de Erato´stenes ao rei Ptolomeu
Euergeta, o descobridor das sec¸o˜es coˆnicas.
As contribuic¸o˜es de Euclides sobre as coˆnicas, infelizmente perderam-se, talvez
porque rapidamente foram ultrapassadas pelo trabalho mais extenso escrito por Apoloˆnio.
Apesar de ter pouco avanc¸ado nos teoremas espec´ıficos das sec¸o˜es coˆnicas, Euclides
instituiu as bases dos maiores desenvolvimentos posteriores sobre o tema, finalizados
por Apoloˆnio e Pappus de Alexandria. Alias, Apoloˆnio foi contemporaˆneo e rival de
Arquimedes que viveu, aproximadamente, entre 287 a.C. e 212 a.C. e, juntamente
com Euclides, formam a tr´ıade considerada como sendo a dos maiores matema´ticos
gregos da antiguidade.
Apoloˆnio foi o matema´tico que mais estudou e desenvolveu as sec¸o˜es coˆnicas na
antiguidade. Suas contribuic¸o˜es foram: ter conseguido gerar todas as coˆnicas de um
u´nico cone de duas folhas, simplesmente variando a inclinac¸a˜o do plano de intersec¸a˜o;
ter introduzido os nomes elipse, para´bola e hipe´rbole e ter estudado as retas tangentes
e normais a uma coˆnica. Ale´m do mais, foi dele a obra de n´ıvel mais avanc¸ado
no estudo das coˆnicas, O tratado sobre as coˆnicas, que substituiu qualquer estudo
anterior e, certamente, teve grande influeˆncia no desenvolvimento da matema´tica.
Devido, fundamentalmente, a este estudo sobre as coˆnicas ele era conhecido como o
Geoˆmetra Magno.
A importaˆncia do estudo de Apoloˆnio sobre as coˆnicas na˜o pode ser questionada.
E´ inega´vel sua contribuic¸a˜o e sua influeˆncia para estudos de grandes matema´ticos,
f´ısicos e cientistas, como por exemplo, Kepler e Isac Newton. O primeiro foi o inventor
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Figura 1: Euclides de Alexandria (por
volta de 325 a.C. - 265 a.C.)
Figura 2: Apoloˆnio de Perga (262 a.C.
- 190 a.C.)
da lei da astronomia, para ele a terra se movia em torno do sol; em seus experimentos
pode-se perceber a utilizac¸a˜o das elipses, onde ele ao estudar os corpos no universo
descobriu que os planetas teˆm forma el´ıptica. Enquanto isso , o segundo criou a lei da
gravitac¸a˜o dando continuidade a lei de Kepler e mostrando que sua tese esta´ certa.
Nos dias de hoje, e´ fa´cil perceber o quanto e´ vasto e importante o aparecimento
das coˆnicas no cotidiano da sociedade. Alguns exemplos podem ser citados, como
os objetos em formatos el´ıpticos que esta˜o presentes na a´rea da sau´de, mais preci-
samente, nos consulto´rios odontolo´gicos e nos aparelhos de radioterapia utilizados
no tratamanto contra o caˆncer; os objetos em formas de para´bolas, bastante explo-
rados na engenharia de telecomunicac¸o˜es e automobil´ıstica, por exemplo: antenas
parabo´licas e farois de carros; e por u´ltimo, equipamentos com formato hiperbo´lico,
dentre os quais se destacam os telesco´pios.
Portanto, induzido pela importaˆncia da aplicac¸a˜o dos conhecimentos das Coˆnicas
nas diversas a´reas das Cieˆncias e na vida dos alunos, pretendo com o presente trabalho
contribuir no sentido de expor uma ferramenta a mais para o estudo da geometria
anal´ıtica, no tocante ao reconhecimento dos tipos de coˆnicas. E para tal, utilizarei
conceitos fundamentais da a´lgebra linear, bem como a diagonalizac¸a˜o de matrizes
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sime´tricas.
Esta dissertac¸a˜o sera´ dividida em treˆs cap´ıtulos. No primeiro, trataremos dos
conceitos preliminares que servira˜o de base para que o leitor compreenda os processos
seguintes. Aos leitores que ja´ possuam tais conhecimentos ba´sicos, a leitura deste
cap´ıtulo e´ facultativa.
No segundo cap´ıtulo, veremos os procedimentos necessa´rios para o processo de di-
agonalizac¸a˜o de matrizes sime´tricas, bem como as vantagens de utilizar esse processo.
Por fim, no terceiro cap´ıtulo, faremos o reconhecimento das coˆnicas por meio da
diagonalizac¸a˜o de matrizes, que e´ o objetivo principal deste trabalho.
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Cap´ıtulo 1
Preliminares
Este cap´ıtulo e´ destinado a`s noc¸o˜es preliminares, essenciais a` boa compreensa˜o
desta dissertac¸a˜o. Nele sera´ abordada a estrutura euclidiana do R2, assim como as
ferramentas necessa´rias para a mudanc¸a de um sistema de coordenadas.
1.1 A estrutura euclidiana do R2
1.1.1 Espac¸o vetorial
O R2 representa o conjunto dos pares de nu´meros (x, y), com x, y ∈ R. No en-
sino fundamental, este conjunto e´ visto pela primeira vez, devido sua interpretac¸a˜o
geome´trica na ana´lise de gra´ficos de func¸o˜es. No ensino me´dio e´ tratado de uma forma
mais independente, novos elementos sa˜o associados a ele deixando seu estudo mais
interessante, pois motiva o conhecimento de novos temas e tambe´m utiliza conheci-
mentos de outros assuntos como, por exemplo matrizes, determinantes e func¸o˜es.
No ensino superior o conjunto do R2 e´ abordado a partir de uma nova perspectiva,
dentro de um outro enfoque, que e´ o da A´lgebra Linear. O conjunto e´ o mesmo, seus
elementos tambe´m sa˜o os mesmos, mas a forma de interpretac¸a˜o e´ o que muda.
Neste contexto, os elementos de R2 sa˜o chamados de vetores e os nu´meros reais sa˜o
chamados de escalares. A noc¸a˜o comum de vetores, juntamente com as operac¸o˜es de
adic¸a˜o e multiplicac¸a˜o por num´eros reais forma a ideia ba´sica de espac¸o vetorial, o
objeto principal da A´lgebra Linear.
Definic¸a˜o 1.1.1. Um conjunto V sera´ dito um espac¸o vetorial sobre um corpo K, se
possui uma operac¸a˜o de adic¸a˜o com as mesmas propriedades da adic¸a˜o de um corpo;
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ou seja,
A1 A adic¸a˜o e´ associativa: (u+ v) + w = u+ (v + w), para todos u, v, w ∈ V ;
A2 A adic¸a˜o e´ comutativa: u+ v = v + u, para todos u, v ∈ V ;
A3 A adic¸a˜o possui elemento neutro: existe 0 ∈ V , tal que v + 0 = v, para todo
v ∈ V ;
A4 A adic¸a˜o possui sime´tricos: para todo v ∈ V , existe −v ∈ V tal que v+(−v) = 0.
E ale´m disso, existe uma operac¸a˜o chamada de multiplicac¸a˜o por escalar, que asso-
cia a um elemento a ∈ K e a um elemento v ∈ V , um elemento av ∈ V , satisfazendo
as seguintes propriedades:
ME1 a(u+ v) = au+ av, para todos a ∈ Ke u, v ∈ V ;
ME2 (a1 + a2)v = a1v + a2v, para todos a1, a2 ∈ K e v ∈ V ;
ME3 (a1a2)v = a1(a2v), para todos a1, a2 ∈ K e v ∈ V ;
ME4 1v = v, para todo v ∈ V .
Definidas em R2 as operac¸o˜es de adic¸a˜o e multiplicac¸a˜o por escalar por (x1, y1) +
(x2, y2) = (x1 + x2, y1 + y2), a(x, y) = (ax, ay), para a ∈ R, segue que R2 e´ um
espac¸o vetorial sobre o corpo R, onde o elemento neutro da adic¸a˜o e´ o vetor (0, 0) e
o sime´trico de (x1, x2) e´ o vetor −(x1, x2) = (−x1,−x2). Assim, o R2 munido dessas
duas operac¸o˜es possui uma estrutura de espac¸o vetorial sobre o corpo dos nu´meros
reais.
1.1.2 Produto interno
Mostraremos nesta sec¸a˜o que o R2, ale´m da estrutura de espac¸o vetorial sobre R,
possui uma estrutura adicional, a qual explicitaremos na continuac¸a˜o.
Definic¸a˜o 1.1.2. Seja V um espac¸o vetorial sobre R. Um produto interno em V e´
uma func¸a˜o que a cada par de vetores u e w em V associa um nu´mero real, denotado
por 〈u, v〉, que satisfaz as seguintes condic¸o˜es para quaisquer vetores u, v e w de V e
qualquer nu´mero real k:
PI 1 〈v, v〉 ≥ 0;
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PI 2 〈v, v〉 = 0 se, e somente se, v = 0;
PI 3 〈u, v〉 = 〈v, u〉;
PI 4 〈u+ v, w〉 = 〈u, w〉+ 〈v, w〉;
PI 5 〈ku, v〉 = k〈u, v〉.
O produto escalar de R2 definido por (x1, y1) · (x2, y2) = x1x2 + y1y2 satisfaz os
aximomas PI 1, PI 2, PI 3, PI 4 e PI 5, de modo que ele define um produto interno
em R2. De fato, a noc¸a˜o de produto interno generaliza a noc¸a˜o de produto escalar em
R
2 e enriquece a estrutura de um espac¸o vetorial, permitindo definir va´rios conceitos
geome´tricos como por exemplo a norma, a distaˆncia e o aˆngulo.
Um espac¸o vetorial sobre R munido de um produto interno e´ chamado de espac¸o
vetorial euclidiano. Deste modo, o R2 e´ um espac¸o vetorial euclidiano.
1.1.3 Caracter´ısticas de um espac¸o euclidiano
Seja V um espac¸o euclidiano. A norma ou comprimento de um vetor v ∈ V e´
definida como o nu´mero real na˜o negativo dado por
‖v‖ = 〈v, v〉 12 .
Se ‖v‖ = 1, dizemos que v e´ um vetor unita´rio. Neste caso, diz-se que o vetor v
esta´ normalizado.
Chamamos de distaˆncia entre dois vetores u, v em V , o nu´mero real representado
por d(u, v) definido por: d(u, v) = ‖u− v‖.
Exemplo 1.1.3. Sejam u = (4, 2) e v = (−3, 1) vetores do R2. Vamos determinar a
distaˆncia entre u e v. Usando a definic¸a˜o de distaˆncia, temos que
d(u, v) = ‖u− v‖ = ‖(4 + 3, 2− 1)‖.
Donde,
d(u, v) =
√
(4 + 3)2 + (2− 1)2 = √50.
Sejam u e v vetores na˜o nulos do espac¸o euclidiano V . O aˆngulo entre esses vetores
e´ dado por:
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cos θ =
〈u, v〉
‖u‖‖v‖ , com 0 ≤ θ ≤ π.
Quando 〈u, v〉 = 0, dizemos que os vetores u e v sa˜o ortogonais. Isso acontece quando
um vetor e´ nulo ou, quando θ = π/2.
Vale destacar que, em geral, na˜o e´ de muito interesse determinar o aˆngulo entre
dois vetores. Pore´m, saber se esse aˆngulo e´ reto ou na˜o, ou seja, se tais vetores sa˜o
ortogonais ou na˜o, e´ de enorme importaˆncia para determinar bases de V com certas
propriedades, boas para uso na A´lgebra Linear.
1.2 Bases ortonormais
Antes de explanarmos o que venha ser uma base ortonormal, sera˜o apresentadas
algumas definic¸o˜es necessa´rias para a compreensa˜o desta sec¸a˜o.
Definic¸a˜o 1.2.1. Seja V um espac¸o vetorial sobre R e S = {u1, u2, u3, ..., un} um
conjunto de vetores em V . Dizemos que um vetor qualquer u ∈ V e´ combinac¸a˜o linear
dos vetores de S, se existem escalares k1, k2, k3, ..., kn ∈ R tais que
u = k1u1 + k2u2 + k3u3 + ...+ knun.
O conjunto gerado por todas as combinac¸o˜es lineares de u1, u2, u3, ..., un em V, e´
chamado de espac¸o gerado por S e denotado por W = G(u1, u2, u3, ..., un).
Definic¸a˜o 1.2.2. Seja V um espac¸o vetorial sobre R e v1, v2, ..., vn ∈ V . Considere-
mos a equac¸a˜o vetorial:
a1v1 + a2v2 + ...+ anvn = 0, com a1, a2, ...an nu´meros reais.
⊲ Se a equac¸a˜o possuir uma u´nica soluc¸a˜o dada por:
a1 = a2 = ... = an = 0,
dizemos que v1, v2, ..., vn sa˜o linearmente independentes.
⊲ Se a equac¸a˜o tiver mais que uma soluc¸a˜o, dizemos que os vetores v1, v2, ..., vn
sa˜o linearmente dependentes.
O termo “linearmente dependente”insinua que os vetores de alguma forma depen-
dem um do outro, como podemos perceber pelo teorema seguinte cuja demostrac¸a˜o
pode ser encontrada em [3].
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Teorema 1.2.3. Um conjunto finito α com dois ou mais vetores de um espac¸o
vetorial V e´ linearmente dependente se, somente se, pelo menos um dos vetores de α
pode ser escrito como uma combinac¸a˜o linear dos outros vetores.
Definic¸a˜o 1.2.4. Seja α = {u1, u2, u3, ..., un} um conjunto ordenado de vetores de
um espac¸o vetorial na˜o nulo V .
Dizemos que α e´ uma base de V se as seguintes condic¸o˜es sa˜o verificadas:
• α e´ linearmente independente;
• V = G(α).
Os vetores e1 = (1, 0) e e2 = (0, 1) formam uma base de R
2, denominada de base
canoˆnica.
A prova do teorema a seguir pode ser encontrada em [3].
Teorema 1.2.5.
Seja V um espac¸o vetorial gerado por um conjunto finito de vetores na˜o nulos
v1, v2, ..., vn. Enta˜o, qualquer conjunto com mais de n vetores de V e´ linearmente
dependente. (Consequentemente, qualquer conjunto de vetores de V linearmente in-
dependente tem, no ma´ximo, n vetores).
Em consequeˆncia, temos que todas as bases de um espac¸o vetorial de dimensa˜o
finita teˆm o mesmo nu´mero de elementos.
Definic¸a˜o 1.2.6. O nu´mero de elementos de uma base de um espac¸o vetorial na˜o
nulo V de dimensa˜o finita e´ chamado de Dimensa˜o de V e denotado por dim V .
Se V for um espac¸o vetorial euclidiano, enta˜o um conjunto de vetores em V e´
chamado conjunto ortogonal, se quaisquer dois vetores distintos do conjunto sa˜o or-
togonais, ou seja, possuem produto interno igual a zero. Ale´m disso, se todos os
vetores desse conjunto ortogonal forem unitrios, ele sera´ chamado conjunto ortonor-
mal. Assim podemos concluir que, uma base consistindo de vetores ortogonais e´
chamada de base ortogonal e uma base consistindo de vetores ortonormais e´ chamada
de base ortonormal. Trabalhar com esse tipo de base facilita muito o trabalho de
decompor um vetor do espac¸o em termos dos vetores da base. Vale ressaltar que o
processo de multiplicar um vetor na˜o nulo pelo inverso de sua norma para obter um
vetor de norma 1 e´ chamado de normalizac¸a˜o.
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Um exemplo de base ortonormal e´ a base canoˆnica do R2, denominada referencial
padra˜o do plano, pois as coordenadas de um vetor qualquer u = (x, y) ∈ R nesta
base, sa˜o dadas pelas coordenadas do pro´prio vetor
u = (x, y) = x(1, 0) + y(0, 1).
Em diversas situac¸o˜es se faz necessa´rio representar as coordenadas de um vetor
em relac¸a˜o a uma base na forma de matriz. Assim, apresentaremos a definic¸a˜o de
matriz coordenada.
Definic¸a˜o 1.2.7. Sejam β = {v1, v2, ..., vn} uma base de Rn e v ∈ R, onde v =
a1v1 + a2v2 + · · ·+ anvn. Chamamos os nu´meros reais a1, a2, ..., an de coordenadas de
v em relac¸a˜o a` base β e denotamos por
[v]β =


a1
a2
...
an


1.3 Mudanc¸a de coordenadas
1.3.1 Matriz mudanc¸a de base
Para resolver alguns problemas geome´tricos e´ necessa´rio usar um segundo sistema
de coordenadas, ou seja, um novo referencial que represente de forma mais simples a
mesma situac¸a˜o. Por esse motivo, sera´ apresentada a mudanc¸a de base. Como a noc¸a˜o
de base e´ a generalizac¸a˜o para espac¸os vetoriais arbitra´rios da noc¸a˜o de sistemas de
coordenadas em R2 e R3, mudar de base e´ ana´logo a mudar de eixos coordenados em
R
2 e R3.
Sejam β = {u1, u2, ..., un} e α = {w1, w2, ..., wn} duas bases ordenadas de V, onde
V e´ um espac¸o euclidiano. Dado um vetor v ∈ V , podemos escreveˆ-lo da seguinte
maneira:
v = x1u1 + x2u2 + · · ·+ xnun e v = y1w1 + y2w2 + · · ·+ ynwn.
Como ja´ foi mostrado, podemos relacionar as coordenadas de v em realac¸a˜o a`s
duas bases.
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[v]β =


x1
x2
...
xn

 e [v]α =


y1
y2
...
yn


Por se tratarem de bases do Rn podemos escrever os vetores de uma em relac¸a˜o aos
vetores da outra, assim:


w1 = a11u1 + a21u2 + · · ·+ an1un
w2 = a12u1 + a22u2 + · · ·+ an2un
...
wn = a1nu1 + a2nu2 + · · ·+ annun
Da´ı, um modo de explanar o vetor v e´ o seguinte:
v = y1(a11u1 + a21u2 + · · ·+ an1un) + · · ·+ yn(a1nu1 + a2nu2 + · · ·+ annun)
= (a11y1 + · · ·+ a1nyn)u1 + · · ·+ (an1y1 + an2y2 + · · ·+ annyn)un
= x1u1 + · · ·+ xnun.
Como as coordenadas em relac¸a˜o a uma base sa˜o u´nicas, temos:


x1 = a11y1 + a12y2 + · · ·+ a1nyn
x2 = a21y1 + a22y2 + · · ·+ a2nyn
...
xn = an1y1 + an2y2 + · · ·+ annyn
Estabelecida a relac¸a˜o entre as coordenadas de β e α, sera´ escrita sua versa˜o matricial:


x1
x2
...
xn

 =


a11 a12 · · · a1n
a21 a22 · · · a2n
...
an1 an2 · · · ann




y1
y2
...
yn


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Denotando:
[I] αβ =


a11 a12 · · · a1n
a21 a22 · · · a2n
...
an1 an2 · · · ann

 ,
Podemos escrever:
[v]β = [I]
α
β · [v]α
[I] αβ e´ a chamada matriz mudanc¸a de base α para a base β. Para escrever [v]α em
func¸a˜o de [v]β, basta tomar a inversa de [I]
α
β , ou seja, [I]
β
α.
Portanto, para transformar as coordenadas de um vetor para uma outra base,
devemos multiplicar pela inversa da matriz mudanc¸a de base. E´ importante ressaltar
que, caso as bases β e α sejam ortonormais para V , situac¸a˜o muito natural em diversas
aplicac¸o˜es, as matrizes [I] αβ e [I]
β
α sera˜o chamadas de matrizes ortogonais, matrizes
cuja transposta e´ igual a sua inversa, ale´m disso, sa˜o matrizes que possuem colunas
e linha formadas por vetores ortonormais.
Exemplo 1.3.1. Considerando a base canoˆnica α de R2 e a outra base β = {(1, 1), (1, 2)},
temos que:
[I] αβ =
[
a1 b1
a2 b2
]
,
onde a1, a2, b1, b2 sa˜o nu´meros reais satisfazendo o sistema de equac¸o˜es:
{
(1, 0) = a1(1, 1) + a2(1, 2)
(0, 1) = b1(1, 1) + b2(1, 2)
Resolvendo as equac¸o˜es acima, obtemos a1 = 2, a2 = −1, b1 = −1 e b2 = 1. Portanto,
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[I] αβ =
[
2 −1
−1 1
]
,
1.3.2 Translac¸a˜o de eixos R2
Sejam XOY e X ′O′Y ′ dois sistemas de coordenadas cartesianas e seja O′(h, k)
a origem do sistema X ′O′Y ′ em relac¸a˜o ao sistema XOY . Dizemos que X ′O′Y ′ e´
uma translac¸a˜o de XOY quando os seus eixos sa˜o paralelos e tem mesma orientac¸a˜o,
ale´m disso, h, k na˜o sa˜o ambos nulos. Seja P (x, y) um ponto qualquer no sistema
Figura 1.1: Translac¸a˜o de um sistema de coordenadas
primitivo, esse ponto P tera´ coordenadas (x′, y′) em relac¸a˜o ao novo sistema. Enta˜o,
podemos concluir que um ponto P relaciona as coordenadas dos dois sistemas da
seguinte maneira: {
x′ = x− h
y′ = y − k (Relac¸o˜es de translac¸a˜o)
1.3.3 Rotac¸a˜o de eixos no R2
Na Matema´tica, particularmente, na A´lgebra Linear e na Geometria, rotac¸a˜o de
eixos coordenados e´ uma transformac¸a˜o linear geome´trica de um sistema de coorde-
nadas, que consiste em fazer girar os eixos coordenados por um mesmo aˆngulo θ e
num mesmo sentido em torno de sua origem.
No R2, uma rotac¸a˜o no sentido anti-hora´rio de um sistema de coordenadas, como
por exemplo, partir de um sistema XOY para um outro sistema X ′OY ′, resulta numa
mudanc¸a de coordenadas (x, y) para (x′, y′), ou equivalentemente, numa mudanc¸a de
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base entre duas bases ortonormais, β e α, pois trata-se de eixos ortogonais onde seus
vetores sa˜o todos unita´rios. Assim, a matriz mudanc¸a de base
[I] αβ =
[
cos θ − sin θ
sin θ cos θ
]
.
Nesse contexto, [v]β sera´ representada por[
x′
y′
]
e [v]α sera´ representada por [
x
y
]
,
logo [
x′
y′
]
=
[
cos θ − sin θ
sin θ cos θ
]
·
[
x
y
]
.
Figura 1.2: Rotac¸a˜o de um sistema de coordenadas
1.4 Formas quadra´ticas
Nesta sec¸a˜o apresentaremos a definic¸a˜o de formas quadra´ticas, um conteu´do de
destaque em muitos ramos da Matema´tica e essencial para a compreensa˜o deste tra-
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balho.
Definic¸a˜o 1.4.1. Uma forma quadra´tica ou qua´drica em R2 e´ uma func¸a˜o Q : R2 −→
R do tipo
Q(x, y) = ax2 + bxy + cy2,
onde a, b e c sa˜o constantes reais. Note que todos os termos de Q(x, y) sa˜o polinomios
de grau 2, e o termo bxy e´ denominado de termo cruzado.
Exemplo 1.4.2. A func¸a˜o Q : R2 −→ R dada por Q(x, y) = −x2 + 2xy define uma
forma quadra´tica em R2.
Exemplo 1.4.3. A func¸a˜o F : R2 −→ R dada por F (x, y) = 3x2−3x+y2 na˜o define
uma forma quadra´tica, pois um dos termos de sua expressa˜o, −3x, na˜o e´ de grau 2.
Uma forma quadra´tica em R2 pode ser associada a uma matriz, da seguinte ma-
neira: seja X = (x, y) um vetor do R2 de modo que a matriz coordenada de X em
relac¸a˜o a` base α, onde α e´ a base canoˆnica de R2, pode ser representada por:
X =
[
x
y
]
.
Definimos a matriz associada a` forma quadra´tica Q como sendo a matriz A dada por
A =
[
a11 a12
a21 a22
]
,
onde os elementos a11 e a22, ou seja, os elementos da diagonal principal, correspondem
aos coeficientes dos termos quadrados, e os elementos a12 e a21 partem do termo
cruzado, sendo que a11+ a22 corresponde ao coeficiente do termo xy, logo existe uma
infinidade de possibilidades para representar a11 e a22. Pore´m, o que quase sempre
ocorre e´ igualar esses elementos afim de utilizar matrizes sime´tricas, pelo fato de tais
matrizes propiciar algumas facilidades, que sera˜o vistas mais adiante. Entende-se por
matriz sime´trica toda matriz coincidente a` sua transposta.
A versa˜o matricial da forma quadra´tica Q e´ dada por
Q(X) = X tAX.
Exemplo 1.4.4. Considere a forma qua´drica Q(x, y) = x2−2y2+5xy. Vamos obter
a forma matricial equivalente. A matriz associada tera´ ordem 2, ou seja, sera´ da
forma:
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A =
[
a11 a12
a21 a22
]
.
Como ja´ foi visto, os elementos da diagonal principal sa˜o os elementos dos termos ao
quadrado, que nesse caso valem a11 = 1 e a22 = −2. Ale´m disso, como a12 + a21 = 5,
escolhendo A sime´trica, temos portanto:
A =
[
1 5/2
5/2 −2
]
Temos enta˜o que a forma matricial de Q e´ dada por
Q(X) = X tAX =
[
x y
] [ 1 5/2
5/2 −2
][
x
y
]
.
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Cap´ıtulo 2
Diagonalizac¸a˜o de Matrizes 2× 2
Neste cap´ıtulo o enfoque sera´ dado aos passos primordiais para diagonalizar ma-
trizes de segunda ordem, em particular as matrizes sime´tricas.
2.1 Autovalores e autovetores de uma matriz
Seja A uma matriz quadrada n×n. Dizemos que um nu´mero real λ e´ um autovalor
de A se existir um vetor na˜o nulo v de Rn tal que Av = λv. O vetor v e´ chamado de
autovetor de A, correspondente ao autovalor λ.
Ao determinante da matriz A− λI da´r-se o nome de polinoˆmio caracter´ıstico da
matriz A e, pode ser denotado por PA(λ). Note que λ ∈ R um autovalor de A se,
somente se, λ uma raiz do polinmio caracterstico da matriz A, ou seja,PA(λ) = 0.
Vejamos a seguir alguns exemplos:
Exemplo 2.1.1. Se A e´ uma matriz identidade de ordem n, ou seja, A = In, enta˜o o
u´nico autovalor e´ λ = 1; qualquer vetor na˜o nulo de Rn e´ um autovetor de A associado
com o autovalor λ = 1.
Exemplo 2.1.2. Seja
A =
[
1 1
−2 4
]
.
Desejamos obter os autovalores de A e seus autovetores associados. Queremos assim
achar todos os nu´meros reais λ e todos os vetores na˜o nulos
v =
[
x
y
]
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que satisfac¸am Av = λv, ou seja,
[
1 1
−2 4
][
x
y
]
= λ
[
x
y
]
.
A equac¸a˜o acima se torna o sistema linear
{
x+ y = λx
−2x+ 4y = λy
Esse sistema possui uma soluc¸a˜o na˜o trivial se, e somente se, o determinante de sua
matriz de coeficientes for nulo. De forma equivalente, temos que PA(λ) = det(A −
λI) = 0. Mas,
PA(λ) =
∣∣∣∣∣ 1− λ 1−2 4− λ
∣∣∣∣∣ = (1− λ)(4− λ) + 2 = (λ− 3)(λ− 2).
Portanto, os zeros de PA(λ) sa˜o λ1 = 2 e λ2 = 3, os quais sa˜o os autovalores de A.
Uma vez encontrados os autovalores da matriz, para encontrar os autovetores basta
resolver o sistema linear homogeˆneo (A− λI)X = 0, ou seja,
[
1− λ 1
−2 4− λ
] [
x
y
]
=
[
0
0
]
Para λ = 2, tem-se:
[
−1 1
−2 2
][
x
y
]
=
[
0
0
]
,
donde {
−x+ y = 0
−2x+ 2y = 0
Analogamente, para λ = 3, tem-se:
{
−2x+ y = 0
−2x+ y = 0
Resolvendo os sistemas lineares acima, temos que os autovetores associados a λ1
e λ2 sa˜o, respectivamente (y, y) e (x, 2x) para todo x e y ∈ R , x, y 6= 0.
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2.2 Diagonalizac¸a˜o de matrizes
A diagonalizac¸a˜o de matrizes corresponde ao processo de obtenc¸a˜o de uma matriz
diagonal que seja semelhante a` matriz original. O principal motivo para a obtenc¸a˜o
dessa matriz e´, matematicamente, o custo operacional reduzido que ela propicia. An-
tes pore´m, faz-se necessa´rio o conhecimento de algumas definic¸o˜es que dara˜o suporte
a tal procedimento.
Definic¸a˜o 2.2.1. Sejam V e W espac¸os vetoriais. Uma transformac¸a˜o linear de V
em W e´ uma func¸a˜o T : V −→ W que possui as seguintes propriedades:
1. T (v1 + v2) = T (v1) + T (v2), para quaisquer v1 e v2 em V ;
2. T (av) = aT (v), para quaisquer v em V e a em R
Sa˜o portanto func¸o˜es cujos domı´nios e contradomı´nios sa˜o espac¸os vetoriais e que,
ale´m disso, preservam as operac¸o˜es de adic¸a˜o e de multiplicac¸a˜o de um vetor por um
escalar.
Quando uma transformac¸a˜o linear for de um espac¸o vetorial V nele mesmo, ela
sera´ chamada de operador linear em V , caso particular de enorme utilidade para
o desenvolvimento do presente trabalho, pois mostraremos como associar matrizes
quadradas a esses operadores.
Seja T : V −→ V um operador linear, em que dimV = n, β = {v1, v2, ..., vn}
e α = {w1, w2, ..., wn} bases de V . Assim T (v1), ..., T (vn) podem ser escritos como
combinac¸a˜o linear de α e pode-se determinar de modo u´nico nu´meros reais aij, com
1 ≤ i ≤ n, 1 ≤ j ≤ n, tais que
T (vi) = a1iw1 + ...+ ajiwj + ...+ aniwn.
Seja A a matriz quadra´tica de ordem n cujos elementos das colunas sa˜o as coordenadas
dos T (vi) para i = 1, ..., n, ou seja:
A =


a11 a12 · · · a1n
a21 a22 · · · a2n
...
an1 an2 · · · ann

 = [T ]βα
O que significa que foi aplicado T aos elementos de β e estes vetores foram escritos
como combinac¸a˜o linear dos elementos de α.
A demonstrac¸a˜o do teorema a seguir pode ser encontrada em [3].
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Teorema 2.2.2. Um operador linear T : V −→ V admite uma base β em relac¸a˜o a`
qual a matriz [T ]ββ e´ diagonal se, e somente se, essa base β for formada por autovetores
de T .
Assim fica claro que, supondo A = [T ]αα, com α sendo a base cano˜nica, uma
matriz quadrada de ordem n definida pelo operador T , e D = [T ]ββ, com β sendo
a base formada pelos autovetores de A, a matriz diagonal, as afirmac¸o˜es seguintes
corroboram e complementam o que foi apresentado na sec¸a˜o anterior:
1. As entradas da diagonal principal da matriz diagonal D sa˜o dadas pelos auto-
valores de A.
2. Caso A tenha n autovalores distintos, enta˜o A e´ diagonaliza´vel. Ale´m disso, A
e´ semelhante a matriz diagonal D.
3. A e´ diagonaliza´vel, se, e somente se, A tem n autovetores linearmente indepen-
dentes.
Portanto, podemos escrever a seguinte versa˜o matricial do Teorema 2.2.2, cuja
demostrac¸a˜o pode ser encontrada em [3]
Teorema 2.2.3. Uma matriz A de ordem n e´ diagonaliza´vel se, somente se, existe
uma matriz P invert´ıvel de ordem n tal que D = P−1AP , e´ uma matriz diagonal.
No Teorema 2.2.3, a matriz P e´ a matriz mudanc¸a de base, chamada tambe´m
por matriz que diagonaliza A. E pode ser representada pelos autovetores linearmente
independentes da matriz A.
Exemplo 2.2.4. Verificaremos que a matriz
A =
[
1 2
0 −1
]
e´ diagonaliza´vel e encontraremos uma matriz invers´ıvel P que diagonaliza A, ou seja,
tal que D = P−1AP seja uma matriz diagonal.
Inicialmente, note que o polinoˆmio caracter´ıstico de A e´ dado por
PA(λ) = det
[
1− λ 2
0 −1− λ
]
= (1− λ)(−1− λ),
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de modo que PA(λ) = 0 para λ = 1 e para λ = −1. Logo estes sa˜o os autovalores de
A.
Resolvendo as equac¸o˜es matriciais
[
0 2
0 −2
][
x
y
]
=
[
0
0
]
e
[
2 2
0 0
][
x
y
]
=
[
0
0
]
,
obtemos os autoespac¸os associados aos autovetores 1 e −1, respectivamente. Da´ı,
podemos escolher, v1 = (1, 0) um autovetor associado a λ = 1 e v2 = (1,−1) um
autovetor associado a λ = −1. Assim,
D = P−1AP ,
com
D =
[
1 0
0 −1
]
e P =
[
1 1
0 −1
]
.
2.3 Diagonalizac¸a˜o de matrizes sime´tricas
Quando o assunto e´ diagonalizac¸a˜o de matrizes, um tipo em particular de matrizes
deve ser levado em considerac¸a˜o devido a sua importaˆncia, que e´ a matriz sime´trica.
Como ja´ foi visto, trabalhar com tal matriz representa uma enorme vantagem, visto
que a matriz sime´trica propicia uma enorme reduc¸a˜o nos ca´lculos, simplificando sua
aplicac¸a˜o em diversas situac¸o˜es como no reconhecimento das coˆnicas, qua´dricas e no
ca´lculo de composic¸o˜es de func¸o˜es, por exemplo.
A diagonalizac¸a˜o de matrizes sime´tricas e´ tambe´m chamada de diagonalizac¸a˜o
ortogonal, pois a matriz P que diagonaliza uma matriz A, sime´trica, e´ uma matriz
ortogonal (P t = P−1), isto e´, os vetores que representam as linhas e as colunas de
P sa˜o ortonormais. A explicac¸a˜o para tal afirmac¸a˜o e´ dada por um dos principais
teoremas da A´lgebra Linear, o Teorema Espectral.
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2.3.1 O Teorema Espectral para matrizes sime´tricas
Teorema 2.3.1. Se A e´ uma matriz sime´trica de ordem n, enta˜o existe uma matriz
ortogonal P de ordem n, tal que P−1AP = P tAP e´ diagonal.
Em outras palavras, o que o teorema 2.3.1 afirma, e´ que toda matriz sime´trica e´
diagonaliza´vel e, ale´m disso, existe uma base ortonormal de Rn formada por autove-
tores de A tal que as colunas da matriz ortogonal P e´ formada por esses autovetores.
A demonstrac¸a˜o do teorema 2.3.1 pode ser encontrada em [3].
Desta forma, para diagonalizar uma matriz sime´trica basta seguir os passos abaixo
relacionados:
Passo 1: Encontrar uma base formada por autovetores de A.
Passo 2: Obter uma base ortonormal a partir dos autovetores de A.
Passo 3: Formar a matriz P cujas colunas sa˜o os vetores da base constru´ıda no
Passo 2; esta matriz diagonaliza A ortogonalmente.
Exemplo 2.3.2. Diagonalizaremos a matriz
A =
[
1 2
2 −2
]
.
Segue do 2.3.1 que e´ poss´ıvel diagonalizar essa matriz, uma vez que ela e´ sime´trica.
O polinoˆmio caracter´ıstico de A e´ dado por
PA(λ) = λ
2 + λ− 6 = (λ+ 3)(λ− 2),
do qual vemos que A tem autovalores λ1 = −3 e λ2 = 2.
Encontrando-se os autovetores correspondentes, obtemos, respectivamente:
v1 =
[
1
−2
]
e v2 =
[
2
1
]
Observe que v1 e v2 sa˜o ortogonais. Assim, e´ poss´ıvel normaliza´-los a fim de obter
autovetores unita´rios.
u1 =
v1
||v1|| =⇒ u1 =
(1,−2)√
5
=⇒ u1 =
(
1√
5
, −2√
5
)
u2 =
v2
||v2|| =⇒ u1 =
(2,1)√
5
=⇒ u2 =
(
2√
5
, 1√
5
) .
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Logo, tomando
P =
[
u1 u2
]
=
[
1√
5
2√
5
−2√
5
1√
5
]
tem-se que P−1AP = D.
Note agora que P e´ uma matriz ortogonal, pois {u1, u2} e´ um conjunto ortonormal
de vetores. Enta˜o, P−1 = P t, e tem-se P tAP = D.
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Cap´ıtulo 3
Reconhecimento das Coˆnicas
Neste u´ltimo cap´ıtulo, abordaremos as coˆnicas, cuja representac¸a˜o alge´brica e´ dada
como uma soluc¸a˜o de uma equac¸a˜o do segundo grau em duas varia´veis, culminando
com a aplicac¸a˜o da diagonalizac¸a˜o de matrizes (formas quadra´ticas) sime´tricas para
o reconhecimento das coˆnicas.
3.1 O estudo das coˆnicas
Definic¸a˜o 3.1.1. Uma coˆnica em R2 e´ um conjunto de pontos P = (x, y) cujas
coordenadas em relac¸a˜o ao referencial padra˜o {e1 = (1, 0), e2 = (0, 1)} satisfazem a
equac¸a˜o quadra´tica ax2 + bxy+ cy2 + dx+ ey+ f = 0 onde a, b, c, d, e, f sa˜o nu´meros
reais com a 6= 0, b 6= 0 ou c 6= 0.
Uma motivac¸a˜o para o nome coˆnica vem do fato da mesma ser obtida a partir da
intersec¸a˜o de um plano com um cone circular reto de duas folhas, conforme ilustac¸a˜o
(Figura 3.1).
As coˆnicas mais comuns sa˜o: elipses, para´bolas e hipe´rboles. Na continuac¸a˜o
iremos abordar cada uma delas.
3.1.1 Elipse
Definic¸a˜o 3.1.2. Uma elipse E de focos F1 e F2 e´ o conjunto dos pontos P do plano
cuja soma das distaˆncias a F1 e F2 e´ igual a uma constante 2a > 0, maior do que a
distaˆncia entre os focos 2c ≥ 0, ou seja, sendo 0 ≤ c < a e d(F1, F2) = 2c,
E = {P | d(P, F1) + d(P, F2) = 2a}.
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Figura 3.1: Coˆnicas
Os elementos da elipse sa˜o:
• Centro: C
• Focos: F1 e F2
• Ve´rtices: A1, A2, B1 e B2
• Excentricidade: e = c
a
• Distaˆncia focal: 2c
• Medida do eixo maior: 2a
• Medida do eixo menor: 2b
Como 0 ≤ c < a, enta˜o 0 ≤ e < 1, isto e´, quando c se aproxima de a a excentricidade se
aproxima de 1, alongando a elipse, pois b =
√
a2 − c2 torna-se pequeno em comparac¸a˜o
com a. Ja´ quando c se aproxima de zero, a excentricidade tambe´m se aproxima de
zero, e nesse caso a elipse torna-se mais arredondada. Se o valor da excentricidade
e´ zero, significa que c = 0 e a = b, ou seja, um caso particular da elipse conhecido
como circunfereˆncia.
A partir da definic¸a˜o da elipse, obtem-se sua equac¸a˜o em relac¸a˜o a um sistema de
eixos ortogonais OXY da seguinte forma:
Supondo, inicialmente que a elipse tem focos nos pontos F1 = (−c, 0) e F2 = (c, 0),
ve´rtices nos pontos A1 = (−a, 0), A2 = (a, 0), B1 = (−b, 0) e B2 = (b, 0), e seja
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a, b, c ∈ R tal que 0 < c < a e a2 = b2 + c2, temos enta˜o que, se o ponto P = (x, y)
pertence a` elipse:
Figura 3.2: Elipse e seus elementos
d(P, F1) + d(P, F2) = 2a ⇐⇒
√
(x+ c)2 + y2 +
√
(x− c)2 + y2 = 2a
⇐⇒√(x+ c)2 + y2 = 2a−√(x− c)2 + y2
⇐⇒ (x+ c)2 + y2 = 4a2 − 4a
√
(x− c)2 + y2 + (x− c)2 + y2
⇐⇒ x2 + 2xc+ c2 + y2 = 4a2 − 4a
√
(x− c)2 + y2 + x2 − 2xc+ c2 + y2
⇐⇒ 4xc = 4a2 − 4a
√
(x− c)2 + y2
⇐⇒ a2 − cx = a√(x− c)2 + y2
⇐⇒ (a2 − cx)2 = a2((x− c)2 + y2)
⇐⇒ a4 − 2a2cx+ c2x2 = a2(x2 − 2cx+ c2 + y2)
⇐⇒ (a2 − c2)x2 + a2y2 = a4 − a2c2 = a2(a2 − c2)
⇐⇒ b2x2 + a2y2 = a2b2
⇐⇒ x
2
a2
+
y2
b2
= 1.
Chegamos assim a equac¸a˜o de uma elipse com centro na origem e reta focal coin-
cidente com o eixo OX.
Utilizando as relac¸o˜es de translac¸a˜o podemos escrever a forma canoˆnica da elipse
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transladada da seguinte forma:
(x− x0)2
a2
+
(y − y0)2
b2
= 1.
Vale ressaltar que, se a elipse possuir focos F1 = (0, c) e F2(0,−c) , isto e´, se os
focos da elipse estiverem sobre o eixo OY ou numa reta focal paralela ao eixo OY
teremos enta˜o, respectivamente:
x2
b2
+
y2
a2
= 1 e
(x− x0)2
b2
+
(y − y0)2
a2
= 1,
no qual C = (x0, y0) e´ o centro da elipse.
3.1.2 Hipe´rbole
Definic¸a˜o 3.1.3. Uma hipe´rbole H de focos F1 e F2 e´ o conjunto de todos os pontos
P do plano para os quais o mo´dulo da diferenc¸a de suas distaˆncias a F1 e F2 e´ igual
a uma constante 2a > 0.
H = {P | | d(P, F1)− d(P, F2) |= 2a} , 0 < a < c, d(F1, F2) = 2c.
Os elementos da hipe´rbole sa˜o:
• Centro: C
• Focos: F1 e F2
• Ve´rtices: A1, A2, B1 e B2
• Excentricidade: e = c
a
, e > 1, pois c > a
• Distaˆncia focal: 2c
• Medida do eixo real: 2a
• Medida do eixo imagina´rio: 2b
• Ass´ıntotas: y = ± b
a
x
Da mesma forma que a elipse, obte´m-se a equac¸a˜o da hipe´rbole em relac¸a˜o a um
sistema de eixos ortogonais XOY utizando sua definic¸a˜o, conforme segue. Supondo
que a hipe´rbole tem focos nos pontos F1 = (−c, 0) e F2 = (c, 0) tal que 0 < a < c,
com a ∈ R. Se P = (x, y) e´ um ponto qualquer da hipe´rbole, enta˜o
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Figura 3.3: hipe´rbole e seus elementos


d(P, F1)− d(P, F2) = 2a (ramo direito de H)
ou
d(P, F1)− d(P, F2) = −2a (ramo esquerdo de H).
Equivalentemente,

√
(x+ c)2 + y2 −
√
(x− c)2 + y2 = 2a (ramo direito de H)
ou√
(x+ c)2 + y2 −√(x− c)2 + y2 = −2a (ramo esquerdo de H).
Lembrando que b2 = c2 − a2 e desenvolvendo analogamente ao caso da elipse, con-
cluimos que:
P = (x, y) ∈ H ⇐⇒ (c2 − a2)x2 − ay2 = a2(c2 − a2)
⇐⇒ x
2
a2
− y
2
b2
= 1.
Temos assim a equac¸a˜o de uma Hipe´rbole com centro na origem e reta focal
coincidente com o eixo OX.
As ass´ıntotas de H sa˜o as retas que passam pela origem e teˆm inclinac¸a˜o ± b
a
em
relac¸a˜o ao eixo OX.
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Utilizando as relac¸o˜es de translac¸a˜o pode-se escrever a forma canoˆnica da Hipe´rbole
transladada da seguinte maneira:
(x− x0)2
a2
− (y − y0)
2
b2
= 1.
Se os focos da hipe´rbole estiverem sobre o eixo OY ou numa reta focal paralela
ao eixo OY teremos enta˜o, respectivamente:
y2
a2
− x
2
b2
= 1 e
(y − y0)2
a2
− (x− x0)
2
b2
= 1,
no qual C = (x0, y0) e´ o centro da hipe´rbole.
3.1.3 Para´bola
Definic¸a˜o 3.1.4. Seja d uma reta e F um ponto do plano na˜o pertencente a d. A
para´bola P de foco F e diretriz d e´ o conjunto de todos os pontos do plano cuja
distaˆncia a F e´ igual a` sua distaˆncia a d.
P = {P | d(P, F ) = d(P, d)} .
Os elementos da para´bola sa˜o:
• Diretriz: d
• Foco: F
• Ve´rtices: V
• Paraˆmetro: 2c = d(F, d). Assim na˜o e´ dif´ıcil perceber que d(V, F ) = c
• Excentricidade: como d(P, F ) = d(P, d), temos que a excentricidade e´ igual a 1
Utilizando a definic¸a˜o obte´m-se a equac¸a˜o da para´bola, mas antes cabe uma res-
salva: apresentaremos neste trabalho apenas o caso em que o foco F esta´ a` direita
da diretriz d da para´bola com ve´rtice na origem e reta focal coincidente com o eixo
OX. Os outros casos sa˜o encontrados de forma ana´loga.
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Figura 3.4: para´bola e seus elementos
Por definic¸a˜o, se P = (x, y) e´ um ponto da para´bola com foco F = (c, 0) e a
diretriz d e´ a reta x = −c, enta˜o vale a equac¸a˜o
d(P, F ) = d(P, d) ⇐⇒
√
(x− c)2 + y2 = |x+ c|
⇐⇒ (x− c)2 + y2 = (x+ c)2
⇐⇒ x2 − 2cx+ c2 + y2 = x2 + 2cx+ c2
⇐⇒ −2cx+ y2 = 2cx
⇐⇒ y2 = 4cx.
Utilizando as relac¸o˜es de translac¸a˜o podemos escrever a forma canoˆnica da para´bola
transladada da seguinte forma:
(y − y0)2 = 4c(x− x0).
3.1.4 Coˆnicas degeneradas
Ale´m das coˆnicas apresentadas acima, podemos encontrar tambe´m suas formas
degeneradas, que ocorrem quando o plano da coˆnica passa pelo ve´rtice do cone
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interceptando-o ao longo de duas retas que formam o cone, sendo tangente a ele
ou, ao longo de duas retas que formam o cone e que se interceptam no ve´rtice.
Assim, podemos classifica´-las da seguinte maneira:
• Ponto: e´ a intersecc¸a˜o do cone com um plano que e´ obl´ıquo ao seu eixo e na˜o
paralelo a nenhuma de suas geratrizes, passando pelo seu ve´rtice. Neste caso, o
plano tera´ em comum com o cone apenas o ve´rtice V . Trata-se de uma elipse
degenerada.
• Reta: e´ a intersecc¸a˜o do cone com um plano que e´ paralelo a uma de suas
geratrizes e passa pelo seu ve´rtice. Neste caso, o plano conte´m o ve´rtice e uma
geratriz do cone, sendo tangente a ele.
Num caso particular, obte´m-se duas retas paralelas quando da intercec¸a˜o de
uma superf´ıcie cil´ındrica circular (considerada uma superf´ıcie coˆnica de ve´rtice
impro´prio) por um plano paralelo ao eixo. Se o plano tangenciar a superf´ıcie
cil´ındrica obter-se-a´ uma reta.
Em ambos os casos, trata-se de uma para´bola degenerada.
• Par de retas concorrentes: e´ a intersecc¸a˜o do cone com um plano que conte´m
o seu eixo. Neste caso, o plano conte´m o ve´rtice e duas geratrizes do cone.
Trata-se, enta˜o de uma hipe´rbole degenerada.
Ale´m destes casos apresentados, a equac¸a˜o das coˆnicas pode encontrar-se num
lugar geome´trico representado pelo conjunto vazio. Este caso pode representar
uma elipse ou uma para´bola degenerada.
Como uma coˆnica e´, por definic¸a˜o, uma soluc¸a˜o de uma equac¸a˜o do segundo grau
em duas varia´veis, notamos que estes casos sa˜o poss´ıveis, por exemplo as soluc¸o˜es das
equac¸o˜es x2+ y2 = 0, (x− y)2 = 0, (x− y)2 = 1 e x2+ y2 = −1 sa˜o respectivamentes,
um ponto, uma reta, um par de retas concorrentes e o conjunto vazio.
3.2 Reconhecimento das coˆnicas via diagonalizac¸a˜o
de matrizes
Considere a equac¸a˜o geral do segundo grau nas duas variveis x e y:
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ax2 + bxy + cy2 + dx+ ey + f = 0,
onde a, b, c, d, e, f sa˜o nu´meros reais dados com a, b ou c distinto de zero. Como ja´ foi
dito anteriormente, as soluc¸o˜es desta equac¸a˜o sa˜o, por definic¸a˜o, uma coˆnica, podendo
ser na˜o degenerada (elipse, hipe´rbole e para´bola) ou degenerada (uma reta , um par de
retas paralelas, duas retas, um ponto ou representar o vazio). Assim, para identificar
o lugar geome´trico de uma determinada equac¸a˜o do segundo grau em duas varia´veis,
em especial reconhecer uma coˆnica, e´ preciso reduzir a equac¸a˜o dada a uma das
equac¸o˜es mais simples, ou seja, devemos escolher uma base ortonormal conveniente
do R2 de modo que no novo sistema de coordenadas, a equac¸a˜o resultante seja de
fa´cil identificac¸a˜o.
Para facilitar a compreensa˜o e´ poss´ıvel dividir em dois casos:
Caso 1: Quando o coeficiente b = 0, ou seja, o termo cruzado xy na˜o existe. Neste
caso, basta usar o processo de completar quadrados, que e´ equivalente a escolher
um sistema de coordenadas dado pela translac¸a˜o do sistema original. Em casos
assim, a coˆnica em questa˜o esta´ alinhada aos eixos cartesianos, seja com centro
ou ve´rtice na origem e reta focal coincidindo com um dos eixos, ou quando ha´
uma translac¸a˜o dos eixos coordenados.
Exemplo 3.2.1. Determinaremos o lugar geome´trico da seguinte equac¸a˜o:
4x2 + 9y2 − 8x− 36y + 4 = 0.
Note que essa equac¸a˜o e´ equivalente a` equac¸a˜o
4(x2 − 2x) + 9(y2 − 4y) = −4.
Completando os quadrados obtemos
4(x− 1)2 + 9(y − 2)2 = 36,
ou seja,
(x− 1)2
9
+
(y − 2)2
4
= 1,
que e´ a equac¸a˜o reduzida de uma elipse de centro (1, 2) e eixos maior e menor medindo
6 e 4, respectivamente.
Exemplo 3.2.2. Verificaremos o tipo de coˆnica representada pela equac¸a˜o
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Figura 3.5: A elipse (x−1)
2
9
+ (y−2)
2
4
= 1
x2 − 2x+ y2 − 2y + 4 = 0.
Completando o quadrado temos
(x− 1)2 + (y − 1)2 = −4 + 1 + 1,
ou seja,
(x− 1)2 + (y − 1)2 = −2,
Uma vez que soma de termos quadrados na˜o pode ser negativa, segue que a equac¸a˜o
referida representa uma forma degenerada da elipse, o vazio.
Caso 2: Ha´ casos em que o termo cruzado aparece, ou seja, b 6= 0, dificultando o
reconhecimento da coˆnica, pois esta´ associado a uma rotac¸a˜o do sistema de
coordenadas. Assim e´ prefer´ıvel elimina´-lo, o que e´ pos´ıvel, a partir de uma
mudanc¸a de coordenadas (x, y) para (x′, y′), ou equivalentemente, uma mudanc¸a
de base entre duas bases ortonormais, β e α. Numa linguagem mais simples,
significa sair da base ortonormal canoˆnica para uma base ortonormal formada
por autovetores, conforme mostraremos atra´vez da generalizac¸a˜o e de exemplos.
Seja dada a equac¸a˜o
ax2 + bxy + cy2 + dx+ ey + f = 0,
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onde a, b, c, d, e, f sa˜o nu´meros reais com b 6= 0. Esta equac¸a˜o possui uma versa˜o
matricial dada por
[
x y
] [ a b/2
b/2 c
][
x
y
]
+
[
d e
] [ x
y
]
+ [f ] = [0].
Seja
A =
[
a b/2
b/2 c
]
.
Como A e´ uma matriz sime´trica, pelo Teorema Espectral, existe uma base ortonormal
β de R2 formada de autovetores de A. Assim, se λ1 e λ2 sa˜o autovalores de A (pode
ser que λ1 = λ2), existem autovetores v1 e v2 associados a λ1 e λ2, respectivamente,
tais que β = {v1, v2} e´ uma base ortonormal de R2. A matriz ortogonal P = [I]βα,
onde α e´ a base canoˆnica de R2, diagonaliza A ortogonalmente, ja´ que
D = P−1AP
e´ a matriz diagonal [
λ1 0
0 λ2
]
com P−1 = P t. Portanto,
A = PDP t.
Substituindo a igualdade acima na equac¸a˜o matricial, obtemos
([
x y
]
P
)
D
(
P t
[
x
y
])
+
[
d e
] [ x
y
]
+ [f ] = [0].
O produto matricial P t
[
x
y
]
e´ a matriz das coordenadas de um vetor v = (x, y) ∈
R
2 em relac¸a˜o a` base β, pois
P t
[
x
y
]
= [I]αβ [v]α.
Chamando [v]β de
[
x′
y′
]
, obtemos
[
x′ y′
]
D
[
x′
y′
]
+
[
d e
]
P
[
x′
y′
]
+ [f ] = [0].
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Se v1 = (x1, y1) e v2 = (x2, y2), temos enta˜o
[
x′ y′
] [ λ1 0
0 λ2
][
x′
y′
]
+
[
d e
] [ x1 x2
y1 y2
][
x′
y′
]
+ [f ] = [0],
equivalente a` equac¸a˜o
λ1x
′2 + λ2x
′2 + (dx1 + ey1)x
′ + (dx2 + ey2)y
′ + f = 0.
Obeservamos que o termo cruzado x′y′ na˜o esta´ presente, dessa forma, resduzimos
este caso ao primeiro, ou seja, e´ suficiente completar quadrados para determinar o
lugar geome´trico em R2.
Exemplo 3.2.3. Identificaremos a coˆnica no plano dada pela equac¸a˜o quadra´tica
7x2 − 8xy + y2 − 17√5x+ 11√5y + 41 = 0.
Esta equac¸a˜o possui uma versa˜o matricial dada por
[
x y
] [ 7 −4
−4 1
][
x
y
]
+
[
−17√5 11√5
] [ x
y
]
+ [41] = [0].
Como a matriz
A =
[
7 −4
−4 1
]
.
e´ uma sime´trica, pelo Teorema Espectral, A e´ ortogonalmente diagonaliza´vel. De fato,
os autovalores de A sa˜o λ1 = 9 e λ2 = −1, e os vetores unita´rios
v1 =
(−2√
5
,
1√
5
)
e v2 =
(
1√
5
,
2√
5
)
sa˜o, respectivamente, autovetores correspondentes. Assim, β = {v1, v2} e´ uma base
ortonormal de R2 formada por autovetores de A. Seja P = [I]βα, onde α e´ a base
canoˆnica de R2. Chame D = P−1AP . Dessa forma
P =
[
−2√
5
1√
5
1√
5
2√
5
]
e D =
[
9 0
0 −1
]
.
Como A = PDP t, ja´ que P−1 = P t, segue que
[
x y
]
P
[
9 0
0 −1
]
P t
[
x
y
]
+
[
−17√5 11√5
] [ x
y
]
+ [41] = [0].
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Chamando [v]β de
[
x′
y′
]
, obtemos
[
x′ y′
] [ 9 0
0 −1
][
x′
y′
]
+
[
−17√5 11√5
] [ −2√
5
1√
5
1√
5
2√
5
][
x′
y′
]
+ [41] = [0] .
ou seja,
9x′2 − y′2 + 45x′ + 5y′ + 41 = 0
que e´ equivalente a` equac¸a˜o
9(x′ + 5
2
)2 − (y′ − 5
2
)2 = 9
ou seja,
(x′ + 5
2
)2 − (y′− 52 )2
9
= 1
Figura 3.6: hipe´rbole
Portanto, a equac¸a˜o representa uma hipe´rbole. Para esboc¸ar seu gra´frico (Figura
3.6) e´ necessa´rio considerar as novas coordenadas x′ e y′, de modo que seu centro e´
dado por (−5
2
, 5
2
), semi-eixo real medindo 1 e semi-eixo imagina´rio medindo 3.
Exemplo 3.2.4. Faremos o reconhecimento da coˆnica no plano dada pela equac¸a˜o
quadra´tica
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16x2 − 24xy + 9y2 − 15x− 20y + 50 = 0.
Esta equac¸a˜o possui uma versa˜o matricial dada por
[
x y
] [ 16 −12
−12 9
][
x
y
]
+
[
−15 −20
] [ x
y
]
+ [50] = [0].
Seja
A =
[
16 −12
−12 9
]
.
Como A e´ uma matriz sime´trica, pelo Teorema Espectral, A e´ ortogonalmente dia-
gonaliza´vel. De fato, os autovalores de A sa˜o λ1 = 0 e λ2 = 25. O vetor unita´rio
v1 = (
3
5
, 4
5
) e o vetor unita´rio v2 = (
4
5
, −3
5
) sa˜o autovetores de λ1 e λ2, respectiva-
mente. Assim, β = {v1, v2} e´ uma base ortonormal de R2 formada por autovetores de
A. Seja P = [I]βα, onde α e´ a base canoˆnica de R
2. Chamemos D = P−1AP . Dessa
forma
P =
[
3
5
4
5
4
5
−3
5
]
e D =
[
0 0
0 25
]
Como A = PDP t, ja´ que P−1 = P t, segue que
[
x y
]
P
[
0 0
0 25
]
P t
[
x
y
]
+
[
−15 −20
] [ x
y
]
+ [50] = [0].
Chamando [v]β de
[
x′
y′
]
, obtemos
[
x′ y′
] [ 0 0
0 25
][
x′
y′
]
+
[
−15 −20
] [ 3
5
4
5
4
5
−3
5
][
x′
y′
]
ou seja,
25y′2 − 25x′ + 50 = 0
equivalente a` equac¸a˜o
y′2 − x′ = −2
ou seja,
x′ = y′2 + 2
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Figura 3.7: para´bola
Portanto, a equac¸a˜o representa uma para´bola. Para esboc¸ar o gra´frico dessa para´bola
(Figura 3.7) e´ necessa´rio considerar as novas coordenadas x′ e y′. Assim, nesse
sistema de coordenadas, a para´bola tem ve´rtice V = (2, 0), paraˆmetro 2c = 1
2
, foco
F = (9
4
, 0) e diretriz d : x = 7
4
.
Exemplo 3.2.5. Agora identificaremos a coˆnica no plano dada pela equac¸a˜o quadra´tica:
5x2 + 4xy + 2y2 − 12 = 0
Esta equac¸a˜o possui uma versa˜o matricial dada por
[
x y
] [ 5 2
2 2
]
− [12] = [0].
Seja A =
[
5 2
2 2
]
. Como A e´ uma matriz sime´trica, pelo Teorema Espectral, A e´
ortogonalmente diagonaliza´vel. De fato, os autovalores de A sa˜o λ1 = 6 e λ2 = 1. O
vetor unita´rio v1 = (
2√
5
, 1√
5
) e o vetor unita´rio v2 = (
1√
5
, −2√
5
) sa˜o autovetores de λ1 e
λ2, respectivamente. Assim, β = {v1, v2} e´ uma base ortonormal de R2 formada por
autovetores de A. Dessa forma
D =
[
6 0
0 1
]
Como A = PDP t, ja´ que P−1 = P t, segue que
[
x y
]
P
[
6 0
0 1
]
P t
[
x
y
]
− [12] = [0].
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Chamando [v]β de
[
x′
y′
]
, obtemos
[
x′ y′
] [ 6 0
0 1
]
ou seja,
6x′2 + y′2 − 12 = 0
equivalente a` equac¸a˜o
6x′2 + y′2 = 12
ou seja,
x′2
2
+
y′2
12
= 1
Portanto, a equac¸a˜o representa uma elipse. Para esboc¸ar o gra´frico dessa elipse
(Figura 3.8) e´ necessa´rio considerar as novas coordenadas x′ e y′. Assim, nesse
sistema de coordenadas, a elipse tem centro C = (0, 0), ve´rtices B1 = (−
√
2, 0),
B2 = (
√
2, 0), A1 = (0,−
√
12) e A2 = (0,
√
12) e excentricidade e =
√
5
6
.
Exemplo 3.2.6. Iremos agora determinar o lugar geome´trico representado pela equac¸a˜o:
2x2 + 2xy + 2y2 + 7
√
2x+ 5
√
2y + 10 = 0
Esta equac¸a˜o possui uma versa˜o matricial dada por[
x y
] [ 2 1
1 2
][
x
y
]
+
[
7
√
2 5
√
2
] [ x
y
]
+ [10] = [0].
Como a matriz
A =
[
2 1
1 2
]
.
e´ uma sime´trica, pelo Teorema Espectral, A e´ ortogonalmente diagonaliza´vel. De fato,
os autovalores de A sa˜o λ1 = 3 e λ2 = 1, e os vetores unita´rios
v1 =
(
1√
2
,
1√
2
)
e v2 =
(−1√
2
,
1√
2
)
sa˜o, respectivamente, autovetores correspondentes. Assim, β = {v1, v2} e´ uma base
ortonormal de R2 formada por autovetores de A. Seja P = [I]βα, onde α e´ a base
canoˆnica de R2. Chame D = P−1AP . Dessa forma
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Figura 3.8: elipse
P =
[
1√
2
−1√
2
1√
2
1√
2
]
e D =
[
3 0
0 1
]
.
Como A = PDP t, ja´ que P−1 = P t, segue que
[
x y
]
P
[
3 0
0 1
]
P t
[
x
y
]
+
[
7
√
2 5
√
2
] [ x
y
]
+ [10] = [0].
Chamando [v]β de
[
x′
y′
]
, obtemos
[
x′ y′
] [ 3 0
0 1
][
x′
y′
]
+
[
7
√
2 5
√
2
] [ 1√
2
−1√
2
1√
2
1√
2
][
x′
y′
]
+ [10] = [0] .
ou seja,
3x′2 + y′2 + 12x′ − 2y′ + 10 = 0
que e´ equivalente a` equac¸a˜o
3(x′ + 2)2 + (y′ − 1)2 = 3
ou seja,
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Figura 3.9: elipse
(x′ + 2)2 +
(y′ − 1)2
3
= 1
Portanto, a equac¸a˜o representa uma elipse. Para esboc¸ar seu gra´frico (Figura 3.9)
e´ necessa´rio considerar as novas coordenadas x′ e y′, de modo que seu centro e´ dado
por (−2, 1), semi-eixo menor medindo 1 e semi-eixo maior medindo √3, sendo este
semi-eixo paralelo ao eixo Y ′.
Podemos ainda obter mais uma mudanc¸a de coordenada, correspondente a uma
translac¸a˜o do tipo: {
x′′ = x′ + 2
y′′ = y′ − 1
Consequentemente, teremos a equac¸a˜o reduzida:
x′′2 +
y′′2
3
= 1.
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