Bilateral filters have been extensively utilized in a number of image denoising applications such as segmentation, registration, and tissue classification. However, it requires burdensome adjustments of the filter parameters to achieve the best performance for each individual image. To address this problem, this paper proposes a computer-aided parameter decision system based on image texture features associated with neural networks. In our approach, parallel computing with the GPU architecture is first developed to accelerate the computation of the conventional bilateral filter. Subsequently, a back propagation network (BPN) scheme using significant image texture features as the input is established to estimate the GPU-based bilateral filter parameters and its denoising process. The k-fold cross validation method is exploited to evaluate the performance of the proposed automatic restoration framework. A wide variety of T1-weighted brain MR images were employed to train and evaluate this parameter-free decision system with GPU-based bilateral filtering, which resulted in a speed-up factor of 208 comparing to the CPU-based computation. The proposed filter parameter prediction system achieved a mean absolute percentage error (MAPE) of 6% and was classified as Bhigh accuracy^. Our automatic denoising framework dramatically removed noise in numerous brain MR images and outperformed several state-of-the-art methods based on the peak signal-to-noise ratio (PSNR). The usage of image texture features associated with the BPN to estimate the GPU-based bilateral filter parameters and to automate the denoising process is feasible and validated. It is suggested that this automatic restoration system is advantageous to various brain MR imageprocessing applications.
Introduction
During the acquisition process, images acquired from magnetic resonance imaging (MRI), functional MRI (fMRI), diffusion-weighted MRI (DWI), and diffusion tensor MRI (DTI) are inevitably corrupted by various sources of random noise, which includes physiological motion and patient movement as well as eddy-current distortions and instabilities of the MRI scanning hardware. Such corruption introduces different levels of ambiguities in the formation and measurement of quantitative attributes that hinders the understanding and estimation of essential characteristics in the inspected tissues. In addition, the noise not only disturbs the visual inspection in medical diagnostic procedures but also deteriorates a number of computerized processes such as structure visualization, image segmentation, image registration, and tissue classification [1] .
One typical solution to this dilemma is to directly average multiple acquisitions in the scanner and consequently reinforcing the signal-to-noise ratio (SNR). However, it requires a longer acquisition time to achieve a desired SNR at high spatial resolution. Practically, this time is restricted due to consideration of system throughput, patient comfort, and physical constraints arising in dynamic applications such as fMRI. As such, there is a pragmatic limitation on the SNR of acquired MR images in most applications [2] . In the postprocessing stages for brain MR images, noise reduction approaches have been conventionally applied in a wide variety of subsequent processing applications.
In spite of notable advances in imaging techniques, noise reduction in brain MR images remains challenging. This is mainly because the nonlinear operation on the real and imaginary components in the k-space makes the noise in magnitude MR images Rician distributed, which is signal-dependent [3] . Consequently, in single-coil systems, the noise in magnitude MR images is modeled as a Rician distribution [4] . A number of image denoising algorithms based on the Rician noise model have been proposed [5] [6] [7] [8] [9] . In particular, Aja-Fernandez et al. [5] proposed a close-form solution of the linear minimum mean square error (LMMSE) estimator for the Rician distribution and demonstrated its effectiveness in noise removal and feature conservation. Pizurica et al. [10] introduced a versatile wavelet domain (VWD) method for noise filtration. By empirically estimating image features and noise types, the authors demonstrated its usefulness in noise suppression. Nonetheless, for its simplicity, the Gaussian filter has been extensively adopted in many MR image processing applications [7, 11, 12] . Intrinsically, this filter calculates a weighted average of pixel intensities in the neighborhood so that the weight diminishes with the distance from the kernel center. Although Gaussian filters smooth noise satisfactorily, edges are blurred indubitably.
With intrinsically nonlinear characteristics, the anisotropic diffusion filter [13] has been proposed. This approach averages pixel intensities from the neighborhood, whose shape and dimension relies upon local image fluctuations that are estimated at every point [14] . On the other hand, the bilateral filter [15] is a promising technique that adopts a non-iterative strategy for edge preserving and overcomes the shortages of Gaussian filters for brain MR image restoration. Extending the concept of the Gaussian filter, this framework aims to associate gray value similarity in the range domain with geometric closeness in the spatial domain as a nonlinear filter for image restoration. The bilateral filter has been shown performing adequately in various image noise removal applications, which made it the subject of many further studies [16] [17] [18] [19] [20] .
For example, Walker et al. [21] compared the usage of Gaussian filters and bilateral filters in smoothing fMRI data and concluded that the bilateral filter more precisely located brain activation and increased the understanding of activation bordering sharp transitions. Rydell et al. [22] presented bilateral filtering of fMRI with improved detection of activated regions by manually tuning all parameters to optimize the performance. Hamarneh and Hradsky [23] extended the bilateral filter to perform edge-preserving smoothing of DTI data. McPhee et al. [24] demonstrated the treatment of the bilateral filter in improving image characters at the cortical areas without demolishing contrast in the brain. Recently, Jaramillo et al. [25] proposed a wavelet domain bilateral filter to reduce the noise in MR images. Wells and Dobbins [26] implemented the bilateral filter to study the amplitude modulation and waveform distortion properties of nonlinear systems. Kala and Deepa [27] introduced a fuzzy membership function into the bilateral filtering scheme to improve the denoising efficiency.
As objects consist of various kinds of texture appearances, image texture has been playing an essential role in image processing and pattern recognition [28] . In essence, those texture features can reveal typical regularities of biological structures in brain MR images [29] . Depending on the parameter values being used, the restoration process may blur edges of important anatomy structures while removing noise as illustrated in Fig. 1 . Unfortunately, empirical settings and manual adjustments have been adopted in many existing bilateral filtering methods for MR image restoration [26, 30] . To facilitate the burdensome adjustments of the filter parameters, some approaches adopted a fixed parameter value in the spatial domain while relating the parameter in the range domain to the noise variance [21, 24, 25] . Optimization of the bilateral filter parameters remains an open question. Strategies through the aid of artificial intelligence techniques seems an achievable solution. Among the diverse machine learning approaches, artificial neural networks (ANNs) [31] are exceptionally appropriate for this ambition.
An ANN is a computational prototype or mathematical model that is motivated by the structure and/or functional perspective of biological neural networks. Consisting of an interconnected aggregate of artificial neurons, a neural network encompasses many links that connect neurons to both inputs and outputs. Being regarded as a distributed, parallel, and adaptive information processing scheme, the neural networks perform the estimation of optimal outputs. ANNs have been extensively exploited in many medical applications both academically and clinically. For example, Younis et al. [1] presented an artificial immune-activated neural network that is controlled through an energy measure to ensure accurate recognition. This model was applied to segment volumetric brain MRI data and achieved high accurate results, especially at low levels of noise. Virmani et al. [32] proposed a neural network ensemble-based computer-aided diagnostic system to assist radiologists to differentiate focal liver lesions. The principal component analysis (PCA) was adopted to reduce the dimensionality of the feature space prior to classifier design. Wang et al. [33] introduced ANN modeling to estimate volumetric breast density from full-field digital mammography.
To the best of our knowledge, the application of ANNs to estimate filter parameters and automate filtering processes is rare in the literature. Indeed, an essential key to a successful bilateral filtering system based on ANNs is the quality as well as the quantity of input arguments. This brings on a fundamental problem of exploring relevant characteristics among a wide variety of image texture features for the automation process, which has been investigated in our previous study [34] . Another critical issue is the considerable amount of repeated computations of the bilateral filter in the training phase. One way to accelerate the filter computation is through the employment of parallel computing based on the graphics processing unit (GPU), which is known as general purpose computation on GPU (GPGPU) [35] . The adoption of the GPU as an alternative computation platform rather than the central processing unit (CPU) is to achieve acceleration for computationally excessive tasks that are intrinsically parallel and have neighboring data accesses for each data element. All in all, image processing has been one of the major applications that involve high computing complexity, especially for image filtering algorithms [36] .
The objective of this article is in an attempt to investigate the automation as well as the acceleration of the conventional bilateral filter. A GPU-based bilateral filtering framework with parallel computing is uniquely designed. We address optimization techniques to accelerate computation in either memory resources or thread usages. Based on the investigation of significant texture features in our earlier study, a fully automatic and parameter-free restoration framework for the accelerated bilateral filter associated with ANNs is developed and established. Finally, a wide variety of brain MR images are utilized to validate the proposed scheme regarding acceleration performance and restoration efficacy.
The major contributions of the current work are summarized as follows: 
Analysis of Image Texture Features
We shall start by describing the exploitation of image texture features for the automation of bilateral filtering. Three possible categories with different aspects of texture feature extraction are considered, which has been investigated in our earlier study [34] . The first category belongs to fundamental statistic features including mean, standard deviation, variance, and entropy [37] , where the original brain MR image is directly adopted for the computation. The second category is composed of wavelets [38] as described in the subsequent section.
2D Wavelet Transform
Wavelet transforms present a marvelous mechanism for feature extraction with the representation of an image at different levels of scales [39] . Traditionally, wavelet coefficients have been widely adopted to estimate noise variance, which are favorable feature candidates for the proposed filter parameter decision task. Among various families of wavelets, the Haar wavelet transform is utilized for its simplicity and effectiveness [40] . Introducing a family of wavelet functions and its associated scaling functions, the hierarchical wavelet transforms decompose an image in the spatial domain into various subbands in the frequency domain.
To overcome intensity varieties across various brain MR images, the input of the wavelet transform in this study is a normalized image defined aŝ
where I(i, j) is the original M × N image andÎ i; j ð Þ is the normalized image. The resulting 2D array of the wavelet coefficients comprises four subbands of the transformed data. These four subbands are labeled as LL 1 (low-low), HL 1 (high-low), LH 1 (low-high), and HH 1 (high-high), where the subscript 1 indicates that they are sequentially obtained by the first-order vertical and horizontal transformations. Each subband contains different levels of resolution with LL representing the approximate image, HL the horizontal details, LH the vertical details, and HH the diagonal details. The decomposition procedure is repeatedly exploited to the LL 1 subband to produce the next level of the hierarchy, namely, LL 2 , LH 2 , HL 2 , and HH 2 , where the subscript 2 represents the second-order transformations.
Three different kinds of energy measures are subsequently computed for both order subbands using [39] Norm−1 energy :
Norm−2 energy :
Standard deviation : 
Gray-Level Co-Occurrence Matrix
The gray level co-occurrence matrix (GLCM) [41] constitutes the final category, where second-order statistics are extracted based on the replicated occurrence of some gray-level composition in an image. The essential characteristic is that with respect to distance the GLCM varies quickly in fine texture images and slowly in coarse texture images. GLCM-based texture features have been exploited for detection, classification, and segmentation missions such as discriminating benign areas from malignant lesions [42] .
From the perspective of mathematics, the GLCM is a matrix of repetitions at which two pixels are separated by a distance vector in an image. For a brain MR image of L gray levels, the allocation in the L × L matrix is built upon the gray tone spatial relationship between two pixels with a specified distance and angle using
where G(i, j) is the quantized gray tone at location (i, j)
is the gray level intensity in the kernel at (x, y), W x and W y are the lengths of the resolution kernel in the image ordered by their row-column assignations, and d x and d y are the spatial separation between two computed pixels defined by a distance d and an angle θ from the kernel origin.
Varying the distance vector in Eq. (5) enables the extraction of different image texture characteristics. There are eight adjoining pixel-pairs in four isolated directions with θ= 0°, 45°, 90°, and 135°for the distance, d. The matrix of relative frequencies P(i, j) is defined as the probability of the pixel-pair occurrence of two correlated gray levels i and j normalized by the total counts as
To achieve best discriminating abilities and maximal distinguishing strength, the difference image I D between the input image I and its Gaussian-filtered image I G is adopted as the input image for the computation. This difference image roughly represents the gray level edges of anatomical structures in the brain. Once P(i, j) is created, four groups of features are computed: statistics, information theory, information measures of correlation, and visual texture characteristics [42] [43] [44] [45] . In short, there are 8 basic features multiplied by 4 directions that result in 32 different texture features in this category.
Significant Texture Features
According to the three image texture feature categories, a large number of 60 different features are computed in each individual image. To reduce the complexity of the problem and to realize the most important texture features, a paired-samples t test [46] is applied to every feature for evaluating the distinguishing capacity in both noise levels and slice positions. The noise level reflects the degree of Rician noise in the image, and the slice position indicates the variation of brain tissues in the image. Based on our experience, the noise level alone is not adequate to produce the best filter parameter values for slices that have exactly the same noise variance. This is because that the brain has quite various anatomical structures and sizes among the slice positions. For example, the best filter parameters for the middle slice are usually not the best filter parameters for other slices with the same noise variance.
In order to obtain the significant texture features, each of the 60 texture feature candidates is computed in every image. The p value of all features in each two-image set is calculated using the paired-samples t test procedure. The two compared images are sequentially selected based on either different noise levels or distinct slice positions. Subsequently, the average p value for each feature in either group is computed and ranked. To understand the optimal combination and the corresponding features, the decision tree of the classification and regression tree (CART) algorithm [47] is exploited to 34 out of 60 features, whose average p values are less than 0.05. Our earlier study [34] suggests that the seven features of e1(LL 1 ), e1(LL 2 ), e2(HL 1 ) , e 3 (L H 1 ), e3(HL 2 ), CON(90°), and DIS(90°) accomplish the most accurate results among all combinations. The first five features belong to the wavelet category and the last two features are in the GLCM category, where CON represents contrast with
and DIS represents dissimilarity with
Acceleration and Automation of Bilateral Filtering
Rician Noise and Bilateral Filter
As described previously, Rician noise exists in single-coil scanned MR images. When the SNR approaches zero, the Rician distribution simplifies to a Rayleigh distribution. On the contrary, when the SNR is high, the Rician distribution becomes a Gaussian distribution. Thereupon, in the low SNR regions such as the background in an MR image, the noise is apt to be a Rayleigh distribution; while in the high SNR regions such as the brain structures, the noise can be modeled as a Gaussian distribution. Since the denoising purpose is mainly to improve the SNR in the brain structures, filters based on the Gaussian noise model have been exploited in the MR image denoising framework as is the bilateral filter [15] . The bilateral filter integrates gray levels in favor of near values to distant values in both range and domain. Let (θ x , θ y ) θ x , θ y be the position of the pixel centered in a (2N k + 1) × (2N k + 1) neighborhood with N k a positive integer and
be the pixels in the neighborhood of (θ x , θ y ). A Gaussian function with respect to the Euclidean distance between the arguments is utilized for the spatial component W 
where I(·, ·) is the intensity of the input image at the given position (·, ·). In Eqs. (10) and (11), the parameters σ S and σ R are adopted to adjust the influence of W
Essentially, the image is filtered and normalized by the sum of the ensemble weight W SR θ x ;θ y using
whereĨ θ x ; θ y À Á is the restored image at location (θ x , θ y ). The computation complexity with the CPU implementation is O N 
GPU-Based Bilateral Filtering with CUDA
To address the computational burden in the ANN training phase with the bilateral filter, we propose the employment of the compute unified device architecture (CUDA) technology, which is a special programming architecture for GPGPU on NVIDIA graphics cards [48] . A CUDA compliant device is a set of multiprocessor cores that is capable of concurrently executing a huge number of threads. Every CUDA enabled GPU provides several different types of memory. Registers are the fastest but have a limited amount of space around 32-64 KB. Global memory supports a much larger space but is sluggish so that the memory latency affects the performance. A compromise between these two is a parallel cache of shared memory, which is shared by all cores in each multiprocessor and is limited to 16-64 KB [49] . In CUDA design, the challenge is how to optimally manipulate shared memory to achieve the maximum performance.
Before dealing with the employment of CUDA, recall the spatial component in Eq. (10) , which indicates numerous duplicated computations of the distance in the numerator. To reduce the computational load, Eq. (10) is reformulated as
where 0 ≤ d x = |μ x − θ x | ≤ N k and 0 ≤ d y = |μ y − θ y | ≤ N k are the spatial distances in the x-and y-axes, respectively. To make use of shared memory, all possible spatial component values are computed in advance and stored in a memory buffer defined as
where WSB is the spatial weight buffer with respect to N k for looking up. Henceforward, the spatial component is rapidly obtained by looking up the weight buffer based on the distances, which is stored in shared memory.
To further accelerate the computation, GPU-based parallel computing with CUDA architecture is developed. Rather than executing the filter one pixel after another, a large number of filtering pixels are executed simultaneously. In our approach, the image pixels are split into several separate blocks indexing block(i, j), which has its own shared memory that can be accessed by the 16 × 16 threads in each block. As the bandwidth of shared memory is wider than regular GPU memory, and the access time is faster and closer to cache, it is advantageous to manipulate shared memory to avoid repeated accesses to the same pixel element from different threads and to raise read/write speed. Accordingly, the WSB in Eq. (15) is stored in shared memory of each block for rapid computation. As illustrated in Fig. 2 for a 5 × 5 filter with N k = 2, the spatial component DS(1, 1) is retrieved from WSB by computing the distance between (θ x , θ y ) = (2, 2) and (μ x , μ y ) = (3, 3). The obtained spatial component weight is then utilized for computation in a parallel fashion with CUDA architecture using
where Eq. (16) is the shared memory-based accelerated bilateral filter of Eq. (13). The pseudo code of the proposed GPU-based algorithm is presented in Table 1 . In this CUDA implementation of the bilateral filter, the computation complexity of a single thread is O N 2 k À Á . Practically, the computation time is inversely proportional to the number of threads running in parallel in the GPU, which has a complexity of O N 2 k MN =T À Á , where T is the maximum number of concurrent threads executing in the GPU. In a perfect GPU that is able to spawn MN threads executing in parallel, the complexity of the GPU-based bilateral filter re-
. Nevertheless, the ensemble computation time includes the running time of threads, memory transfer latencies, and thread block and grid block management latencies.
Quasi-Optimal Filter Parameter Computation
As shown in Eqs. (9) to (11), there are three parameters, N k , σ S , and σ R , in the bilateral filter. To realize the quasi-optimal values of these parameters on each individual image for the neural network training phase, a brute-force approach is conducted by restoring the image based on the peak signal-tonoise ratio (PSNR): Create an array in shared memory for WSB i, j in each block(i, j); if tx ≤ N k and ty ≤ N k do:
Compute the spatial distance DS(tx, ty) using Eq. (14), Store DS(tx, ty) in shared memory buffer WSB i, j based on Eq. (15);end; All threads wait until completion of saving WSB i, j in the array in block(i, j); for (nx, ny) is in Ψ x, y of (x, y) do: whereĨ i; j ð Þ is the filtered image and I max is the maximum possible intensity. The higher the PSNR values, the better the restoration results. A large number of combinations of the different parameter values are incorporated into one single parameter set to restore the same image, from which the combination with the highest PSNR score is considered as the quasi-optimal parameter set for that image. The values of N k are arranged from 1 to 3, σ S 1 to 6, and σ R 1 to 100 with an incremental interval equal to 1 for all computation. The quasioptimal parameter sets for all tested images are then retrieved in the learning stage to train the neural network system and for the evaluation of the proposed bilateral filter.
Back-Propagation Network
Among the diverse ANN systems, the back propagation network (BPN) [50] [51] [52] with multilayer feedforward and error back propagation is utilized in our automatic decision framework. A three-layer BPN model is exploited that consists of input layer, hidden layer, and output layer. The seven texture features computed earlier constitutes the input layer. There are 30 neurons in the hidden layer. The transfer function between the input layer and the hidden layer is the hyperbolic tangent function, while the linear transfer function is employed between the hidden layer and the output layer. The output nodes correspond to the three filter parameters and the desired output values of these three parameters are obtained using the bruteforce approach as described previously. The famous Levenberg-Marquardt (LM) learning algorithm [53, 54] is adopted to train this parameter prediction system [55] . The training of the proposed BPN model is accomplished when the ensemble error of the three output values is less than a prescribed tolerance.
Overall Procedure
As shown in Fig. 3 , the proposed automatic parameter decision framework associated with the BPN model based on image texture features has two major phases: training and testing. The purpose of the training phase is to establish the architecture of the proposed BPN model while the function of the testing phase is to estimate the filter parameters, which are subsequently adopted by GPU-based bilateral filtering for automatic denoising. In both phases, the same image texture features are computed for the BPN training and predictive models.
Performance Evaluation
For the evaluation of prediction accuracy of the GPU-based bilateral filter parameters, the mean absolute deviation (MAD), the mean squared error (MSE), and the mean absolute percentage error (MAPE) metrics are employed with
where v(k) represents the expected filter parameter value, v ′ (k) represents the predicted output value, and K is the number of data being evaluated. The smaller the three scores, the smaller the error, and the higher the prediction accuracy. In general, the grade of MAPE is divided into four predictive ability levels: high accuracy when MAPE < 10%, good when 1 0 % ≤ M A P E < 2 0 % , r e a s o n a b l e w h e n 20% ≤ MAPE < 50%, and incorrect when MAPE ≥ 50% [56] .
An estimation ratio r is adopted to measure the variation level of the predicted values using
The closer the ratio to unity is, the higher the estimation accuracy. To further understand the performance of the proposed BPN framework associated with automatic parameter decision, the k-fold cross validation method [57] is exploited. The benefit of this approach is that all samples are processed for both testing and training, and the k results are averaged to provide a single evaluation. Herein, tenfold cross validation is adopted. 
Results

Experimental Data
Two open-access datasets, the Internet Brain Segmentation Repository (IBSR) [58] and the BrainWeb: Simulated Brain Database (SBD) [59] , were adopted to validate the proposed automatic filter parameter decision system associated with the GPU-based bilateral filter for their availability. The SBD data were extensively utilized because corresponding noiseless images are provided that allows for systematic development and quantitative analysis in both training and testing phases. As the IBSR dataset consists of clinical images, there is no noiseless image for quantitative evaluation but they are suitable for qualitative analysis. The SBD contains a set of realistic MRI data, which is made up of ten volumetric datasets that define the spatial distribution for different tissues where voxel intensity is proportional to the fraction of tissue within the voxel. More specifically, the images are generated using an MRI simulator, developed at the McConnell Brain Imaging Centre, McGill University, Canada, which enables users to obtain realistic MR images of the brain.
In the SBD, there are two anatomical models: normal and multiple sclerosis (MS). In each model, there are six noise levels: 0, 1, 3, 5, 7, and 9% and three levels of intensity nonuniformity: 0, 20, 40%, which result in 18 different combinations. For the experiments, 15 combinations derived from five noise levels (except 0%) multiplied by three intensity nonuniformities of normal scans with the same 1 mm slice thickness were employed as the training dataset, which had 2250 images. All images with 1 mm MS and 5 mm normal and MS scenarios were employed for the testing purpose, which resulted in 3330 images in total. The entire system has been implemented and programmed in MATLAB 2017a (The MathWorks Inc. Natick, MA, USA) associated with C for GPU-based acceleration.
GPU-Based Bilateral Filter
For the efficiency evaluation of the proposed GPU-based bilateral filter, the experiments were performed on an Intel® Xeon(R) CPU E5-2620 v3 2.40GHz equipped with a Tesla K40c GPU card. The Tesla K40c is based on the Kepler architecture, which contains 15 multiprocessors with 192 cores for each multiprocessor that results in 2880 cores altogether. Its memory size is 12 GB with a maximum bandwidth 288 GB/s and 48 KB of shared memory. Each block has 65,536 registers and the maximum number of threads is 1024. Assigning 16 × 16 threads in a block and a 3 × 3 filter size with the CUDA driver version 7.5, a wide variety of images with various dimensions were utilized for evaluation. Table 2 presents the performance of the bilateral filter based on the CPU architecture and the accelerated version with the GPU architecture on the same images with different scenarios. It is obvious that as the pixel number increases, the speed-up is becoming apparent, which can also be realized in Fig. 4 .
Tenfold Cross Validation
As described previously, the seven most significant features were used as the BPN input arguments. For comparison, the PCA [60] was implemented to convert the texture features into seven principal components, which had the same number of attributes as the proposed t test. The tenfold cross validation method was then applied to understand the effectiveness of the proposed BPN system associated with the corresponding characteristics obtained from both approaches. The training image data were arbitrarily divided into 10 sets, each of which had the same number of 225 images. Each set was utilized as the testing images exactly once and as the training images nine times. Table 3 demonstrates the prediction accuracy analyses for the three parameters in terms of MSE and MAPE. The average MAPE scores for both methods were less than 10%, which were classified as the best predictive ability level of Bhigh accuracy.^Nevertheless, the MAPE scores of all folds and the average MAPE score of the proposed t test scheme were smaller than the PCA method.
Filter Parameter Prediction
To further understand the abilities of both methods in predicting the filter parameters, 150 MS brain MR images were randomly selected from the 1-mm thickness dataset with five different noise levels of equal probability. Moreover, 75 images in either anatomical model with the same 5-mm thickness were also arbitrarily chosen for performance evaluation. Table 4 presents the parameter prediction results of the PCA and t test methods. While the average MAPE score of the PCA method exceeded 35%, the average MAPE score of the proposed t test was still below 20%, which was classified as Bgood^level. The corresponding parameter prediction results in terms of the ratio defined in Eq. (21) using the proposed automation framework were summarized in Table 5 . It is evident that most ratios of the three parameters were considerably close to unity, which indicated that the predicted parameters reasonably matched the expected values. 
Automatic Bilateral Filtering with GPU
Various combinations of noise levels, slice thicknesses, intensity non-uniformities, and anatomical models were adopted to assess the restoration abilities of the proposed bilateral filter with automatic parameter decision and GPU-based acceleration, which was denoted as BIL AP . The bilateral filter with noise variance estimation strategies (denoted as BIL NE ) [21, 24, 25, 27] , LMMSE [5] , and VWD [10] methods were also performed for comparison. Twenty randomly selected restoration results based on the PSNR scores in the 1 mm MS dataset with 3 and 5% noise were demonstrated in Table 6 . All computed values of BIL AP were approximately equal to the corresponding quasi-optimal values of BIL BP with negligible errors, where BIL BP represents the bilateral filter with the brute-force manner. The BIL AP outperformed the other three methods with higher PSNR scores in all scenarios. Table 7 presents the quantitative restoration results on another 5-mm normal dataset with 7 and 9% noise levels. Not only did BIL AP closely match BIL BP , but it also produced the highest PSNR score in each scenario comparing to VWD, LMMSE, and BIL NE .
Restoration results with preserved sharp anatomical edges in 3D visualization were demonstrated in Figs. 5 and 6 for the 5-mm normal image volume with 5% noise and the 1-mm MS image volume with 7% noise, respectively. Magnified views of the selected areas are shown on the right-hand side of the corresponding images. Obviously, apparent cortical structures with appropriate noise reduction were acquired after applying the proposed framework. Finally, Fig. 7 illustrates the visual restoration results on clinical adult MR images with Alzheimer's disease. Zoom in views of the selected areas are displayed below the corresponding images. It is evident that the grainy noise pattern in originally scanned MR images was effectively removed while maintaining clearer anatomical structures in all illustrations.
Discussion
To overcome the laboriously manual tuning of the bilateral filter parameters, an automatic decision system based on the BPN associated with image texture features for brain MR images was uniquely developed and introduced. Five of the seven features were the wavelet coefficients with two e1 energies, one e2 energy, and two e3 deviations. The two e1 energies provided the approximate intensity magnitudes of images in two different scales. The e2 energy further supplied discrimination with horizontal edge strength information. The e3 deviations additionally produced comparative edge deviations in different scales and directions. The remaining two GLCM features were contrast and dissimilarity both in the anterior/posterior direction. While the contrast offered variance between adjacent gray tones, the dissimilarity presented divergence between contiguous gray tones. Based on these seven significant texture features, we investigated the acceleration and automation of the bilateral filter, which was the major argument of the current study.
To accelerate the computation of the bilateral filter, a GPUbased parallel computing architecture with CUDA was proposed and established. We addressed optimization techniques to accelerate computation in both thread usages and memory allocations. By exploiting shared memory, the computation speed was further expedited. As presented in Table 2 under the same kernel length, the computation time of the CPU was linearly proportional to the pixel number, while the computation time of the GPU was roughly identical between 0.1 and 0.15 s as the number of pixels grew. The speed-up rose dramatically to hundreds when the pixel number was increasing over millions. For the pixel number of 9,175,040 that was As described previously, the reason for utilizing the bilateral filter by numerous researchers and physicians was its efficient performance regardless of inherited Gaussian noise assumption. Nevertheless, the optimal performance of this filter has been an open question since its invention. One popular manner (BIL NE ) to semi-automate the filtering process was to estimate the noise variance level, which pertained to some specific parameter in the filter, say σ R [7, 29] . By automatic setting for each of the three parameters, this paper demonstrated its excellent superiority over the BIL NE , VWD, and LMMSE approaches as presented in Tables 6 and 7 . To understand the best filter parameters in the training phase, a brute-force approach was employed with the kernel size being 3 × 3, 5 × 5, and 7 × 7, σ S being 1 to 6, and σ R being 1 to 100. The obtained filter parameter values were the best among these 1800 combinations for each image. In our experience, these quasi-optimal filter parameters based on the described setting were adequate for the automation task as tiny adjustments resulting in negligible difference based on the PSNR.
To address the fully automatic parameter setting issue, we exclusively proposed the usage of image texture features associated with the BPN. While the theoretical foundation between the texture features and filter parameters has been lacking, we have established their connection through the BPN. The outcome is a brilliant parameter-free filter, whose restoration results have been demonstrated in both simulated and clinical scenarios. Not only has the system eliminated the burden of tuning the parameter values, but the denoised images have also provided clear vision of anatomical structures for inspection. This can considerably facilitate subsequent image processing procedures for further analysis and diagnosis. For example, to more accurately delineate the cortical structures for neurology study and to more correctly identify the brain tumor lesions for treatment planning.
Conclusions
In conclusion, a new GPU-based bilateral filter based on the BPN model associated with image texture features has been developed to automatically restore brain MR images. The CUDA architecture was exploited to accelerate the bilateral filter computation with optimal thread arrangements and memory allocations. A speed-up factor of 208 was achieved for processing an entire brain MR image volume. Experimental results indicated that our parameter prediction model achieved a MAPE score of 6%, which was classified as Bhigh accuracy.^This fully automatic bilateral filter effectively removed noise in a wide variety of brain MR images and outperformed the state-of-the-art LMMSE, VWD, and BIL NE methods. The usage of image texture features associated with
