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Tucker three-way PCA andCandecomp/Parafac are twowell-known
methods of generalizing principal component analysis to threeway
data. Candecomp/Parafac yields component matrices A (e.g., for
subjects or objects), B (e.g., for variables) and C (e.g., for occasions)
that are typically unique up to jointly permuting and rescaling
columns. Tucker-3 analysis, on the other hand, has full transforma-
tional freedom. That is, the ﬁt does not change when A,B, and C are
postmultiplied by nonsingular transformation matrices, provided
that the inverse transformations are applied to the so-called core
array G. This freedom of transformation can be used to create a
simple structure in A,B,C, and/or in G. This paper deals with the
latter possibility exclusively. It revolves around the question of how
a core array, or, in fact, any three-way array can be transformed to
have a maximum number of zero elements. Direct applications are
in Tucker-3 analysis, where simplicity of the core may facilitate the
interpretation of a Tucker-3 solution, and in constrained Tucker-3
analysis, where hypotheses involving sparse cores are taken into
account. In the latter cases, it is important to know what degree of
sparseness can be attained as a tautology, by using the transforma-
tional freedom. In addition, simplicity transformations have proven
useful as amathematical tool to examine rank andgeneric or typical
rank of three-way arrays. So far, a number of simplicity results have
been attained, pertaining to arrays sampled randomly from con-
tinuousdistributions. These resultsdonotapply to three-wayarrays
with symmetric slices in one direction. The present paper offers a
number of simplicity results for arrays with symmetric slices of
order 2 × 2, 3 × 3 and 4 × 4. Some generalizations to higher orders
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are also discussed. As a mathematical application, the problem
of determining the typical rank of 4 × 3 × 3 and 5 × 3 × 3 arrays
with symmetric slices will be revisited, using a sparse form with
only eight out of 36 elements nonzero for the former case and 10
out of 45 elements nonzero for the latter one, that can be attained
almost surely for such arrays. The issue ofmaximal simplicity of the
targets to be presented will be addressed, either by formal proofs
or by relying on simulation results.
©2008 Elsevier Inc. All rights reserved.
1. Introduction
Twoof themost popularmethods of component analysis for three-way arrays are Candecomp/Para-
fac, henceforth CP [1,3], and Tucker three-way PCA [17], henceforth 3PCA. For a three-way data
array X of format I × J × K , CP yields component matrices A(I × R), B(J × R), and C(K × R), such that∑K
k=1 tr(E′kEk) is minimized in the decomposition
X =
R∑
r=1
(ar ◦ br ◦ cr) + E, (1)
where ar , br , cr are columns r of A,B, and C, respectively, and Ek denotes the kth slice of order I × J
of the residual array E. It can be seen that an R-component CP solution approximates the data as the
sum of R outer products of the form (ar ◦ br ◦ cr), r = 1, . . .,R. Equivalently, each frontal slice Xk of X is
decomposed as
Xk = ACkB′ + Ek , (2)
where Ck is the diagonal matrix holding the elements from row k of C.
LikeCP,3PCAapproximates thedataarrayasa sumofouterproductsof columnsofA(I × P),B(J × Q ),
and C(K × R), but now every outer product of one of the P columns ofA, one of theQ columns of B, and
one of the R columns of C is involved, with P, Q , and R possibly different. In addition, each of these PQR
outer products isweightedwhen it enters the sum. Theweights are collected in the so-called core array
G of format P × Q × R. Specifically, 3PCA minimizes the function∑Kk=1 tr(E′kEk) in the decomposition
X =
P∑
p=1
Q∑
q=1
R∑
r=1
gpqr(ap ◦ bq ◦ cr) + E, (3)
where ap, bq, cr are columns p, q, r of A,B, and C, respectively, and gpqr are entries from G. Equivalently,
3PCA can be expressed as
Xk ≈ A
⎛⎝ R∑
r=1
ckrGr
⎞⎠B′, k = 1, 2, . . .,K , (4)
where Xk and Gr denote frontal slices of X and G, respectively. The parameters are estimated by
minimizing the sum of squared residuals for ﬁxed numbers of components in each mode [7].
Undermild conditions, a solution for CP is essentially unique [4,8,9]. That is, only joint permutations
and rescaling of columns of A, B and C will leave the ﬁtted part of the solution unaltered. In 3PCA, on
the other hand, there is no such uniqueness. In fact, the core array can be transformed in the three
directions, as long as the inverse transformations are applied to the component matrices. Specifically,
the slabs G1, . . . ,GR can be transformed to G
∗
1
, . . . ,G∗R by means of the Tucker transformation
G∗l = S′
⎛⎝ R∑
r=1
urlGr
⎞⎠T, l = 1, 2, . . .,R, (5)
where S, T, and U, holding elements url , are nonsingular, provided that the component matrices are
counter-transformed into A∗ = A(S′)−1, B∗ = B(T′)−1 and C∗ = C(U′)−1 [12,17]. Expression (5) can also
be written as
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G∗Vec = (T′ ⊗ S′)GVecU, (6)
where GVec = [Vec(G1)|· · ·|Vec(GR)] is a vectorised version of G, and G∗Vec is deﬁned analogously.
One of the problems that are often associated to 3PCA is the difﬁculty to interpret a solution. The
main reason is that the solution involves somany triplets of components. The number of these triplets
is the number of relevant nonzero entries in the core array. This situation can be improved if it is
possible to transform the core array so that it holds as many zero entries as possible. Such a “simple”
core will decrease the number of joint impacts of triples of components from A, B and C, which may
facilitate the interpretation. This is a ﬁrst reason for considering simplicity transformations for core
arrays.
Results on simplicity transformations may also be useful to distinguish between tautologies and
non-trivial models. Often, researchers impose constraints on the core, based on theory. Once it is
proven that a certain simple form is achievable almost surely (via Tucker transformations) for arrays
of a given format, then that simple form adds nothing new as a model. The theory is then beyond
falsiﬁcation, and the researcher needs to impose more or different constraints in order to construct a
meaningful model.
Apart from being useful for applied 3PCA with or without constraints on the core, transformations
to simplicity alsomay serve as a tool itself for themathematical study of three-way arrays. For instance,
Ten Berge and Kiers [13] and Ten Berge [14] have given results on typical rank (over the real ﬁeld) of
array formats that becameobvious after certain simplicity transformations. It is important to note that,
although an array is altered when Tucker transformations are used, the rank remains unaffected. This
means that one has the freedom to transform an array by Tucker transformations without affecting its
rank.
2. Symmetry preserving Tucker transformations
Simplicity transformations for three-way arrays have received considerable attention, e.g. Kiers
[5,6], Murakami et al. [10], Ten Berge and Kiers [13], Ten Berge et al. [15], and Rocci and Ten Berge
[12]. However, whatever closed-form simplicity results have been obtained, they apply to arrays the
elements of which are randomly sampled from a continuous distribution. In practice, data sets fre-
quently contain symmetric slices. For such cases the above results do not hold. Research on simplicity
for arrays that have symmetric slices in one direction is still absent. The present paper offers simplicity
results for the latter type of array.
From now on we assume that X is an I × I × K array with K symmetric frontal slices Xk of order
I × I, k = 1, . . .,K . We assume that these slices are linearly independent, otherwise, we transform the
superﬂuous slices to zero via a suitable transformation (5), reducing thedimensionality of theproblem.
Because the space of real symmetric matrices of order I × I has dimension I(I + 1)/2, the number K of
symmetric slices to consider will not exceed Kmax = I(I + 1)/2.
We will usually work under the assumption that X is randomly sampled from a continuous distri-
bution, with the constraint that slices are symmetric in one direction. Phenomena that arise “almost
surely” are those that arise with probability one under this circumstance.
We are looking for symmetry-preserving transformations of X which yield an array Hwith a large
number of zero elements. So our goal is to determine nonsingular matrices S, U such that
Hl = S′
⎛⎝ K∑
k=1
uklXk
⎞⎠ S, l = 1, 2, . . .,K , (7)
where ukl is an element of U, has as many zero entries as possible. The number of nonzero entries in
Hwill be referred to as the weight of H.
Itmay be noted thatwehave tacitly assumed in (7) that S and T of (5) can be constrained to be equal.
In fact, this is a simpliﬁcation, because symmetry preserving transformations with S and T different
do exist. However, this is possible only for two-slice arrays. Moreover, setting S and T equal has not
been detrimental at all in our search for transformations that minimize the weight of arrays.
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3. A symmetric version of the orthogonal complement method
Rocci and TenBerge [12] have developed the so-called orthogonal complementmethod (henceforth
OCM), which permits transforming an array to simple form by using the previously known simplicity
transformation of a so-called complementary array. For instance, the seven frontal slices of a 3× 3 × 7
array X form a 7-dimensional subspace in 9-space, and a complementary array Xc would be any
3 × 3 × 2 array, the slices of which are linearly independent, and trace-orthogonal to the seven slices
of X. OCM is based on the observation that transformations that simplify Xc may also be used to
simplify X itself. For instance, suppose Xc can be transformed to contain two diagonal 3× 3 matrices.
The subspace spanned by the seven slices of X contains one diagonal matrix and six matrices having
just one nonzero element. Finding the linear combinations that produce those seven matrices in a
known subspace is easy, which means that the OCM will transform X into an array that has 54 zero
elements out of 63.
The OCM has played a key role in obtaining some important results of this paper. However, to be
useful in the present context, it needed to be adjusted in two respects. First, the dimensionality of the
space of I × I matrices is I2 in general, but it is only I(I + 1)/2 in case of symmetry. So X can be written
in a slice-wise vectorised version XVec = [Vec(X1)|· · ·|Vec(XK )] of order (1/2I(I + 1)) × K . Second, we
need to constrain the transformations to have S and T equal. This amounts to the following general
setup of OCM for symmetric slice arrays:
Step 1. Compute an orthogonal complement of XVec, say X
c
Vec.
Step 2. Compute HcVec = (S−1 ⊗ S−1)XcVecV in such a way that HcVec is in simple form.
Step 3. Compute a simple orthogonal complement of HcVec, say HVec.
Step 4. Find the matrix U such that HVec = (S′ ⊗ S′)XVecU. Array H, reconstructed from HVec, is the
simple form found for X.
In the next sections, simplicity results for various array formats will be presented. We will denote
the array to be simpliﬁed byX, with symmetric frontal slicesX1, . . .,XK . The simple form to be obtained
from X will be denoted by H, with symmetric frontal slices H1, . . .,HK .
We start with the case where the set of symmetric slices in an array is space-ﬁlling.
4. Simplifying symmetric slice I × I × Kmax arrays
When we have the maximum number of linearly independent symmetric frontal slices, the set of
the frontal slices forms a basis for the space of symmetric I × I matrices. Denote the ith column of II
by ei. A simple basis for the same space is formed bymatrices eie
′
i
for i = 1, 2, . . ., I, and (eie′j + eje′i) for
1 i < j  I [11]. For example, when I = 3 the basis is⎡⎣1 0 00 0 0
0 0 0
⎤⎦ ,
⎡⎣0 0 00 1 0
0 0 0
⎤⎦ ,
⎡⎣0 0 00 0 0
0 0 1
⎤⎦ ,
⎡⎣0 1 01 0 0
0 0 0
⎤⎦ ,
⎡⎣0 0 10 0 0
1 0 0
⎤⎦ ,
⎡⎣0 0 00 0 1
0 1 0
⎤⎦ . (8)
Therefore, there is a nonsingular Kmax × Kmax matrix U such that Hl =
∑Kmax
k=1 uklXk , l = 1, 2, . . .,Kmax,
where the matrices Hl represent the elements of the simple basis. That is, H holds the elements of the
simple basis as frontal symmetric slices. This simple form has weight (number of nonzero elements)
I2, which means that the proportion of nonzero elements is 1/Kmax = 2/(I(I + 1)). Clearly, the relative
weight gets smaller as the size of the array increases.
This simple form for the I × I × Kmax symmetric slice array is also useful when we are dealing with
tall I × I × K arrays, i.e., with K > Kmax. In this case the frontal slices are linearly dependent. We start
by performing a suitable slice mix in order to set the slices in excess to zero, thus we may reduce the
number of frontal slices. When Kmax linearly independent slices remain, then the above simpliﬁcation
is possible.
928 J.N. Tendeiro et al. / Linear Algebra and its Applications 430 (2009) 924–940
5. Simplifying symmetric slice 2× 2× K arrays
When X is a 2 × 2 × K array, there are three cases to consider, that is, we have K = 1, 2, or 3.
The 2 × 2 × 3 case was already dealt with before (Kmax = 3). In the 2 × 2 × 1 case there is merely a
symmetric matrix X of order 2. Computing the eigenvalue decomposition X = KDK′ we get K′XK = D.
Rescaling D to make one of its entries unity, we conclude that the diagonal matrix[
1 0
0 α
]
(9)
is a weight 2 simple form for X. An alternative simple form for D with the same weight is possible if
its diagonal entries, say d1 and d2, have opposite signs, namely,
S′DS =
[
0 2d1
2d1 0
]
(10)
with S =
[
1 1
k −k
]
and k2 = −(d1/d2). So X can be transformed into
[
0 1
1 0
]
(after rescaling (10)) when
the eigenvalues of X have opposite signs.
For a 2 × 2 × 2 array X = [X1|X2], the simple form can be computed using the OCM, since 2× 2 × 2
is complementary to 2 × 2 × 1. It is straightforward that a simple formwhich is complementary to (9)
is given by[
α 0 0 1
0 −1 1 0
]
. (11)
If the orthogonal complement of X has eigenvalues with different signs (that is, if α in (9) is negative),
then Xc can be simpliﬁed as in (10), entailing the complementary array[
1 0 0 0
0 0 0 1
]
. (12)
Any array derived from (12) via a Tucker transformation such that one of the slices is invertible,
say X1, will have an X
−1
1
X2 with real eigenvalues only. Conversely, a 2 × 2 × 2 symmetric array X =
[X1|X2] such that X−11 X2 has only real eigenvalues can always be simultaneously diagonalized as
in (12), thus implying an orthogonal complement matrix with one eigenvalue positive and one
negative.
To sum up, a weight 4 simple form for a 2 × 2 × 2 symmetric array is almost surely possible. If Xc
has both a positive and a negative eigenvalue, or equivalently, if X−1
1
X2 has real eigenvalues, then a
weight 2 simple target is possible.
6. Simplifying symmetric slice 3× 3× K arrays
For 3 × 3 × K arrays, Kmax = 6. We will search simplicity for cases K = 1, 2, 4, 5. Note that the case
Kmax = 6 has already been solved. The case K = 3 remains an open issue and is not covered in the
present paper.
The 3 × 3 × 1 array (=matrix) can be diagonalized using its eigenvalue decomposition, say D =
diag(d1, d2, d3). An alternative simple form with the same weight is possible if there is a pair of di’s
with opposite signs, in the same manner as was done to deduce (10). So, if d2d3 < 0 then
S′DS =
⎡⎣d1 0 00 0 2d2
0 2d2 0
⎤⎦ , (13)
with S =
[
1 0 0
0 1 1
0 k −k
]
and k2 = −(d2/d3).
The array format 3 × 3 × 5 is complementary to 3 × 3 × 1. We can therefore simplify a 3 × 3 × 5
symmetric array X using the OCM and the known simple form for the 3× 3 × 1 complementary array
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Xc. Matrix Xc can always be diagonalized, which in terms of the orthogonal complement means that
the following weight 10 simple form is always possible:⎡⎣1 0 0 1 0 0 0 1 0 0 0 1 0 0 00 α 0 0 0 0 1 0 0 0 0 0 0 0 1
0 0 0 0 0 β 0 0 0 1 0 0 0 1 0
⎤⎦ . (14)
When Xc has a pair of eigenvalues with opposite signs, then it can be simpliﬁed into form (13), which
leads to a weight 9 simple form,⎡⎣0 0 0 0 0 0 0 1 0 0 0 1 α 0 00 1 0 0 0 0 1 0 0 0 0 0 0 0 1
0 0 0 0 0 1 0 0 0 1 0 0 0 1 0
⎤⎦ . (15)
To sumup, a 3 × 3 × 5 symmetric array can almost surely be simpliﬁed into theweight 10 simple array
(14). In the special case that the orthogonal complement of X has eigenvalues of both signs, then the
weight 9 target (15) is possible. This is the reason why (13) is to be preferred to the diagonal form for
the 3 × 3 × 1 case, whenever possible.
Next, we deal with the 3 × 3 × 2 case X = [X1|X2]. Deﬁne M = X−11 X2. We divide our analysis in
two cases, depending on the number of complex eigenvalues inM.
• M has all eigenvalues real
In this case, array X has rank 3 [16], and there is a CP-solution Xk = ACkA′ (k = 1, 2), where A is
nonsingular and Ck is diagonal. So we can write Ck = A−1Xk(A−1)′, which is a way of diagonalizing
both slices of X. Note thatM = X−1
1
X2 = (A′)−1(C−11 C2)A′, which is an eigenvalue decomposition ofM.
Therefore, an easy way to perform the double diagonalization is to compute the eigendecomposition
M = KLK−1, so A = (K−1)′, and compute [K′X1K|K′X2K] = [C1|C2].
Almost surely, C−1
1
C2 has a pair of distinct diagonal elements, say c1 and c2. Array [C1|C2] may be
transformed to [C2 − c1C1| − C2 + c2C1], which has both slices diagonal of rank two. Notice that the
slice mix that was performed consists of a nonsingular transformation in the third direction. So we
conclude that a possible weight 4 simple form for the 3 × 3 × 2 symmetric array, in the case whenM
has all three eigenvalues real, is⎡⎣0 0 0 β 0 00 α 0 0 0 0
0 0 1 0 0 1
⎤⎦ . (16)
When all eigenvalues are real, this simpliﬁcation can be generalized to any array X = [X1|X2] holding
two symmetric slices of order I × I. The obtained simple form will have weight (2I − 2).
We shall now show how to get a simple form with weight 5. Although for the 3 × 3 × 2 case this
means a loss of simplicity, it will be useful for the complementary 3 × 3 × 4 array. We start by con-
sidering array [C1|C2 − cC1], where c is an eigenvalue of C−11 C2. If all eigenvalues of C−11 C2 are distinct
(this happens almost surely), then for at least one of the eigenvalues, say c, we have that C2 − cC1 will
be diagonal, of rank 2, holding two entries with opposite signs in the diagonal. Rescaling both frontal
slices of [C1|C2 − cC1] allows us to get the form⎡⎣1 0 0 0 0 00 a 0 0 1 0
0 0 b 0 0 c
⎤⎦ (17)
with c < 0. Entry cmaybe set to−1bypre- andpostmultiplying both slices bydiag
(
1, 1, 1√|c|
)
. Subtract
(a − b)/2 times the second slice from the ﬁrst slice to get⎡⎣1 0 0 0 0 00 d 0 0 1 0
0 0 d 0 0 −1
⎤⎦ (18)
with d = (a + b)/2. Next, pre- and postmultiplying both slices by
[
1 0 0
0
√
0.5
√
0.5
0
√
0.5 −√0.5
]
leads to
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⎡⎣1 0 0 0 0 00 d 0 0 0 1
0 0 d 0 1 0
⎤⎦ . (19)
Aﬁnal rescaling of theﬁrst slice allowsus to conclude that the following simple form is alwayspossible:⎡⎣−α 0 0 0 0 00 1 0 0 0 1
0 0 1 0 1 0
⎤⎦ (20)
with α nonzero. This form will be of use when deriving a simple form for the 3 × 3 × 4 case.
It can be concluded that, for the 3× 3 × 2 array whenM has all eigenvalues real, both the form (16)
and the form (20) are almost surely possible. Form (20) will appear useful later, to derive simplicity
for the complementary 3× 3 × 4 format.
• M has one pair of complex eigenvalues
Assume that in the eigenvalue decomposition M = KLK−1 the real eigenvalue is L(1, 1). Consider
S1 = [k1| real(k2)| imag(k2)], where ki is the ith column of K. Then [18]
[S′1X1S1|S′1X2S1] =
⎡⎣a 0 0 d 0 00 b c 0 e f
0 c −b 0 f −e
⎤⎦ . (21)
Subtracting (d/a) times the ﬁrst slice from the second, and then rescaling the second slice by the
inverse of entry (2,2) yields the form
[Y1|Y2] =
⎡⎣a 0 0 0 0 00 b c 0 1 f1
0 c −b 0 f1 −1
⎤⎦ (22)
Deﬁne S2 =
[
1 0 0
0 1 −s
0 s 1
]
for s = f1 +
√
f 2
1
+ 1, then
[S′2Y1S2|S′2Y2S2] =
⎡⎣a1 0 0 0 0 00 b1 c1 0 0 f2
0 c1 −b1 0 f2 0
⎤⎦ . (23)
A ﬁnal linear combination of both slices allows us to have c1 = 0. Therefore, a simple form obtained
after a ﬁnal rescaling is⎡⎣−α 0 0 0 0 00 1 0 0 0 1
0 0 −1 0 1 0
⎤⎦ . (24)
The overall conclusion for a general 3 × 3 × 2 symmetric slice array is that a weight 5 simple form is
always possible, see (20) and (24). In the case when X−1
1
X2 has all eigenvalues real, the weight 4 form
(16) has the smallest possible weight.
We will now apply the OCM to simplify the 3 × 3×4 array by using the known simple form of the
3 × 3 × 2 array. It is easy to verify that both (20) and (24) admit as an orthogonal complement an array
with form⎡⎣1 0 0 1 0 0 0 1 0 0 0 10 α 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 δα 0 0 0 1 0 0
⎤⎦ , (25)
where α has the same meaning as in (20) and (24), and δ = 1 in the ﬁrst case and −1 in the second
case. So almost surely a 3 × 3 × 4 symmetric slice array can be simpliﬁed to a weight 8 simple form.
Interestingly, if we had used (16) as the simple array form for the orthogonal complement (in the real
eigenvalue situation), we would have obtained a weight 9 array as simple form for X, less simple than
(25).
There is still one case left, the 3 × 3 × 3 symmetric slice array. Although this array format seems to
allow a simple pattern of weight 9 more often than not, a formal proof of this has evaded us.
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7. Simplifying symmetric slice 4× 4× K arrays
In the 4 × 4 × K case we have Kmax = 10. So the 4 × 4 × 10 case has been solved. We present sim-
ple forms for formats 4 × 4 × 1 and 4 × 4 × 2, as well as their complementary formats 4 × 4 × 9 and
4 × 4 × 8, respectively. The remaining cases are still open.
Arrays (=matrices) of order 4 × 4 × 1 can be diagonalized by means of the eigenvalue decompo-
sition. This means that D = diag(d1, d2, d3, d4), the diagonal matrix holding eigenvalues, is always a
possible simple form for the array. Alternative forms, specially useful for the 4 × 4 × 9 complement,
may be possible using the same process thatwas used to obtain (10) for the 2 × 2 × 1 case. Specifically,
we may attain the forms⎡⎢⎢⎣
d1 0 0 0
0 d2 0 0
0 0 0 2d3
0 0 2d3 0
⎤⎥⎥⎦ , (26)
when d1, d2, d3 > 0 and d4 < 0, and⎡⎢⎢⎣
0 2d1 0 0
2d1 0 0 0
0 0 0 2d3
0 0 2d3 0
⎤⎥⎥⎦ , (27)
when d1, d3 > 0 and d2, d4 < 0. Using the OCM for the 4 × 4 × 9 array and taking advantage of the
simple forms found for the 4 × 4 × 1 orthogonal complement D, (26) and (27), respectively, we have
various simple forms for X. When the complement is D, we have⎡⎢⎢⎣
1 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0
0 α 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 β 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 γ 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0
⎤⎥⎥⎦ (28)
of weight 18. When the complement is (26), we have⎡⎢⎢⎣
1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0
0 α 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 β 0 0 0
0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0
⎤⎥⎥⎦ (29)
of weight 17. When the complement is (27), we have⎡⎢⎢⎣
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 α
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 α 0
0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0
⎤⎥⎥⎦ (30)
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of weight 16. The conclusion is that, in general, a simpliﬁcation of a 4× 4 × 9 symmetric slice array
into a weight 18 simple array (28) is always possible. This result can be improved, when the signs of
the eigenvalues of the orthogonal complement of X permit, to a weight 17 or weight 16 array (29) or
(30), respectively.
Next, we treat the 4 × 4 × 2 case X = [X1|X2]. DeﬁningM = X−11 X2, three possibilities arise: either
all eigenvalues ofM are real, orM has one pair of complex eigenvalues, orM has two pairs of complex
eigenvalues.
• M has all eigenvalues real
When all eigenvalues are real, X has rank 4 [16]. As argued in the case of 3× 3 × 2 arrays when all
eigenvalues are real, it is possible to perform a double diagonalization, followed by reducing the rank
of each slice to be 3, so we can have the weight 6 array⎡⎢⎢⎣
0 0 0 0 γ 0 0 0
0 α 0 0 0 0 0 0
0 0 β 0 0 0 δ 0
0 0 0 1 0 0 0 1
⎤⎥⎥⎦ . (31)
Another simple form that can be achieved using a procedure similar to the one that led to (20) is given
by ⎡⎢⎢⎣
α 0 0 0 γ 0 0 0
0 β 0 0 0 0 0 0
0 0 1 0 0 0 0 1
0 0 0 1 0 0 1 0
⎤⎥⎥⎦ . (32)
Although (32) has weight 7, it will be useful in terms of the 4 × 4 × 8 complement.
• M has one pair of complex eigenvalues
Let, in the eigenvalue decomposition M = KLK−1, the real eigenvalues be L(1, 1) and L(2, 2). Con-
sider matrix S = [k1|k2| real(k3)|imag(k3)], where ki is the ith column of K. Then [18] we have
[S′X1S|S′X2S] =
⎡⎢⎢⎣
∗ 0 0 0 ∗ 0 0 0
0 a 0 0 0 d 0 0
0 0 b c 0 0 e f
0 0 c −b 0 0 f −e
⎤⎥⎥⎦ , (33)
where ∗ denotes a nonzero entry. The pair of lower-right 3 × 3 submatrices have an already known
form, see (21). Therefore, using here the same procedure used to simplify (21) applied to these blocks,
we obtain a weight 7 symmetric simple form⎡⎢⎢⎣
α 0 0 0 γ 0 0 0
0 β 0 0 0 0 0 0
0 0 1 0 0 0 0 1
0 0 0 −1 0 0 1 0
⎤⎥⎥⎦ , (34)
similar to (32). In fact, both arrays lead to 4× 4 × 8 complements with the same pattern of (non)zeros.
• M has two pairs of complex eigenvalues
Rocci and Ten Berge [12] explain how to perform a slice mix of X1 and X2 such that for the new
slices X˜1, X˜2 we have that X˜
−1
1
X˜2 has pure imaginary eigenvalues, so we will assume that X is already
in such form.Write the eigenvalue decomposition ofM = KLK−1 with L holding conjugate eigenvalues
placed next to each other, and consider S = [real(k1)|imag(k1)|real(k3)|imag(k3)], where ki is the ith
column of K. Then [18]
[S′X1S|S′X2S] =
⎡⎢⎢⎣
a b 0 0 e f 0 0
b −a 0 0 f −e 0 0
0 0 c d 0 0 g h
0 0 d −c 0 0 h −g
⎤⎥⎥⎦ . (35)
Denote these slices by Z1 and Z2. It is clear that Z
−1
1
Z2 has the same eigenvalues asM.
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The next step consists of obtaining the eigenvalue decomposition Z1 = K1L1K′1. Notice that Z1 has
two pairs of real eigenvalues differing only in signs. We shall prove next that [K′
1
Z1K1|K′1Z2K1] has the
symmetric form⎡⎢⎢⎣
∗ 0 0 0 0 ∗ 0 0
0 ∗ 0 0 ∗ 0 0 0
0 0 ∗ 0 0 0 0 ∗
0 0 0 ∗ 0 0 ∗ 0
⎤⎥⎥⎦ (36)
if L1 holds the opposite eigenvalues placed next to each other, e.g., λ1,−λ1, λ2,−λ2. This form can be
seen as related to (32) and (34), from the previous cases. We notice that the form of the ﬁrst slice is
obvious (it is L1), but the form of the second slice deserves further inspection.
We start by observing that the 2 × 2 diagonal blocks in Z1 and Z2 are proportional to orthonormal
matrices. Therefore, we can write
Z1 =
[
γ1T1 0
0 γ2T2
]
, Z2 =
[
γ3T3 0
0 γ4T4
]
(37)
with T1, . . .,T4 symmetric and orthonormal, with eigenvalues 1 and −1. Then
Z−1
1
Z2 =
[
γ −1
1
γ3T1T3 0
0 γ −1
2
γ4T2T4
]
. (38)
First, consider the upper-left 2 × 2 block. Deﬁne G = T1T3 (so T3 = T1G); G is orthonormal with pure
imaginary eigenvalues. Consider its eigenvalue decomposition G = KGLGK−1G with LG = diag(−iu, iu),
then G2 = −u2I2. This implies that det(G2) = u4, but we also have that det(G2) = det(G′G) = det(I2) =
1, and so u = ±1. Hence G2 = −I2. From this equality and the orthonormality of Gwe get that G = −G′,
so G is a skew matrix. Combining this fact with the orthonormality of G allows to conclude that
G =
[
0 −1
1 0
]
, up to sign. Next, since T1 has eigenvalues 1 and−1, we can write the eigenvalue decom-
position T1 = KT1LT1K′T1 with LT1 =
[
1 0
0 −1
]
andKT1 orthonormal. From thiswe haveK
′
T1
T1KT1 = LT1
(diagonal) and
K′T1T3KT1 = K′T1T1GKT1 = K′T1KT1LT1K′T1GKT1
= LT1K′T1GKT1 = ±LT1G = ±
[
0 1
1 0
]
(the second last equality is because K′T1GKT1 is orthonormal and skew, and therefore it equals G up
to sign). The same process can be applied to the lower-right 2 × 2 blocks of Z1 and Z2. We can con-
clude that if we pre and postmultiply the slices of the array [Z1|Z2] by K′1 and K1, respectively, where
K1 =
[
KT1
0
0 KT2
]
is the matrix of eigenvectors of Z1, then
[K′1Z1K1|K′1Z2K1] =
⎡⎢⎢⎣
γ1 0 0 0 0 δ1γ3 0 0
0 −γ1 0 0 δ1γ3 0 0 0
0 0 γ2 0 0 0 0 δ2γ4
0 0 0 −γ2 0 0 δ2γ4 0
⎤⎥⎥⎦ (39)
with δ1 = ±1, δ2 = ±1.
We can use the simple forms that were deduced for symmetric 4 × 4 × 2 arrays to compute simple
forms for the 4 × 4 × 8 case using the OCM. So, depending on which situation we have for Xc, we may
haveHc as in (32), (34) or (39). The ﬁrst two cases lead to a complement ofweight 18with the following
slices: ⎡⎢⎢⎣
−2β 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 2α 0 0 0 1 0 0 0 1 0 0 1 0 0 0
0 0 0 βγ 0 0 −β 0 0 0 0 0 0 0 0 0
0 0 βγ 0 0 0 0 0 0 0 0 −βδ 0 0 0 0
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0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0
⎤⎥⎥⎦ , (40)
where α,β, and γ have the same meaning as in (32) and (34), and δ = 1 in the ﬁrst case and −1 in the
second case. The third case leads to a complement of the form⎡⎢⎢⎣
1 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0
0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 −γ1γ −12 0 0 0 0 0 0 0 0 α
0 0 0 0 0 0 0 0 0 0 0 γ1γ
−1
2
0 0 α 0
0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0
⎤⎥⎥⎦ , (41)
with α = −δ1δ−12 γ3γ −14 , again of weight 18. The overall conclusion is that a symmetric 4 × 4 × 8 array
can almost surely be simpliﬁed into one out of two weight 18 arrays.
8. Applications to typical rank
Results concerning typical rank for several symmetric slice arrays are presented in Ten Berge et
al. [16]. Using the simplicity results presented above, we can now further clarify some of the results
deduced in [16]. We shall do this by revisiting the typical rank issue (over the ﬁeld of real numbers)
for 3 × 3 × 4 and the 3 × 3 × 5 array formats, when slices are symmetric.
• Symmetric slice 3 × 3 × 4 arrays
Weproved that apossible simple formfor3 × 3 × 4symmetric slice arrays thatworks almost always
is given by (25). Ten Berge et al. [16] have proven that 3 × 3 × 4 symmetric slice arrays have typical
rank {4, 5}. The proof consists of constructing a rank four solution for a randomly sampled symmetric
slice array, and determining under which conditions we need a rank ﬁve solution. Here we shall do
the same, this time using (25). Our purpose is to put in evidence how helpful simple forms can be to
study the rank of an array.
We start by unfolding the array and vectorizing its frontal slices, so we get XVec = [Vec(X1)|· · ·
|Vec(X4)]. Noting that a CP decomposition can be written in the form XVec = (A • B)C′, where • stands
for the Khatri-Rao product, it can be concluded that a rank 4 solution exists if and only if there exists
a Khatri–Rao basis A • Bwhich generates XVec. Equivalently, wemay solve XVecW = A • B, withW =
(C′)−1. The problem sums up to ﬁnding four linearly independent vectorsw (columns ofW) such that
XVecw is the Kronecker product of two vectors (columns of A and B), which may be rescaled to be
a = [1 a1 a2]′ and b = [1 b1 b2]′, respectively, for scalars a1, a2, b1 and b2. We have
XVec =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 0 0
0 0 1 0
0 0 0 1
0 0 1 0
α 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0
0 δα 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and a ⊗ b =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
b1
b2
a1
a1b1
a1b2
a2
a2b1
a2b2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (42)
Solving XVecw = a ⊗ b for w yields a = b and w = [α−1 b21 δα−1 b22 b1 b2]′. There are two equations
left, b1b2 = 0 and b21 + δb22 = α. The last two equations have four solutions if and only if δ = 1 and α is
positive, being the solutions b1 = 0, b2 = ±√α and b1 = ±√α, b2 = 0. With this we already have
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A = B =
⎡⎣ 1 1 1 10 0 √α −√α√
α −√α 0 0
⎤⎦ . (43)
We ﬁnd C as C = (W−1)′, which is given by
C =
⎡⎢⎢⎣
0 0 0.5 0.5
0.5 0.5 0 0
0 0 0.5
√
α−1 −0.5
√
α−1
0.5
√
α−1 −0.5
√
α−1 0 0
⎤⎥⎥⎦ . (44)
We conclude that, when δ = 1 and α > 0, a unique rank four decomposition of X is given by Xk =
ACkA
′, k = 1, . . ., 4, with A and C given by (43) and (44).
When δ = −1 or α < 0, the rank of X is larger than 4. A rank 5 solution can be constructed as
follows. Consider array X temporarily augmented with a ﬁfth slice X5 = diag(−δα2, δα, α), and deﬁne
Xaug = [Vec(X1)|. . .| Vec(X5)]. Proceeding as before, it is possible to ﬁnd A(3 × 5) and Caug(5 × 5) such
thatXaug = (A•A)C′aug.WeﬁndC byeliminating theﬁfth rowofCaug. There aremany solutionspossible.
If we settle for
A =
⎡⎣1 1 1 1 10 0 1 −1 0
1 −1 0 0 0
⎤⎦ , (45)
then C will be
C =
⎡⎢⎢⎣
0 0 0.5α 0.5α 1 − α
0.5δα 0.5δα 0 0 1 − δα
0 0 0.5 −0.5 0
0.5 −0.5 0 0 0
⎤⎥⎥⎦ . (46)
This is a closed form solution for 3 × 3 × 4 symmetric slice arrays of rank 5.
The derivation above, based on the simplicity pattern (25), has enabled us to greatly simplify the
rank analysis of 3 × 3 × 4 symmetric slice arrays, compared to [16]. All it takes to determine the rank of
such an array is seeing whether or not α and δ of (25) are positive or not. This is easier than evaluating
the roots of a certain fourth degree polynomial to see if they are real and distinct, [16]. In fact, that
fourth degree polynomial has now been reduced to (λ2 − α)(λ2 − δα). In addition, ﬁnding a rank 5
solution when a rank four solution fails is now also trivially easy, as is clear from (45) and (46).
• Symmetric slice 3 × 3 × 5 arrays
In [16] it is proven that 3 × 3 × 5 symmetric slice arrays have typical rank {5,6}. We proved that
a possible simple form is given by (14). We can proceed as done before for the 3 × 3 × 4 situation.
Construct XVec = [Vec(X1)|· · ·|Vec(X5)]. For a rank 5 solution to exist we need to ﬁnd a Khatri–Rao
basis which generates XVec = (A • B)C′. This is the same as solving XVecW = A • B, with W = (C′)−1.
Denoting rescaled columns of A and B by a = [1 a1 a2]′ and b = [1 b1 b2]′ respectively, for scalars
a1, a2, b1 and b2, we get
XVec =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 1 0 0
α 0 0 0 0
0 0 0 0 1
0 0 0 1 0
0 0 0 0 1
0 β 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and a ⊗ b =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
b1
b2
a1
a1b1
a1b2
a2
a2b1
a2b2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (47)
SolvingXVecw = a ⊗ b forw implies that a = b andw = [α−1b21 β−1b22 b1 b2 b1b2]′. There is one condi-
tion that remains to be solved, which is equation α−1b2
1
+ β−1b2
2
= 1. This equation implies that there
is a solution (and therefore a rank 5 decomposition) if and only if α > 0 and/or β > 0. When the latter
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condition is satisﬁed, we can deduce closed form solutions. There is an inﬁnite number of solutions,
of which the ones presented next are only a possibility:
• if α > 0 and β > 0:
A =
⎡⎣ 1 1 1 1 10 0 √α −√α 0.5√α√
β −√β 0 0 √0.75β
⎤⎦ , (48)
C =
⎡⎢⎢⎢⎢⎢⎣
0 0 0.5 0.5 0
0.5 0.5 0 0 0
0 0 0.5
√
α−1 −0.5
√
α−1 0
0.5
√
β−1 −0.5
√
β−1 0 0 0
−2(√0.75 + 0.75)k 2(√0.75 − 0.75)k −1.5k 0.5k 4k
⎤⎥⎥⎥⎥⎥⎦ ,
(49)
with k =
√
3−1α−1β−1.
• if α > 0 and β < 0:
A =
⎡⎣ 1 1 1 1 1√α −√α √2α √2α −√2α
0 0
√−β −√−β √−β
⎤⎦ (50)
and
C =
⎡⎢⎢⎢⎢⎣
0.5 0.5 0 0 0
1 + √0.5 1 − √0.5 −0.5 −0.5 0
0.5
√
α−1 −0.5
√
α−1 0 0 0√
−0.5β−1 −
√
−0.5β−1 0 −0.5
√
−β−1 0.5
√
−β−1
−0.5
√
−α−1β−1 0.5
√
−α−1β−1 0.5
√
−0.5α−1β−1 0 −0.5
√
−0.5α−1β−1
⎤⎥⎥⎥⎥⎦ .
Whenthe rank is6, that is,whenα < 0andβ < 0, a simpledecompositionbasedon [11] is the following:
A =
⎡⎣1 0 0 0 1 10 1 0 1 0 1
0 0 1 1 1 0
⎤⎦ , C =
⎡⎢⎢⎢⎢⎣
1 α 0 0 0 0
1 0 β 0 0 0
−1 −1 0 0 0 1
−1 0 −1 0 1 0
0 −1 −1 1 0 0
⎤⎥⎥⎥⎥⎦ . (51)
9. Maximal simplicity
We have presented simple forms for some symmetric slice arrays. A natural question that arises
concerns the optimality of the simple targets, described in terms of minimal weight. That is, have the
simple forms we presented the maximal simplicity possible?
For some cases it is possible to prove at once that the simple forms presented haveminimal weight.
For instance, the weight 9 form (8) for the 3 × 3×6 symmetric slice array has maximal simplicity.
In fact, if a simple form H with weight less than 9 were possible, then it would have at least four
slices of weight 1. The symmetry of these four slices implies that the weights must be placed in the
diagonal of each slice, which leads to the conclusion that H has linearly dependent slices. So weight
9 is associated to the maximal simplicity possible for 3× 3 × 6 symmetric slice arrays with linearly
independent slices, or more generally, weight I2 is the optimal weight for I × I × Kmax symmetric slice
arrays with linearly independent slices.
Theweight of an array is an upper bound to the rank of an array. Usually this bound is larger than the
rank, but in cases of low order it might give some insight regarding maximal simplicity. For example,
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it was shown that the 2 × 2 × 2 symmetric slice array X can be transformed into the simple formwith
weight 4 given by (11), and when α < 0 the weight 2 simple target given by (12) is also possible. It is
well known that X has rank 2 when α < 0 and rank 3 when α > 0. This immediately implies that (12)
has maximal simplicity when α < 0, since in this situation the weight equals the rank. On the other
hand, it is easy to show that there is no slice mix of (11) with rank 1 when α > 0, which implies that
no Tucker transformations applied to (11) can lead to slices of rank 1. This means that weight 4 is the
minimal possible in this case.
The OCM can also be used in this context. Consider, for instance, the 3 × 3 × 5 symmetric slice
array.We showed that a randomly generated array of this order can always be simpliﬁed into a weight
10 simple array (14), and in some situations a weight 9 array is also possible, see (15). The ques-
tion to answer at the moment is: is it possible to have a simpler (smaller weight) target? Assuming
that it is possible, we shall consider all simpler targets available. Noting that weight 6 or less would
imply linearly dependent slices, we are left with the following two types of arrays (without loss of
generality):
H1 =
⎡⎣0 0 0 0 0 0 0 1 0 0 0 1 0 0 00 1 0 0 0 0 1 0 0 0 0 0 0 0 1
0 0 0 0 0 1 0 0 0 1 0 0 0 1 0
⎤⎦ (52)
and
H2 =
⎡⎣1 0 0 0 0 0 0 0 0 0 1 0 0 0 10 0 0 0 1 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 1 0 0
⎤⎦ . (53)
Arrays (52) and (53) admit the following orthogonal complements, respectively,
Hc1 =
⎡⎣1 0 00 0 0
0 0 0
⎤⎦ , Hc2 =
⎡⎣0 0 00 0 1
0 1 0
⎤⎦ . (54)
When an orthogonal complement set contains a single symmetric matrix that is rescaled to unit sums
of squares, and rescaled to have a certain nonzero element positive (viz. the element (1,1) in Hc1,
and the element (2,3) in
√
.5Hc2), that complement matrix depends continuously on the given array.
Moreover, the determinant of a square matrix of order n is a real valued analytic function. Since the
determinant of orthogonal complement matrices of 3× 3 × 5 symmetric slice arrays is not identically
zero, we can conclude that such matrices have determinant nonzero almost surely [2]. This implies
that both complements in (54) arise with probability zero, and so the simple forms (52) and (53) may
be discarded. It can be concluded that 3× 3 × 5 arrays admit simple forms with weight less than 9
with probability zero.
It was proved in this paper that for 3 × 3 × 2 symmetric slice arrays X = [X1|X2] a weight 5 simple
form is always possible (arrays (20) or (24)), and in some situations weight 4 is possible (array (16)).
A simple form with weight 3 is not possible, because it can be seen that no slice mix from (20) or
(24) will ever lead to a rank 1 matrix. Therefore, the maximal simplicity for 3 × 3 × 2 symmetric slice
arrays is weight 4. Furthermore, when X−1
1
X2 has complex eigenvalues it is not possible to improve
the weight 5 simple form (24), since it can be seen that any weight 4 symmetric slice array has real
generalized eigenvalues.
Finally, consider the 3 × 3 × 4 symmetric slice arrays. We were able to simplify these arrays into
(25), which has weight 8. For this result to have maximal simplicity, we need to ensure that weight 7
or less can not occur with positive probability. It can be seen that any simple form of weight 6 or less
with at least three slices of rank 1 has a 3× 3 × 2 orthogonal complement spanned by two slices that
do not admit a linear combination of rank 3, which is an event of probability 0. Also, simple formswith
weight 6 and only two rank 1 slices happen with probability zero, since their orthogonal complement
spaces are spanned by pairs of slices with joint weight 3. So we need to only focus on weight 7 targets.
There are two possible types of targets:
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• We can have exactly two slices of rank 1, such as in array H1:
H1 =
⎡⎣1 0 0 0 0 0 0 1 0 0 0 10 0 0 0 1 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 α 1 0 0
⎤⎦ . (55)
There are 18different possibilities in total, but the reasoning to bepresented to only this example
applies to all. Notice that H1 is impossible almost surely, because its orthogonal complement
Hc1,
Hc1 =
⎡⎣0 0 0 0 −α 00 0 1 −α 0 0
0 1 0 0 0 2
⎤⎦ (56)
is a 3 × 3 × 2 symmetric slice array such that any slice mix will lead to three repeated real
generalized eigenvalues, an event of probability zero. In some of the cases the orthogonal com-
plement cannot even lead to full rankmatrices by linear combination of the slices, which is also
an event of probability zero.
• We can have exactly one slice of rank 1. One possibility, given by
H2 =
⎡⎣1 0 0 0 1 0 0 0 1 0 0 00 0 0 1 0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0 0 0 1 0
⎤⎦ (57)
can be ruled out since its complement Hc2,
Hc2 =
⎡⎣0 0 0 0 0 00 1 0 0 0 0
0 0 0 0 0 1
⎤⎦ (58)
is a 3 × 3 × 2 symmetric slice array with only weight 2. There are nine possibilities left. Six of
them, such as H3,
H3 =
⎡⎣1 0 0 0 0 0 0 1 0 0 0 10 a 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 1 0 0
⎤⎦ (59)
lead to an orthogonal complement such that any slice mix with at least one invertible slice will lead to
a pair of repeated real generalized eigenvalues, which is an event of probability zero. The remaining
three possibilities have orthogonal complements that again do not admit full rank matrices as linear
combinations of their slices, which is an event of probability zero.
The conclusion is that weight 8 is indeed the maximal simplicity almost surely for 3× 3 × 4 sym-
metric slice arrays.
10. Results from simulations: the SIMPLIMAX procedure
For many situations it is not easy to ﬁnd simple forms, or assess maximal simplicity. When formal
proofs might be difﬁcult, one can still use simulation as an informal way of making, reinforcing or
refuting one’s hypotheses. Kiers [6] has developed a procedure called SIMPLIMAX, which ﬁnds oblique
rotations that give theminimum sum of squares for a previously speciﬁed numberm of entries for the
rotated array. It is not known a priori which entries will be the smallest ones, so the algorithm will
internally solve this issue. This has the side effect of SIMPLIMAX ﬁnding locally optimal solutions. This
problem can be circumvented by using a large number of randomly started runs of the algorithm. An
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adapted version of SIMPLIMAX allows to ﬁx, in advance, the position of the m entries whose sum of
squares we intend to minimize. We shall refer to this as the ﬁxed version of SIMPLIMAX, in contrast
with the not ﬁxed version of the algorithm.
SIMPLIMAX had a crucial role in the research that led to the present paper. The modus operandi
was usually the following: for an array order for which we were interested in ﬁnding simple forms,
we randomly generated a family of 30 such arrays, ﬁxed some values for m, and ran the not ﬁxed
algorithm using MATLAB. A rotation was considered “successful” when the sum of squares of the m
smallest elements was below a ﬁxed threshold (we settled for 10−15). For each array, we repeated
the algorithm with a random different starting conﬁguration (to avoid locally optimal solutions) to
a maximum of 150 tries, unless a successful solution was found meanwhile. When we had found an
interesting simple form to look at, we used ﬁxed SIMPLIMAX to test it directly (again 30 randomly
sampled arrays, 150 tries for each array). This gave us empirical probabilities of success for the targets
at hand. This could be done for several targetswith equal weight, as away of comparing performances.
Most of the rotations to simplicity that we proved in this paper for arrays with 3 × 3 or 4 × 4
symmetric slices were ﬁrst suggested to us by SIMPLIMAX. Moreover, maximal simplicity was also
inspected. For each array orderwe examined,we ran not ﬁxed SIMPLIMAX for 100 randomly generated
arrays, aiming for targetswith smallerweight than the simple formswepresent. The results concerning
orders 3 × 3 × K for K = 2, 4, 5 were consistent with the maximal simplicity we proved in this paper.
For the arrayswith 4 × 4 symmetric sliceswe considered, simulations indicate thatweight 18 seems to
be themaximal simplicity to expect forK = 8slices. As for4 × 4 × 9symmetric slice arrays, simulations
seem to indicate that weight less than 16 does not happen. Moreover, the situations for which weight
18 and 17 simple forms (28) and (29) were developed do not seem to admit simpler forms.
11. Discussion
We have worked under the assumption that the arrays are randomly sampled from a continuous
distribution, with the constraint of symmetry in the frontal slices. This means that we have ignored
cases that arise with probability zero. However, one may question the “random” nature of a core array
arising from a 3PCA procedure, as it is a product of an iterative algorithm. As Rocci and Ten Berge [12, p.
362] argue, “…we cannot infer that simplicity transformations which work almost surely for random
arrayswill alsowork for Tucker-3 corearrays. Fortunately, all Tucker-3 corearrays encountered so fardo
seem to behave as if randomly sampled from a continuous distribution, and do allow transformations
to simplicity …”. Still, a formal proof for this is lacking.
The results of this paper have direct implications for the possibility of simplifying core arrays in
Tucker 3-way PCA. However, the realm of possible applications is more general. Matrix theory on the
simultaneous reduction of pairs of matrices to sparse forms is abundant, but results for more than
twomatrices seem absent. The present paper explores the possibilities of ﬁlling this gap. For instance,
it has been shown that 3 × 3 × 4 arrays of symmetric slices can almost surely be reduced to a form
where each of the four slices has weight 2. This is an extension of matrix theory that will be of interest
beyond the realm of Tucker-3 PCA.
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