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Abstract
In this paper we examine bases for finite index inclusion
of II1 factors and connected inclusion of finite dimensional
C∗- algebras. These bases behave nicely with respect to basic
construction towers. As applications we have studied auto-
morphisms of the hyperfinite II1 factor R which are ‘compat-
ible with respect to the Jones’ tower of finite dimensional C∗-
algebras’. As a further application, in both Cases we obtain
a characterization, in terms of bases, of basic constructions.
Finally we use these bases to describe the phenomenon of mul-
tistep basic constructions (in both the Cases).
Mathematics Subject Classification 2010 : 46L37
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Pimsner-Popa bases.
1 Introduction
We write (N ⊆ M, tr) to denote a unital inclusion of finite von
Neumann algebras, with ‘tr’ a faithful normal tracial state, and write
N ⊂M
e1
⊂M1 for Jones’ resulting basic construction. The trace tr is
called a Markov trace of modulus τ if it extends to a positive trace
Tr :M1 7−→ C such that Tr(xen) = τtr(x) for x ∈M .
We confine ourselves to two Cases: (1) when the inclusion is one
of II1 factors with finite index, i.e., [M : N ] < ∞; and (2) when we
have a connected inclusion of finite dimensional C∗- algebras. Then
it is known that in both Cases ((1) and (2)) there exists a unique
Markov trace on M , and we can iterate the basic construction to
obtain a tower,
M1 ⊆M2 ⊆ .. ⊆Mn ⊆Mn+1....
where Mn+1 = 〈Mn, en+1〉 is the result of applying the basic con-
struction for the pair Mn−1 ⊆ Mn and en+1 is the projection im-
plementing the trMn preserving conditional expectation of Mn onto
1
Mn−1. We then obtain a II1 factor M∞ in both the Cases, which is
hyperfinite in Case (2).
Pimsner and Popa have shown (in [11]) that for an inclusion
N ⊂ M of II1 factors, M is a finitely generated projective module
over N if and only if [M : N ] is finite by constructing a family
{mj : 1 ≤ j ≤ n+ 1} of elements in M , with n equal to the integer
part of [M : N ], which they called “orthonormal basis” for the pair
N ⊆M . In a similar manner, we find a slightly less restrictive notion
of basis in [7].
In this paper (in section 2) we see that this notion of basis in [7]
can also be carried out in our Case (2) of connected inclusions of
finite dimensional C∗- algebras. Further in section 2 we characterize
bases, in both Cases (1) and (2), by three equivalent conditions. One
advantage of this characterization is a transparent proof of Corollary
2.7. This result has been mentioned for the Case of II1 factors in
[7] (Lemma 4.3.4 (i)), but the proof there seems incomplete. Our
characterization of bases now clarifies this point, and also shows that
bases behave in a nice way with respect to the Jones’ tower.
As an application we show (in 3.1) how the use of bases leads to
a natural proof of existence, in Case (2), (see [13](Theorem 2.1)) of a
unique extension of an automorphism on M which leaves N globally
invariant, to an automorphism on the hyperfinite II1 factor M∞
which is compatible with the tower in the sense of fixing the Jones
projections. It has been also proved that the initial automorphism
will be automatically trace-preserving.
In [12](Proposition 1.2) Pimsner and Popa have characterized
basic construction for II1 factor inclusion in two equivalent ways.
See also [4](section 5). In this paper we have characterized basic
construction in terms of basis we introduced(Lemma 3.4). We have
succeeded to obtain a simple characterization ofM1 for finite demen-
sional C∗- algebra Case also. In [12](Theorem 2.6)Pimsner and Popa
have used their characterization of basic construction to describe the
k-th step of the basic construction. In the section 3.2 we have also
given another proof of this construction using our characterization
of basic construction and have also done the same for connected in-
clusion of finite dimensional C∗-algebras.
2 Bases
As stated in the Introduction, we assume N ⊆M is a unital inclusion
of finite von Neumann algebras of one of the following two types.
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Case(1): N and M are II1 factors with finite index [M : N ] and
hence there exists unique Markov trace tr on M of modulus τ where
τ = [M : N ]−1.
Case(2): Let N ⊆ M be a connected inclusion of finite dimen-
sional C∗ -algebras and hence there exists unique Markov trace tr on
M of modulus τ where τ = ‖G‖−2 where G is the inclusion matrix
for N ⊆M .
For both the Cases the following easy but very useful Lemma
holds whose proof can be found in [11], (Lemma 1.2) and for Case(2)
see [7] (Remark 4.3.2(a)).
Lemma 2.1. If x1 ∈ M1, then there exists unique element x0 ∈ M
such that x1e1 = x0e1,this element is given by x0 = τ
−1EM (x1e1).
In the following theorem we give three equivalent descriptions of
basis, not necessarily orthonormal in the sense of Pimsner-Popa.
Theorem 2.2. Let N and M be as in Case(1) or in Case(2). Then for
a finite set {λi : i ∈ I = 1, 2, ...n} ⊆M , the following are equivalent:
(1) Let EN be the tr- preserving conditional expectation of M onto N
and define a matrix Q whose (i, j) entry is given by qij = EN (λiλj
∗).
Then Q is a projection in Mn(N) such that trMn(N)(Q) = τ
−1/n.
(2)
∑n
i=1 λi
∗e1λi = 1, where e1 is the Jones projection.
(3) For any x ∈M , x =
∑n
i=1EN (xλi
∗)λi.
Proof. (1) =⇒ (2) : This proof is mainly inspired by [11]. Assume
(1) holds. Since tr on M is Markov, it extends to a unique trace on
M1, namely trM1 . Put vi = e1λi and
v =


v1 0 . . . 0
v2 0 . . . 0
...
...
. . .
...
vn 0 . . . 0

 .
Then, vivj
∗ = e1λiλj
∗e1 = EN (λiλj
∗)e1 = qije1. Thus,
vv∗ =


q11e1 q12e1 . . . q1ne1
q21e1 q22e1 . . . q2ne1
...
...
. . .
...
qn1e1 qn2e1 . . . qnne1

 = QE
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where
E =


e1 0 . . . 0
0 e1 . . . 0
...
...
. . .
...
0 0 . . . e1

 .
Thus by property of Jones projection [5] (Proposition 3.1.4), vv∗ =
QE = EQ and hence v is a partial isometry. Thus v∗v is a projection;
i.e.,
∑
i v
∗
i vi is a projection f (say) in 〈M,e1〉 = M1. But f =∑
i λi
∗e1λi satisfies the following equations :
trM1f = n trMn(M1) (vv
∗)
= n trMn(M1)(QE)
= n (1/n)
∑
i
trM1(qiie1)
=
∑
i
τ tr(qii) (Markov property)
= τ n trMn(N)(Q)
= 1 (by (1)).
Thus (1 − f) ≥ 0 and trM1(f) = 1. Then faithfulness of tr implies
f = 1. So
∑
i λi
∗e1λi = 1. Thus (1) implies (2).
(2) =⇒ (3): We assume that (2) holds. Let x∗ ∈M , then
x∗e1 = (
∑
i
λi
∗e1λi)x
∗e1
=
∑
i
λi
∗EN (λix
∗)e1
= (
∑
i
λi
∗EN (λix
∗))e1.
Again applying Lemma 2.1 and then taking adjoint we get (3).
(3) =⇒ (2) : We assume (3). Let x and y be two arbitrary elements
of M . Then,
(
∑
i
λi
∗e1λi)(xe1y) =
∑
i
λi
∗e1λixe1y
=
∑
i
λi
∗EN (λix)e1y
= (xe1y) (by (3)).
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Similarly,
(xe1y)(
∑
i
λi
∗e1λi) =
∑
i
xe1yλi
∗e1λi
=
∑
i
xe1EN (yλi
∗)λi
= (xe1y) (by (3)).
Then we know the space Me1M , which is linear span of {xe1y :
x, y ∈ M}, is a strongly dense *-subalgebra of M1, see for instance
[2](Proposition 3.6.1(vii)). Then since multiplication is separately
strongly continuous it follows that
∑
i λi
∗e1λi = 1.
(2) =⇒ (1) : Suppose (2) is true. Then,
e1(
∑
k
qikqkj) = e1(
∑
k
EN (λiλk
∗)EN (λkλj
∗))
= e1(
∑
k
EN (λiλk
∗EN (λkλj
∗)))
=
∑
k
e1λiλk
∗EN (λkλj
∗)e1
=
∑
k
e1λiλk
∗e1λkλj
∗e1
= e1λi(
∑
k
λk
∗e1λk)λj
∗e1
= e1λiλj
∗e1 (by (2))
= e1EN (λiλj
∗)
= e1qij.
Thus applying Lemma 2.1 we get Q2 = Q. Clearly Q∗ = Q. Hence
Q is a projection in Mn(N). Now
trMn(N)(Q) = (1/n)
∑
i
tr(qii)
= (1/n)
∑
i
tr(EN (λiλi
∗))
= (1/n)
∑
i
tr(λiλi
∗)
= (τ−1/n)
∑
i
tr(e1λiλi
∗) (Markov Property)
= (τ−1/n)
∑
i
tr(λi
∗e1λi)
= (τ−1/n).
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Hence (2) implies (1).

Remark 2.3. Taking adjoints in (3) it follows that the above three
are also equivalent to x =
∑n
i=1 λi
∗EN (λix), for all x ∈M .
Definition 2.4. A finite set {λi : i ∈ I} ⊂M satisfying any one of
the equivalent conditions (i)-(iii) of Theorem 2.2 will simply be called
a basis for M/N .
Existence of bases: For Case(1) an explicit construction has been
given in [11](Proposition 1.3) while for Case (2) see [7] (Lemma
5.7.3), and [6] (Proposition 2.5). For Case(2) see also [1](section
9.4).
Remark 2.5. Comparing [11] (Proposition 1.3(c)(2)) and Theorem
2.2 we remark that any Pimsner-Popa basis for II1 factor inclusions
is automatically a basis according to our notion. Also, motivated
by [11] and [9], Watatani has introduced (in the memoir [15]) what he
calls ‘quasi-basis for conditional expectation E’ in a purely algebraic
setting. Assuming the existence of quasi-basis he developed index
for a conditional expectation of index-finite type, called it Index E,
which he shows to be independent of the choice of quasi-basis. He
then investigated Jones’ index theory in C∗-algebra setting. Observe
that, Theorem 2.2 (1) now says that Index E is same as Jones’ index
for Case (1) and equals to ‖G‖2 for Case (2).
Remark 2.6. The row vector [EN (xλ1
∗), .., EN (xλn
∗)] ∈M1×n(N)Q
and conversely if [x1, .., xn] ∈ M1×n(N)Q satisfies x =
∑n
i=1 xiλi
then xj = EN (xλj
∗) for all j ∈ I.
Exactly the same proof as in [7] (Proposition 4.3.3(b)(ii)) works.
Corollary 2.7. Let N ⊆ M ⊆ P be a tower of II1 factors with
[P : N ] < ∞ (or a tower of finite dimensional C∗-algebras where
the two inclusions are connected with inclusion matrices G and H
respectively). In either Case, let {λi : 1 ≤ i ≤ m} be a basis for
M/N and {µj : 1 ≤ j ≤ n} be a basis for P/M , then {λiµj : 1 ≤ i ≤
m, 1 ≤ j ≤ n} is a basis for P/N .
Proof. Let x ∈ P and as {µj} is a basis for P/M , we get, x =∑n
j=1EM (xµj
∗)µj . Now note EM (xµj
∗) ∈M and {λi} is a basis for
M/N . Now condition(3) of the Theorem 2.2 yields,
EM (xµj
∗) =
m∑
i=1
EN{EM (xµj
∗)λi
∗}λi.
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Thus we get,
x =
n∑
j=1
[
m∑
i=1
EN{EM (xµj
∗)λi
∗}λi]µj
=
m∑
i=1
n∑
j=1
EN{EM (xµj
∗λi
∗)}λiµj .
Thus again applying (3) of the Theorem 2.2 we get that
{λiµj : 1 ≤ i ≤ m, 1 ≤ j ≤ n} is a basis for P/N . 
Corollary 2.8. If {λi : i ∈ I = {1, 2, ...n}} is a basis for M/N ,
then {τ−1/2e1λi} is a basis for M1/M . Where N ⊆ M is an in
inclusion as in Case (1) or Case (2).
Proof. In the Case (1) M1 is a II1 factor such that [M1 : M ] = [M :
N ] < ∞. In Case (2) inclusion matrix for M ⊆ M1 is G
t and hence
is a connected inclusion. Now in both the Cases let e2 be the Jones
projection for the inclusion M ⊆M1. Now,
n∑
i=1
{τ−1/2e1λi}
∗e2{τ
−1/2e1λi} = τ
−1
n∑
i=1
λi
∗e1e2e1λi
= τ−1τ
n∑
i=1
λi
∗e1λi
= 1 (since {λi} is a basis).
Now (2) of the Theorem 2.2 yields the result. 
Remark 2.9. From Corollary 2.8 every element of M1 is express-
ible in the form
∑n
i=1 xie1yi for some xi, yi ∈ M (in fact, x =
τ−1
∑n
i=1EM (xλ
∗
i e1)e1λi); however this does not allow us to define a
*-homomorphism on M1 by merely specifying the image of an element
of the form xe1y, as we will need to verify that such a ‘definition’ is
unambiguous; but we may define the above canonical decomposition
to unambiguously define maps on M1 once we know where to map
elements of N , the basis vectors λi and e1. This problem of ambigu-
ity was part of the reason for us the study this notion of bases. The
reader need only compare the crisp clarity of the proofs of unambi-
guity in the definition of α1 in Theorem 3.2 and of φ in Lemma 3.4
with the corresponding proofs of Theorem 2.1 in [13] (actually only
to be found in the arXiv version) and of Proposition 1.2 in [12], to
appreciate this remark.
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Corollary 2.10. Let N ⊆M as in Case (1) or (2) and {λi : i ∈ I}
be a basis for M/N . Define î(k) = (i1, i2, ......ik) ∈ I
k, k > 1 and
λ
î(k)
= τ−k(k−1)/4λi1e1λi2e2e1λi3 .....λik−1ek−1.....e1λik .Then {λî(k) :
î(k) ∈ Ik} is a basis for Mk−1/N .
Proof. Clearly the statement is true for k = 1 with the understanding
that M0 = M . Suppose the statement is true for k. Now applying
Corollary 2.8 recursively we get Mk/Mk−1 has basis
{τ−k/2ekek−1..e1λik+1 : ik+1 ∈ I}. Then applying Corollary 2.7 we
see that Mk/N has basis,
{τ−k(k−1)/4τ−k/2λi1e1λi2e2e1λi3 ..λik−1ek−1..e1λikekek−1..e1λik+1}
= {λ̂i(k+1) :
̂i(k + 1) ∈ Ik+1}; and the proof of the inductive step is
complete. 
3 Applications
3.1 Compatible automorphisms of
the Hyperfinite II1 factor
Consider an inclusion as in Case (2). Then, we have a unique Markov
trace tr on M. Next consider the Jones tower N ⊆ M ⊆ M1 ⊆
M2 ⊆ ..... and let R be the hyperfinite II1 factor arising from this
tower [7]. Suppose further we have an automorphism α0 on M such
that α0(N) = N . In this present section we shall show using our
concept of basis how we can costruct a unique extension of α0 to
an automorphism α of the hyperfinite II1 factor R which is com-
patible with respect to the tower in the sense of fixing all the Jones
projections and leaving Mi invariant.
This can be thought of as the finite dimensional C∗-algebraic ver-
sion of [10] (Lemma 5.1). In that paper Loi studied automorphisms
for a pair of factors using standard form of von Neumann algebras,
whereas our treatment is based on basis for the corresponding in-
clusion. In the similar direction in [8] the author has dealt with
automorphisms commuting with a faithful normal conditional ex-
pectation for a pair of σ-finite von Neumann algebras and related
this with an action of a locally compact abelian group. See also [14],
where the author was more concerned with commuting squares.
Lemma 3.1. Let N,M, tr, α0 be as above.Then α0 is automatically
trace preserving, that is tr ◦ α0 = tr.
Proof. Let the minimal central projections in N be {p1, p2, .....pm}
and those in M be {q1, q2, ....qn}. Then the inclusion matrix G is an
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m×n matrix. Observe α0 permutes pi’s and qj’s. Say pi 7→ pτ(i) and
qj 7→ qσ(j) for τ ∈ Σm and σ ∈ Σn. As α0 is an automorphism,G(i, j) =
G(τ(i), σ(j)). Equivalently, G = TGS for permutation matrices T
and S of sizes m and n respectively. Let ~t be the trace vector corre-
sponding to tr forM . Then it is the unique positive Perron-Frobenius
eigenvector of GtG, hence also of S−1GtGS. But that implies S~t is a
positive eigenvector of GtG with the same eigenvalue as of ~t and by
uniqueness of Perron -Frobenius theory(see chapter XIII [3])we get
S~t = ~t. Hence tr ◦ α0 = tr. 
The above proof is due to Vijay Kodiyalam. I sincerely thank
him for this.
Theorem 3.2. Let α0 be an automorphism of M such that α0(N) =
N . Then there is a unique (trace preserving) automorphism α1 of
M1 such that α1(e1) = e1, α1(M) = M and the restriction of α1 to
M is α0.
Proof. We know there is a basis for M/N . Fix such a basis {λi : i ∈
I}. Then we show {α0(λi) : i ∈ I} is also a basis for M/N . Let Q1
be the matrix with (i, j) entry given by q1(i, j) = EN{α0(λiλj
∗)}.
Now,
trMn(N)(Q1) = (1/n)
∑
i∈I
tr(q1(i, i))
= (1/n)
∑
i∈I
tr[EN{α0(λiλj
∗)}]
= (1/n)
∑
i∈I
tr(λiλj
∗) (by Lemma (3.1))
= trMn(N)Q.
Thus it follows from the Theorem 2.2, that {α0(λi)} is a basis for
M/N . Observe since α0 leaves N invariant it follows that EN (α0(x)) =
α0(EN (x)). Let x ∈M1, Corollary 2.8 then implies
x =
∑
i∈I
τ−1EM (xλi
∗e1)e1λi.
Then define,
α1(x) = τ
−1
∑
i∈I
α0(EM (xλi
∗e1))e1α0(λi).
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There is clearly no ambiguity in the definition of α1. Next we show
that α1 is a homomorphism. Consider y ∈M1. Now using the prop-
erties of Jones’ projection and the fact that α0 is a homomorphism
we get the following series of equations:
α1(x)α1(y)
= τ−2
∑
i,j
α0[EM (xλi
∗e1)]e1α0(λi)α0[EM (yλj
∗e1)]e1α0(λj)
= τ−2
∑
i,j
α0[EM (xλi
∗e1)]EN (α0[λiEM (yλj
∗e1)])e1α0(λj)
= τ−2
∑
i,j
α0[EM (xλi
∗e1)EN (λiEM (yλj
∗e1))]e1α0(λj)
(since α0 and EN commute)
= τ−2
∑
i,j
α0[EM{xλi
∗e1EN (λiEM (yλj
∗e1))}]e1α0(λj)
= τ−2
∑
j
α0[EM{xEM (yλj
∗e1)e1}]e1α0(λj) (1)
(since
∑
i
λi
∗e1λi = 1).
Similarly,
α1(xy)
= τ−1
∑
i
α0[EM (xyλi
∗e1)]e1α0(λi)
= τ−1
∑
i
α0[EM{x(
∑
j
τ−1EM (yλj
∗e1)e1λj)λi
∗e1}]e1α0(λi)
= τ−2
∑
i,j
α0[EM{xEM (yλj
∗e1)EN (λjλi
∗)e1}]e1α0(λi)
= τ−2
∑
i,j
α0[EM{xEM (yλj
∗e1EN (λjλi
∗))e1}]e1α0(λi)
= τ−2
∑
i
α0[EM{xEM (yλi
∗e1)e1}]e1α0(λi) (2)
(since
∑
j
λj
∗e1λj = 1).
Now comparing equations (1) and (2) we conclude that α1 is indeed
a homomorphism. Next we show α1 fixes e1. Observe,
e1 = τ
−1
∑
i
EM (e1λi
∗e1)e1λi.
10
Now using our definition of α1 and property of Jones’ projection it
is easy to see that,
α1(e1) = τ
−1
∑
i
α0[EM{EN (λi
∗)e1}]e1α0(λi)
=
∑
i
α0(EN (λi
∗))e1α0(λi)
=
∑
i
EN (α0(λi
∗))e1α0(λi) (as EN and α0 commute)
=
∑
i
e1α0(λi)
∗e1α0(λi)
= e1.
In the last equation we have used the fact that {α0(λi)} is a basis
for M/N .
Next we will show that α1 agrees with α0 when it is restricted to
M . Now, since α0 is a automorphism for x ∈M we find that,
α1(x) = τ
−1
∑
i
α0{EM (xλi
∗e1}e1α0(λi)
=
∑
i
α0(xλi
∗)EM (e1)e1α0(λi)
=
∑
i
α0(x)α0(λi)
∗e1α0(λi) (since EM (e1) = τ)
= α0(x) (as {α0(λi)} is a basis for M/N).
Now we want to show that α1 is onto.
Let y ∈M1. Then, y =
∑
i yie1α0(λi), since α0(λi) is a basis for
M/N . As, α0 is an automorphism there is a unique xi ∈ M such
that α0(xi) = yi. Put x =
∑
i xie1λi. Then x belongs to M1. Now as
we have already proved that α1 is a homomrphism which preserves
e1 and agree with α0 when restricted to M it follows trivially that
α1(x) = y. Thus α1 is onto.
Lastly we show α1 is one-one. Observe, α1 is *-preserving, since
if x =
∑
i xie1λi we find, exactly as above, that
α1(x
∗) =
∑
i
α1(λi)
∗e1α1(xi)
∗ = {
∑
i
α1(xi)e1α1(λi)}
∗ = α1(x)
∗.
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Now,
tr(α1(x)) = tr(
∑
i
α0(xi)e1α0(λi))
=
∑
i
tr{e1α0(λi)α0(xi)}
= τ
∑
i
tr{α0(λixi)} (Markov property)
= τ
∑
i
tr(λixi) (by Lemma 3.1)
=
∑
i
tr(xie1λi) (Markov property)
= tr(x).
so α1 is tr-preserving and hence one-one. The uniqueness assertion
is obvious since M and e1 generate M1. Thus α1 satisfies all the
properties mentioned in the Theorem. 
Corollary 3.3. Let α0 be as in the previous theorem. Then there
is a unique (trace preserving) automorphism α of the hyperfinite II1
factor R such that α(ei) = ei, α(Mi) = Mi for all i ≥ 1 and α|M =
α0.
Proof. Apply Theorem 3.2 recursively for the tower of basic con-
struction to get a unique (trace preserving) automorphism αi on Mi
which leaves Mj invariant and fixes all ej such that 1 ≤ j ≤ i and
αi|Mj = αj. Thus we can define an automorphism(compatible with
respect to the tower) α∞ on ∪iMi by, α∞(x) = αj(x) for x ∈ Mj .
Now as α∞ is bounded it extends to trace preserving automorphism α
(say) on R. Also since M1 and ei s generate R uniqueness is straight-
forward. 
3.2 Iterating basic construction
The following gives a characterization of basic construction using
bases, in both Case(1) and Case(2). This would be needed for our
proof of the assertion regarding k-th step basic constructions.
Lemma 3.4. Let N ⊆ M be as in Case(1) or Case(2). Assume
{λi : i ∈ {1, 2, ..n}} is a basis for M/N(which exists in both the
Cases). Let P be a II1 factor in Case(1) or a finite dimensional
C∗-algebra in Case (2) such that P contains M and also contains
12
a projection f such that
∑n
i=1 λi
∗fλi = 1 and satisfies further the
following two properties :
1)fxf = EN (x)f for all x ∈M and
2){τ−1/2fλi} is a basis for P/M .
In addition for Case(2) P satisfies the following property also:
3) n 7−→ nf is an injective map from N into P .
Then there exists an isomorphism from M1 = 〈M,e1〉 onto P which
maps e1 to f.
In this situation we say that P is an instance of basic construc-
tion applied to the inclusion N ⊆ M with a choice of projection
implementing the conditional expectation being given by f .
Proof. Case1 : Let x ∈M1. Now from Corollary 2.8 it follows that
x =
∑
i
τ−1/2EM (xτ
−1/2λi
∗e1)e1λi.
Put ai = τ
−1EM (xλi
∗e1), then define a map φ : M1 7→ P by φ(x) =∑
i aifλi, which is clearly well-defined. Note, if y =
∑
i bie1λi such
that [b1, b2, ......bn] ∈M1×n(M)Q, then by Remark 2.6 we conclude
φ(y) =
∑
i
bifλi. (3.1)
Since, if Q1 is the matrix whose i− j th entry is given by q1(i, j) =
EM ((τ
−1/2e1λi)(τ
−1/2e1λj)
∗), then q1(i, j) = EN (λiλj
∗) = qij. Now,
let x be as above and let y ∈M1. Put y =
∑
i bie1λi where
bi = τ
−1EM (yλi
∗e1). Then the following equations follow from prop-
erties of Jones’ projection,
φ(xy) = φ{
∑
i,j
aiEN (λibj)e1λj}
= φ{
∑
i,j
τ−1EM (xλi
∗e1)EN (λibj)e1λj}
= φ{
∑
i,j
τ−1EM (xλi
∗e1EN (λibj))e1λj}
= φ{
∑
j
τ−1EM (xbje1)e1λj} (since
∑
i
λi
∗e1λi = 1)
= φ{
∑
j
τ 1EM [xτ
−1EM (yλj
∗e1)e1]e1λj}.
Now it can be easily checked that,
[τ−1EM{xτ
−1EM (yλ1
∗e1)e1}, τ
−1EM{xτ
−1EM (yλ2
∗e1)e1}, .....,
τ−1EM{xτ
−1EM (yλn
∗e1)e1}] ∈M1×n(M)Q.
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Thus, it follows from equation(3.1) that,
φ(xy) =
∑
j
τ−1EM [xτ
−1EM (yλj
∗e1)e1]fλj
=
∑
i,j
τ−1EM (aie1λibje1)fλj
=
∑
i,j
τ−1aiEM (EN (λibj)e1)fλj
=
∑
i,j
aiEN (λibj)fλj
=
∑
i,j
aifλibjfλj (by assumption (1))
= φ(x)φ(y).
Also, we have,
φ(e1) = τ
−1
∑
i
EM (e1λi
∗e1)fλi
=
∑
i
EN (λi
∗)fλi (since EM (e1) = τ)
=
∑
i
fλi
∗fλi (by assunption (1))
= f (since,
∑
i
λi
∗fλi = 1).
Thus φ is a nonzero homomorphism. Now assume, x ∈M , then,
φ(x) =
∑
i
τ−1EM (xλi
∗e1)fλi
=
∑
i
xλi
∗fλi (since xλi
∗ ∈M)
= x.
φ is also *-preserving, as, if x =
∑
i aie1λi is any element ofM1, then
the following identities hold:
φ({
∑
i
aie1λi}
∗) =
∑
i
λi
∗fai
∗ (since φ(e1) = f and φ|M = id)
= {
∑
i
aifλi}
∗
= {φ(
∑
i
aie1λi)}
∗.
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Thus φ(x∗) = φ(x)∗.
Since we are now in a factor φ is automatically injective.
Finally we show φ is onto. For this purpose assume z ∈ P , as-
sumption(2) then implies z =
∑
i cifλi for some ci ∈ M . Put,
y =
∑
i cie1λi which belongs to M1 and since φ is a homomorphism
sending e1 to f and whose restriction to M is identity, we clearly get
φ(y) = z, proving onto. Thus φ is an isomorphism satisfying all the
conditions stated in the Lemma.
Case2 : Note assumption(2) implies P = MfM . Also this together
with assumption(1) imply that PfP = MfM . Thus P = PfP
which forces ZP (f) = 1. Now just applying Corollary 5.3.2 in [7] we
get the result.
This completes the Lemma.

Now we give another proof of k-th step basic construction for an
inclusion of II1 factors using basis and also we show it can be done
for Case(2).
Theorem 3.5. Let N ⊆ M be a pair of von Neumann algebras as
in Case(1) or (2) and N ⊆ M ⊆ M1 ⊆ ..... be the tower of II1
factors (or finite dimensional C∗-algebras)in Case(1) (or in Case(2)
respectively) which can be obtained by iterating basic construction.
Let ei ∈ Mi be the Jones’ projections. Then for m ≥ 0, k ≥ −1,
Mk ⊆ Mk+m ⊆ Mk+2m is an instance of basic construction with
a choice of projection implementing the conditional expectation of
Mk+m onto Mk is given by
e[k,k+m]
= τ−m(m−1)/2(ek+m+1ek+m...ek+2)(ek+m+2ek+m+1...ek+3)
...(ek+2mek+2m−1....ek+m+1).
Proof. Without loss of generality we shall prove that M−1 ⊆ Mn ⊆
M2n+1 is an instance of basic construction with e[−1,n] is the required
projection. Assume {λi : i ∈ 1, 2, ..n} is a basis forM/N(which exists
in both the Cases). Now from Corollary 2.10 we know that {λ̂i(n+1)}
is a basis for Mn/N .
Now applying Corollary 2.7 and Corollary 2.8 repeateadly we get
M2n+1/Mn has basis,
τ−1/2{(n+1)+(n+2)+..+(2n+1)}(en+1..e1)λi1(en+2..e1)×
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λi2 .....(e2n..e1)λin(e2n+1..e1)λin+1 .
Observe that,
(en+1...e1)λi1(en+2..e1)λi2 ..(e2n+1...e1)λin+1
= (en+1..e1)(en+2..e2)(en+3..e3)..(e2n+1..en+1)
λi1e1λi2e2e1λi3 ..λinen..e1λin+1 .
In other words it shows that, M2n+1/Mn has basis as,
{τ−(n+1)/2e[−1,n]λ̂i(n+1)}.
Note, [Mn : N ] = [M : N ]
(n+1) = τ−(n+1). Thus condition (2) of
the Lemma 3.4 holds for factor Case.
To do the same for finite dimensional C∗-algebra we break this
into two Cases.
Case1 : Suppose n is odd. Then the inclusion matrix for N ⊆ M
would be (GGt)
k
where n = (2k − 1). But it is easy to see that
‖(GGt)
k
‖ = ‖G‖2k = ‖G‖(n+1) = τ−(n+1)/2. Thus condition (2) of
the Lemma 3.4 holds in this Case.
Case2 : Here n is even n = 2m (say). Then the inclusion matrix
for N ⊆ M would be G(GtG)
m
. Then we see, ‖GtG(GtG)
m
‖ ≤
‖Gt‖‖G(GtG)
m
‖ = ‖G‖‖G(GtG)
m
‖. Now applying the Case(1) in
left hand side, we get that ‖G‖2m+1 ≤ ‖G(GtG)
m
‖. The opposite
inequality is obvious. Thus condition(2) of Lemma 3.4 holds in this
Case also.
We need to show that , for all k ≥ 1,(for both Cases),∑
i1,i2,....,ik
λ∗
î(k)
e[−1,k−1]λî(k) = 1. (3.2)
We prove it by induction over k ≥ 1. It is easy to see that,
λ
î(n)
(τ−n/2en..e1λin+1) = λ̂i(n+1).
and hence,
(τ−n/2λ∗in+1e1...en)λ
∗
î(n)
= λ∗
̂i(n+1)
.
Suppose, as induction hypothesis, for n ≥ 1,∑
i1,i2,...,in
λ∗
î(n)
e[−1,n−1]λ(î(n) = 1. (3.3)
Since
∑
i λi
∗e1λi = 1, we see that equation (3.2) holds for k = 1.
Also we know, for n ≥ 1,
e[−1,n] = τ
−n(en+1en+2...e2n+1)e[−1,n−1](e2ne2n−1..en+1).
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Thus,
∑
i1,i2,..,in+1
λ∗
̂i(n+1)
e[−1,n]λ̂i(n+1)
=
∑
i1,i2,..in+1
τ−2nλ∗in+1(e1e2...en)λ
∗
î(n)
(en+1en+2..e2n+1)e[−1,n−1]
(e2n..en+1)λî(n)(enen−1..e1)λin+1
=
∑
i1,i2,,..in+1
τ−2nλ∗in+1(e1e2..en)(en+1..e2n+1)λ
∗
î(n)
e[−1,n−1]λî(n)
(e2ne2n−1..en+1)(enen−1..e1)λin+1
= τ−2n
∑
in+1
λ∗in+1(e1e2....e2n+1)(e2ne2n−1...e1)λin+1
[by equation (3.3)]
=
∑
in+1
λ∗in+1e1λin+1
[since (e1e2..e2n+1)(e2ne2n−1..e1) = τ
2ne1]
= 1.
Here, the second equation holds as λ
î(n)
∈Mn−1 and (en+1en+2..e2n+1),
(e2ne2n−1..en+1) both commutes with Mn−1.
Hence the induction is complete.
Now we show property(1) of the Lemma 3.4.
As induction hypothesis, suppose,for n ≥ 0,
e[−1,n]xne[−1,n] = EN (xn)e[−1,n] for xn ∈Mn.
It trivially holds for n = 0. Then, for n ≥ 0,and for xn+1 ∈ Mn+1,
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we get the following array of equations,
e[−1,n+1]xn+1e[−1,n+1]
= τ−2(n+1)(en+2..e2n+3)e[−1,n](e2n+2..en+2)
xn+1(en+2..e2n+3)e[−1,n](e2n+2..en+2)
= τ−2(n+1)(en+2..e2n+3)e[−1,n](e2n+2..en+3)
EMn(xn+1)(en+2..e2n+3)e[−1,n](e2n+2..en+2)
= τ−2(n+1)(en+2..e2n+3)e[−1,n](e2n+2..en+3)
(en+2..e2n+3)EMn(xn+1)e[−1,n](e2n+2..en+2)
= τ−2(n+1)(en+2..e2n+3)e[−1,n](τ
ne2n+2e2n+3)
EMn(xn+1)e[−1,n](e2n+2..en+2)
= τnτ−2(n+1)(en+2..e2n+2)e[−1,n](e2n+3e2n+2e2n+3)
EMn(xn+1)e[−1,n](e2n+2..en+2)
= τ−(n+1)(en+2..e2n+3)e[−1,n]EMn(xn+1)e[−1,n](e2n+2..en+2)
= τ−(n+1)(en+2..e2n+3)EN (xn+1)e[−1,n](e2n+2..en+2)
[Induction hypothesis]
= EN (xn+1)e[−1,n+1].
The fourth equation holds because of the almost trivial fact that
(e2n+2..en+3)(en+2..e2n+3) = τ
ne2n+2e2n+3. (3.4)
It should be mentioned that throughout we have used the fact
that, for n ≥ 0,
e[−1,n+1] = τ
−(n+1)(en+2..e2n+3)e[−1,n](e2n+2..en+2).
This completes the induction.
Now using Lemma 3.4 we get the desired result for II1 factor Case.
For finite dimensional C∗- algebra the only remaining thing is to
prove that the map x 7−→ xe[−1,n] for x ∈ N is injective. From
Lemma 2.1 it follows that xe1 = 0 implies x = 0 for x ∈ N , proving
the above fact for n = 0. Suppose the statement is true for (n −
1), that is for x ∈ N,xe[−1,n−1] = 0 implies x = 0. Let for x ∈
N,xe[−1,n] = 0. Thus, (‖xe[−1,n]‖2)
2 = tr(xe[−1,n]x
∗) = 0. Note,
0 = tr(e[−1,n]x
∗x)
= tr((en+1en+2..e2n+1)e[−1,n−1](e2n..en+1)x
∗x)
= tr(e[−1,n−1](e2n..en+1)(en+1..e2n+1)x
∗x) (since x∗x ∈ N)
= tr(e[−1,n−1](τ
n−1e2ne2n+1)x
∗x). (by equation(3.4))
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But as we know tr is Markov, we conclude from the last equa-
tion tr(e[−1,n−1]x
∗x) = 0, that is tr(xe[−1,n−1]x
∗) = 0. In other
words,xe[−1,n−1] = 0 and now from induction hypothesis we conclude
x = 0. Hence the induction is complete.
This completes the proof for both the Cases. 
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