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Abstract
The commutative algebra of invariants of a Lie super-algebra need not be affine, but does have
a common ideal with an affine algebra, in all the known examples. This leads us to extend a
class of algebras C to a class which we call “nearly C”, by admitting those algebras C having a
common ideal A with an algebra (containing C) in C such that C/A ∈ C. We generalize this notion
slightly, study the prime ideals of such algebras, and extend some of the standard theorems about
affine algebras, Noetherian rings, and Dedekind domains. Our main theorem is that nearly affine
domains are catenary, and the Krull dimension equals the transcendence degree of the quotient field.
Nevertheless, it is known that nearly affine domains need not be Mori.
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Introduction
Algebras of invariants of various Lie super-algebras were studied in [9]; although they
are not affine, they become affine by passing to the “complete integral closure”. (Recall
an affine algebra is an algebra over a field which is finitely generated as an algebra.) This
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an affine over-algebra. (By “over-algebra” of an integral domain C we mean an algebra
containing C as a sub-algebra.) This is the point of departure for this paper, leading us to
consider a wider class than affine algebras with regard to the theory of invariants.
Our object is to study the algebraic structure of such rings (which include the invariants
of Lie super-algebras), introducing classes of algebras which are “nearly” affine or “nearly”
Noetherian, thereby obtaining many results paralleling the well-known properties of the
prime spectrum of affine algebras or Noetherian rings.
Our simplest example is the sub-ring Q+ yQ[x, y] of the polynomial ring Q[x, y] (in
two commuting indeterminates) which often is given in a first-year course in abstract alge-
bra as the first example students see of a non-Noetherian ring, and which has been studied
extensively in the literature, cf. [1] and its bibliography, as well as [3–7,10,11,13]. This
ring also comes up naturally in [9] as the algebra of super-invariants of the adjoint repre-
sentation of gl(1,1).
The key technique in obtaining our results will be a property slightly weaker than
integrality (and which ironically was involved in early formulations of integrality, [16]).
From a geometric point of view, the algebras we consider in this paper are the coordinate
rings of an affine manifoldM with a sub-manifoldN which is in some sense “cut out” from
M . This yields the sequence of rings
R ⊃ C ⊃A,
where the ring R is the algebra of functions on M , the sub-ring C is what remains of R
when we delete part of the functions which are not zero on N , and A is the common ideal
of R and C consisting of functions vanishing on N .
We should like to describe the structure of the ring C intrinsically, without referring to
R and A. An algebraic tool enabling one to “glue up” N and come back to the manifold M
is the complete integral closure, to be defined below. (We take R to be the complete integral
closure of the ringC; the common ideal A appears automatically in the presence of suitable
additional conditions.) Roughly speaking, we are interested in the class of integral domains
whose complete integral closures are affine, or more generally Noetherian. These integral
domains themselves need not be Noetherian.
Some remarks are in order. This tool may be too restrictive because it not only “glues
up” N but also requires that the manifold M be a normal manifold. On the other hand,
in this approach we do not just expand the class of Noetherian rings but also partly stray
away from it, because the complete integral closure of a Noetherian domain need not be
Noetherian. Furthermore, the definition of the complete integral closure is tied to a given
ring of fractions, and so is somewhat clumsy. When the complete integral closure of C is
affine, it shares an ideal A = 0 with C, so in this case the two approaches are equivalent.
From the most basic algebraic point of view, suppose we are given a class C of alge-
bras, such as affine algebras or Noetherian algebras, closed under homomorphic images.
We may define C1 to be those algebras C having a common ideal A with an over-algebra
in C , such that also C/A ∈ C . We can proceed inductively with C1 in place of C , but must
exercise some care since C1 need not be closed under homomorphic images. However, it
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provide for the inductive step.
(Also we shall unify the geometric and algebraic approach in a slightly more technical
condition than having a common ideal; we use this condition in our general theory since it
is equivalent to the others in case C is affine, and it suffices to prove the basic theorems.)
Our theme, developed in full in Section 3, is to study the spectrum of prime
ideals for nearly affine and for nearly Noetherian algebras. We obtain the analogues of
standard theorems; for example, the Krull dimension of a nearly affine algebra equals
the transcendence degree, and that all maximal chains of primes have the same length.
Likewise we get the Krull intersection theorem for nearly Noetherian rings. In Section 4 we
consider integrally closed rings and extend the Dedekind theory. One result (Corollary 4.9)
is that all ideals can be written uniquely as a product of maximal ideals together with a
certain “bad” primary ideal.
As noted earlier, the literature abounds in works on rings with common ideals, and
in particular [4] contains a full account of the relation of their prime ideals. Also [4,
Theorem 1] gives a large part of our Theorem 3.12 in case A is a maximal ideal of C;
[7] has a wide variety of results concerning pullbacks of Dedekind rings, which relate
to [4]. A wide framework for such constructions is given in [6].
The main contribution here is the interweaving of these results with the prime spectrum
of the residue ring C/A, for A arbitrary, since this enables us to obtain the desired
applications to algebras of invariants. A secondary theme is the generalization to integrality
over an ideal, handled in Section 2. Since our submission of this paper, an article of
Chang [5] has appeared containing some overlap with our results on almost Dedekind
rings (Section 4).
A natural question which arises via these considerations is whether all rings of invari-
ants are almost affine. Also, in line with Hilbert’s fourteenth problem, one might ask under
what conditions the fixed ring of automorphisms of an almost affine algebra need be almost
affine cf. [15].
Although the theory is described for commutative algebras, clearly the same program
would go through for good classes of noncommutative algebras such as PI-algebras.
1. Basic definitions and notation
We assume throughout that C ⊆R. R is called finite over C if R is finitely generated as
a C-module.
Recall that an element r ∈R is called integral (over C) if C[r] is finite as a C-module.
The subset C′ of R which consists of all integral elements is called the integral closure of
C in R. If C′ = C then C is called integrally closed in R. If C is an integral domain we
shall write Q(C) for its field of fractions; C is a normal domain if it is integrally closed in
Q(C). A good reference is [8].
Our point of departure comes with the definition of integrality proposed long ago by
van der Waerden [16, p. 75], which generalizes this property. We list the basic definitions
here, drawing on terminology and results from [10,12].
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in a finite C-submodule of Q(R), the classical ring of fractions of R. (This differs slightly
from [10], which uses R instead of Q(R).) The subset C¯ of R consisting of all almost
integral elements is called the complete integral closure of C in R. If C¯ = C then C is
called completely integrally closed in R. An integral domain C is completely integrally
closed if it is completely integrally closed in Q(C).
Remark 1.1. It is easy to see that if r1, r2 ∈ R are almost integral over C then C[r1, r2] is
an almost integral extension of C. Thus the complete integral closure of C is a C-algebra.
However, even when C is a normal domain, its complete integral closure need not be a
finite C-module.
The notion of complete integral closure has been studied in the literature, for example
[12, Theorem 4.20], which shows the complete integral closure is {r ∈ R: there is b ∈ C
such that brn ∈ C for all n}, or in other words
C[r] ⊆ Cb−1, (1)
where b depends on r . However, it is well known that contrary to the ordinary integral
closure the complete integral closure of an integral domain C in its field of fractions need
not be complete integrally closed, cf. Example 1.9(3). Other results can be found in cf.
[2, pp. 312–314, p. 356], [10–12]. Gilmer [10] contains a thorough study of completely
integrally closed rings, and shows for example that a valuation domain is completely
integrally closed iff its dimension is 1. [10, p. 135] shows that any unique factorization
domain is completely integrally closed. The complete integral closure has been used to
characterize Krull domains, cf. [12, Section 8].
Digression. More generally, one could consider any commutative ring C, and any C-
algebra R with ring of fractions Q, and say r ∈ R is called almost integral over C iff
C[r] is contained in a torsion-free C-submodule M of Q which is finite as a C-module.
Such a theory would work well for prime PI-algebras. However, we do not pursue this
direction in this paper.
After defining almost integral, van der Waerden [16] immediately imposed an extra
condition equivalent to C being Noetherian. In fact one has
Remark 1.2. The notions almost integral and integral are the same when C is Noetherian.
(Indeed, C[r] is a submodule of a Noetherian C-module and thus is finite over C.)
One point of view would be to study a ring in terms of its complete integral closure, i.e.,
given a class C of rings (for example, affine algebras), we could study an integral domain C
whose complete integral closure is in C . On the other hand, the complete integral closure is
rather technical and also stronger than what we need, so our first objective is to find a more
structural reformulation of the situation.
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that the largest common ideal, often called the conductor ideal, is just {a ∈ C: aR ⊆ C}.)
The hypothesis that R and C have a common nonzero ideal plays a critical role.
We recall an argument from [11] that if integral domains R ⊃ C have a common ideal
A = 0 then R is almost integral over C. Indeed, for any a = 0 in A and r ∈ R we have
r = ra
a
∈ Ca−1,
working in Q(C). Hence R ⊆ Ca−1, a cyclic C-module.
Let us start by seeing how these concepts merge when R is affine.
Theorem 1.3. Suppose an integral domain R ⊇ C is finitely generated as a C-algebra.
Then the following conditions are equivalent:
(i) R is contained in the complete integral closure of C;
(ii) R and C have a common nonzero ideal which is principal as an R-ideal;
(iii) R and C have a common nonzero ideal.
Proof. Clearly (ii) ⇒ (iii), and we just proved (iii) ⇒ (i) in general.
(i) ⇒ (ii). If R is almost integral over C then writing R = C[r1, . . . , rt ] and
C[ri ] ⊆
mi∑
j=1
C
pij
qij
for pij , qij ∈ C, one sees easily that R ⊆ Cq−1 where q = ∏i,j qij . Hence Rq is a
common ideal of R and C. ✷
Unfortunately we do not have a general way to compare the structure of an integral
domain with its complete integral closure, but need to rely instead on the common ideal A
provided by Theorem 1.3. We can weaken this condition slightly.
In what follows, we always take A C. A[r] denotes AC[r].
Definition 1.4. r ∈ R is integral over an ideal A = 0 of C if A[r] is contained in a C[r]-
submodule of R which is finite as A-module, i.e., A[r] ⊆∑finiteAri for suitable ri in R,
which is closed under multiplication by r . R is integral over A if every element of R is
integral over A.
Note for A= C that this is known to be one of the equivalent formulations of “integral”.
Also, if R is integral over C then R is integral over every ideal of C.
If r1, r2 are integral over A then every element of C[r1, r2] is integral over A. Indeed if
A[ri] ⊆∑j Ayij for i = 1, . . . , t then
A[r1, . . . , rt ] ⊆
∑
Ay1j1 · · ·ytjt ,
j1,...,jt
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comprise a sub-algebra of R.
In general R integral over A need not imply that R and C have a common ideal. (For
example take A= C.) However, we do have
Remark 1.5. (i) If A = 0 is a common ideal of R and C then A[r] = A, implying R is
integral over A (seen by taking ri = 1).
(ii) If R is an integral domain and r ∈ R is integral over an ideal A of C then r is almost
integral over C, since for any a in A we write
aC[r] ⊆A[r] ⊆
t∑
i=1
Ari ⊆
t∑
i=1
Cri,
so working in the field of fractions K of R we have
C[r] ⊆
t∑
i=1
Cria
−1,
a finite C-module.
Thus, in case R is a finitely generated sub-algebra of the field of fractions of C,
these conditions are equivalent (by Theorem 1.3). Another important example where
the conditions are equivalent is when C is a normal domain, cf. Remark 4.1 below.
Nevertheless, at times we shall use integrality over A since it unifies various notions and is
the weakest of the conditions with which we have been able to build a workable theory.
Remark 1.6. Of course if A is a common ideal of C and R then we lose this connection
in passing to C/A and R/A. For example suppose C0 is an arbitrary integral domain
contained in a field F . C = C0 + xF [x] has the common ideal xF [x] with the affine
algebra F [x], but C/A≈ C0 can be bad.
The next example provides the motivation for our definition.
Example 1.7. If C is the algebra of super-invariants of gl(m,n) studied in [9, Theorems 2.2
and 4.1], then there are ideals
0=A0 ⊆ A1 ⊆A2 ⊆ · · · ⊆An (2)
of C, as well as affine algebras
R0 =R ⊃R1 ⊃ · · · ⊇Rn−1,
such that, for each i < n, Ai+1/Ai is a common ideal of Ri and Ci = C/Ai , and Cn is
affine. Since these (not necessarily Noetherian) algebras C were the motivation of our
investigation, we want our theory to include this example.
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Definition 1.8. Let C denote a class of rings, such as affine or Noetherian, which has the
property that if C ∈ C then every prime homomorphic image of C is in C .
(i) A ring C is nearly C of level 0 iff C ∈ C . Inductively, C is nearly C of level t > 0 if
C has a common ideal A = 0 with a nearly C ring R of level < t , such that every prime
homomorphic image of R is nearly C of level < t , and every prime homomorphic image
of C/A is nearly C of level < t .
(ii) A commutative ring C is weakly C (with respect to an ideal A = 0) if there exists a
C-algebra R ∈ C integral over A.
The classes C of interest to us in this paper are the class of Noetherian rings and
the class of affine algebras. We shall see that nearly affine algebras share a surprising
number of properties with affine algebras. Examples of nearly affine algebras include
algebras of invariants of Lie super-algebras, as seen in Example 1.7, the motivation for
our investigation.
Remark 1.8′. Definition 1.8(ii) is satisfied when A is a common ideal of C and R; this is
the case in nearly all our examples, including the example of super-invariants. We took on
this slightly more general definition since our theorems still go through in this context, and
the proofs are not substantially harder.
Here are some more basic examples to help with intuition.
Example 1.9. The first two examples are well-known as the A+XB[X] constructions [1]
and its references.
(1) F is a field, R = F [x, y], and C = {f ∈ F [x, y]: f ∈ F +F [x, y]y}. (In other words,
any polynomial of degree 0 in y must be constant.) This is also the algebra of invariants
of the Lie super-algebra gl(1,1), cf. [9]. Here A=Ry , so C is nearly affine of level 1.
(2) C = Z + xQ[x], and R = Q[x]. (C is another standard example given in abstract
algebra courses of a non-Noetherian ring.) Here the common ideal A = Rx , and
C/A≈ Z, so C is nearly Noetherian of level 1.
(3) F is a field, and C is the F -subspace of F [x, y] spanned by 1 and all xiyj such that
i  j2−1. Note that C[y−1] = F [x, y, y−1], but C itself is not Noetherian. Also, note
that the complete integral closure of C is just example (1), which is neither complete
integrally closed nor Noetherian. (This example is very close to one given in [11]; the
analysis of the ring becomes combinatorical in the monomials of x and y which occur.)
(4) An example for which C is nearly affine with respect to an ideal A, but C/A is
not Noetherian. Take R = F [x, y, z,w], the polynomial ring in 4 indeterminates,
and C = F + xR + yF [y, z] and A = xR. Then C/A is isomorphic to the sub-
algebra F + yF [y, z] of F [y, z]. This example is nearly affine of level 2. Note that
xR+ yF [y, z] is not an ideal of R, since yw /∈ C.
Bourbaki [2, p. 356] gives a related example where an element is in a finite C-module
but is not integral.
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ring with center C, which can be viewed naturally inside Mn(K), and let C′ be the
sub-ring of K generated by the characteristic coefficients of all elements of R, cf., [14,
Section 4.3]. (There is a fine point here whether we view the elements of R as n× n
matrices or as n2×n2 matrices via the regular representation; the latter point of view is
taken in [14].) Let R′ = RC′, called the “characteristic closure” of R, and let gn(R)+
denote the ideal of C spanned by the values of central polynomials of R. Then gn(R)+
is a common ideal of C and C′.
Furthermore, when R is Noetherian then C′ is Noetherian although C need not be
Noetherian. In other words, the center of a prime Noetherian PI-ring is weakly Noetherian,
although we do not know much about the structure of the commutative ring C/gn(R)+.
(For example, is the center of a prime Noetherian PI-ring nearly Noetherian?)
Remark 1.10. Some observations about the examples in 1.9.
(i) If R itself is contained in a cyclic C-submodule of the field of fractions K of C, then
A could be taken to be a principal ideal of R. Indeed, R ⊆ s−1C for some s in C, implying
Rs ⊆ C, i.e., Rs is a common ideal. This is the case in both (1) and (2).
(ii) The homomorphic image of an almost integral extension need not be almost integral
since in (1) we send y → 0 and get F [x] not almost integral over F .
(iii) The condition on prime homomorphic images is needed for the results in Section 3.
2. The prime spectrums in extensions integral over ideals
Our main question in this section is to explore the classical properties “lying over” (LO),
“going up” (GU), and “incomparability,” (INC) for an integral extension over an ideal A,
in order to enable us in the next section to describe the prime spectrum Spec(C) of nearly
affine and nearly Noetherian algebras. The study has been carried out in [4] in the case that
A is a common ideal of R and C, but we think the more general results of this section have
independent interest.
Given A C, define SpecA(C) to be the closed subset of Spec(C) consisting of prime
ideals containingA, and Spec′A(C) to be the open subset of Spec(C)\SpecA(C), consisting
of prime ideals not containing A. It is well known that for every prime ideal P of C not
containing A, localizing at S = C\P gives us a homeomorphism between Spec′A(C) and
Spec(S−1C). But if A is a common ideal of R and C then Spec(S−1C) = Spec(S−1R),
so we have the same homeomorphism between Spec(S−1C) and Spec′A(R), implying
Spec′A(C) and Spec′A(R) are homeomorphic.
On the other hand, the closed set SpecA(C) is homeomorphic to Spec(C/A), so
Spec(C) could be obtained by piecing together Spec′A(R) with Spec(C/A). The object
of this section is to develop the tools to accomplish this by investigating what happens
at the minimal primes over A. We work slightly more generally, with integrality over the
ideal A, as defined in Section 1.
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A=Ry , C = F +A.)
Let P0 = F [x, y]xy , and let
P1 =A= F [x, y]y ⊃ P0.
Then P1 = (Rx +Ry)∩C =Ry ∩C, and P0 =Rx ∩C.
Thus, in this example, INC fails (over P1). Furthermore, P1 is minimal over y but
has height 2, so the Principal Ideal Theorem fails in C. However, this is the only major
pathology, and one can check easily that LO and GU hold (as is seen in [4]).
Let us look at an arbitrary prime ideal P ⊃ P0. Any element of P has the form f = g+h
where g ∈ F [y] and h ∈ P0. Hence g ∈ P , and taking such 0 = g ∈ F [y] of minimal
degree, we have
P = P0 + F [x, y]g.
Note that
C/P ≈ F [y]/F [y]g,
the isomorphism obtained by sending x → 0. In particular g is irreducible.
On the other hand, if P is any prime ideal of C such that xiy ∈ P for some i then
(
xi+1y
)2 = xiyxi+2y ∈ P,
implying xi+1y ∈ P . Thus xjy ∈ P for all j  i . Likewise for i > 1 we have
(
xi−1y
)2 = xiyxi−2y ∈ P,
so we see P0 ⊆ P .
Remark 2.2. Suppose R is integral over the ideal A of C. Then for any multiplicative
subset S of C, the localization S−1R is integral over the ideal S−1A of S−1C. In particular,
if S ∩A = ∅ then S−1R is integral over S−1C in the usual sense.
The next observation is standard.
Proposition 2.3. Suppose an integral domain R is integral over the ideal A = 0 of C. Then
(i) LO holds for any prime ideal P of C which does not contain A;
(ii) GU holds for prime ideals P1 ⊂ P of C provided A P ;
(iii) INC holds over any prime ideal P (of C) not containing A.
(iv) If R is an integral domain then every nonzero ideal of R intersects C nontrivially.
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integrality theory holds.
(iv) Take Q  R maximal with respect to Q ∩ C = 0. Then Q is a prime ideal, so by
INC, Q= 0. ✷
Note 2.3′. In particular Proposition 2.3 holds if A is a common ideal of R and C, cf.
Remark 1.5, but the assertions are immediate since localizing at P enables us to assume
1 ∈A, so R = C.
This leaves us to worry about the prime ideals which do contain A.
Proposition 2.4. Suppose r ∈ R is integral over the ideal A of C. Then Ar is integral
over C.
Proof. Write A[r] ⊆∑ti=1 Ayi for suitable yi in R. For any a in A we have
aryj = r(ayj) ∈ rA[r] ⊆A[r] ⊆
∑
Ayi ⊂
∑
Cyi.
Hence
∑t
i=1 Cyi is a finite C-module containing ar , and is also a C[ar]-module. This
proves ar is integral, for any a in A. ✷
Corollary 2.5. Suppose R is integral over A = C. Then AR is integral over C, and in
particular AR =R.
Proof. AR is integral by Proposition 2.4. If AR = R then R is integral, so by LO there is
some prime ideal of R containing A, contrary to AR =R. ✷
Theorem 2.6. Suppose R is integral over an ideal A of C. Then
(i) LO holds for any prime ideal P ⊃A of C minimal over A;
(ii) GU(P1,P ) holds for any prime ideal P1 ⊂ P , and any prime ideal P ⊃ P1 +A of C
minimal over P1 +A.
Proof. (i) Take QR, maximal respect to Q∩C ⊆ P . Then Q is a prime ideal of R, by
Zorn’s lemma. We claim A ⊆Q. Indeed otherwise, passing to R/Q and C/(C ∩Q) we
may assume Q= 0 but 0 = A⊆ P . But for any a = 0 in A, we shall show C ∩Ra2 ⊆ P ,
contrary to Q= 0. This is in fact standard, since Ra is integral over C by Proposition 2.4,
cf. [17, p. 259]. (Explicitly, if c= ra2 ∈ C ∩Ra2, then writing
(ra)t =
t−1∑
bi(ra)
ii=0
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ct = at(ra)t =
t−1∑
i=0
atbi(ra)
i =
t−1∑
i=0
at−ibici ∈A⊆ P,
implying c ∈ P .)
Having proved the claim, we have
A⊆Q∩C ⊆ P,
implying Q∩C = P by minimality of P over A.
(ii) Same as in (i), where here we are givenQ1 lying over P1 and take QR containing
Q1 and pass to R/Q1 ⊇ C/P1. ✷
For example if A is a maximal ideal of C then LO and GU hold. This is what happens
in Example 1.9(1).
Corollary 2.6′. LO holds over every height 1 prime ideal P of C.
Proof. If A P then use Proposition 2.3; if A⊆ P use Theorem 2.6. ✷
Corollary 2.7. Suppose R is integral over an ideal A of C. If Q is a maximal ideal of R
not containing A, then Q∩ C is a maximal ideal of C, and every maximal ideal of C not
properly containing A is obtained in this way.
Proof. For the first assertion, localizing at Q∩C we may assume A= C and R is integral
over C. Now the first assertion is standard.
For the second assertion, any maximal ideal P of C not properly containing A can be
lifted to a prime ideal of R which is contained in a maximal ideal Q of R, and P ⊆Q∩C
implies P =Q∩C since P was assumed a maximal ideal of C. ✷
Define Rad(R) to be the intersection of the maximal ideals of R.
Corollary 2.8. Suppose R is an integral domain integral over an A = 0 of C. Then
A∩Rad(R)=A∩Rad(C). If Rad(R)= 0 then Rad(C)= 0.
Proof. Let B be the intersection of those maximal ideals of R not containing A. Then
A∩Rad(C)=A∩ (B ∩C)=A∩B =A∩Rad(R).
If Rad(R)= 0 then AB = 0 so B = 0, and we conclude with Corollary 2.7. ✷
Corollary 2.9. Suppose R is integral over A, and R is Noetherian. Let {Q1, . . . ,Qt } be
the set of prime ideals of R minimal over RA. Then
{Q1 ∩C, . . . ,Qt ∩C}
contains the set of prime ideals of C minimal over A.
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prime ideal Q of R containingRA, so take Qi ⊆Q minimal overRA. ThenA⊆Qi ∩C ⊆
P , implying Qi ∩C = P . ✷
Here is a nice application. Define
√
B = {r ∈R: rk ∈ B for some k}.
Theorem 2.10. Suppose a Noetherian ring R is integral over an ideal A of C, and M is
a finite R-module. Then there is B  C such that A⊆√B and B(⋂∞i=1 J iM)= 0, where
J = Rad(C).
Proof. Let B = {c ∈ C: c(⋂∞i=1 J iM) = 0}. If √B does not contain A then taking
s ∈ A\√B we localize at the powers of s and may assume 1 ∈ A, i.e., A = C, and⋂
J iM = 0. But J = C ∩Rad(R), since the maximal ideals of C are the intersection of C
with the maximal ideals of R. Hence
⋂
Rad(R)iM = 0, contrary to the Krull intersection
theorem. ✷
Corollary 2.11. If C is a weakly Noetherian domain then ⋂∞i=1 P i = 0 for any ideal P
of C.
Proof. Localizing at a prime ideal containing P we may assume P ⊆ Rad(C). ✷
3. The structure of nearly affine and nearly Noetherian rings
Our main object in this section is to reconstruct the prime spectrum of the nearly C
algebra C, from those primes which do not contain A (terminology as in Definition 1.8)
and the prime spectrum of C/A. This enables us to obtain some standard theorems from
Noetherian ring theory and affine algebras; the tricky part of the proof is “sewing together”
these two pieces of the spectrum.
Specifically, we prove Theorem 3.12, that nearly affine algebras are catenary and satisfy
a height formula. At the same time, we also prove that nearly Noetherian rings satisfy the
descending chain condition on prime ideals (although they need not be Mori). In order to
start the inductive procedure we need general results about passing to prime homomorphic
images of C.
Lemma 3.1. Suppose C is nearly C of level t , with notation as in Definition 1.8.
(i) If P is a prime ideal of C not containing A then C/P is nearly C of level  t .
(ii) If P is a prime ideal of C containing A then C/P is nearly C of level < t .
Proof. By induction on t .
(i) LO holds by Note 2.3′ so taking a prime ideal Q containing P , we can pass to
R/Q and C/P . By hypothesis, R/Q is nearly C of level < t . Let A¯ = (A+Q)/Q = 0,
a common ideal of R/Q and of (C +Q)/Q≈ C/P . Furthermore,
(A+Q) ∩C =A+ P
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(A+ P)/P , and any prime homomorphic image of
(C/P)/A¯≈ C/(A+ P)
is a prime homomorphic image of C/A so by hypothesis is nearly C of level < t .
(ii) By hypothesis, C/A is nearly C of level < t . Hence, by induction C/P ≈
(C/A)/(P/A) is nearly C of level < t . ✷
In conclusion, C/P is nearly C of level  t , for all prime ideals P of C. This enables
us to assume C is an integral domain, leading to the next observation.
Proposition 3.2. If C is an integral domain then in Definition 1.8(1) we may assume R is
an integral domain, and every ideal of R intersects C nontrivially.
Proof. Take Q  R maximal with respect to Q ∩ C = 0. Q is a prime ideal of R, and
Q∩A⊆Q∩C = 0, so A is also a common ideal of R/Q and C. Hence we may replace
R by R/Q. The last assertion is obvious. ✷
Remark 3.3. Suppose C is an integral domain which is nearly C of level  ). Then there
is a chain of integral domains
C =R0 ⊆R =R1 ⊆R2 ⊆ · · · ⊆R)
such that eachRi is nearly C of level )−i and has a common nonzero ideal Ai with Ri+1,
with Ri/Ai of level < )− i . In particular, R) ∈ C , and we claim R) has a nonzero ideal
(⊆ A) in common with C. Indeed, by Proposition 3.2, each Ri in turn can be taken to
be an integral domain. B = A)−1A)−2 · · ·A is a common ideal of R) and C. This set-up,
albeit technical, conveys considerable information and is needed in Theorem 3.12 below.
(Unfortunately, we do not know about the structure of C/B; if we did, the theory would
become simpler.)
3.1. Nearly Noetherian rings
We focus on chains of prime ideals, in particular the height.
Proposition 3.4. Suppose C is nearly Noetherian, with A, R as in Definition 1.8(ii).
(i) C has only a finite number of prime ideals minimal over any given ideal I , so any
radical ideal is a finite intersection of prime ideals.
(ii) R has only a finite number of prime ideals lying over a given prime ideal P of C not
containing A.
(iii) Every prime ideal of C not containing A has finite height.
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I =⋂i∈I Pi for suitable prime ideals Pi of C; since the intersection of a chain of prime
ideals is a prime ideal, Zorn’s lemma enables us to replace Pi all by prime ideals minimal
in this set. Let P ′i denote those Pi containing A, and P ′′i denote those Pi not containing A;
define
I ′ =
⋂
i
{
P ∈P ′i
}
, I ′′ =
⋂
i
{
P ∈P ′′i
}
.
We claim that both the sets P ′i and P ′′i are finite. Indeed,
I ′/A=
⋂{
P/A: P ∈ P ′i
}
which by induction is a finite intersection of prime ideals P1/A, . . . ,Pk/A of C/A,
since level(C/A) < level(C). On the other hand if we take a prime ideal Qi of R lying
over Pi ∈ P ′′i , then by induction on level,
⋂
Qi is a finite intersection of prime ideals
Q′1 ∩ · · · ∩Q′m; then
I ′′ = C ∩
(⋂
Qi
)
= C ∩
(
m⋂
i=1
Q′i
)
=
m⋂
i=1
Qi,
where Qi = C ∩ Q′i , a finite intersection of prime ideals of C. Any I -minimal prime
contains P1 · · ·PkQ1 · · ·Qm and thus one of these, so by minimality is one of these.
The last assertion follows at once.
(ii) Immediate from (i), for clearly any prime of R lying over P is minimal prime
over P .
(iii) R satisfies the conclusion, by induction on level. Take any prime ideal P  A
of C. Localizing at C\P enables us to assume A= C, i.e., R is integral over C. But now
PR ∩ C = P , so taking Q1, . . . ,Qu to be the prime ideals of R lying over P (which
are finite in number by (ii)), and letting mi = height(Qi), we see that any chain of prime
ideals ascending to P has height at most max{m1, . . . ,mu}, by GU and INC, so this number
bounds height(P ), as desired. ✷
Theorem 3.5. Suppose C is a nearly Noetherian ring. Then
(i) C satisfies the ACC on prime ideals;
(ii) C satisfies the descending chain condition on prime ideals.
Proof. (i) Suppose we have an infinite ascending chain of prime ideals of C. If one of them
contains A then passing to C/A we get a contradiction (by induction), so we may assume
each does not contain A. But then applying GU yields an infinite ascending chain of prime
ideals in R, contradiction.
(ii) By induction, any chain of primes
P ⊃ P1 ⊃ P2 ⊃ P3 ⊃ · · ·
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terminate. ✷
It follows that for any ideal B of a nearly Noetherian ring C, there are only a finite
number of prime ideals of C minimal over B . Also we have
Corollary 3.6. Any nearly Noetherian ring satisfies the ACC in radical ideals.
Proof. A standard application of the Konig graph theorem, cf. [14, Exercise 3.5.34]. ✷
Corollary 3.7. Any chain of prime ideals in a nearly Noetherian ring has finite length.
Proof. This follows formally since all ascending and all descending chains terminate. ✷
We have not been able to prove that each prime of a nearly Noetherian ring C has finite
height; conceivably there could be infinitely many chains descending from a prime, each
of different length.
The Mori condition (ACC on principal ideals) fails in general, as is known by an
example of Mott and Zafrullah [13], but nevertheless one has the following useful partial
result:
Proposition 3.8. Notation as in 1.8(i), if R is a Mori domain and N-graded, such that
R0 = C0, then C is Mori.
Proof. Suppose we have a chain Cc1 ⊂ Cc2 ⊂ · · · . The chain
Rc1 ⊆Rc2 ⊆ · · ·
stabilizes, so writing ci = rci+1 for suitable invertible r , i.e., r ∈ R0 = C0, we have a
contradiction. ✷
Thus Examples 1.9(1), (3) are Mori, and (2), (4) are also Mori via similar proofs. This
proposition also shows our motivating examples from [9] are Mori. Furthermore, even in
the general case one has
Proposition 3.9. Suppose R is a Noetherian domain having a common ideal A with C,
and C/A is Noetherian. Then C satisfies the ACC on principal ideals
Cc1 ⊂ Cc2 ⊂ · · ·
whenever all ci /∈A.
Proof. Consider an ascending chain
Cc1 ⊆ Cc2 ⊆ · · ·
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C¯c¯1 ⊆ C¯c¯2 ⊆ · · ·
must stabilize at some n, i.e.,
C¯c¯m = C¯c¯m+1
for all m  n. Writing cm = c′cm+1 we see that c′m is invertible modulo A, i.e., c′mdm =
1− am for suitable dm ∈C and am ∈A. On the other hand the chain
Rc1 ⊆Rc2 ⊆ · · ·
also stabilizes, so taking n large enough we have c′m invertible in R for all m  n. Write
c′mrm = 1. Then
c′m(rm − dm)= am ∈A,
so
rm − dm = rmam ∈A,
implying
rm ∈ dm +A⊆ C,
as desired. ✷
3.2. Nearly affine algebras
As noted earlier, Mori fails because of an example of Mott and Zafrullah [13]. Here is a
rather straightforward example:
Example 3.10. Let R = F [x, y, y−1], where x , y are indeterminates over the field F , and
let C = F [y] +Rx . Then
Cx ⊂ Cxy−1 ⊂ Cxy−2 ⊂ · · ·
because xy−n /∈Cxy−(n−1) (since y−1 /∈ C).
Note that any ascending chain of principal ideals Cci terminate when all ci /∈ Rx , by
Proposition 3.9.
Despite the failure of Mori, nearly affine algebras do satisfy some of the most important
properties of affine algebras.
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the intersection of maximal ideals.
Proof. Let P be a prime ideal of C. Then C/P is nearly affine, by Lemma 3.1, so passing
to C/P , one must show that RadC = 0 for any nearly affine domain. This is known
for affine algebras, so follows from Corollary 2.8 (since RadR = 0 by induction on the
level). ✷
Write K-dim for the classical Krull dimension, the maximal length of a chain of prime
ideals. Recall that any commutative affine F -algebra R is catenary, by which we mean
that all saturated chains of prime ideals have the same length, and furthermore one has the
“height formula”
K-dimR = heightP +K-dimR/P
for every prime ideal P ofR. Also in this case K-dimR equals tr degF R, the transcendence
degree of R over F .
Theorem 3.12. Suppose C is a nearly affine domain (over the field F ), and let R be a
nearly affine domain of lower level, as in Definition 1.8 (also cf. Remark 3.3). Then the
following conclusions hold:
(i) tr degF C =K-dimR =K-dimC is finite;
(ii) C is catenary, in the sense that every maximal chain of prime ideals of C has the same
length;
(iii) any prime ideal P of C satisfies the height formula
K-dimC = heightP +K-dimC/P. (3)
Proof. Clearly (ii) is a consequence of (iii), so we shall prove (i) and (iii), using an
induction step which says they are true for all nearly affine domains of lower level. (In
particular, we assume that (3) holds for R.)
(i) Take any chain P1 ⊂ P2 ⊂ · · · ⊂ Pt of prime ideals of C. First we want to show
t  K-dimR. This is clear if A  Pt for all such chains, so assume A ⊆ Pt , and take k
minimal such that Pk ⊇A. The results of Section 2 enable us to lift P1 ⊂ P2 ⊂ · · · ⊂ Pk to
a chain Q1 ⊂Q2 ⊂ · · · ⊂Qk of prime ideals of R with Qi ∩C = Pi for 1 i  k−1, and
A⊆Qk ∩C ⊆ Pk.
Inserting Qk ∩ C into our chain if necessary, we may assume Qk ∩ C = Pk . Now pass to
R/Qk and C/Pk , cf. Lemma 3.1. By induction on level,
t − k K-dimC/Pk = tr degF (C/Pk) tr degF (R/Qk)=K-dim(R/Qk),
256 I. Kantor, L.H. Rowen / Journal of Algebra 266 (2003) 239–260yielding
K-dimR = heightQk +K-dimR/Qk  k + (t − k)= t
as desired.
We have proved K-dimC  K-dimR, which is finite, so we may choose the chain
such that t = K-dimC. On the other hand, since Rad(R) = 0 (by Theorem 3.11), R has
a maximal ideal Q not containing A. By catenarity of R, Q starts a chain of prime ideals
of length K-dimR, which descends to a chain of prime ideals of C, using INC. This proves
K-dimR  t , so K-dimR = t .
Thus tr degF R = t . Take a transcendence base a1, . . . , at , of R in which a1 ∈ A.
Then a1, a1a2, . . . , a1at ∈ A is also a transcendence base of R but are in C, implying
tr degF C = t . This proves (i).
(iii) Since  is immediate, we need to prove . First suppose A  P . Let t =
K-dimR =K-dimC. Take a prime ideal Q lying over P . Since
Rad(R/Q)= 0
we can take a maximal ideal Q′/Q of R/Q with A Q′, and by induction on level we
have a chain of prime ideals of R of length t refining Q′ ⊃Q⊃ 0. This intersects with C
as a chain of prime ideals of length t which includes P .
It remains to prove the result in case A⊆ P . Let P0 ⊆ P be a height 1 prime ideal of C,
such that
heightP/P0 = heightP − 1
in C/P0. By induction on height P (if P0 = P ) we may assume in C/P0 that
t − 1= (heightP/P0)+K-dim
(
(C/P0)/(P/P0)
)= (heightP − 1)+K-dimC/P
so we are done unless P = P0 has height 1. We need to prove K-dimC/P = t − 1.
Build the chain R1 = R,R2, . . . ,R) of Remark 3.3. R) is affine, and by induction
K-dimRi = t for all i = ). By Corollary 2.6′, R) has some prime ideal Q) lying over P ,
and taking Q) minimal such, Q) must have height 1 (since a smaller nonzero prime ideal
would intersect C at a nonzero prime ideal of C properly contained in P , contrary to P
having height 1). Applying (iii) to R), we have
K-dimR)/Q) = t − 1.
So suppose on the contrary K-dimC/P < t − 1=K-dimR)/Q). Let Cˆ denote the field
of fractions of C/P , and Rˆ = R)/Q) ⊗C/P Cˆ, the partial localization of R)/Q). Then
tr degR)/Q) =K-dimR)/Q) > K-dimC/P = tr degC/P,
so tr deg ˆ Rˆ  1, and Rˆ has some prime ideal Qˆ = 0.C
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R) of height 2, such that Q′) ∩C ⊆ P (since Cˆ ∩ (Q′)/Q)= 0). By the contrapositive of
the Principal Ideal Theorem, Q′) contains a prime ideal Q which does not contain P . We
claim Q∩P is a prime ideal of C. Indeed if I1, I2 are ideals of C with I1I2 ⊆Q∩P then
we may assume I1 ⊆Q, implying
I1 ⊆ C ∩Q⊆ C ∩Q′) ⊆ P,
i.e., I1 ⊆ Q ∩ P , as desired. But then P ⊃ Q ∩ P ⊃ 0 has height  2, contrary to
assumption on P . This proves K-dimC/P = t − 1, as desired. ✷
Remark 3.13. In Remark 2.1, height P1 = 2.
4. Normal domains and nearly Dedekind domains
Recall an integral domain is normal if it is integrally closed in its field of fractions.
In this section we consider what happens when we turn to the class of normal domains
and Dedekind domains, obtaining some results parallel to the classical theory of Dedekind
domains.
The main goal of this section is to consider the special case where R is a Dedekind
domain, to obtain a factorization theory of arbitrary ideals as products of A-primary ideals
with maximal ideals.
Remark 4.1. If R is integral over an ideal A = 0 of C and C is integrally closed in R then
AR is a nonzero common ideal between C and R. Indeed, for any r in R and a in A we
see by Corollary 2.5 that AR is integral over C and thus AR ⊆ C, and is clearly a common
ideal.
Example 4.2. (i) In Example 1.9(1), it is well known that C is a normal domain. Indeed,
R is a normal domain. Suppose a ∈ R is integral over C. Then passing to R/A, we see
a + A is integral over C/A ≈ F , which is integrally closed, so a + A ∈ C/A, proving
a ∈ C.
(ii) The same argument shows that if A is a common ideal of C and a normal domain
R, and if C/A is a normal domain then C is normal.
(iii) Unfortunately in Example 1.9(1) we see from Remark 2.1 that GD (‘Going down’)
fails: Indeed, recalling P1 = F [x, y]y ⊃ P0 = F [x, y]xy are prime ideals of C, it is easy to
see that the only two prime ideals of R which contain P0R are P1 itself andQ1 = F [x, y]x .
Hence Q1 is the only prime ideal of R lying over P0, and is not contained in P1. Likewise
we saw C fails to satisfy the conclusion of the classical Principal Ideal Theorem.
Despite these difficulties, there is a positive result.
Proposition 4.3 (“Going down” (GD)-weak version). Suppose R is integral over an ideal
A of a normal domain C, and P ⊂ P ′ are prime ideals of C with P ′ A. Any prime ideal
Q′ of R, lying over P ′, contains a prime ideal Q of R lying over P .
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is classical. ✷
4.1. Nearly Dedekind domains
Recall that an integral domain is Dedekind iff it is Noetherian, normal, and of Krull
dimension 1. Since these properties are preserved under localization, any localization of
a Dedekind domain is Dedekind. We study nearly Dedekind domains, taking C to be the
category of Dedekind domains. The ideal A is prime, by definition.
Note that Examples 1.9(1), (2) are nearly Dedekind. We had to use prime ideals since
the class in discussion is Dedekind domains.
Digression 4.4. Of course, a weakly Dedekind, nearly affine algebraC has Krull dimension
 1, cf. Theorem 3.12, so A must be a maximal ideal of C, implying C has level 1. This
means in particular that the results of Fontana and Gabelli [7] are applicable. We should
bear this in mind even when studying the general (not nearly affine) situation.
Lemma 4.5. If C is nearly Dedekind, with respect to A C as in the definition, then
(i) S−1C is a Dedekind domain for every multiplicative subset S intersecting A non-
trivially.
(ii) Every prime ideal P of C not containing A has height 1.
Proof. (i) S−1C = S−1R, which is a Dedekind domain.
(ii) Pass to S−1P where S = C\P . ✷
Theorem 4.6. Suppose C is nearly Dedekind with respect to A  C. Then every ideal I
co-maximal with A is a fractional ideal.
Proof. Since 1 ∈ I +A, we have some element a ∈A with 1− a ∈ I . Let S = {ai: i ∈N},
and let K be the field of fractions of C. In the Dedekind domain S−1C = S−1R, the ideal
S−1I is invertible, so writing I ′ = {k ∈K: kI ⊆ C}, we have
S−1C = S−1IS−1I ′.
Hence 1 ∈ S−1IS−1I ′, so au ∈ II ′, for suitable u > 0. But
1− au = (1− a)(1+ · · · + au−1) ∈ I ⊆ II ′,
implying 1= au + 1− au ∈ II ′, and thus I is fractional. ✷
The case of interest to us is when A is a maximal ideal, since then any ideal not
contained in A is co-maximal. Then the following consequences follow easily from [7],
but we present them to complete the description of nearly Dedekind rings.
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maximal with A is finite over C. In particular, if A is a maximal ideal, all infinite chains of
ideals of C must be contained in A.
Proof. The first assertion is immediate, since any fractional ideal is finite as a module. To
see the second, for any chain I1 ⊂ I2 ⊂ · · · not contained in A, the union is co-maximal
with A and thus finite. ✷
Corollary 4.8. Suppose C is nearly Dedekind with respect to a maximal ideal A. Then all
infinite chains of ideals of C must be contained in A.
Proof. By induction on the level. ✷
Theorem 4.9. Suppose C is nearly Dedekind with respect to maximal A C. Then every
ideal I of C can be written uniquely in the form I = P i11 · · ·P imm I ′, where the Pj are distinct
maximal ideals = A of C, and either I ′ = C (the case I  A) or I ′  C is primary with√
I ′ =A.
Proof. First we assume I  A, in which case the result follows from Corollary 4.8 by
standard arguments, if the assertion is false there is an ideal I maximal with respect to
being a counterexample. But then taking a maximal ideal P ⊇ I one can follow [17,
p. 275, Theorem 12] and note P−1I is an ideal strictly containing I (for otherwise I = PI ,
contrary to “Nakayama’s lemma”), and by hypothesis is a product of maximal ideals,
implying I = P(P−1I) is a product of maximal ideals. Uniqueness is standard.
So assume I ⊆A. By Corollary 2.9, there are only a finite number of prime ideals of C
minimal over I ; let P1, . . . ,Pm be those not contained in A. By Lemma 4.5(ii), P1, . . . ,Pm
are the only prime ideals not contained in A which contain I . Each Pj lifts to a maximal
ideal Qj of R, and by induction on level there is some u such that Quj  RI . Hence
Puj  I , so for each j there is ij maximal with respect to P
ij
j ⊇ I . Let B = P i11 · · ·P imm , an
invertible ideal. Let I ′ = B−1I . Clearly no Pj contains I ′, so every prime ideal containing
I ′ must contain A, i.e., A is the unique prime ideal contain I ′, proving A=√I ′. ✷
Corollary 4.10. Suppose C is nearly Dedekind with respect to a maximal ideal A, and
I  C is not contained in A. Then C/I is a principal ideal domain.
Proof. As in [17, p. 279, second proof of Corollary 1]. ✷
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