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This paper presents a new alternative of Lagrangian decomposition based on column generation
technique to solve the unconstrained binary quadratic programming problem. We use a mixed binary
linear version of the original quadratic problem with constraints represented by a graph. This graph is
partitioned into clusters of vertices forming subproblems whose solutions use the dual variables
obtained by a coordinator problem. Computational experiments consider a set of difﬁcult instances and
the results are compared against other methods reported recently in the literature.
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The unconstrained binary quadratic programming (QP) problem
consists of maximizing (or minimizing) a quadratic objective func-
tion by the choice of suitable values for the binary decision variables.
The QP is a classical NP-hard non-linear problem [1] and applications
have been reported in several areas. QP still presents several
problems modeled by graphs including maximum independent
set, max-cut and others.
Methods based on tree-search algorithms to solve QP are found
in the literature. Pardalos and Rodgers [2] report a tree-search
method that uses bounds based on the variables ﬁxing at each node
of the tree presenting results for problems with up to 200 variables.
Billionnet and Sutter [3] present a tree-search method to solve
problems with up to 100 variables. Huang et al. [4] describe
different strategies for estimating lower bounds for a minimization
quadratic binary programming problem. These strategies are based
on a branch and bound and the results are reported for problems
with up to 60 variables. We can also ﬁnd some exact methods
publicly available, such as the Biq Mac method [5].
Glover et al. [6] present several heuristics to solve QP. These
heuristics are tested using instances with up to 2500 variables.
Palubeckis [7] presents ﬁve different multistart tabu search strate-
gies to solve QP. Results are reported for instances with up to 6000
variables, and the computational times showed to be smaller than
other methods found in the literature. Billionet and Elloumi [1]
apply some convexiﬁcation techniques on the objective function andll rights reserved.
ax: þ55 28 3552 8903.
ail.com (G.R. Mauri),solve it by CPLEX. Results are reported by instances with up to 200
variables.
The QP linearization is a common practice to get an equivalent
linear model whose solutions are feasible to the original quadratic
model [8]. QP is converted into a mixed integer linear problem
and the linear relaxation of its decision variables allows ﬁnding an
upper bound for the original problem. This bound is known as roof
dual [9], and this approach can deﬁne bounds for the optimal
solution allowing to evaluate the best feasible solution found over
the optimal.
Adams and Dearing [9] discuss alternatives about getting bounds
for QP. Other strategies for linearization of QP are presented and
discussed in [10,8]. Chardaire and Sutter [11] propose an algorithm
based on a Lagrangian decomposition of the original quadratic
objective function in a sum of pseudo-linear functions. Their results
show good relaxation bounds, but the gaps increase signiﬁcantly
with the problem size. They show that the Lagrangian decomposi-
tion results are better than other decomposition methods. Besides,
they show that the proposed algorithm gets the roof dual in the
worst case. The results are presented for problems with up to 100
variables.
Alternative Lagrangian decomposition approaches are reported in
[12]. These approaches improve the one presented in [11] reporting
results for problems with up to 500 variables. Mauri and Lorena [12]
also report other relaxation methods to ﬁnd upper bounds for QP:
a linear relaxation of QP (roof dual), a linear relaxation using cut
constraints and alternative traditional Lagrangian relaxations.
This paper proposes a new alternative based on column genera-
tion (CG) to solve a Lagrangian decomposition approach reported
recently in [12] to ﬁnd upper bounds and feasible approximate
solutions for QP. We propose to replace the subgradient algorithm
by a CG on solving the dual problem for the QP decomposition.
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and columns are generated by subproblems using dual variables.
The remaining of the paper is organized as follows. Section 2
reports in detail the Lagrangian decomposition presented in [12].
The proposed column generation is described in Section 3.
Computational results are presented in Section 4 and the conclu-
sions are summarized in Section 5.2. Lagrangian decomposition presented in [12]
Mauri and Lorena [12] report several methods to ﬁnd upper
bounds for QP. In this section, we describe the one which presents
the best results and will be used as base for our column generation
approach.
Given a matrix of real numbers Q ¼ ½qijmm, the QP can be
formulated by the expression
QP : vðQPÞ ¼max
xf0;1g
A
Xm
i ¼ 1
Xm
j ¼ 1
qijxixj ð1Þ
Applying a simple linearization technique in (1), the quadratic
terms xixj can be replaced by the continuous variable wij (if i a j)
and constraints that guarantee the equality wij¼xixj are also
inserted in the model. The quadratic terms xixj can be replaced
by xi if i¼ j. Therefore, we get a mixed integer linear model for QP
(2)–(7). This model will be denoted by LQP.
LQP : vðLQPÞ ¼max
Xm
i ¼ 1
qiixiþ
X
ia j
qijwij ð2Þ
Subject to:
wijxir0, ia j, qij40 ð3Þ
wijxjr0, ia j, qij40 ð4Þ
xiþxjwijr1, ia j, qijo0 ð5Þ
wijZ0, ia j, qijo0 ð6Þ
xiAf0;1g, i¼ 1, . . . ,m ð7Þ
A graph G¼(V,E) with V¼{1,y,m} and an adjacency matrix
E¼ ½eijmm, eij¼1 if qij a 0 and eij¼0 if qij¼0 can be constructed
through the matrix Q. This graph can be partitioned into n (n r
m) independent clusters of vertices with V¼V1 [ V2 [ . . . [ Vn, and
Vi \ Vj¼|, for i,j¼ 1, . . .,n, i a j; Gi¼(Vi,Ei), i¼1,y,n, and
Xi¼VVi,i¼ 1, . . . ,n. So, the model LQP can be rewritten as
follows:
LQPn : vðLQPnÞ ¼max
Xn
k ¼ 1
X
iAVk
qiixiþ
X
iA Vk ;
jA Vk ;
ia j
qijwijþ
X
iA Vk ;
jA Xk ;
ia j
qijwij0
0
BBB@
1
CCCA ð8Þ
Subject to:
wijxir0, iAVk, jAVk, ia j, qij40, k¼ 1, . . . ,n ð9Þ
wijxjr0, iAVk, jAVk, ia j, qij40, k¼ 1, . . . ,n ð10Þ
xiþxjwijr1, iAVk, jAVk, ia j, qijo0, k¼ 1, . . . ,n ð11Þ
wijZ0, iAVk, jAVk, ia j, qijo0, k¼ 1, . . . ,n ð12Þ
wij0xir0, iAVk, jAXk, ia j, qij40, k¼ 1, . . . ,n ð13Þ
wij0xkj0r0, iAVk, jAXk, ia j, qij40, k¼ 1, . . . ,n ð14Þ
xiþxkj0wij0r1, iAVk, jAXk, ia j, qijo0, k¼ 1, . . . ,n ð15Þwij0Z0, iAVk, jAXk, ia j, qijo0, k¼ 1, . . . ,n ð16Þ
xjxkj0 ¼ 0, jAXk, k¼ 1, . . . ,n ð17Þ
wij0wji0 ¼ 0, iAVk, jAXk, j4 i, k¼ 1, . . . ,n ð18Þ
xiAf0;1g, iAVk, k¼ 1, . . . ,n ð19Þ
The variables xkj0 represent the copies of the vertex j ðj0Þ in the
cluster k, and the variables wij0 represent the edges between the
vertices i and j0 (copy of j). The constraints (9)–(12) are related to
the edges ði,jÞ with both vertices inside the cluster (sub-graph) k,
and the constraints (13)–(16) are related to edges ði,jÞ with vertices
in different clusters (inter-clusters edges). The constraints (17) and
(18) are copy constraints that ensure the equality between the
original and copies variables.
Constraints (17) and (18) can be relaxated in the Lagrangian
way with multiplier column vectors ~a and ~b ð~a and ~b unrest-
ricted). So, the problem LQPn (indirectly QP) can be partitioned
into n independent subproblems, and for each subproblem k
(k¼1,y,n) we have the following model:
LDabLQPk : vðLDabLQPkÞ ¼max
X
iAVk
qii
X
dak
adi
 !
xiþ
X
jAXk
akj x
k
j
þ
X
iA Vk
jA Vk
ja i
qijwijþ
X
iA Vk
jA Xk
j4 i
ðqijbijÞwij0 þ
X
iA Vk
jA Xk
jo i
ðqijþbjiÞwij0 ð20Þ
Subject to : ð9Þ,ð10Þ, . . . ,ð15Þ and ð19Þ ðremoving, k¼ 1, . . . ,nÞ
wij0Af0;1g, iAVk, jAXk, ia j, qijo0 ð21Þ
xkj Af0;1g, jAXk ð22Þ
Constraints (21) and (22) are inserted into the model to ensure
the feasibility of subproblems. Now, the LQP relaxation in n
subproblems is given by expression (23) and the corresponding
Lagrangian dual is presented in expression (24):
LDabLQP
n : vðLDabLQPnÞ ¼
Xn
k ¼ 1
vðLDabLQPkÞ ð23Þ
DLDabLQP
n : vðDLDabLQPnÞ ¼ min
~a ,~b unrestricted
fvðLDabLQPnÞg ð24Þ
Mauri and Lorena [12] used a subgradient algorithm to solve
the Lagrangian dual (24), and CPLEX was used to solve each
subproblem k (20)–(22) for ﬁnding the decomposition value (23)
at the iterations in the subgradient algorithm. In addition, the
graph G was partitioned by METIS [13].3. Proposed column generation
Using the Lagrangian decomposition model presented in the
previous section, we propose a column generation approach as an
alternative to ﬁnd the Lagrangian multipliers for solving the dual
problem (24). To facilitate the understanding of the proposed
method, the model (8)–(19) can be rewritten using a matrix notation
as follows:
LQPn : vðLQPnÞ ¼max
Xn
k ¼ 1
ðqkxxkþ0x0kþqkwwkþqkw0w0kÞ ð25Þ
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 b
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" #
ð26Þ
where
Fig. 1. Initial RMP.qkx: row vector with coefﬁcients of the variables xi, iAVk; qkw: row vector with coefﬁcients of the variables wij, iAVk and
jAVk; qkw0: row vector with coefﬁcients of the variables wij0 , iAVk and
jAXk; Bk: matrix with coefﬁcients of the variables on constraints
(9)–(16); Ak: matrix with coefﬁcients of the variables on copy con-
straints (17) and (18); xk: column vector with decision variables xi, iAVk;
 x0k: column vector with decision variables xkj0, jAXk; wk: column vector with decision variables wij, iAVk and jAVk;
 w0k: column vector with decision variables wij0 , iAVk and jAXk;
Fig. 2. Proposed CG. : relational operators ðr , Z or ¼) for each constraint
(9)–(18); bA: column vector with right side values (0) for constraints
(17) and (18). bB: column vector with right side values (0 or 1) for con-
straints (9)–(16).
Considering Rk as the constraints set for the subproblem k
ðk¼ 1, . . . ,nÞ, and xk, x0k, wk and w0k satisfying Rk, we can rewrite
the model (20)–(22) as follows:
LDabLQPk : vðLDabLQPkÞ
¼max ½qkx 0 qkw qkw0
~a
~b
" #T0@
1
A
xk
x0k
wk
w0k
2
6664
3
7775
8>><
>>:
9>>=
>>;
ð27Þ
The classical column generation technique uses a coordinator
problem – or restricted master problem (RMP) – and subproblems
for column generation to RMP. The RMP uses dual variables for
guiding subproblems on the search for new columns. So, applying
the Dantzig–Wolfe decomposition on the model LQPn we have
RMP : vðRMPÞ ¼max
Xn
k ¼ 1
X
sASk
lskðqkxxskþ0x0skþqkwwskþqkw0w0skÞ
ð28Þ
Subject to:
Xn
k ¼ 1
X
sASk
lsk Ak
xsk
x0sk
wsk
w0sk
2
6664
3
7775
0
BBB@
1
CCCA bA ð29Þ
X
sA Sk
lsk ¼ 1 8kAf1, . . . ,ng ð30Þ
lskZ0 8kAf1, . . . ,ng, sASk ð31Þ
The extreme points of a polyhedral for the cluster (subpro-
blem) k is given by the set Sk. xsk, x0sk, wsk and w0sk are vectors
with the decision variables values from the s-th column insertedinto RMP, i.e., s-th extreme point of a polyhedral for the cluster k
(feasible solution for the subproblem k). lsk is the decision
variable for the s-th extreme point in Sk. For each subproblem k
(27), the Lagrangian multiplier vectors ~a and ~b can be considered
(replaced) as the dual variables vectors related to constraint (29).
For notation, we will still treat these vectors as ~a and ~b, but now
considering them as dual variables vectors.
Considering that mk is the dual variable for k-th convexity
constraint of (30), a new column for the subproblem k is inserted
into RMP if the reduced cost yk is positive ðyk ¼ vðLDabLQPkÞmk4
0). So, the RMP guides the subproblem solutions through the dual
variables looking for a good solution for the original problem.
The initial RMP is constructed by the heuristic presented in
Fig. 1. This heuristic uses the local search introduced in [14]. Fig. 2
presents the proposed algorithm: new columns are generated
until satisfying a stop criteria and the ﬁnal RMP formed by all of
the generated columns is solved with integers ðlskAf0;1gÞ. Integer
solutions will be feasible for LQP and indirectly for QP. The RMP in
integers will be denoted RMPint, and the value of its solution,
vðRMPintÞ, will be a lower bound (approximate solution) for QP.
The linear relaxation of RMP, v(RMP), can be a valid upper
bound to QP at the end of the column generation algorithm, after
inserting sufﬁcient columns, but the solution of the Lagrangian
dual, vðDLDabLQPnÞ, will be always an upper bound for QP. Our
column generation algorithm stops when an optimal solution for
the relaxed model ðLQPnÞ is found. So, we can verify the quality of
the upper bound from our Lagrangian decomposition. In addition,
we have also an approximate solution for the original model QP.4. Computational results
Computational experiments were performed over a set of 45
hard instances available at OR-Library (http://people.brunel.ac.uk/
mastjjb/jeb/info.html). These instances were formed by Pardalos and
Rodgers [2] generator and they had been separated into six classes
(A, B, C, D, E and F) with different features (m, density, and values’
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introduced in [2], and the others in [15]. According to Glover et al.
[15], these instances have been among the most difﬁcult ones found
in the literature.
As reported in [12], we split the graph G by METIS heuristic [13],
and we use CPLEX to solve the RMP and the subproblems (both
within a limit time of 1 h for each instance). The number of clusters
(n) for each instance are similar to the ones presented in [12].
Table 1 reports the average gaps for each class of instances.
These gaps are presented for the proposed CG and other relaxa-
tions found in the literature, and they were computed as shown in
expression (32). v(OPT) represents the best known solutions
reported in [15], and v(Bound) is the value for the upper bounds
obtained by the cited methods.
Gap¼ vðBoundÞvðOPTÞ
vðOPTÞ  100 ð32Þ
In Table 1, the line m reports the instances’ size variation, and
the line Dsty presents the range of the density for matrix Q. NextTable 1
Average gaps (%) from the upper bounds for all class of instances.
Instances class A B C D E
m 30–100 20–125 40–100 100 2
Dsty (%) 6.25–50 10–100 10–80 10–100 1
Mauri and Lorena [12] LQP 9.99 656.34 33.31 155.37 1
LQPC 6.16 404.22 15.11 85.35
Best lag 2.98 657.66 9.71 111.40 1
Dec1 0.04 29.85 0.00 98.78
Dec2 0.06 29.86 0.00 21.54
Dec3 0.00 10.33 0.00 4.76
Dec3n 0.04 15.43 0.00 8.32
Proposed CG DLDabLQP
n 2.22 323.72 3.41 109.87 7
RMP 0.17 3.44 0.03 0.11
Table 2
Gaps (%) from the integer solutions for the instances of classes B, D and F.
Inst. m Dsty (%) Best known Glover et al. [6]
DDT A2n A2t
1b 20 100 133 26.30 0.00 21.10
2b 30 100 121 5.00 24.80 13.20
3b 40 100 118 52.50 13.60 19.50
4b 50 100 129 33.30 21.70 21.70
5b 60 100 150 30.00 0.00 40.00
6b 70 100 146 56.80 22.60 27.40
7b 80 100 160 43.70 0.00 0.00
8b 90 100 145 38.60 19.30 19.30
9b 100 100 137 29.90 7.30 24.10
10b 125 100 154 34.40 21.40 21.40
1d 100 10 6333 – – –
2d 100 20 6579 – – –
3d 100 30 9261 – – –
4d 100 40 10 727 – – –
5d 100 50 11 626 – – –
6d 100 60 14 207 – – –
7d 100 70 14 476 – – –
8d 100 80 16 352 – – –
9d 100 90 15 656 – – –
10d 100 100 19 102 – – –
1f 500 10 61 194 0.80 22.10 23.10
2f 500 25 100 161 0.70 19.60 19.20
3f 500 50 138 035 1.30 21.40 20.30
4f 500 75 172 771 1.30 18.00 16.10
5f 500 100 190 507 1.10 12.20 22.50lines are related to [12], and we have the following: LQP indicates
the roof dual (linear relaxation of LQP); LQPC is the LQP linear
relaxation using cut constraints; Best lag shows the best gaps from
traditional Lagrangian relaxations (relaxing constraints (3), (4) and/
or (5) without clusters partitioning); and the next four lines report
the gaps from different Lagrangian decomposition approaches. The
last lines report the gaps from our CG approach, i.e., the dual of the
Lagrangian decomposition ðDLDabLQPnÞ and RMP. The last columns
present the average times for getting the upper bounds to each class
of instance. The best gaps are highlighted in bold.
Table 2 reports the gaps from the integer solutions for the
instances of classes B, D and F. The gaps obtained from the
proposed CG ðððvðOPTÞvðRMPintÞÞ=vðOPTÞÞn100Þ are compared
against the ones presented by the different approaches described
in [6,1] and by CPLEX. The methods reported in [12] were not
inserted in Table 2 because they present only upper bounds for
QP, i.e., they do not search for integer solutions.
Our proposed CG uses average times of 96.42, 4522.32
and 4455.33 s for the instances of classes B, D and F respectively.F Average time (s)
00 500
0–50 10–100 A B C D E F
60.56 159.28 0.01 0.06 0.04 0.80 2.72 1565.53
95.43 126.12 0.02 4.92 0.63 68.10 311.07 2889.70
36.72 124.66 19.84 2.14 2981.73 3799.08 5135.07 4510.44
92.91 95.68 7.76 480.38 135.15 5446.11 3975.54 3662.57
69.33 93.44 12.40 349.89 14.85 4981.19 3651.19 3615.65
78.52 92.52 4.40 700.65 78.04 6356.60 3958.04 3909.34
81.81 98.46 16.03 822.87 85.10 6131.73 4262.61 4088.06
13.29 1102.40
0.05 0.38 6.95 96.41 226.18 4522.32 62.76 4455.33
Billionnet and
Elloumi [1]
CPLEX Proposed CG
V3n V3t
89.50 89.50 0.00 0.00 0.00
95.00 95.00 0.00 0.00 0.00
100.00 100.00 0.00 0.00 0.00
100.00 100.00 0.00 0.00 0.00
99.30 99.30 0.00 0.00 0.00
97.30 97.30 0.00 0.00 12.30
99.40 99.40 0.00 0.00 0.00
100.00 100.00 0.00 0.00 0.00
100.00 100.00 0.00 0.00 2.90
100.00 100.00 0.00 0.00 4.50
– – 4.10 0.00 0.00
– – 10.00 5.21 0.00
– – 7.60 3.54 0.00
– – 8.10 6.25 0.00
– – 8.70 17.82 0.19
– – 7.20 9.90 0.35
– – 8.30 14.02 0.00
– – 6.10 17.48 0.00
– – 8.70 14.65 0.06
– – 6.90 11.99 0.00
7.10 7.20 – 42.50 0.38
7.30 9.60 – 84.00 –
7.30 7.90 – 76.40 –
5.60 5.60 – 84.50 –
4.60 5.80 – 89.50 –
G.R. Mauri, L.A.N. Lorena / Computers & Operations Research 39 (2012) 1577–1581 1581The method presented in [1] was not able to solve the instances of
class F, and it uses an average time of 600 s for the instances of
class D. In addition, the authors indicate that all optimal solutions
were found for the instances of class B within an average time of
7200 s. CPLEX runs for an average of 3600 s for the instances of
classes D and F, and 3 s for the class B.
For the instances of classes A, C and E, we can say that: the
method proposed in [1] found the optimal solutions for classes A
and C within 7200 s, but it was not able to solve the instances of
class E; CPLEX uses an average of 3.28 s for the instances of
classes A and C, and it presents an average gap of 176.86% for
class E within 3600 s; ﬁnally, our proposed CG found the optimal
solutions for all of the instances of classes A, C and E within
average times of 6.95, 226.18 and 62.76 s respectively.
All of our experiments were implemented in Cþþ and per-
formed in a PC with AMD Athlon of 2.2 GHz processor with 1 GB
of RAM memory. That is the same computer used in [12].
Billionnet and Elloumi [1] have used a PC with processor Intel
Pentium IV of 1.6 GHz with 1 GB of RAM memory, and Glover
et al. [6] do not report the results for the instances of classes A, C,
D and E and the computational times for classes B and F. The
computer used by Billionnet and Elloumi [1] is different, however,
we can see an estimative of the method performance.5. Conclusions
We reported a new strategy to solve a Lagrangian decomposi-
tion for the unconstrained binary quadratic programming (QP)
problem. The proposed method is based on the column genera-
tion (CG) and gets upper bounds and feasible solutions for QP.
Hard instances with different features were used to evaluate the
proposed method.
Results show that our CG is able to improve the convergence
time from a Lagrangian decomposition, i.e., we have improved
solutions within smaller computational times replacing the sub-
gradient algorithm in the Lagrangian decomposition reported in
[12] by our proposed CG. In addition, the proposed CG was
directly compared against other methods reporting good results
for practically all of the instances.
Finally, we believe that a more efﬁcient technique to solve the
subproblems for column generation can result in better solutions
for the instances treated in this paper and possibly for larger ones.Besides, our CG can be a good alternative to improve the results
for problems with constraints modeled by graphs.Acknowledgments
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