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Classification of entanglement in multipartite quantum systems is an open problem
solved so far only for bipartite systems and for systems composed of three and four
qubits. We propose here a coarse-grained classification of entanglement in systems
consisting of N subsystems with an arbitrary number of internal levels each, based
on properties of orthogonal arrays with N columns. In particular, we investigate
in detail a subset of highly entangled pure states which contains all states defining
maximum distance separable codes. To illustrate the methods presented, we analyze
systems of four and five qubits, as well as heterogeneous tripartite systems consisting
of two qubits and one qutrit or one qubit and two qutrits.
I. INTRODUCTION
Characterization of entanglement in multipartite systems has proven particularly challeng-
ing, even for pure states. As one moves from a bipartite to a multipartite scenario involving N
parties, the algebraic structure becomes much richer. A pure multipartite quantum state is de-
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2scribed by a tensor with N indices, for which there exists no exact analogue of the singular value
decomposition of a matrix which, for bipartite systems, leads to the Schmidt decomposition
[1]. Nonetheless, study of multipartite entanglement remains a crucial goal, with applications
ranging from quantum information processing, quantum computation and quantum metrology
to condensed matter and many-body physics [2, 3].
One notable problem is to characterize all the different ways in which a multipartite system
can share entanglement among its subsystems. A natural approach is to consider two states
equivalent, if it is possible to obtain one from the other via local operations assisted by classical
communication, with a nonzero probability [4]. Protocols based on stochastic local operations
and classical communication (SLOCC) correspond formally to the action of the group of invert-
ible local transformations GL(d)⊗N , where d is the dimension of the local Hilbert space Hd of
each of the N subsystems [5]. The problem of entanglement classification is thus equivalent to
finding the orbits of H⊗Nd under the group GL(d)⊗N . A few results are available in this regard.
For instance, for three qubits there exist six entanglement classes [5], of which only two display
genuine tripartite entanglement: the GHZ class, containing states equivalent to the GHZ state
|GHZ3〉 = |000〉+ |111〉, and the W class, generated by the state |W3〉 = |001〉+ |010〉+ |100〉.
However, already for four qubits, there is an infinite number of SLOCC classes, which can be
naturally organized into nine continuous families [6]. The situation gets more complicated for
larger numbers of qubits. Some alternative approaches, based on topological [7, 8] or algebraic
[9] techniques, provide only first steps towards the resolution of the problem.
In this paper, we analyze various classes of multipartite entanglement in a simplified set-
ting, by restricting the Hilbert space to a discrete set. Each state in the set is related to a
certain combinatorial design, called an orthogonal array (OA). An orthogonal array is a rect-
angular array of symbols taken from an alphabet of d letters, whose combinatorial properties
are characterized by its strength – defined in the next Section.
Orthogonal arrays were introduced by Rao in 1947 [10] and find several applications ranging
from cryptography and coding theory to the statistical design of experiments, software testing
and quality control [11]. Moreover, they generalize some remarkable classes of combinatorial
designs: Graeco-Latin squares, Hadamard matrices and classical codes [12]. Useful libraries of
these arrays can be found in the handbook on Combinatorial Designs by Colbourn and Dinitz
[13], as well as in the online catalogs provided by Sloane [14] and Kuhfeld [15].
Any orthogonal array with N columns generates a multipartite pure state |ψ〉 of a quantum
system made up of N parties. In general, the pure states of a quantum system form a continuous
3set, but only a discrete subset of states, referred to as array-based, is associated to an orthogonal
array. In previous work [16], a particular class of orthogonal arrays of strength k, called
irredundant, was shown to generate a class of quantum states, called k-uniform, defined by
the property that each state is maximally entangled with respect to any splitting of the N
subsystems into two subsets composed of k and N − k subsystems. Here we will extend this
observation much further, by studying properties of quantum states associated with different
classes of orthogonal arrays.
The aim of this paper is to approach the problem of entanglement classification for a general
system containing N subsystems with d levels each, by making use of results from the theory
of orthogonal arrays with N columns and symbols from a set of d letters. As a byproduct, we
construct a particular family of pure states, related to generating orthogonal arrays – see Section
III. These quantum states exhibit a high degree of entanglement, making them potentially
interesting for various quantum information processing tasks, such as quantum teleportation
in a multi-user setting, quantum key distribution and quantum error-correcting codes.
The paper is organized as follows. In Section II we review basic properties of orthogonal
arrays and in Section III we show how to derive systematically the generating arrays. In Section
IV, the problem of entanglement classification for the set of array-based quantum states is
formulated. In Section V we show how the theory of quantum entanglement can be used to
determine whether two given arrays are non-isomorphic. In Section VI, we describe the classes
of quantum entanglement for states corresponding to generating arrays. The main results of
this work are summarized in Section VII. A complete list of generating OAs for systems of
two up to four qubits are presented in Appendix A. Similar data for systems consisting of five
qubits and for heterogeneous tripartite systems consisting of qubits and qutrits are available
online.
II. ORTHOGONAL ARRAYS: DEFINITION AND BASIC PROPERTIES
An orthogonal array OA(r,N, d, k) is a rectangular arrangement with N columns and r rows
containing symbols taken from the alphabet Ad = {0, 1, . . . , d−1}, such that for any subarray
made up of k columns, every possible combination of k symbols is repeated the same number
of times λ. The parameters of the array are usually called the number of runs r, the number
of factors N , the index λ and the strength k of the OA, respectively [12].
This terminology is explained by the connection with experimental design theory. Every
4column of an orthogonal array represents one factor, each with d possible values or levels; every
row represents a different run or treatment combination. By definition, the full factorial design,
denoted by FN,d, is the array made up of all dN treatment combinations. Unless the number
of factors is small, it becomes exponentially costly to perform a full factorial experiment. One
thus resorts to a fractional factorial design, where only a subset of all treatment combinations
is allowed as possible runs. An orthogonal array with r < dN is a fractional factorial design,
with the strength k being related to the estimation properties of different factorial effects – for
more information consult Ref. [12].
In this paper, we consider only OAs with number of runs not greater than dN . We also do
not distinguish between arrays differing only by a reordering of their runs; in fact, as factorial
designs, they are equivalent for all statistical purposes. Moreover, if two arrays can be obtained
one from the other by implementing any composition of permutations of rows, columns and
symbols within columns, then the arrays are called isomorphic.
While the strength k of an array is a simple measure of its usefulness for statistical applica-
tions, there is a variety of arrays with the same strength. To discriminate among them, different
quality factors have been developed in the literature [17]. In particular, the generalized reso-
lution (GR) [18–21] is a commonly used quality factor; it has a clear statistical interpretation
for two-level OAs [22]. In order to compute the GR, each entry aij of the OA is encoded as a
complex root of unity, by mapping each symbol s ∈ Ad to ωs = exp(2piis/d). Given the multi-
index I = j1 . . . jn, denoting a subset of n < N columns, the corresponding J-characteristic of
order n is defined as
Jn(I) :=
∣∣∣∣∣
r∑
i=1
ωaij1 · ωaij2 . . . ωaijn
∣∣∣∣∣ =
∣∣∣∣∣
r∑
i=1
e
2pii
d
∑
j∈I aij
∣∣∣∣∣ , (1)
where |z| is the absolute value of z ∈ C. Let t be the smallest integer such that there exists
at least one J-characteristic of order t different from zero (let us remark that t > k since all
possible J-characteristics of order up to k are zero). Define J
(max)
t := max
I:|I|=t
Jt(I), where |I|
denotes the cardinality of the multi-index I. Then, the generalized resolution is defined as
GR := t+ 1− J
(max)
t
r
. (2)
Clearly, t < GR < t+1. For two-level OAs, the above quantity is invariant under isomorphisms.
However, for multi-level arrays, permutations of symbols within columns can change quantity
2) [23]. Hence the generalized resolution of a multi-level OA is defined as the maximum value
of (2) taken over the family of all isomorphic arrays.
5Let the set of all orthogonal arrays OA(r,N, d, k) with fixed values of parameters N , d and
k, but an arbitrary number of runs r ≤ dN , be denoted by OA (N, d, k). Characterizing this
set for general values of its parameters is a challenging problem and only partial results are
known [24–26]. For instance, complete catalogs of non-isomorphic orthogonal arrays, denoted
by OA(12, N, 2, k), OA(16, N, 2, k) and OA(20, N, 2, k), for any number of rows N and strength
k, are provided in Ref. [27]. Furthermore, OA(18, N, 3, k) were classified [28] for all possible N
and k. A method to enumerate non-isomorphic two-level orthogonal arrays of strength k and
index λ with N = k + 2 columns and r = 2kλ rows was presented in [29]. Further orthogonal
arrays with a small number of runs have been classified in [30].
III. GENERATING ORTHOGONAL ARRAYS
In this section, we describe a systematic method which, in principle, allows one to obtain a
complete description of the set OA (N, d, k) for general values of the parameters. In practice,
computational complexity limits its applicability to low-dimensional cases.
Let us introduce the composition function, denoted by ⊕, and defined as follows,
a1,1 a1,2 . . . a1,N
a2,1 a2,2 . . . a2,N
...
...
...
ar,1 ar,2 . . . ar,N
⊕
a′1,1 a
′
1,2 . . . a
′
1,N
a′2,1 a
′
2,2 . . . a
′
2,N
...
...
...
a′s,1 a
′
s,2 . . . a
′
s,N
=
a1,1 a1,2 . . . a1,N
...
...
...
ar,1 ar,2 . . . ar,N
a′1,1 a
′
1,2 . . . a
′
1,N
...
...
...
a′s,1 a
′
s,2 . . . a
′
s,N
, (3)
assuming that r + s ≤ dN . Let us remark that ⊕ is only a partial composition function, in
contrast to a total one, in the sense it is well-defined only for two OAs such that their number
of runs is not greater than dN . The operation ⊕ admits an identity element, which is the empty
array (having r = 0 rows); moreover, it is associative and abelian.
The set OA (N, d, k) contains a subset of OAs, referred to as generating OAs, which cannot
be written as the composition of any two OAs (unless trivially, when one of them is the empty
array), while every other OA, which is not in such subset, can be written as a composition of
two or more generating OAs. In this way, the generating OAs allow for a compact description
of the entire set OA (N, d, k).
The following method to compute the generating OAs was developed by Pistone et al. [31–
33] from the point of view of algebraic statistics. Our starting point, instead, is the following
6connection between orthogonal arrays and quantum theory. Any OA(r,N, d, k) encodes a pure
quantum state |ΨN,d,k〉 ∈ H⊗Nd of N qudits, with Hd ' Cd denoting the local Hilbert space of
each subsystem, via the following mapping [16]:
τ : OA(r,N, d, k) =
a1,1 a1,2 . . . a1,N
a2,1 a2,2 . . . a2,N
...
...
...
ar,1 ar,2 . . . ar,N
=⇒ |ΨN,d,k〉 =
r∑
i=1
|ai,1ai,2, . . . , ai,N〉 ∈ (Hd)⊗N ,
(4)
where |ai,1ai,2, . . . , ai,N〉 denotes the product state |ai,1〉 ⊗ |ai,2〉 ⊗ · · · ⊗ |ai,N〉, and ⊗ stands for
the Kronecker product. For example,
τ : OA(2, 2, 2, 1) =
0 0
1 1
=⇒ |Ψ2,2,1〉 = |00〉+ |11〉 , (5)
leads to the Bell state |Φ+〉 of two qubits. For convenience, we consider unnormalized pure
quantum states |ΨN,d,k〉 along our work.
For a given set of orthogonal arrays OA (N, d, k), its image under the map τ will be denoted
by OA(N, d, k); it is the set of corresponding array-based quantum states belonging to H⊗Nd .
It includes a variety of states useful for different tasks of quantum information processing. In
particular, the subset of states generated by irredundant orthogonal arrays, written IrOA, plays
a special role in quantum mechanics [16, 34]. An OA(r,N, d, k) is called irredundant if every
subarray made up of N − k columns contains no repeated rows. Any IrOA(r,N, d, k) defines a
multipartite pure state of N parties, with d levels each, such that every reduction to k parties
is maximally mixed. Therefore entanglement with respect to any splitting of the N subsystems
into subsets of size k and N − k is maximal; such states are are called k-uniform.
In particular, an irredundant array with index unity, written IrOA(dk, N, d, k), defines a
k-uniform state with minimal support. Such arrays are completely equivalent to maximum
distance separable (MDS) codes [35]. Speaking intuitively, their rows can be used to efficiently
protect information against the presence of errors. MDS codes have the property that the
Hamming distance between any two codewords, i.e. any two rows of an irredundant array with
index unity, is a constant taking the maximal allowed value (according to the Singleton bound).
A comprehensive introduction to codes and their relation to orthogonal arrays can be found in
Chapters 4 and 5 of Ref. [12].
From Eq. (4), any OA(r,N, d, k) is uniquely associated to an N -partite pure quantum state
7|ΨN,d,k〉 which can be rewritten as follows,
|ΨN,d,k〉 =
d−1∑
i1,...,iN=0
ci1···iN |i1 · · · iN〉 , (6)
where the coefficients ci1···iN are nonnegative integers counting how many times the run i1 · · · iN
occurs along the orthogonal array OA(r,N, d, k). Eq. (6) allows one to express the requirement
of orthogonality of the array as a linear system of equations for the coefficients ci1···iN of |ΨN,d,k〉.
For instance, consider the set OA (2, 2, 1). Taking into account Eq. (6), one has that the
coefficients of the state
|Ψ2,2,1〉 = c00 |00〉+ c01 |01〉+ c10 |10〉+ c11 |11〉 . (7)
are constrained to satisfy
c00 + c01 = c10 + c11 ,
c00 + c10 = c01 + c11 . (8)
Eq. (8) implies that the same number of zeros and ones occurs in each column of the array. In
addition, one has to impose the constraint
c00 + c01 + c10 + c11 ≤ 4 , (9)
so that the total number of runs is not greater than the number of runs for the full factorial
design. As another example, consider the case of OA (3, 2, 2). Orthogonality of the array
requires that every possible combination of two symbols taken from the set {0, 1} occurs the
same number of times in every pair of columns. Imposing such restrictions to the state
|Ψ3,2,2〉 = c000 |000〉+ c001 |001〉+ c010 |010〉+ c011 |011〉+
c100 |100〉+ c101 |101〉+ c110 |110〉+ c111 |111〉 , (10)
leads to the linear constraints
c000 + c001 = c010 + c011 = c100 + c101 = c110 + c111 ,
c000 + c010 = c001 + c011 = c100 + c110 = c101 + c111 ,
c000 + c100 = c001 + c101 = c010 + c110 = c011 + c111 . (11)
There is also a further constraint similar to that of Eq. (9).
More generally, the following result can be established:
8PROPOSITION 1. Any orthogonal array in OA (N, d, k) is uniquely associated to a pure
quantum state
|ΨN,d,k〉 =
d−1∑
i1,...,iN=0
ci1···iN |i1 · · · iN〉, (12)
with coefficients ci1···iN satisfying the following set of linear constraints
d−1∑
i1,...,iN−k=0
cσ(i1···iN−k, j1···jk) =
d−1∑
i1,...,iN−k=0
cσ(i1···iN−k, j′1···j′k) , (13)
together with the further constraint
d−1∑
i1,...,iN=0
ci1···iN ≤ dN . (14)
Here, σ ∈ SN is any permutation on the space of multi-indices of length N , and j1 · · · jk, j′1 · · · j′k
are any two multi-indices of length k.
Proof. Consider an arbitrary combination of k symbols, denoted by j1 . . . jk, where each symbol
is taken from the alphabet {0, 1, . . . , d − 1}. Then, the total number of times that such a
combination appears in the last k columns of a given array, denoted by #(j1 . . . jk), is obtained
by summing over all possible combinations of symbols in the first N − k columns of the array,
i.e.
#(j1 . . . jk) =
d−1∑
i1,...,iN−k=0
ci1···iN−k, j1···jk . (15)
By definition of orthogonal array, any combination of k symbols occurs the same number of
times in any k columns. In particular, this holds for the last k columns. Using Eq. (15) we
have
#(j1 . . . jk) =
d−1∑
i1,...,iN−k=0
ci1···iN−k, j1···jk =
d−1∑
i1,...,iN−k=0
ci1···iN−k, j′1···j′k = #(j
′
1 . . . j
′
k) . (16)
Applying a similar condition for any possible choice of k columns leads us to Eq. (13).
The linear system of Eq. (13) imposes a total of (dk−1)×N !/[k!(N−k)!] constraints on the
coefficients of the state |ΨN,d,k〉. If the coefficients are allowed to take nonnegative real values,
each linearly independent constraint defines an hyperplane, restricted to the positive orthant
of (Rd)⊗N . The intersection among all hyperplanes gives rise to a rational cone, denoted by
C(N, d, k), which is made bounded by the further constraint of Eq. (14). The resulting convex
polytope is denoted by P (N, d, k). Points belonging to P (N, d, k) and having nonnegative
integer coordinates are one-to-one related to orthogonal arrays in OA (N, d, k). We therefore
arrive at the following result:
9PROPOSITION 2. Any orthogonal array in OA (N, d, k) is uniquely associated to a point
of the convex polytope P (N, d, k) having nonnegative integer coordinates, where P (N, d, k) is
defined by the set of linear constraints (13) and (14).
The set OA (N, d, k) can thus be visualized as a dN -dimensional integer lattice. It can be
fully characterized with the help of the Gordan’s lemma [36], a well-known result from invariant
theory. The lemma states that any integer point of a rational cone can be represented as a
combination with nonnegative integer weights of a finite number of points. The requirement
that the set of such points is as small as possible makes it unique. It is usually referred to as
the Hilbert basis of the cone [37].
We introduce the following terminology. The arrays in the set OA (N, d, k), which are
represented by points of P (N, d, k) belonging to the Hilbert basis of C(N, d, k), are referred to
as the generating OAs, while the quantum states related to them are called generating states.
For any given values of the parameters N , d and k, we denote the family of all generating arrays
by G (N, d, k) and the corresponding set of quantum states by G(N, d, k). The discussion above
can be then summarized through the following proposition,
PROPOSITION 3. OA (N, d, k) consists of all OAs of the form
OA(r,N, d, k) =
m⊕
i=1
αi OA
(i)
N,d,k , (17)
where αi ∈ N0, N0 := N ∪ {0}, m is the cardinality of the Hilbert basis of the rational cone
C(N, d, k) and OA
(i)
N,d,k is the generating OA associated to the i
th element of the Hilbert basis.
The numbers αi are constrained to satisfy
∑m
i=1 αi r
(i) ≤ dN , where r(i) is the number of runs
of OA
(i)
N,d,k.
At the same time, the set OA(N, d, k) consists of all states of the form
|ΨN,d,k〉 =
m∑
i=1
αi |g(i)N,d,k〉 , (18)
where |g(i)N,d,k〉 is the generating state based on OA(i)N,d,k and the αi are constrained as above.
In Fig. 1, we illustrate Proposition 3 by showing a three-dimensional projection of the
convex polytope P (3, 2, 1), with the lattice points on its faces representing orthogonal arrays
OA(r, 3, 2, 1). Let us also remark that the problem of computing the Hilbert basis of a rational
cone is well-studied, with relevant applications in different branches of mathematics, such as
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combinatorics [38], integer programming [39] and computational algebra [40]. Specialized soft-
ware is available, like the open source tool Normaliz [41]. Though in general computationally
hard [42], for small values of the parameters N , d and k, the problem can be readily solved,
providing a compact representation of OA (N, d, k).
Let us return back to the illustrative set of arrays denoted by OA (2, 2, 1). The Hilbert basis
of C(2, 2, 1), defined by the linear constraints of Eq. (8), consists of the following two generating
OAs
OA
(1)
2,2,1 =
0 0
1 1
, OA
(2)
2,2,1 =
0 1
1 0
, (19)
with corresponding states
|g(1)2,2,1〉 = |00〉+ |11〉 , |g(2)2,2,1〉 = |01〉+ |10〉, (20)
which, up to normalization, are equivalent to the Bell states usually denoted by |Φ+〉 and
|Ψ+〉. Proposition 3 implies that any array-based state in OA(2, 2, 1) is a superposition with
nonnegative integer coefficients of the generating states |g(1)2,2,1〉 and |g(1)2,2,1〉.
Finally, let us consider the set OA (3, 2, 2). Computation of the Hilbert basis of the cone
C(3, 2, 2), defined by the linear constraints (11), leads to the arrays
OA
(1)
3,2,2 =
0 0 1
0 1 0
1 0 0
1 1 1
, OA
(2)
3,2,2 =
0 0 0
0 1 1
1 0 1
1 1 0
, (21)
with corresponding states
|g(1)3,2,2〉 = |001〉+ |010〉+ |100〉+ |111〉 , |g(2)3,2,2〉 = |000〉+ |011〉+ |101〉+ |110〉 . (22)
The full list of generating OAs for systems of up to four qubits is reported in Appendix
A. In addition, the Hilbert bases associated to OA (5, 2, k) for k = 1, . . . , 4, as well as for
heterogeneous tripartite systems of two qubits and one qutrit or one qubit and two qutrits, are
available online [43]. All bases were calculated via the open source software Normaliz [41] on a
2.9 GHz Intel Core i5 Processor with 8 GBs of memory. The elapsed time for the largest basis
(corresponding to the case of five qubits and k = 2) was 56 seconds.
While there is in general no apparent regularity in the Hilbert bases corresponding to different
values of N , d and k, for maximum strength, i.e. k = N − 1, the following conjecture can be
formulated:
11
c100
c011
c000
|g(4)3,1i
|g(6)3,1i
|g(1)3,1i
|g(4)3,2,1 
|g(6)3,2,1 
|g(1)3,2,1 
FIG. 1: (color online) Three-dimensional projection of the convex polytope P (3, 2, 1). The projection
is obtained by imposing the constraint c001 = c010 = 0 and restricting the polytope to the box [0, 2]
×3.
It contains three of the six generating states of the corresponding Hilbert basis, shown in orange (larger
points). Red (medium) points define quantum states associated to OAs that are convex superpositions
of the generating states. Black (smaller) points in the lattice are outside the cone, and thus are not
associated to any orthogonal array.
CONJECTURE 1. Consider the set of orthogonal arrays OA (N, 2, N − 1). For every N ,
the Hilbert basis of the rational cone C(N, 2, N − 1) consists of the following two states:
|g(1)N,2,N−1〉 = I⊗ · · · ⊗ I︸ ︷︷ ︸
N − 1 times
⊗σx |g(2)N,2,N−1〉 , |g(2)N,2,N−1〉 = H ⊗ · · · ⊗H︸ ︷︷ ︸
N times
|GHZN〉 . (23)
Here, I2 denotes the identity matrix of size 2, σx =
(
0 1
1 0
)
is the Pauli shift matrix, and H
is the unnormalized Hadamard gate, H =
(
1 1
1 −1
)
. This conjecture is supported by analytic
computation of the Hilbert bases associated to the respective cones up to N = 10.
We conclude this section with an application to the theory of orthogonal arrays. The previous
results can be used to prove nonexistence of some classes of OAs in a direct way. For instance,
by exploring the Hilbert basis of the cone C(4, 2, 2), as reported in Appendix A, one realizes
that all generating OAs with N = 4 and k = 2 over a binary alphabet have at least 8 runs.
Therefore, OA(4, 4, 2, 2) does not exist, which is equivalent to saying that two orthogonal Latin
squares of size 2 do not exist. One can reach the same conclusion without the necessity to
derive the full Hilbert basis. That is, from the system of linear constraints defining the cone
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C(4, 2, 2) one can, without loss of generality, assume that c0000 = 1, so that by inversion one
finds c1111 = (r−6)/2−c0001−c0010−c0100−c1000. But then, for r = 4, the coefficient c1111 would
be negative, which is impossible. In a similar way, one could prove that an OA(36, 4, 6, 2), or
two orthogonal Latin squares of size six, do not exist. This statement is equivalent to the fact
that the famous problem of Euler [44] concerning 36 officers has no solution.
IV. ENTANGLEMENT CLASSIFICATION FOR ARRAY-BASED STATES
In this section, we introduce the problem of entanglement classification in the setOA(N, d, k).
The first issue is to define the class of free operations. In the Hilbert space H⊗Nd , one usually
considers the so called SLOCC class, which corresponds to the group of local invertible transfor-
mations, GL(d)⊗N . However, in general, a local invertible transformation is not OA-preserving,
i.e. it does not map an array-based state into another array-based state.
PROPOSITION 4. The most general OA-preserving transformation is the local composition
of transformations represented by invertible integer stochastic matrices.
Proof. Consider an invertible transformation acting on one party only. This implies that, if
|ψN,d,k〉 is an array-based quantum state, it is transformed to TA1 |ψN,d,k〉 := (A1 ⊗ Id ⊗ · · · ⊗
Id) |ψN,d,k〉, with A1 ∈ GL(di) and without loss of generality the transformation is applied to
the first party. For the transformation TA1 to be OA-preserving, any two entries of A1 must
be in rational proportions. Since states are unnormalized, we may assume that all entries are
integer. If some of the entries are negative, then TA1 |ψN,d,k〉 is in general not array-based, thus
we may further assume that all entries are nonnegative. Let us denote by αij ∈ N0 the entries
of A1, with i, j ∈ {0, . . . , d− 1}. Then, by construction,
TA1 |j〉 ⊗ |φ〉 =
d−1∑
i=0
αij |i〉 ⊗ |φ〉 , (24)
for arbitrary |φ〉 ∈ H⊗N−1d . Assuming that TA1 is OA-preserving implies that
d−1∑
j=0
αi1j =
d−1∑
j=0
αi2j , (25)
for any choice of row indices i1 and i2, so each symbol s ∈ Ad appears equally often along the
first column of the array corresponding to TA1 |ψN,d,k〉. Moreover, it is also necessary that each
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symbol appears equally often in any other column, which requires that
d−1∑
i=0
αij1 =
d−1∑
i=0
αij2 , (26)
for any choice of column indices j1 and j2. In conclusion, A1 must have nonnegative integer
entries that sum to the same constant c along either a row or a column, i.e. A1 is an integer
stochastic matrix or a generalized magic square with magic constant c [45]. In turn, if A1 is an
integer stochastic matrix, then TA1 |ψN,d,k〉 is array-based, since the corresponding array is an
OA with strength k at least 1. The most general OA-preserving transformation is obtained by
composition, i.e. it is of the form
⊗
jTAj .
As an example, let us consider the case of qubits, that is d = 2. If Aj denotes a general
invertible matrix,
Aj =
α00 α01
α10 α11
 , α00α11 − α01α10 6= 0 , (27)
with αij ∈ N0, for Aj to be integer stochastic, one must have:
α00 + α10 = α01 + α11 ,
α00 + α01 = α10 + α11 ,
(28)
which implies α00 = α11 := α and α01 = α10 := β, with α 6= β. Thus, the most general
OA-preserving transformation for qubits is the composition of transformations TAj , with
Aj =
α β
β α
 , α 6= β . (29)
For instance, if |ψN,2,k〉 is the state based on OA(r,N, 2, k), then
|ψN,2,k〉 → TA1 |ψN,2,k〉 = α |ψN,2,k〉+ β (σx ⊗ I2 · · · ⊗ I2) |ψN,2,k〉 , (30)
or, at the level of arrays,
OA(r,N, 2, k)→ αOA(r,N, 2, k)⊕ β f1[OA(r,N, 2, k)] , (31)
where fj[OA] is obtained from OA by permuting symbols along the j
th column. It is clear that
the transformation (31) does not change the strength of the orthogonal array it is applied to.
In fact, the following more general proposition holds:
PROPOSITION 5. Any two OAs, which are pre-images with respect to the map τ of quantum
states connected by an OA-preserving transformation, have the same strength.
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Proof. It is enough to check that, if |ψN,d,k〉 is based on OA(r,N, d, k), then TA1 |ψN,d,k〉 is
based on an OA having the same strength k. Here A1 represents an integer stochastic matrix,
with entries αij ∈ N0 and magic constant c =
∑d−1
i=0 αij =
∑d−1
j=0 αij. For convenience, we
introduce the following notation. Given a multi-index I = j1j2 . . . jk with |I| = k, let piI be the
linear operator that acts on basis kets as follows: piI |i1i2 . . . iN〉 = |ij1ij2 . . . ijk〉. For instance,
pi23 |0123〉 = |12〉. Furthermore, if s ∈ Ad, then ζs is the linear operator that acts on basis kets
by ζs |i1i2 . . . iN〉 = δs,i1 |i2 . . . iN〉. For instance, ζ0 |0123〉 = |123〉, but ζ1 |0123〉 = 0.
The fact that |ψN,d,k〉 is based on an OA of strength k is equivalent to the fact that, for any
I with |I| = k,
piI |ψN,d,k〉 = λ τ(Fk,d) , (32)
i.e. the projection of OA(r,N, d, k) to any k columns is a multiple of the full factorial design
Fk,d, with λ being the index of OA(r,N, d, k). Moreover, it also holds that, for any I with
|I| = k − 1, and any s ∈ Ad,
piI ◦ ζs |ψN,d,k〉 = λ τ(Fk−1,d) . (33)
We have to check that TA1 |ψN,d,k〉 is based on an OA of strength k. Write |ψN,d,k〉 in the
following form,
|ψN,d,k〉 =
r/d∑
l=1
|0〉 ⊗ |φ0l〉+
r/d∑
l=1
|1〉 ⊗ |φ1l〉+ · · ·+
r/d∑
l=1
|d− 1〉 ⊗ |φd−1,l〉 =
r/d∑
l=1
d−1∑
j=0
|j〉 ⊗ |φjl〉 ,
(34)
where the |φjl〉 are basis kets. Then, from Eq. (24), it follows that
TA1 |ψN,d,k〉 =
r/d∑
l=1
d−1∑
j=0
d−1∑
i=0
αij |i〉 ⊗ |φjl〉 . (35)
Suppose k is at least 2 (otherwise the statement is trivial). We have to check that for every I
with |I| = 2, the state piI |ψN,d,k〉 is a multiple of τ(F2,d). For instance, for I = 23 one has
pi23 ◦ TA1 |ψN,d,k〉 =
r/d∑
l=1
d−1∑
j=0
d−1∑
i=0
αij pi23(|i〉 ⊗ |φjl〉) =
r/d∑
l=1
d−1∑
j=0
(
d−1∑
i=0
αij
)
pi12 |φjl〉
= c
r/d∑
l=1
d−1∑
j=0
pi12 |φjl〉 = c pi23 |ψN,d,k〉
=λc τ(F2,d) .
(36)
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It is clear that the same holds for any choice of I not involving the first column. Consider
instead I = 12; then,
pi12 ◦ TA1 |ψN,d,k〉 =
r/d∑
l=1
d−1∑
j=0
d−1∑
i=0
αij pi12(|i〉 ⊗ |φjl〉) =
r/d∑
l=1
d−1∑
j=0
d−1∑
i=0
αij |i〉 ⊗ pi1 |φjl〉
=
d−1∑
i=0
d−1∑
j=0
αij |i〉 ⊗ pi1
 r/d∑
l=1
|φjl〉
 = d−1∑
i=0
d−1∑
j=0
αij |i〉 ⊗ pi1 ◦ ζj |ψN,d,k〉 (37)
=λ
d−1∑
i=0
(
d−1∑
j=0
αij
)
|i〉 ⊗ τ(F1,d) = λc
d−1∑
i=0
|i〉 ⊗ τ(F1,d)
=λc τ(F2,d) .
The same holds for any choice of I involving the first column and any other column.
If k were equal to 2, this would conclude the proof. If k > 2, it is enough to notice that the
previous computations rely on the two properties (32) and (33), which hold for any k.
Thus, OA-preserving transformations do not change the strength k. Moreover, they can
only increase the generalized resolution of the corresponding array:
PROPOSITION 6. If a quantum state |ψ〉 is obtained from another array-based state |φ〉 by
an OA-preserving transformation, then the OA corresponding to |ψ〉 has generalized resolution
not smaller than the array corresponding to |φ〉.
Proof. Define Ω to be the linear functional which acts on basis kets as follows: Ω |i1i2 . . . in〉 =
ωi1ωi2 . . . ωin , where as before ωs = exp(2piis/d) for s ∈ Ad. Given the array-based state
|ΨN,d,k〉, the J-characteristic Jn(I) of the OA τ−1 |ΨN,d,k〉 with multi-index I can be written as
Jn(I) = |Ω ◦ piI |ψN,d,k〉| . (38)
Suppose the transformation TA1 is applied to |ψN,d,k〉; if our statement holds in this particular
case, it also holds for the most general OA-preserving transformation. The J-characteristic of
the OA τ−1 ◦ TA1 |ψN,d,k〉 with multi-index I is denoted by J˜n(I). There are two cases: either
I includes the first index or not. If not, from Eq. (35), it follows that:
J˜n(I) = |Ω ◦ piI ◦ TA1 |ψN,d,k〉| =
∣∣∣∣∣∣
r/d∑
l=1
d−1∑
j=0
(
d−1∑
i=0
αij
)
Ω ◦ piI |φjl〉
∣∣∣∣∣∣
= c |Ω ◦ piI |ψN,d,k〉| = c Jn(I) .
(39)
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We conclude that any J-characteristic J˜n(I), with I not involving the first column, is rescaled
by c, the magic constant of the matrix A1.
Now suppose I includes the first index, so that it may be written as I = 1 · I ′, where
|I ′| = n− 1. Then,
J˜n(I) =
∣∣∣∣∣∣
r/d∑
l=1
d−1∑
j=0
d−1∑
i=0
αij ωi Ω ◦ piI′ |φjl〉
∣∣∣∣∣∣ =
∣∣∣∣∣∣
d−1∑
j=0
(
d−1∑
i=0
ωi αij
) r/d∑
l=1
Ω ◦ piI′ |φjl〉
∣∣∣∣∣∣
= c
∣∣∣∣∣
d−1∑
i,j=0
ωiβijzj
∣∣∣∣∣ ,
(40)
where we defined
βij :=
αij
c
, zj :=
r/d∑
l=1
Ω ◦ piI′ |φjl〉 . (41)
Notice that βij is a bistochastic matrix of order d. In matrix notation, we may rewrite the
summation on the right hand side of Eq. (41) as ωTβz, where ω and z are complex column
vectors and •T denotes the matrix transposition. By Birkhoff theorem, the set of bistochastic
matrices is given by the convex hull of all permutations of given size. Hence we can represent
an arbitrary bistochastic matrix as a combination of permutation matrices σq. In particular
one can write, β =
∑
q θqσq, where the positive weights θq sum to unity,
∑
q θq = 1. Then,
J˜n(I) = c
∣∣∣∣∣∑
q
θq ω
Tσqz
∣∣∣∣∣ ≤ c∑
q
θq |ωTσqz| . (42)
Notice that |ωTσqz| is the J-characteristic, for the same multi-index I, of the OA τ−1 ◦
TσTq |ψN,d,k〉 (which is isomorphic to the OA τ−1 |ψN,d,k〉). This implies that
J˜n(I) ≤ cµ , with µ := max
σ
|ωTσqz| . (43)
We conclude that any J-characteristic J˜n(I), with I involving the first column, is less or equal
to c times the maximum of the J-characteristics, for the same multi-index I, of OAs obtained
from τ−1 |ψN,d,k〉 by a permutation of symbols in the first column.
In particular, our results imply that: if Jn(I) = 0, with I not involving the first index, then
also J˜n(I) = 0; if I involves the first index and µ = 0, then also J˜n(I) = 0. This in turn
means that the quantity t appearing in definition (2) can never decrease under OA-preserving
transformations. In particular, if it increases, then, recalling that t < GR < t + 1, also the
generalized resolution increases. If it does not change, then one has to consider the maximum
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of the set of all J-characteristics of order t, taken over all possible multi-index I with |I| = t
and permutations of symbols within columns.
There are again two cases. Suppose that the multi-index achieving the maximum does
not involve the first index. Then, from Eq. (39), J
(max)
t gets rescaled by c. However, since
the number of rows is also rescaled by the same factor, the generalized resolution remains
unchanged. Suppose instead that the multi-index achieving the maximum does not involve the
first index. Then, we only know that J
(max)
t can not increase and, as a result, the resolution
(2) can not decrease.
In light of Prop. 4, it is natural to consider all OA-preserving transformations, as well
as their inverses, to be free. Moreover, relabellings of the local Hilbert spaces are also free
operations, since states thus obtained are physically indistinguishable. In conclusion, the class
of free operations consists of arbitrary compositions of OA-preserving transformations and
their inverses, as well as permutations of the local Hilbert spaces. Two array-based states are
equivalent if they can be converted one into the other under free operations, as defined above.
By definition, all states equivalent under free operations form an entanglement class in our
classification.
Let us remark that isomorphic OAs are associated to equivalent states. Indeed, given two
isomorphic OAs, the transformation connecting their corresponding states is a composition of
relabellings of the local Hilbert spaces (exchanges of columns) and local permutations (per-
mutations of symbols within columns), i.e. it is a free operation. However, it is important to
highlight that non-isomorphic OAs could produce equivalent states. For instance, the GHZ
state for three qubit systems is based on the array
OA(2, 3, 2, 1) =
0 0 0
1 1 1
. (44)
This state is equivalent to the state based on the array
OA(6, 3, 2, 1) =
0 0 0
1 0 0
1 0 0
0 1 1
0 1 1
1 1 1
, (45)
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via the OA-preserving transformation TA1 with A1 = (
1 2
2 1 ). However, from the point of view of
orthogonal arrays theory, arrangements (44) and (45) are inequivalent.
Having formalized the entanglement classification problem in OA(N, d, k), we collect here a
few simple results. Equivalent states in our classification are also equivalent according to the
standard SLOCC classification, but the opposite does not hold. By Prop. 5 the strength k is
the same within each class. Due to Prop. 6, each entanglement class contains a state such that
the corresponding array has the least number of runs, and thus also generalized resolution at
least as small as any other array in the same class. Such a state is essentially unique, in the
sense that all other states are based on isomorphic arrays. This is because an integer stochastic
transformation increases the number of runs by a factor c, equal to its magic constant, and an
integer stochastic transformation with c = 1 is a permutation matrix. Thus, any two OA-based
states in the same entanglement class having the same number of runs must be isomorphic.
For each class, we call such a state a representative state. The corresponding OA minimizes
the number of runs within each class. Every state based on a generating array is a represen-
tative state (but the opposite does not necessarily hold). This is because a generating OA is
always indecomposable, by definition, whereas all states which are not representative states
are based on OAs which are decomposable. It follows that the states based on non-isomorphic
arrays among all generating OAs belong to different entanglement classes. The remaining rep-
resentative states must be searched for by taking all allowed compositions of the generating
OAs and then identifying states connected by free operations; the OA with the least number of
runs within each resulting class is the representative state of that class. Because there is only a
finite number of allowed compositions, there is also a finite number of classes, for any number
of parties N and any local dimension d.
For multipartite systems, there are several possible choices of entanglement measures, even
for pure states [2, 46]. We choose to quantify entanglement by the mean von Neumann en-
tanglement entropy averaged over all possible bipartitions. In other words, entanglement is
quantified by the amount of information contained in different subsets of parties. For instance,
pure multipartite states that can be prepared by using only local operations and classical com-
munications are fully separable, i.e. they can be written in tensor product form. For such
states, the reduction to any number of parties gives rise to a pure state, which means that
the total information in the global state is the sum of the information available to each party.
However, for entangled states, this statement does not hold. An extreme case is given by the
k-uniform states, for which all reductions to a fixed number of k parties are maximally mixed.
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For instance, for the 1-uniform GHZ state, the global state has vanishing von Neumann en-
tropy, while the entropy of each single-party reduction is maximal. Therefore, each party has
no information about the global state. This remarkable property of quantum states plays a
fundamental role in quantum technologies like secure quantum communication [47], quantum
cryptography [48] and randomness certification [49].
The array-based entanglement classification just introduced manages to capture many gen-
uinely different types of entanglement. This is because, for any choice of the parameters N , d
and k, it always includes classes having the maximum and minimum amount of entanglement,
as well as classes with different intermediate degrees of entanglement. In fact,
(i) There is always an entanglement class corresponding to the fully separable case, which
is based on the full-factorial FN,d. That is, the OA(dN , N, d,N) gives rise to the fully
separable N -qudits state |+〉⊗N , with |+〉 = |0〉 + |1〉 + · · · + |d− 1〉. This state can
be prepared by using only local operations and classical communication between the N
parties, and thus contains no quantum correlations.
(ii) Irredundant OAs of strength k give rise to k-uniform states [16]. Since every irredundant
OA has a number of runs r < dN , all irredundant OAs of strength k are in OA (N, d, k). In
particular, states based on IrOA with the maximal strength k ≤ bN/2c are characterized
by the highest possible degree of entanglement.
Therefore, the array-based classification covers the maximally entangled (corresponding to
irredundant arrays), the separable (full factorial array), as well as several other cases with
intermediate entanglement (arrays with any given number of redundancies). In this way, one
obtains an approximate picture of the complete classification in H⊗Nd . The number of classes
based on orthogonal arrays is finite, whereas for quantum systems with N > 3 parties there
exist infinitely many classes [6].
Because the generating OAs have typically a smaller number of runs then generic arrays, it is
natural, in the search for highly entangled states, to turn to the set G(N, d, k) corresponding to
generating arrays with N columns, d letters and strength k. In fact, the set G(N, d, k) contains
all k-uniform states of minimal support, as stated in the following proposition:
PROPOSITION 7. Every maximum distance separable code gives rise to a quantum state
based on a generating OA in the Hilbert basis of C(N, d, k), for some values of the parameters
N , d and k.
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Proof. Every vector |ΨN,d,k〉 associated to an OA(r,N, d, k) can be obtained as a non-negative
integer combination of the generating states, i.e. |ΨN,d,k〉 =
∑m
i=1 αi |g(i)N,d,k〉 with αi ∈ N0. If
the OA associated to the ith generator |g(i)N,d,k〉 has index λ(i)N,d,k then the OA associated to the
state |ΨN,d,k〉 has index λ =
∑m
i=i αiλ
(i)
N,d,k. Given that OAs associated to MDS codes have
index unity, i.e. λ = 1, and αi ≥ 0, we conclude that |ΨN,d,k〉 have to be a generator state
|g(i)N,d,k〉, for a suitable value of i ∈ [1, . . . ,m].
Let us observe, for example, that for the set G(2, 2, 1) we find the maximally entangled states
given in Eq. (20), namely the Bell states. The set G(3, 2, 2) includes the states of Eq. (22),
which are both equivalent under local unitary operations to the GHZ state |GHZ3〉 of three
qubits. The W class, inequivalent to the GHZ class, does not appear in G(3, 2, k). This may
be related to the fact that any 3-qubit state in the W class has zero three-tangle [50], while
the GHZ class is characterized by a positive three-tangle. Thus, 3-qubit pure states belonging
to the W class form a measure zero set within the set of pure states, whereas the GHZ class is
generic, i.e. a random 3–qubit pure quantum state belongs to the GHZ class with probability
one. Despite this fact, the 3-qubit W class is encoded in some elements of G(4, 2, 1). Indeed,
the array
OA
(42)
4,2,1 =
0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
1 1 1 1
1 1 1 1
(46)
produces a three qubit W state, |W3〉 = |001〉 + |010〉 + |100〉, if the first user – Alice –
applies a projective measurement in the computational basis and obtains the outcome zero –
see Appendix A.
V. DETECTION OF NON-ISOMORPHIC ARRAYS WITH HELP OF
ENTANGLEMENT THEORY
In this section, we show how the theory of quantum entanglement can be useful to determine
whether two given orthogonal arrays are isomorphic. This problem is equivalent to determining
whether their associated pure quantum states are equivalent under swap operations and local
unitary operations corresponding to permutations of levels. The following result holds:
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PROPOSITION 8. Let |ΨN,d,k〉 and |Ψ˜N,d,k〉 be two N-partite pure states associated by Eq.(4)
to two given arrays. A necessary condition for the arrays to be isomorphic is that for both sets
of single party reductions
Γ : {ρ(i) | ρ(i) = Tr1,...,i−1,i+1,...,N |ΨN,d,k〉〈ΨN,d,k|} (47)
and
Γ˜ : {ρ˜(i) | ρ˜(i) = Tr1,...,i−1,i+1,...,N |Ψ˜N,k〉〈Ψ˜N,k|} , (48)
where i = 1, . . . , N , there exists an injective permutation function f : ZN → ZN and a suitable
permutation matrix Pi such that
ρ(i) = Pi ρ˜
(f [i])P Ti , (49)
where •T denotes matrix transposition.
Proof. Let |ΨN,d,k〉 be the pure quantum state corresponding to the orthogonal array
OA(r,N, d, k). One has to check that permutations of rows, columns and symbols within
columns, lead to quantum states |Ψ˜N,d,k〉, such that the single party reductions ρ˜(i) are related
to the reductions ρ(i) of |ΨN,d,k〉 through Eq. (49). Interchanges of rows do not modify the
single party reductions since, under interchanges of rows only, |Ψ˜N,d,k〉 coincides with |ΨN,d,k〉.
Interchanges of columns correspond to a renaming of the labels of the local Hilbert spaces,
which is taken into account by a suitable choice of the permutation function f . Permutations
of symbols within columns are described by local operations of the form P1 ⊗ · · · ⊗ PN , where
{Pi}i=1,...,N are permutation matrices. Let us recall that, for any two states equivalent under
local unitary transformations, |φ1〉 and |φ2〉 = U1⊗ · · ·⊗UN |φ1〉, one has that the single party
reductions are related as follows,
ρ
(i)
2 = Ui ρ
(i)
1 U
†
i , (50)
where ρ
(i)
1 and ρ
(i)
2 denote the i
th single party reduction of |φ1〉 and |φ2〉, respectively. Since any
permutation matrix is also unitary, one arrives at Eq. (49).
It is easy to show that the conditions imposed by Proposition 8 are necessary, but not
sufficient. For example, there are two inequivalent 1-uniform quantum states for four qubits
systems:
|Ξ1〉 = |0000〉+ |0011〉+ |1101〉+ |1110〉 , (51)
and
|Ξ2〉 = |0000〉+ |0011〉+ |1100〉+ |1111〉. (52)
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I1 I2 I3 I4 I5 I6
|Σ1〉 8 13/18 13/18 5/9 13/36 0
|Σ2〉 8 7/9 5/9 5/9 1/3 4/81
TABLE I: Polynomial invariants I1, . . . , I6 for the three qubit states |Σ1〉 and |Σ2〉, which correspond
to the arrays OA1 and OA2. We follow the conventions of Sudbery [51].
Given that both states are 1-uniform, all single party reductions are maximally mixed. However,
the corresponding OAs,
OA1 =
0 0 0 0
0 0 1 1
1 1 0 1
1 1 1 0
and OA2 =
0 0 0 0
0 0 1 1
1 1 0 0
1 1 1 1
, (53)
are non-isomorphic.
We can use Proposition 8 to define a sufficient criterion to detect non-isomorphic orthogonal
arrays.
COROLLARY 1. Let |ΨN,d,k〉 and |Ψ˜N,d,k〉 be N-partite pure states associated to two given
OA(r,N, d, k) and let
{pi(i) = Tr[(ρ(i))2]} and {p˜i(i) = Tr[(ρ˜(i))2]} (54)
be the sets of purity of reductions ρ
(i)
j . If the sets {pi(i)} and {p˜i(i)} are not identical then the
OAs are non-isomorphic.
Proof. The proof follows immediately from the previous proposition, together with the obser-
vation that any two matrices ρ1 and ρ2, which are connected by a similarity transformation of
the form ρ1 = P ρ2P
T with P a permutation matrix, have the same purity.
Another sufficient criterion is the following:
PROPOSITION 9. If two N-partite pure quantum states |ΨN,d,k〉 and |Ψ˜N,d,k〉 have different
amounts of entanglement, according to any measure, then the associated arrays defined by Eq.(4)
are non-isomorphic.
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The proof follows straightforwardly from the fact that both the swap operations and local
permutation operations preserve entanglement. As an example, consider the following two
orthogonal arrays,
OA1 =
0 0 0
0 0 0
0 0 1
0 1 0
1 0 1
1 1 0
1 1 1
1 1 1
, OA2 =
0 0 0
0 0 0
0 0 1
0 1 1
1 0 1
1 1 0
1 1 0
1 1 1
,
which give rise to the 3-qubit states |Σ1〉 and |Σ2〉, respectively. Since the polynomial invariants
[51] for |Σ1〉 and |Σ2〉 are not the same, OA1 and OA2 are non-isomorphic arrays (see Table I).
VI. ENTANGLEMENT CLASSES OF GENERATING STATES
In this section, we describe the entanglement classes of array-based states belonging to the
set G(N, d, k), for some small values of the parameters N , d and k. This involves two separate
steps: (i) computing the Hilbert basis of the cone C(N, d, k), that is finding the set G (N, d, k)
of generating arrays; (ii) identifying the non-isomorphic arrays within G (N, d, k), which are
the representative states of each class.
The first task is a standard integer programming task. Concerning the second task, we make
use of the fact that any orthogonal array can be encoded as a vertex-colored graph, in such
a way that two arrays are isomorphic iff the corresponding graphs are [52]. Testing for graph
isomorphism was performed via the software program nauty [53].
A. Three qubits
Let us consider in detail the case N = 3, k = 1; since OA (N, d, k) ⊂ OA (N, d, k′) whenever
k′ < k, we assume the lowest possible value of strength. There are only two non-isomorphic
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arrays in the set G (3, 2, 1):
OA
(4)
3,2,1 =
0 0 0
1 1 1
, OA
(6)
3,2,1 =
0 0 0
0 1 1
1 0 1
1 1 0
. (55)
Therefore, there are only two classes in the set G(3, 2, 1) of generating states, with representa-
tives denoted by |φ(γ)3,2,1〉,
|φ(I)3,2,1〉 = |g(4)3,2,1〉 = |000〉+ |111〉 ,
|φ(II)3,2,1〉 = |g(6)3,2,1〉 = |000〉+ |011〉+ |101〉+ |110〉 .
(56)
This case is sufficiently simple that we also show the entanglement classes for OA(3, 2, 1).
One finds that there are 9 classes, with representative states |ψ(γ)3,2,1〉:
|ψ(I)3,2,1〉 = |000〉+ |111〉 ,
|ψ(II)3,2,1〉 = |000〉+ |011〉+ |101〉+ |110〉 ,
|ψ(III)3,2,1〉 = 2 |000〉+ |001〉+ |110〉+ 2 |111〉 ,
|ψ(IV)3,2,1〉 = 2 |000〉+ |011〉+ |101〉+ |110〉+ |111〉 ,
|ψ(V)3,2,1〉 = 3 |000〉+ |011〉+ |101〉+ |110〉+ 2 |111〉 ,
|ψ(VI)3,2,1〉 = 2 |000〉+ |001〉+ |011〉+ |101〉+ 2 |110〉+ |111〉 ,
|ψ(VII)3,2,1 〉 = 2 |000〉+ |001〉+ |010〉+ |101〉+ |110〉+ 2 |111〉 ,
|ψ(VIII)3,2,1 〉 = |000〉+ |001〉+ |110〉+ |111〉 ,
|ψ(IX)3,2,1〉 = |000〉+ |001〉+ |010〉+ |011〉+ |100〉+ |101〉+ |110〉+ |111〉 .
(57)
The first two states are based on the OAs of Eq. (55); they are unitarily equivalent to |GHZ3〉.
The states |ψ(γ)3,2,1〉 (with γ = III, . . . ,VI) are of the GHZ type, but not unitarily equivalent to
|GHZ3〉. |ψ(VII)3,2,1 〉 is of the W type. The state |ψ(VIII)3,2,1 〉 has only bipartite entanglement among
the first two parties; in fact, it can be written as |GHZ2〉 ⊗ |+〉. The state |ψ(IX)3,2,1〉 is fully
separable and corresponds to the full factorial F3,2 – see also Table II. We have therefore been
able to reproduce all qualitatively different types of entanglement for three qubits [5]. Let us
remark that states that are inequivalent in the array-based classification can nonetheless be
equivalent in H⊗Nd , in which the set of free operations is larger.
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|ψ(γ)3,2,1〉 I2 I3 I4 I5 I6 type
|ψ(I)3,2,1〉 1/2 1/2 1/2 1/4 1/4 GHZ
|ψ(II)3,2,1〉 1/2 1/2 1/2 1/4 1/4 GHZ
|ψ(III)3,2,1〉 41/50 1/2 1/2 1/4 81/2500 GHZ
|ψ(IV)3,2,1〉 9/16 9/16 9/16 73/256 9/64 GHZ
|ψ(V)3,2,1〉 9/16 9/16 9/16 73/256 9/64 GHZ
|ψ(VI)3,2,1〉 7/9 5/9 5/9 1/3 4/81 GHZ
|ψ(VII)3,2,1 〉 13/18 13/18 5/9 13/36 0 W
|ψ(VIII)3,2,1 〉 1 1/2 1/2 1/4 0 bipartite
|ψ(IX)3,2,1〉 1 1 1 1 0 separable
TABLE II: Representative 3–qubit states for the nine entanglement classes in OA(3, 2, 1) and their
polynomial invariants. We follow the convention of Sudbery [51]. In particular, I6 is related to the
three-tangle τABC via I6 = τ
2
ABC/4. We omit I1, which is trivially the norm of the state. States
having the same invariants are unitarily equivalent in H⊗32 .
B. Four qubits
Let us now consider the case of 4 qubits. For strength k = 1, there are only three non-
isomorphic arrays in G (4, 2, 1): OA(8)4,2,1, OA
(32)
4,2,1 and OA
(48)
4,2,1; they are shown explicitly in Ap-
pendix A. Hence they lead to three corresponding classes of entanglement, with representative
states:
|φ(I)4,2,1〉 = |0000〉+ |1111〉 ,
|φ(II)4,2,1〉 = |0000〉+ |0011〉+ |1101〉+ |1110〉 ,
|φ(III)4,2,1〉 = 2 |0000〉+ |0111〉+ |1011〉+ |1101〉+ |1110〉 .
(58)
The first one is the GHZ state |GHZ4〉. The second is also a 1-uniform state, like |GHZ4〉, but
not SLOCC-equivalent to it. The third has genuine quadripartite entanglement, with average
purity of its single-party reductions equal to ∼ 0.531. For more information see Table III.
Finding all classes in OA(4, 2, 1) is significantly more complicated than for 3 qubits; there
are in fact a total of 1110 different classes. It is reasonable to expect the number of classes to
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|φ(γ)4,2,1〉 H L M D
|φ(I)4,2,1〉 1/2 0 0 0
|φ(II)4,2,1〉 0 0 1/16 0
|φ(III)4,2,1〉 0 0 0 1/128
TABLE III: Representative 4–qubit states for the three entanglement classes in the set G(4, 2, 1) and
their polynomial invariants. We follow here the convention of Luque and Thibon [54]. States having
the same invariants are SLOCC-equivalent in H⊗42 .
grow quickly with the number of parties N , though by construction it always remains finite.
We turn instead to a more detailed study of the entanglement properties of states in G(4, 2, k).
The hyperdeterminant is a generalization of the determinant of a matrix to tensors [55]. Its
absolute value is used in quantum information theory as an entanglement measure, generalizing
the concurrence [56] and three-tangle τABC for systems of two and three qubits, respectively
[57]. In Appendix B, we compute the hyperdeterminant, as well as other entanglement measures
[54], for every state in G(4, 2, k) and all possible values of the strength k.
Let us remark that, for 4-qubit systems, there are nine continuous families of entangled
states in the SLOCC classification [6]. It has been proven that eight of those classes have zero
hyperdeterminant [54], the remaining one being called generic. Up to SLOCC operations any
state belonging to the generic class can be written as [58],
|φ〉 =
3∑
j=0
aj|uj〉, (59)
where |u0〉 = |Φ+〉|Φ+〉, |u1〉 = |Φ−〉|Φ−〉, |u2〉 = |Ψ+〉|Ψ+〉, |u3〉 = |Ψ−〉|Ψ−〉 and |Φ±〉 =
|00〉 ± |11〉 and |Ψ±〉 = |01〉 ± |10〉 are the Bell states. We observe that any 4-qubit state |φ〉
belonging to the generic class can be written as a linear combination of the states associated
to the following four elements of the Hilbert basis for the class OA (4, 2, 1):
OA
(2)
4,2,1, OA
(3)
4,2,1, OA
(5)
4,2,1, OA
(8)
4,2,1.
Explicit expressions for these OAs can be found in Appendix A. Furthermore, elements
OA
(j)
4,2,1, j ∈ {1, 32} and OA(j)4,2,1, j ∈ {33, 48} give rise to states with hyperdeterminants ∆ = 0
and ∆ = −0.506821, respectively. On the other hand, for the class OA (4, 2, 2), elements of the
Hilbert basis OA
(j)
4,2,2, j ∈ {1, 10} and OA(j)4,2,2, j ∈ {11, 26} have hyperdeterminants ∆ = 0 and
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∆ = −0.013995, respectively. Finally, the two generating OAs of OA (4, 2, 3) have hyperdeter-
minant ∆ = 0.
C. Five qubits and beyond
Let us now consider systems consisting of five qubits. For strength k = 1, there are eleven
non-isomorphic generating arrays in G (5, 2, 1), giving rise to as many entanglement classes in
the corresponding set G(5, 2, 1). Here, we report a possible choice of representative states:
|φ(I)5,2,1〉 = |00000〉+ |11111〉 ,
|φ(II)5,2,1〉 = |00111〉+ |01000〉+ |10100〉+ |11011〉 ,
|φ(III)5,2,1〉 = |00111〉+ |01000〉+ |10011〉+ |11100〉 ,
|φ(IV)5,2,1〉 = |00100〉+ |00001〉+ |00010〉+ |11000〉+ 2 |11111〉 ,
|φ(V)5,2,1〉 = |00000〉+ |00110〉+ |01001〉+ |10011〉+ |11101〉+ |11110〉 ,
|φ(VI)5,2,1〉 = |00100〉+ |01000〉+ |00011〉+ |10011〉+ |11101〉+ |11110〉 , (60)
|φ(VII)5,2,1 〉 = |01000〉+ |00011〉+ |00101〉+ |00110〉+ |11011〉+ |11101〉+ |11110〉+ |10000〉 ,
|φ(VIII)5,2,1 〉 = |00000〉+ 2 |01111〉+ |10101〉+ |10110〉+ |11000〉+ |11011〉 ,
|φ(IX)5,2,1〉 = |01000〉+ |00000〉+ 2 |00111〉+ |11011〉+ |11101〉+ |11110〉+ |10000〉 ,
|φ(X)5,2,1〉 = |01000〉+ |00100〉+ |00001〉+ |00010〉+ |10000〉+ 3 |11111〉 ,
|φ(XI)5,2,1〉 = 3 |00000〉+ 2 |01111〉+ |11100〉+ |11001〉+ |11010〉+ 2 |10111〉 .
For six qubits, the problem of computing the Hilbert basis of the cone C(6, 2, k) is computa-
tionally out of reach for small values of k. In fact, we managed to obtain the generating arrays
only for k = 4, 5. Here, the case k = 4 is discussed, since the case k = 5 is already included
in it. There are three non-isomorphic generating arrays in G (6, 2, 4), giving rise to as many
classes, with the following representative states:
|φ(I)6,2,4〉 = |000000〉+ |000001〉+ |000110〉+ |000111〉+ |001010〉+ |001011〉+ |001100〉
+ |001101〉+ |010010〉+ |010011〉+ |010100〉+ |010101〉+ |011000〉+ |011001〉
+ |011110〉+ |011111〉+ |100010〉+ |100011〉+ |100100〉+ |100101〉+ |101000〉
+ |101001〉+ |101110〉+ |101111〉+ |110000〉+ |110001〉+ |110110〉+ |110111〉
+ |111010〉+ |111011〉+ |111100〉+ |111101〉 ,
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|φ(II)6,2,4〉 = |000001〉+ |000010〉+ |000100〉+ |000111〉+ |001000〉+ |001011〉+ |001101〉
+ |001110〉+ |010000〉+ |010011〉+ |010101〉+ |010110〉+ |011001〉+ |011010〉
+ |011100〉+ |011111〉+ |100000〉+ |100011〉+ |100101〉+ |100110〉+ |101001〉
+ |101010〉+ |101100〉+ |101111〉+ |110001〉+ |110010〉+ |110100〉+ |110111〉
+ |111000〉+ |111011〉+ |111101〉+ |111110〉 ,
|φ(III)6,2,4〉 =2 |000000〉+ |000001〉+ |000010〉+ |000011〉+ |000100〉+ |000101〉+ |000110〉
+ 2 |000111〉+ 2 |001001〉+ 2 |001010〉+ |001011〉+ 2 |001100〉+ |001101〉+ |001110〉
+ |001111〉+ |010000〉+ |010001〉+ |010010〉+ 2 |010011〉+ |010100〉+ 2 |010101〉
+ 2 |010110〉+ 2 |011000〉+ |011001〉+ |011010〉+ |011011〉+ |011100〉+ |011101〉
+ |011110〉+ 2 |011111〉+ |100000〉+ |100001〉+ |100010〉+ 2 |100011〉+ |100100〉
+ 2 |100101〉+ 2 |100110〉+ 2 |101000〉+ |101001〉+ |101010〉+ |101011〉+ |101100〉
+ |101101〉+ |101110〉+ 2 |101111〉+ |110000〉+ 2 |110001〉+ 2 |110010〉+ 2 |110100〉
+ 3 |110111〉+ |111000〉+ |111001〉+ |111010〉+ 2 |111011〉+ |111100〉+ 2 |111101〉
+ 2 |111110〉 . (61)
To conclude this section, we remark that the combinatorial techniques presented in this
work are not restricted to N -qudit systems. That is, they can also be applied to heterogeneous
systems [34], made up of subsystems with a different number of internal levels. We have
computed the Hilbert basis for the families (i) OA (2231, k) and (i) OA (2132, k), with k = 1, 2.
Case (i) corresponds to the first two columns having d1 = 2 symbols and the third column
having d2 = 3 symbols, with k denoting the strength; instead, case (ii) corresponds to the first
column having d1 = 2 symbols and the second and third columns having d2 = 3 symbols. The
complete Hilbert bases can be found in the supplementary material provided online [43]. Here,
we report the representative states for the entanglement classes of G(2231, k), with strength
k = 1. For systems of two qubits and one qutrit, G(2231, 1) is made up of six classes, with
representative states:
|φ(I)2231,1〉 = |000〉+ |110〉+ |001〉+ |012〉+ |102〉+ |111〉 ,
|φ(II)2231,1〉 = |000〉+ |010〉+ |101〉+ |112〉+ |111〉+ |002〉 ,
|φ(III)2231,1〉 =2 |000〉+ |011〉+ |101〉+ |112〉+ |112〉 ,
|φ(IV)2231,1〉 = |000〉+ |110〉+ 2 |001〉+ |112〉+ |112〉 ,
(62)
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|φ(V)2231,1〉 = |000〉+ |110〉+ |001〉+ |002〉+ |111〉+ |112〉 ,
|φ(VI)2231,1〉 =2 |000〉+ |011〉+ |102〉+ |112〉+ |111〉 .
Instead, for systems of one qubit and two qutrits, one finds fifteen classes, with the following
representatives:
|φ(I)2132,1〉 = |000〉+ |112〉+ |121〉+ |100〉+ |012〉+ |021〉 ,
|φ(II)2132,1〉 = |000〉+ |111〉+ |102〉+ |120〉+ |012〉+ |021〉 ,
|φ(III)2132,1〉 =2 |000〉+ |111〉+ |112〉+ |121〉+ |022〉 ,
|φ(IV)2132,1〉 = |000〉+ |121〉+ |112〉+ |110〉+ |002〉+ |021〉 ,
|φ(V)2132,1〉 = |000〉+ |120〉+ |112〉+ |111〉+ |002〉+ |021〉 ,
|φ(VI)2132,1〉 =2 |000〉+ 2 |111〉+ |122〉+ |022〉 ,
|φ(VII)2132,1〉 = |000〉+ |111〉+ |102〉+ |120〉+ |011〉+ |022〉 ,
|φ(VIII)2132,1〉 = |000〉+ |112〉+ |111〉+ |101〉+ |020〉+ |022〉 , (63)
|φ(IX)2132,1〉 = |000〉+ |111〉+ |112〉+ |120〉+ 3 |101〉+ 2 |010〉+ 3 |022〉 ,
|φ(X)2132,1〉 = |000〉+ 3 |111〉+ 3 |102〉+ 3 |020〉+ |021〉+ |012〉 ,
|φ(XI)2132,1〉 =4 |000〉+ 3 |111〉+ 3 |122〉+ |012〉+ |021〉 ,
|φ(XII)2132,1〉 =3 |000〉+ |120〉+ |101〉+ 2 |111〉+ 2 |112〉+ |021〉+ 2 |022〉 ,
|φ(XIII)2132,1〉 = |000〉+ |112〉+ |121〉+ 2 |110〉+ 2 |101〉+ |011〉+ 2 |022〉+ |002〉+ |020〉 ,
|φ(XIV)2132,1〉 =2 |000〉+ |112〉+ |121〉+ 2 |110〉+ 2 |101〉+ |011〉+ 3 |022〉 ,
|φ(XV)2132,1〉 = |000〉+ 2 |112〉+ 2 |121〉+ |110〉+ |101〉+ |011〉+ 2 |002〉+ 2 |020〉 .
VII. CONCLUDING REMARKS
We investigated the combinatorial family of quantum states composed of N subsystems,
with d levels each, which are based on fractional orthogonal designs consisting of N columns of
symbols from a d-letter alphabet. In particular, we formulated the entanglement classification
problem within this restricted set and studied the entanglement classes corresponding to array-
based states for a small number of parties.
This approach provides a coarse-grained picture of the full classification of entanglement,
as shown explicitly for the 3-qubit system. For a higher number of parties, we restricted our
attention to the subfamily of states corresponding to generating orthogonal arrays. In this way
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we identified several classes of highly entangled states, including all states based on maximum
distance separable codes.
The list of generating orthogonal arrays for systems of up to four qubits is provided in
Appendix A, for all possible values of the strength k. The methods described in this work are
also applicable to heterogeneous systems, made up of subsystems with different numbers of
levels. The list of the generating arrays for systems of two qubits and one qutrit or one qubit
and two qutrits, as well as for 5 qubits, is available online [43].
Finally, we pose a list of open questions: (i) Prove, or disprove, Conjecture 1, concerning
the structure of the Hilbert basis of the rational cone for a class of orthogonal arrays with arbi-
trary number of columns. (ii) Find a necessary and sufficient criterion based on entanglement
theory to distinguish non-isomorphic classes of orthogonal arrays. (iii) Generalize the method
presented here to find the generating elements for quantum orthogonal arrays, introduced in
Ref. [59].
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Appendix A: Hilbert bases for two to four qubits systems
1. Two qubits
For a two-qubit system, the set of orthogonal arrays OA (2, 2, 1) is in one-to-one correspon-
dence with the polytope P (2, 2, 1). The generating states of the Hilbert basis of the cone
C(2, 2, 1) were reported in Eq. (20). They are the well-known Bell states and are repeated here
for completeness, i.e.
|g(1)2,2,1〉 = |00〉+ |11〉 , |g(2)2,2,1〉 = |01〉+ |10〉 . (A1)
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Notice that we work with unnormalized states for simplicity. The corresponding orthogonal
arrays are
OA
(1)
2,2,1 =
0 0
1 1
, OA
(2)
2,2,1 =
0 1
1 0
. (A2)
2. Three qubits
For a 3-qubit system, the set of orthogonal arrays OA (3, 2, 1) is in one-to-one correspondence
with the polytope P (3, 2, 1). The generating states of the Hilbert basis of the cone C(3, 2, 1)
are:
|g(1)3,2,1〉 = |011〉+ |100〉 , |g(2)3,2,1〉 = |010〉+ |101〉 ,
|g(3)3,2,1〉 = |001〉+ |110〉 , |g(4)3,2,1〉 = |000〉+ |111〉 ,
|g(5)3,2,1〉 = |001〉+ |010〉+ |100〉+ |111〉 , |g(6)3,2,1〉 = |000〉+ |011〉+ |101〉+ |110〉 .
(A3)
The corresponding orthogonal arrays are listed below.
OA
(1)
3,2,1 =
0 1 1
1 0 0
, OA
(2)
3,2,1 =
0 1 0
1 0 1
, OA
(3)
3,2,1 =
0 0 1
1 1 0
, OA
(4)
3,2,1 =
0 0 0
1 1 1
,
OA
(5)
3,2,1 =
0 0 1
0 1 0
1 0 0
1 1 1
, OA
(6)
3,2,1 =
0 0 0
0 1 1
1 0 1
1 1 0
.
For strength 2, the set of orthogonal arrays OA (3, 2, 2) is in one-to-one correspondence with
the polytope P (3, 2, 2). The generating states of the Hilbert basis of the cone C(3, 2, 2) are the
last two elements shown in Eq. (A3), i.e. |g(5)3,2,1〉 and |g(6)3,2,1〉, so that
|g(1)3,2,2〉 = |g(5)3,2,1〉 , |g(2)3,2,2〉 = |g(6)3,2,1〉 . (A4)
3. Four qubits
For a 4-qubit system, the set of orthogonal arrays OA (4, 2, 1) is in one-to-one correspondence
with the polytope P (4, 2, 1). There are 48 generating states of the Hilbert basis of the cone
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C(4, 2, 1),
|g(1)4,2,1〉 = |0111〉+ |1000〉 ,
|g(2)4,2,1〉 = |0110〉+ |1001〉 ,
...
|g(48)4,2,1〉 = |0000〉+ |0000〉+ |0111〉+ |1011〉+ |1101〉+ |1110〉 ,
(A5)
The generating states, which have been suppressed here for brevity, can be easily read out from
the corresponding orthogonal arrays, listed below.
OA
(1)
4,2,1 =
0 1 1 1
1 0 0 0
, OA
(2)
4,2,1 =
0 1 1 0
1 0 0 1
, OA
(3)
4,2,1 =
0 1 0 1
1 0 1 0
, OA
(4)
4,2,1 =
0 1 0 0
1 0 1 1
,
OA
(5)
4,2,1 =
0 0 1 1
1 1 0 0
, OA
(6)
4,2,1 =
0 0 1 0
1 1 0 1
, OA
(7)
4,2,1 =
0 0 0 1
1 1 1 0
, OA
(8)
4,2,1 =
0 0 0 0
1 1 1 1
,
OA
(9)
4,2,1 =
0 1 0 1
0 1 1 0
1 0 0 0
1 0 1 1
, OA
(10)
4,2,1 =
0 1 0 0
0 1 1 1
1 0 0 1
1 0 1 0
, OA
(11)
4,2,1 =
0 0 1 1
0 1 1 0
1 0 0 0
1 1 0 1
, OA
(12)
4,2,1 =
0 0 1 1
0 1 0 1
1 0 0 0
1 1 1 0
,
OA
(13)
4,2,1 =
0 0 1 1
0 1 0 0
1 0 1 0
1 1 0 1
, OA
(14)
4,2,1 =
0 0 1 1
0 1 0 0
1 0 0 1
1 1 1 0
, OA
(15)
4,2,1 =
0 0 1 1
0 1 0 0
1 0 0 0
1 1 1 1
, OA
(16)
4,2,1 =
0 0 1 0
0 1 1 1
1 0 0 1
1 1 0 0
,
OA
(17)
4,2,1 =
0 0 1 0
0 1 0 1
1 0 1 1
1 1 0 0
, OA
(18)
4,2,1 =
0 0 1 0
0 1 0 1
1 0 0 1
1 1 1 0
, OA
(19)
4,2,1 =
0 0 1 0
0 1 0 1
1 0 0 0
1 1 1 1
, OA
(20)
4,2,1 =
0 0 1 0
0 1 0 0
1 0 0 1
1 1 1 1
,
OA
(21)
4,2,1 =
0 0 0 1
0 1 1 1
1 0 1 0
1 1 0 0
, OA
(22)
4,2,1 =
0 0 0 1
0 1 1 0
1 0 1 1
1 1 0 0
, OA
(23)
4,2,1 =
0 0 0 1
0 1 1 0
1 0 1 0
1 1 0 1
, OA
(24)
4,2,1 =
0 0 0 1
0 1 1 0
1 0 0 0
1 1 1 1
,
OA
(25)
4,2,1 =
0 0 0 1
0 1 0 0
1 0 1 0
1 1 1 1
, OA
(26)
4,2,1 =
0 0 0 1
0 0 1 0
1 1 0 0
1 1 1 1
, OA
(27)
4,2,1 =
0 0 0 0
0 1 1 1
1 0 1 1
1 1 0 0
, OA
(28)
4,2,1 =
0 0 0 0
0 1 1 1
1 0 1 0
1 1 0 1
,
OA
(29)
4,2,1 =
0 0 0 0
0 1 1 1
1 0 0 1
1 1 1 0
, OA
(30)
4,2,1 =
0 0 0 0
0 1 1 0
1 0 1 1
1 1 0 1
, OA
(31)
4,2,1 =
0 0 0 0
0 1 0 1
1 0 1 1
1 1 1 0
, OA
(32)
4,2,1 =
0 0 0 0
0 0 1 1
1 1 0 1
1 1 1 0
,
OA
(33)
4,2,1 =
0 0 1 1
0 1 0 1
0 1 1 0
1 0 0 0
1 0 0 0
1 1 1 1
, OA
(34)
4,2,1 =
0 0 1 1
0 1 0 0
0 1 0 0
1 0 0 1
1 0 1 0
1 1 1 1
, OA
(35)
4,2,1 =
0 0 1 1
0 0 1 1
0 1 0 0
1 0 0 0
1 1 0 1
1 1 1 0
, OA
(36)
4,2,1 =
0 0 1 0
0 1 0 1
0 1 0 1
1 0 0 0
1 0 1 1
1 1 1 0
,
OA
(37)
4,2,1 =
0 0 1 0
0 1 0 0
0 1 1 1
1 0 0 1
1 0 0 1
1 1 1 0
, OA
(38)
4,2,1 =
0 0 1 0
0 0 1 0
0 1 0 1
1 0 0 1
1 1 0 0
1 1 1 1
, OA
(39)
4,2,1 =
0 0 0 1
0 1 1 0
0 1 1 0
1 0 0 0
1 0 1 1
1 1 0 1
, OA
(40)
4,2,1 =
0 0 0 1
0 1 0 0
0 1 1 1
1 0 1 0
1 0 1 0
1 1 0 1
,
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OA
(41)
4,2,1 =
0 0 0 1
0 0 1 0
0 1 1 1
1 0 1 1
1 1 0 0
1 1 0 0
, OA
(42)
4,2,1 =
0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
1 1 1 1
1 1 1 1
, OA
(43)
4,2,1 =
0 0 0 1
0 0 0 1
0 1 1 0
1 0 1 0
1 1 0 0
1 1 1 1
, OA
(44)
4,2,1 =
0 0 0 0
0 1 1 1
0 1 1 1
1 0 0 1
1 0 1 0
1 1 0 0
,
OA
(45)
4,2,1 =
0 0 0 0
0 1 0 1
0 1 1 0
1 0 1 1
1 0 1 1
1 1 0 0
, OA
(46)
4,2,1 =
0 0 0 0
0 0 1 1
0 1 1 0
1 0 1 0
1 1 0 1
1 1 0 1
, OA
(47)
4,2,1 =
0 0 0 0
0 0 1 1
0 1 0 1
1 0 0 1
1 1 1 0
1 1 1 0
, OA
(48)
4,2,1 =
0 0 0 0
0 0 0 0
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
.
For strength 2, the set of orthogonal arrays OA (4, 2, 2) is in one-to-one correspondence with
the polytope P (4, 2, 2). The generating states of the Hilbert basis of the cone C(4, 2, 2) are
|g(1)4,2,2〉 = |0010〉+ |0011〉+ |0100〉+ |0101〉+ |1000〉+ |1001〉+ |1110〉+ |1111〉 ,
|g(2)4,2,2〉 = |0001〉+ |0011〉+ |0100〉+ |0110〉+ |1000〉+ |1010〉+ |1101〉+ |1111〉 ,
...
|g(26)4,2,2〉 = |0000〉+ |0000〉+ |0011〉+ |0101〉+ |0110〉+ |0111〉+ |1001〉+ |1010〉
+ |1011〉+ |1100〉+ |1101〉+ |1110〉 .
(A6)
The corresponding orthogonal arrays are listed below.
OA
(1)
4,2,2 =
0 0 1 0
0 0 1 1
0 1 0 0
0 1 0 1
1 0 0 0
1 0 0 1
1 1 1 0
1 1 1 1
, OA
(2)
4,2,2 =
0 0 0 1
0 0 1 1
0 1 0 0
0 1 1 0
1 0 0 0
1 0 1 0
1 1 0 1
1 1 1 1
, OA
(3)
4,2,2 =
0 0 0 1
0 0 1 0
0 1 0 1
0 1 1 0
1 0 0 0
1 0 1 1
1 1 0 0
1 1 1 1
, OA
(4)
4,2,2 =
0 0 0 1
0 0 1 0
0 1 0 0
0 1 1 1
1 0 0 1
1 0 1 0
1 1 0 0
1 1 1 1
, OA
(5)
4,2,2 =
0 0 0 1
0 0 1 0
0 1 0 0
0 1 1 1
1 0 0 0
1 0 1 1
1 1 0 1
1 1 1 0
,
OA
(6)
4,2,2 =
0 0 0 0
0 0 1 1
0 1 0 1
0 1 1 0
1 0 0 1
1 0 1 0
1 1 0 0
1 1 1 1
, OA
(7)
4,2,2 =
0 0 0 0
0 0 1 1
0 1 0 1
0 1 1 0
1 0 0 0
1 0 1 1
1 1 0 1
1 1 1 0
, OA
(8)
4,2,2 =
0 0 0 0
0 0 1 1
0 1 0 0
0 1 1 1
1 0 0 1
1 0 1 0
1 1 0 1
1 1 1 0
, OA
(9)
4,2,2 =
0 0 0 0
0 0 1 0
0 1 0 1
0 1 1 1
1 0 0 1
1 0 1 1
1 1 0 0
1 1 1 0
, OA
(10)
4,2,2 =
0 0 0 0
0 0 0 1
0 1 1 0
0 1 1 1
1 0 1 0
1 0 1 1
1 1 0 0
1 1 0 1
,
OA
(11)
4,2,2 =
0 0 0 1
0 0 1 0
0 0 1 1
0 1 0 0
0 1 0 1
0 1 1 0
1 0 0 0
1 0 0 1
1 0 1 0
1 1 0 0
1 1 1 1
1 1 1 1
, OA
(12)
4,2,2 =
0 0 0 1
0 0 1 0
0 0 1 1
0 1 0 0
0 1 0 1
0 1 1 0
1 0 0 0
1 0 0 0
1 0 1 1
1 1 0 1
1 1 1 0
1 1 1 1
, OA
(13)
4,2,2 =
0 0 0 1
0 0 1 0
0 0 1 1
0 1 0 0
0 1 0 0
0 1 1 1
1 0 0 0
1 0 0 1
1 0 1 0
1 1 0 1
1 1 1 0
1 1 1 1
, OA
(14)
4,2,2 =
0 0 0 1
0 0 1 0
0 0 1 0
0 1 0 0
0 1 0 1
0 1 1 1
1 0 0 0
1 0 0 1
1 0 1 1
1 1 0 0
1 1 1 0
1 1 1 1
,
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OA
(15)
4,2,2 =
0 0 0 1
0 0 0 1
0 0 1 0
0 1 0 0
0 1 1 0
0 1 1 1
1 0 0 0
1 0 1 0
1 0 1 1
1 1 0 0
1 1 0 1
1 1 1 1
, OA
(16)
4,2,2 =
0 0 0 0
0 0 1 1
0 0 1 1
0 1 0 0
0 1 0 1
0 1 1 0
1 0 0 0
1 0 0 1
1 0 1 0
1 1 0 1
1 1 1 0
1 1 1 1
, OA
(17)
4,2,2 =
0 0 0 0
0 0 1 0
0 0 1 1
0 1 0 1
0 1 0 1
0 1 1 0
1 0 0 0
1 0 0 1
1 0 1 1
1 1 0 0
1 1 1 0
1 1 1 1
, OA
(18)
4,2,2 =
0 0 0 0
0 0 1 0
0 0 1 1
0 1 0 0
0 1 0 1
0 1 1 1
1 0 0 1
1 0 0 1
1 0 1 0
1 1 0 0
1 1 1 0
1 1 1 1
,
OA
(19)
4,2,2 =
0 0 0 0
0 0 1 0
0 0 1 1
0 1 0 0
0 1 0 1
0 1 1 1
1 0 0 0
1 0 0 1
1 0 1 1
1 1 0 1
1 1 1 0
1 1 1 0
, OA
(20)
4,2,2 =
0 0 0 0
0 0 0 1
0 0 1 1
0 1 0 1
0 1 1 0
0 1 1 0
1 0 0 0
1 0 1 0
1 0 1 1
1 1 0 0
1 1 0 1
1 1 1 1
, OA
(21)
4,2,2 =
0 0 0 0
0 0 0 1
0 0 1 1
0 1 0 0
0 1 1 0
0 1 1 1
1 0 0 1
1 0 1 0
1 0 1 0
1 1 0 0
1 1 0 1
1 1 1 1
, OA
(22)
4,2,2 =
0 0 0 0
0 0 0 1
0 0 1 1
0 1 0 0
0 1 1 0
0 1 1 1
1 0 0 0
1 0 1 0
1 0 1 1
1 1 0 1
1 1 0 1
1 1 1 0
,
OA
(23)
4,2,2 =
0 0 0 0
0 0 0 1
0 0 1 0
0 1 0 1
0 1 1 0
0 1 1 1
1 0 0 1
1 0 1 0
1 0 1 1
1 1 0 0
1 1 0 0
1 1 1 1
, OA
(24)
4,2,2 =
0 0 0 0
0 0 0 1
0 0 1 0
0 1 0 1
0 1 1 0
0 1 1 1
1 0 0 0
1 0 1 1
1 0 1 1
1 1 0 0
1 1 0 1
1 1 1 0
, OA
(25)
4,2,2 =
0 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
0 1 1 1
0 1 1 1
1 0 0 1
1 0 1 0
1 0 1 1
1 1 0 0
1 1 0 1
1 1 1 0
, OA
(26)
4,2,2 =
0 0 0 0
0 0 0 0
0 0 1 1
0 1 0 1
0 1 1 0
0 1 1 1
1 0 0 1
1 0 1 0
1 0 1 1
1 1 0 0
1 1 0 1
1 1 1 0
.
For strength 3, the set of orthogonal arrays OA (4, 2, 3) is in one-to-one correspondence with
the polytope P (4, 2, 3). The generating states of the Hilbert basis of the cone C(4, 2, 3) are
|g(5)4,2,2〉 and |g(6)4,2,2〉 given explicitly above, i.e.
|g(1)4,2,3〉 = |g(5)4,2,2〉 , |g(2)4,2,3〉 = |g(6)4,2,2〉 . (A7)
Appendix B: Polynomial invariants for 4-qubit systems
In this appendix, we compute a complete family of 4-qubit invariants for the generating states
belonging to the sets G(4, 2, k), with k = 1, 2, 3. There is an infinite number of entanglement
classes for four qubits in the SLOCC classification, which can be organized into nine continuous
families [6]. Of the nine families, only one family is generic. States belonging to the generic
family can be distinguished because their hyperdeterminant ∆ is nonvanishing [60]. The other
eight families, having vanishing hyperdeterminant, belong to a set of measure zero in the 4-
qubit Hilbert space. It is possible to discriminate among them by considering the following set
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of entanglement invariants (see Tables IV to VI of Ref. [60]): the Cayley invariant H of degree
two, the invariants L and M of degree four and the invariant Dxy of degree six [54]. The degree
three invariant T is known as the catalecticant [61], while the invariants P , S1, S2 and S3 are
defined in Eq. (31) of Ref. [60]).
{N = 4,k = 1,i = 1− 48} {∆, H, T , L, P , M , Dxy , S1, S2, S3}
{4,1,1} {0,25/192,-253/13824,0,-1/8,0,0,1/4,1/4,1/4}
{4,1,2} {0,1/192,-1/13824,0,0,0,0,1/4,1/4,1/4}
{4,1,3} {0,1/192,-1/13824,0,0,0,0,1/4,1/4,1/4}
{4,1,4} {0,1/192,-1/13824,0,0,0,0,1/4,1/4,1/4}
{4,1,5} {0,1/192,-1/13824,0,0,0,0,1/4,1/4,1/4}
{4,1,6} {0,1/192,-1/13824,0,0,0,0,1/4,1/4,1/4}
{4,1,7} {0,1/192,-1/13824,0,0,0,0,1/4,1/4,1/4}
{4,1,8} {0,1/192,-1/13824,0,0,0,0,1/4,1/4,1/4}
{4,1,9} {0,0,0,0,0,0,0,0,0,0}
{4,1,10} {0,1/192,-1/13824,0,0,1/16,0,1/4,0,-1/4}
{4,1,11} {0,1/192,-1/8704,-1/16,0,0,0,0,1/4,0}
{4,1,12} {0,1/192,-7/235008,1/16,0,-1/16,0,-1/4,-1/4,1/4}
{4,1,13} {0,1/192,-7/235008,1/16,0,-1/16,0,-1/4,-1/4,1/4}
{4,1,14} {0,1/192,-1/8704,-1/16,0,0,0,0,1/4,0}
{4,1,15} {0,1/192,-1/13824,0,0,1/16,0,1/4,0,-1/4}
{4,1,16} {0,1/192,-1/8704,-1/16,0,0,0,0,1/4,0}
{4,1,17} {0,1/192,1/8704,1/16,0,0,0,0,-1/4,0}
{4,1,18} {0,1/192,-1/13824,0,0,1/16,0,1/4,0,-1/4}
{4,1,19} {0,1/192,-1/8704,-1/16,0,0,0,0,1/4,0}
{4,1,20} {0,1/192,-7/235008,1/16,0,-1/16,0,-1/4,-1/4,1/4}
{4,1,21} {0,1/192,-7/235008,1/16,0,-1/16,0,-1/4,-1/4,1/4}
{4,1,22} {0,1/192,-1/8704,-1/16,0,0,0,0,1/4,0}
{4,1,23} {0,1/192,-1/13824,0,0,1/16,0,1/4,0,-1/4}
{4,1,24} {0,1/192,-7/235008,1/16,0,-1/16,0,-1/4,-1/4,1/4}
{4,1,25} {0,1/192,-1/8704,-1/16,0,0,0,0,1/4,0}
{4,1,26} {0,1/192,-1/13824,0,0,1/16,0,1/4,0,-1/4}
{4,1,27} {0,0,0,0,0,0,0,0,0,0}
{4,1,28} {0,1/192,-1/8704,-1/16,0,0,0,0,1/4,0}
{4,1,29} {0,1/192,-7/235008,1/16,0,-1/16,0,-1/4,-1/4,1/4}
{4,1,30} {0,1/192,1/8704,1/16,0,0,0,0,-1/4,0}
{4,1,31} {0,1/192,-1/8704,-1/16,0,0,0,0,1/4,0}
{4,1,32} {0,1/192,-1/13824,0,0,1/16,0,1/4,0,-1/4}
{4,1,33} {-27/268435456,0,0,0,0,0,1/8,0,0,0}
{4,1,34} {-27/268435456,0,-1/64,0,1/8,0,1/8,0,0,0}
{4,1,35} {-27/268435456,0,-1/64,0,1/8,0,-1/8,0,0,0}
{4,1,36} {-27/268435456,0,-1/64,0,-1/8,0,-1/8,0,0,0}
{4,1,37} {-27/268435456,0,-1/64,0,-1/8,0,-1/8,0,0,0}
{4,1,38} {-27/268435456,1/768,-1727/110592,0,-1/8,-1/32,1/8,-1/8,0,1/8}
{4,1,39} {-27/268435456,0,-1/64,0,1/8,0,-1/8,0,0,0}
{4,1,40} {-27/268435456,0,-1/64,0,-1/8,0,-1/8,0,0,0}
{4,1,41} {-27/268435456,0,-1/64,0,-1/8,0,-1/8,0,0,0}
{4,1,42} {-27/268435456,0,-1/64,0,-1/8,0,-1/8,0,0,0}
{4,1,43} {-27/268435456,0,-1/64,0,-1/8,0,1/8,0,0,0}
{4,1,44} {-27/268435456,1/768,-1729/110592,0,1/8,1/32,1/8,1/8,0,-1/8}
{4,1,45} {-27/268435456,0,-1/64,0,1/8,0,1/8,0,0,0}
{4,1,46} {-27/268435456,0,-1/64,0,1/8,0,1/8,0,0,0}
{4,1,47} {-27/268435456,0,-1/64,0,1/8,0,1/8,0,0,0}
{4,1,48} {-27/268435456,0,-1/64,0,1/8,0,-1/8,0,0,0}
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{N = 4,k = 2,i = 1− 26} {∆, H, T , L, P , M , Dxy , S1, S2, S3}
{4,2,1} {0,0,-1/64,0,-1/8,0,0,0,0,0}
{4,2,2} {0,0,0,0,0,0,0,0,0,0}
{4,2,3} {0,0,0,0,0,0,0,0,0,0}
{4,2,4} {0,0,0,0,0,0,0,0,0,0}
{4,2,5} {0,1/192,-1/13824,0,0,0,0,1/4,1/4,1/4}
{4,2,6} {0,1/192,-1/13824,0,0,0,0,1/4,1/4,1/4}
{4,2,7} {0,0,0,0,0,0,0,0,0,0}
{4,2,8} {0,0,0,0,0,0,0,0,0,0}
{4,2,9} {0,0,0,0,0,0,0,0,0,0}
{4,2,10} {0,0,0,0,0,0,0,0,0,0}
{4,2,11} {-19683/7086739046912,27/153664,-27/60236288,0,0,0,-18/343,9/196,9/196,9/196}
{4,2,12} {-19683/7086739046912,75/3136,-192347/60236288,0,-153/2744,-3/196,18/343,-3/196,9/196,3/28}
{4,2,13} {-19683/7086739046912,-3429/153664,-160731/60236288,0,18/343,0,18/343,9/196,9/196,9/196}
{4,2,14} {-19683/7086739046912,-3429/153664,-160731/60236288,0,18/343,0,18/343,9/196,9/196,9/196}
{4,2,15} {-19683/7086739046912,-3429/153664,-160731/60236288,0,18/343,0,18/343,9/196,9/196,9/196}
{4,2,16} {-19683/7086739046912,3483/153664,-171099/60236288,0,18/343,0,-18/343,9/196,9/196,9/196}
{4,2,17} {-19683/7086739046912,-3429/153664,-160731/60236288,0,-18/343,0,-18/343,9/196,9/196,9/196}
{4,2,18} {-19683/7086739046912,-3429/153664,-160731/60236288,0,-18/343,0,-18/343,9/196,9/196,9/196}
{4,2,19} {-19683/7086739046912,3483/153664,-171099/60236288,0,-18/343,0,18/343,9/196,9/196,9/196}
{4,2,20} {-19683/7086739046912,3483/153664,-171099/60236288,0,18/343,0,-18/343,9/196,9/196,9/196}
{4,2,21} {-19683/7086739046912,-3429/153664,-160731/60236288,0,-18/343,0,-18/343,9/196,9/196,9/196}
{4,2,22} {-19683/7086739046912,3387/153664,-150571/60236288,0,-135/2744,3/196,18/343,3/28,9/196,-3/196}
{4,2,23} {-19683/7086739046912,3483/153664,-171099/60236288,0,18/343,0,-18/343,9/196,9/196,9/196}
{4,2,24} {-19683/7086739046912,3483/153664,-171099/60236288,0,-18/343,0,18/343,9/196,9/196,9/196}
{4,2,25} {-19683/7086739046912,-3429/153664,-160731/60236288,0,18/343,0,18/343,9/196,9/196,9/196}
{4,2,26} {-19683/7086739046912,3483/153664,-171099/60236288,0,18/343,0,-18/343,9/196,9/196,9/196}
{N = 4,k = 3,i = 1− 2} {∆, H, T , L, P , M , Dxy , S1, S2, S3}
{4,3,1} {0,3799/65856,-6374737/1626379776,0,-18/343,0,0,1/4,1/4,1/4}
{4,3,2} {0,1/192,-1/13824,0,0,0,0,1/4,1/4,1/4}
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