Abstract. We show that standard candles can provide some valuable information about the density contrast, which could be particularly important at redshifts where other observations are not available. We use an inversion method to reconstruct the local radial density profile from luminosity distance observations assuming background cosmological parameters obtained from large scale observations. Using type Ia Supernovae, Cepheids and the cosmological parameters from the Planck mission we reconstruct the radial density profiles along two different directions of the sky. We compare these profiles to other density maps obtained from luminosity density, in particular Keenan et al. 2013 and the 2M++ galaxy catalogue. The method independently confirms the existence of inhomogeneities, could be particularly useful to correctly normalize density maps from galaxy surveys with respect to the average density of the Universe, and could clarify the apparent discrepancy between local and large scale estimations of the Hubble constant. When better observational supernovae data will be available, the accuracy of the reconstructed density profiles will improve and will allow to further investigate the existence of structures whose size is beyond the reach of galaxy surveys.
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Introduction
The standard cosmological model has reached a high level of accuracy and self-consistency, accommodating in one unified theoretical framework different types of observations such as the cosmic microwave background (CMB), type Ia supernovae (SNe) and baryon acoustic oscillations (BAO). The population of SNe, historical probe of the cosmological constant Λ, is now comprising a large number of objects with 740 spectroscopically confirmed ones at redshifts 0.05 < z < 1.0 (c.f. [1] ). Thanks to many progresses, the precision on cosmological parameters is now approaching the percent level. Nevertheless, one parameter seems to create controversy in this consistent picture by showing a 2-3σ tension between the different probes, and this is today's Hubble parameter H 0 . Recently in Riess et al. ( [2] , abbreviated as R16) H 0 was re-evaluated with the best Cepheid calibration so far (details in [3, 4] ), and it was found H 0 = 73.24 ± 1.74 km s −1 Mpc −1 , hence raising the tension to 3.4σ against the 66.93 ± 0.62 km s −1 Mpc −1 value derived from the CMB observation of Planck [5] , denoted in the rest of the paper as Planck. It is thus important to explain this discrepancy.
Several ideas have been tested against data in order to resolve this problem. One possibility is to modify our early-time picture of the Universe by changing our interpretation of CMB measurements [6] . It has also been proposed that the tension itself needs to be reinterpreted (c.f. [7] ).
A more conservative idea is to consider that different probes do not measure the same H 0 . In this spirit, inhomogeneous geometries have been tested with SNe data from the very start [8, 9] , with perturbative [10, 11] and non-perturbative models like the Lemaître-Tolman-Bondi (LTB) model [12] [13] [14] [15] [16] [17] or the swiss-cheese model [18, 19] . However, viable models must explain not only the magnitudes of SNe, but also pass constraints from other cosmological probes [15, [20] [21] [22] [23] .
It has been shown that [24] local inhomogeneities could resolve the apparent tension as the distance to the last scattering surface is insensitive to local structures, while at low redshift the local estimation of H 0 can be strongly affected. In order to differentiate between the two measurements, from now on we denote the local value of the Hubble parameter as H loc 0 , and the large scale value as H LS 0 . The statistical estimation of how much the H loc 0 value could vary among different regions of the Universe due to inhomogeneities was studied in [25] and more recently in [11, 26] , where it was shown that there could be an uncertainty on H loc 0 of the same order of its current experimental errors. Nevertheless it should be noted that all these "cosmic variance" analyses involve an angular average which may underestimate the effects of anisotropy of local structure. Anisotropic effects could in fact play an important role [24, 27, 28] because of the anisotropic distribution of SNe, even if the angular average of the effects on H loc 0 is not large enough to explain the tension. This directional effect is mainly due to the assumption made in R16 that the effect of inhomogeneities has been fully removed by the redshift correction based on 2M++ density map. This is not necessarily the case as the density maps used to perform the correction are limited by the observational depth. Notice that an isotropic inhomogeneity extending in all directions beyond the depth of 2M++ density map is unlikely according to the ΛCDM structure formation predictions. However, an anisotropic inhomogeneity extending only in some directions where most of SNe are located is a different case, and the probability estimation for the existence of such anisotropic inhomogeneities requires further investigations.
Local inhomogeneities explaining the tension between H loc 0 and H LS 0 could be tested independently using local density measurements and may also be related to the tensions in the estimation of the density parameter Ω m0 and the amplitude of the linear power spectrum σ 8 (c.f. [29, 30] ). Considerable progress has been achieved in studying the bulk flow (e.g. [31] [32] [33] [34] ), with most studies converging on a velocity of several hundreds of km s −1 in a direction close to the CMB dipole of [35] : 384 ± 78 (stat) ± 115 (syst) km s −1 pointing to the direction (l, b) = (264 • , 48 • ) in galactic coordinates.
Although most analyses are consistent with ΛCDM [36, 37] , some observations from galaxy surveys point to the existence of inhomogeneities extending in some directions up to a few hundred megaparsecs [20, 38, 39] and a consequent apparent directional dependence of cosmological parameters [27, 34, 40] . In particular, Keenan et al. ([39] , abbreviated as K13) reports an under-density in some direction of the sky that extends up to z ∼ 0.07 and suggests that a rescaling of the density map derived from the 2M++ catalogue [41] is necessary. Direct measurements of H(z) will probably help constraining H 0 in the future as well (c.f. [42] [43] [44] ).
In this paper we improve and apply the inversion method derived in [24] and [45] to obtain the local density map from standard candles luminosity distance observations. The inversion method requires as input a smooth function for the luminosity distance D L (z) which we obtain with a model independent fit of a combination of Cepheids-hosting galaxies from R16 and low redshift (z < 0.4) SNe from the UNION 2.1 catalogue of [46] . The fit is based on radial basis functions (RBFs) and MCMC sampling. Because we are interested in a possible angular dependence of data and we want to establish a comparison with galaxy surveys, we consider 3 fields of view (F1,F2,F3) from K13, to which we compare our results. All SNe in a given field give rise to a radial profile averaging over the corresponding window. Assuming that shear effects can be neglected , which is expected to be a valid approximation at small redshift [47] , we reconstruct the radial density profile for each field based on the inversion method described in [45] , with some modifications necessary to take into account the corrections to the growth factor due to the cosmological constant.
As the analyzed SNe are at small redshift, we also account for their galaxy plane motion by adding a constant 250 km s −1 velocity dispersion on SNe, and by comparing our results with K13 and 2M++. We also consider the velocity dispersion of Cepheids-hosting galaxies and show that its effect is negligible, and that the fit quality is acceptable even without it, contrary to the assumption made in R16.
Our work reveals that in one field of view (F1) there is an under-density whose effect can partially account for the H 0 estimation discrepancy, due to the large number of low redshift SNe located along that direction. The reconstructed density profile is in agreement with 2M++ rescaled according to K13. The reconstructed density profile along F3 also shows the presence of a large under-density in agreement with rescaled 2M++.
Our results show that SNe data can be a unique tool to probe structures whose size is larger than the depth of other observations such as the galaxy catalogues. Any deviation of cosmological parameters from their large scale estimation can consequently be interpreted as the evidence of structures whose size is beyond the reach of presently available astronomical data from which peculiar velocities and associated redshift corrections are derived. Once more SNe data will become available, they could be a valuable source of information about large scale structures and especially for the correct estimation of background density, complementary to the density maps from galaxy surveys.
The paper is organized as follows. In section 2 we present the data employed in this study. This includes supernovae from the UNION 2.1 catalogue, the latest Cepheids from R16, and the 2M++ catalogue. In section 3 we explain the theoretical framework in which we interpret the data and describe the methods adopted in our statistical and numerical analysis. Section 4, 5 and 6 are devoted to the presentation of our results, the physical interpretations and the comparison with the analyses of K13, R16 and 2M++. In section 7 we present some further discussions about the results, their limitations and possible improvements. In section 8 we summarize our conclusions. Complementary results and our dataset are presented in appendices A, B and C.
Data
We are interested in the effects of inhomogeneities on the luminosity distance of low-redshift SNe and Cepheids-hosting galaxies, referred together as standard candles. At low redshift peculiar velocity can be important and produce an important contamination of the Hubble flow, and we will indeed devote a lot of attention to the problem of distinguishing appropriately between them. Two different sources of the peculiar velocity are investigated. First for the velocity dispersion within the bounded structures, unlike the 250 km s −1 dispersion universal to all standard candles in R16, we differentiate between SNe and Cepheids-hosting galaxies. Second, for the bulk flow due to large scale inhomogeneities we reconstruct the density map from the luminosity distance of standard candles, and compare it with the map obtained from galaxy catalogues to test their consistency.
Supernovae Ia and Cepheids-hosting galaxies
The supernovae dataset is extracted from the full UNION 2.1 catalogue 1 of [46] (Supernova Cosmology Project) with a redshift cut z < z max , where z max is either 0.2 or 0.4 (for reasons explained in section 2.2), and the exclusion of "bad" data points corresponding to types 'p', 'f' and 'd' respectively: bad light curve fittings, long first phases after B-band maximum and SNe observed only less than 5 times (c.f. [48] , table 13 therein). For other types among the remaining SNe, we give a more detailed account in appendix C. We additionally remove 3 SNe with unconventional names 2 , for which we cannot find the sky positions (see after), and rename two others 3 . Concerning the redshift z, distance modulus µ and its error ∆µ, we prefer the values from the short UNION 2.1 list 4 (more precise), otherwise we take them from the full catalogue (less precise). To this dataset consisting of 288 (z max = 0.2) or 372 (z max = 0.4) SNe, we add 20 Cepheids-hosting galaxies from table 5 of R16. Except the masers-hosting anchor NGC 4258, each of Cepheids-hosting galaxies also hosts a type Ia supernova, among which 7 SNe can be found in UNION 2.1 (though only 3 in the fields we considered, see after). We use the redshift of the host galaxies given from the NED database. 5 We are interested in the possible angular dependence of SNe due to local inhomogeneities. To study this dependence we consider 3 fields of view employed by K13, to which we will compare our results. These fields are defined in table 1, shown in figure 1 , and their total area of 6172 deg 2 contains about half of the SNe. We extract the sky positions of all the UNION 2.1 SNe and R16 Cepheids-hosting galaxies automatically from the SIMBAD database 6 of [50] . These positions are right ascension (R.A.) and declination (Dec.) expressed in the International Celestial Reference System (ICRS), written in decimal (degrees). We find more precisely for z max = 0.2 (z max = 0.4) that only 123 (203) SNe out of the 288 (372) UNION 2.1 SNe are present in Fields 1, 2, and 3, as shown in table 1 and illustrated in figure 1. As we can see only Fields 1 and 3 (abbreviated as "F1" and "F3") have enough data to be exploited, hence Field 2 ("F2") is excluded from our analysis. Among all these SNe, 1 in F2 and 2 in F3 belong to the Cepheids-hosting galaxies of R16 (denoted as "+1" and "+2"). These 3 SNe will be considered as independent data points from the host in the statistical analysis, for the reasons discussed at the end of this subsection and at the beginning of section 2.2. Cepheids-hosting galaxies associated to these 3 SNe are denoted through their type by ' * ' in appendix C. There are five other Cepheids-hosting galaxies in the fields we are interested in (1 in F1, 4 in F3) whose associated SNe are not included in UNION 2.1, and they are denoted by ' †' in appendix C.
From the UNION 2.1 SNe we have (z, µ, ∆µ), but we correct µ according to the calibrator difference between UNION 2.1 [46] and R16 [2] . Indeed, since at low redshift the distance-modulus is given by Figure 1 . Sky map in ICRS coordinates of all SNe and Cepheids-hosting galaxies in our dataset. Three fields are specified according to K13 as the regions with luminosity density data. Our targets of interest are F1 and F3 which contain enough data points to fit the luminosity distance curve. For the sake of clarity we use (here and later on) the same colors as K13, i.e. green for F1 and orange for F3.
where H loc 0 is the local Hubble parameter fitted with low-redshift standard candles. Keeping the redshift fixed, we expect
This is what we obtain by fitting µ(Union 2.1) − µ(R16) with a shift of 5 log 10 73.24/H U2.1
0
(where
is the only parameter of the fit), based on the 7 SNe common to R16 and UNION 2.1, and weighted by ∆µ 2 (Union 2.1), as shown in figure 2. More precisely, we find H U2.1 0 = 69.98 km s −1 Mpc −1 , very close to the value 70 km s −1 Mpc −1 assumed by UNION 2.1 (and the value we keep). In the remaining of this paper we will denote as µ the combination of shifted UNION 2.1 SNe and R16 Cepheids-hosting galaxies data.
Despite that the R16 measurements of the distance modulus are almost the same as the corrected UNION 2.1 moduli in eq. (2.2) (difference always < 0.3 mag among the 7 SNe), the values of the error in µ are quite different due to percise luminosity distance measurements of Cepheids-hosting galaxies. Hence we choose to treat these sources as different. In practice though, the large uncertainty on the UNION 2.1 values makes them less relevant to the fit that will be described in section 3. On the other hand, we do not have z for Cepheids-hosting galaxies, so we take z from NED and combine it with (µ, ∆µ) from R16. More details about our SNe dataset are presented in appendix C. 
Velocity dispersion, galaxy surveys and density maps
SNe and Cepheids-hosting galaxies are not isolated objects as they are located within bounded structures, and consequently inherit rotational motions that should not be attributed to large scale inhomogeneities. These additional sources of noise are described as velocity dispersions that affect the distance modulus through
where ∆µ v.d. is the additional dispersion in the distance modulus, ∆v is the velocity dispersion, and cz is the recession velocity at small redshifts. Following R16 we will add a velocity dispersion of 250 km s −1 to SNe in order to account for their galactic plane motion, shown in the ∆µ 250 column of tables in appendix C. In addition, since Cepheids-hosting galaxies are included in our dataset, we will discuss about a ∼ 40 km s −1 intra-filament velocity dispersion observed in [51] and [52] , and its effect in section 5.1. We compare the results of our density field reconstruction to the luminous density data of the 2M++ galaxy redshift catalog [41, 53] . This catalogue extends the Two-Micron All-Sky Redshift Survey (2MRS), presenting photometry from 2MASS-XSC and redshifts of 2MRS, SDSS-DR7, and 6dFGRS (see references in these two papers). It covers almost the whole sky except for the zone of avoidance near the Milky-Way's galactic plane. Notice that in 2M++ data measured in redshift space are re-expressed in comoving coordinates and the (normalized) density contrast of observed galaxies δ * g ( r) is transformed into matter density contrast δ( r) by δ * g ( r) = b * δ( r), with b * the linear bias factor. δ( r) is smoothed with a Gaussian filter of 4 h −1 Mpc. To visualize the distribution of the standard candles within the large scale inhomogeneities, the density maps of 2M++ averaged along the declination are shown for F1 and F3 in figure 3 .
Peculiar velocities are obtained from the galaxy density through an equation of the form
where β * = 0.43 is a best fit value and the upper limit of integration is the depth of the survey R max = 200 h −1 Mpc, i.e. z = 0.067. Therefore 2M++ does not take into account the possibility of an inhomogeneity extending on scales larger then its depth and this could lead to a wrong estimation of the background density, the associated density contrast and consequently the peculiar velocity. It is therefore important to consider K13 as well since it is probing the density field on scales larger then 2M++. We compare our reconstructed density profiles to K13 analysis results (c.f. figure 11 of [39] ), which are based on galaxies from the UKIDSS Large Area Survey and their spectroscopy taken from SDSS, 2DFGRS, and GAMA (c.f. references in [39] ). For a better comparison with this study, we choose to do our fits up to a maximum redshift z ≤ z max = 0.2. A second value of z max = 0.4 is considered to see how the fit stabilizes when considering the farthest SNe, while remaining close enough for not having to consider weak lensing dispersion (cf. [54] ). The under-density profiles presented in figure 11 of K13 extend up to z ∼ 0.07 (∼ 300 h −1 70 Mpc), with an over-dense shell surrounding at least F2 and to a lesser extent F3. Since according to K13 there are evidences of inhomogeneities extending beyond the depth of 2M++, we will not apply the 2M++ peculiar velocity correction to the data in section 6, contrary to what was done in R16. We will discuss more about the difference between K13 and 2M++ and especially the choice of the average density in section 7.2.
Methodology
This section is devoted to the description of our statistical method employed to fit the distance modulus, and the description of the inversion method used to reconstruct the density profile along different directions. We also discuss the role of peculiar velocities in our study.
Model independent distance modulus fitting
We follow a systematic procedure to obtain model independent fits of the distance modulus data (z i , µ i , ∆µ i ) by minimizing the χ 2 for the deviation from a homogeneous model prediction defined as
where µ Planck (z) is the ΛCDM theoretical value of distance modulus at z computed using Planck cosmological parameters. By model independent fit we mean that we do not make any a-priori assumption about the geometry of space-time and consequently about the functional form of the distance modulus. For example since we do not assume homogeneity, we consider fits more complicated than what was considered in R16, i.e. a simple shift. In this way the existence and the shape of inhomogeneities can be tested by comparing different fitting functions that we have no prior bias except for the degrees of freedom analysis presented at the end of this subsection.
Our model independent approach is based on decomposing the fitting function f (z) with respect to a set of radial basis functions (RBFs) according to 7
where Φ is a very simple monotonic template function known as the radial basis function (RBF), here chosen to be Φ(r) = r 3 , p m are the non-linear parameters or "centers" of the RBFs, w m the linear parameters, and N NL the number of RBFs. In our analysis we will fit the function f (z) = µ obs − µ Planck (z) as defined in eq. (3.1), where µ obs is the observed distance modulus. In the multi-dimensional case one could replace the redshift with the position vector, the centers p m with vectors p m , and w −1 with a vector identifying a plane. The "model parameters" determining the fitting function, e.g. Φ(r) and N NL , are fixed for a given fitting model. But as explained later, we test and compare different models, with different numbers of RBFs, with/without the inclusion of w 0 (intercept) and/or w −1 (slope) parameters.
To find the best fit and the confidence band of a given model, we utilize Monte Carlo (MC), local optimization (LO) and linear regression (LR) for different types of parameters. For linear parameters w ≡ (w −1 , . . . , w N NL ) we use the simple Moore-Penrose pseudo-inverse method, and for nonlinear parameters p ≡ (p 1 , . . . , p N NL ) we use a MC random sampling method and a LO algorithm, specifically Gauss-Newton algorithm. In order to speed up the MC process and make sure that the confidence band is fully exploited, we use a Monte Carlo Markov Chain (MCMC) algorithm to explore the non-linear parameter space. The different steps of the MCMC algorithm are illustrated in figure 4 and described in details in the following paragraphs.
Details of the Monte Carlo Markov Chain method
These are the steps of the MCMC method we employ for data fitting.
STEP 0 -INITIALIZATION: Due to the monotonic nature of RBFs, the initial distribution of the centers for the following MCMC analysis can be determined according to the positions of data points in z space. We take redshifts of our SNe data points, using a Gaussian smoothing function specified in the next step to generate an identical distribution for each RBF center p m . To generate an identical distribution for each RBF center p m , we construct an initial input set {p a } 0 for the Gaussian smoothing function by considering all possible combinations of redshifts from the data points
where { } D is the data set, z i is the redshift of the i-th data points, {z i } D is the set of redshifts of all the data points, N NL is the number of RBFs, A ⊗n is the tensor product of A by n times, and p a in {p a } 0 is the a-th combinatorial vector inside
. {p a } 0 is sent to the next step for distribution creation.
STEP 1 -DISTRIBUTION CREATION:
We create the distribution for MC by applying a Gaussian smoothing function acting on the input set {p a } with a bandwidth specified by the Silverman's rule. The Gaussian function is of the form
where P is the probability in p space, N is the normalization factor, B is the bandwidth, and {p a } is a set of points in p space, being either {p a } 0 (from STEP 0) or {p a } j (from STEP 5).
STEP 2 -MC SAMPLING AND LOCAL OPTIMIZATION: (A) We use the distribution to generate random sampling points in p space, and (B) select only the best few percent according to the associated χ 2 computed using linear parameters w given by Moore-Penrose pseudo-inverse. Then these selected sampling points are further refined slightly by the local optimization program using a single-step Gauss-Newton algorithm.
STEP 3 -SAMPLES COMBINING AND SELECTION: (A)
The sampling points produced in STEP 2B and the set of sampling points {p a } n−1 from the last ((n − 1)-th) loop are combined together to form a new set {p a } n . Notice that the initial set {p a } 0 should not be included in {p a } 1 . (B) We then keep sampling points with χ 2 (computed like in STEP 2B) lower than the threshold defined as χ 2 thres = t 98% min {pa}n (χ 2 ), where t 98% is the 98th percentile of the student-t distribution with degrees of freedom of the system.
STEP 4 -OUTPUT OR STORING IN THE STACK: (A)
If the program takes too much time or the set of sampling points is large enough, the program terminates and the set {p a } n will be the output of the whole MCMC program. (B) If this is not the case, the set is stored in a stack consisting of all the previous sets, plus the initial one generated in STEP 0. For the newly stored list, we will assign a weight of 1 to it if the lowest χ 2 in STEP 3B comes from the newly added samples, or 0 otherwise. The initial set {p a } 0 has higher weight (3).
STEP 5 -SELECTION OF SAMPLES FOR DISTRIBUTION GENERATION:
One of the sets in the stack ({p a } j ) is selected as the input for STEP 1, with probability proportional to the weights set in STEP 4B, and we go back to STEP 1 and start it all over again. Figure 4 . Illustration of the different steps employed in our MCMC fitting method for non-linear parameters (centers) p. Each dot in the figure corresponds to a specific p a , plus the associated w a and χ 2 given by MoorePenrose pseudo-inverse. Red dots are points in p space, randomly sampled according to the probability density P from eq. (3.4), green dots are those selected for local optimization (LO), blue dots are points refined by LO algorithm, yellow dots are those from the previous loop, and orange dots are the points discarded according to the χ 2 threshold. Green circles correspond to the threshold for local optimization. Orange and blue circles correspond to the selection threshold for the previous loop and the current one respectively. Numbers from 1 to n are labeling the sets {p a } j inside the stack in the chronological order. Circled numbers illustrate the weights assigned to each of these sets. Although the number of sampling points is growing in the case represented in the diagram above, it can also decrease (in which case the time constraint plays an important role, as described in STEP 4A).
Meta-fitting and F-test
To determine the model parameters in eq. (3.2) we utilize the F-test
where A is the number of degrees of freedom corresponding to model A, Threshold is the likelihood of model 2 having improvement over model 1 (set to ∼ 95% in our case),
is the cumulative probability of the distribution D at x, and CDF stands for the cumulative distribution function. We perform a step-wise regression by gradually increasing the number of fitting parameters and stop when the F-test fails. 8 In addition to different model parameters, we also consider the effect of "method parameters" such as number of steps in local optimization, by taking results from different methods and combining them together (bagging). The bagging process stabilizes the outcome by further reducing the likelihood of falling into local minima.
Inhomogeneity model and inverted density profile
We will reconstruct the radial density profiles in different directions using an inversion method which was developed in [45] for an observer at the center of an isotropic and inhomogeneous pure dust universe, modeled by a LTB metric. The validity of this approach is based on the assumption that shear effects are negligible at low redshifts. The spherical symmetry and the central position of the observer are not posing any relevant restriction since the radial profile in any given direction is indeed a one dimensional quantity, and different profiles are taken along different directions. There is no fine tuning of the position of the observer, since at low redshift inhomogeneities along the transverse direction are expected to have negligible effects on the observed luminosity distance and there is no assumption about a global spherical symmetry. In other words the local structure can be anisotropic and there is no assumption about the existence of center of spherical symmetry. The local structure is modeled as a set of different radial density profiles along different directions as functions of the radial coordinate with respect to the same point, i.e. the point from which we observe the Universe, which is just at the center of our spherical coordinate system but not a center of symmetry. Analyzing different data in different regions of the sky thus allows to probe the radial density profile in different directions, reconstructing the local structure and its anisotropy. However, the presence of the cosmological constant enforces to modify the aforementioned dust model. Since we are interested in the low redshift SNe and Cepheids, the modification can be treated perturbatively. According to [24] , the cosmological constant at zeroth order only affects the background density, and therefore the growth rate f of the inhomogeneity. This introduces a rescaling of the density contrast δ C ∝ f −1 = Ω −0.55 m0 . At first order, one needs to consider two dominant effects. The first one comes from the modification of the deceleration parameter q 0 = −1 + 3 Ω m0 /2 that changes the expansion history, resulting in a slight modification on growth rate of the inhomogeneity. The second one comes from the modification of the luminosity distance itself, directly affecting the density profile. Once these 3 effects are taken into account, a pure CDM model suffices to explain the observational data at small redshifts, as further detailed in appendix A.
The LTB metric and the associated Einstein field equations (EFEs) can be written as
where a ≡ a(t, r) plays the role of a scale factor (and will be called this way in the following), ar is the angular diameter distance, k(r) can be interpreted as the spatial curvature, and the dot refers to the differentiation with respect to t. We adopt, without loss of generality, a system of coordinates in which ρ 0 is constant. The solution of the EFEs in eq. (3.8) can be expressed in terms of the conformal
where t b (r) is called bang function, defining the time of big bang at different locations. In terms of cosmological perturbation theory the bang functions is related to decaying modes and, since these are tightly constrained by early Universe observations such as the cosmic microwave background radiation, we will assume
where η (z) and r (z) are the solutions of the radial ingoing null geodesic equations, and the redshift z is defined by
where f is the frequency, the subscripts s and o stand for the source and the observer positions respectively, and t s is the time at the source. To obtain r (z), η (z) and k (z), the relation in eq. (3.11) needs to be inverted and solved together with the radial null geodesic equations, i.e. we need to solve an inversion problem. Assuming these initial conditions:
one can obtain a system of three 1st-order ODEs:
where we have defined
A detailed derivation of these equations is given in [45] . Notice that ρ 0 and initial conditions k(z = 0), η(z = 0) are fixed according to a 0 , H 0 and q 0 . From the solution of this ODEs system, the density in eq. (3.8) can be expressed as 20) where
(1 + q 0 ) −2 is the background density at the current time. The density contrast δ C is then defined as the ratio between the inverted density of a certain D L and the inverted density of D Planck L , i.e. the theoretical ΛCDM luminosity distance using Planck parameters:
The density contrast defined here accounts for the cosmological constant through the three corrections proposed at the beginning of this subsection, namely the rescaling of the growth rate f , matching of the deceleration parameter q 0 and the normalization against the background ρ inv D Planck L , z . More details are presented in appendix A.
Finally, we obtain the confidence bands of the reconstructed density profiles by first fitting the distance observations with MCMC and then applying the inversion to the fitted functions within different confidence levels. Since the inverted density associated to a given
we define invertible bands of a model as the set of fitted functions belonging to that model which can be inverted into physically acceptable density profiles with δ C always greater than -1. These invertible bands are thus narrower than their corresponding χ 2 -based confidence bands derived in subsection 3.1. In later plots we show both the 68% and 95% confidence bands and their associated invertible bands. Notice that we always discard models whose best fits are not invertible as the minimal χ 2 of these models would be higher than χ 2 obtained through the fitting procedure once we take the invertibility into account.
Peculiar velocity correction
The effect of perturbations on the luminosity distance can be computed using different gauges or methods (c.f. [54] [55] [56] [57] [58] ). The dominant effect at low redshift is due to the peculiar velocity of sources (c.f. [24, 54, 57] ), which can be computed by appropriately correcting the background cosmological redshift. The typical whole-sky averaged variance of the distance modulus due to this peculiar velocity is 0.02 mag for z 0.2, 0.1 mag for z 0.05, and even larger when averaging over certain sky windows. At low redshifts, one can remove the effects of the peculiar velocities by correcting the observed redshift according toz = z obs − v s · n, where v s is the peculiar velocity of the SNe and n is a unit vector in the direction of propagation from the emitter to the observer. The observed redshift z obs is the UNION 2.1 value (simply called z) andz is the adjusted value that corresponds to the background redshift. At small redshift the luminosity distance is approximately given by
The supernovae redshifts of UNION 2.1 are expressed in the CMB frame, thus our observer peculiar velocity v o is already taken into account (and as such does not appear in the above equation). If interested in background cosmological parameters, one could thus correct the luminosity distance for the peculiar velocities effects according to the procedure explained above. Relying on the 2M++ catalogue, which is limited in depth, we could define the total peculiar velocity of standard candles as v
, where the first term corresponds to the velocity field which can be inferred from 2M++ and the second one corresponds to velocities associated to inhomogeneities larger than the depth of 2M++. Finding the redshift correction of an object, hence deducing its real position, requires an iterative process for which we evaluate the velocity at each intermediary position (see appendix B of [41] ). The corrected data can then bring a different value of H loc 0 with respect to CMB. It was shown in [24] that the distance to the CMB-photons last scattering surface is not affected by local structure because the effect is proportional to the volume average of the density contrast over a sphere of radius equal to the comoving distance, which is asymptotically negligible. The same effect can on the contrary be important for objects located inside the inhomogeneity, since it modifies their luminosity distance with respect to a homogeneous Universe, introducing a local modification of the Hubble flow velocity. If the peculiar velocity with respect to the Hubble flow was perfectly known then its non-relativistic effects on the luminosity distance at low redshift could be removed by applying the redshift corrections. On the other hand, if the peculiar velocity field is obtained from density maps extending to scales smaller than the size of the inhomogeneity, like it is the case here with 2M++, then the corresponding contribution to the peculiar velocity cannot be determined and the redshift corrections will not remove the effects of this large scale inhomogeneity.
As a consequence H 0 could be miss-estimated, since it would include a contribution from local structure, which on sufficiently larger scales is negligible as explained above, leading to an apparent tension between local and large scale estimations. We will thus use uncorrected redshifts and directly compare our density profiles with the ones obtained from the independent observations of 2M++ and K13. We will also apply the 2M++ redshift correction to test if it is enough to remove the effects of inhomogeneities, for example when checking the consistency with other previous analyses such as R16. In that study the redshift correction was in fact applied under the assumption that no other structure was present, and that the corrected data were completely free from the effects of local inhomogeneities, and could thus be used to estimate background parameters such as H 0 . Our analysis shows that 2M++ redshift correction does not completely remove the effects of inhomogeneities, hinting to the existence of inhomogeneities extending on scales larger than its depth.
Setup
Before proceeding to our reconstruction of radial density profiles from luminosity distance observations, we need to build the input functions by fitting distance modulus observations according to the methodology explained in section 3. A ΛCDM model with Planck parameters is chosen as our background and we fit the difference between the observed distance modulus µ obs and the background distance modulus µ Planck accordingly. Notice that the choice of a different background would directly affect the resulting density contrast. Since the results presented in section 5 and 6 are always assuming a background with Planck parameters, we may arrive at different density contrast and different conclusion from R16 even with a similar dataset. The effect of choosing different backgrounds is discussed in detail in section 7.2.
The distance modulus dataset we use contains both R16 Cepheids-hosting galaxies and SNe from UNION 2.1 with 250 km s −1 velocity dispersion added to SNe, cut at z max = 0.2 for most cases, as explained in section 2.1. The only exception for the redshift cut is the directional analysis along subregion F3, where z max = 0.4 is also considered. Another exception is that in section 5.1 we also add varying amounts of velocity dispersion to Cepheids-hosting galaxies.
We perform two separate analyses of the data: one applying peculiar velocity correction of 2M++, in section 5 and one without correction in section 6. The motivation for performing both analyses is that the 2M++ density maps may not be correctly normalized with respect to the average density of the Universe, while the inversion method is by construction correctly normalized, so that the comparison of inverted density profiles obtained from uncorrected data can clarify the issue of normalization with respect to 2M++ and K13. The corrected distance modulus is denoted as µ cor , different from the uncorrected µ obs .
In our analysis a fitting model is classified by a set of parameters (N 0 , N −1 , N NL ), according to eq. In section 6 a selection of outliers is necessary in order to find sufficiently smooth distance modulus fits to be inverted into density profile. We do this selection considering the list of potential outliers L = {NGC 4536, NGC 4424, NGC 3447, NGC 4639, NGC 3370, NGC 3021, 1999cl, 2007bz, 2006x} and select the best model according to a F-test Threshold around 95%. Additionally, since we are trying to obtain the confidence band of the inverted density contrast, the invertibility of the best fit is also considered as a physical requirement.
Fitting of the distance modulus with 2M++ peculiar velocity corrections
In this section we demonstrate that even after considering the 2M++ peculiar velocity corrections (PVC), some evidence of additional anisotropy and inhomogeneity of the local Universe still persist, especially along the subregion F3. This is a hint that 2M++ density maps cannot fully explain the observed luminosity distance, contrary to the usual assumption of R16. Notice that the evidence of this inhomogeneity not captured by 2M++ relies on the Cepheids data of R16, and their superior precision compared to SNe.
Full sky analysis
As a preliminary consistency test of our method, we fit the data of the 20 Cepheid-hosting galaxies from R16 together with UNION 2.1 dataset with z max = 0.2 after the normalization calibration given in eq. (2.2), and the 2M++ peculiar velocity correction.
Homogeneous fits
Assuming homogeneity, i.e. as previously explained a (1, 0, 0) model for the distance modulus fit, and adding the effect of the 250 km s −1 velocity dispersion to both SNe and Cepheid-hosting galaxies, we obtain H loc 0 = 73.06 ± 1.61 (stat.) km s −1 Mpc −1 , as shown in figure 5(b) , in good agreement with the 73.24 ± 1.61 (stat.) ± 0.66 (sys.) km s −1 Mpc −1 value of R16. This can be considered a consistency check of our data analysis method but is not an evidence of homogeneity, since other inhomogeneous models fit better the data as we will show later, depending on the value of the velocity dispersion of the Cepheids-hosting galaxies v c .
Considering that every Cepheids-hosting galaxy of R16 contains hundreds of Cepheids scattered over the whole galaxy plane, the same 250 km s −1 velocity dispersion should not be applied to both Cepheids-hosting galaxies and SNe. In fact, as explained in section 2.2, a v c = 40 km s −1 dispersion is estimated from the intra-filament motion (local sheet in [51] and Leo Spur in [52] ). We therefore consider it in our analysis, in addition with the case of v c = 0 km s −1 as a reference.
As shown on the left column of figure 5 ,
Inhomogeneous fits
When no a-priori assumption about the model is made and inhomogeneous models are included in the analysis, the F-test always gives preference to inhomogeneous models for v c < 250 km s −1 . Examples are given in figures 5(d) and 5(f). It is difficult to identify a best fit model because adding new parameters keeps increasing their F-test likelihood. This kind of behavior hints to two important conclusions:
• the homogeneous model is clearly not the best model even after applying redshift correction, which implies that some other structure which 2M++ cannot detect is affecting luminosity distance observations,
• the monopole component of local structure is not sufficient to model the observed data, and for this reason the best fit of the spherically symmetric model is difficult to identify.
These are good motivations to proceed further with directional analysis.
Directional analysis
To investigate the anisotropy of the local structure we consider 3 particular subsets of SNe + Cepheidshosting galaxies defined in section 2.1: F1 up to z max = 0.2, F3 up to z max = 0.2 and z max = 0.4. The choice of these regions is made in order to compare with the previous luminosity density analysis of K13 along the same directions, pointing to the existence of inhomogeneities with sizes larger than the scales probed by 2M++. As a consequence these structures could affect the luminosity distance even after 2M++ redshift corrections. Making use of Cepheids-hosting galaxies precision and the evidence from last section for v c < 250 km s −1 , we chose v c = 0 km s −1 rather than 40 km s −1 in order to appreciate their full contribution. We in fact find evidence of these residual effects of the local structure, since the inhomogeneous models fit better the data. For F1, the best fit we get is from a simple complicated model is mainly due to NGC 4536. After removing it the resulting best case is a (0, 1, 3 ) model regardless of taking z max = 0.2 or z max = 0.4, as shown in figure 7 . A close inspection reveals that NGC4424 is the main cause of the preference for this inhomogeneous model. Since after 
peculiar velocity correction its redshift is extremely close to zero, we naturally consider removing it as well. Unsurprisingly, after removing these 2 outliers the best model is finally a The fact that two fields lead to two H loc 0 differed by ∼ 3σ suggests that the luminosity distance is affected by some additional structure which has size larger than the scale probed by 2M++, which is in fact evident even after peculiar velocity correction. Since we have obtained evidence that 2M++ velocity correction is not enough to remove completely the effects of local structure, in next section we will reconstruct the density profile directly from the distance modulus, without applying any peculiar velocity correction. 6 Reconstruction of density profiles using standard candles distance moduli As discussed in the previous sections the large improvement of χ 2 R from homogeneous to inhomogeneous models shows that applying peculiar velocity corrections from 2M++ cannot remove completely the effects of inhomogeneities on the distance modulus. We have also noted in section 3.3 that peculiar velocity corrections based on 2M++ cannot account for the effects of structures as the one detected in K13.
We now employ the fitting method on data uncorrected from peculiar velocities, and compare our inverted radial density profile with 2M++ and K13. In order to compare with 2M++ we perform an angular average of the 2M++ density fields within the regions of interest (F1 or F3). However as shown in figure 3 , since there are substructures within each of the 2 fields and the angular-averaged density does not take that into account, one should not quantitatively compare K13 and 2M++ with our inverted profiles. The angular averages of the density maps from galaxy catalogs are rather serving as a useful quality and consistency test of the SNe/Cepheids data and inversion algorithm. We include in the analysis the effects of a velocity dispersion of 250 km s −1 to account for SNe host rotation, and no dispersion for Cepheids-hosting galaxies, i.e. v c = 0. It can also be interesting to estimate how the results change when this additional dispersion is removed, and we report this in appendix B.
Subregion F1
For F1, the best fitting model we get without removing any outlier and with z max = 0.2, is homogeneous (1, 0, 0) model with H loc 0 = 72.90 ± 0.51 km s −1 Mpc −1 with F-test Threshold > 36%, shown in figure 8, while the second best model is an inhomogeneous (1, 1, 13) model. The χ 2 R ∼ 0.59 of the inhomogeneous model is not so much lower than that of the homogeneous model, which has χ 2 R ∼ 1.07. As we can observe, the constant density profile that we obtain is below the 2M++ average along the F1 direction. This can be partially understood from the top plot of figure 3 in which we see that SNe and Cepheids are located far from the highest density regions and that the angular average of the 2M++ density field has a large variance. The invertible bands are shown as the shaded region (68%-gray shade, 95%-light gray shade). The dashed red line is plotted as a reference and corresponds to µ Riess − µ Planck . Right: The confidence bands of the inverted density contrast corresponding to the invertible bands of the distance modulus are shown (68%-gray, 95%-light gray). The data points of K13 are plotted in green, the 2M++ density contrast averaged over F1 as a solid black curve, and the dashed red line is for density contrast that would lead to a local Hubble parameter H It should be noted that we are correctly normalizing our reconstructed density profile with respect to the background since we are assuming cosmological background parameters obtained from large scale observations such as the Planck mission, which are insensitive to local structure as shown for the luminosity distance in [24] . On the contrary 2M++ is not normalized with respect to the average density of the Universe but with respect to the average within its depth, and consequently its normalization can be wrong if 2M++ is embedded in a larger structure.
The same normalization problem can arise for K13 analysis as well since the background is again assumed to be the averaged luminosity density over the data set, not over the all Universe. This shows that our method can be very useful to establish the correct normalization with respect to the average density of the Universe, which could otherwise be incorrectly fixed.
We try to determine the normalization factor which should be applied to 2M++ and K13 in order to match our reconstructed density profile and show the results in section 7.2, with some good qualitative agreement of the profiles.
Subregion F3
For subregion F3, we present the results for two different redshift intervals, z max = 0.2 and z max = 0.4. In both cases the range of the plots is z ∈ [0, 0.2] to allow an easier comparison between the two. The fits we obtain correspond respectively to (0, 0, 5) and (0, 1, 5) models, shown in figure 9 . Very low z data points cannot be explained as the effects of inhomogeneities, because they would lead to unphysical negative energy densities, and are probably due to large intrinsic peculiar velocities not related to the local structure.
Hence, we progressively remove different outlier candidates as shown in table 3. The two most relevant outliers we find are NGC 4536 and SN 1999cl, and the different fits are displayed in figures 10 and 11. We can see that once NGC 4536 and SN 1999cl are removed, more than half of the distance-modulus curves defining the 1σ and 2σ bands can be inverted in both z max = 0.2 and z max = 0.4 cases. Since we require the invertibility of the best fit, the (1,0,1) model is not selected in both cases. Consequently, the best models are respectively a (0, 0, 2) model with χ 2 R ∼ 1.47 for z max = 0.2, and a (0, 0, 4) model with χ 2 R ∼ 1.37 for z max = 0.4. We show the inverted density profiles of the different fits in figures 10(d) and 11(d). All the inverted profiles point to the presence of a large scale under-density in F3, as discussed in more details in section 7.2. Table 3 . Distance modulus best fit model parameters with progressive removal of the outliers for F3, without peculiar velocity correction and with 250 km s −1 velocity dispersion for SNe. The Threshold column shows the F-test threshold of the model. The "best models" are in bold font.
Discussions
We here discuss the implications and the limitations of our study and describe some possible ways to improve its precision in order to prove or disprove the existence of the inhomogeneities whose existence is supported by the inversion method. 
Peculiar velocity and galaxy surveys
The 2M++ catalogue [41] gives the density field and the predicted peculiar velocities within 200 Mpc/h (z < 0.67). The under-density claimed by K13 along F2 and F3 has a size of ∼ 300 Mpc/h 70 (z ∼ 0.07) and is thus roughly outside the 2M++ catalogue. Also the boundary of the under-density, i.e., an over-dense filament-like structure at z ∼ 0.08 (Sloan Great Wall), is slightly outside the 2M++ window. If this "super void + filament" structure exists, the depth limitation of 2M++ does not allow a full reconstruction of the velocity field that takes the structure into consideration.
Another independent galaxy survey, Cosmicflows-2 of [59] , suggests that we are part of a superstructure (basin of attraction) called "Laniakea". As shown in figure 1 of [59] , along the center of F3 (corresponding to the +Y direction in supergalactic coordinates) there seems to exist a large void which would confirm K13's finding, also in agreement with case (c) of our figure 10(b). In principle, such an inhomogeneity should be detectable in 2M++, Cosmicflows-2, and K13. In practice though, it is hard to compare these surveys since for example K13 only uses GAMA DR1 [60] as an anchor and does a comparison with its own analysis of the old 2M++ dataset [53] , while [41] uses its own average density as the background. The different normalization introduces additional scaling to the density contrast that may jeopardize the whole comparison of their density contrasts. The underdensity that we find in F3 is not aligned with the CMB dipole, and thus does not seem explainable from the bulk flow of the Local Group.
Choice of background and the associated background density
As discussed before, one plausible explanation for the discrepancy between the observed H 0 values of R16 and Planck is that the assumed background density in 2M++, i.e. the averaged density within its observation depth, is not the real background density. If we take K13 background density we would have to rescale the density contrast of 2M++ as
where δ cor C is the rescaled density contrast, whileρ 2M++ andρ K13 are the assumed background density of 2M++ and K13. According to K13 the needed rescaling is a factor of ∼ 0.6. As shown in figure 12 after the rescaling in both subregions F1 and F3 the 2M++ averaged density matches quite well with the inverted density that we obtain in section 6, indicating again that the existence of the ∼ 300 Mpc inhomogeneity of K13 could explain the tension between R16 and Planck estimation of H 0 .
Alternatively we may also assume a different background H R16 0 = 73.24 km s −1 Mpc −1 . In that case all the inverted densities shown in section 6 need to be rescaled as (up to the zeroth order in redshift)
where f ∼ Ω 0.55 m0 is the growth factor, while H R16 Both explanations could explain simultaneously the luminosity distance data of standard candles and the luminous density data. However, a higher H 0 value would create inconsistencies with the CMB observations, and since there are solid theoretical reasons to expect that high redshift observations are insensitive to local structure [24] , it seems more justified to interpret these results as the need for a proper renormalization of 2M++ rather than invoking an hypothetical early Universe physics modification which may affect CMB observations independently from local structure, as proposed for example in [61] . In any case, the difference in the reconstructed density profile for the two different directions is an evidence of anisotropy which cannot be explained by considering different values of H 0 , and would remain even assuming H R16 0 .
Supernovae
Our analysis uses 70 (145) SNe or Cepheids-hosting galaxies in F1 and 55 (60) in F3 for z max = 0.2 (z max = 0.4). Despite the seemingly "large" numbers for such a small redshift range, the redshift Figure 12 . The confidence bands of the inverted density contrast for the standard candles distance modulus data without peculiar velocity corrections and with a 250 km s −1 velocity dispersion for SNe are shown (68%-darker color, 95%-lighter color). The model parameters and the cuts of the dataset are shown in the subcaptions. In addition the data points of K13 are plotted in orange for F3 and green for F1, the 2M++ density contrast averaged over the subregion specified in the sub-captions as a solid black curve, its rescaled version by a factor of 0.6 according to K13 as a dashed black curve, and the dashed red line is for density contrast that would lead to a local Hubble parameter H distribution of the data has some limitations. In F2 there are no SNe, while K13 also reports an under-density profile in that field of view. Along F1 SNe are distributed evenly in redshift, but along F3 most of SNe and Cepheids-hosting galaxies are at z < 0.04 (only 9 SNe between 0.04 < z < 0.2 and only 5 SNe between 0.2 < z < 0.4). So we may be missing the peak of K13 if it exists. As our method consists in a 1-dimensional fit, SNe with the same redshift but different angles are fitted together, implying that some angular regions can have more weight than others if more SNe are located therein. This can explain the deviation of our reconstructed profiles with respect to the angular average of the 2M++ density profile. In addition, SNe are affected by intrinsic dispersion and, as shown in the past, their intrinsic color can play an important role in assessing the existence of a Hubble bubble (c.f. [62] [63] [64] ).
Nevertheless we can still draw some conclusions from our results. First, according to figures 12(b) and 12(c), the inverted density contrasts could not reveal the over-dense regions of 2M++ very well, except at very small redshifts (z 0.02). According to figure 3, all SNe actually lie in regions with density very close to the background, which shows that apparently the SNe sample does not probe well extreme density variations. We can argue that this phenomenon is due to the fact that most star-forming galaxies are lower-mass galaxies outside the densest regions. According to [65] the cutoff scale for SNe-producing galaxy mass is 10 11 M . Therefore, qualitatively SNe underestimate the small scale density fluctuations and that makes SNe more suitable for probing density fluctuations on larger scales than galaxies. Furthermore we obtain a large under-dense region in both F1 and F3, qualitatively similar but quantitatively in partial tension with what K13 obtained. This partial disagreement can be interpreted as the lack of proper normalization in K13 analysis with respect to the average density of the Universe. Even without peculiar velocity corrections, we recover an under-dense region in F3 (see figure 12(b) ).
Statistical tools
There are recent publications (c.f. [4, 42, 44] ) using model-independent techniques like Gaussian process or the Bayesian hyper-parameters method to fit data. Since the multiple models we have are selected using step-wise regression and ranked using χ 2 , it would be interesting to consider those methods as well. In addition, we may also consider the full 3-D fit of the luminosity distance by extending our fitting method to a multi-dimensional version. In that case we may apply a density map reconstruction technique to recover the full-sky density map, and compare it directly to galaxy surveys like 2M++ and Cosmicflows-2, without depending on window averaging.
Conclusions
We have applied a new method to extract information about the large scale structure from the observed distance modulus of supernovae (SNe) and Cepheids. We used a combination of the UNION 2.1 Type Ia SNe of [46] (with an added 250 km s −1 velocity dispersion) and the Cepheid calibrators of [2] (R16). The inversion method we utilize requires the input luminosity distance as a smooth function of the redshift, so we fit the observational data with a set of radial basis functions (RBFs), without any prior on the local structure (except for meta-fitting parameters such as the explicit form of RBF). Using this method, any deviation of the observed luminosity distance from its homogeneous Universe (ΛCDM) prediction can be used to reconstruct the local structure. Rather than fitting the complete dataset with SNe from the whole sky, we have analyzed the density profile along different directions. Under the assumption that shear effects at low redshift are negligible the radial profiles in different angular directions have been modeled as independent LTB radial profiles.
Note that there is no fine tuning of the position of the observer since we are reconstructing the radial density profile in different directions separately. In other words, we are not assuming isotropy and the center of the coordinate system where the observer is located is not a center of spherical symmetry. The density profile in a given direction is a function of the radial coordinate and as such can be mapped into the geometry of a solution depending on a single function of the radial coordinate such as the LTB, since this is a one dimensional problem. Assuming the shear effects are negligible at low redshift this should be a good approximation. In other words the use of a LTB solution is just a computational tool and we are not assuming a spherically symmetric model of the local Universe, since we reconstruct radial profiles in different directions independently.
We focused on further investigating the existence of inhomogeneities with a size of several hundred Mpc, which was previously studied by [39] (K13) using observed luminosity density in different fields of observations. K13 studied three different regions (which we call F1, F2, F3), while we reconstruct the density profile only in F1 and F3, where the number of SNe is high enough to allow a statistical analysis.
Our results are in good agreement with the rescaling of 2M++ proposed by K13 for both F1 and F3. At low redshift the agreement of our reconstructed density profiles for F1 and F3 is also good with respect to K13, while at higher redshift there is some difference which could be due to the smaller number of higher-redshift SNe in our dataset. The density profile along F1 and F3 directions are different and this clearly shows the existence of an anisotropy not detectable by 2M++.
The inhomogeneity detection depends crucially on the velocity dispersion of Cepheids-hosting galaxies. This is naturally expected since large values of the velocity dispersion can introduce noise in the data which dominate over the effects of inhomogeneities. As a confirmation of the importance of the velocity dispersion, we find that the very low-redshift peak in 2M++, corresponding to the Virgo cluster, is well reconstructed from the luminosity distance data when we consider a small velocity dispersion for Cepheids-hosting galaxies, but disappears for larger dispersion. This suggests that the Cepheids-hosting galaxies data should be analyzed assuming a value for the velocity dispersion smaller than the one used in R16, and is supported by the observations of nearby clusters [51, 52] . Large values of the velocity dispersion could introduce an artificially strong noise in the analysis that contaminates the real signal of large scale structures on the velocity field.
According to our analysis, in some directions the size of the inhomogeneity is larger than the depth of the 2M++ survey. Consequently, the normalization of the latter with respect to the average density of the Universe may require a rescaling, which we find to be very close to what K13 obtained. This could in fact play a very important role in explaining the apparent discrepancy between the local and large scale estimation of H 0 [24] , due to the fact that about 40% of low redshift SNe used to estimate H loc 0 are affected by the inhomogeneities we found along F1 and F3. In the future this method could be used to correctly normalize density maps with respect to the average density of the Universe, a procedure which can be especially important when galaxy catalogues have a depth smaller than the size of the large scale structure inside which they are embedded, as it seems the case for 2M++.
We also checked that our method does not depend significantly on meta-parameters. The accuracy of our distance-modulus fitting is obviously limited by the SNe data precision, and a higher number of events would reduce the size of the confidence bands. The inversion and the comparison with the luminosity density profiles are also limited by the non-uniform angular and redshift distribution of SNe. For instance, F3 does not have a lot of data points at z ∼ 0.08 (with less than ten SNe for 0.04 < z < 0.2), so the size of the inhomogeneity cannot be precisely confirmed. Future data could overcome these statistical limitations.
Our analysis could be extended to a larger dataset, for example the carefully calibrated SNe data presented in R16 (see also [66] [67] [68] for SNe) and the density field of Cosmicflows [69] . We could also use the Nearby Supernova Factory data of [70] (see [71] for example) or other future surveys such as WFIRST 9 , in order to find out whether or not we can reconstruct a more accurate large scale structure map and compare it to what is obtained using galaxy catalogues. Once new data will be available supernovae could become a very important source of information about large scale structure, especially useful at high redshift where other astrophysical objects are difficult to observe, allowing to overcome the limits of depth and angular limitation of galaxy catalogues. A Effect of cosmological constant on density contrast
As briefly explained in the section 3.2, the effect of the cosmological constant on the density contrast is non-negligible at the very small redshift because the growth factor can play an important role despite the effects of dark energy on the luminosity distance are not important. Here we derive the effects of Λ on δ C comparing with perturbation theory. We then test the inversion method applying it to luminosity distance computed numerically using a ΛLTB solution showing that the reconstructed density contrast defined in eq. (3.21) is in good agreement with the numerical computation of the corresponding density profile.
According to [24] , assuming a spherically symmetric universe, the density contrast δ C in the pertubative regime is given by
where χ is the unperturbed comoving distance, f the growth rate, z the observed redshift at χ, D obs L the observed and D L the background luminosity distances at z, andδ is the comoving-volume-averaged density contrastδ = 4πχ 3 /3 −1 χ 4πχ 2 δ C (χ ) dχ . For a perturbed (Λ)CDM model with cosmological background parameters estimated from large scale observations , i.e. a linearized (Λ)LTB model, the density contrast at first order in z can be expressed as of a homogeneous ΛCDM model with cosmological background parameters estimated from large scale observations, such as Planck. The large scale observations are in fact insensitive to local structure [24] and can consequently be used to obtain the correct background cosmological parameters.
There are two differences between LTB and ΛLTB models. First, there are additional terms proportional to Ω Λ0 in δ LTB C coming from D Hom L . Second, the differences in the evolution of the Hubble flow and of the background matter density imply a different growth rate values. The density contrast we propose in eq. (3.21)
takes care of all the factors mentioned above, and is approximately the density contrast in a ΛLTB model up to first order in redshift. The term −2Ω Λ0 zδ ΛLTB C (∆) is actually at the second order and we do not consider it for simplicity.
To test the validity of eq. (3.21), we consider a specific setup (compensated void, i.e. lim z→infδ → 0) presented in [27] . As shown in figure 13 , the reconstructed density contrast obtained using eq. (3.21) is in very good agreement with the numerical calculation using the ΛLTB solution, indicating that eq. (3.21) is indeed a good approximation. [27] . Right: The plot of density contrast for the model from [27] . The black curve is the original density contrast of the ΛLTB model. The gray dashed curve is the density profile reconstructed from the luminosity distance of the ΛLTB model using eq. (3.21). The gray solid curve is the density profile reconstructed using eq. (A.2). The reconstructed profiles using the method developed in this paper using eq. (3.21) matches well the original ΛLTB model, while the pertubative formula is not as accurate in some regions due to non linear effects.
B Results in the absence of velocity dispersion
We present here the results of our analysis in F1 and F3, without peculiar velocity corrections, and as opposed to section 6 without adding a velocity dispersion of 250 km s −1 to the SNe data. The results are very similar to the case including this dispersion, but are still differing slightly due to the induced small increase of SNe importance (lower uncertainty).
For F1, where most high redshift SNe are located, without removing any outlier and with redshift cut z max = 0.2, the fit we get is almost identical to figure figure 9 , the fits are very similar (due to the low z data points dominating the fit). Again these fits are not invertible into radial density profiles and we have to use progressive removal of outliers. The fits are presented in table 4 and are very similar to those presented in table 3. In the case of z max = 0.2 with NGC 4536 and SN 1999cl considered as outliers, a (0, 0, 2) model is preferred again. The corresponding χ 2 R is ∼ 1.77, as compared to ∼ 1.47 in section 6, which indicates a lower fit quality and shows the relevance of adding peculiar velocity dispersion to the analysis. For the case of z max = 0.4 with removal of the same two outliers a (0, 0, 4) model is again preferred, with χ 2 R ∼ 1.58, higher than ∼ 1.37 obtained in section 6. Table 4 . Distance modulus best fit model parameters with progressive removal of the outliers for F3, without peculiar velocity correction and without velocity dispersion. The Threshold column shows the F-test threshold of the model. The "best models" are in bold font. Finally, we present in tables 6-7, 8 and 9 the respective UNION 2.1 SNe of [46] and used in fields F1, F2 and F3. Angular positions are extracted from SIMBAD, and given with 3 digits of precision. redshifts z are from UNION 2.1 and shown with 5 digits (when available). (µ, ∆µ) are also from UNION 2.1 and ∆µ 250 is computed with the additional 250 km s −1 velocity dispersion. They are shown with only 4 digits of precision. Table 5 . Cepheids-hosting galaxies of [2] with additional data. The Cepheid-hosting galaxy name and the name of the hosted SN are from [2] . Angular positions of host galaxies are from SIMBAD, in ICRS decimal format. Values of (µ, ∆µ) come from [2] 
