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a b s t r a c t
In this paper, we first investigate the invertibility of a class of matrices. Based on the
obtained results, we then discuss the solvability of Newton equations appearing in the
smoothing-type algorithm for solving the second-order cone complementarity problem
(SOCCP). A condition ensuring the solvability of such a system of Newton equations is
given. In addition, our results also show that the assumption that the Jacobian matrix of
the function involved in the SOCCP is a P0-matrix is not enough for ensuring the solvability
of such a system of Newton equations, which is different from the one of smoothing-type
algorithms for solving many traditional optimization problems inℜn.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
It is well known that many optimization problems can be reformulated as a system of parameterized smooth equations.
Instead of solving the original problem, one solves the parameterized equations by some Newton-type method that
iteratively finds a solution of the smooth equations while gradually reducing the smoothing parameter to zero so that a
solution of the original problem can be found. This is the so-called smoothing-type algorithm, which has been successfully
applied to various optimization problems (see, for example, [1–12]). In order to ensure the well-definedness of some
smoothing-type algorithm, it is fundamental to ensure the solvability of Newton equations appearing in the smoothing-
type algorithm.
In the smoothing-type algorithm for many optimization problems in ℜn, the solvability of Newton equations is usually
determined by the invertibility of the matrix of the form
N¯ =

M −I
X Y

,
where M, I, X, Y ∈ ℜn×n, I is the identity matrix, and both X and Y are positive diagonal matrices. Kojima et al. showed
in [13, Lemma 4.1] that N¯ is invertible if and only if M is a P0-matrix (i.e., for every 0 ≠ x ∈ ℜn, there exists an xk ≠ 0
such that xk(Mx)k ≥ 0). Such a result plays an important role in some algorithms for solving many optimization problems
in ℜn, such as smoothing-type algorithms for solving complementarity problems (CPs) [1–3,5] and variational inequality
problems (VIPs) [6–9].
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The second-order cone complementarity problem (SCCCP) is to find an x = (x1, x2) ∈ ℜ × ℜn−1 such that
x ≽ 0, f (x)+ q ≽ 0, ⟨x, f (x)+ q⟩ = 0, (1.1)
where ⟨·, ·⟩ is the Euclidean inner product, f : ℜn → ℜn, and≽ is a partial order induced by
K := Kn1 ×Kn2 × · · · ×Knm (1.2)
(i.e., x ≽ 0 means x ∈ K . Similarly, x ≻ 0 means x ∈ int K , the interior of K), where integers m ≥ 0, n1, . . . , nm ≥ 0,
n1 + · · · + nm = n, and everyKni is a second-order cone defined byKni := {(x1, x2) ∈ ℜ × ℜni−1 : ‖x2‖ ≤ x1} with ‖ · ‖
denoting the Euclidean norm. The SOCCP has been studied extensively in the literature (see, for example, [14–19]). In this
paper, unless stated otherwise, we assume thatK = Kn. We shall show that, in smoothing-type algorithms for the SOCCP,
the solvability of Newton equations is determined by the invertibility of the matrix in the form of
N :=

M −I
X Y

, (1.3)
where I is the identity matrix,M is the Fréchet derivative of f at x, and (X, Y ) ∈ Ω1 withΩ1 being defined by
Ω1 :=

(X, Y ) ∈ ℜn×n ×ℜn×n
X, Y are two symmetric positivedefinite matrices and XY = YX

. (1.4)
Thus, it is necessary to investigate the invertibility of the matrix N defined by (1.3) in order to develop smoothing-type
algorithms to solve the SOCCP. A natural question is whether the result on the invertibility of the matrix N˜ can be extended to
the matrix N or not? If not, which condition for M can ensure that the matrix N defined by (1.3) with (X, Y ) ∈ Ω1 is invertible?
In this paper, we show that N is invertible for any (X, Y ) ∈ Ω1 if and only ifM ∈ Ω2 whereΩ2 is defined by
Ω2 := {M ∈ ℜn×n : QMQ T is a P0-matrix for any orthogonal matrix Q }, (1.5)
and that M ∈ Ω2 if and only if M is a positive semidefinite matrix. As mentioned above, we shall show that the solvability
of Newton equations is determined by the invertibility of the matrix in the form of N defined by (1.3). In particular, such a
system of Newton equations is solvable ifM is positive semidefinite. Our results also show that the assumption thatM is a
P0-matrix is not enough to ensure the solvability of such a system of Newton equations, which is different from the one of
the existing smoothing-type algorithms for solving many optimization problems inℜn.
The rest of this paper is organized as follows. In Section 2, we show that a matrix belongs to Ω2 defined by (1.5) if and
only if such a matrix is a positive semidefinite matrix, and discuss the invertibility of the matrix N with (X, Y ) ∈ Ω1. In
Section 3, we discuss the solvability of Newton equations appearing in the smoothing-type algorithm for the SOCCP. Some
remarks are also given in this section.
In our notation, all vectors are column vectors, I := {1, 2, . . . , n}, the superscript T denotes transpose, ℜn denotes the
space of n-dimensional real column vectors, ℜn×n denotes the space of n × n real matrices, and Df (x) denotes the Fréchet
derivative of f (·) : ℜn → ℜn at x. For any vectors u, v ∈ ℜn, we denote by ui the ith component of u, and write (uT , vT )T as
(u, v) for simplicity.
2. Invertibility of the matrix N
In this section, we show that a matrix belongs toΩ2 defined by (1.5) if and only if such amatrix is a positive semidefinite
matrix, and then discuss the invertibility of the matrix N defined by (1.3) with (X, Y ) ∈ Ω1 defined by (1.4).
We first recall some basic concepts and results.
Definition 2.1. GivenM ∈ ℜn×n and f : ℜn → ℜn.
(i) M is called a positive semidefinite matrix if xTMx ≥ 0 for every x ∈ ℜn; and a P0-matrix if for every 0 ≠ x ∈ ℜn, there
exists xk ≠ 0 such that xk(Mx)k ≥ 0.
(ii) f is a monotone function if for any x, y ∈ ℜn, ⟨x− y, f (x)− f (y)⟩ ≥ 0; and a P0-function if for every x ≠ y ∈ ℜn, there
exists xk ≠ yk such that (xk − yk)(f (x)− f (y))k ≥ 0.
Proposition 2.1. Given M ∈ ℜn×n and f : ℜn → ℜn, the following are known.
(i) M ∈ ℜn×n is a P0-matrix if and only if all its principal minors are nonnegative.
(ii) If f : ℜn → ℜn is Fréchet differentiable, then f is a monotone function if and only if Df (x) is a positive semidefinite matrix
for any x ∈ ℜn.
By using Definition 2.1 and Proposition 2.1, we establish the following necessary and sufficient condition.
Theorem 2.1. M ∈ Ω2 (see (1.5)) if and only if M is a positive semidefinite matrix.
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Proof. Firstly, assume thatM is a positive semidefinite matrix, we show thatM ∈ Ω2. For any x ∈ ℜn and any orthogonal
matrix Q , by the definition of the positive semidefinite matrix and the property of the orthogonal matrix, we have xTMx =
(Qx)TQMQ T (Qx) ≥ 0. Thus, there exists i ∈ I such that (Qx)i ≠ 0 and (Qx)i(QMQ T (Qx))i ≥ 0, which implies that QMQ T is
a P0-matrix because of the arbitrariness of x and Q . So,M ∈ Ω2.
Secondly, assume that M ∈ Ω2, we show that M is a positive semidefinite matrix. For any x ∈ ℜn, we need to prove
that xTMx ≥ 0. Without loss of generality, we assume that x ≠ 0. Construct a orthogonal matrix Q¯ with its first row being
xT
‖x‖ . Then Q¯M(Q¯ )
T is a P0-matrix since M ∈ Ω2. Thus, by using Proposition 2.1(i), we obtain that xTMx‖x‖2 , as one of the first
order principal minors of Q¯M(Q¯ )T , is nonnegative. Furthermore, xTMx ≥ 0, which implies thatM is a positive semidefinite
matrix. 
Now, we discuss the invertibility of the matrix N defined by (1.3).
Theorem 2.2. Suppose that the matrix N and the set Ω1 are defined by (1.3) and (1.4), respectively. Then, the matrix N for any
(X, Y ) ∈ Ω1 is invertible if and only if M is inΩ2 defined by (1.5).
Proof. Letw := (u, v) ∈ ℜn×ℜn. Suppose that (X, Y ) ∈ Ω1 is an arbitrary given pair of matrices. Then, the corresponding
matrix N is invertible if and only if Nw = 0 implies u = v = 0. From Nw = 0 we have
Mu− v = 0 and Xu+ Yv = 0. (2.1)
Since both X and Y are symmetric positive definite matrices and XY = YX , there exists an orthogonal matrix Q such that
X = Q TΛXQ and Y = Q TΛYQ (2.2)
with bothΛX andΛY being positive diagonal matrices. Combining (2.1) with (2.2), we obtain that Nw = 0 if and only if
QMQ T −I
ΛX ΛY

QuQ T
QvQ T

= 0.
It is evident that QuQ T = QvQ T = 0 if and only if u = v = 0. Thus, by [13, Lemma 4.1] we obtain that for arbitrary given
(X, Y ) ∈ Ω1, the corresponding matrix N is invertible if and only if QMQ T is a P0-matrix.
Furthermore, the arbitrariness of (X, Y ) ∈ Ω1 implies the arbitrariness of the orthogonal matrix Q such that QMQ T is
a P0-matrix; and the converse result also holds. Thus, we obtain that for any (X, Y ) ∈ Ω1, the corresponding matrix N is
invertible if and only if for any orthogonal matrix Q , QMQ T is a P0-matrix. This implies the desired result. 
Combining Theorems 2.1 and 2.2, it is easy to get the following result.
Corollary 2.1. Suppose that the matrix N and the set Ω1 are defined by (1.3) and (1.4), respectively. Then, the matrix N for any
(X, Y ) ∈ Ω1 is invertible if and only if M is a positive semidefinite matrix.
3. Solvability of Newton equations
In this section, we apply the results obtained in the last section to investigate the solvability of Newton equations
appearing in the smoothing-type algorithm for solving the SOCCP.
3.1. Basic concepts and results
We recall some basic concepts and results of the second-order cone (see, for example, [14,20]).
For any x = (x1, x2), y = (y1, y2) ∈ ℜ × ℜn−1 with n ≥ 1, we define the Jordan product ◦ by
x ◦ y :=
 ⟨x, y⟩
x1y2 + y1x2

.
Weuse x2 to denote x◦x; and e := (1, 0) ∈ ℜ×ℜn−1 to denote the identity element. If x = y2 and y ∈ K , then x has a unique
square root, denoted by
√
x. For any x ∈ ℜn, we define [x]+ to be the nearest-point (in the Euclidean norm) projection of x
ontoK .
For any x = (x1, x2) ∈ ℜ×ℜn−1, the spectral decomposition of x is given by x = λ1u(1)+ λ2u(2), where λi (i = 1, 2) and
u(i) (i = 1, 2) are the spectral values and the associated spectral vectors of x, respectively, with
λi := x1 + (−1)i‖x2‖, and u(i) := 12

1
(−1)ixˆ2

, i = 1, 2, (3.1)
here, if x2 ≠ 0 then xˆ2 := x2‖x2‖ , and otherwise, xˆ2 ∈ ℜn−1 is arbitrarily taken satisfying ‖xˆ2‖ = 1. It is obvious that the
spectral decomposition of x is unique if x2 ≠ 0. It is easy to verify that
u(1) ◦ u(2) = 0, (u(1))2 = u(1), (u(2))2 = u(2), u(1) + u(2) = e. (3.2)
N. Lu, Z.-H. Huang / Journal of Computational and Applied Mathematics 235 (2011) 2270–2276 2273
Any pair of vectors {u(1), u(2)} that satisfies properties in (3.2) is called a Jordan frame. It can be shown that every Jordan
frame {u(1), u(2)} is of the form (3.1). We call elements x and y operator commute if they share a Jordan frame, i.e.,
x = λ1u(1) + λ2u(2) and y = γ1u(1) + γ2u(2)
for a Jordan frame {u(1), u(2)}.
Associated with each vector x ∈ ℜn, there is an arrow-shaped symmetric matrix Lx defined by
Lx :=
[
x1 xT2
x2 x1In−1
]
,
where In−1 is the (n− 1)× (n− 1) identity matrix. Obviously,
• Lxy = x ◦ y for any x, y ∈ ℜn; and
• x ∈ Kn (intKn, respectively) if and only if Lx is positive semidefinite (positive definite, respectively).
Some basic results are listed in the following proposition.
Proposition 3.1. Let x = (x1, x2), y = (y1, y2) ∈ ℜ × ℜn−1 with n ≥ 1. Then the following results hold.
(i) If x ≽ 0, y ≽ 0, and x ≽ y, then√x ≽ √y.
(ii) x and y operator commute if and only if LxLy = LyLx.
(iii) x and y operator commute if and only if x2 = 0 or y2 = 0 or x2 and y2 are proportional.
Proof. The results given in (i), (ii), and (iii) can be found from [14, Proposition 3.4], [20, Theorem 6], and [20, Corollary 7],
respectively. 
3.2. Smooth approximation of the SOCCP
For any x, y ∈ ℜn and µ ∈ ℜ, we use the following function:
φµ(x, y) = x+ y−

(x− y)2 + 4µ2e, (3.3)
where e is the identity element. The function φµ is a special case of the CM function proposed in [14].
Proposition 3.2. Let x = (x1, x2), y = (y1, y2) ∈ ℜ × ℜn−1 with n ≥ 1 and µ > 0. Then the following results hold.
(i) Denote zµ :=

(x− y)2 + 4µ2e with µ > 0. Then, the function zµ is continuously differentiable everywhere with
Dxzµ = L−1zµ Lx−y, Dyzµ = L−1zµ Ly−x. (3.4)
where Dxzµ and Dyzµ denote the partial Fréchet derivative of zµ at (x, y)with respect to x and y, respectively. Furthermore,
φµ(x, y) defined by (3.3) is continuously differentiable at any (x, y) with µ > 0.
(ii) Denote φ0 := limµ→0+ φµ. Then φ0(x, y) = x−[x−y]+. In addition, φ0(x, y) = 0 if and only if x ≽ 0, y ≽ 0, and ⟨x, y⟩ =
0.
(iii) x ≻ 0, y ≻ 0, x ◦ y = µ2e if and only if x+ y = (x− y)2 + 4µ2e. In each case, x and y operator commute.
Proof. The results in (i) can be obtained in a similar way as the proof of [15, Proposition 1]; and the results in (ii)
hold from [14, Proposition 4.1]. In addition, the first result given in (iii) can be obtained in a similar way as the proof
of [14, Proposition 4.2(b)]. In the following, we consider the second result given in (iii), i.e., assume that x ≻ 0, y ≻ 0,
x ◦ y = µ2e, we show that x and y operator commute. By the assumption we have
x1 > 0, y1 > 0, x1y2 + y1x2 = 0.
This implies that x2 and y2 are proportional. Thus, from Proposition 3.1(iii) we obtain that x and y operator commute. 
Define
Hµ(x, y) :=
[
f (x)+ q− y
φµ(x, y)
]
.
Then, by Proposition 3.2(i) we know that Hµ(x, y) is continuously differentiable at any x, y ∈ ℜn when µ > 0; and by
Proposition 3.2(ii) we obtain that
H0(x∗, y∗) = 0⇐⇒ (x∗, y∗) solves the SOCCP (1.1).
Thus, one may use some Newton-type method to solve iteratively the smoothing equations Hµ(x, y) = 0 with µ > 0 and
make the smoothing parameter µ gradually tend to zero so that a solution of the SOCCP (1.1) can be found. This is the
so-called smoothing-type algorithm for the SOCCP.
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3.3. Solvability of Newton equations
In smoothing-type algorithms, it is fundamental to solve the Newton equations at each iteration of the algorithm. For
any µ > 0, Hµ(·, ·) is continuously differentiable. We use DHµ(x, y) (Df (x), respectively) to denote the Fréchet derivative
of the function Hµ(·, ·) at (x, y) (f (·) at x, respectively). Then,
DHµ(x, y) =

Df (x) −I
I − Dxzµ I − Dyzµ

, (3.5)
where Dxzµ and Dyzµ are given in Proposition 3.2. Thus, Newton equations can be written as
DHµ(x, y)△z = −Hµ(x, y) with △z = (△x,△y).
Obviously, the solvability of Newton equations is equivalent to the invertibility of the matrix DHµ(x, y).
Theorem 3.1. Suppose that µ > 0. Then the invertibility of the matrix DHµ(x, y) is equivalent to the invertibility of the matrix
Nˆ :=

Df (x) −I
Lzµ−(x−y) Lzµ+(x−y)

, (3.6)
where zµ :=

(x− y)2 + 4µ2e, and (Lzµ−(x−y), Lzµ+(x−y)) ∈ Ω1 withΩ1 being defined by (1.4).
Proof. Suppose that DHµ(x, y)△z = 0 where△z = (△x,△y), by (3.4) and (3.5) we have
Df (x)△x−△y = 0 (3.7)
△x+△y− L−1zµ [Lx−y △ x+ Ly−x △ y] = 0. (3.8)
It is easy to see that (3.8) is equivalent to
Lzµ−(x−y)△x+ Lzµ+(x−y)△y = 0.
Thus, we have that (3.7) and (3.8) are equivalent to
Df (x) −I
Lzµ−(x−y) Lzµ+(x−y)
△x
△y

= 0, (3.9)
which shows that the invertibility of DHµ(x, y) with µ > 0 is equivalent to the invertibility of Nˆ . In the following, we
only need to prove that (Lzµ−(x−y), Lzµ+(x−y)) ∈ Ω1 which ensures that the matrix Nˆ defined by (3.6) is of the form N with
(X, Y ) ∈ Ω1. In fact, we have following results.
• Since zµ2 = (x−y)2+4µ2e ≻ (x−y)2, we can obtain that zµ−(x−y) ≻ 0 and zµ+(x−y) ≻ 0 hold by Proposition 3.1(i).
Thus, Lzµ−(x−y) and Lzµ+(x−y) are two symmetric positive definite matrices.
• It is easy to obtain that
[zµ − (x− y)] ◦ [zµ + (x− y)] = zµ2 − (x− y)2 = 4µ2e.
Thus, it follows from Proposition 3.2(iii) that zµ − (x − y) and zµ + (x − y) operator commute. Furthermore, by
Proposition 3.1(ii) we have that Lzµ−(x−y)Lzµ+(x−y) = Lzµ+(x−y)Lzµ−(x−y).
Thus, the invertibility of the matrix DHµ(x, y)with µ > 0 is equivalent to the matrix Nˆ is invertible, and the matrix Nˆ is in
the form of N with (Lzµ−(x−y), Lzµ+(x−y)) ∈ Ω1. This completes the proof. 
By combining Proposition 2.1(ii) with Corollary 2.1 and Theorem 3.1, we obtain the following result.
Corollary 3.1. Suppose that µ > 0 and f is a continuously differentiable monotone function. Then the matrix DHµ(x, y) defined
by (3.5) is invertible.
In the following, we give some remarks.
Remark 3.1. (i) Suppose that {(µk, xk, yk)} is a sequence generated by some smoothing-type algorithm for the SOCCPwith
all µk > 0. Then, for any k, it follows from the proof of Theorem 3.1 that
(Lzkµk−(xk−yk), Lzkµk+(xk−yk)) ∈ Ω1 where z
k
µk
:=

(xk − yk)2 + 4µ2ke.
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Thus, there exists an orthogonal matrix such that Lzkµk−(xk−yk) and Lzkµk+(xk−yk) can be diagonalized simultaneously.
Denote
Qˆk :=

Qk
Qk is an orthogonal matrix; and (Qk)
T Lzkµk−(xk−yk)Qk
and (Qk)T Lzkµk+(xk−yk)Qk are diagonal matrices

;
Ωˆ :=
∞
k=0
Qˆk;
Nˆk :=

Df (xk) −I
Lzkµk−(xk−yk) Lzkµk+(xk−yk)

, k ∈ {0, 1, 2, . . .}.
Then, we have the following results.
(a) For any given k, the matrix Nˆk is invertible if and only if there exists a matrix Qk ∈ Qˆk such that QkDf (xk)(Qk)T is a
P0-matrix.
(b) All matrices in {Nˆk} are invertible if and only if there exists a sequence of matrices {Qk} ⊆ Ωˆ with every Qk ∈ Qˆk
such that every QkDf (xk)(Qk)T is a P0-matrix.
(ii) In the iteration process of the smoothing-type algorithm for the SOCCP, the arbitrariness of starting point and some
unpredictability of iteration points in the iteration process lead to a wide range of matrices Lzµ−(x−y) and Lzµ+(x−y).
Thus, by combining the above (i) with Theorem 3.1 and Corollary 2.1, it is easy to see that the condition to ensure the
invertibility of DHµ(x, y) given in Corollary 3.1 is almost sufficient and necessary in the sense of probability, that is to
say, the assumption that Df (x) is a positive semidefinite matrix is almost sufficient and necessary for the solvability of
Newton equations in the sense of probability.
(iii) The above discussions are for the SOCCP (1.1) withK = Kn. IfK is given by (1.2), then similar results can be obtained
butwith some slight differences. For example, a result similar to Theorem3.1 canbeobtained as follows: the invertibility
of the matrix DHµ(x, y)with µ > 0 is equivalent to the invertibility of the matrix
Df (x) −I
Lzµ−(x−y) Lzµ+(x−y)

,
where Lzµ−(x−y) and Lzµ+(x−y) are two block-diagonal matrices, say
Lzµ−(x−y) :=
Lˆ1 . . .
Lˆnm
 and Lzµ+(x−y) :=
L˜1 . . .
L˜nm
 ,
and for any i ∈ {1, 2, . . . , nm}, both matrices Lˆi, L˜i ∈ ℜni×ni are symmetric positive definite and LˆiL˜i = L˜iLˆi. By a similar
analysis, we may obtain the following results.
(I) If Df (x) is a semidefinite matrix, then the corresponding system of Newton equations is solvable.
(II) The assumption that Df (x) is a P0-matrix is not enough to ensure the solvability of the corresponding Newton
equations.
However, since both Lzµ−(x−y) and Lzµ+(x−y) have favorite block-diagonal structures, it is possible that the system
of Newton equations is solvable if Df (x) has some block-diagonal properties. In fact, Chen and Qi [21] investigated
the solvability of Newton equations appearing in the smoothing-type algorithm for solving the semidefinite linear
complementarity problem with the involved operator having the Cartesian P0-property. It should be noted that the
condition that Df (x) has the Cartesian P0-property reduces to that Df (x) is positive semidefinite whenK = Kn.
(iv) It is well known that, in the smoothing-type algorithm for solving many traditional optimization problems such as the
NCP and the VIP, the system of Newton equations is solvable if the involved function is a P0-function (see, for example,
[5,2,3,8,9]). However, the above discussions demonstrate that the assumption that f is a P0-function is not enough
to ensure the solvability of Newton equations appearing in the smoothing-type algorithm for the SOCCP. This is
an outstanding difference of the smoothing-type algorithm for the SOCCP from it for many traditional optimization
problems.
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