Unfalsified control is a data-driven, plant-model-free controller design method, which recursively falsifies controllers that fail to meet the specified performance requirement. In ellipsoidal unfalsified control, the region of controllers that are unfalsified, the unfalsified set, is described by an ellipsoid. Due to the combination of the performance requirement and controller structure, the approximate update of the unfalsified set can be computed analytically, resulting in a computationally cheap algorithm. Conditions for stability of ellipsoidal unfalsified control are presented, and the effectiveness of the proposed algorithm is shown in a simulation. ᭧
Introduction
Direct data-driven control design methods focus on finding a controller, using merely input-output data of the system. Since these methods do not require a plant model, the estimations and assumptions introduced in the plant modeling step are omitted. Additional motives to support data-driven control design are, e.g., a priori definition of controller complexity and adaptation to specific disturbances.
An emerging data-driven control design method is unfalsified control (Safonov & Tsao, 1997) . This data-driven, plant-modelfree control approach recursively falsifies controllers that fail to satisfy a performance requirement, given measured data and a specified control law. Conversely, if from the given measured data it cannot be concluded that the controller would fail, it is unfalsified.
A similar approach is observed in model invalidation (Chen & Wang, 1996; Poolla, Khargonekar, Tikku, Krause, & Nagpal, ଁ This paper was not presented at any IFAC meeting. This paper was recommended for publication in revised form by Associate Editor Raul Ordonez under the direction of Editor Miroslav Krstic.
* Corresponding author. 1994). However, unfalsified control omits the fallible detour of plant modeling and addresses the synthesis of "notdemonstrably unrobust" controllers directly.
E-mail addresses
Unfalsified control theory is employed in, e.g., Kosut (2000) , Tsao and Safonov (2001) , Safonov and Cabral (2001) , Cabral and Safonov (2004) , and Van Helvoort, De Jager, and Steinbuch (2005) .
If the scope is restricted to a fixed controller structure, the sets of controller parameters in the controller structure are regarded. In early works, the controller parameter space was gridded, resulting in a finite, but often large, set of candidate controllers. This restriction was lifted by applying a quadratic performance requirement to a control law, where the control parameters appear affine (Cabral & Safonov, 2004) . As a result, a continuous region of unfalsified control parameters can be regarded, hence, with infinitely many controllers.
Unfalsified control can be implemented with adaptation of the controller at the sample rate (continuous adaptation, Tsao & Safonov, 2001) or at a lower rate (e.g., batch adaptation, Woodley, How, & Kosut, 1999) . Continuous adaptation puts a hard constraint on the computational load during experimental implementation, since the method has to come up with a new unfalsified controller within one sample time. The computational load for batch adaptation seems harder, however, the batch implementation allows for longer calculation times, thereby relaxing the hard constraint. Because of the challenge of the hard constraint on the computational load, the focus of this work is on continuous adaptation.
When new measurement data becomes available the region of unfalsified control parameter sets is updated to reflect the new information. However, either this update results in an optimization to define the updated set (Woodley et al., 1999) , or the update is only realized for specific scenarios (Cabral & Safonov, 2004) .
In the work presented here, ellipsoidal unfalsified control (EUC) is introduced (Van Helvoort et al., 2005) . In EUC, the region of unfalsified control parameters, the unfalsified set, is described by an ellipsoid E(t k−1 ). At each time instance, new measurement data specifies a region of unfalsified controllers, U(t k ), which is a degenerate ellipsoid and is described by two parallel half-spaces. The unfalsified set is updated by approximating the intersection E(t k−1 ) ∩ U(t k ) with an ellipsoid E(t k ), which is outer bounding and of minimal volume. The ellipsoid E(t k ) can be computed analytically, therefore the update is fast and likely to be suited for unfalsified control with continuous adaptation.
Summarizing, with EUC:
• an infinite number of candidate controllers is regarded (a continuous region, in contrast to gridding the controller parameter space). Furthermore, no restrictions with respect to computational load are put on the size of the initial candidate controller set, • the same arithmetics are used every time step. As a result, the problem size does not grow with time, • several update scenarios are handled, e.g., one-sided update (single cut, see Section 3.9) and two-sided update (parallel cuts), and finally, • the expressions for the update of the unfalsified set are analytic, hence, no explicit optimization has to be performed to obtain a minimum-volume update. Therefore, the algorithm is computationally cheap and can be implemented in real time with an update rate of over 1 kHz on commodity hardware. This paper is organized as follows. Section 2 defines some preliminary notions. In Section 3, EUC is introduced, and it is shown that the design choices lead to an analytic update of the unfalsified set. In Section 4, conditions are given that guarantee stability of the proposed method, with the only assumption that a set of stabilizing and performing controllers exists amidst the candidate controllers. Section 5 provides an illustrative simulation example. Conclusions are presented in Section 6.
Preliminaries
Following the definitions used byÅström and Wittenmark (1995) , an adaptive controller is defined as a controller with adjustable parameters and a mechanism for adjusting the parameters. An adaptive control system is a control system with an adaptive controller. The candidate controller set is the set composed by time-invariant controllers with any of the possible parameters (Wang, Paul, Stefanovic, & Safonov, 2005) . Similar to Paul (2005) , a controller is considered stably causally-left-invertible (SCLI) if the corresponding fictitious reference generator (see Section 3.4) is causal and stable (Paul, 2005, Definition 9 ). These conditions ensure that the fictitious reference signal is uniquely determined by past and present measurement data and that the relating system is stable.
Ellipsoidal unfalsified control
In this section EUC is introduced. This theory uses the general framework of unfalsified control (Safonov & Tsao, 1997) and appends this framework with a suitable choice for the controller structure and the performance requirement. These choices guarantee an analytic solution to the update of the unfalsified set, enabling real-time online implementation. As a testbed a motion system is employed, which has a typical sample rate of 1 kHz.
Unfalsification of hypotheses
As a reaction to classical empiricism, the philosopher Karl Popper embraced the idea of falsification (Popper, 1934) . In his book, Popper argues that scientific theories can never be proven, merely tested and accordingly ratified or falsified. Clearly, this view is in contradiction to deductionism, which tries to deduce universal theories from observations. A famous example of this perspective is given by Popper's swan argument: no matter how many white swans one sees, the statement "all swans are white" is easily falsified by the observation of a single black swan (see Fig. 1 ).
Unfalsified control
The concept of unfalsified control is a framework for determining control laws whose ability to meet the given performance requirement is at least not invalidated (i.e., not falsified) by the experimental data. Instead of trying to find the best controller (at a certain time), it finds the set of controllers that is good enough (the set of controllers, for which it cannot be concluded from available data that they cannot meet the predefined performance requirement).
The need for gridding the controller parameter space, as was common in early works on unfalsified control, is overcome by the description of the set of candidate controllers by a continuous region. In Cabral and Safonov (2004) a quadratic performance requirement is applied to a control law where the control parameters appear affine. As a direct result, the unfalsified set is specified by an ellipsoid E(t k−1 ), which allows for the description of the entire set with simple algebraic equations, thereby reducing the computational load. New measurements define a new ellipsoid E p (t k ), and the intersection of both ellipsoids specifies the region containing the unfalsified control parameter sets, updated with the information of the new measurement. This intersection is approximated by an outer-bounding ellipsoid E(t k ), to ensure that no unfalsified parameter set is wrongly falsified and that an ellipsoidal region is maintained. In Cabral and Safonov (2004) , this outer-bounding ellipsoid is calculated by the ellipsoid algorithm (Boyd, El Ghaoui, Feron, & Balakrishnan, 1994) .
The major drawback of the ellipsoid algorithm, as applied by Cabral and Safonov (2004) , is that the algorithm uses a cutting plane through the center of the ellipsoid. As a result, this cutting plane can only be applied when the currently implemented control parameter set (center of the ellipsoid E(t k−1 )) is falsified. When the center is unfalsified, the ellipsoid is not changed and the newly acquired unfalsification information is discarded, which results in slow convergence because only a limited amount of information is used in computing the unfalsified set. Other algorithms can be used to tighter bound the approximation of the intersection of the two ellipsoids to improve convergence. However, as stated by Henrion, Tarbouriech, and Arzelier (1998) , "the problem of describing the ellipsoid of smallest volume that contains the intersection of given ellipsoids is NP-hard." Solutions often rely on iterative optimization procedures (such as LMI optimizations) and, although subject to extensive research for many years, only in a few exceptional cases the exact solution is known. The exact solutions are known, for instance, when the ellipsoid is exactly sliced in half (as in Cabral & Safonov, 2004) , when the centers of two intersecting ellipsoids coincide, or when at least one ellipsoid degenerates into two parallel half-spaces (Katsaggelos, Biemond, Schafer, & Mersereau, 1991; Maksarov & Norton, 1996; Pronzato & Walter, 1994; Ros, Sabater, & Thomas, 2002) . When these methods are applied to intersections that do not match these cases, an outer-bounding ellipsoid might result, however, it will not be of minimal volume, resulting in slow convergence.
To summarize, if no compromises are made with respect to convergence and accuracy, then the intersection procedure is computationally demanding.
In EUC, the problem of a computationally demanding intersection procedure is overcome by a suitable choice for the performance requirement and the controller structure, hence, without compromises with respect to convergence and accuracy.
Ellipsoidal unfalsified set
Consider the definition of the true unfalsified set. Definition 1. The true unfalsified set E tus is the set of controllers that are currently unfalsified by all available measurement data.
In EUC, the true unfalsified set is approximated by an ellipsoid. This ellipsoid is used as a representation for the true unfalsified set and will be denoted as the unfalsified set E(t k ).
The unfalsified set at time t k−1 is described by
with ∈ R p the controller parameters, c (t k ) ∈ R p the center of the ellipsoid and (t k−1 ) ∈ R p×p the symmetric, positive definite matrix that describes the shape of the ellipsoid.
Fictitious reference
The fictitious reference is a fictitious signal, used to evaluate the performance of a controller. For a given controller, the fictitious reference is defined as the reconstructed reference signal that would have resulted in exactly the measured input and output of the plant if that controller would have been implemented.
Let the controller be given by
or
with r(t k ) the (actual) reference, u(t k ) the control effort, y(t k ) the plant output, z −1 the discrete time shift operator (z −1 t k = t k−1 ) andˇ (t k ) the currently implemented controller parameters. Condition on the equivalence between (2) and (3) is that
The fictitious reference generator is constructed from (3), by consideration of general instead of the implementedˇ :
where u(t k ) follows from (2). The concept of a fictitious reference enables the evaluation of controllers, even if they were not in the loop at the time of the measurement. Exploiting this feature, for any set of controller parameters it can be verified whether the predefined performance requirement would be satisfied if these controller parameters had been implemented.
Performance requirement
A key issue in unfalsified control is the performance requirement. The ability of controllers to meet the predefined performance requirement directly determines whether a controller is unfalsified or not, see Safonov and Tsao (1997) .
Let the performance requirement be defined as a (timedependent) bound on the tracking error 0 < (t k ) < ∞ (Van Helvoort et al., 2005) plus a -weighted control effort, (t k ) > 0. Then, the region of controller parameters that is unfalsified by current measurement data at time t k is given by
with
Here, G m (z −1 ) is the desired closed loop dynamics and r fict is the fictitious reference, as introduced in (4). It should be noted that U(t k ) is empty forˆ (t k ) < 0. The introduction of the -weighted control effort therefore limits the control effort to |u(t k )| (t k )/ (t k ). An implication is that controllers with a large gain will be falsified if they result in a large control effort u(t k ).
Note that with (5) not only controllers are falsified that, ultimately, do not meet the performance requirement, but also those that are not able to do that starting from the current controller states. This implies that switching controller parameterš does not need any accompanying measures, like resetting the controller states, to guarantee a suitable transient.
Noise analysis
Since EUC does not employ any model of the plant, no distinction between plant output and noise can be made. At most a distinction can be made between a reproducible part and a nonreproducible part of y(t k ), part of which may originate from noise. The influence of the non-reproducible part of y(t k ) (as of the reproducible part, obviously) on e(t k ) and u(t k ) has to be bounded, otherwise the controller is falsified. The influence of the non-reproducible part of y(t k ) on e(t k ) and u(t k ) is affected by its magnitude and by the controller.
Let the non-reproducible part of y(t k ) be given by d(t k ) and be bounded byd. Let the influence of d(t k ) on the tracking error e(t k ) be bounded byē( ) and the influence of d(t k ) on the control effort u(t k ) be bounded byū( ). Then the influence of d(t k ) on the performance requirement (5) 
is bounded bȳ e( ) + (t k )ū( ).

Controllers for which the influence of d(t k ) on e(t k ) and u(t k )
is too large are falsified. Hence, by upper bounding the performance requirement (5) with (t k ), simultaneously the transfers of the non-reproducible part of y(t k ) to the error and to the control effort are bounded.
The maximum influence of the non-reproducible part of y(t k ) on the performance requirement isē( ) + (t k )ū( ) and the performance requirement of the "noisy" case as compared to the "noise free" case is as
. So, the effect of a non-reproducible part of y(t k ) can be seen as a tightening of the performance requirement, thereby reducing the change of feasibility. In the design of the adaptive control problem, a lower bound on (t k ) should be included, to assure (
Controller structure
Let the controller structure be chosen such that the fictitious reference, r fict ( , t k ), is affine in the controller parameters . Furthermore, let r fict ( , t k ) depend on u(t k ), y(t k ) and filtered versions thereof. Additionally, let r fict ( , t k ) depend on non-linear functions of u(t k−1 ), y(t k ) and past values thereof. Then, a general notation of the fictitious reference generator is given by
where u (z −1 ) and y (z −1 ) are vectors of asymptotically stable linear filters, ⊗ denotes the Kronecker product and f (u(t k−1 ), y(t k ), z −1 ) is a vector with non-linear convergent functions that are bounded in amplitude for all bounded u(t k−1 ) and y(t k ). Clearly, (10) defines the set of candidate controllers, as it follows that
For this controller to be SCLI the requirement is thatˇ 1 = 0. Although the fictitious reference generator (10) limits the selection of candidate controllers compared to (2), a large class can be represented (11). To see that the region U(t k ) (6) is a degenerate ellipsoid for (t k ) > 0, consider substitution of (10) in (7)
From (6) and (12) it follows that
Consequently, application of fictitious reference generator (10) with performance requirement (6) results in two parallel halfspaces (15), which can also be written as the degenerate ellipsoid (16).
Unfalsification
The set of controller parameters that is approximately unfalsified by all measurement data is given by ∈ (E(t k−1 ) ∩ U(t k )), since it is both approximately unfalsified by past measurement data ( ∈ E(t k−1 )) and unfalsified by current measurement data ( ∈ U(t k )).
Update ellipsoidal unfalsified set
For compliance with new measurement data and, moreover, for preservation of the ellipsoidal shape of the unfalsified set, the intersection E(t k−1 )∩U(t k ) is approximated by a minimumvolume outer-bounding ellipsoid E(t k ). Since U(t k ) is a degenerate ellipsoid, an analytic solution exists, as was shown by Pronzato and Walter (1994) . Five cases are distinguished:
is, symmetrically around the center, intersected by both hyper-planes of U(t k ) (Fig. 2d) . (Fig. 2e) .
Ellipsoid with parallel-cuts algorithm
Consider the ellipsoid E(t k−1 ), with its center defined by the vector c (t k−1 ) and its shape by the matrix (t k−1 ), see (1). To compute E(t k ), define the variables 
Note that the lower right part is inaccessible, since a + + a − = −2/ √ g < 0.
The indicators a + and a − correspond to the algebraic distance of c (t k−1 ) to the bounds of U(t k ), in the metric defined by (t k−1 ).
In Table 1 , the relations between the indicators a + and a − and the five distinctive cases, as are discussed here, are summarized.
For case (a), a + > 1 or a − > 1, and an empty intersection results. In this case, the algorithm should be terminated since the adaptive control problem is not feasible, or the requirement should be relaxed, e.g., by increasing (t k ).
For case (b), a + < − 1 or a − < − 1, and the corresponding bound does not cut the ellipsoid. To obtain the minimumvolume ellipsoid, (17) and (18) are replaced by
Subsequently, the applicable case with the modified bounds is considered (case (c) or (d)). For case (c), it holds that −1 a + 1 ∧ −1 a − 1 ∧ a + = a − . Additionally, consider the inequality
(Recall from (1) that p is the number of controller parameters). If inequality (22) does not hold, then E(t k−1 ) is the minimum-volume outer-bounding ellipsoidal approximation of the intersection, hence,
However, if inequality (22) holds, the intersection can be approximated by an ellipsoid of smaller volume, resulting in an update of E(t k ) as defined by (see Pronzato & Walter, 1994) 
For case (d), it holds that −1 a + 1∧−1 a − 1∧a + =a − = a. If, additionally, inequality (22) does not hold, then E(t k−1 ) is the minimum-volume outer-bounding ellipsoidal approximation of the intersection, hence, E(t k ) = E(t k−1 ) (as with case (c)). If, however, inequality (22) holds, E(t k ) is defined by
For case (e), a + <−1∧a − <−1, and, trivially, E(t k )=E(t k−1 ).
The ellipsoid E(t k ), as computed in this section, includes only points that are either in E(t k−1 ) or in U(t k ) (and includes all points that are both in E(t k−1 ) and in U(t k )). Furthermore, the volume of E(t k ) decreases monotonically, since either E(t k−1 ) is kept or it is replaced by an ellipsoid of smaller volume.
Controller selection
A controller that is unfalsified by the available measurement data is to be inserted in the loop. Or in other words, one controller inside E(t k−1 ) ∩ U(t k ) is to be implemented.
The selection of the controller that is to be implemented can depend on several criteria or it might even be chosen randomly within E(t k−1 ) ∩ U(t k ). Here, a deterministic selection is presented, which will be utilized in Section 4.3 to guarantee a limited number of switches per ellipsoid.
Consider the controller selection algorithm
withˇ (t k−1 ) the currently implemented controller parameters (as in (2)), and
Note that for | (t k )| > 1,ˇ (t k−1 ) is falsified by current measurement data (see (15)). Parameter , (32), determines the stepsize of the switching algorithm. Choosing = 0 corresponds to switching to the center of the unfalsified set, which is the point furthest from the bound of the unfalsified set, but which might be considered as aggressive switching. To decrease aggressiveness, up to = 1 might be chosen, which corresponds to a point on the boundary of the parallel half-spaces.
It is now proven that with (30) 
Lemma 2a. c (t k ) ∈ E(t k−1 ) ∩ U(t k ).
Proof. Ellipsoid E(t k ) is the minimum-volume outer-bounding ellipsoidal approximation of E(t k−1 ) ∩ U(t k ) (Pronzato & Walter, 1994) . Note that E(t k−1 ) ∩ U(t k ) is a convex region. Suppose that c (t k ) / ∈ E(t k−1 ) ∩ U(t k ), then two parallel halfspaces can be constructed with a + = 0, i.e., through c (t k ), and a − = −1, hence, a + a − = 0 < 1/p, such that E(t k−1 ) ∩ U(t k ) is entirely contained in U. Next, an ellipsoid can be constructed that outer bounds E(t k−1 ) ∩ U(t k ) and, moreover, that is of smaller volume then E(t k ). However, this smaller ellipsoid is in contradiction to E(t k ) being the minimal-volume approximation. Consequently, c (t k ) ∈ E(t k−1 ) ∩ U(t k ) has to hold.
Lemma 2b. Ifˇ (t k−1 ) ∈ E(t k−1 ), thenˇ (t k ) ∈ E(t k−1 )∩U(t k ).
Proof. First, observe that 0 (t k , ) 1 for | (t k )| > 1. Then, with (30) and Lemma 2a,
Next, it is proven that alsoˇ
, and hence, with (30),
With (33) and (34), (36) can be rewritten as
, from which with (15) it is concluded thať
Combination of (35) and (37) results iň
Corollary 3. Ifˇ (t 0 ) ∈ E(t 0 ), thenˇ (t k−1 ) ∈ E(t k−1 ).
Proof. Since E(t k ) ⊇ E(t k−1 ) ∩ U(t k ), (38) is sufficient to deduce thatˇ (t k ) ∈ E(t k ).
The corollary follows by repetition of Lemma 2b for t 1 up to t k−1 .
If the ellipsoid is not adapted, it can be shown thatˇ (t k ) is even in a tighter intersection:
Proof. The ellipsoid is not adapted at t k ∈ [t m+1 , t n ], which implies that E(t k )=E(t k−1 ) and, consequently, c (t k )= c (t k−1 ). With Lemmas 2a and 2b, c (t k )
and, with (30),
The lemma follows by repetition for t k up to t n .
From Lemma 4 it follows thatˇ (t n ) is in the strict intersection of E(t m−1 ) ∩ U(t m ) ∩· · ·∩U(t n ) even though E(t n )
is an outerbounding approximation. As a consequence, if a controller is in the falsified region U for any given time after convergence of the unfalsified set, it is ineligible for implementation, even if it still resides in E. This guarantees that the final controller is selected from the polytope within the half-spaces after convergence of the unfalsified set E, which typically is a tighter approximation of the true unfalsified set than E.
To prevent the selection ofˇ 1 (t k ) = 0, as is required to satisfy the SCLI property of the controller structure (11), additional measures have to be taken. In the case that coincidentally 1 (t k ) = 0 results from controller selection (30), a controller parameter set corresponding to a different ∈ [0, 1] should be chosen. This always results inˇ 1 (t k ) = 0, because the line segment connectingˇ 1 (t k−1 ) and c,1 (t k ) has at most 1 point of intersection with 1 = 0, which follows from the condition thať 1 (t k−1 ) = 0 (which by repetition is enforced by selection of 1 (t 0 ) = 0).
Summary and remarks
Several design choices are explicitly specified for EUC, such that a fast evaluation of an infinite number of candidate controllers is feasible. First, the unfalsified set is specified by an ellipsoid that describes a continuous unfalsified region. Second, the performance requirement (6) is adopted, which, in combination with a controller structure as given in (10), results in two parallel half-spaces. The intersection of the ellipsoid and the two parallel half-spaces is approximated by a minimumvolume outer-bounding ellipsoidal unfalsified set, which can be computed analytically.
An algorithm for the deterministic selection of the controller parameters to be implemented is given.
Stability of EUC
In the previous section, the EUC algorithm was introduced. In this section, the stability of an adaptive control system with the EUC algorithm is addressed. It is shown that, with some extensions, the stability of the adaptive control system can be guaranteed. At the end of this section, the results are summarized in a theorem.
EUC only considers the external, or input-output, behavior of a plant, in contrast to the internal, or state-space, behavior. This naturally leads to the stability concept of bounded-input bounded-output (BIBO) stability.
Definition 5 (BIBO stability). A system S with input v(t k )
and output w(t k ) is BIBO stable, if, for every v(t k ) ∈ {|v(t k )| s < ∞, ∀t k }, it holds that w(t k ) ∈ {|w(t k )| s < ∞, ∀t k } for some constants s and s . Otherwise, the system is said to be unstable.
In Stefanovic, Paul, and Safonov (2005) and Wang et al. (2005) , conditions are given for an adaptive control system to be stable. In short, these boil down to the following Lemma: In the remainder of this section, the three conditions from Lemma 6 will be elaborated upon for EUC. It should be noted that all considerations regard BIBO stability, with as input the reference and the output noise [r(t k ), d(t k )] T and as output the plant output and the control effort [y(t k ), u(t k )].
Feasibility
Consider the definition of feasibility, as is derived from Stefanovic et al. (2005) : Definition 7 (Feasibility). The adaptive control problem is said to be feasible if the candidate controller set contains at least a polytope E of controllers that achieve the stability and performance goals. Region E has a volume e > 0, but is unknown otherwise.
The feasibility condition is fulfilled by assumption. The controller structure is chosen rich enough, such that it is likely that this assumption will be fulfilled. No information is available (to the authors' knowledge) that predicts the feasibility of an adaptive control system if no plant model is available.
Discarding of demonstrably destabilizing controllers
Condition 2 is fulfilled for the combination of SCLI candidate controllers in combination with a cost detectable cost function .
SCLI candidate controllers
Consider the general notation of the EUC controller structure, as given in (9) From the observation that u (z −1 ), y (z −1 ), and f (u(t k−1 ), y(t k ), z −1 ) are stable, it can be concluded that the EUC controller structure is SCLI forˇ 1 = 0.
Cost detectability
Cost detectability means that the destabilizing behavior of a candidate controller is reflected in its performance index (Paul, Stefanovic, Safonov, & Akar, 2005) . For EUC, this implies that if a controller is demonstrably destabilizing from the data [y(t k ), u(t k )] T , it is falsified.
Recall that for =ˇ , it holds that r fict ( , t k ) = r(t k ). Only when =ˇ , e.g., when switching controller parameters, r fict ( , t k ) = r(t k ). As a consequence, for an unfalsified controllerˇ ,
, and the fictitious tracking error e fict (ˇ , t k 
Cost detectability of the adaptive system with performance requirement (5) is now proven by contradiction. Consider input [r(t k ), d(t k )] T bounded. Assume that the current controllerˇ will not be falsified, despite that it is demonstrably destabilizing from the data [y(t k ), u(t k )] T . Since the current controller is unfalsified, from the above it is inferred that the fictitious tracking error e fict (ˇ , t k ) → e(t k ) for increasing time t k . Additionally, since the current controller is destabilizing, y(t k ) and/or u(t k ) will be unbounded for bounded [r(t k (5) is violated. And for y(t k ) unbounded, e(t k ) is unbounded leading to e fict (ˇ , t k ) unbounded, which also violates (5). If (5) is violated, the current controller is falsified, which is in contradiction to the assumption that the current controller will not be falsified.
As is shown, with performance requirement (5) demonstrably destabilizing controllers are detected and falsified, therefore it is concluded that the performance requirement is cost detectable.
Limited number of switches
EUC uses an ellipsoidal description of the unfalsified set, which is continuous in the controller parameter space. Hence, an infinite number of candidate controllers is considered. To prove that condition 3 of Lemma 6 is fulfilled for EUC, the condition is split in two parts: first it is shown that, with a minor constraint, a finite number of distinctive ellipsoidal unfalsified sets can be guaranteed. Then it is shown that, again with a minor constraint, a finite number of controller switches per ellipsoid can be guaranteed. Hence, by combining these two parts, a finite number of overall controller switches can be guaranteed.
Limited number of ellipsoids
The volume of the ellipsoidal unfalsified set decreases monotonically. Furthermore, the volume is lower bounded by e, the volume of the polytope E by assumption of feasibility, see Section 4.1. Here, it is shown that a maximum volume ratio between two consecutive distinctive ellipsoids implies a limited number of ellipsoids.
Decrease of volume.
To address the decrease in volume of two consecutive distinctive ellipsoids, consider the volume ratio.
Lemma 8. The volume ratio V (t k ) between two consecutive distinctive ellipsoids for
Proof. The volume V (t k−1 ) of the unfalsified set E(t k−1 ) is given by
with V p the volume of the unit ball in R p and (t k−1 ) from (1). The volume ratio V (t k ) between two consecutive distinctive ellipsoids is given by
Consider a + = a − . Using (19) and (23), det( (t k )) can be expressed in terms of det( (t k−1 )):
Corollary 9. The volume ratio V (t k ) between two consecutive distinctive ellipsoids is given by
for a + = a − = a.
Proof. The result for a + = a − = a is obtained by using (28) to evaluate det( (t k )) in (41). The remainder of the derivation is similar to the proof of Lemma 8.
From Lemma 8 it can be concluded that the volume of the ellipsoids decreases when p (1 − ) < 1.
4.3.1.2. Intermezzo: two limit-cases. Two limit cases are considered, which bound the operating area of V (t k ):
• a + = −a − ⇒ = 1: As can be seen from Lemma 8, the volume ratio V (t k ) is 0 for = 1. Physically, this corresponds to the situation where the two parallel half-spaces, defined by the performance requirement, connect to each other, hence, no unfalsified set can exist. This, however, contradicts the assumption that there exists a polytope E of some volume e > 0 that is unfalsified at all times.
• a + a − = 1/p ⇒ = 0 ∧ = 1: As can be seen from Lemma 8, the volume ratio V (t k ) is 1 for = 0 ∧ = 1. This corresponds to the situation where the minimumvolume outer-bounding ellipsoidal approximation of the intersection, E(t k ), coincides with the previous ellipsoid E(t k−1 ).
Remark 10. These limit cases also hold for a + = a − (limit cases: a + = a − = 0 and a + = a − = − √ 1/p).
In Fig. 3 , a plot is shown of V (t k ) as a function of a + and a − for p =10, together with the two limit cases as are discussed here. As can be seen, in the area between these two bounds it holds that 0 < V (t k ) < 1.
Conditions for a finite number of ellipsoids.
The volume ratio between two consecutive distinctive ellipsoids is given in (39) and (43). Consider a constraint 0 < < 1 on the maximum-volume ratio
A sufficient condition to ensure (44) is to impose
between two consecutive distinctive ellipsoids, for some 0 < ( ) < 1. If ( )/p < a + a − 1/p, the additionally falsified region is neglected and the unfalsified set is not changed. This maximum-volume ratio is enforced in the EUC algorithm, by the substitution of (22) with (45). The value of ( ) can be derived from (39). It is observed, that for ( ) close to 1, arg max
for a fixed p.
To express the maximum number of ellipsoidal unfalsified sets, consider the volume V (t 0 ) of the initial unfalsified set, which is the largest possible volume of the unfalsified set. The volume of the nth ellipsoid is upper bounded by V (t 0 ) n . Next, consider the smallest possible volume e of the unfalsified set, which is given by the volume of polytope E. Then the number of distinctive ellipsoids n e is limited by
Limited number of switches per ellipsoid
In the previous subsection, it is shown that a finite number of updates of the ellipsoid is guaranteed. However, multiple controllers per ellipsoid might still result before the ellipsoid has to be updated. Therefore, in this subsection it is shown that the number of controller switches per ellipsoid can be limited.
First observe that several controllers can be chosen consecutively within the same ellipsoid, as a function of the location of U(t k ). However, this can only continue while a + a − > ( )/p, for otherwise the ellipsoid is to be updated. Next, observe that for the controller selection algorithm (30), all consecutive controllers for a given ellipsoid are on the same line segment
By enforcing a minimum stepsize on the controller adjustments, this line segment can be divided in to a maximum number of adjustments. Therefore, consider the substitution of (32) with the condition
for some 0 < < 1.
Then the maximum number of controller switches per ellipsoid n ce is given by
Remark 11. The maximum numbers of ellipsoidal unfalsified sets and controller switches per ellipsoid, as derived above, are not an accurate prediction of the actual attainable number of controller switches. They merely serve as a demonstration of the upper bound on the number of controller switches. Typically, the convergence is much faster, so less switches are used. (For the simulation example in Section 5, n e = log(4.2 × 10 −34 )/ log(0.999989) =7.0 × 10 6 , n ce = log(0.99/5)/ log(0.9) = 16, whereas the number of controller switches is 69.)
Summary and remarks
From Lemma 6 and Sections 4.1-4.3, the following theorem can be deduced: Proof. In Section 4.2 it is shown that demonstrably destabilizing controllers are discarded, when considering the EUC controller structure (10) and the ∞ performance requirement (6). From the feasibility of the adaptive control problem, it follows that there exists at all times an unfalsified set E(t k ) ⊇ E tus ⊇ E of candidate controllers, which is unfalsified. As the number of controller switches is limited by imposing ( ) < 1 and < 1, switching will eventually stop, resulting in a fixed controller that is unfalsified ∀t k , hence, that is stable ∀t k . Since the preceding is true for any bounded r(t k ) and d(t k ) for which the adaptive control problem is feasible, it can be concluded that the stability of the EUC adaptive system is unfalsified for all bounded r(t k ) and d(t k ) for which the conditions of Theorem 12 are fulfilled, and, hence, that the EUC adaptive system is stable.
Simulation results
In simulations, the effect of EUC has been evaluated. Consider the plant, as shown in Fig. 4 . The state-space model is given bẏ 
This controller structure incorporates dependencies on u(t k ), y(t k ) and low-pass terms. The last element of w(u(t k ), y(t k ), z −1 ) is chosen, to underline that EUC is not limited to linear controllers. The maximum volume ratio is constrained by setting ( ) = 0.99 < 1. This corresponds to = 0.999989, which is close to, but still smaller than, 1. The reference trajectory is given by
and reference model
The performance bound (t k ) is given by
The lower bound on (t k ) is included, to guarantee feasibility in the presence of the output disturbance, whereas the exponential term is included to limit the influence of transient behavior.
The volume of the polytope with stabilizing and performing controllers E is directly influenced by the magnitude of (t k ). The factor (t k )=0.018 is chosen such that the control effort at t k = 100 s is bounded by |u(100)| < (100)/ (100) = 1. The algorithm is initialized with
The initial valueˇ (0) corresponds to a P -controller with gain 0.01 (1/ˇ 1 ) (which, in fact, destabilizes the system due to the phase lag caused by the zero-order hold). The stepsize of the controller parameter update is set to = 0.9. Fig. 6 shows the tracking error G m (z −1 )r(t k ) − y(t k ) of the EUC adaptive system. Due to the destabilizing controller C(ˇ (0)), initially the tracking error grows rapidly and crosses the unfalsification bound after 0.4 s (not visible in the plot, due to clipping of the y-axis). Therefore, the current controller parameters are falsified and they are updated. This process is repeated whenever the performance requirement is not met by the current controller. In Fig. 7 , the controller parametersˇ (t k ) are shown as a function of time, together with the center of the ellipsoidal unfalsified set c (t k ). If the current controller is unfalsified, the controller parameters are unchanged. The center c (t k ) on the other hand changes almost continuously. The edges of E for the separate variation per parameter ( c,i ± −1/2 i,i ) are also shown in Fig. 7 . Over time the orientation of U changes, which is inherited in E due to the outer-bounding update, resulting in the "lobes" on the edges of E. Nevertheless, still the volume of E decreases monotonically.
Even though = 0.9, the controller selection (30) results in aˇ ∈ E(t k−1 ) ∩ U(t k ) that is closer to c than to the edges of E(t k ) for this example, because the bounds of E(t k−1 ) ∩ U(t k ) are tighter than the bounds of E(t k ) ⊇ E(t k−1 ) ∩ U(t k ) (outerbounding approximation).
For this simulation example with known plant, the root locus of the poles and zeros are computed. In Fig. 8, a the root loci, nevertheless, for all admissible values a similar shape results.
Remark 13. Experiments have been performed on an industrial motion system. However, due to the scope of this work and space limitations, these results are omitted here. The findings of these experiments will be published in future work of the authors. For preliminary experimental results, the reader is referred to (Van Helvoort et al., 2005) .
Conclusion
In this paper, ellipsoidal unfalsified control (EUC) is proposed as a data-driven, plant-model-free controller design method. The method approximates the unfalsified set with an ellipsoid. The performance requirement is defined as an ∞ bound, which defines two half-spaces in the controller parameter space, containing the controllers that are falsified by the current measurement. It is shown that the update of the unfalsified set can be computed analytically.
The proposed update algorithm ensures that the volume of the unfalsified set will never increase and that the ellipsoid E(t k ) includes only points that are either in E(t k−1 ) or in U(t k ).
It is shown that sufficient conditions for EUC to be stable are: (1) feasibility of the adaptive control problem, (2) SCLI candidate controllers, that, in combination with the performance requirement, discard demonstrable destabilizing controllers, and (3) a limited number of controller switches. The latter is accomplished, by imposing a minimum decrease on the volume of the unfalsified set between two consecutive distinctive ellipsoids and a minimum stepsize on the controller adjustments.
Since the computation of the update is fast, EUC can be implemented with continuous adaptation in real-time as is demonstrated with experiments on motion systems, which require a typical update rate of 1 kHz.
