Abstract-Calibration is a crucial step to obtaining three-dimensional (3-D) measurement using video camera-based stereo systems. Approaches based on epipolar geometry are particularly appealing as there is no need to know the 3-D position of the control points a priori and because the solution is found by solving a set of linear equations through matrix manipulation. Indeed, all the parameters can be determined except for the pair of principal points, which poses a considerable drawback. Whereas in low-accuracy systems (two-dimensional measurement error 0.2 pixels) such points can be assumed to lie at the image center without degrading the overall 3-D accuracy, in high-accuracy systems their true position must be computed accurately. In this case, all the calibration parameters (including the principal points) can still be estimated through epipolar geometry, but it is necessary to minimize a highly nonlinear cost function. It is shown here that by combining two evolutionary optimization strategies this minimization can be carried out, both efficiently (in quasi-real time) and reliably (avoiding local minima). The resulting strategy, which we call enhanced evolutionary search (EES), allows the full calibration of a stereo system using only a rigid bar; this simplicity is a definite step forward in stereo-camera calibration. Moreover, EES can be applied to a wide range of applications where the cost function contains complex nonlinear relationships among the optimization variables.
the 3-D space correctly, the video camera-based stereo system must be calibrated, i.e., the parameters that determine its geometry must be determined. Such parameters are the orientation and location of one camera with respect to the other (external parameters), and the focal length and the principal point of each camera (internal parameters) [see Fig. 1(a) ]. The principal points, defined as the intersection of the optical axis with the image plane, are of particular importance as they are the parameters involved in the optimization.
In the classical calibration approach, the parameters are computed from a set of 3-D control points positioned precisely in an external 3-D reference frame [5] , [6] . Reliable parameters are obtained by distributing the points throughout the entire working volume, which requires large support structures. These structures must be constructed accurately to achieve high accuracy in estimating the parameters; thus, this approach is very expensive. Moreover, these large structures must be moved and positioned accurately within the working volume, making calibration both laborious and complex. To avoid this, self-calibration algorithms have been developed, mainly in photogrammetry with bundle adjustment [7] , [8] and in computer vision with the structure-from-motion (SfM) approach [9] [10] [11] . The most general approach is that of bundle adjustment, both the 3-D position of the control points and the calibration parameters being estimated. This formulation leads to a nonlinear least squares estimate, which is susceptible to local minima unless initialized carefully. A more appealing solution is that offered by SfM 1 ; in this case, calibration is reduced to the estimation of the nine entries of a 3 3 matrix, called the fundamental matrix [13] , (3) . The result is a linear homogeneous system that does not need any initialization and can be solved by matrix manipulation. However, SfM is limited in that it cannot estimate more than eight calibration parameters [14] , (1) , which are the relative location and orientation of one camera with respect to the other and the two focal lengths [11] , [15] , [16] . The principal points must be determined apart. As a first approximation, they can be assumed to lie at the image center; only when the measurement error is high is this approximation considered adequate [17] . In reality, the principal points can be offset with respect to the image center by several pixels due to imperfect assembling of the optical system (Table IV) . This leads to relevant error in estimating the other calibration parameters and, in turn, to poor 3-D reconstruction accuracy when 2-D measurement error 0.2 pixels root-mean-square error (rms). In this case, the position of the principal points must be determined precisely. To do this, we reframed calibration into an optimization problem, where an adequate cost function [see (4) ] is minimized with respect to all the calibration parameters [15] . However, gradient-based algorithms fail to compute the global minimum unless initialized carefully (Section V-A and Table III ) and global search algorithms (that have to work in a 12-fold parameter space) are too slow for such an application. This prompted us to derive a cost function where only the two principal points are the optimization parameters, all the other calibration parameters being determined by SfM [see (5) ]. This reduces the optimization space to four dimensions. The price to be paid is that the resulting cost function is hard to optimize through gradient-descent algorithms, as SfM involves matrix operations like singular value decomposition and sign checks. We show here that combining two different evolutionary optimization algorithms generates a reliable and global optimization procedure that efficiently solves the calibration problem. The procedure requires only pairs of matched points and one 3-D metric information. Thus, the calibration tool we are now proposing is a simple rigid bar carrying markers at its ends. Moving the bar within the working volume [see Fig. 1(b) ] collects the required calibration points and 3-D metric information easily [14] .
The paper is arranged as follows: Section II briefly describes the stereo-camera calibration problem, Section III introduces the cost function and the optimization problem, Section IV describes the enhanced evolutionary search (EES) optimization, and Section V reports and discusses the results on simulated and real data in terms of computational load, reliability, and 3-D accuracy. The conclusions are drawn in Section VI and a full taxonomy is summarized in Appendix A.
II. CALIBRATION OF A STEREO-CAMERA SYSTEM
The image of a 3-D point on the target of a video-camera can be described as a perspective projection of on [see Fig. 1(a) ] through the center , expressed in homogenous notation in a single matrix equation [10] (1)
The matrix defines a linear projective mapping model that is adequate if distortions are sufficiently weak or corrected in advance [5] , [19] . Equation (1) contains the following calibration parameters:
is the location of the camera, is the orientation (function of the three independent orientation angles ), is the focal length, and is the principal point of the camera. When the 3-D coordinate system is located in the perspective center of one camera with two axes parallel to those of the image plane, for that camera, (1) can be rewritten as for the first camera (2a) for the second camera.
(2b)
Let us now consider the three vectors , , (Fig. 1) . These lie in a single plane; taking into account Eq. (2a) and (2b), Eq. (1) can be written as the following homogeneous linear system [11] ( 3) where is the fundamental matrix and contains all the calibration parameters. The nine entries of can be obtained through linear least squares estimation when at least eight 2-D matched points are available from the two cameras. From , we can compute the focal lengths, the relative orientation, and the relative location vector (with unit norm ) through matrix manipulation that includes singular value decomposition and sign checking [11] , [14] . The true relative location vector ( ) can be recovered, taking into account that the 3-D scale factor is the ratio of the true 3-D distance between two calibration points to the distance between the 3-D position of the same points reconstructed with the estimated parameters [14] , [18] . When the rigid bar is used as the calibration object, a large number of distances (those between the bar ends) can be collected easily; this facilitates the reliable estimation of the 3-D scale factor by averaging its value over all the collected bars. Fig. 2(a) shows the flow chart of SfM calibration [10] , [14] ; the only parameters left at this stage are the principal points.
III. CALIBRATION THROUGH OPTIMIZATION
The key observation is that any bias in the calibration parameters is reflected in the accuracy of the reconstruction of the 3-D position of the bar ends [ , in Fig. 1(a) ], and their mutual distance [ in (B7)]. Another geometrical quantity affected by the calibration error is the distance between the two optical rays belonging to the same 3-D point [ in (B6) and ,and in Fig. 1(a) ]. These two geometrical quantities form our cost function (4) where number of surveyed bars; true distance between the bar ends and ; bar length reconstructed at time . The variables and are the intersection error for the two bar ends at time (Appendix B) and and are weight factors. When , their values have been shown not to be critical for convergence [14] . In our experiments, and were set equal to 1 and 0.1, respectively.
A search for the calibration parameters that minimize (4) implies searching a 12-fold parameter space that is incompatible with the time requirements of real video systems. The solution was to partition the parameters into a first set S ( , , , , and ), determined in closed form through SfM from a pair of principal points and matched pairs of 2-D points S and a second set consisting only of the two principal points S ( ), which have to be determined through evolutionary optimization. In this framework, the cost function can be rewritten as , , which is a function of only the parameters in S . Such parameters can be determined by minimizing (5) Gradient-based techniques are not easily applied to find the minimum of (5), as the solution involves matrix manipulations (Section II); we introduced evolution optimization to accomplish the task.
IV. EES OPTIMIZATION
In the evolutionary framework, the principal points constitute the elements of the population and the cost function the fitness [see (5)] of the element . The estimation of the principal points is reframed as a search in a four-dimensional domain ( ) for the best population element. EES, a novel algorithm in which the optimization is carried out in two stages, is proposed here. In the first stage, a ( )-ES strategy is used to locate the best search region. In the second stage, the optimal solution is found within this smaller search region through a multimembered evolutionary search, or ( )-ES, with covariance matrix adaptation.
A. Identification of the Search Region with ( )-ES.
( )-ES [20] is used to explore the solution space to estimate a subregion , where the optimum is located [see Fig. 2(b) ]. The algorithm is initialized by randomly generating a set of parents inside the initial search region . If no information is available, can be as large as the image plane; if information is available, a smaller region can be defined, as in Figs. 3(a) and 4(a). At each generation , a set of parents is analyzed: SfM calibration is carried out through the procedure outlined in Section II for each parent and fitness is evaluated through (5) . Then, through mutation, a set of offspring , one for each parent, is generated inside as subjected to (6) where is obtained from the Gaussian distribution . The fitness of the offspring is evaluated through (5) as for the parents by computing for each of them. determines the actual amplitude of the mutation [see (6) ] and is updated according to the Rechenberg 1/5 rule [20] as (7) where is the ratio between the number of winning offspring and winning parents. Setting gives a heuristic value resulting in linear order convergence rates [20] . The offspring are then placed in competition with the corresponding parent: the one that exhibits higher fitness (lower value of ) survives and becomes the parent in the next generation The logarithmic function allows a faster reduction in the first generations. The reduction is complemented with a translation of the search region , which at each generation, is centered at the fittest element of the previous generation. However, as no information on the topology of the solution space is considered, the convergence is slow. We arbitrarily stop this first stage when 
B. Local Search Through ( )-ES
The key element here is the runtime adaptation of the best search path in the -dimensional solution space; this is done through an analysis of the population elements and the fitness history. For this task, two strategic variables are defined: the covariance matrix and the global step size . learns the local topology of the objective function and determines the actual shape of the search region. It is a -dimensional ellipsoid oriented in the solution space through that contains the eigenvectors of (10) contains the square root of the eigenvalues of and sets the elongation of the ellipsoid in the principal directions determined by . The value modulates the amplitude of the ellipsoid; its role is to widen the search region rapidly when better fitness is found repeatedly in a certain direction and to restrict it when fitness variability increases around a certain element, performing a local search at higher resolution. and are used in the mutation process as in [21] ( 11) where is the number of offspring. As in ( )-ES, is extracted from the Gaussian distribution . After mutation, the fittest of the offspring is picked as the parent of the next generation and the strategic variables and are updated using the evolutionary path [22] , [23] . Such a path is achieved through a discounted sum of the displacements of the winning offspring (derandomization [21] ) in the previous evolutionary steps (12) The weights and balance the effects of past history and innovation, smoothing out random deviations that could otherwise greatly disturb adaptation. The weights are chosen so that the variance of , is normalized [see also (13) ]:
. By choosing (see later),
. In the same way, is computed as the discounted sum of the actual covariance matrix of the evolution path, and the covariance matrix computed in the previous step (13) Equations (12) and (13) are very similar to the discounted reward adopted by reinforcement learning paradigms in machine learning [24] . Such paradigms ensure that only mutation steps moving in the same direction and chosen repeatedly will be reinforced over time: the mutation distribution and the evolutionary path will be elongated in this direction. The role of global variance is to detect discontinuity in the direction of the evolution path. When there are repeated changes in path direction, updating follows the principal: "reasonable adaptation has to reduce the difference between the distribution of the actual evolution path and an evolution path under random selection" [22] . At each step, is updated as (14) where is the normalized path containing pure directional information [cf. (12) and (15)] (15) and is the second-order approximation of the expectation value of the length distribution of vectors extracted from . From (14) , it can be seen that is decreased when the evolution path direction changes often. When the same direction is chosen repeatedly, the mutation step is made larger.
At this stage, the parameters , , and have to be set properly. As the updating of is regulated by , which depends on parameters, could be a possible setting choice. However, as the role of is to detect when the evolutionary process finds regions where the best direction has changed or a minimum found, it is safer to give it an even shorter time span by choosing . To avoid an uncontrolled increase in global step size, should be larger than zero and smaller than . We chose . As far as is concerned, as it is defined by ( ) free parameters, the time scale of adaptation is in the order and a suitable choice of in (13) is . This guarantees that high-frequency variability in the mutation direction disturbs the adaptation of minimally. As a result of these choices, is smaller than , reflecting the different time span on which the two strategic variables and operate. Fig. 2 summarizes the overall combined evolution strategy. The algorithm stops when the residual normalized increment in the parameters goes below the threshold (16) where is the th calibration parameter ( ); in our case, .
V. EXPERIMENTAL RESULTS
The algorithm has been tested on simulated and real data.
A. Simulations
Simulations were carried out to assess the accuracy and reliability of the method. Two different camera setups were adopted and algorithm performance is reported in Tables I and II. In the  first setup (Table I, Fig. 3) , zoom lenses surveyed a working volume of , in the second (Table II) , wideangle lenses covered a working volume of . The working volume is defined here as the largest parallelepiped volume within the common field of view of the two cameras. In both simulations, the position and orientation of a set of 200 bars (length m for the first experiment, m for the second) were generated randomly inside the working volume to emulate the sampling of the bar in motion. The ends of the bars were then projected onto the image planes of the two cameras using the calibration parameters reported in Table s I and II (true parameters). The 2-D measurement error was simulated by adding a quantity , extracted from the Gaussian distribution , to each coordinate of the projected points. Starting from the measured control points and the bar length , the calibration parameters are estimated through EES. Different experiments have shown that the initial value of the parents, chosen at the beginning of the first stage, does not affect the convergence. The algorithm was implemented in C and its running time was measured on a personal computer, MMX-200 MHz Pentium II central processing unit. The accuracy indices are considered to be the statistical distribution of the error in the reconstruction of the bar length [BL, see (B7)] and for each point of the mean distance between the optical rays [RI, (B6)]. These practical measurements are easily carried out in the field. To evaluate EES with respect to ground truth (GT), the displacement of the reconstructed bar ends with respect to their nominal 3-D position is calculated and reported as GT error (see Tables I-IV) . The and directions are parallel to the axes of the image plane of the first camera and the direction is perpendicular to both. For the sake of comparison, we have included the results of when the cost function in (5) is minimized with respect to all the calibration parameters without resorting to SfM for determining some of them. Gradient descent is initialized by setting the principal points in the image center, determining the other initial parameters through SfM machinery. As seen from Tables I-IV, EES converges to parameter values and accuracy indices equal to or even better than the gradient descent approach. The GT data show that there is no bias in the reconstruction of the bar ends and that the standard deviation is very close to that obtained when reconstructing the bar ends with the true parameters. Moreover, although gradient descent is a little faster, the main drawback is that there is no convergence for some geometrical camera arrangements. For example, if the principal points in the first experiment (Table I) are moved to the location [600, 450, 635, 510], which is even closer to the image center, gradient descent cannot converge while EES optimization does. Fig. 3 shows a typical search for the pair of optimal principal points. The data correspond to the experiment with setup #1 (Table I ). Comparing Fig. 3(a) and (b) , it can be seen that the reduced search region in the first stage leads to a denser sampling of the population space. At the end of the first stage, EES switches to ( )-ES. This switch is highlighted by a transient increase in the cost function due to the time required to learn the local topology of [see Fig. 3(d) ]. It should be noted that EES "evolves" within particular regions before heading toward the optimum position. Such regions possibly have shallow cost functions, local minima, or abrupt changes in the decreasing direction of the cost function. This is evident in the plot of the evolution path [see Fig. 3(c) ] that is the line connecting the winning offspring at each evolution step.
B. Real Data Experiments
We applied EES optimization widely to calibrate motion capture systems [2] and 3-D scanners [1] equipped with a wide range of setups and lenses. The bar length used was approximately 1/20th to 1/10th of the working volume diagonal and the bar was moved to cover the entire working volume. During motion, the bar is oriented in the depth direction, although never perfectly horizontal so as to avoid problems in classifying the ends. This allows the internal parameters to be determined with better confidence [10] , [19] . An automatic classification of the bar ends can be achieved through the fundamental matrix constraint [25] , the same algorithm allowing the bar, during motion, to slip from the field of view of the cameras. Table IV and Fig. 4 show some typical results on real data. In these experiments, a bar that carries two markers 86 mm apart was moved within the field of view of two cameras for a working volume of about [see Fig. 1(b) ]. The marker projection onto the image plane of the two cameras was measured automatically by the Elite system [3] with subpixel accuracy. A total of 1250 bars were collected in 12.5 s; from these, 400 were extracted randomly for calibration. In this case, unlike in simulations, the true 3-D position of the bar extremes is not available, so a different GT accuracy test was introduced. A rectangular grid carrying 30 equally spaced markers (five rows by six columns, with adjacent marker spacing of 50 mm) is surveyed in four parallel positions with 200-mm separation one from the other. The 3-D marker position is reconstructed with the calibration parameters and any error in distance between a marker and the grid center is assumed as the horizontal error ( ) if taken horizontally, as vertical error ( ) if taken vertically, and as depth error ( ) if taken perpendicular to the planes. As can be seen from Table IV , the obtained accuracy is equivalent to gradient descent (and it is also comparable to that obtained when control points of known location are used, i.e., when calibration structures are adopted [5] , [6] , [17] ). The error values confirm that the parameters estimated through EES have no bias and accuracy equal to or better than that achieved through gradient descent. It should be noted that for these cameras and setups, the principal points are, for the first camera, offset by more than 34 pixels horizontally and 22 vertically and, for the second, 24 pixels horizontally. A typical evolution path (second stage of optimization) for these data is reported in Fig. 4 . Note how when good direction is found, the algorithm elongates the mutation function rapidly in that direction optimizing the speed without being trapped in local minima. Regions with local minima are small areas characterized by heavier sampling (denser population), where the algorithm spends some iterations before finding the way out. For example, a local minimum is found just before the 80th iteration in the circled area [see Fig. 4(a) ], where there is a transient increase in the cost function [see Fig. 4(b) ].
This indirect evolution path is typical and is obtained using a wide range of setups and lenses. The tortuous path is due to the high cost in the region between the image center and the true position of the principal points that discourages any EES there. A denser sampling of the image plane in the first stage would provide the second stage with a starting parent closer to the optimum. However, as the region around the optimum is a very narrow valley, the search for a population element lying at the bottom of the valley would take much longer. Thus, the high cost in terms of computational time has discouraged this approach.
VI. SUMMARY
EES optimization was applied to calibrate motion capture systems [3] and 3-D scanners [1] that had a wide range of setups and lenses. Cumbersome calibration grids [6] were substituted by a simple bar that moves within the working volume; this new powerful calibration technique has the same accuracy and reliability as the grids, but expends much less time and effort. It can be applied in many fields, allowing motion capture systems and 3-D scanner instruments to be calibrated easily in the most variable working conditions. The combination of a stochastic search, such as the one implemented in the ( )-ES and the covariance matrix-based search in ( )-ES, led to a solution in quasi-real time and, above all, to the avoidance of local minima, which can originate from poor initialization. The EES technique is suitable for all those optimization problems where the cost function contains complex nonlinear relationships between the optimization variables. Discovering when and where EES optimization is the most, or the least, suitable technique remains for future work.
APPENDIX A TAXONOMY
Scalar values are denoted in italics, vectors and matrices in bold italics. The parameters are subdivided into calibration and optimization and into parameters to be set by the user or automatically set internal parameters.
A. Parameters to be Set by the User
True distance between the bar extremes (bar length). Target dimension. Dimension of the search domain ( for camera calibration). Initial dimension of the search region for ( )-ES algorithm (1st stage). in our case. ). Distance between the bar extremes (bar length) computed at frame . through the estimated geometrical parameters. Intersection error for point computed at frame .
B. Parameters Internal to EES

2) Optimization Parameters:
Generation (iteration step). . Empirical value for updating [see (7)]: [19] . Ratio between winning offspring and winning parents. .
Approximates the expectation of the distribution, which is the distribution of the length of a distributed random vector in .
C. Output Parameters (Calibration Parameters)
Principal point of the image plane of the th camera. Focal length of the th camera.
Relative orientation (a function of three independent rotations: ).
Relative location (base line).
APPENDIX B 3-D RECONSTRUCTION
When the stereo-camera parameters have been estimated the 3-D position of a point can be determined as the intersection point of the two optical rays. These are the straight lines [ and in Fig. 1(a) ] through the projection of , and onto the image plane of the two cameras and the perspective centers and . Due to noise on and , these two straight lines generally do not intersect and the 3-D reconstruction of lies in the midpoint of the minimal distance segment [6] where for the first camera and for the second camera.
[10]. The minimum distance between the two intersecting rays can be obtained from (B4) (B6)
The distance between two 3-D points and is computed as (B7)
