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a system. The so called mid-frequency range is the frequency range in which uncertainties become
signiﬁcant but, yet, statistical methods, such as statistical energy analysis (SEA), do not give accurate
results due to the lack of modal density and modal overlap.
Stochastic Finite Element Method (SFEM) is the generic name given to the methods that intro-
duce uncertainties in an FE model and seek to compute not only the nominal response of the system
but also its statistics (mean responses, variances, covariances, conﬁdence levels, etc). These SFEM
methods involve the use of Monte Carlo (MC) methods. That is, computing the system response for a
large amount of slightly different FE parameters sets, usually named Monte Carlo samples. As stated
above, Conducting a single FE analysis at mid-frequencies has a high computational cost, notwith-
standing if FE analyses are to be run for a large amount of MC samples. The required computational
time then becomes impracticable. For this reason, SFEM methods usually solve the nominal model
once and then make use of approximations in order to compute the rest of MC samples at a lower
computational cost.
In this context, component mode synthesis has been identiﬁed to be a suitable framework for
the quantiﬁcation and propagation of uncertainties [1]. On one hand CMS allows the uncertainties
in the system parameters to be treated independently in each of the substructures. This is convenient
in many cases since it is likely that the different parts of built up structures have distinct uncertain
nature. On the other hand, the use of perturbation methods on the CMS parameters makes it pos-
sible to drastically reduce the computational effort of the Monte Carlo simulations. Nevertheless,
existing CMS perturbation techniques avoid the local treatment of damping by assuming proportional
damping. When designing dynamic structures, however, damping is usually added in localized zones
in order to reduce their noise and vibration levels. Therefore, the proportional damping assumption
appears to be quite inaccurate in these cases.
This paper presents a perturbation method for SFEM based on complex component mode syn-
thesis. The main feature of this method is that complex modes are used for the CMS component
modal basis. In this way, damping and damping perturbations can be addressed at the component
level. Then, perturbations in the component parameters are propagated into full system modal param-
eters through a ﬁrst order approximation sensitivity relationship, so that the statistics of the frequency
response functions for systems with localized damping can be computed at a low computational cost.
2. Component mode synthesis, perturbations and damping
Component mode synthesis was introduced in the 1960’s by Hurty [2] and Craig and Bamp-
ton [3] and it is nowadays a well established sub-structuring technique. Classical CMS methods are
deﬁned for undamped systems, where the structure is divided into several components and their un-
damped free/ﬁxed interface modes are computed. Modelreduction is obtained by truncatingtheseries
of undampedcomponentmodes. Dampingis assumedto beproportionaland therefore itis introduced
directly into the global modes once the full structure undamped solution has been computed.
In uncertainty analysis, perturbation approaches have been often used together with component
mode synthesis [1, 4, 5]. In 1968 Fox and Kapoor [6] derived ﬁrst and second order expressions for
the rate of change of modal frequencies and mode shapes due to perturbation in physical parameters.
Based on Fox and Kapoor, Mace and Shorter developed the local modal perturbational (LMP) method
[4] in which the mass and stiffness matrices expressed in ﬁxed interface Craig-Bampton coordinates
were introduced into the Fox and Kapoor linear expressions. In this way they derived a simple sen-
sitivity expression relating the perturbations in component modes to the global modal frequencies
and mode shapes. In this and other methods classical CMS formulation is used, which implies that
damping is not introduced at a component level.
Overthelastdecades, however,otherCMSmethodshavebeendevelopedsothatnon-proportional
damping can be included at a component modal level. For example, Craig and Ni [7] developed the
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the highest kept modes. In this way model reduction is achieved. The components’ mass and stiffness
matrices are transformed as well, i.e.
K
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r MrT r (6)
The components’ transformed response and matrices are later assembled together imposing
continuity in the coupling interfaces. This yields a full system reduced response q, and reduced mass
M
q and stiffness K
q matrices. Hence, the equations of motion (Equation 1) can be posed in terms of
the reduced basis, and the modal analysis is performed by solving a reduced EVP
K
qφ
q = λM
qφ
q (7)
where the original mode shapes are recovered by using the transformation φ = Tφq.
4. Complex component mode synthesis
Complex component mode synthesis (CCMS) considers the (viscously) damped equations of
motion of the FE system.
M ¨ u + C ˙ u + Ku = f (8)
In order to perform modal analysis over the damped model the equations of motion have to be posed
in state-space formulation.
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Equation 9 can be rewrittenby introducingthestate-space responsevectorx consistingofthe velocity
˙ u and displacement u vectors of the FE model.
A ˙ x + Bx = f
x (10)
In this way, an EVP in state-space form can be solved in order to ﬁnd the system modes.
B¯ φ
x = ¯ λA¯ φ
x (11)
The solutions of this EVP are the complex eigenvalues ¯ λm and complex eigenvectors ¯ φx
m. Here the
bar indicates that they are complex numbers. Due to the fact that state-space formulation has been
introduced, the number of degrees of freedom N doubles with respect to the EVP for undamped
modal analysis (Equation 2). Hence, the number of modal solutions Nm is also doubled. Since
Equation 10 is a set of ﬁrst order differential equations, the eigenvectors correspond to the system
modal frequencies
¯ λm = −i¯ ωm (12)
and they come in complex conjugate pairs ¯ λm and ¯ λ∗
m, given that A and B are Hermitian matrices.
The eigenvectors come in complex conjugatepairs as well, and they consist of the displacement mode
shapes ¯ φm and velocity mode shapes ¯ θm.
¯ φ
x
m =
 ¯ θm
¯ φm
 
; θ = ˙ φ (13)
Analogouslyto classical CMS, component sub-structuring, component modal basis transforma-
tion (x = ¯ T
xqx), and model order reduction can be deﬁned for the state-space EVP, so that a reduced
complex EVP is obtained.
¯ B
qx ¯ φ
qx
= ¯ λ ¯ A
qx ¯ φ
qx
(14)
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4.1 Complex component mode synthesis with ﬁxed interface complex modes
One possible CCMS method is the one deﬁned in [9], which is the direct extension to CCMS
of the classical Craig-Bampton free interface CMS. For the purpose of this paper, it is convenient to
use a ﬁxed interface counterpart of this method. Therefore, the ﬁxed interface CMS direct extension
to CCMS is presented next.
Following the sub-structuring notation introduced in section 3, the state-space response vector
for each component reads
xr =
 
˙ u
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(15)
Then, the component response xr can be expressed in terms of a ﬁxed interface complex modes basis.
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The interior DOFs transformed response qx
s,r is expressed in terms of the ﬁxed interface complex
modes. The coupling interface DOFs response xc,r remain being the physical velocity ˙ uc and dis-
placement uc vectors.
The complex transformation matrix consists of two state-space sub-matrices, the ﬁxed interface
mode shapes matrix ¯ Φ
x
r, and the constraint modes matrix Ψ
x
r. The state-space ﬁxed interface modes
are computed by solving the state-space EVP for the component interior DOFs.
Bii,r¯ φ
x
i,r = ¯ λrAii,r¯ φ
x
i,r (17)
The state-space constraint modes are analogous to the the ones used in Craig-Bampton ﬁxed interface
CMS, Ψic,r = −K
−1
ii,rKic,r. This happens because the static constraint relation holds for the velocity
DOFs as it does for the displacement DOFs.
ur =
 
Ψic
Icc
 
r
uc,r ; ˙ ur =
 
Ψic
Icc
 
r
˙ uc,r (18)
Thus, the complex modes transformation matrix reads
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and, assuming ¯ Φ
x
r to be Br normalised, the component transformed matrices show the same structure
as for undamped ﬁxed interface CMS
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with ¯ Λss,r a diagonal matrix containing the complex ﬁxed interface eigenvalues ¯ λs,r, and Iss,r an
identity matrix of the same size.
Finally, conveniently arranging together the interior modal responses qx
t =
 
r qx
s,r and the
coupling responses xc =
 
r xc,r, so that
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6. Complex local modal perturbational method
In this section, the direct extension of the LMP method to CCMS is presented. In the same way
the rate of change ofeigenvalues (Equation 23)is obtained from thederivationof theEVP in Equation
1 with respect to µ, therate of change in CMS form (Equation 24) is derived from thederivationof the
CMS-EVP in Equation 7 with respect to λt. Therefore, it is apparent that, by deriving the state-space
EVP in Equation 14 with respect to ¯ λt, an analogous expression for CCMS is obtained.
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Using the ﬁxed interface complex modes method presented in section 4.1, the state-space trans-
formed matrices ¯ B
qx
and ¯ A
qx
show the same characteristics as the transformed mass and stiffness
matrices in the undamped LMP method (cf. Equations 22 and 25). Therefore, under the assumptions
considered in the LMP method a simple perturbation relationship is derived for complex eigenvalues.
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Notice that complex conjugate eigenvalue pairs in ¯ Λtt are also independent since for any complex
number z ∈ C the partial derivative of the complex conjugate function is zero, ∂z∗
∂z = 0.
Thus, the complex local modal perturbational method uses the simple perturbation relationships
for the system’s complex eigenvalues and eigenfrequencies
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to compute the statistics of the frequency response functions of the system.
6.1 Perturbation of local modal frequencies
A signiﬁcant difference between the undamped and the damped LMP methods is that the local
eigenvalues λt and ¯ λt do not represent the same physical quantity. (cf. Equations 3 and 12). A
damped modal frequency ¯ ωt is determined by the corresponding undamped modal frequency ωt and
modal damping factor ηt. If the uncertainty in the ωt and ηt parameters is assumed to be independent,
these parameters might be perturbed independently, i.e. δωt and δηt, in order to perturb the complex
damped eigenvalues,i.e.
δ¯ λt = ¯ λt (ωt + δωt,ηt + δηt) − ¯ λt (ωt,ηt) (33)
For example, for viscously damped components the ωt and ηt parameters can be obtained di-
rectly from the nominal local eigenvalues
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so that independent perturbations can be applied to both parameters, from which the perturbed eigen-
values follow.
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