A b s t r a c t . This letter is to present the main lines of an approach that sheds light on some of the connections between square roots of divergence form differential operators, square functions and Calderón-Zygmund singular integrals.
Introduction
For almost every x ∈ IR n , let A(x) be a matrix in M n (C | | ), assumed to be uniformly elliptic : there are two constants C 0 and δ > 0 such that A(x) ≤ C 0 a.e. and (1) ∀ ξ ∈ C | | n Re A(x)ξ ·ξ ≥ δ|ξ| 2 . a.e.
Following Kato [Ka] , let L = − div (A∇) be defined as a maximal accretive operator on L 2 (IR n ). Such an operator has a holomorphic functional calculus and, in particular, its maximal accretive square root can be defined by, e.g.,
f ∈ D(L).
Our work is motivated by Kato' square root problem, which is whether the domain of L 1/2 coincides with H 1 (IR n )? This question reduces to proving the a priori inequality
for L and its adjoint, or its homogeneous version
In one dimension, these inequalities were obtained by Coifman, McIntosh and Meyer [CMcM] in 1981. Since then, there has been a considerable interest in finding an n-dimensional extension of their results (see [CM] , [Mc1] , [K] and their references). Our purpose is to describe a possible way of obtaining this extension. Though we have not been completely successful, we do obtain some partial results as well as sharp L p estimates. Our strategy relies on understanding the connections between these problems, singular integrals and square functions.
At this point it is a pleasure to acknowledge helpful discussions with numerous people including G. David, L. Escauriaza, C. Li, A. McIntosh, J. Pipher and to thank Université de Rennes I, Brown University and the ICMS in Edinburgh, where parts of this work have been done. Excerpts of this work were also presented during various lectures including the one delivered by the first author at the workshop in harmonic analysis and partial differential equations at the ICMS in Edinburgh.
Two points of view to attack the problem
To avoid irrelevant details, we restrict here the discussion to inequality (K) 
where A stands for multiplication by A(x) on L 2 (IR n ; C | | n ) (whose elements are arranged as column vectors).
This is the "singular integral" point of view. We shall see that T is not a Calderón-Zygmund operator in general, but is nevertheless a useful operator in view of L p estimates.
This is the "square function" point of view, which seems more flexible for proving (K) . However, g is not of a classical type.
A key ingredient in the proofs of these lemmata is the topological direct sum
which is a consequence of the ellipticity of A. This equality can be thought of an adapted Hodge decomposition for functions in L 2 (IR n ; C | | n ) and is used again later. Other ingredients in the proof of Lemma 2 are results of McIntosh connecting H ∞ functional calculi and square function estimates [Mc2] .
At this stage, further knowledge on θ t is needed, which is derived from a natural hypothesis.
The hypothesis (G)
Let S t (x, y) be the distributional kernel of e −t 2 L . We say that L satisfies the hypothesis (G) when S t (x, y) is a Hölder continuous function for each t > 0 that satisfies By using parabolic Cacciopoli's inequalities we can deduce the following estimates on θ t (x, y), the kernel of θ t .
Lemma 3. Under the hypothesis (G), there are constants c, α > 0 and
r≤|x−y|≤2r
The main source of difficulties is the absence of regularity in the y variable in general as simple examples show. Nevertheless, a special form of regularity occurs. Indeed,
which follows from the identity
2 L f ), together with holomorphic functional calculus. In fact, t div y θ t (x, y), the kernel of tθ t ∇, is a function dominated pointwise by a gaussian.
Square function and Carleson measure estimates
Let (e j ) 1≤j≤n be the canonical basis of C | | n . Denote by |θ t (I)| c the smallest constant C ≥ 0 (possibly infinite) in the following Carleson measure estimate
where B denotes the collection of all Euclidean balls B and r(B) the radius of B. One interesting feature in this quantity is the local nature of the left-hand side in (7). Let |θ t | S = sup{g(F ); F 2 ≤ 1}, where g is defined in Lemma 2. A natural strategy from harmonic analysis is to relate the finiteness of |θ t | S to a Carleson measure estimate, i.e., |θ t (I)| c finite. Indeed, had θ t (x, y) been Hölder continuous in y, even in some averaged sense, then, using also the decay estimates (5a), a variant of Christ and Journé's Theorem 1 in [CJ] would suffice. This is not the case here, but the adapted Hodge decomposition is used again to get round the absence of regularity of θ t (x, y) and to take advantage of (6). 
When A is real and symmetric, integrations by parts starting from (9) lead to |θ t (I)| c < ∞, which gives a constructive proof of (K) . In this case, (K) can also be proved by applying boundary Rellich identities to the solutions of the elliptic equation [KP] . Our approach may be seen as the Carleson measure version (in the parabolic setting but there is an elliptic analog) of Rellich inequalities. Let us also mention that |θ t (I)| c < ∞ implies refinement over the moment estimates established by Nash [Na] .
The next result is of a perturbation type, using (8), (9) and the estimator
It is easy to see that γ(L) ≤ C(n)δ −1 A BM O where δ is the best constant in (1). Hence we can deduce the validity of Kato's conjecture in all cases previously known.
Corollary 4. There are
This result is proved in [CDM] and [FJK1] in case (i) and in [E] in case (ii). We also show that it is possible to take ε 1 = (1 + 4n) −1/2 , which slighlty improves over Journé's constant in [J] . Multilinear expansions are used in these works.
There is a local version of Theorem 3, where the local estimator is defined by taking the supremum over small balls only. This proves ( K) An important remark at this stage is that we did not assumed (G) in Theorem 3. The reason is that, thanks to an abstract result in [AMcN1] , the functional g of Lemma 2 can be replaced by other functionals to which, without any restriction on the matrix A, our general result on characterizing L 2 boundedness of square functions can be applied. Eventually, the estimators used for the new functionals are the same.
Variations of the preceeding methods give us the following result, whose hypothesis is not comparable to that of the local version of Theorem 3.
We say that a function f in BM O is Carleson regular locally if there are a non decreasing weight w: [1, ∞) → [1, ∞) such that lim t→∞ w(t) = ∞ and a constant C ≥ 0 for which
where ∆ t f = f * ∆ t is a Littlewood-Paley decomposition of f . Of course, this condition does not depend on the particular choice of ∆ t .
Theorem 5. Assume that the coefficients of A are Carleson regular locally. Then ( K) is valid.
Condition (10) is a local regularity condition, satisfied by functions in vmo or in H s loc,unif (IR n ) for any s > 0. This result, therefore, generalizes a theorem in [Mc3] . For instance, the characteristic function of any Lipschitz domain or of any planar set whose boundary is a snowflake is Carleson regular locally. Wildely oscillating functions such as sin 1 x in dimension 1 are not.
Singular integrals and L p estimates
We return to the singular integral point of view. Here, the hypothesis (G) plays an important role.
In dimension 1, it is shown in [AT1] that the operator T , as defined in Lemma 1, is a Calderón-Zygmund operator. This is no longer true when n ≥ 2 as observed by C. Kenig, whom we gratefully thank for having communicated to us the following unpublished counterexample.
Lemma 4. For every
ε > 0 there is a real self-adjoint operator L = − div (A∇) on L 2 (IR 2 ) for which the a priori inequality ∇f p ≤ c p L 1/2 f p , f ∈ D(L),fails when p ≥ 2 + ε.
This lemma implies that T is not bounded on
In particular, T does not have a Calderón-Zygmund kernel. Nevertheless, some estimates are available, including this consequence of (5b).
Lemma 5. Under the hypothesis (G), the kernel T (x, y) of T satisfies the Hörmander condition (11) sup
x,h∈IR n |x−y|≥2|h|
Furthermore, the factorization L 1/2 = T ∇ is not unique in the sense that L 1/2 = U ∇ for any U such that (U − T )∇ = 0. Taking advantage of this freedom and using smoothing procedures on the kernel of θ t together with Lemma 1 and Lemma 5, we have Theorem 6. If (G) holds, then there is a singular integral operator U with Calderón-Zygmund kernel such that
Moreover, (K) holds if and only if
From Calderón-Zygmund theory and an analytic perturbation argument we get 
Using a slightly strengthened version of (11) we also obtain the endpoint estimates:
where H 1 (IR n ) is the Hardy space of Stein and Weiss, and
In view of Lemma 4, the ranges for p are best possible. Note that the L ∞ − BM O boundedness of T is essential in the proof of the last statement in Theorem 6.
Theorem 7 applies, e.g., when A is real and symmetric. In this case, (13) in the range (1, 2 + ε) and the p = 1 endpoint result may be compared to results in [KP] where the situation is slightly different. Indeed, these estimates can be rephrased in terms of solvability results in L p space of the regularity and Neumann problems for the elliptic equation [K] for an account on this topic when p = 2). Let Ω be a bounded Lipschitz domain in IR n . Let A(x) ∈ M n (C | | ) be uniformly elliptic in Ω in the sense of (1) and construct L = − div (A∇) on Ω with Dirichlet boundary conditions. The square root problem for L is concerned with determining whether D(L 1/2 ) = H 1 0 (Ω). When n = 1, this question is solved in the affirmative (with arbitrary boundary conditions) in [AT2] . Another argument is in [AMcN2] . When n ≥ 2, the best results known so far seem to be those of McIntosh in [Mc3] who requires some smoothness on the coefficients of A.
The points of view developed above are flexible enough to be adapted to this situation. In particular, we obtain analogs of Theorems 3 and 7. There, the collection B is replaced by the collection of sets B ∩ Ω, where B ∈ B, r(B) ≤ 2 diam(Ω), and with center in Ω. We also make use of Calderón-Zygmund theory since (Ω, | |, dx) is a space of homogeneous type. It is not clear at this time how to handle other boundary conditions.
