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Abstract
Traditionally, object detection models use a large amount of annotated data and axis-aligned bounding boxes
(AABBs) are often chosen as the image annotation technique for both training and predictions. The purpose of an-
notating the objects in the images is to indicate the regions of interest with the corresponding labels. Accurate object
annotations help the computer vision models to understand the distinct patterns of the image features to recognize and
localize different classes of objects. However, AABBs are often a poor fit for elongated object instances. It’s also
challenging to localize objects with AABBs in densely packed aerial images because of overlapping adjacent bounding
boxes. Alternatively, using rectangular annotations that can be oriented diagonally, also known as rotated bounding
boxes (RBB), can provide a much tighter fit for elongated objects and reduce the potential bounding box overlap be-
tween adjacent objects. However, RBBs are much more time-consuming and tedious to annotate than AABBs for large
datasets.
In this work, we propose a novel annotation tool named as FastRoLabelImg (Fast Rotated LabelImg) for producing
high-quality RBB annotations with low time and effort. The tool generates accurate RBB proposals for objects of
interest as the annotator makes progress through the dataset. It can also adapt available AABBs to generate RBB
proposals. Furthermore, a multipoint box drawing system is provided to reduce manual RBB annotation time compared
to the existing methods. Across three diverse datasets, we show that the proposal generation methods can achieve
a maximum of 88.9% manual workload reduction. We also show that our proposed manual annotation method is
twice as fast as the existing system with the same accuracy by conducting a participant study. Lastly, we publish the
RBB annotations for two public datasets in order to motivate future research that will contribute in developing more
competent object detection algorithms capable of RBB predictions.
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Object detection is an important and well-studied computer vision task. With the emergence of large scale benchmark
datasets [34, 60, 86], deep learning based detection algorithms have advanced rapidly [82, 81, 63]. The performance of
these detection algorithms depends on the quality of the training data and associated annotations. For detection tasks,
images need to be accurately annotated to indicate the location and class of the objects of interest for the algorithms
to learn and predict new images. To annotate object locations in the images we can use different techniques that vary
in terms of precision and annotation effort. The benchmark datasets primarily contain natural images annotated with
axis-aligned bounding boxes (AABB), which do not localize elongated and rotated objects well (Figure 1.1a). This is
particularly problematic in aerial image datasets, due to the immense scale variations as well as random rotations of
the objects therein (e.g., cars, ships). Also, AABBs fail to isolate the objects properly in crowded scenes as adjacent
bounding boxes heavily overlap each other (Figure 1.1b). The inclusion of background features or adjacent objects
within an AABB potentially degrades detection performance and precise localization. To overcome this issue, object
annotation with rotated bounding boxes (RBB) has been explored for detecting ships [64, 107, 112, 106, 65], vehicles
[92], text [108, 114] and other categories of objects [28, 109, 110, 104] and these models showed improved detection
performance compared to AABBs. RBBs can capture the true aspect ratio of the objects and contain fewer background
pixels. Also, RBBs can localize objects precisely in dense or occluded scenes where objects are very close to each other
or possibly overlapping (Figure 1.1). Therefore, object detection algorithms with RBB annotations perform better in
remote sensing images compared to the traditional AABB annotations.
Most previous RBB-based object detection methods are based on supervised learning and require a large amount of
annotated images with RBBs around objects for training. Though image annotation tools [9, 11] can support automated
annotation using pre-trained models, manual annotation often plays a vital role in the image annotation process in case
of images with new object classes or to correct inaccurate automatic annotations. However, Creating RBB annotations
manually is more tedious and time-consuming than annotating images with AABBs using the current tools. Annotators
can create an AABB by specifying any two opposite corner points with two simple mouse clicks. But, they need to
perform multiple tasks to create each of the RBBs. These tasks involve creating AABBs as the first step and then
iteratively rotate and resize the bounding boxes until they are a good fit (this procedure is referred to as the current
system in this work). Annotation tools that support directly drawing RBBs are not widely available. In this work, we
aim to fill this gap by integrating new RBB annotation features to the existing open-source annotation tool LabelImg
[6, 7]. The modified LabelImg tool named as FastRoLabelImg (Fast Rotated LabelImg) will be made publicly available
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(a) (b)
Figure 1.1: Annotation issues with AABBs. a) AABBs fail to localize elongated and rotated objects well b)
AABBs have higher overlap (top) compared to rotated boxes (bottom).
to enable annotators to efficiently annotate large image datasets with RBBs.
1.2 Problem Statement
Though AABBs are cheap and easy to obtain compared to RBBs, the use of such annotations hampers accurate de-
tection of target objects in many cases. Several works have been done to solve this issue with RBB annotations.
Researchers are also working continuously to refine the model architectures [109, 110] for even more robust and im-
proved detections with RBBs. Therefore, it is important to prepare large datasets with RBB annotations to either solve
a new task using the developed models or improve the existing models to gain higher accuracy. However, obtaining
RBB annotations is costly with professional data labeling services [3] and time-consuming with open-source annota-
tion tools [7]. To address this situation, our objective is to develop an open-source image annotation tool with specific
features to obtain high-quality RBB annotations with less time and effort.
1.3 Proposed Solution
To reduce annotation workload, our tool automatically provides RBB proposals assisted by computer vision techniques.
We use pre-trained models as well as an iteratively trained object detector. The latter model incrementally learns about
the dataset as new annotations are available. As the annotator goes through the images in the dataset, the model
is continually and seamlessly retrained and provides improved RBB proposals. In this work, we mainly focus on
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minimizing the annotation time and effort instead of developing a novel detector. When the model is retrained, it
doesn’t block the annotator from continuous interactions with the tool. On the other hand, the pre-trained model can
help to generate RBB proposals for those classes of objects on which the model is already trained on. We also explore
ways in which a priori AABB annotations can be used to improve the accuracy of RBB proposals, for datasets with
existing AABB annotations.
We evaluate the effectiveness of our developed methods using images drawn from the GWHD (Global Wheat Head
Detection) dataset [25], CARPK (Car Parking Lot) dataset [47], and Airbus ship detection challenge dataset [10].
The selected images (∼1000) of the GWHD and CARPK dataset are manually annotated using RBBs and publicly
made available at https://doi.org/10.6084/m9.figshare.13014230.v1 to encourage further research
in this domain. The proposed RBB proposal generation methods attain a minimum workload reduction of 65.8% for
the wheat dataset and a maximum of 88.9% for the ship dataset.
In addition to providing RBB proposals, FastRoLabelImg also includes a multipoint box drawing mechanism to
speed up manual bounding box creation. This system simplifies the process of drawing RBBs which is otherwise quite
cumbersome in the existing tools. In this system, the annotators can create an RBB with three or four mouse clicks and
fewer or no subsequent adjustments. Therefore, we speed up the annotation process by optimizing the manual effort
instead of computational complexity. We evaluate our proposed RBB drawing interface through a participant study
and show that our two proposed variants are significantly faster than the traditional method and achieve the same level
of annotation accuracy.
1.4 Contributions
The contributions of this paper include:
1. We design a multipoint drawing system to accelerate the process of manually creating RBB annotations. The
multipoint drawing system provides various configurations which differ based on the number of required mouse
clicks. During an annotation session, the annotator can choose the suitable configuration depending on the
characteristics of the target objects.
2. We assess the effectiveness of the proposed manual RBB drawing system by conducting a participant study. The
result show that one of the configurations of the drawing system is as accurate as the current system while being
three times faster.
3. We develop multiple methods based on object detection models and image processing techniques to automati-
cally generate RBB proposals for specific object classes.
4. Our automatic RBB proposal generation methods can integrate pre-existing AABB annotations to improve the
proposals. The pre-existing annotations can be used to either directly adapt to RBB proposals or filter out the
false-negative proposals.
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5. We evaluate the proposed RBB generation methods on subsets of three publicly available datasets (GWHD
dataset, CARPK dataset, Airbus ship dataset). The methods achieve over 50% manual workload reduction on all
the datasets.
6. We manually annotate subsets of two datasets (GWHD dataset, CARPK dataset) with RBBs and make those
publicly available.
1.5 Thesis Organization
This thesis is organized as follows:
• Chapter 2. Background: provides an introduction to the fundamental concepts entailed in this work such as
machine learning techniques, building blocks of a convolutional neural network, and popular methods of object
detection and segmentation.
• Chapter 3. Literature Review: discusses the related works incorporating human-machine collaboration to mini-
mize the image annotation cost as well as existing bounding box annotation tools and their limitations.
• Chapter 4. Methods: describes our proposed method for efficient image annotation with reduced human effort.
• Chapter 5. FastRoLabelImg Interface: presents the UI components of FastRoLabelImg to interact with our
developed features.
• Chapter 6. Data Acquisition: demonstrates the procedures to build three datasets for later experiments.
• Chapter 7. Experiments and Results: outlines the experimental setup, evaluation metrics, quantitative results,
and related discussions.
• Chapter 8. Conclusion and Future Work: highlights the contributions of this work with summarized results and




Machine learning is a branch of AI which focuses on developing algorithms that can learn from the given data by
capturing the inherent patterns in the data and gain the ability to make reliable educated guesses on unseen data without
being explicitly programmed with a defined ruleset. In a traditional algorithm, the computer system is fed with the data
and a set of instructions/rules formed by a human expert and upon execution the computer outputs the desired result.
On the other hand, a machine learning algorithm derives the set of rules from the given input data and desired results in
an automatic fashion as shown in Figure 2.1. But, to achieve that kind of derivation power the modern algorithms need
to experience an enormous amount of data. The predictive accuracy of the algorithms also improve with increasing
exposure based on suitable tasks-specific performance measurement metrics. The data can be of different forms like
numbers, words, images, etc.
Machine learning has been a driving force in bringing unthinkable efficiency in our personal and work lives. For ex-
ample, machine learning has its usage in self-driving cars [79], product recommendation systems [94], speech recogni-
tion [72], language translation [29], health care [46], image recognition [30] and so many other things. In a self-driving
car, machine learning is used to detect humans and other objects. Here, after having seen multiple examples of humans
and other objects, the algorithm gains the ability to detect similar targets in unseen scenarios.
Machine learning is majorly sub-categorized into three types as shown in Figure 2.2. This section will provide an
introduction to one of the types named supervised learning.
Figure 2.1: Traditional algorithm vs Machine learning algorithm [24].
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Figure 2.2: Types of machine learning.
2.1.1 Supervised Learning
In supervised learning, as the name suggests, the model is supervised using labeled data during its learning process.
Therefore, in this case, each observation in the training dataset is associated with the correct label which guides the
model to fine tune itself iteratively. Once the learning step is done, the trained model can assign labels to future
observations.
Formally, supervised learning tries to learn a mapping function that can correlate the input data to the output
variables. It can be expressed as,
Y = f(x) (2.1)
Therefore, the model can predict the output label Y when presented with an input data x using the mapping function
f that is approximated during the training phase.
Supervised learning problems can be grouped into two subcategories:
• Classification: When the output variable is a category, such as “cat” or “dog” or “happy” and “unhappy”, then
it’s called a classification problem. In an image classification problem, a classifier can be used to predict the
category of the object present in the image.
• Regression: When the output variable is a continuous number, such as house prices in dollars, then it’s called
a regression problem. Therefore, a regressor can be used to determine the coordinates of the corner points of a
bounding box that encapsulates an object in an image.
Section 1.4 shows how classifiers and regressors can be used as building blocks for developing an image-based
object detection algorithm.
2.2 Learning Techniques




In supervised learning, the machine learning algorithms demand a large amount labeled data to build effective models.
But, getting annotations for unlabeled data can easily become very expensive. Active learning is a type of machine
learning that reduces this cost by allowing the learner algorithm to interactively request a human annotator to label
the most informative samples. Therefore, the learner has the ability to choose the subset of the data that will benefit
its accuracy the most. The learning process can be controlled with some stopping criteria such as the total number of
iterations or when the model can’t improve the accuracy above a certain threshold after an iteration.
There are three categories of active learning:
• Stream-based selective sampling: In this process, the learner is presented with a sample in each iteration and it
can either discard or request to label the data based on the informativeness. The informativeness of the data can
be determined using a query strategy (e.g. Least confidence, margin sampling).
• Pool-based sampling: This type of active learning is mostly used. Here, the model is first trained with some
manually labeled data. Then, the model determines the set of most informative examples and requests the labels.
• Membership query synthesis: In this setting, the model is allowed to create it’s own synthetic data and request
the annotator to label it.
2.2.2 Online Learning
Traditional machine learning methods assume that the whole data is available before the training. Therefore, the
learning of the model happens in a batch mode by minimizing the loss on the batches of training data. But, in the real-
world often the system generates/gathers a large amount of data continuously. This tends to make the models trained
on fixed data quickly obsolete as the patterns in the data may change over time. Online learning enables us to train
a model incrementally in near real-time as new data becomes available sequentially. Moreover, it is useful when the
available data is so large that batch learning is computationally infeasible. Online learning needs less processing power
and it is more memory efficient. It achieves memory efficiency as the data already used to train the model once doesn’t
need to be stored for another pass. However, online learning is vulnerable to catastrophic forgetting [68] which refers
to the issue of forgetting prior learned information as new information is learned. Incremental learning algorithms can
solve this issue by adjusting the model to new data while preserving the current knowledge.
2.3 Convolutional Neural Networks (CNN)
2.3.1 Neural Network
In the human brain, multiple neurons are arranged together to form a network of neurons that can receive information
from our senses and transfers the processed information from one neuron to another. The structure of the neural
network in machine learning is motivated by this concept of the network of neurons. A neural network is a combination
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Figure 2.3: Neuron structure with three inputs (xi, i = 0, 1, 2). The output is determined after normalizing the
weighted summation (with bias b) of the inputs with an activation function [59].
of similarly connected artificial neurons that can pass data through the network and the flow of data is regulated by
weights. A single neuron takes one or more inputs, multiplies the real-valued inputs with the corresponding weights,
and sums the multiplication results along with a bias. Then, the result can be normalized with an activation function to
obtain the output of the neuron (optional). The structure of a neuron with N inputs is displayed in Figure 2.3 and the




wixi + b) (2.2)
where x,w, b represent vectors of inputs, weights, and bias respectively.
In it’s simplest form, a neural network has an input layer, a hidden layer, and an output layer. Each layer can have
one or more neurons. Also, the network can have multiple hidden layers. Here, the word “hidden” just means not input
or output. The neurons in any two adjacent layers are fully pairwise connected. In other words, all the neurons of a
layer i are fully connected to all the neurons of the next layer i+ 1. But, the neurons in the same layer don’t have any
connection. These connections allow passing the data forward in the network from one layer to another. Such networks
are called “feedforward neural networks” because the network doesn’t have any cycle. Figure 2.4 illustrates a simple
neural network. The left-most layer is the input layer and the right-most layer is the output layer. The layers in between
are the hidden layers. The neural network shown in the figure can be depicted as a neural network with three layers.
Note that the input layer is not counted as the first layer of the network.
A neural network with at least one hidden layer can approximate any continuous function [22] that can map an
input X to an output Y as in f : X → Y . As each neuron in the network acts as a small computational unit, the
function fn(.) learned by the layer n constitutes different functions and can be expressed as,
f(x) = fn(fn−1(...f2(f1(x)))) (2.3)
Neural Network learns the mapping function by adjusting the weights and biases iteratively as it goes through the
training observations. In supervised learning, each training observation xi has a known desired output yi. To quantify
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Figure 2.4: A 3-layer neural network.
the performance of the network, we use a cost function. An example of such a cost function(C) is MSE (Mean Squared






(ŷi − yi)2 (2.4)
where θ is a vector of all weights and biases in the network, m is the number of training examples, ŷi is the predicted
output for the ith example and yi is the ground truth output for the ith example. To allow learning for the model, we
minimize the cost function using an optimization algorithm (e.g. gradient descent [85]) by finding a set of optimal
values for the weights and biases. The gradient descent algorithm uses the gradient of the cost function to update the
parameters in the opposite direction of the gradient iteratively. With each step, we move towards the global minima of
the cost function. To compute the gradient of the cost function for each of the parameters of the model efficiently, the
backpropagation algorithm [45] is used.
To train a model using a neural network, the dataset is usually divided into three partitions: training data, validation
data, test data. While the training data is used to train the model, the validation data is used to evaluate the performance
of the model at regular intervals to allow potential tuning of the hyperparameters. The network can learn more complex
functions with a higher number of hidden layers or neurons. But, this may introduce overfitting to the training data and
loose generalization power on new observations. We can use regularization [40] or dropout [36] techniques to handle
possible overfitting. At the end of the training, the test data is used to measure how well the trained model performs on
unseen observations.
2.3.2 Convolutional Neural Network
Convolutional Neural Network (ConvNet or CNN) is a class of deep learning algorithm that is used in the field of
computer vision and natural language processing. In computer vision, CNN takes images as inputs and automatically
extracts useful features to enable various image analysis tasks such as image recognition, object detection, semantic
segmentation, etc. Like a nerual network, a CNN is also composed of artificial neurons. But, neurons in a CNN may
connect to a subset of neurons of the previous layer (local connectivity) unlike full connectivity of neurons of the
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Figure 2.5: A CNN to classify handwriten digits. Reprinted by permission from Springer Nature: Springer
Nature, Soft Computing in Data Science, [88] (Exploratory Analysis of MNIST Handwritten Digit for Ma-
chine Learning Modelling, Shamsuddin, Mohd Razif and Abdul-Rahman, Shuzlina and Mohamed, Azlinah),
Copyright (2019).
Figure 2.6: Representation of a RGB image of size 5× 5.
adjacent layers in a neural network. A CNN performs a series of convolution and pooling operations for hierarchical
feature abstraction, then the output of the last pooling layer is flattened and passed through some fully connected layers
to obtain the output scores. Figure 2.5 demonstrates the architecture of a CNN to classify handwritten digits.
Computers see an RGB image as a collection of pixel values ranges from 0 to 255 arranged in a three-dimensional
matrix. If a RGB image has a size of 28 × 28, then it can be represented with a matrix of size 28 × 28 × 3. Here, 3
is the number of channels in an RGB image considering the red, green, and blue channels respectively. However, a
binary image has only one channel. Representation of a RGB image is shown in Figure 2.6.
It is possible to input an image to a regular multi-layer neural network by flattering the high dimensional array
(Figure 2.7). But, the network fails to capture the spatial structures present in the image and it hurts the performance
of the model. Also, a regular neural network is not scalable to high-resolution images. For example, For example, if
we process an image of size 200 × 200, a fully connected neuron of the first hidden layer will need to learn 120,000
weights. If the image size is increased to 1000 × 1000, that neuron will have 3 million weights. Also, typically we
want more of such neurons. Therefore, the number of parameters rises rapidly causing the required processing time and
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Figure 2.7: Flattening a 3× 3 matrix to a 9× 1 vector.
computational power to increase aggressively. However, CNN can understand the temporal and spatial dependencies
in an image. Besides, it vastly reduces the number of parameters of the network without losing features by allowing
local connectivity and sharing of parameters (e.g. weights, biases).
2.3.3 Basic Layers of CNN
A convolutional neural network has four basic components that are used as building blocks of the network. These are
the convolutional layer, non-linear activations, pooling layer, and fully connected layer. Now, we briefly describe the
operations of these layers:
Convolutional Layer
A convolutional layer performs a linear operation named “Convolution” on the input volume with a filter/kernel to
detect local dependencies in the input. A kernel is a matrix of learnable weights. The filter slides over the input
and at each spatial location an element-wise product is calculated using the kernel values and the corresponding pixel
values of the input and summed up with a bias to get a value in the output (feature map) related to that location.
The step size between two consecutive spatial locations is called stride. Before convolution, the input can be padded
(e.g. zero-padding adds some rows and columns with zero values around the input) to avoid losing information in the
edges. Without padding, the output feature map will be smaller in size. Multiple filters can be used to capture different
characteristics of the input and the output feature maps are stacked. If aN ×N input matrix is convolved with a F ×F
filter, padding P and stride S, the size R×R of the output feature map can be calculated as,
R =
N + 2P − F
S
+ 1 (2.5)
Figure 2.8 illustrates the process of a convolutional layer on a 3 × 3 input with a 2 × 2 kernel to obtain a 2 × 2
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Figure 2.8: A convolutional layer [31].
feature map.
If the input is an RGB image, the filters used in a convolutional layer will also be three dimensional. The number
of channels in a filter will be the same as the input. Convolutional layers vastly reduce the number of parameters to be
learned in the network as the filters are shared across all the image positions in a convolutional layer and don’t depend
on the number of inputs. For example, consider an image of shape 200 × 200 × 3. Now, for a fully connected neural
network that has 10,000 neurons in the first hidden layer, there will be a total of 120, 000 input neurons×10, 000 hidden
neurons = 1, 200, 000, 000 parameters to be learned only in the first layer. In contrast, if the same image is presented to
a convolutional layer and 32 filters of size 5×5 are applied to extract features, we have only 32×(5×5×3+1) = 2, 432
parameters to learn including bias.
A sequence of convolutional layers in a CNN creates a hierarchical abstraction of the input image. The earlier layers
in the network detect low-level features such as edges, colors, corners etc. from the image. In the successive layers,
it starts recognizing more complex patterns like shapes or a combination of several low-level features. Eventually, the
deep layers capture high-level features like digits, face parts, and others depending on the image.
Non-linear Activations
As convolution is a linear operation, an activation function is applied to the output of the convolution element-wise
to introduce nonlinearity to the model. It allows the model to learn more complex functions that can approximate the
real-world data better. Earlier on, non-linear activation functions such as sigmoid or hyperbolic tangent (tanh) were
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Figure 2.9: Commonly used non-linear activation functions. a) ReLU b) sigmoid c) tanh [103].
Figure 2.10: ReLU operation [52].










Though the tanh function works better than the sigmoid function, both face slow gradient descent (the model takes
longer to converge) when the input is too small or high. One of the most commonly used activation functions is ReLU
(Rectified Linear Unit) which is free of slow convergence issues and computes several times faster [57] than others. It
is also robust to the vanishing gradient problem. ReLU can be expressed as,
f(x) = max(0, x) (2.8)
Therefore, ReLU converts any negative inputs to 0 and just pass the input to the output otherwise. Figure 2.10
shows the impact of adjusting the negative values on an input feature map.
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Figure 2.11: Max pooling operation [58].
Pooling Layer
A pooling layer is used to reduce the size of the feature maps without giving up the dominant features. The downsam-
pling operation not only introduces some rotational and positional invariance but also lessens the number of learnable
parameters in the subsequent layers. A pooling layer is usually placed after a convolutional layer in the network.
There are different types of pooling operations (e.g. max-pooling, average-pooling) based on the retrieval of values
from a pooling window of size N × N . Max-pooling takes the maximum value of the pooling windows whereas
average-pooling takes the average of the values in the pooling window. Typically, max-pooling is widely used over
average-pooling as it can remove noisy activations in addition to the dimensionality reduction. Figure 2.11 shows an
example of max-pooling on a 4× 4 input using a 2× 2 pooling window with a stride of 2.
Fully Connected Layer
The fully connected layer is just like the traditional feed-forward neural network and placed at the end of the CNN.
The high-level features extracted by the previous layers are flattened to a column vector to fed to the fully connected
layer. For a classification task, it maps the input features to output class scores using softmax as the activation function.
Softmax can take a vector of real-valued numbers and normalize it a vector of n probabilities that sum to one. Here, n
represents the number of classes in the dataset.
2.4 Object Detection
Object detection is one of the challenging tasks of computer vision. In object detection, the goal is to determine the
class and spatial location of objects that belong to a set of predefined categories in images. Usually, the extent of each
of the objects is expressed with axis-aligned bounding boxes that fit the objects tightly. The bounding boxes can be of
different sizes and aspect ratios. For example, an object detector that is responsible for detecting cats and dogs in the
images will output a set of bounding boxes containing either cat or dog for the given image as shown in Figure 2.12.
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Figure 2.12: Object detection with axis-aligned bounding boxes [4].
Object detection serves as the foundation in solving different complex tasks such as pedestrian detection, counting
people or objects, object tracking, face detection, vehicle detection, visual search engine etc.
In traditional algorithms, handcrafted features are used in combination with traditional classifiers such as Support
Vector Machine (SVM) [70] and regression models to identify and localize objects of interest in the images. Feature
descriptors such as SIFT [66], SURF [14], HOG [23], etc. are used to form the definition of each class of objects and
later matched to a new image to figure out the groups of pixels that represent an object class. But, these approaches get
increasingly complex with a higher number of classes and involve manual decision-making of what features are useful
for different object classes.
In contrast, deep learning-based object detection models utilize Convolutional Neural Networks to learn the distinct
patterns that exist for different classes of objects with the expense of a large amount of annotated example images. This
type of learned feature representation technique is more flexible compared to the ’programmed’ features in traditional
methods. In addition, With sufficient computational power and data, these deep learning-based models allow end-to-
end learning and higher accuracy than traditional approaches. The automatic feature extraction process, as well as the
overall accuracy can be further improved by using rotated bounding boxes to locate the objects in the aerial images.
In the following sub-sections, we discuss the deep learning-based object detection architecture that is used to
generate rotated bounding box proposals for objects in the developed image annotation tool. First, we describe the
architecture of the popular object detection framework named Faster R-CNN. Subsequently, we briefly discuss the RoI
(Region of Interest) Transformer that can be embedded to the Faster R-CNN architecture to allow object detection
using rotated bounding boxes.
2.4.1 Faster R-CNN
Faster R-CNN [82] emerged as the third iteration of the R-CNN series of object detectors in 2015. The R-CNN family
of detectors first came to the scene with the introduction of region proposal based framework R-CNN [38] by Ross
Girshick in 2014. The R-CNN framework uses selective search to generate a predefined number of candidate region
proposals which are then warped to a fixed dimension and individually passed through a convolutional neural network
to extract respective output feature vectors. In the next stage, category-specific SVM classifiers are used to classify the
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objects inside the proposed regions and the bounding box regressor is used to adjust the bounding boxes accurately.
Training of the R-CNN detector is multistage and costly in terms of space and time. After a year, Fast R-CNN [37] is
developed to improve the R-CNN network by allowing to share convolutional computation while extracting features
from multiple region proposals. Additionally, Fast R-CNN introduces a region of interest(RoI) pooling layer which
enables working with input images of different sizes and produces fixed-size feature vectors to be used by the fully
connected layers for classification and regression. Despite all of this progress, these detectors are slow in terms of
test-time predictions because of the expensive region proposal generation step that runs on the CPU compared to
the GPU accelerated computations of convolutional and fully connected layers. Faster R-CNN brings the concept of
convolution-based region proposal network to solve the computational bottleneck and unifies different modules (e.g.
feature extraction, proposal generation, bounding box regression, etc.) to permit end-to-end learning.
Briefly, the Faster R-CNN object detection network has a feature extraction network followed by two subnetworks.
One of those is a Region Proposal Network (RPN) that can produce candidate proposals as possible regions where
the objects of interest may be found. The other one is the region-based convolutional neural network that integrates a
classifier to mark the bounding boxes with object classes and a bounding box regressor to convert region proposals to
precise box predictions.
Feature Extraction
To obtain robust salient features from the input images, the Faster R-CNN framework makes use of pre-trained convo-
lutional neural networks. These networks are classification networks pre-trained on large datasets like ImageNet [86].
Faster R-CNN takes the output of an intermediate layer of the feature extraction network for future steps. The ex-
tracted feature map from an image typically has a much smaller width and height compared to the original images due
to the dimensionality reduction capability of the pooling layers and greater depth because of the number of filters being
learned in the process. Moreover, the feature map preserves the relative positions of the objects in the x, y dimension
while containing the feature related information of the image at its depth.
Specifically, Faster R-CNN uses ZF and VGG pre-trained on ImageNet in its original implementation for the
experiments. The architecture of the VGG-16 [91] network is shown in Figure 2.13. In the paper, the output of
the conv5/conv5 1 layer is used to obtain the intermediate feature map as marked in the same figure. To reduce
the overfitting nature of shallow networks, researchers tend to use deeper networks. Deeper networks have a higher
number of convolutional layers which means that there is a higher number of parameters to learn during the training.
This allows better learning for the model as at every layer the network learns a new more abstract representation of
the input image. In our implementation, we use ResNet [43] as the backbone feature extraction network because of
its high capacity. Besides, ResNet solves the problem of vanishing gradients which often occurs for deep networks by
using residual skip connections.
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Figure 2.13: VGG architecture as proposed in [91]. Image source [35], copyright ©2017 IEEE.
Anchors
One of the important ideas of the Faster R-CNN is anchors. Anchors help to handle varying numbers of objects of
divergent scales and aspect ratios in an image. After getting the convolutional feature map, a sliding window is moved
over the image, and anchor centers are positioned at the center of the window. Faster R-CNN uses a sliding window
of size 3 × 3 representing the width and height. A set of K anchors is defined at each point of the feature map. The
number of anchors K depends on two configurable parameters which are scale and aspect ratio. These parameters
are configured based on the object sizes in the training dataset. In the official implementation, Faster R-CNN uses
three different scales and aspect ratios giving rise to a combination of K = 9 anchor boxes at each point of the
feature map (Figure 2.14). If the width and height of the feature map are W and H respectively, then there will be
a total of N = W × H × K generated anchors. Anchor centers can be projected back the original image using the
subsampling ratio of the feature extractor to present the anchor boxes on the original image. As Faster R-CNN utilizes
only convolutional and pooling layers, the subsampling ratio can be found using the width and height of the original
image and the downsampled feature map. If the subsampling ratio is r, then the anchor centers are r pixels apart in the
original image.
Region Proposal Network
By taking the extracted feature map from the image as input and with the help of the generated anchors, the region
proposal network (RPN) outputs a set of region proposals that may contain the objects of interest. As the generated
anchors may contain background as well, we need to identify whether an anchor contains an object or not. Also, the
anchors may not fit the objects well due to the usage of a limited number of scales and aspect ratios. To solve this,
RPN predicts two kinds of output for each anchor. One is an objectness score representing the probability of having an
object inside. The other is the offsets required to turn the anchor into a region proposal that fits the target object better.
To obtain the required outputs, the Region proposal network incorporates both classification and regression branches
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Figure 2.14: Anchor boxes generation. Here, 9 anchor boxes are generated for each sliding window on the
feature map. The center, width and height of the anchor boxes are denoted as (xa, ya), wa, and ha respectively.
and the implementation is fully convolutional. First, it applies a convolution with 3×3 kernel and 512 number of chan-
nels. Then, there are two convolutional layers in parallel. Each of the layers uses a kernel of size 1× 1 and the number
of channels can be derived from the number of anchors (K) at each pixel in the feature map. In the classification layer,
there are 2K predictions. For each of the anchors, there are a foreground score and a background score. On the other
hand, for the regression, there are 4K outputs where each anchor gets four predicted offsets that can be denoted as
∆x,∆y,∆w,∆h. Here, ∆x and ∆y represents the difference between the centers of the anchor and the target ground
truth bounding box whereas ∆w and ∆h mean the difference in width and height respectively between the anchor and
the target ground truth bounding box. These offsets can be applied to the width, height, and center of the anchor to get
the actual coordinates. The architecture of the RPN is shown in Figure 2.15.
To train the designed RPN, the target class scores and regression offsets are calculated based on the ground truth
bounding boxes. An anchor is considered to be a foreground if it has the highest IoU with a ground truth bounding
box or the IoU is greater than 0.7. On the contrary, an anchor is labeled as background if the IoU is less than 0.3. Any
other anchors are ignored during the training. For regression, transformation parameters (∆ values) are calculated for
the foreground proposals using the closest ground truth bounding boxes.
Once the proposals are generated, the proposals are passed through a Non-maximum Suppression (NMS) step to
remove the overlapping proposals. In this process, the proposals are sorted by objectness score and at each step, the
proposal with the highest score is chosen. Then, any other proposals having an IoU greater than 0.5 with the selected
proposal is discarded. These steps are repeated for all the proposals to obtain the final list of region proposals.
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Figure 2.15: Region proposal network. The figure shows convolution for one location on the feature map.
For each anchor box, the classification layer outputs two scores (foreground and background score) and the
regression layer outputs four predicted offsets to convert the anchor box to a region proposal [82]. Copyright
©2017 IEEE.
Figure 2.16: RoI pooling layer takes the region proposals and the extracted feature map as inputs, projects the
region proposals to the feature map, and outputs a fixed size smaller feature map. [80].
RoI Pooling
The region proposals produced by the RPN can have various sizes. But, the fully connected layers ahead in the network
architecture expect fixed-size input. To meet this expectation, the generated proposals are fed through this RoI (Region
of Interest) pooling layer. This layer takes the RPN generated region proposals and the feature map created by the
feature extraction network as inputs. Then, the proposed region coordinates are mapped to the feature map to get the
corresponding relevant region in the map. Afterward, this feature map region is divided into a grid of size M × N .
Both M and N are layer parameters and don’t depend on the inputs. Lastly, max-pooling is used on the pixels of each
grid cell to obtain a fixed size smaller feature map as output. The number of channels remains the same as the input
feature map. Figure 2.16 shows an example of the pooling operation.
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Figure 2.17: R-CNN architecture [80]. For each proposal, the fixed size feature map is flattened and passed
through two fully connected layers that output the classification scores and position offsets to obtain the final
predictions.
Region-based Convolutional Neural Network (R-CNN)
The region-based convolutional neural network marks the last component of the pipeline. It takes the fixed-size feature
map for each proposal given by the RoI pooling layer and flattens it to obtain a one-dimensional feature vector. The
final feature vector is used to classify the object inside the proposal and regress the width, height, and center offsets to
transform the proposal to accurate predictions for each class. To achieve this, first, the feature vector is linked to two
fully-connected layers. The Faster R-CNN implementation uses 4096 neurons in each of these layers along with ReLU
activation. At the end of the network, there are two separate fully connected layers for classification and regression:
• A fully-connected layer for classification with N+1 outputs where N represents the number of classes and the
background class is considered with the extra 1.
• A fully-connected layer for regression with 4N outputs. Here, the output comprises the four position offsets for
each class.
The architecture of the R-CNN is illustrated in Figure 2.17 with the example of bicycle detection.
For the training of this network, the classification and regression targets are generated by comparing the region
proposals with the available ground truth bounding boxes. Proposals that have IoU greater than 0.5 with any of the
ground truth boxes are assigned to the respective class of the matching ground truth. If the IoU is between 0.1 and
0.5, the proposals are marked with background class. For all the proposals that have an assigned class other than
background, regression offsets are calculated based on the matched ground-truth bounding box.
Like the RPN, the predicted bounding boxes may overlap. Therefore, after discarding the bounding boxes predicted
as background, a class-specific NMS step is applied to the others to obtain the final list of bounding box predictions
for an image.
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2.4.2 RoI (Region of Interest) Transformer
RoI transformer [28] can be embedded in a two-stage detection framework such as Faster R-CNN to efficiently convert
the horizontal region proposals (HRoI) to rotated region proposals (RRoI) and extract rotation-invariant features for
accurate regression of rotated bounding boxes per objects. To enable predictions of rotated bounding boxes, the re-
gression branch of the R-CNN is modified to output one additional offset (∆θ) representing the difference in rotation.
Besides, the height and the width are considered as the short and the long side of the bounding box respectively. The
orientation is calculated between the x-axis and the width and falls in the range [0, π].
RoI transformer is composed of a rotated RoI learner and a rotated RoI alignment module. Here, we describe how
these two modules combine to build an object detector with rotated bounding boxes as predictions.
Rotated RoI Learner
In the case of RPN, horizontal anchors of different sizes are used to derive horizontal region proposals. Therefore, a
trivial approach to obtain rotated region proposals would be the usage of rotated anchors as employed in [106, 112, 67].
But, the design of such anchors is limited by the number of directions used and fails to capture all the rotational
variances for the objects in the images. This causes a misalignment between the extracted features and the actual
objects in the scene. Furthermore, the higher number of directions leads to higher computational complexity.
To avoid a large amount of rotated anchors and alleviate the misalignment issues, the rotated RoI learner is proposed
to give a better approximation of rotations. It takes the feature maps of horizontal region proposals as input and uses a
fully connected layer to transform those to rotated proposals. For each HRoI, the module predicts five offsets denoted
as ∆x,∆y,∆w,∆h,∆θ that represents the differences of the center, width, height, and rotation between the HRoI
and the target ground truth RRoI. The rotational difference (∆θ) is in [0, 2π]. The target ground truth RRoI is found
by matching the HRoI with the external rectangles of the ground truth RRoIs. Given the offsets and the input HRoI,
the module uses a decoder to determine the parameters (xr, yr, wr, hr, θr) of the RRoI. The parameters can be used to
project the RoI on to the feature maps and extract relevant features in the following layers of the network.
Rotated RoI Align
RoI align [44] solves the problem of quantization associated with RoI pooling. RoI transformer incorporates a rotated
version of RoI align to be able to obtain rotation invariant deep features. Therefore, after feature extraction of each
RRoI, the warped feature has a rectangular shape as shown in Figure 2.18.
2.5 Image Segmentation
Image segmentation is a technique to divide the image into multiple parts or regions named segments. Each segment
represents a salient region (object or parts of the object) of the image and composed of a cluster of pixels. Image
segmentation provides a pixel-level accurate understanding of the image unlike object detection with bounding boxes
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Figure 2.18: Rotated RoI align [28]. Copyright ©2019 IEEE.
(a) Semantic segmentation (b) Instance segmentation
Figure 2.19: Different kinds of image segmentation.
that may contain multiple unrelated pixels. It can be further subdivided into semantic segmentation and instance
segmentation.
• Semantic segmentation: In semantic segmentation, pixels belonging to objects of the same classes are assigned
with a particular label and labels are different across different classes. For example, in Figure 2.19a all the pixels
representing persons have the same label.
• Instance segmentation: Instance segmentation gives a unique label to every object in the image. For example,
each person has a different color label in Figure 2.19b.
In this work, we have used a traditional region-based segmentation method as well as a deep learning-based instance
segmentation method named Mask R-CNN to process the regions of the objects in the images to help generate rotated
bounding box proposals.
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Figure 2.20: Image thresholding using Otsu’s method [8].
2.5.1 Region-based Segmentation
The region-based segmentation methods group pixels with similar attributes to form unique regions. If there is a
sharp contrast between the foreground and background of a grayscale image, pixel values will be different for them.
Therefore, the intensity of the pixels can be used to classify the pixels as foreground or background using a threshold
and create a binary image. In the binary image, any pixels having an intensity greater than the threshold are labeled as
white (foreground) whereas pixels with lower intensity are labeled as black (background). This type of binarization is
recognized as threshold segmentation.
If a single threshold is used globally, it’s known as global thresholding. Global thresholding doesn’t perform well
if the input image has non-uniform illumination. To handle the issue another kind of thresholding technique named
local thresholding can be employed. Local thresholding uses different thresholds for different parts of the image based
on the local image characteristics.
Otsu’s Method
Otsu’s method is one of the most popular global thresholding algorithms to perform automatic image thresholding.
The method works well if the histogram of the input image has two maxima. Given a grayscale image, the method
iteratively tries to find the optimal threshold value by minimizing the within-class variance of the two groups of pixels
separated by the candidate threshold values.
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Let’s consider a image with N pixels and the intensity values in the range [0, I]. The method first builds a histogram





where ni represents the frequency of intensity i in the image.
In each iteration, the algorithm tries a threshold value t that divides the pixel intensities into two classes. The
variable t can take any value in the range [0 . . . I]. Therefore, the pixel intensities of the first class are in [0 . . . t] and









Then, the mean and variance of the pixel intensities of each class is calculated to determine the within class variance.


































After trying all possible threshold values, the value of t that minimizes the within-class variance is considered as
the optimal value to threshold the image.
The total variance of the image pixel intensities is a sum of within-class variance and between-class variance.
As the total variance can be calculated independent of the threshold, the threshold t that minimizes the within-class
variance also maximizes the between-class variance. It can be shown that the between-class variance can be computed
as,
σ2b (t) = w1(t)w2(t)[µ1(t)− µ2(t)]2 (2.17)
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Figure 2.21: The framework of Mask R-CNN [44]. Copyright ©2019 IEEE.
Based on the equation above, the calculation of between-class variance eliminates the need to compute variances.
Therefore, instead of minimizing the within class variance, we can maximize the between-class variance to find the
optimal threshold value in a similar iterative manner much faster. An example of a thresholded image using between-
class maximization is shown in Figure 2.20.
2.5.2 Mask R-CNN
Mask R-CNN is a deep learning-based instance segmentation algorithm. It adapts the Faster R-CNN framework to
produce pixel-accurate binary segmentation masks. There are primarily two changes. One is the inclusion of a special-
ized branch for instance segmentation in the second stage of the framework. And, the other one is the refinement of the
pooling layer using RoIAlign.
Mask R-CNN adds a separate branch in parallel to the classification and regression branch. The branch passes
each RoI through two more convolutional layers to obtain one segmentation mask per class. The final output mask is
determined based on the result of the classification branch. Figure 2.21 shows the architecture of the Mask R-CNN
framework for instance segmentation.
RoIAlign significantly improves the mask predictions by eliminating the need for quantization. In the Faster R-
CNN framework, quantization is applied during the calculation of cell coordinates by taking the integer parts when
RoI is projected on to the feature maps as well as in the RoI pooling step. For example, if the proposed RoI has a
size of 430 × 580 and the downsampling ratio is 16, then on the feature map the width is calculated as [430/16] =
[26.875] = 26 and the height is calculated as [580/16] = [36.25] = 36. Similar rounding also exists in the pooling
step for dividing the RoI region into K ×K pooling windows. Therefore, these operations create misalignment issues
between the RoI and the extracted features which impact the pixel-accurate mask predictions. To solve this, RoIAlign




In this chapter, we discuss the scope of object annotations with RBBs for object localization and the relevant object
annotation tools. We also review different forms of weak supervision techniques such as box verification, point clicks,
eye tracking, etc., and human-machine combined efforts to obtain object annotations with reduced time and labor.
Lastly, we examine the impact of active learning in minimizing the annotation cost by prioritizing the most informative
images.
3.1 Bounding Box Annotation Tools
For automated content analysis, fully supervised computer vision models rely on manual annotation of images. The
success of the trained models depends on the accuracy of the gathered annotation. Image annotation acts as a way to
direct the model to some relevant properties in the images we are interested in to solve a task. Each image can have
one or multiple annotations and different forms of annotations are required to tackle different types of image analysis
tasks. For example, an image recognition task needs image-level labels such as category labels or descriptive attribute
labels. However, per-object annotations using AABBs, RBBs, or polygons are widely used for data labeling in object
detection tasks. An AABB has a rectangular or square shape and fits the contained object as tightly as possible. An
RBB additionally integrates the orientation of the fitted object. Therefore, RBBs have several advantages over standard
AABBs. RBBs can capture the actual size and aspect ratio of objects of arbitrary orientations. They also provide
a tighter fit and thus eliminate a lot of the background pixels within the annotations improving the feature extraction
compared to AABBs. Moreover, RBBs enable the trained models to detect densely packed objects without overlapping
boxes in the aerial images. Though RBBs provide more accurate representations of the objects, these don’t outline the
true shape of non-rectangular objects. On the other hand, polygon annotations can precisely define the shape and
location of such objects and are supported in many of the annotation tools [33, 93, 99]. However, the process of getting
polygon annotations is extremely time-consuming, expensive, and error-prone. According to Google AI Platform
Data Labeling Service [3], polygon annotations are 4 times more expensive than AABB annotations whereas RBB
annotations are only 1.37 times expensive. Therefore, even though polygon annotations perform better than bounding
box annotations for detection tasks, bounding box annotations are primarily used for object detection to make it cost-
effective [69]. Also, polygon annotations are primarily used for image segmentation [44] and most of the popular
detection algorithms [82, 81, 63] are developed to work with AABB annotations. As a result, for object detection
tasks, RBB annotations can provide the right balance among the annotation time, cost and model accuracy. But, the
current system of RBB annotations is still complicated and more time-consuming than AABB annotations.
26
Other forms of annotation techniques also exist in the literature such as polyline annotation for lane detection in
self-driving cars [2] and point clicks for object detection and segmentation [75, 76, 15]. Therefore, a lot of annotation
tools have been developed over the years to facilitate manual annotation which allow different shapes such as box,
polygon, circle, point, etc. to describe the object of interest. In this work, we are interested in annotation tools that
allow drawing bounding boxes to localize objects in the images. Particularly, we are interested in RBB annotations and
limit our comparison to open-source tools only.
LabelImg [6] enables annotators to create AABB annotations in the images. A modified version of LabelImg [7]
also supports drawing of an RBB in three steps. First, an AABB is drawn which is followed by rotating the box in any
direction using four keyboard keys presses to match the orientation of the encapsulated object. Finally, the width and
height of the box are adjusted again to fit the object. The resulting RBB is expressed in the saved file with the center,
width, height, and orientation of the box. This process is labor-intensive and time-consuming when thousand of object
instances need to be annotated.
Fast Image Data Annotation Tool (FIAT) [5] allows drawing an RBB around the object in a similar way like
modified LabelImg. After drawing the initial AABB, rotation can be applied to the box using multiple keyboard key
presses. However, this tool also provides a way to draw an RBB by defining two diagonal points when the boxes have
a known fixed aspect ratio. But, as in real-world datasets objects in a single image can have various aspect ratios, the
annotation tool fails to deliver a fast labeling interface for rotated bounding box annotation.
Like the above-mentioned tools, Label Studio [93] also offers to create an RBB in multiple steps. But, instead of
keyboard key presses, the tool enables the annotator to use mouse drag to apply rotation to the box. The steps to create
the initial axis-aligned box and adjust it later are analogous to previously discussed tools. Therefore, the drawing of a
rotated annotation is essentially a combination of three different tasks in this process and it may be possible to develop
a more direct way for annotating with RBBs. Figure 3.1 shows the three required steps to create an RBB for a plane
using Label Studio.
Some of the tools [9, 11] allow pre-trained machine learning models to automate the annotation process but are
limited by the number of classes the pre-trained model supports. Also, the models are not iteratively trained on the
latest annotated images to generate better proposals for the objects in the images over time. Anno-Mage [9] is a semi-
automatic image annotation tool that integrates an one-stage object detector named RetinaNet [61] to produce AABB
suggestions on a given image. The object detector is pre-trained on the MS COCO dataset that has objects of 80
classes. Therefore, if a new image to be labeled contains objects of classes other than those 80 or look visually very
different than the trained images, the model’s ability to provide suggestions degrades. This phenomenon inflates the
manual annotation time in the process. CVAT [11] also allows the annotator to choose from a wide range of computer
vision models based on the annotation task. The annotators can also upload their models. Again, these models are




(b) Rotate the box to match the orientation of the target object
(c) Adjust the box to obtain the final RBB
Figure 3.1: The three steps to create an RBB using Label Studio. a) Draw AABB. b) Rotate it to match the
orientation of the target object. c) Adjust the box to obtain the final RBB.
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3.2 Weakly Supervised Object Localization
In weakly supervised object localization approaches, image-level labels that describe the classes of objects present in
the image are used to train object detectors instead of actual bounding boxes. Though these techniques [17, 39, 27, 42,
51, 113] eliminate the need for bounding box annotations, the trained object detectors are significantly weak in terms
of accuracy. Fully supervised object detectors with AABBs have twice the accuracy than the weak detectors.
Alternative forms of cheap human supervision have been explored in recent works. In the box-verification series,
Papadopoulos et al. [74] used human verification signals in both retraining an object detector and re-localizing the
objects in the images via proposals iteratively as illustrated in Figure 3.2. The authors utilized EdgeBoxes [115] to
generate the initial set of proposals. Later, at each iteration, the search space was minimized by eliminating bad
proposals with the help of human verification. The trained detector achieved better object localization compared to the
previous WSOL approaches as only the correct bounding boxes were used in the training.
Figure 3.2: The proposed framework for training object detectors using human verification by iterating between
A) re-training object detectors, B) re-localizing objects, and C) human box verification [74]. Copyright ©2016
IEEE.
Konyushkova et al. [55] presented an Intelligent Annotation Dialogues (IAD) agent that could determine the most
time-efficient sequences of annotation actions to produce bounding box annotations for an image when image-level
labels were available. It demonstrated that initially, the majority of the bounding boxes needed to be manually drawn.
But, as the detector got stronger, box verification grew in number.
Papadopoulos et al. [73] proposed a novel approach to train object detectors with eye movement data instead of
manual bounding-box annotations to reduce the time required to annotate images. In this method, annotators would
find the target object in the image, look at it, and press a button. During this process, by tracking the eye movements,
information about the eye fixations of the annotators is collected. The fixation data are then employed to automatically
predict a bounding box for each image in two stages (Figure 3.3). First, a superpixel classifier trained with images
having both fixations and manual bounding boxes is used to predict the initial segmentation of the object using fixation
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Figure 3.3: The proposed method for predicting bounding boxes from fixations. Reprinted by permission from
Springer Nature: Springer Nature, Computer Vision – ECCV 2014, [73] (Training Object Class Detectors from
Eye Tracking Data, Papadopoulos et al.), Copyright (2014).
data. Then, the bounding box of the object is found from the rectified initial segmentation.
Papadopoulos et al. [75] developed a scheme called extreme clicking where the annotators were requested to click
on four well-defined physical points of an object namely the top, bottom, left-most and right-most points as shown in
Figure 3.4. This approach was showed to be five times faster than traditional manual bounding box annotations. The
collected four points per object could be used to obtain the axis-aligned bounding boxes, as well as better initializing the
GrabCut algorithm to acquire accurate segmentations. The models trained on such annotations achieved comparable
accuracy to the models trained with manual annotations.
Figure 3.4: Annotating an instance of motorbike with extreme clicking scheme [75]. Copyright ©2016 IEEE.
Papadopoulos et al. [76] presented an annotation scheme employing click that minimizes human annotation effort
and reduces total annotation time by 9 to 18 times compared to manually drawn tight object bounding boxes. The
researchers asked annotators to click on the center of an imaginary bounding box enclosing an object, where the class
of the object in an image is known. These clicks provided an approximation of the position of the center of the whole
bounding box. The authors also obtained a more accurate approximation of the center by calculating the average of
the click positions of two different annotators using the same object. Moreover, they trained a model that can estimate
errors that annotators might introduce while detecting the center point of the object and used that to further refine the
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Figure 3.5: The proposed two stage workflow for image dataset annotation [13]. Copyright ©2018 IEEE.
labeling.
Bearman et al. [15] proposed a fast supervision method for image segmentation based on the points provided by the
annotators to the objects in the images. Each point was captured at the center of an imaginary bounding box around the
object. They demonstrated with experiments that the point-supervision accompanied by an objectness prior in the loss
function improved the accuracy of the trained segmentation model than the other forms of image-level supervision.
The accuracy improved, even more, when the training started with some images having pixel-level full supervision and
followed by point-supervision for the other images. Alternatively, Wang et al. [100] used a single finger touch on each
object instead of a point click. Then, the local features (e.g. edge, texture, etc.) to the touched point were leveraged to
determine the segmentation.
3.3 Human-machine Collaborative Annotation
Computer vision models pre-trained on large scale benchmark datasets [34, 60, 16] are not strong enough to detect
all the object instances in complex scenes. This becomes more evident when the intention is to build a new dataset
that contains uncommon classes of objects. To solve the challenging task of getting high-quality object annotations
efficiently, various works have combined the responses of computer vision models with human input.
Adhikari et al. [13] proposed a two-stage framework for fast acquisition of bounding box annotations for image
datasets to be used in object detection. The researchers divided the dataset into two parts. Then, a Faster RCNN model
(pre-trained on MS COCO dataset) was trained using the manually annotated first part of the dataset to generate AABB
proposals on the second part. These proposals were further refined by a human annotator with actions like removing
the incorrect boxes and drawing new ones. Both of the annotated parts of the dataset were combined to obtain the
complete labeled dataset (Figure 3.5). Moreover, the authors devised a method to measure the workload incurred
during the labeling process. This method was employed to evaluate the optimal partitioning strategy of the dataset to
achieve the maximum workload reduction.
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Figure 3.6: The workflow for Iterative bounding box annotation [12]. Copyright ©2021 IEEE.
Adhikari and Huttunen [12] built on the previous approach by iteratively training the model with small batches of
labeled images and proposals were generated on the next batch in the line. These proposals assisted a human annotator
to efficiently produce bounding box annotations for that next batch and those annotations were used to update the
model for the following iteration (Figure 3.6). The focus of this work was not on developing an annotation tool but
to compare different ordering of images to train a strong detector as early as possible. Getting a better model in early
iterations helps to reduce the manual annotation effort as well as the total time needed. By evaluating on three datasets,
the authors showed that the developed iterative approach reduced annotation workload by up to 75% compared to fully
manual annotation. They also investigated the catastrophic forgetting [54] behavior of the model that could have a
negative impact on the model during incremental learning.
Several other works used human-machine collaborative annotation effort to develop interactive object segmentation
[20, 84, 21, 32, 49, 89], interactive video annotation [98, 53] and attribute-based classification [18, 77, 78] methods.
Dutt Jain and Grauman [32] explored different modes of annotation namely bounding box, sloppy contour, and
tight polygon as outlined in Figure 3.7 and tried to predict the most suitable input modality for each image to obtain the
best possible image segmentations. A bounding box is easy to draw but contains more background pixels. However, a
sloppy contour has fewer background pixels but require higher attention and effort from the annotator. Tight polygon
is the same as the segmentation and the most expensive one. Therefore, each input modalities involve different anno-
tation time cost by the annotator. In this work, the authors optimized the total annotation time by only requesting an
expensive annotation mode when the content of the image demanded it. Multiple classifiers were trained to predict the
segmentation difficulty of the annotation modalities.
Boykov and Jolly [20] introduced a new method for generalized interactive segmentation of N-dimensional images
by combining soft constraints with user-defined hard constraints. The user could mark a set of pixels of the image
to definitely be in the foreground as well as a set of pixels to be in the background. These given pixel labels were
considered as hard constraints whereas soft constraints were defined as the region and boundary properties of the
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(a) Bounding box (b) Sloppy contour (c) Tight polygon
Figure 3.7: Possible modes of annotation [32]. Copyright ©2013 IEEE.
Figure 3.8: User interface for interactive video segmentation. Reprinted by permission from Springer Nature:
Springer Nature, International Journal of Computer Vision, [98] (Efficiently Scaling up Crowdsourced Video
Annotation, Carl Vondrick et al.), Copyright (2012).
segmentation. The method determined an image segmentation by minimizing a cost function. The authors claimed
that the result obtained from this method provided a better balance of boundary and region properties among all
segmentations and ensured that the constraints were maintained.
A video annotation platform with an efficient interface was developed by Vondrick et al. [98] that allowed the
annotators to annotate every object of interest with high-quality labels in a complex video (Figure 3.8). Addition-
ally, through their experiments, the authors demonstrated the limitations of the existing sub-optimal interfaces and
established the need for a simplified and restricted interface.
Khodabandeh et al. [53] proposed a novel algorithm developed by incorporating unsupervised learning with user
feedback in order to discover human interactions in video sequences. The algorithm was proven to be effective in
obtaining accurate clustering results from unlabeled data and minimal user feedback.
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3.4 Active Learning
Active learning based approaches try to train a model while reducing the human annotation effort by only selecting the
most informative unlabeled images. The selection is done by the trained model itself. Therefore, active learning can
be used to train an object detector with a limited annotation budget.
de Boer et al. [26] presented an annotation tool to train object detectors with active learning. Once a few images
were annotated, an object detector was trained. The trained model was used to sort the remaining items based on confi-
dence and the higher confidence detections were shown to the annotator first. This minimized the number of corrections
needed from the annotators as in many cases box verification would be enough. The model was iteratively updated as
new accurate annotation became available. The paper also experimented with other active learning techniques such as
uncertainty or random sampling and concluded that the high-confidence technique worked well with fewer images.
Yao et al. [111] investigated the effectiveness of active learning compared to the incremental learning for inter-
actively annotating object instances of a fixed-size dataset. Incremental learning iteratively trained a model to obtain
suggestive annotation on new images that were corrected by the annotator. The annotation cost was modeled as the time
taken to complete an image annotation. As incremental learning randomly traversed the images, the authors employed
active learning to select the image with the highest predicted annotation cost at each iteration to request annotation.
This reduced the total annotation cost as a stronger model was trained with diverse images in fewer iterations and
provided better suggestions for the images ahead.
Vijayanarasimhan and Grauman [97] developed an end to end scalable approach that could gather images given
a class of interest from the Web using keyword searches and employed active learning to identify the unlabeled data
that would improve the model the most. The method acquired labels for the identified data using crowd-sourcing
automatically. To use in a large scale setting, the authors proposed a part based detector for SVM classifiers and a
hashing scheme. The trained detector needed only one-third of the training data to achieve state-of-the-art performance
on six selected categories of the PASCAL VOC [34] dataset. The steps of learning live object detectors with this
method are shown in Figure 3.9.
Many of the previous active learning works deal with image classification [50, 56] and region labeling [90, 95, 96].
Joshi et al. [50] proposed a generalization of the margin-based uncertainty measure for multiple classes in the task of
image recognition. The uncertainty for each image was calculated by estimating class probabilities and it could be
used to select the most informative images in the dataset to label to maximize the accuracy of the classification model
with fewer training images. Therefore, it allowed building a multi-class classification model efficiently when a large
number of unlabeled data was available.
Kovashka et al. [56] explored the advantages of shared descriptive attribute labels among objects of multiple classes
and modeled the object-attribute, attribute-attribute relations. Then, the authors proposed an active learning based
approach to query either the category labels or the attribute labels of images that would impact the process of multi-
class object category learning the most. This strategy stimulated the training of the learner algorithm than the traditional
active learning approaches.
34
Figure 3.9: Learning object detectors in real-time with crowd-sourcing [97]. Copyright ©2011 IEEE.
Based on the content, some images are difficult to annotate than others. Vijayanarasimhan and Grauman [95]
quantified the trade-off between selecting the most useful image for training and the annotation time it required and
proposed an active learning strategy to strike a balance between uncertainty and relative annotation cost. It paved the
way for learning visual categories with a model while minimizing the annotation effort.
Though active learning minimizes annotation time by reducing the number of images to annotate, the amount of
time required to draw bounding boxes on the selected images is notably higher. Moreover, we are interested in the full
annotation of all the images in this work.
3.5 Summary
Previous works that were concerned with faster bounding box annotations mainly focus on obtaining AABBs to localize
object instances in the images. In contrast, we aim to produce RBB annotations for better localization. In our work, we
use computer vision techniques to generate RBB proposals which are then verified by visual inspections or corrected
by manual drawing. When the manual drawing is required, we observe that drawing an RBB is not as straight forward
as opposed to an AABB. Hence, we design a multipoint drawing system to easily create an RBB from scratch. This
minimizes the annotation time substantially in combination with RBB proposals. Our tool is also able to assist in
generating high-quality RBB annotations given the respective AABBs.
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4 RBB Annotation Methods
The goal of this thesis is to develop methods for annotating image datasets with accurate RBBs that will reduce
human labour and annotation time. To achieve this target, we employ several strategies to cover two distinct aspects of
RBB annotation; we try to minimize the need for manual RBB annotations while accelerating the process of manual
RBB annotations when required. The proposed RBB annotation methods are integrated to an existing open-source
annotation tool named LabelImg [6, 7] and the new tool is called FastRoLabelImg.
We design a multipoint box drawing system that enables the annotators to draw RBBs efficiently when manual
annotation is required. The drawing system has multiple configurations and the annotators are free to choose the
suitable configuration based on the appearance of the objects to be annotated.
Furthermore, the number of required manual RBB annotations is reduced by generating high-quality RBB proposals
for the objects in the images. These proposals can be visually inspected by an annotator to determine their correctness.
Fewer manual RBBs are needed with a higher number of correct proposals. We leverage computer vision models
and traditional image processing techniques to produce these RBB proposals either from scratch or by using existing
AABBs, if available. The annotators are given the options in the interface to utilize the most appropriate method for
the dataset at hand.
In this chapter, the developed methods for both reducing and accelerating the manual RBB annotation are described
in detail.
4.1 Manual RBB Annotation
The purpose of the multipoint drawing system is to facilitate the process of manual RBB creation. Traditionally, 2
points are specified to annotate with AABBs. In that case, an annotator usually specifies the top-left and bottom-right
corners of an AABB to create it. With the existing system of LabelImg, once the top-left point is clicked, the annotator
needs to hold down the mouse button and drag it to the bottom-right point before leaving. We provide a simplification
of this process that doesn’t require the annotator to hold down the mouse button and two direct clicks are enough
to create an AABB. However, we mainly focus on RBB creation and propose two new configurations: 3-point and
4-point. These configurations allow the annotators to specify a pre-defined set of points in some recommended orders
to create RBBs as quickly as possible with fewer adjustments.
36
(a) 3-point (b) 4-point
Figure 4.1: Multipoint box drawing system for objects of interest (grey shapes). The colored dots are clicked
around the objects in the order: Red⇒ Green⇒Blue⇒Orange.
4.1.1 3-point System
In this approach, the annotator clicks on three corner points around an object instance to create a bounding box of
the desired shape and orientation. The 3-point system is intended for creating rectangular bounding boxes of any




3) in this order, then
first we calculate the perpendicular distance d from C ′ to the line passing through A and B using,
d =
|(x2 − x1)(y1 − y
′
3)− (x1 − x
′
3)(y2 − y1)|√
(x2 − x1)2 + (y2 − y1)2
(4.1)
Afterward, we determine the coordinates of point C(x3, y3) at a perpendicular distance d from B such that the










We add a small value of 10−6 to the denominator to avoid division by 0 where applicable (e.g. Equation 4.2).
Using the slopes, the coordinates of point C(x3, y3) are given by,









As there are two possible coordinates for C on either side of AB, we choose the coordinate that is closer to C ′. We
take these additional steps to make sure that the line BC is perpendicular to AB through the point B.
Finally, given the corner points A(x1, y1), B(x2, y2) and C(x3, y3) of the box, we can determine the other corner
point D(x4, y4) as,
x4 = x1 + x3 − x2 (4.6)
y4 = y1 + y3 − y2 (4.7)
4.1.2 4-point System
For non-rectangular objects, sometimes it is difficult to envision the corners of the RBBs that fit the object instances.
Therefore, the resulting RBBs can be inaccurate and may need multiple attempts or adjustments to get the accurate
RBBs making the process of RBB annotation laborious again. To handle ellipsoid objects without well-defined “cor-
ners”, we provide a second configuration for the RBB drawing system that can make use of four drawn points. These
points identify the opposite endpoints of the objects and their thickness instead of the corner points of the intended
bounding boxes.
In the 4-point drawing system (Figure 4.1b), if the points drawn areA(xa, ya), B(xb, yb), C ′(xc′ , yc′), andD′(xd′ , yd′),









Then, similar to the 3 points drawing system, we consider points A,O, and C ′ to calculate the position of the point
C using the following equations:








where dC′ is the perpendicular distance of C ′ to the line AB and mOC is the slope of the line OC. Therefore, the
coordinates of the point Q(xq, yq) can be determined as,
xq = xa + xc − xo (4.12)
yq = ya + yc − yo (4.13)
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Similarly, the coordinates of the point R(xr, yr) can be calculated using,
xr = xb + xc − xo (4.14)
yr = yb + yc − yo (4.15)
Consecutively, we calculate the coordinates of P and S using the points A,B,O, and D′. Thus, we have all the
coordinates of the RBB PQRS.
4.2 Automatic RBB Proposals
When no pre-existing AABBs are available for an image, we use object detection models capable of predicting RBBs
to generate proposals for the specified classes of objects in the image. We integrate two object detection models in
FastRoLabelImg.
4.2.1 Pre-trained Detector
The pre-trained detector is based on the Faster R-CNN [82] framework embedded with ROI Transformer [28] to be able
to predict the RBBs. The predicted bounding boxes can be denoted as {(xi, yi), i = 1,2,3,4}, where (xi, yi) denotes the
positions of the box corners in the image. The pre-trained detector is trained on the DOTA [102] dataset which consists
of 2,806 aerial images and the contained objects belong to 15 categories including plane, ship, storage tank, baseball
diamond, tennis court, basketball court, ground track field, harbor, bridge, large vehicle, small vehicle, helicopter,
roundabout, soccer ball field and basketball court. Therefore, this detector can support up to 15 categories when used
to generate proposals. The predictions can also be filtered by confidence score and non-maximum suppression (NMS)
before finalizing the proposals. The annotator can pre-configure the confidence score and overlap threshold for NMS
through the interface of the tool.
4.2.2 Iterative Detector
We also use an object detector (Faster R-CNN with ROI Transformer) that is updated iteratively on previously annotated
data using vertical re-training. The approach is inspired by batch-mode active learning [87]. In FastRoLabelImg, we
use a batch size of 1. Therefore, when a particular image is completely annotated by the annotator and annotations
are saved, the detector is re-trained immediately with the recently available RBBs. At each time, when the proposal
generation step is requested, the most updated detector is used to generate the proposals for the selected categories.
Similar to the pre-trained detector, the predictions can be filtered by a confidence score and NMS. The iterative detector
can support up to 1,000 categories of objects. As the labels of the categories are not known beforehand, we use 1,000
placeholder labels to support the number of categories mentioned above when the model is configured initially. Later,
when a bounding box appears with a new label, a mapping is created between the original label and a placeholder label
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(a) No match (IoU=0). (b) Poor match (IoU=0.14). (c) Good match (IoU=0.7). (d) Perfect match (IoU=1)
Figure 4.2: Different overlapping scenarios between two AABBs using IoU=0.5 as threshold.
to continue the training. Similarly, this mapping is also used to retrieve the predictions of a specified category. The
mapping is saved as a JSON file to maintain its state among multiple annotation sessions.
4.3 Using Existing AABB Annotations
When AABBs have already been annotated on a dataset, we leverage this information to improve our initial RBB
proposals produced by the object detection models. This approach is discussed as filtering RBB proposals with the help
of pre-existing AABBs. Moreover, we also develop segmentation-based approaches as an alternative to using object
detectors. In this process, the AABB bounded regions are used to apply segmentation-based techniques (Thresholding
and Mask R-CNN) to identify the pixels of interest and produce the RBB proposals with additional post-processing.
These segmentation-based RBB proposal generation methods are discussed as adapting AABBs to RBB proposals in
this thesis.
4.3.1 Filtering Proposals with IoU
If RBB proposals are requested for the available AABBs in an image using the object detection models, then we obtain
the predictions on the image for the specified categories of objects as the first step. Later, the predicted proposals
are matched with the given AABBs based on their overlap. The overlap is measured using the metric Intersection-






The IoU is equal to 1 in the case of a perfect match and the matching worsens as it goes lower. When there is no
overlap between two boxes the IoU is zero. Figure 4.2 shows different overlapping scenarios between two AABBs.
The matching process between the proposed RBBs and the existing AABBs filters out many of the false-positive
RBB proposals. The IoU threshold for box matching can be tuned by the annotator using the tool to control the quality
of the RBB proposals. However, we found that an IoU threshold of 0.5 works well in practice.
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4.3.2 Adapting AABBs with Thresholding
We make use of both traditional computer vision techniques as well as a deep learning-based instance segmentation
model to serve the purpose of proposal generation from AABBs. Though a deep learning-based model can detect
a large number of object classes, the detection is limited by the number of classes the model is pre-trained on. To
overcome this issue, a set of assumptions is made about the objects inside the bounding boxes to develop an image
processing based approach in support of the segmentation model. Besides, the image processing based approach might
construct a better bounding box proposal than the model if the object of interest satisfies the assumptions.
In order to adapt an AABB to an RBB, we assume that the AABBs fit the objects as tightly as possible and the
centers of the bounding boxes are on the encapsulated objects. Also, we presume that the histograms of the pixel
intensities in the grayscale patches formed by the AABBs will be bimodal.
We define p as a patch image bounded by an AABB b and i as an object instance of class c which is annotated
by b. We convert the patch p to a grayscale image and determine a threshold value t using Otsu’s method [71] for the
patch. We also calculate a mean pixel value m for the middle 10% region of the grayscale patch p. Then, m and t are
used to determine the foreground and background pixels of the patch. If m is greater than t, then all the pixels having
an intensity value greater than t are marked as foreground (in white color) because m is representative of the color of
the foreground object based on the assumption that the centers of the bounding boxes are on the encapsulated objects.
Alternatively, if m is less than t, then all the pixels having an intensity value greater than t are marked as background
(in black color).
We perform a series of post-processing steps to obtain the final RBB proposal after getting the region of interest.
Firstly, we might get one or multiple regions of interest. But, we know that a bounding box should contain one object
at most. Therefore, if multiple regions of interest are detected in a patch p, we try to find the best suitable region by
weighting each of the regional areas with the distance between the center of the region and the center of the patch.
Formally, if there are n regions, then we calculate the weighted area for the ith region as wi = area(i)/distance(ci, cp)
where i = [1 . . . n], ci is the center of the ith region and cp is the center of the patch p. Afterward, the region with the
maximum weighted area is chosen to apply the post-processing steps.
Subsequently, we find an ellipse that has the same second-order central moments as the selected region of interest
[83]. The second-order central moments are defined as the weighted averages of the pixel intensities of the region based
on the center of the area. The length of the minor axis of the ellipse is used as the height of the RBB. Furthermore, we
extend the major axis on both sides and obtain the two intersecting points with the AABB. The distance between these
points is used as the width of the RBB. As for the rotation of the box, the angle between the major axis of the ellipse
and the positive x-axis is used. The range of the angle is between 0 to 180 degrees in the pixel coordinate system
(positive rotation is clockwise from the x-axis). Lastly, the center of the AABB is considered the center of the RBB.
Finally, we can compute the coordinates of the four corners of the RBB in the image given the width, height,
center, and rotation of the box. We proceed by creating an AABB with the determined center, width, and height (width
is along the x-axis). Then, we apply a rotation matrix to each of the corner points using matrix multiplication to obtain
the rotated corner points {(x′i, y
′
i), i = 1, 2, 3, 4}. For example, if (x, y) is a corner point that is rotated clockwise by
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4.3.3 Adapting AABBs with Mask R-CNN
We employ the popular Mask R-CNN [44] model pre-trained on the MS COCO 2017 [60] dataset to obtain the regions
of the objects inside the pre-existing AABBs. Fundamentally, this approach involves two steps: 1) filtering the predic-
tions of the Mask R-CNN model with pre-existing AABBs, and 2) adapting the AABBs using the related segmentation
masks to RBB proposals. As the second step is primarily responsible for generating proposals from predicted segmen-
tations, we consider the overall process as the adaption of AABBs. For example, let’s assume that we need to determine
an RBB proposal for an object of class c, and the object is contained in an AABB b. Then, the model is used to run
prediction on the whole image and we obtain segmentation masks as well as respective bounding boxes for objects of
class c. Later, we find the predicted AABB that has the maximum overlap with the given bounding box b and utilize
the associated segmentation mask to locate each pixel belonging to the encapsulated object in the patch image. Once
the region of the object is found, the post-processing steps remain the same as before to obtain the RBB proposal.
4.4 Summary
In this chapter, we explained the process of creating RBBs for each of the available configurations of the multipoint
drawing system. The procedures for creating RBB proposals using object detectors are also presented. Furthermore,
we discussed the post-processing steps of obtaining proposals using object segmentations extracted from the existing
AABBs by the thresholding technique or the Mask R-CNN model.
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5 FastRoLabelImg Interface
In this chapter, we discuss the core interactive components of our proposed RBB annotation tool named as FastRo-
LabelImg. It extends the open-source LabelImg tool and we provide explicit buttons and widgets as well as keyboard
shortcut keys to trigger the desired actions.
5.1 Layout and Saved File Format
Figure 5.1 shows the complete interface of the tool. The interface comprises several components. To the left side of the
interface, there are multiple quick access buttons. These buttons are organized into three groups from top to bottom.
The first group of buttons enables the annotator to open images, save annotations and traverse the list of the images.
The second and third groups of buttons provide access to the multipoint box drawing system and proposal generation
methods respectively. There are four more panels in the user interface. One of those panels shows a preview of the
image to be annotated and allows the annotator to interactively annotate the image. The other panels are dedicated to
present the list of image files, box labels of the current image, and proposal settings respectively.
The annotations are saved as XML files in a format similar to PASCAL VOC [34] annotations. To encode RBBs,
we save the width, height, center, and rotation of the boxes instead of top-left and bottom-right coordinates as is done
for AABBs. The width is considered as the larger side of the bounding box. The rotation is calculated as the angle
between the width and the x-axis clockwise in the pixel coordinate system and falls in the range [0, π].
In the following sub-sections, we describe the individual control options regarding the proposal generation and the
manual RBB box drawing system.
5.2 Proposal Generation
FastRoLabelImg presents a concise user interface to use the RBB proposal generation methods. Before applying one
of the methods, the annotator is able to modify the RBB proposal generation through a settings window. Then, the
explicit UI buttons or the keyboard keys can be used to try out the integrated proposal generation approaches and the
most suitable one can be chosen to carry out the annotation process.
The proposal settings window as illustrated in Figure 5.2a enables the annotator to pre-configure some of the options
regarding the computer vision models. These options include the confidence score used by the models, the accepted
overlapping threshold for the non-maximum suppression technique, and the IoU threshold to match the proposals with
the given AABBs. The annotator can also choose the default methods to be used when the buttons related to proposal
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Figure 5.1: Interface of FastRoLabelImg.
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(a) Proposal settings (b) Proposal generation (UI buttons)
Figure 5.2: UI components related to proposal generation.
generation are clicked. For proposals given the AABBs, the annotator can choose among one of the four methods.
These methods are pre-trained detector, iterative detector, Mask R-CNN, and thresholding approach. In contrast,
either the pre-trained detector or the iterative detector can be selected as the default method for uncontrolled proposal
generation. Support of the thresholding technique can be toggled as well to handle cases where no predictions are found
from the models for the given boxes. Finally, the annotator can use the interface to specify the class labels for which
predictions will be extracted from the computer vision models. The list shows the available classes of the MS COCO
and DOTA datasets. Additionally, any new classes used to re-train the iterative detector can be appended to the list.
The annotator can also rename the proposal labels for each of the class labels. For example, the pre-trained detector
has two separate class labels to detect vehicles namely “small vehicle” and “large vehicle”. Now, if the annotator wants
to identify all the vehicles as cars regardless of the size of the vehicles for the newly built dataset, the proposal label for
both of these classes can be renamed to “car”. The tool configurations can be saved once the annotator has modified
those to the task/dataset of interest. The saved configurations are maintained among separate annotation sessions to
reduce the overhead of setting those repeatedly.
Multiple buttons are laid out on the user interface to request automatic proposals as shown in Figure 5.2b. The first
two buttons can be clicked to generate uncontrolled and existing AABBs controlled proposals respectively with the
pre-configured default methods. The next two buttons can be used to traverse the other proposal generation methods if
needed. Shortcut keys are also provided to access each of the methods separately as depicted in Table 5.1. The shortcut
keys might prove to be more flexible and faster in practice.
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Key Action (Generate proposals using)
Q Pre-trained detector
W Iterative detector
Shift + Q Pre-trained detector for all the boxes or the selected box
Shift + W Iterative detector for all the boxes or the selected box
E Mask R-CNN model for all the boxes or the selected box
R Thresholding approach for all the boxes or the selected box
Table 5.1: Keyboard shortcut keys for proposal generation.
Key Action
P Draw AABBs using 2 points
Shift + P Draw RBBs using 3 points
Cntrl + P Draw RBBs using 4 points
Table 5.2: Keyboard shortcut keys for manual annotation.
5.3 Manual RBB Annotation
There are three buttons in the tool as shown in Figure 5.3 that can be utilized to initiate each of the drawing mechanisms.
Once activated, the annotator needs to follow the recommended ordering of the points to be drawn as mentioned in
Figure 4.1. Keyboard shortcuts are extensively used in the LabelImg tool and we have added new shortcuts for
initiating a manual RBB annotation as described in Table 5.2.
To create AABBs, the existing system of LabelImg needs the annotator to click on a corner and drag the mouse to
the opposite corner. But, our 2-point system removes the need of holding down the mouse button while drawing the
AABBs. The first click defines one of the corners of the AABB and as the mouse is moved a preview of that box is
shown. With the second mouse click, the opposite corner point is set and the AABB is finalized. Though the annotator
can specify any two opposite corners to draw an AABB in both the existing and the 2-point system, the tool always
saves the top-left and bottom-right coordinates of the AABB in the output XML file to adhere to the PASCAL VOC
format.
The 3-point system involves three mouse clicks following the recommended order as described in Section 4.1.1.
This system is useful for rectangular objects such as overhead cars where the corners of the objects can be easily realized
and clicked. For non-rectangular objects, the annotator needs to click on the corners of the imaginary bounding box.
Similarly, the 4-point system needs four mouse clicks as described in Section 4.1.2. In contrast to the 3-point
system, the 4-point system is useful for ellipsoid shaped objects such as wheat heads where the corners are not easily
clickable, but the two endpoints of the object and its thickness can be easily clicked.
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Figure 5.3: Multipoint box drawing system (UI buttons).
5.4 Availability
The source code and the relevant instructions to run FastRoLabelImg will be available at https://github.com/
p2irc/FastRoLabelImg. The annotation tool is licensed under MIT License [1] that is a free software license
and allows reusability of the code.
5.5 Summary
In this chapter, we described the basic layout of FastRoLabelImg and the specific UI components that are added to
access the proposed proposal generation as well as the manual RBB annotation methods. We also documented the list
of related keyboard shortcut keys. In addition, we discussed how the AABBs and RBBs are parameterized in the output
XML files.
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6 Data Acquisition and Annotation
We chose three datasets of diverse elongated objects (overhead images of wheat heads, cars, ships) to evaluate our
proposed RBB methods. Statistics regarding the RBB annotations in these datasets are summarized in Table 6.1. In this
chapter, we describe the data acquisition techniques and annotation procedures, present samples images and outline
the observations on each of the datasets by analyzing the properties of the objects in the images.
6.1 Wheat Dataset
The wheat dataset is adapted from the Global Wheat Head Detection (GWHD) dataset [25]. The original dataset is
comprised of wheat head images from ten different locations around the world covering a large number of genotypes
from Europe, North America, Australia, and Asia, and collected over four years. Wheat head images can be used
to predict the size and density of the wheat heads. These early predictions facilitate the farmers to make informed
management decisions on their fields. Researchers originally captured 2219 high-resolution RGB images which were
then subdivided into small patches of size 1024× 1024 to obtain 4,698 RGB images in the final dataset. These images
were labeled using an online annotation platform. Therefore, the full dataset consists of 4,698 RGB images with
188,445 wheat heads labeled with AABBs.
For our automatic RBB proposal generation experiments, we have randomly sampled images from four of the
dataset subdomains named usask 1, inrae 1, rres 1 and ethz 1 that represent Canada, France, UK, and Switzerland
respectively. In our sampled dataset, we have 200 images each from Canada, UK, Switzerland, and 176 images from
France. These images originally had AABB ground truths only. However, we need RBB ground truths to test our RBB
proposal generation method. Therefore, the selected images were manually annotated by a single annotator with RBBs
using RoLabelImg[7] to conduct the experiments. Annotations were done over multiple sessions to control the fatigue
of the annotator and maximum focus was given for accurate annotations by following the guidelines of the domain
experts. The resulting annotations are summarized in Table 6.2 for each of the dataset subdomains and Figure 6.1
shows some example images with both AABB and RBB ground truths for a side by side comparison. In terms of the
number of labeled heads with RBBs, the 200 images from Switzerland have the largest number of annotated wheat
heads measuring 13,310 with an average of 67 heads per image. The 176 images from France have the lowest average
with 20 heads per image and a total of 3,603 annotated wheat heads. Overall, the wheat dataset has 776 images
containing 30,449 RBB annotated wheat heads and on average 39 wheat heads per image. For the participant study
that is conducted to evaluate our manual RBB annotation methods, we draw images (3-4 images for each of the 12
participants) from utokyo 1 and utokyo 2 subdomains. These images are similarly manually annotated with RBBs.
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Name No.of images No. of labeled objects Avg no. of objects/image
Wheat 776 30,449 39
Car 150 9,330 62
Ship 4,500 5,401 1
Table 6.1: Datasets.
Source Country No. of images No. of labeled heads Avg no. of heads/image
USask 1 Canada 200 5,831 29
RRes 1 UK 200 7,705 38
ETHZ 1 Switzerland 200 13,310 67
INRAE 1 France 176 3,603 20
Table 6.2: Subdomains of the wheat dataset.
Furthermore, we analyze some of the key properties of the ground truth bounding boxes to have a better sense of
the contents of the images. Figure 6.2 shows an analysis of the wheat dataset. The first row of the figure outlines
the distribution of the aspect ratio for both ground truth AABBs and RBBs from left to right respectively. We see
that the distribution of aspect ratio for the RBBs shifts to the right compared to the other distribution for the AABBs.
This indicates that the traditional AABB annotations couldn’t fit the objects as tightly as possible in images with many
elongated wheat heads because of rotational variance. This idea becomes evident by observing the distribution of
rotations for the RBBs. By observing the high number of objects per image from the histogram, we can imagine
the possibility of having many densely crowded areas in the images to accommodate all the objects. As shown in
Figure 6.1, these densely crowded areas result in occluded wheat heads. Therefore, objects in the images have high
density, arbitrary rotations, occlusion in dense areas and, blur issues (observed in some images by inspection). All
these factors combine to make the wheat dataset a challenging one to annotate with RBBs from scratch. If our proposed
method can reduce the workload on this dataset by accurate RBB proposals and easier manual annotation, it will tend
to reduce the RBB annotation time even more on easier datasets.
6.2 Car Dataset
The car dataset is prepared by selecting drone-view images from the CARPK dataset [47]. The original dataset contains
cars from four different parking lots. The native dataset has 1,448 images with 89,777 cars and only AABB annotations
are available. Many of the images are close to identical as the drone used to collect the images were stalled or moving
slowly. To reduce the overlap between images, we have taken each 10th image of the dataset and a total of 150 images
are selected. Similar to the wheat dataset, selected images are manually labeled with RBBs for further experimentation.
As shown in Table 6.1, the sampled car dataset has 9,330 instances of annotated cars and the average number of
cars in each of the images is 62. The average is significantly higher than the wheat dataset. Figure 6.3 shows two
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(a) Image (b) AABBs (c) RBBs
Figure 6.1: Example images of the wheat dataset from four subdomains namely usask 1, inrae 1, rres 1, and
ethz 1 respectively (top to bottom). a) Input image. b) Ground truth AABB annotations. c) Ground truth RBB
annotations.
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Figure 6.2: Summary of object annotations in the wheat dataset, including the distribution of aspect ratio
for AABBs (top-left), aspect ratio for RBBs (top-right), rotations of RBBs (bottom-left), and the number of
annotated objects with RBBs (bottom-right).
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example images from the car dataset along with their respective AABB ground truths and RBB ground truths. The
example images depict that the images in the dataset are densely packed with different kind of cars. Hence, a high
average per image is observed.
Similar to the wheat dataset, we analyze some properties of the bounding boxes such as aspect ratio and orientation.
We also present the distribution of the number of objects per image. The obtained distributions are illustrated in
Figure 6.4. From the two distributions of aspect ratio (top-row), we observe that the aspect ratio for both RBBs and
AABBs is mostly around two. Therefore, both of the annotation techniques captured the true aspect ratio of many of
the cars. In other words, there are fewer variations in rotations for the cars. However, we do see some changes in
the distributions which depict that some cars are now more tightly encapsulated with RBBs than before. By seeing
the other two distributions, we develop an understanding that most of the cars are closely aligned either verticaly or
horizontally and the number of cars per image largely varies between 25 and 75.
6.3 Ship Dataset
The images of the Airbus Ship Detection Challenge dataset [10] are used to form the ship dataset. The challenge dataset
has more than 100k satellite images but only around 25% of the images contain ships. First, we process the dataset by
discarding the images with no ships. Then, only the images (≈9k) where the area of each of the ships is more than
1,000 pixels are kept. Finally, we randomly select 4,500 images from those to build the ship dataset. The challenge
dataset supplies the segmentation masks of the ships. Therefore, we use the masks to derive initial RBB annotations.
Later, accurate RBB boxes are produced by manual corrections.
Table 6.1 shows that the extracted ship dataset has around 5,401 RBB annotated ships in the 4,500 sampled images
with an average of 1 ship per image. Some of the examples of this dataset are presented in Figure 6.5 accompanied by
its ground truths. These images look vastly different than the other two datasets in terms of the number of instances
in the images. Most of the images in the dataset contain 1-4 ships. Although in many of the images the ships are
distinctive from the background, there are images where the foreground ships look very similar to the texture of the
background sea.
Figure 6.6 shows the statistical properties of the bounding boxes. Based on the distributions, we find that the ships
in the images are positioned in a varying number of orientations, and by using the RBB annotations we can localize
the ships more accurately than the AABB annotations.
Automatic ship detection allows monitoring incidents like accidents, illegal cargo movement, or fishing and drug
trafficking in the open sea. As the industry generates a large number of surveillance images or videos, a fast RBB
annotation tool will be useful for training better models rapidly.
6.4 Summary
To investigate the effectiveness of our proposed methods, we construct three diverse datasets. The images in the
datasets are obtained from their publicly available counterparts with some pre-processing steps. Then, we incorporate
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(a) Image (b) AABBs (c) RBBs
Figure 6.3: Example images of the car dataset. a) Input image. b) Ground truth AABB annotations. c) Ground
truth RBB annotations.
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Figure 6.4: Summary of object annotations in the car dataset, including the distribution of aspect ratio for
AABBs (top-left), aspect ratio for RBBs (top-right), rotations of RBBs (bottom-left), and the number of anno-
tated objects with RBBs (bottom-right).
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(a) Image (b) AABBs (c) RBBs
Figure 6.5: Example images of the ship dataset. a) Input image. b) Ground truth AABB annotations. c) Ground
truth RBB annotations.
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Figure 6.6: Summary of object annotations in the ship dataset, including the distribution of aspect ratio for
AABBs (top-left), aspect ratio for RBBs (top-right), rotations of RBBs (bottom-left), and the number of anno-
tated objects with RBBs (bottom-right).
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manual RBB annotations with the images to obtain our final datasets. Each of the datasets has both AABB and RBB
annotations. By analyzing the image annotations, we observe that the RBBs will be effective to improve localization.
Some of the images from the wheat and car datasets are later used to conduct a participant study to evaluate that the
proposed multipoint drawing system (Section 7.1). The complete datasets are used to quantify the possible annotation
workload reduction our RBB proposal generation method can achieve (Section 7.2).
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7 Experiments and Results
In this chapter, we describe two experiments conducted for this thesis. The first one is a participant study to assess
the proposed manual RBB annotation method. The second experiment is used to determine the manual workload
reduction by the proposal generation methods. For each experiment, we present the data used to run the experiment as
well as report and discuss the observed results along with the evaluation procedures.
7.1 Manual RBB Annotation Experiment
To complete the task of annotating an object with an RBB, the current annotation tool requires the annotator to first
draw an AABB which can be rotated afterward by repeated key presses. After rotation, the box often needs to be
resized again to fit the object. This rotate and resize operations may need to be repeated a number of times to obtain a
tight fitting box. On the other hand, the developed 3-point and 4-point systems can be used to directly create a better
initial RBB depending on the shape of the object and minimize the number of box adjustment steps. Therefore, we
expect that the multipoint drawing system will reduce the time and effort needed to draw an RBB compared to the
current system. To quantify the time-effectiveness of the proposed system and investigate the annotation accuracy we
conducted a participant study. The design of the participant study and the analysis of the obtained data are described
in the following subsections.
7.1.1 Study Methods and Design
The purpose of the study was to compare the speed and accuracy of the proposed RBB drawing methods to the current
method. The study used a 3 × 2 within-participants RM-ANOVA with factors Annotation Method (3-point, 4-point,
current) and Object Type (car, wheat). The car and wheat instances represent rectangular and ellipsoid shaped ob-
jects respectively. The dependent variables were annotation time and accuracy. We analyzed the dependent variables
separately.
Hypotheses
The four hypotheses for the study are listed in Table 7.1.
Tasks and Data
Each of the participants annotated a set of images using the current, 3-point, and 4-point systems. The images could
be of two types with respect to the type of their object instances. The set of images were unique to each participant
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ID Hypothesis
H1 The 3-point and 4-point methods will be faster than the current method
H2 The 3-point and 4-point methods will be more accurate than the current method
H3 The 3-point method will be faster than the 4-point method as it requires fewer clicks
H4
The 4-point method will be more accurate than the 3-point method
as the specified points are mostly on the edges of the object
Table 7.1: The hypotheses for the participant study.
but they remained the same across all conditions. As the participants repeatedly annotated the same set of images with
different conditions, there could be a potential learning effect on the observed annotation time and accuracy. Therefore,
we counterbalanced the order of object types and annotation methods.
We chose a subset of wheat and car images for the study as it wasn’t feasible to use all the wheat and car images for
annotation by the participants. Annotating too many images would cause long annotation sessions and the increased
workload could cause fatigue and negatively impact the quality of study data. Therefore, we used a limited number of
wheat and car images for the study. The car images were selected from the car dataset. And, the images containing
wheat heads were taken from the GWHD dataset. Particularly, the images were collected randomly from the sub-
datasets named UTokyo 1 and UTokyo 2. As the name suggests, the origin of these images was Japan. Our target
was to select 50 wheat heads and 50 car instances for each participant. However, we couldn’t exactly select 50 wheat
heads as the number of instances in the wheat images was random. Therefore, each participant was given 3-4 wheat
images with the expected count of wheat heads in the range 45-60. For the car dataset, the average number of cars
per image was 62. Therefore, we prepared 3-4 car images per participant to accommodate exactly 50 cars by cropping
the original images. We asked the participants to avoid any object instances that were partly visible in the images.
For annotating cars, the participants were requested to fit the objects tightly including the mirrors and wheels. For
wheat heads, the participants were instructed to fit the objects with RBBs as tightly as possible excluding the awns.
The criteria for annotating objects and the degree of annotation accuracy depend on specific tasks or models being
developed. Some models [28] enlarge RRoIs during the feature extraction to include more contextual information to
improve performance. Being lenient with the degree of annotation accuracy may promote faster annotation, but we
chose to get as accurate annotations as possible in our study.
We have also created the ground truth RBBs with the annotation tool named RoLabelImg[7] to measure accuracy
of the participants annotations. Figure 7.1 presents some examples of the wheat images used in the study along with
their RBB ground truths. And, Figure 7.2 illustrates the variations in the appearances of both kinds of objects.
Procedure
We ran the study remotely using the laptops/desktops of the participants due to the COVID-19 restrictions. The study
procedure is depicted in Figure 7.3. For each of the participants, we supplied the images to be annotated and a
Windows-compatible installer of FastRoLabelImg. Therefore, we started the study with a device compatibility check.
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(a) Image (b) GT with RBBs
Figure 7.1: Example images of the wheat instances from Tokyo, Japan. a) Image. b) Ground truth with RBBs.
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Figure 7.2: Distribution of aspect ratios (left) and rotations (right) of the GT RBBs for a) Wheat instances b)
Car instances.
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If compatible the participants signed an informed consent form (Figures A.1, A.2, A.3) online. Then, the participants
filled up a pre-questionnaire (Figure B.1) which queried them about the level of experience of using computer, mouse,
and annotation tool as well as some basic information e.g. gender, age. After completing the form, FastRoLabelImg
was installed on their devices. Any required support and guidance were given remotely.
Once the software was installed, the participants were given a demonstration of the interface of the annotation
tool and each of the annotation methods. In addition, the criteria of accurate annotations were explained to them
with examples for both wheat and car instances. Then, they were given a few minutes to practice the box drawing
approaches on some practice wheat and car images. During the practice tasks, necessary feedback was given to the
participants on their annotations over video conferences. They were also instructed to complete the annotations as fast
and as accurately as possible for all of the methods.
Finally, the participants performed the main annotation tasks. They took part in two separate sessions. Each
session involved annotating either wheat or car images with the three conditions repeatedly. The participants had the
opportunity to take a break at the end of a session. During the sessions, the RBB annotations were saved to measure
the accuracy (using IoU) of each box by comparing those to the ground truth RBBs. The annotation time was also
recorded for each of the boxes using the annotation tool internally. The time difference between the starting point of
two consecutive boxes was considered as the annotation time of the first box. Also, when the save button is clicked, the
time difference between the starting point of the last box and the save operation was recorded as the annotation time
of the last box. At the end of every session, the participants completed a user preference questionnaire (Figure B.2).
They were asked to rank the annotation methods for the recently concluded object type based on the annotation speed
(higher rank represented faster method), difficulty (higher rank represented easier method), and overall preference. In
total, the study lasted around 90 minutes for each participant.
Participants
Twelve participants (6 female and 6 male) were recruited from a local university for the participant study. The age
range of the participants was 24-31 (mean 27.3). All of them were right-handed. The participants self-reported very
high familiarity with computer and mouse. But, they reported a mixed experience of using annotation tools as shown
in Figure 7.4. Six of the participants self-reported no experience of using annotation tools and the others had low to
high familiarity (4 low, 1 moderate, 1 high).
Apparatus
The experiments were conducted on the personal laptops of the participants due to the remote nature of the study. All
the devices had MS Windows 10 operating system and the display sizes were in the range 15-17 inches. The installed
annotation tool (FastRoLabelImg) was written in Python (PyQT5). The annotation inputs were received using a USB
optical mouse.
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Figure 7.3: Study procedure.
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Figure 7.4: Participants experience of using annotation tools.
7.1.2 Results
After the data collection phase, we applied some filtering steps to obtain the final set of objects to analyze the effect
of annotation method and object type on annotation time and accuracy. To answer our research questions, we needed
three RBB annotations with annotation time (using each method) and the ground truth RBB for each of the objects.
The ground truth RBBs were required to measure the accuracy of the annotations and create associations among RBBs
across the three annotation methods. Therefore, the following operations were performed for each image:
• We discarded all the RBBs that had an IoU less or equal to 0.1 with any of the ground truth RBBs.
• Then, we matched the RBBs obtained from each annotation method (condition) with the ground truths and
discarded any object that had missing RBBs for one or more of the methods (due to a participant failing to
localize the object with some methods)
• After linking the RBBs across methods, we found the accuracy of the RBBs by calculating IoU with the respec-
tive ground truth boxes.
In the end, we got a set of objects having annotation time and accuracy observed by each of the annotation methods.
As the last step, for both annotation time and accuracy, we determined outliers within each object type and annotation
method for each participant. A trial was considered an outlier and discarded if the measured value was three s.d away
from the respective group mean. Out of 1236 trials, 67 trials were discarded based on annotation time and 16 trials
were discarded based on annotation accuracy. For annotation time, outliers were caused due to spending an unusually
long time while annotating some objects. The reasons behind unusual annotation time could be momentary lack of


















































Figure 7.5: Dispersion of the data through their quartiles and the effect of annotation method on a) Annotation
time b) Annotation accuracy. (** : p ≤ 0.01, **** : p ≤ 0.0001)
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Annotation Time
ANOVA results showed that for annotation time there was no statistically significant interaction (F (2, 22) = 2.24, p =
0.130) between Annotation Method and Object Type, suggesting that the effect of annotation methods does not depend
on the object types. The Annotation Method had a significant main effect (F (2, 22) = 132.09, p =< 0.0001) on
annotation time; Greenhouse-Geiser correction was applied for sphericity violation. Post-hoc pairwise t-tests (Bonfer-
roni corrected) revealed significant difference between the annotation methods (all p < 0.05). The mean annotation
time was 7.54s (s.d. 2.10s) for 3-point, 5.78s (s.d. 1.08s) for 4-point and 17.3s (s.d. 3.32s) for the current method.
Therefore, we accept H1 and must reject H3.
The mean annotation time using different conditions and the statistical significance results are summarized in
Figure 7.5a.
Annotation Accuracy
RM-ANOVA results indicated no significant interaction between Annotation Method and Object Type (F (2, 22) =
4.57, p = 0.15) for annotation accuracy, again suggesting that the effect of annotation methods does not depend on the
object types. We found that there was a significant main effect of Annotation Method ((F (2, 22) = 4.44, p = 0.024)
and Object Type ((F (1, 12) = 541.39, p =< 0.0001) on annotation accuracy. Post-hoc pairwise t-tests (Bonferroni
corrected) showed significant difference between the 3-point and 4-point methods (p = 0.007) as illustrated in Fig-
ure 7.5b. The mean annotation accuracy was 81.5 (s.d. 5.14) for 3-point, 84.3 (s.d. 5.97) for 4-point and 82.4 (s.d.
5.66) for the current method. Therefore, we must reject H2 and accept H4.
Participant Preferences
For each individual participant, the responses for ranking the annotation methods were consistent across categories
such as annotation speed, difficulty, and overall preference. For example, if a participant assigned rank i to a method
x based on annotation speed, he had given the same ranking to that method based on the other two categories (e.g.
perceived difficulty and overall preference). Therefore, we presented the results across the three categories for both
object types as Figure 7.6 instead of three separate figures. For annotating car objects, 75% of the participants preferred
the 4-point system and the other 25% participants preferred the 3-point system as shown in Figure 7.6a. For wheat
instances, all the participants preferred the 4-point system over others (Figure 7.6b). For both types of objects, the
current system got the lowest ranking based on the participant preferences.
7.1.3 Discussion
By conducting the study, we found two main results. First, both the 3-point and 4-point systems improved annotation
time compared to the current system. According to the mean annotation time, the 3-point system is 2.3 times faster,
and the 4-point system is 3 times faster than the current system. Secondly, in terms of annotation accuracy, the 4-point




































Figure 7.6: Ranking of annotation methods based on participant preferences (i.e. annotation speed, difficulty
and overall preference) for a) Car instances b) Wheat instances.
the objects and highly preferred by the participants. Though the 3-point system was faster than the current system, it
lagged behind (by 1.1% according to the mean) in annotation accuracy.
For the 4-point system, the points to be clicked were mostly on the edges of the objects. For example, the wheat
instances were identified using two opposite end points and its thickness whereas the cars were indicated by pointing
out the center of two opposite sides and the extreme points of the other two sides. Therefore, the participants were
able to quickly annotate the instances while maintaining high accuracy. However, the 3-point method involved a higher
degree of approximations for ellipsoid shaped objects because distinct object corners are not apparent. It might be
one of the reasons for the 3-point system having a slower annotation speed in contrast to the 4-point system. Another
possible reason could be the absence of live previews of the RBBs when the points were being clicked. It caused the
participants to have a delayed understanding of inaccurate annotations and needed multiple attempts to get accurate
RBBs in some cases. But, the 3-point system was still faster than the current system due to fewer steps. Though the
current method was slower, it had a higher accuracy than the 3-point method. It suggests that the participants probably
spent more time making the annotations as accurate as possible. However, we observed during the study that the
participants increasingly compromised the accuracy when they had to stay on an object for a longer period. It might be
one of the contributing factors for the lower mean accuracy of the current system compared to the 4-point method but
it’s not statistically significant (p = 0.169).
7.2 Proposal Generation Experiment
The proposed 3-point and 4-point RBB annotation methods can speed up manual RBB annotations. However, it still
takes a long time to annotate a large dataset. The proposal generation methods can help by reducing the required
number of manual annotations. Therefore, the generated proposals need to be accurate enough so that the respective
objects don’t demand manual corrections. We assess the efficiency of the proposal generation methods by measuring
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the percentage of manual workload reduction on three diverse datasets. In the following subsections, we discuss the
necessary details of workload estimation with or without proposals and present the experimental results.
7.2.1 Workload Estimation
We estimate the manual workload to evaluate the different strategies of proposal generation. In the absence of proposal
generation, the workload is measured as the number of total objects in the images of a dataset because the annotator
will only create a new box for each of the objects. We count the objects of interest by the available ground truth RBBs.
When proposal generation is used, the workload is modeled as removals of the incorrect proposals (false positives)
and additions of the missed ground truth bounding boxes (false negatives). We calculate the number of such boxes per
image using the precision and recall metrics following [12] and no actual participants is used in this evaluation process.
When pre-existing AABBs are not available, the amount of corrections is determined as
# corrections = # additions + # removals (7.1)
where,
# additions = # objects of interest× (1− recall) (7.2)
# removals = # proposals× (1− precision) (7.3)







# objects of interest
(7.5)
However, if the proposals are filtered by a set of pre-existing AABBs, the number of false positives is limited by the
number of given AABB annotations. Therefore, there can be at most one proposal for each pre-existing AABB and if
that proposal is incorrect, a removal operation will always be followed by a box addition. The time taken to remove
a incorrect proposal is minimal and constant compared to a box addition. Therefore, we only examine the number of
box additions in this case to determine the number of corrections as expressed by
# corrections = # additions (7.6)
7.2.2 Experimental Setup
We experiment with the wheat, car, and ship datasets described in the previous chapter. The RBB ground truth annota-
tions are available for all the images of these datasets. We use the RBB ground truths to estimate the manual workload
reduction for each dataset separately. Manual workload reduction (%) is determined using the cumulative number of
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ground truth bounding boxes and the cumulative number of required manual corrections for all the images in a dataset.
It can be calculated as,
Manual workload reduction (%) =
# GT RBBs− # corrections
# GT RBBs
× 100 (7.7)
We run multiple experiments for each dataset and different proposal generation techniques are used in each of these
experiments. We experiment using two detection models: pre-trained and iterative with or without filtering. When
filtering is enabled, the detectors make use of the pre-existing AABBs to filter out many of the incorrect proposals,
and a maximum of one proposal will be generated for each of the AABBs. We also include segmentation-based
proposal generation approaches (Thresholding and Mask R-CNN) in our experiments that allow adapting the pre-
existing AABBs to RBB proposals by estimating the area and orientation of the annotated objects. Lastly, we use
both the detectors and AABB adaption approaches jointly in two of the experiments for each dataset. In this case, any
AABBs for which the detection models can’t produce a proposal are adapted to RBB proposals using the segmentation-
based methods.
In our experiments, we consider a proposal as correct if the IoU overlap is greater or equal to 0.5 between the
ground truth bounding box and the proposed bounding box as well as the difference in the rotations is less than 10
degrees. We configure the other parameters such as confidence score, NMS threshold, and box match IoU threshold
to 0.5, 0.1, and 0.2 respectively. The confidence score threshold of 0.5 is often chosen for getting predictions from
the object detectors in the literature [34, 60]. The other parameter values are set (by experimenting with the range 0.1
to 0.5) to capture the reduction of the number of manual corrections. However, these are not necessarily the optimal
values and may change based on the dataset. We provide the ability to the annotator to adjust these values using the UI
to achieve the best possible results. The images in a dataset are iteratively traversed to calculate the number of required
corrections per image. For the iterative detector, proposals are generated on the ith image using the model trained on
1 . . . (i − 1) images for evaluation. Also, the model is trained for 30 epochs for each of the images to keep a balance
between the training time and the prediction accuracy.
7.2.3 Results
The experimental results are shown in Table 7.2 for all of the datasets. In the table, NA represents that a method does
not apply to a dataset. For example, the pre-trained detector is not trained on wheat instances. Therefore, we couldn’t
use that model to experiment on the wheat dataset. Similarly, the Mask R-CNN model is unable to predict wheat or
ship instances as it’s not trained on those classes of objects.
When no AABBs are available, the pre-trained detector obtains a manual workload reduction of 27.4% and 65%
for the car and ship datasets respectively. The iterative detector almost doubles (54.8%) the workload reduction for
the car dataset and improves it by 4.1% for the ship dataset. Besides, the iterative detector introduces a 39.8% manual
workload reduction for the wheat dataset. Both the pre-trained and iterative detector achieve a better performance when
proposals are generated for a set of given AABBs. The performance of the iterative detector increases by at least 10%
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Detector Filtering Adapting Wheat Car Ship
Pretrained No No NA 27.41 64.95
Iterative No No 39.77 54.79 69.09
Pretrained Yes No NA 28.75 75.80
Iterative Yes No 63.52 66.72 81.04
No No Thresholding 50.53 75.11 67.30
No No Mask RCNN NA 4.13 NA
Pretrained Yes Thresholding NA 80.42 87.59
Iterative Yes Thresholding 65.80 81.08 88.92
Table 7.2: Manual workload reduction (%) using different methods on wheat, car and ship dataset. (Higher is
better)
Figure 7.7: Required manual corrections using different methods for the wheat dataset.
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Figure 7.8: Required manual corrections using different methods for the car dataset.
Figure 7.9: Required manual corrections using different methods for the ship dataset.
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across all the datasets. Similarly, the pre-trained detector achieves a 10.9% rise in performance for the ship dataset.
However, it acquires only a slight increment of close to 1% for the car dataset.
When the available AABBs are adapted with thresholding (in combination with post-processing steps), we reach
a higher or similar percentage of workload reduction compared to the object detectors without filtering for all the
datasets. The manual workload reduces by 50.5%, 75.1%, and 67.3% for the wheat, car and ship datasets respectively.
The approach that involves adapting with Mask R-CNN only attains a 4.1% workload reduction for the car dataset and
it’s not applicable to the other datasets. Finally, The maximum workload reduction is achieved for any dataset when
the iterative detector is employed in combination with the thresholding technique. This approach results in a manual
workload reduction of 65.8% for the wheat dataset, 81.1% for the car dataset, and 88.9% for the ship dataset.
Figure 7.7 reveals the impact of different strategies to alleviate the workload throughout the annotation campaign for
the wheat dataset. Without any RBB suggestions, the annotator would need to create a total of 30,420 new bounding
boxes. But, with the proposals constructed by the iterative detector in absence of AABBs, the number of manual
corrections is reduced to 18,321. In presence of AABBs, manual corrections are further reduced to 11,097 bounding
boxes. However, it goes to as low as 10,401 giving us a workload reduction of 65.9% when the thresholding approach
is applied to generate RBB proposals for those pre-existing AABBs for which the detector couldn’t produce any
proposals.
Figure 7.8 depicts that the required manual corrections can be as few as 1,756 bounding boxes for the car dataset
while the total bounding boxes are 9,330. Lastly, we can reach the maximum workload reduction of 88.9% for the ship
dataset as shown in the Figure 7.9 by using the combination of the iterative detector and thresholding approach. Only
598 boxes need to be corrected out of the 5,401 instances in this case.
7.2.4 Discussion
The iterative detector performs better than the pre-trained detector without filtering (i.e. no AABBs are available)
because the iterative detector is incrementally trained with the labeled images of the current dataset which is being
annotated. Therefore, the training images are similar to the test images and it helps the iterative detector to understand
the content of the images even better. We see that both the pre-trained and the iterative detector obtain a higher
percentage of workload reduction when a set of AABBs are available for the images of the datasets. This is because
the given boxes can be used to filter out many of the false positives which reduces the number of box removal operations
previously required.
The proposals that are generated by adapting the available AABBs with thresholding remove a significant number
of manual corrections because many of the wheat, car, and ship instances align with the assumptions of the thresholding
approach. In contrast, the Mask R-CNN model experienced a low workload reduction because the (street-view) car
images it is trained on are very different from the drone-view images of the car dataset. When the thresholding
technique is used as the backup proposal generation method with the pre-trained or iterative detector (with filtering),
the manual workload reductions are maximized because the thresholding approach can potentially produce proposals
for any missed objects by the detectors.
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7.3 Summary
We evaluated both the speed and accuracy of the multipoint manual RBB annotation methods and the effectiveness of
the RBB proposal generation methods used in FastRoLabelImg. The results demonstrated that the proposed multipoint
drawing system is faster than the current RBB drawing system irrespective of the shape of the objects. The results also
showed that the 4-point system maximizes the annotation accuracy while minimizing the annotation time. Furthermore,
we described the evaluation procedure of the proposal generation methods and reported that the proposed methods can
reach a maximum of 88.9% manual workload reduction under our experimental settings.
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8 Conclusion and Future Work
In this thesis, we develop an object annotation tool named FastRoLabelImg to speed up the tedious task of RBB
annotations by minimizing the number of manual annotations with automatic proposals and providing an efficient
manual annotation mechanism at the same time. This chapter reviews the contributions of this thesis, discusses its
limitations, and proposes directions for future work.
8.1 Contributions
We provide an all-in-one annotation environment that allows generating rotated bounding box annotations for large
image datasets easily and quickly. The contributions of this work can be stated as follows:
1. We propose an easy-to-use multipoint drawing system that is designed to improve manual RBB annotation time
and accuracy for objects of different shapes.
2. We observe with a participant study that the available configurations (3-point and 4-point) in the proposed system
are faster for manual RBB annotations than the current existing approach. Besides, one of the configurations (4-
point) fosters more accurate annotations with little effort.
3. We add an online learning based object detector to FastRoLabelImg that improves over time to generate RBB
proposals. We also integrate a pre-trained detector and segmentation based proposal generation methods to
support during the earlier iterations of the iterative detector as it is likely to produce inaccurate proposals at the
start.
4. When pre-existing AABBs are available, the segmentation based approaches are used to adapt the AABB an-
notations to RBB proposals. Moreover, both the pre-trained and the iterative detectors can take advantage of
the available AABB annotations by limiting the produced proposals only to the pre-existing AABBs based on
IoU. FastRoLabelImg also gives the annotators the flexibility to tune the key parameters related to the proposal
generation approaches to match with the dataset at hand.
5. The efficacy of the automatic RBB proposal generation methods is tested on three diverse datasets. Although the
percentage of workload reduction depends on the size and nature of the dataset, it is evident from the experimen-
tal results that our proposal generation methods reduce the annotation time and effort remarkably. The number
of manual corrections for the bounding boxes dropped by 65.8%, 81.1%, and 88.9% for the wheat, car, and ship
datasets respectively with the help of automatic RBB proposals.
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6. The RBB annotations for two of the datasets (wheat and car) are made publicly available to encourage future
research in developing object detectors capable of RBB predictions.
8.2 Limitations and Future Work
We have integrated the proposed manual RBB annotation methods as well as the automatic RBB proposal generation
methods into FastRoLabelImg. The developed methods are also evaluated with experiments and a participant study.
However, the annotation tool/study has a number of limitations that could be addressed as future work.
Among the three datasets used in this thesis, the wheat dataset is built by sampling 776 images from the original
GWHD dataset. Those images are annotated with RBB annotations for evaluating our developed methods and also
made available to other researchers. The GWHD dataset has more than 4,500 images and we couldn’t annotate all
the images due to time constraints. However, we can now efficiently annotate the other images with the help of the
proposed annotation tool and produce RBB annotations for the complete GWHD dataset. The new RBB annotations
will help develop more accurate detection models capable of RBB predictions.
The proposed multipoint drawing system provides two main configurations for creating RBB annotations namely
the 3-point and the 4-point systems. Both of these techniques have a unique requirement of position and order of the
mouse clicks. It is possible to design many new configurations that the annotator will be able to choose from based on
the properties of the objects they are dealing with. For example, the 4-point system can be modified to use three clicks
only if the objects of interest have a symmetrical top-down view such as plane, car, etc. In this case, the annotator
will need to click on two opposite extreme points and the extent of one of the other two sides as shown in Figure 8.1.
Therefore, we can fine-tune new configurations to easily create RBB annotations for various categories of objects.
Also, for both 3-point and 4-point systems, the first two points specified are used to decide the orientation of the RBBs
and the annotators can’t see the finalized RBBs until all the points are clicked. As a result, if the annotation tool can
show a live preview of the bounding box when the mouse is being moved by an annotator to click the points, it may be
useful to reduce the number of repeated attempts.
Some of the recent works [62, 105] proposed object detection architectures with bounding circles. The bounding
circles are effective to detect objects such as orange, tomato, etc. in agricultural images, glomeruli in biomedical
images, and others. As future work, we can adapt FastRoLabelImg for creating circle and ellipse representations of
objects. To compare the annotation time and accuracy of the two available configurations of the multipoint drawing
system to the current RBB drawing method, a participant study is conducted and interpreted using within-participants
RM-ANOVA in this work. It is possible to use a set of common images across participants during the data collection
phase and do intra- and inter-rater reliability tests for manual RBB annotations as future work.
The automatic proposal generation methods immensely reduce the amount of manual work. Currently, the pre-
trained detector used in the process is fixed. But, in the future, we can enable annotators to import their own detector in
FastRoLabelImg. It will allow annotators to use any existing models trained with a set of sample images of a custom
dataset to annotate the remaining images with better proposals as well as add new images with annotations easily in
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Figure 8.1: The modified 4-point configuration may require 3 clicks for symmetrical objects. The colored dots
represent clicks around the object in the order: Red⇒ Green⇒Blue.
the future. Also, we can explore more advanced image processing based segmentation methods to help in creating
RBB proposals instead of otsu’s method of thresholding. It’s also possible that a different deep learning based instance
segmentation model (e.g. YOLACT [19], SOLO [101], etc.) may work better. For the online detector, the impact of
having an accurate detector as quickly as possible is crucial as the magnitude of manual corrections will be reduced for
the remaining images. One way to achieve this can be the use of active learning. With active learning, we can try to
find an effective ordering of the images at each step to present the most informative images to the detector in the earlier
iterations [41]. It might be possible to obtain a strong detector in fewer iterations in this way.
Once the automatic proposal generation step is requested and fulfilled for an image, the annotator is left with
reviewing the RBB proposals by inspection and correct if necessary. However, inspecting object annotations in crowded
images is itself a very hard task. So, it is also important to develop a better user interface for inspection. Lastly, the
primary focus of this work is to establish the effectiveness of the proposed methods. Therefore, we follow the design
pattern of LabelImg to integrate our developed methods in the interface. Further study can be conducted to explore
optimal user interface design to operate these new methods for annotating images with RBBs. Providing the tool as
open-source we hope that such refinement can be made by the LabelImg community as annotators start to perform
RBB annotation as a routine practice.
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Appendix A
Participant Study - Consent Form
Figure A.1: Participant consent form (page 1).
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Figure A.2: Participant consent form (page 2).
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Figure A.3: Participant consent form (page 3).
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Appendix B
Participant Study - Questionnaires
Figure B.1: Pre-questionnaire for the study.
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Figure B.2: Post-questionnaire for the study.
88
