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con an ∈ C. Ellas son una de las herramientas ma´s poderosas dentro de la
Teor´ıa Anal´ıtica de Nu´meros, y adema´s esta´n presentes en otras a´reas dentro y
fuera de la Teor´ıa de Nu´meros.
Por ejemplo, una de ellas es la funcio´n zeta de Riemann ζ(s), la cual es
protagonista de uno de los problemas ma´s famosos en la matema´tica actual:
“La Hipo´tesis de Riemann”. Riemann conjeturo´ que todos los ceros de ζ(s) en
0 ≤ Res ≤ 1 deben estar exactamente en la l´ınea Res = 12 . Como un pequen˜o
agregado a la importancia que tendr´ıa para alguien resolverlo, el Instituto Clay
de Matema´ticas premiara´ con US$106 a quien lo logre.
Otra importante aparicio´n de las series de Dirichlet en la fara´ndula mate-
ma´tica, fue su aporte en la prueba del U´ltimo Teorema de Fermat, el cual
sorprendio´ al mundo en la de´cada del los 90.
Segu´n Wikipedia ([Wiki, “Teor´ıa de Nu´meros”]), la teor´ıa de nu´meros estu-
dia las propiedades de los nu´meros en general y de los enteros en particular, as´ı
como diversos problemas derivados de su estudio. Segu´n los me´todos empleados
y las preguntas que se intentan contestar, la teor´ıa de nu´meros se subdivide en
diversas ramas. Alguna de ellas son “Teor´ıa Elemental de Nu´meros”, “Teor´ıa
Anal´ıtica de Nu´meros”, “Teor´ıa Algebraica de Nu´meros”, “Teor´ıa Geome´trica
de Nu´meros”, “Teor´ıa Combinatoria de Nu´meros” y “Teor´ıa Computacional de
Nu´meros”.
En este art´ıculo estamos interesados en la Teor´ıa Anal´ıtica de Nu´meros.
E´sta tiene diversas maneras tanto de encarar como de resolver problemas. Por
ejemplo, a la teor´ıa de nu´meros le interesa conocer el comportamiento de ciertas
funciones aritme´ticas (funciones f : N → C), tales como: rk(n) el nu´mero de
formas de escribir n como suma de k cuadrados; la funcio´n divisor d(n), que
cuenta el nu´mero de divisores de n; σ(n) que suma los divisores de n, etc..
Entonces una de las estrategias es asociarle a cada una de estas funciones su
respectiva serie de Dirichlet. Luego, ciertas propiedades como de convergencia,
holomorf´ıa, etc., pueden traducirse en propiedades elementales de las funciones.
Otra estrategia en la Teor´ıa Anal´ıtica de Nu´meros es traducir preguntas
elementales en afirmaciones enunciadas con un lenguaje anal´ıtico, y luego de-
mostrarlas tambie´n dentro del ana´lisis. Actualmente esta´n siendo atacados de
esta manera problemas de ra´pido entendimiento. Por ejemplo la Conjetura de
Goldbach (todo nu´mero par mayor que 2 puede escribirse como suma de dos
nu´meros primos) y la infinitud de los primos consecutivos (existen infinitos pri-
mos p tales que p+2 es primo). En este art´ıculo ejemplificaremos esta estrategia
demostrando el Teorema de Dirichlet, en la Seccio´n (3).
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El objetivo principal de este art´ıculo es desarrollar, de la forma ma´s ba´sica
y clara, los resultados principales de las series de Dirichlet, entrando en detalles
hasta donde se pueda. La gran desventaja es que se necesitan numerosos resul-
tados del ana´lisis, principalmente del complejo. Nosotros no intentaremos ser
autocontenidos, sino que cada vez que necesitemos algu´n teorema de funciones
complejas, lo mencionaremos, y en diversas ocasiones lo derivaremos al libro de
Conway ([Con]), con su exacta ubicacio´n.
Comenzaremos introduciendo las funciones aritme´ticas. Aqu´ı tambie´n nece-
sitamos algunos conocimientos ba´sicos del a´lgebra, principalmente sobre algu-
nas estructuras algebraicas como grupos abelianos y anillos.
1 Funciones aritme´ticas
En diversas a´reas de la matema´tica es comu´n el manejo de sucesiones de
nu´meros reales o complejos. En Teor´ıa de Nu´meros estas sucesiones se de-
nominan funciones aritme´ticas.
1.1 Definicio´n y ejemplos
Definicio´n 1.1. Llamamos funcio´n aritme´tica a aquellas funciones a valores
complejos con dominio los nu´meros naturales, i.e. f : N → C. A e´stas les
daremos una estructura de anillo, y le estudiaremos una cierta clase especial:
las funciones multiplicativas.
Ejemplo 1.2. Algunos ejemplos triviales son
I(n) =
{ 1 si n = 1,
0 si n > 1. ; 1(n) = 1 ∀n; id(n) = n ∀n.
I, 1 e id se llaman funcio´n unidad, funcio´n constante y funcio´n identidad res-
pectivamente.
Ejemplo 1.3. Un ejemplo ma´s sofisticado es la famosa funcio´n φ de Euler. E´sta
se define como el nu´mero de enteros en {1, . . . , n} coprimos con n. Por ejemplo
φ(4) = 2, φ(6) = 2, φ(p) = p − 1 si p es primo, etc.. Si k ∈ N se ve que
φ(pk) = (p − 1)pk−1. Se prueba que φ(mn) = φ(m)φ(n) si (m,n) = 1. Esto
implica que si N = pk11 . . . p
kr
1 resulta
φ(N) = φ(pk11 ) . . . φ(p
kr















Ejemplo 1.4. La funcio´n de Mo¨bius µ se define como
µ(n) =
{
(−1)r si n = p1 . . . pr con pi primos distintos,
1 si n = 1,
0 si p2|n para algu´n p primo.
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A pesar de su arbitraria definicio´n, esta funcio´n sera´ de gran importancia.
A lo largo del art´ıculo seguira´n apareciendo ma´s ejemplos de funciones arit-





Demostracio´n. Vale para n = 1 pues µ(1) = 1. Supongamos n > 1. Por
el Teorema Fundamental de la Aritme´tica todo nu´mero natural mayor a 1 se
descompone en producto de primos de manera u´nica salvo el orden, por lo tanto
existen p1, . . . , pk nu´meros primos (siempre los pensamos positivos) y a1, . . . , ak
naturales tales que n = pa11 . . . p
ak
k . Luego, en la suma
∑
d|n µ(d) so´lo sobreviven
los te´rminos d = 1 y los divisores de n que son producto de primos distintos
(todos con exponente 1). Por lo tanto
∑
d|n µ(d) = µ(1) +µ(p1) + · · ·+µ(pn) +









(−1)k = (1− 1)k = 0. 
1.2 Operaciones entre funciones aritme´ticas
Ahora le demos estructura de anillo al conjunto de todas las funciones arit-
me´ticas. Notemos que dos funciones aritme´ticas f y g inducen una tercera
sumando punto a punto, es decir
(f + g)(n) := f(n) + g(n).
Esta operacio´n junto con el elemento neutro definido ide´nticamente cero tiene
estructura de grupo abeliano con opuesto (−f)(n) = −f(n).
Con respecto al producto, podr´ıamos definirlo de manera ana´loga a la suma,
pero esta no es la operacio´n que nos interesa. Definimos el producto de Dirichlet
de la siguiente manera:








Tambie´n se le denomina convolucio´n. I es su elemento neutro ya que (f ∗I)(n) =∑
d|n f(d)I(n/d) = f(n) pues I(n/d) = 0 ∀ d 6= n.
Llamamos A al conjunto de funciones aritme´ticas. A munido de las opera-
ciones + y ∗ tiene estructura de anillo conmutativo sin divisores de cero, i.e.
A es un dominio de integridad. Para probar esto so´lo hay dos cuestiones no
triviales: la asociatividad y la no existencia de divisores de ceros. La primera
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de e´stas parece un tanto complicado, pero con un simple cambio de variables
se simplifica:
(f ∗ (g ∗ h))(n) =
∑
ad=n










f(a) g(b)h(c) = · · · = ((f ∗ g) ∗ h)(n).
Ahora supongamos que f, g ∈ A no son ide´nticamente nulas, veamos que
f ∗ g tampoco lo es. Existen k, l ∈ N tales que f(n) = 0 ∀ 1 ≤ n < k,
g(n) = 0 ∀ 1 ≤ n < l, y f(k) 6= 0 6= g(l). Entonces
(f ∗ g)(kl) =
∑
d|kl
f(d)g(kl/d) = f(k)g(l) 6= 0.
Ejemplo 1.6. La Proposicio´n (1.5) se puede reescribir como µ ∗ 1 = I, por lo
tanto µ es la inversa de 1.
Ejemplo 1.7. Probemos que µ ∗ id = φ. Notemos que por la Proposicio´n (1.5),












Si fijamos un d divisor de n, tenemos que sumar sobre todos los k mu´ltiplos de












= (µ ∗ id)(n).
Para terminar con esta subseccio´n, veamos dos resultados ma´s.
Proposicio´n 1.8. Sea f ∈ A. Entonces f tiene inversa en A si y so´lo si
f(1) 6= 0.
Demostracio´n. Supongamos que existe g tal que f ∗ g = I, i.e. I(n) = (f ∗
g)(n) ∀n ∈ N. Para n = 1 resulta 1 = I(1) = ∑d|1 f(d) g(n/d) = f(1)g(1) lo
que implica que f(1) 6= 1.
Rec´ıprocamente, supongamos que f(1) 6= 0. Definamos g por induccio´n,
pero antes como ejemplo ilustrativo hagamos el caso n = 2:












g(d), para n > 1.
Vimos que para n = 2 se cumple. Supongamos va´lida para k < n. Planteemos
la ecuacio´n I(n) = (f ∗ g)(n):








Como los valores de g(d) son conocidos para todo d < n, existe un u´nico nu´mero
g(n) que la cumpla, y es precisamente el dado por la fo´rmula recursiva. 












Demostracio´n. El lado derecho se puede reescribir como f = g ∗ 1. Multipli-
cando por µ resulta f ∗µ = (g ∗1)∗µ = g ∗ (1∗µ) = g ∗ I = g. Rec´ıprocamente,
si g = f ∗ µ entonces g ∗ 1 = f ∗ (µ ∗ 1) = f ∗ I = f . 
Ejemplo 1.10. Como aplicacio´n, realizando en g = φ y f = id, resulta por el
Ejemplo (1.7) la fo´rmula
∑
d|n
φ(d) = n ∀n.
1.3 Funciones Multiplicativas
Definicio´n 1.11. Una funcio´n aritme´tica f (no ide´nticamente nula) es llamada
multiplicativa si
f(mn) = f(m)f(n) si (m,n) = 1,
y estrictamente multiplicativa si
f(mn) = f(m)f(n) ∀m,n.
En lugar de “estrictamente multiplicativa”, tambie´n suele usarse “comple-
tamente multiplicativa” y “totalmente multiplicativa”.
Ejemplo 1.12. Las funciones I, 1 y id obviamente son estrictamente multiplica-
tivas.
Ejemplo 1.13. µ y φ son multiplicativas pero no estrictamente multiplicativas.
La multiplicidad de µ es medianamente fa´cil (ejercicio). Con respecto a la de
φ es inmediata luego de probar que Z∗mn ' Z∗m × Z∗n por la aplicacio´n obvia
(un poco ma´s adelante explicaremos la notacio´n Z∗n). Finalmente ninguna es
estrictamente multiplicativa pues por ejemplo µ(4) = 0 6= 1 = µ(2)µ(2) y
φ(4) = 2 6= 1 = φ(2)φ(2).
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Seguimos presentando ejemplos de funciones aritme´ticas.
Ejemplo 1.14. La funcio´n divisor d(n) cuenta el nu´mero de enteros (positivos)
















Notemos que σ0 = d y σ1 = σ. Se ve fa´cilmente que σα es multiplicativa.
Tambie´n resultara´ como aplicacio´n del pro´ximo teorema que muestra que el
producto de dos funciones multiplicativas es multiplicativas, pues σα = 1∗id(α),
donde idα(n) = nα.
Teorema 1.15. 1. Si f es multiplicativa entonces f(1) = 1.
2. Si f y g son multiplicativas entonces f ∗ g y f−1 tambie´n lo son.
3. Si f es estrictamente multiplicativa entonces f−1(n) = µ(n)f(n) ∀n.
4. El conjunto de funciones multiplicativas es un grupo abeliano con ∗.
Demostracio´n. Ejercicio (ver [Ap]). 
Observacio´n 1.16. Notar que el conjunto de funciones estrictamente multiplica-
tivas no es un grupo abeliano pues el producto de dos no necesariamente lo es.
Queda como ejercicio encontrar un contraejemplo.
El pro´ximo ejemplo son los caracteres de Dirichlet que son funciones estricta-
mente multiplicativas. E´stas tendra´n un gran protagonismo en la demostracio´n
del teorema de Dirichlet, en la Seccio´n (3).
Definicio´n 1.17. Si n ∈ N, un caracter de Dirichlet de mo´dulo n es una funcio´n
χ : N→ C no ide´nticamente nula tal que
♣ χ(a+ n) = χ(a) ∀ a ∈ N,
♣ χ(ab) = χ(a)χ(b) ∀ a, b ∈ N, ♣ |χ(a)| =
{
1 si (a, n) = 1
0 si (a, n) > 1 .
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Para obtener fa´ciles ejemplos de caracteres de Dirichlet vamos a repasar
algunas cuestiones. Dado n ∈ N, Zn denota el anillo de los enteros mo´dulo
n, es decir, Zn = {0, 1, . . . , n − 1} y su suma y producto son mo´dulo n. Por
ejemplo si trabajamos con n = 5, tenemos que 1 + 2 = 3, 3 + 4 = 2, 4 ∗ 4 = 1.
Notemos que existen divisores de cero, por ejemplo 2 ∗ 3 = 0 en Z6.
Si a ∈ Zn, entonces a es una unidad (i.e. tiene inverso: ∃b ∈ Z | 0 ≤ b <
n y ab = 1) si y so´lo si la ecuacio´n de congruencias
ax ≡ 1 (n)
tiene solucio´n. Esto ocurre si y so´lo si (a, n)|1 (⇐⇒ (a, n) = 1). Luego, Zn es
cuerpo (i.e. todo elemento no nulo tiene inverso) si y so´lo si n es primo.
Denotaremos Z∗n al conjunto de unidades de Zn (tiene estructura de grupo
abeliano con respecto al producto). Luego φ(n) = #Z∗n.
Si G es un grupo finito y abeliano, su grupo dual denotado Ĝ es el conjunto
de morfismos de G a C. Por ejemplo
Ẑn = {λ : Zn → C |λ(a+ b) = λ(a)λ(b)},
Ẑ∗n = {λ : Z∗n → C |λ(ab) = λ(a)λ(b)}.
A cada λ ∈ Ẑ∗n le asociemos la funcio´n aritme´tica λ˜ dada por el valor de λ
en su residuo mo´dulo n en caso que sea coprimo con n, y extendie´ndola con 0
en todo elemento no coprimo a n. Es decir
λ˜(a) =
{
0 si (n, a) 6= 1,
λ(r) si (n, a) = 1 y a = qn+ r con 0 ≤ r < n.
Se ve fa´cilmente que λ˜ es un caracter de Dirichlet de mo´dulo n. Rec´ıprocamente,
si χ : N → C es un caracter de Dirichlet de mo´dulo n, induce χ˜ : Z∗n → C
morfismo de grupos abelianos. Estas aplicaciones son inversas una de la otra,
y por lo tanto biyectivas. Con esto queremos notar que es equivalente pensar
a las series de Dirichlet de cierto mo´dulo n como elementos del grupo dual de
Z∗n.
Por lo tanto el conjunto de los caracteres de Dirichlet de mo´dulo n forma
un grupo, el cual tiene χ(n) elementos. Su elemento identidad lo llamaremos el
caracter principal, y lo denotaremos χ0. Obviamente
χ0(a) =
{
1 si (a, n) = 1,
0 si (a, n) > 1. (1.1)
Para terminar con esta seccio´n probemos la siguiente proposicio´n que usa-
remos en la demostracio´n del Teorema de Dirichlet en la Subseccio´n (3.2).
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Proposicio´n 1.18 (Relaciones de Ortogonalidad). Si χ1, χ2 son caracteres de




φ(n) si χ1 = χ2,
0 si χ1 6= χ2. (1.2)




φ(n) si a = b,
0 si a 6= b. (1.3)
(La suma es sobre todos los caracteres de Dirichlet de mo´dulo n.)
Demostracio´n. Quedan como ejercicio para el lector. 
2 Series de Dirichlet
En esta seccio´n estudiaremos las series de Dirichlet vistas como funciones.
Hallaremos su regio´n de convergencia, demostraremos su analiticidad, etc..
Adema´s, al igual que con las funciones aritme´ticas, las series de Dirichlet tienen
estructura de anillo, e interconectaremos estas operaciones con las de A.
Por u´ltimo estudiaremos los productos de Euler, los cuales escriben a una
serie de Dirichlet como un producto infinito.
2.1 Definicio´n y ejemplos






con f una funcio´n aritme´tica y s ∈ C.











es una serie de Dirichlet.
Ejemplo 2.3. Las series de Dirichlet asociadas a caracteres de Dirichlet son
llamadas L-series, y se denotan L(s, χ) donde χ es un caracter de Dirichlet.
10
2.2 Convergencia y analiticidad
En adelante veremos a las series de Dirichlet como funciones sobre C. Comenza-
remos a estudiar su dominio, i.e. su regio´n de convergencia, y luego examina-
remos sus propiedades anal´ıticas.
Al igual que Riemann y la mayor´ıa de la bibliograf´ıa sobre el tema, deno-
taremos s = σ + it a un nu´mero complejo donde σ y t son nu´meros reales.
Notemos que si tenemos s ∈ C tal que σ ≥ a(∈ R), entonces vale |ns| =
|nσnit| = |nσ||eit logn| = |nσ| ≥ na. Por lo tanto∣∣∣∣f(n)ns
∣∣∣∣ ≤ |f(n)|na ,
lo cual implica que si una serie de Dirichlet converge absolutamente para cierto
s0 = a + ib (i.e.
∑∣∣∣f(n)ns ∣∣∣ < ∞), entonces tambie´n lo hace para todo s con
σ ≥ a. Resulta inmediato el siguiente teorema.
Teorema 2.4. Para toda serie de Dirichlet F (s) =
∑
f(n)n−s que no converge
absolutamente en todo C y tampoco no lo hace en todo C, existe σa ∈ R tal que
la serie converge absolutamente para todo s con σ > σa, y no lo hace para todo
σ < σa.
Observacio´n 2.5. Dicho σa se lo denomina abscisa de convergencia absoluta. En
caso que la serie convergiera absolutamente en todo C se define σa = −∞, y si
no lo hiciera en ningu´n punto de C, σa = +∞.




xσ dx converge si σ > 1
y diverge si σ ≤ 1. Por el me´todo de comparacio´n con la integral resulta que
la serie ζ(s) converge absolutamente para σ > 1. Adema´s sabemos que la serie∑ 1
n diverge por lo tanto σa = 1 para ζ(s).
Este ejemplo es un caso particular de la siguiente proposicio´n.
Proposicio´n 2.7. Si f es una funcio´n aritme´tica acotada, i.e. |f(n)| ≤
M ∀n ∈ N entonces ∑ f(n)ns converge absolutamente para σ > 1. Por lo
tanto σa ≤ 1.
Demostracio´n. Se demuestra de manera similar a la prueba del ejemplo ante-
rior. 
Ejemplo 2.8. Sea χ un caracter de Dirichlet de cualquier mo´dulo n. Desde que
|χ(n)| ≤ 1 ∀n ∈ N se tiene σa ≤ 1 para L(s, χ). Se prueba que σa = 1.
Ana´logamente a la existencia de una abscisa y un semiplano de convergencia
absoluta, existe una abscisa y un semiplano de convergencia. Esto se prueba
con un poco ma´s de trabajo, y se puede encontrar en [Ap, Thm11.9] o en [HST,
Ch4,Prop14]. Lo resumimos en la siguiente serie de teoremas.
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Teorema 2.9. Para toda serie de Dirichlet F (s) =
∑
f(n)n−s que no converge
en todo C ni diverge en todo C, existe σc ∈ R tal que la serie converge para
todo s con σ > σc, y diverge si σ < σc.
Observacio´n 2.10. σa = −∞ o σc = +∞ si la serie converge o diverge en todo
C respectivamente. A σc se lo denomina abscisa de convergencia.
Ejemplo 2.11. Para ζ(s) vale σc = σa = 1. Si F (s) =
∑
(−1)nn−s, entonces
σa = 1 al igual que ζ(s), pero σc = 0 pues
∑
(−1)nn− converge para todo
 > 0, y no lo hace en s = 0 ya que
∑
(−1)n diverge. Este es un caso particular
de la siguiente proposicio´n.
Proposicio´n 2.12. Si f es una funcio´n aritme´tica tal que la suma
∑N
n=1 f(n)
es acotada, entonces F (s) =
∑
f(n)n−s converge para σ > 0, i.e. σc ≤ 0.
Ejemplo 2.13. Supongamos que χ es un caracter de Dirichlet de mo´dulo N
distinto a χ0. Por la ecuacio´n (1.2) de las relaciones de ortogonalidad, resulta∑l+N
n=l χ(n) = 0 por lo tanto |
∑l
n=l χ(n)| ≤ φ(N) para todo l ∈ N. Luego,
aplicando la proposicio´n resulta que L(s, χ) tiene σc ≤ 0. Pero obviamente
L(s, χ) no converge para cualquier σ < 0 pues χ(n)n−σ ni siquiera tiende a
cero cuando n tiende a infinito. Lo cual implica σc = 0.
Teorema 2.14. Para toda serie de dirichlet F (s) =
∑
f(n)n−s se cumple
σa − 1 ≤ σc ≤ σa.
Ahora queremos estudiar su analiticidad, pero es necesario algunos resulta-
dos referidos a su convergencia uniforme.
Proposicio´n 2.15. Una serie de Dirichlet F (s) =
∑
f(n)n−s converge uni-
formemente sobre todo s tal que σ ≥ σc+ donde  > 0. En particular converge
uniformemente sobre compactos en Re(s) > σc.
Esta proposicio´n junto con el teorema de convergencia de Weierstrass (ver
[Con, ChVII,§2,Thm2.1]) de variables complejas, implican que una serie de
Dirichlet es anal´ıtica en su dominio, y su derivada resulta de derivar te´rmino a
te´rmino.
Teorema 2.16. Sea F (s) =
∑
f(n)n−s una serie de Dirichlet. Entonces F (s)
es anal´ıtica en σ > σc, y su derivada es





σ > σc. (2.1)
Para finalizar esta subseccio´n, enunciaremos el Lema de Landau.
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Lema 2.17 (Landau). Si f(n) ≥ 0 ∀n ∈ N y si la serie de Dirichlet F (s) =∑
f(n)n−s tiene abscisa de convergencia σc finita, entonces F (s) no puede ser
extendida anal´ıticamente alrededor de s = σc. En particular cualquier conti-
nuacio´n meromorfa de F (s) en s = σc debe tener un polo en s = σc.
Ejemplo 2.18. Por ejemplo, la funcio´n zeta de Riemann ζ(s) se extiende primero
a σ > 0, y luego a todo C por medio de una ecuacio´n funcional, a una funcio´n
meromorfa. E´sta tiene exactamente un polo de orden 1 precisamente en s =
σc = 1, con residuo 1. El me´todo de extensio´n se encuentra en muchos libros,
en particular en [HST, Ch4,Prop17].
2.3 Operaciones entre series de Dirichlet
Dadas dos series de Dirichlet F (s) =
∑
f(n)n−s y G(s) =
∑
g(n)n−s conver-
gentes para σ > a, es claro que
∑
(f(n) + g(n))n−s tambie´n es una serie de
Dirichlet convergente para σ > a, y para cada s tal que σ > a vale






Por lo tanto la suma de funciones aritme´ticas se traduce en suma de series de
Dirichlet.





































Por lo tanto la multiplicacio´n de Dirichlet de funciones aritme´ticas se traduce
en la multiplicacio´n de series de Dirichlet. Aqu´ı se entiende el porque´ de la
definicio´n un tanto antinatural del producto entre funciones aritme´ticas. Luego,
el espacio de todas las series de Dirichlet forma un anillo.
Recordemos que ζ(s) es inducida por la funcio´n aritme´tica completamente
multiplicativa 1 y que por el ı´tem (3) del Teorema (1.15) sabemos que 1−1(n) =








si σ > 1.
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En particular ζ(s) 6= 0 si σ > 1. Al igual que esta u´ltima fo´rmula se pueden






















si σ > max{1, 1 + Re(s)}.
2.4 Producto de Euler
Los productos de Euler escriben a las series de Dirichlet como un producto
infinito en una cierta regio´n. Los casos ma´s comunes son cuando la respectiva
funcio´n aritme´tica es multiplicativa o estrictamente multiplicativa. Existen ma´s
productos de Euler con criterios ma´s de´biles para las funciones aritme´ticas, pero
no esta´ entre nuestros objetivos extendernos en este tema.
Teorema 2.19. Sea F (s) =
∑
f(n)n−s una serie de Dirichlet con σa ∈ R. Si











+ . . .
)
si σ > σa, (2.2)








si σ > σa. (2.3)
En ambos casos el producto es llamado producto de Euler. Su demostracio´n
requiere por empezar, la definicio´n formal de productos infinitos, la cual se
puede encontrar en [Con, CheVII§5]. Nos parece importante tener al menos
una idea.









Ap = A2A3A5 . . . .
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Hagamos informalmente lo siguiente. Cada serie Ap comienza con 1, y si los
multiplicamos resulta 1. Ahora f(2)2s aparece en A2, y si a e´ste lo multiplicamos




Si elegimos f(2)2s en A2,
f(3)






6s pues f es multiplicativa. Siguiendo as´ı, por el Teorema Fundamental de la
Aritme´tica que afirma que todo natural se descompone de manera u´nica salvo
orden en producto de primos, resultan todos los f(n)ns con n ∈ N, y por lo tanto
vale la fo´rmula (2.2).



















p(1− p−s)−1 si σ > 1.























1− p1−s σ > 2.











1− χ(p)p−s σ > 1.
En el caso χ = χ0 se cumple χ0(p) =
{
1 p - N





















Aqu´ı mostraremos una hermosa aplicacio´n de las series de Dirichlet, y un buen
ejemplo de como trabaja la Teor´ıa Anal´ıtica de Nu´meros.
Sabemos hace ma´s de dos mil an˜os que existen infinitos primos, pero muy
poco de co´mo se ubican en N. Por ejemplo, ni si quiera tenemos una sucesio´n
expl´ıcita {pn} de infinitos primos distintos. Por esto es famosa la carrera de
conseguir el primo ma´s grande. En marzo del 2008 se encontro´ el nu´mero primo
ma´s grande hasta ahora: 232.582.657 − 1 (ver [Wiki, “Largest known prime”]).
Este nu´mero tiene 9.808.358 d´ıgitos y es el 44o primo de Mersenne. Los primos
de Mersenne son de la forma 2n− 1 con n ∈ N (ver [Wiki, “Mersenne prime”]).
Por otro lado, fijado N ∈ N, sabemos por el algoritmo de la divisio´n que
todo nu´mero n ∈ N se escribe de la forma n = qN + r con 0 ≤ r < N . Es claro
que si d = (r,N) > 1 ningu´n nu´mero de la forma qN + r q ∈ N0(= N ∪ {0})
puede ser primo (excepto los divisores de N) ya que d|qN + r. Entonces, todos
los nu´meros primos excepto los divisores de N deben escribirse de la forma
qN + r con (r,N) = 1.
Por ejemplo si N = 6, todos los primos distintos a 2 y 3 se escriben de la
forma 6q + 1 o 6q + 5 con q ∈ N0. Atencio´n: ¡No es cierto que todo nu´mero de
estas formas es primo!. Por ejemplo 6 × 4 + 1 = 25 no es primo. Si N = 12
todos los primos esta´n en alguna de las siguientes 4 columnas.
12q + 1 12q + 5 12q + 7 12q + 11
1 5 7 11
13 17 19 23
25 29 31 35
37 41 43 47
49 53 55 59
61 65 67 71
73 77 79 83
85 89 91 95





Una pregunta que uno puede hacerse es la siguiente: desde que hay infinitos
nu´meros primos, fijado N ∈ N ¿hay infinitos primos en cada columna? Es decir,
para cada r tal que (r,N) = 1 y 0 ≤ r < N , ¿hay infinitos primos de la forma
qN + r con q ∈ N? Esta pregunta fue conjeturada por Gauss, y respondida
afirmativamente por Dirichlet en el an˜o 1837, usando L-series.
Demostrar este teorema es nuestro u´ltimo objetivo. Adema´s en la Sub-
seccio´n 3.3 daremos algunas generalizaciones y otros teoremas atacados dentro
de la teor´ıa anal´ıtica de nu´meros.
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3.1 L-series
En esta subseccio´n demostraremos algunas cuestiones anal´ıticas que sera´n usa-
das para demostrar el Teorema de Dirichlet. Sera´ necesario por parte del lector,
el conocimiento ba´sico de la teor´ıa de funciones complejas.
Primero mezclaremos resultados de analiticidad y productos de Euler apli-
ca´ndolos a las L-series. Antes debemos definir esta nueva funcio´n aritme´tica.
Λ(n) =
{
log(p) si n = pj con p primo,
0 otros n.
E´sta es llamada funcio´n de Mangoldt, que juega un rol central en la distribucio´n




Λ(d), i.e. log = Λ ∗ 1.
Teorema 3.1. Si χ = χ0 (ver ecuacio´n (1.1) en pa´gina 9), entonces L(s, χ) es
anal´ıtica para σ > 0. Por otro lado, la funcio´n L(s, χ0) tiene una continuacio´n
meromorfa a este mismo semiplano, con un u´nico polo en s = 1 con residuo
φ(N)/N .
Demostracio´n. Para χ = χ0, recordemos la ecuacio´n (2.4) que dice L(s, χ0) =
ζ(s)
∏
p|N (1 − p−s). Luego, como mencionamos en el Ejemplo (2.18) aunque
no lo probamos, la funcio´n zeta de Riemann se puede extender a una funcio´n
meromorfa en σ > 0 con exactamente un polo de orden 1 en s = 1, con residuo
1. Por lo tanto L(s, χ0) tambie´n puede extenderse y su polo en s = 1 tendra´
residuo
∏
p|N (1− p−1) = φ(N)/N por lo mencionado en el Ejemplo (1.3).
Con respecto al caso χ 6= χ0, vimos en el Ejemplo (2.13) que L(s, χ) converge
para σ > 0, y por el Teorema (2.16) es anal´ıtica en σ > 0. 
Proposicio´n 3.2. Sea χ un caracter de Dirichlet de mo´dulo N . Entonces se



















Demostracio´n. Ambas son muy similares. Nosotros so´lo usaremos (3.2) por lo















































3.2 Teorema de Dirichlet
Usaremos la notacio´n de congruencias. Decimos que a ≡ b (mo´dN) si N | a−b.
Notemos que n es de la forma qN + r si y so´lo si n ≡ r (mo´dN) .
Teorema 3.3 (Teorema de Dirichlet). Sean N, a ∈ N. Si (N, a) = 1 existen
infinitos nu´meros primos p ≡ a (mo´dN) .
Comenzamos desde este enunciado el cual pertenece a la teor´ıa elemen-
tal de nu´meros y luego pasaremos a afirmaciones equivalentes, cada vez “ma´s
anal´ıticas”.





donde la suma es sobre todos los nu´meros primos congruentes a a mo´dulo N .




























































El objetivo es probar (3.4). Sea δ : N→ C a la funcio´n aritme´tica dada por
δ(n) =
{
1 n ≡ a (mo´dN)











En este momento ingresan las series de Dirichlet a tomar el protagonismo.
Denotando Λδ a la funcio´n aritme´tica que valuada en n es Λ(n)δ(n), le asig-





la fo´rmula (3.5) es la evaluacio´n en F (s) de s = 1, i.e. (3.4) es cierta si y so´lo
si F diverge en 1.
Por las relaciones de ortogonalidad vista en la Subseccio´n (1.3), tenemos
δ(n) = 1φ(N)
∑


















































existe ( 6=∞), (3.6)
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para todo χ 6= χ0 estar´ıamos diciendo que F (s) diverge en s = 1 y completando
la demostracio´n.
Como L(s, χ) es anal´ıtica en σ > 0 por Teorema (3.1) desde que χ 6= χ0, es
suficiente probar que L(1, χ) 6= 0.
Teorema 3.4. Si χ 6= χ0 entonces L(1, χ) 6= 0.
Repasando, hemos traducido el Teorema de Dirichlet (3.3) del lenguaje ele-
mental del anillo de enteros, al Teorema (3.4) el cual pertenece al ana´lisis com-
plejo.
Desgraciadamente no expondremos su demostracio´n, pero la pueden encon-
trar en [BD, Ch9,Sec4] y en [MV, Ch4,Sec3] (la mayor´ıa de los libros prueban
para trabajos ma´s generales, que L(s, χ) no se anula en ningu´n punto de σ = 1).
De todas maneras estamos conformes al mostrarles como un enunciado elemen-
tal resulta de un teorema de funciones anal´ıticas.
3.3 Generalizaciones
Otro de los resultados ma´s importantes de la Teor´ıa Anal´ıtica de Nu´meros es
el Teorema del Nu´mero Primo. E´ste afirma que la cantidad de primos menores










Este teorema fue conjeturado independientemente por Gauss y Legendre,
y demostrado independientemente por Hadamard y Valle´e Poussin, ambos a
finales del siglo 19. Similar al Teorema de Dirichlet, el enunciado se traduce a
afirmaciones equivalentes y resulta como corolario de ζ(s) 6= 0 en la recta σ = 1.
Existe una prueba elemental, es decir sin usar funciones complejas, realizada
por Selberg y Erdo˝s, pero es demasiada intrincada (palabra textual de varios
libros).
La generalizacio´n de este teorema a progresiones aritme´ticas es llamado el
Teorema del Nu´mero Primo para Progresiones Aritme´ticas. Al igual que en el
caso del teorema del nu´mero primo en donde se indica co´mo crece la cantidad
de primos sabiendo que hay infinitos, el teorema aplicado a las progresiones
aritme´ticas se interesa en indicar co´mo crecen la cantidad de primos congruentes
a un cierto a mo´dulo N (a y N coprimos), sabiendo que hay infinitos (por el
Teorema de Dirichlet).














Esto se traduce a que en cada progresio´n aritme´tica qN + a con q ∈ N, hay la
“misma” cantidad de primos, es decir, hay 1φ(N) del total.
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