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Preface 
 
In the recent decades, the development of nano-technology has grown very fast. 
These changes allowed us turn into the nano’s world. Thanks for the advanced 
nano-technology, the computer has higher integrated level, faster operation speed and 
lower energy consumption. Our life is becoming more and more convenience. But as we 
know, the traditional computer has few limitations. The size of the devices can’t be 
fabricated infinitesimal, because of the quantum effects. Thus, people propose a new 
concept of calculation, called quantum computation. Different from the traditional 
computing, the quantum computing abandons the bit which only has only two states, 0 
and 1; the quantum computing is base on the quantum bit (qubit). The two states of qubit 
are vertical polarization and horizontal polarization. According to quantum mechanics, 
the qubit can be in a superposition of both states at the same time. It means the qubit can 
hold much more information than the traditional bit. Until now, no usable quantum 
computer has been realized. The quantum states are difficult to control, to red out, and 
there are very unstable. The study on the quantum computing is still continuing on. In the 
quantum computing studies, one of the simplest often used nano-structures, is the 
quantum point contact (QPC). It is possibly used as readout devices for the state of a 
qubit. 
The quantized conductance through a QPC is one of the important effects in 
mesoscopic physics, which can be explained by single particle Fermi liquid theory. There 
are also some complicated phenomenon have been observed in QPC. As example, a 
quasi-plateau near 0.7 G0 (G0 = 2e
2
/h) and zero bias anomaly (ZBA). They are viewed as 
due to the many-body effect, however, their precise origins are still in debate.  
In this thesis, four kinds of many-body effects have been investigated. (1) The 
Kondo-like effect in QPC. Kondo-like effect is one of the dominate interpretation for the 
0.7 structure in QPCs. In according to our recent results, we found that the 0.7 structure 
and the ZBA are independent phenomenon in QPCs. By analyzing our two devices that 
exhibited the ZBA, we found only one device was well described by the proposed 
Kondo-like formula. We suggest that the Kondo mechanism is not a universally 
phenomenon in QPCs. (2) The fractional quantum Hall effect and the inter-edge 
tunneling in QPC. Perpendicular magnetic field has been applied from 0 to 9.0 T with 0.5 
T steps in our latest experiment measurement. The current and voltage leads were 
connected in the “diagonal” configuration, so that the edge state in bulk can be ignored. 
Except the integer quantized plateau, some fractional plateaus have been observed in 
linear conductance at high magnetic field. These fractional plateaus are connected to the 
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fractional quantum Hall effect (FQHE). Particularly, in differential conductance, we 
observed that the zero bias peaks evolve into the conductance dips with decreasing the 
width of constriction (increasing the |Vg|). We suggest it should be related to the inter-edge 
tunneling of the quantum Hall edge channel. (3) The metal-insulator transition (MIT) in 
the fractional quantum Hall regime. A temperature independent point has been observed 
in temperature dependence of fractional plateaus, and the conductance can be scaled into 
single metallic and insulating branches. It indicates that the metal-insulator transition has 
been observed in FQHE region within the QPC. And the fitting exponent 1/p is 1/2, it is in 
agreement with the Coulomb gap model. Thus, the MIT is attributed to the e-e interaction. 
(4) The 0.7 structure in perpendicular magnetic field. The 0.7 structure was strengthened 
by the perpendicular magnetic field. And it evolved into the fractional plateau as the 
magnetic was increased. Both the 0.7 structure and the fractional plateau could survive at 
high temperature. We suggestive the 0.7 structure in zero magnetic field should be also 
related to the phase transition, it might be a metallic state of the MIT.  
  
7 
 
1. Two dimension quantum transport 
 
1.1 Two dimensional electron system 
 
In order to observe clear quantum transport effects, the materials with the high 
mobility, long Fermi wavelength, long mean free path and long coherence length are 
required. In normal metal-oxide semiconductor (MOS) structure, the carrier can be 
restricted within a thin layer space by an extra electric field. The carriers in this layer 
are considered have higher mobility than in semiconductor bulk. However, the mobility 
in MOS is still not high enough because the impurities scattering and ions’ potential 
screening from oxide oxide side etc. This situation has been improved until the 
achievement of the high electron mobility transistor (HEMT) in 1979 [1-3]. In contrast 
to the P-N junction, the HEMT is achieved by combining two type semiconductors with 
different band gap (hetero-structure). Usually, the HEMT has been realized as a periodic 
multi-layer sandwich structure (see Fig. 1.1(a)). In order to realize the hetero-structure, 
some especial epitaxial techniques are requested, for example: the molecular-beam 
epitaxy (MBE), metal-organic chemical vapor deposition (MOCVD) and sputtering 
technology. Those technologies can precisely control the thickness of atomic layers and 
produce the crystal with very little defects.  
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Fig. 1.1  (a) Schematic of super lattices and corresponding potential structure. (b) Sketch of 
crystal growth technology. (c) Sketch of GaAs/AlGaAs hetero-structure. The band structure of 
the hetero-structure is shown in right. A triangle quantum well forms in GaAs side of the 
interface.  
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     There is a very thin electron layer near the interface of the hetero-structure; this 
layer is so-called 2-dimentioal electron gas (2DEG) (see in Fig. 1.1 (c)). The mobility of 
the 2DEG is affected by mismatch of lattice constants. Different materials have different 
lattice constant. If the lattice constant is at high degree of mismatch, it will cause more 
defect near the interface, thus the mobility decreases. In order to improve the mobility 
of the HEMT, the lattice constant of two materials must be very close. It is worth to pay 
attention to the GaAs / AlAs and the GaSb / AlSb. Like those compounds, the lattice 
contents are very close. Therefore, they can be used for producing a high mobility 
HEMT. A typical example is GaAs/AlGaAs hetero-structure (see in Fig. 1.1 (c)). The 
electrons in the quantum well are provided by doped atoms. When the doped atoms lose 
their electron and then become ions, the mobility of electrons in quantum well will be 
affected by the ions’ potential. If the doping is non uniform, it will lead to non uniform 
ions potential, thus the mobility will decrease. This problem can be solved by δ-doping 
in the AlGaAs (shows in Fig. 1.1 (c)), because the δ-doping lead to more uniform ions’ 
potential. Moreover, like shows in Fig. 1.1 (c), in order to prevent ionized impurity 
scattering, the electrons in the quantum well are separated from the d-doped layer by a 
thin undoped AlGaAs spacer layer. By using those techniques, very high mobility 
hetero-structure can be realized. Figure 1.2 shows the sketch of mobility as a function of 
temperature. The mobility could reach the orders of 10
7
 cm
2
/Vs at 0.3 K in 1998.  
 
 
Fig. 1.2  The sketch of mobility of hetero-structure as a function of temperature in last decades.  
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1.2 Transport in perpendicular magnetic field 
 
   1.2.1 Introduction of the integer quantum Hall effect  
 
      The integer quantum Hall effect has been reported by K. von Klitzing et al in 
1980 [4]. The high mobility 2DEG has been achieved by the inversion of MOSFET at 
1.5 K. The Hall resistance of 2DEG is found to have steps at the exact values of h/ie
2
 in 
high magnetic field, where the i is 1, 2, 3, …, the integer number (see Fig. 1.3). This is 
the first time people observe the quantization effect in condensed matter, and the 
constant h/e
2
 is used in resistance calibrations worldwide. For this significant finding, 
von Klitzing was awarded the 1985 Nobel Prize in Physics. And later, Laughlin [5] and 
Buttiker [6] have given the different way to explain the IQHE. An easy way to 
understand the QHE in terms of the edge state, latter a complete discussion of edge state 
will cover the topic in chapter 4.   
 
 
Fig. 1.3  Quantized resistance vs gate voltage. Taken from Ref. 4, copyright 1980 by the 
American Physical Society. 
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   1.2.2 Landau levels 
 
      In 2DEG, the electrons are considered as non-interaction particles with charge e. 
When a uniform magnetic field B is perpendicularly applied to the 2DEG, the 
Hamiltonian of this system is given by 
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Where m* is the effective mass, P
   is the canonical momentum operator, Aˆ   is the 
electromagnetic vector potential, which is given by 
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This relationship is the Landau gauge, x

 
is the x component of the position operator, B 
is the value of magnetic field. Then the Hamiltonian can be written as: 
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The operator y

  is absent in the Landau gauge, thus the momentum operator 
yP

 can 
be replaced by its eigenvalue ћky. And then substitute the cyclotron frequency ωc = 
eB/m* into Eq. (1.3), therefore, the Hamiltonian can be written more simply: 
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(1.1) 
(1.2) 
(1.3) 
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This is quantum harmonic oscillator Hamiltonian. Because the translation of the 
harmonic oscillator potential does not affect the energies, the energy in this system 
should be: 
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2
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Where n is the integer number, EG is the ground state in this system. From this equation, 
we can find that the energy in this system is quantized (see the Fig. 1.4). The discrete 
energy in perpendicular magnetic field is Landau levels. Because the energy does not 
depend on the quantum number ky, the Landau levels is highly degenerate. In k space, 
the density of state (DOS) of 2D in energy per unit area is:  
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From Eq. (1.6), we find the DOS of 2D electron does not depend on the energy, so there 
will be the same number of energy states per unit area in each Landau level, this number 
is so-called degeneracy. If using p to designate the degeneracy, it can be written as: 
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Where Φ0 is the flux quanta. The degeneracy can be interpreted as the density of flux 
quanta.  
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Fig. 1.4  (a) The density of state (DOS) of 2D versus energy in zero magnetic field. The DOS 
is independence of energy. (b) The DOS of 2D versus energy in magnetic field. In ideal 
condition, the electron states degenerate into discrete lines. In non-ideal condition, the 
broadened Landau levels include a localized state and extended state (does not show in here).  
 
   1.2.3 Transport effects 
 
Now, let’s discuss the transport feature of electron in magnetic field. A constant 
current I is injected into the 2DEG system. The magnetic field B is perpendicularly 
applied (see Fig. 1.5) to the 2DEG system, the Drude model of this system is written as 
following: 
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Fig.1.5 Diagrammatic drawing of experimental setup for measure quantum Hall effect. The 
magnetic field perpendicular to 2DEG, VXY is Hall voltage, VXX is longitudinal voltage. 
 
With the electric field E = (Ex, Ey, 0) and the magnetic field B = (0, 0, Bz), we can get 
the following matrix: 
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The current density j (per unit width) is related to the electron drift velocity and density 
ne (per unit area), the relationship is written as: 
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For making the matrix simplicity, the rearranged matrix is written as:  
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Where σ = eneμ is the conductivity, μ = eτ/m is the mobility. Now we rewrite the Eq. 
(12) like following: 
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The solution of Eq. (1.13) for B ≠ 0 is   
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The current density jx and jy are  
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where the σxx，σxy，σyx，and σyy can be written as: 
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The resistivity tensor (ρ) = (σ)-1,  
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At low temperature, the carriers transport in 2D system can be viewed as ballistic 
transport. At the limit τ → ∞，the σxx approaches to zero. The σxy→－(1/ωcτ)(nee
2τ/m), 
thus 
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Where ne is the electron density, which distributes among the ν Landau levels. When the 
νth level is just filled, the ν can be written as: 
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The ν is so-called filling factor. It can be changed by changing the electron density 
and/or magnetic field. Thus, at those special values of ne and B that place the value of 
EF in the energy gap between two adjacent Landau levels, the ρxy tensor can be written 
as: 
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Regarding to the integer quantum Hall effect, the filling factor ν is integer number. This 
is an easy argument from the quantum Hall effect viewpoint, the value of ρxy is 
quantized resistivity when the filling factor is integer number.  
 
1.2.4 Shubnikov–de Haas effect 
 
     At low temperature, the magneto-resistance oscillations in bulk materials are 
referred to Shubnikov–de Haas (SdH) oscillation, which is an important tool for 
investigating the Fermi surface of conductors [7]. The first study on SdH oscillation for 
the 2D system is performed by Fowler et al [8], who used the MOSFET inversion layer 
to realize the 2DES. The SdH oscillation also can be observed in the first QHE 
observation (see the Fig. 1.3(b)). Hall resistance is quantized in magnetic field while the 
longitudinal resistance shows a periodic oscillation. Figure 1.6(a) shows an 
(1.18) 
(1.19) 
(1.20) 
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experimental data of SdH oscillations in the longitudinal magneto-resistance of a high 
mobility GaAs/AlGaAs heterostructure at 0.3 K. The period of SdH oscillation shows in 
Fig. 1.6(a) is 1/B and it is related to the density of the 2DEG [9]. Now we will discuss 
the relationship between the period and electron density. At low temperature, well 
defined quantized cyclotron levels are formed. The energy equation is given by: 
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This is an equation of circle in kx-ky space. In 3D, the free electrons are uniformly 
distributed in k space within the Fermi sphere in zero magnetic field. When a big 
magnetic field is applied, the electrons in k space condense into cylinders concentric 
around the direction of magnetic field [10]. But in the case of 2D, combining the Eq. 
(1.5) and Eq. (1.21), we can deduce the electrons should condense into concentric rings 
(see Fig. 1.6(b)). 
 
 
Fig. 1.6 (a) A measured data of Shubnikov–de Haas oscillation for high mobility GaAs/AlGaAs 
2DES [9]. (b) Schematic of quantized energy in kx-ky space. 
 
     Combining the Eq. (1.5) and Eq. (1.21), the area of each concentric ring in k 
space can be written by:  
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Only the electrons at Fermi surface can contribute to the transport, the area of the rings 
can also be described by Fermi radius: 
 
,4 222
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Where n2D is the 2DEG density and gs (= 2 for GaAs) and gv (= 1 for GaAs) are the spin 
and valley degeneracy, respectively. Combining the Eq. (1.22) and Eq. (1.23), we can 
modify the SdH oscillator as  
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The Eq. (1.24) indicates that the period of the oscillation can be obtained, and it only 
depends on the 2DEG density. The period is  
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Usually, the Eq. (1.25) is used for calculating the 2DEG density. Thereby, the Fermi 
velocity, Fermi wavelength, mobility and mean free path etc. can be also obtained (we 
will perform the calculation in next section). 
 
   1.2.5 Simply review the fractional quantum hall effect 
 
     In high quality material, for example, the GaAs/AlGaAs hetero-structure, the 
fractional quantum Hall effect (FQHE) can be observed at very high magnetic field. The 
first measurement was performed by D. Tsui et al in 1982 [11]. The filling factor ν = 1/3 
plateau has been observed at the magnetic field as high as 14 T and the longitudinal 
resistance approached to zero (shows in Fig. 1.7). This is a very significant discover, 
because the FQHE shows the limits of Landau's symmetry breaking theory. As the 
mobility of the 2DEG has been improved, the more rich FQHE structures have been 
observed [12]. And those fractions are found to correspond to very specific 
(1.23) 
(1.24) 
(1.25) 
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combinations of integer numerators and denominators, i.e. 1/3, 2/5, 3/7, 4/9, 4/3 5/3, etc. 
The FQHE can’t be explained by the single particle model, it must be a complicated 
many-body effect. Laughlin suggested that the elementary excitations should be a 
collective behavior; it is fractionally charged quasi-particles excitations rather than real 
particles excitation [13, 14]. Later, Haldane extended the Laughlin’s ideas into a 
spherical geometry and extended to an entire hierarchy of fractional states [15]. The 
entire hierarchy can be written as [16] 
 
          ,
12 

mp
p
  
 
Where the p and m are integer numbers. When m = 0, it indicates the integer quantum 
Hall effect, When m > 0, it indicates the fractional quantum Hall effect. Jain presented 
that the FQHE is the IQHE of composite fermions [16]. The composite fermions can be 
viewed as an electron catches two vortices, thereby forming integer charged 
quasi-particles. The composite fermions can translate the strong interaction effect to 
non-interaction effect, integrated the FQHE and IQHE. The edge state can be also 
applied to FQHE, it will be introduced in chapter 4. Up to now, the FQHE is still a 
major study topic in condensed matter physics. 
 
Fig. 1.7  The first observation of FQHE. It shows a very strong 1/3 fractional plateau at low 
temperature. Taken from Ref. 11, copyright 1982 by American Physical society. 
(1.26) 
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1.3 The quantum Hall effect in our samples 
 
     Before beginning the transport feature measurement in QPC, we must know what 
the quality of our samples is. According to the quantum Hall effect measurement, the 
carrier density, mobility, Fermi wavelength and mean free path of the 2DEG can be 
estimated. Therefore, the QHE is required to investigate at first. Figure 1.8 shows the 
configuration of the measurement for QHE in our experiment. The GaAs/AlGaAs 
hetero-structure has been used for making a Hall bar. This measurement was performed 
by standard lock-in techniques. The AC source has been used with 17.26 Hz, a large 
resistor (1MΩ) in series for obtaining a constant current. All of spilt gates were 
grounded to make sure no extra potential affects the 2DEG. The magnetic field has been 
applied from 0 to 9 T, the temperature was 4.2 K.   
 
Fig. 1.8  Schematic circuit diagram for quantum Hall effect measurement. The main figure is 
the photo-image of the real sample. There are eight ohmic conductors for transport measurement. 
The width of Hall bar is 80 μm, and the effective length of Hall bar is 300 μm. 
 
We have measured four devices. Five QPC devices have been fabricated in each 
sample (not all QPCs are functional). Two devices have been used for investigating the 
0.7 structure and the zero bias anomaly, other two devices have been used for 
investigating the magneto-resistance in QPCs. One of these four devices showed some 
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fractional structure between filling factor ν = 1 and ν = 2 (see Fig. 1.9 (a)) [17]. This is a 
very important device (device-3) for investigating the FQHE in QPC, the detailed 
explain is performed in chapter 4. The SdH oscillation is shown in Fig. 1.9 (b), the 
period of SdH oscillation of the device is 0.27 (T
-1
). In according to the Eq. (1.25), we 
obtained the electron density is ~ 1.8 × 10
15
 (m
-2
) (gs = 2, gv = 1 for GaAs).  
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Fig. 1.9 (a) The IQHE shows some fractional structure between filling factor ν = 1 and ν = 2 
(the circle region). (b) A data for SdH oscillation. The period is about 0.27 T
-1
. 
 
The IQHE and SdH oscillation of our other device (device-4) are shown in Fig. 
1.10. In this sample, no fractional structure has been observed in IQHE, however, we 
also observed some fractional structures in linear conductance. These fractional 
structures are not as clear as those observed in device-3, because of the lower mobility 
of 2DEG (~56 (m
2
/Vs)). In device-4, the ZBA peak has been observed in differential 
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conductance at high magnetic field, this may be due to the inter-edge tunneling (see 
chapter 4). 
 
Fig. 1.10  (a) The result of IQHE for sample-4. No fractional structure appears in here. (b) A 
clear SdH oscillation with the period of 0.14 T
-1
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2. Usual quasi-one dimension quantum transport 
 
2.1 Introduction of the quantum point contacts 
 
Quantum point contact (QPC) is a one of the mostly studied nano-structure in 
mesoscopic physics, which is realized by depositing metal split gate on top of 
GaAs/AlGaAs hetero-structure (see Fig. 2.1(a)). When a negative gate voltage is 
applied to the spilt gate, the electrons underneath the split gates escape duo to the 
electrostatic potential, so that a narrow constriction forms between the split gates. The 
width of the narrow constriction can be controlled by the gate voltage. Quantized 
conductance in ballistic conductors was first observed experimentally in 1988 by the 
Phillips Research laboratories [1] and Cavendish laboratory in Cambridge [2]. In order 
to observe the quantized conductance, the length of the QPC is required to be much 
smaller than the mean free path of the electron at low temperature, and the width of the 
QPC is comparable to the Fermi wavelength of the electrons.  
 
 
Fig. 2.1  Schematic of a quantum point contact (or quantum wire), defined in 2-dimension 
electron gas (2DEG) at the interface of a GaAs/AlGaAs hetero-structure. The QPC is formed by 
applying a negative voltage to the split gate. 
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2.2 Fabrication of the Quantum point contact 
 
Two types of QPCs are used in the recent experiment. They are separately defined 
by wet etching and by metal deposition. For this study, the second type has been used. 
The high mobility GaAs/AlGaAs heterojunction has been used for the fabrication. Two 
dimensional electron gas (2DEG) was formed 75 nm below the top surface. A Standard 
mesa-etched Hall bar geometry is defined by wet etching. The width of the Hall bar is 
80 μm, it is wide enough for the quantum Hall effect measurement. The AuGeNi alloy 
was deposited as Ohmic contactors; the thickness of the alloy was about 180 nm. Five 
QPCs were realized by using electron beam lithography and lift-off technology to form 
the split metal gates (Ti: 10 nm, Au: 20 nm) on the top surface of the Hall bar. The 
length of these QPCs varied from 600 – 1000 nm, while the channel width was held 
fixed at 400 nm (detail information shows in SEM image). At last, in order to connect 
the external circuit, some bigger electrode patterns have been defined by photon 
lithograph and lift-off technology. (See the Fig. 2.2) 
 
 
Fig. 2.2  The main process of the fabrication. The main processes are wet etching, metal 
deposition, annealing and electron beam lithography. Five different QPCs (G1 – G5) have been 
fabricated in our experiment. 
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2.3 The quantized conductance in ballistic regime 
 
2.3.1 Quantum ballistic transport 
 
      The properties of electron transport in small scale conductors are related to the 
relevant length scales. According to the length of the mean free path l relative to the 
length scales of the conductors L, the transport can be divided into three categories. The 
first type is diffusive transport in which the elastic mean free path is much smaller than 
the size of the conductors (see Fig. 2.3(a)). In the diffusive transport regime, some 
quantum interference effects will take place, these interference effects result from the 
phase differences, which are acquired by an electron wave in travelling between two 
points in the sample along different possible trajectories. Many different trajectories can 
arise from scattering between impurities, resulting in phenomena like one-dimension 
(1D) weak localization [3] and universal conductance fluctuations [4]. The second type 
is the quasi-ballistic transport where the mean free path l is smaller than the length L but 
larger than the width W of the sample (see Fig. 2.3(b)). In quasi-ballistic regime, if the 
irregularities in the boundary are much smaller than the Fermi wavelength, the 
scattering at the boundary is believed to be specular. For larger irregularities the 
scattering at the boundary becomes diffusive. See Fig. 2.1(c), the last type is the 
ballistic transport where the mean free path l is much larger the length L and the width 
W of the sample. It can be observed in GaAs/AlGaAs material system. Elastic scattering 
of electrons, which can give rise to resistance, occurs only at the boundary of the 
conductor. In this study, we investigate the strong corrected effect in this regime. 
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Fig. 2.3  Schematic of the trajectories characteristic of electron for (a) diffusive (W,L > l), (b) 
quasi-ballistic (W < l < L), and (c) ballistic (l <<W,L) transport regimes, for the condition of 
specular boundary scattering. 
 
2.3.2 Landauer－Buttiker formula 
 
Consider a 1D conductor that is contacted at both terminals by an external 
circuit (see Fig. 2.4(a)) in T = 0 K. Figure 2.4(b) shows only one energy level of this 
system. The potential difference of left and right terminals is EL – ER = eV. The current 
flows from left to right can be expressed by following equation: 
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Similarly, the current flows from right to left can be written as: 
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If assuming that the electrons do not scatter in the wire. Therefore, all 
electrons enter the wire from right (or left) contactor can flow to left (or right) 
contactor. In other words, the transmission probability is 1. The total current 
is: 
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Fig. 2.4  (a) A 1D transport model with L as the constriction length. The V is an external 
voltage. This is a two normal terminal measurement. R and L mean the right and left conductor. 
(b) Illustration of one energy level through the Fermi level. Here only showing one energy level 
as an example. The potential difference of the left and right conductor is eV. The electrons 
transport in Z direction. 
 
Simplifying the function (2.3), the total current can be written as: 
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Where pre-factor 2 is electron degeneracy, e is the elementary charge, h is the Plank’s 
constant. Due to the consideration of ideal condition, the part of the Fermi-Dirac 
distribution function can be solved out. So the integral part of the Eq.(2.4) should be EL 
– ER = eV. Therefore, the total current is given by 
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More generally, the conductance G can be written as: 
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Only one energy level crosses the Fermi level in above discussion. Now let’s consider 
multiples 1D subband through the Fermi level and discuss the quantized conductance 
again. The Fig. 2.5(a) show three subbands through the Fermi level, external voltage is 
V
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V, the energy for every subband is given by: 
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Fig. 2.5  (a) Illustration of multiples 1D subband through the Fermi level. (b) It is showing a 
potential barrier EG2 in the path of an electron in a 1D contactor. The r and t indicate the 
reflection and transmission, respectively.  
 
According to the above discussion, the total current is given by 
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Therefore, the conductance for multiples 1D subband through the Fermi level is 
given by 
              ,
2 2
h
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Usually the quantum of conductance number is not accurately equal to integer in 
experiment measurement. The quantized plateaus are often below the theory values. It is 
can be seen as a scattering centre is considered in the 1D transport channel. Due to the 
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scattering centre in the channel, the transmission probability is no longer one. The 
simple model shows in Fig. 2.5(b), the potential barrier in the path of an electron in a 
1D contactor looks as Ec2. The wave-function solution at left side is 
               ,),(),()(1
ZikZik ZZ eyxrfeyxfr
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
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The wave-function solution at right side is 
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Assuming the transmission probability as T = |t|
2
, the reflection probability as R = 
1- |t|
2 
= |r|
2
, and they are energy independence. Therefore, the total current in this 
condition is given by: 
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According to the Eq. (2.12), the quantized conductance is given by: 
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Where T < 1, this is the well-known Landauer－Buttiker formula [3-6]. All of above 
discussion did not consider the coulomb interaction, the quantized conductance can be 
viewed as a one particle Fermi liquid problem. 
 
2.4 The 0.7 structure and zero bias anomaly (ZBA) 
 
2.4.1 Introduction 
 
      In QPCs, not only the quantized conductance can be observed, but also several 
anomalies can be observed. One of the most studied anomalies is the 0.7 structure, an 
additional plateau which has been observed near 0.7G0 (G0 = 2e
2
/h), as shown in Fig. 
2.6(a). This feature was first point out by Thomas et al in 1996 [9]. This feature has 
been also observed in many earlier works; for example, the Fig. 2 of Ref.10, Figs. 2, 6 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
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and 7 of Ref.11 and Fig. 3 of Ref.12. However, the 0.7 structure has been ignored in 
previous studies. Other anomaly has been observed in differential conductance, some 
peaks appeared below the last plateau at zero source-drain bias, these peaks are 
so-called zero bias anomaly (ZBA) [13]. Usually, the ZBA is considered to be 
associated with the 0.7 structure. Regarding this point, we will provide a discussion in 
the next chapter. In practice, the 0.7 structure unlike the quantum Hall effect plateaus 
which are quantized to a very high accuracy, at least parts per million [14]. A lot of 
experimental works on the 0.7 structure show that the value of this feature can vary 
from 0.6 to 0.8 G0, which depends on the given samples and experimental conditions. 
Moreover, the temperature dependence of the 0.7 structure is unusual. As showing in 
Fig. 2.6(a), as the temperature is increased from 0.07 K to 1.5 K, the last plateau (1 G0) 
becomes weaker, whereas the 0.7 structure becomes more obvious. In Ref.9, authors 
emphasized the 0.7structure is observable when all quantized plateaus have been 
washed out at high temperature. Other characteristic of the 0.7 structure is the in-plane 
magnetic field dependence. The 0.7 structure smoothly evolves into the 0.5 G0 plateau 
which is given rise by the Zeeman split as the magnetic field was increased. Those 
phenomenons indicate that the 0.7 structure is not a Fermi liquid effect. 
   
 
Fig. 2.6  (a) The temperature dependence of the 0.7 structure. (b) The in-plane 
magnetic field dependence of the 0.7 structure. Taken from Ref. 9, copyright 1996 by 
the American Physical Society. 
 
 
 
 
(a) (b) 
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2.4.2 Ruling out impurity scattering and transmission resonance 
 
      According to the previous studies we know that some resonant and plateau-like 
features in the linear conductance are caused by the impurity scattering in QPCs [15 - 
17]. Regarding to the origin of the 0.7 structure, the most obvious possibility is the 
quantum interference, which is caused by scattering between the split-gates, or from 
QPC to an impurity, or within the electron phase coherence length of the entrance/exit. 
If it is as such, the 0.7 structure should depends on the asymmetric gate voltage. By 
applying asymmetric voltages to the split-gates, the 1D channel in QPC can be shifted 
laterally [18], leading to the electrostatic potential landscape between the split gates to 
be shifted. This alters the relative position of the impurity in the QPC, and thus alters 
the amplitude of quantum interference, thereby changes contributions to the 
conductance. However, the previous reports showed that the 0.7 structure is 
independent to the asymmetric gate voltage [19 - 21]. As showing in Ref. 19, a variation 
of ΔVg from 0 to 1.3 V shifts the channel by 80.6 nm (as shown in Fig. 2.7). However, 
the last plateau G0 is unaffected by the shift, showing that the constriction is not related 
to the impurities [19]. In Fig. 2.7, the 0.7 structure is also unchanged by the lateral shift 
of the channel. Those experiments can rule out the possibility of the impurity scattering. 
 
 
Fig. 2.7  The sketch of linear conductance G (Vg) as a function of gate voltage Vg in response to 
asymmetric biasing of the QPC gates. The step of ΔVg is 0.1 V, which shifted the center of the 
1D channel by 6.2 nm. Taken from Ref. 19, copyright 1998 by the American Physical Society. 
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Unlike scattering causes by an impurity within the QPC channels, the 
transmission resonance which due to the multiple reflections of electrons along the QPC 
axis is relatively insensitive to the asymmetric gate voltage. Therefore, the experiment 
of Ref. 19 cannot rule out the possibility of transmission resonance. If the 0.7 structure 
is a transmission effect, that means people can observe the 0.35 G0 plateau in high 
in-plane magnetic field, rather than the 0.5 G0 has been observed (shown in Fig. 2.6(d)). 
It must be not a transmission effect. Moreover, if the 0.7 structure is a transmission 
effect, the 0.49 G0 would be observed for two QPCs set in series. This exploration has 
been performed by Liang et al [20]. They fabricated a 0.8 um long split-gate with three 
50 nm wide finger-gates which are isolated and independent (the schematic diagram 
shows in Fig. 2.8(a)). Two QPCs in series have been obtained by setting the negative 
voltages on the finger-gates lie both sides of the QPC slightly higher than the middle 
finger-gate. Clear 0.7 structure has been observed when each of those finger-gates was 
measured independently. The integer quantized plateaus had no any effect when the two 
QPCs were measured in series, as expected in previous study [22]. The 0.49 G0 has not 
been observed for two QPCs in series, instead a clear 0.7 structure has been observed. 
This is a strong evidence to demonstrate the 0.7 structure is not a transmission effect 
through a ballistic channel at zero in-plane magnetic field.  
Above discussion indicates that the 0.7 structure is not non-interaction single 
electron Fermi liquid problem, not impurity scattering effect and not a transmission 
effect. The 0.7 structure must be attributed to many-body effects, but the precise origin 
is still a matter of debate. In next chapter, some possible many-body models will be 
discussed. 
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Fig. 2.8  (a) Schematic diagram of the device configuration. The three finger-gates which lying 
above the split-gates are labeled as F1, F2, and F3. The dot lines indicate the depletion regions 
when the two side finger-gates are more negative than the middle finger-gate. (b) Schematic 
diagram of the linear conductance for different combination of Split gate voltages. The blue line 
shows linear conductance G (Vg) as a function of gate voltage Vg for VF1 = - 0.22 V, VF2 = 0 V, 
and VF3 = 0 V, and the red line for VF1 = 0 V, VF2 = 0 V, and VF3 = - 0.3 V; and the black line for 
VF1 = - 0.22 V, VF2 = 0 V, and VF3 = - 0.3 V. In this case, the two 1D channels have been 
obtained in series. These figures are made by author base on Ref. 20.  
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3. Unusual quasi-one dimension quantum transport 
 
     Until on, many works had show that the 0.7 structure is not a single particle 
phenomenon. A large number of possible explanations have been proposed for the 
origins of this feature. These explanations include: spontaneous spin split [1], 
Kondo-like effect [2-5], phenomenological spin-gap models [6-9], electron–phonon 
interactions [10], singlet–triplet effects [11,12], Wigner crystallization [13,14], 
ferromagnetic spin coupling [15], and so many else. A. P. Micolich made a detailed 
conclusion on the different explanation in Ref. 16 already. In this chapter, I will firstly 
introduce a part of main outlines of his explanations. 
 
  3.1 Spontaneous spin polarization 
      
     3.1.1 Experimental introduction 
 
     The first possible mechanism for the 0.7 structure is provided by the in-plane 
magnetic field dependence of the linear conductance. As shown in Fig. 2.6(d), the 0.7 
structure continuously evolves into the spin split plateau 0.5 G0 with increasing the 
in-plane magnetic field. In according to the in-plane magnetic field dependence of the 
0.7 structure, Thomas et al proposed the first hypothesis for its origin, that is when the 
last 1D sub-band depopulates, a spontaneous partial spin polarization of the electron gas 
can take place within the QPC at zero magnetic field [1]. In one dimension, according to 
the Lieb and Mattis theorem, the spin polarization of the electron is forbidden confined 
to one dimension [17]. Therefore, hypothesis of spontaneous partial spin polarization 
initially appears to be invalid. However, the Lieb and Mattis theorem is only appropriate 
for an infinite long and strict 1D system [16]. Regarding to a QPC, it is only a 
quasi-one-dimensional structure, which has a finite in length and connected to 2D 
reservoirs at both sides. Thus it is possible to observe the spontaneous partial spin 
polarization in QPC. Several theoretical calculations have been reported to explain the 
possible spin polarization at zero magnetic field. Gold and Calmels have predicted that 
the spin polarization of electron can take place in an infinite, cylindrical quantum wire 
[18]. However, only one-subband occupancy was assumed and self-consistency was not 
implemented in their calculation. Wang and Berggren provided initial theoretical to 
explain the relationship between the 0.7 structure and spontaneous spin polarization 
within the QPC. The self-consistent calculations has been performed by using 
spin-polarized density functional theory with the Kohn–Sham approach for the 
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electronic structure of an infinitely long quantum wire [19] and a QPC [20]. The detail 
introduction of Wang and Berggren’s model shows in following. 
 
   3.1.2 Spin density functional calculation  
 
     In Ref. 19, the model was proposed for an infinite, straight quantum wire. As 
shown in Fig. 3.1 (a), a very strong spin splitting was obtained when the Fermi level 
crossed through the subband threshold energies. This spin splitting is driven by 
exchange rather than the Zeeman effect [19]. The calculation has been performed by 
using the spin-polarized density-functional theory with the Kohn-Sham approach. In the 
calculations of the electronic structure of quantum wires, a magnetic field has been 
applied parallel to the wire (in-plane field). In Fig. 3.1 (a), the in-plane magnetic field is 
3 T, thus the Zeeman splitting gμBB is 0.076 meV, which is considered much smaller 
than the subband splitting caused by exchange interactions. At very low electron density, 
only lowest subband of spin down electron is occupied, it indicates that the full 
polarization has taken place. This feature is considered consistent with the Thomas’s 
measurement [1]. It indicates that the spin polarization is possible in QPC at very low 
electron densities. This spin splitting becomes pronounced when the Fermi level crosses 
a subband threshold energy, and hence, the spin splitting decreases as the number of 
occupied subbands increases. A similar result was also obtained for B = 0.01 T shown in 
Fig. 3.1(b).  
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Fig. 3.1  (a) The 1D subband energies En as a function of the 1D electron density for spin-up 
(dotted lines) and spin-down (solid lines) at B = 3 T (b) The 1D subband energies En as a 
function of the 1D electron density for spin-up (dotted lines) and spin-down (solid lines) at B = 
0.01 T. The dashed line shows the position of the Fermi level. Copyright 1996 by the American 
Physical Society. 
 
The infinite straight quantum wire is a simplification of the QPC used in real 
experiments. The calculation study for a saddle-point QPC potential [20] has been 
performed in Ref. 21. Figures 3.2 (a)–(d) show the calculated effective potential as a 
function of position x for spin-down (green line) and spin-up (black line) electrons, the 
position of x = 0 corresponds to the center of the QPC. The potential V0 at the centre of 
the QPC is equivalent to gate voltage. The calculation results shown that the effective 
potential has a maximum at x = 0, and the effective potential for spin up is larger than 
for spin down. As the QPC is narrowed, the height of the spin-up potential grows 
rapidly, eventually exceeding EF, whereas regarding to the spin-down, the height 
potential remains almost has no change. These results were qualitatively similar to the 
observation for a constriction separating to two large quantum dot reservoirs [22]. The 
corresponding 1D electron densities for spin down (green line) and spin up (black line) 
were shown in Fig. 3.2(e) – (h). The affect from an exchange-enhanced barrier was 
different for the spin-down and spin-up electrons. The spin-up electrons transport 
occurs, while the spin-down transport is little affected, leading to G < G0.  
Transmission coefficients has been calculated for the single-particle states by 
using the Landauer-Buttiker formal, the conductance is shown in Fig. 3.2(i), which has 
 
 
(a) 
(b) 
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been obtained for the cases of non-interacting and interacting electrons. Because of the 
complete spin polarization, a clear 0.5 G0 plateau emerges when the electron 
interactions are included. Wang and Berggren have discussed that shortening of the 
QPC can lead to two plateaus separated by 0.5 G0 plateau. It has been observed by 
Ramvall et al [23], however, it is not a consistent feature. 
 
 
Fig. 3.2  (a)–(d) Sketch diagram of effective potential barrier as a function of QPC axis x. V0 is 
the potential of the saddle-point. The black (upper trace) and green lines (lower trace) represent 
the calculation results of spin-up and spin-down, respectively, the 1D electron density fixed at 
n1D = 2×10
5
 cm
-1
. The dashed red line indicates Fermi energy EF in each of the four panels. 
(e)–(h) Sketch diagram of the 1D electron density Corresponding to (a)–(d), respectively. The 
black line represent spin-up and the green line represent spin-down, respectively. (i) Sketch 
diagram of conductance as a function of potential at the saddle-point V0. The solid line is 
calculated by ignoring exchange interaction and the dashed line is calculated by including 
exchange interaction. Those figures are plotted by author base on the description in Ref. 16 and 
21. 
 
  3.2 The spin gap models 
 
    In this section, we will introduce two types of spin gap models which are used for 
explaining the 0.7 structure. These two models rely on effects of dynamical local 
polarization in the QPC rather than the existence of static polarization, because the static 
polarization would be inconsistent with some general theorems [24, 25], they. Before 
introducing the spin gap models, we will introduce an experiment, which has been 
performed by Kristensen et al [6]. 
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3.2.1 A possible anomalous subband edge 
 
     Six QPCs include three types were investigated by Kristensen et al [6], they were 
top gated, side gated and overgrown side gated, respectively. One of the important 
results is the differential conductance. From the differential conductance showed in Ref. 
6, we can obtain many information. First, the ZBA has been observed. Second, the 
accumulation of traces at the centre of the differential conductance corresponds to the 
integer plateaus of the linear conductance. Third, the plateaus at half-integer multiples 
of G0 have been observed, because the source–drain bias leads to a separation between 
the chemical potentials in the source and drain contacts. Fourth, the 0.7 structure is 
difficult to see at zero source-drain bias, only a very small accumulation of traces near 
0.7 G0; however, it evolves into a clear accumulation of traces at G = 0.85 G0 as the 
source-drain bias is applied. Usually, the differential conductance is plotted as a 
greyscale of the transconductance dG/dVg as a function of source bias and gate voltage 
(shows in Fig. 3.3). The bright regions correspond to the plateaus in linear conductance 
and the accumulations of traces in differential conductance; the dark regions correspond 
to the transition region between plateaus in linear conductance and the sparse regions in 
differential conductance. The position of the crossover point in the dark regions 
indicates the spacing of the subband, for example, the spacing of first subband of the 
QPC is about 6.5 meV. The solid red points go down with increasing the gate voltage, it 
indicates the spacing decreases with increasing the subband index. The red diamond 
region corresponds to the 0.7 structure, due to the transition region between the 0.7 and 
1G0 plateaus is often very short and shallow, it is different to appear in a 
transconductance grayscale [16]. In Fig. 3.3, there is only one left moving branch that 
corresponds to a single spin-degenerate subband passing through one of the chemical 
potential. Meanwhile, there are two right moving branches passing through the other 
chemical potential. One separating the 0.5G0 and 0.85G0 plateaus, the other one 
separating the 0.85G0 and 1G0 plateaus. Kristensen et al suggested that the appearance 
of the 0.7 plateau may be related to an anomalous subband edge that sits above the 
normal subband edge. In other words, the 0.7 plateau may be due to a spin gap of the 
first subband. In following section, two spin gap models will be introduced.  
 
42 
 
 
Fig. 3.3  Gray scale plot of the transconductance dG/dVgs as a function of source bias and gate 
voltage at T = 0.3 K. The bright regions correspond to the integer plateaus and half-integer 
plateaus. Taken from Ref. 6, copyright 2000 by the American Physical Society. 
 
    3.2.2 The Bruus, Cheianov and Flensberg spin gap model 
 
      H. Bruus, V. V. Cheianov and K. Flensberg presented a phenomenological spin 
gap model for explaining the 0.7 and 0.5 plateau in QPCs [7]. They suggested the spin 
polarization is not necessarily permanent. The mesoscopic fluctuations may well exhibit 
in quasi-1D system. They assumed that the spin degrees of freedom in the constriction 
are dynamic and can adiabatically pass through the QPC [7]. The schematic of 
instantaneous spin split shows in Fig. 3.4(a). The important parameter Δ is defined as  
 
             , s
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If Δ is larger than the spin gap Δsg, the system is very weakly spin polarization. As the Δ 
becomes smaller than the spin gap Δsg, the spin polarizability becomes large. In Ref. [7], 
they assumed a critical parameter μc, and then, the Δ can be written by: 
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The schematic of Eq.(3.2) shows in Fig. 3.4(b). And then a conductance was described 
(3.1) 
(3.2) 
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by using the Fermi-Dirac distribution, it can be written by: 
 
        )),(()((
2
1
)( 0    ffGTG
s  
 
Consider the case of completely spin polarization, if the temperature is very low, kBT << 
Δ, both terms in Eq.(3.3) are 1 and thus the conductance is the G0. If the temperature 
increases, for example, 
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In this case, the contribution of the first term is 0.5 meanwhile the second term is still 1, 
the total conductance should be G = 0.75 G0. The result of the temperature dependence 
of linear conductance shows in Fig. 2(a) of Ref. 7. It was very similar to the 
experimental observation. If applying an in-plane magnetic field to this system. The 
spin subband should add Zeeman energy terms, as showing follow: 
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Combine to the Eq. (3.2), (3.3) and (3.5), the calculation result shows in Fig. 2(d) of Ref. 
7. It is in agreement with observation of the 0.7 structure evolves smoothly into a 
Zeeman split 0.5 plateau [1].  
 
Fig. 3.4  (a) Sketch diagram of the instantaneous spin split subband structure of the BCF spin 
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gap model. (b) Sketch diagram of the parameter Δ as a function of chemical potential μ. μc is the 
critical chemical potential. This figure is plotted by author base on the description in Ref. 7. 
 
    3.2.3 Reilly’s spin gap model 
 
     In contrast to the constant pin polarization models, the phenomenological model 
presented by Reilly et al depends on the carrier density in QPC [8, 9, 26]. As shows in 
Fig. 3.5(a), the subbands start to split when they are populated, and the spin gap opens 
with increasing 1D density after they are populated. They pointed out the Fermi level EF 
is nonlinear depends on the density or gate voltage. This is a important consequence in 
the 1D density of states, ρ～E-1/2 [27]. Reilly et al suggested an only free parameter in 
this phenomenological model, this parameter is the spin gap ΔE opening rate which is 
defined as following:  
 
            ,
gdV
Ed
  
 
They used this rate to govern the detailed shape and position of the 0.7 structure as a 
function of temperature. A helpful schematic is shown in Fig. 3.5(b), where the spin up 
and spin down branch energies are plotted relative to the Fermi energy EF [9]. As the 
gate voltage is swept, the spin down branch E↓ continues to move rapidly below the 
Fermi level EF. The calculation results are shown in Fig. 3.5 (c) and (d) with different 
rate γ. For small γ, the spin gap opening slowly, the red trace shows the linear 
conductance at higher temperatures, the inflection at 0.7 G0 is weak. And then the 0.7 
structure strengthens observably as T is reduced (shown by blue trace), with the riser 
from 0.7 G0 up to the 1 G0 plateau becoming steeper (shown in Fig. 3.5 (c)). It seems in 
agreement with the experimental observation (likes Fig. 2.6(a)). In contrast, when the 
spin gap opens rapidly, a resonance structure can be obtained between 0.7 G0 and 0.5 G0 
at lower temperature (shown in Fig. 3.5 (d)). Furthermore, Reilly et al have shown the 
comparison between the experiment and calculation in Fig. 3 of Ref. 9, both results 
show the 0.7 structure approaching to 0.5 plateau with increasing the carrier density. In 
Ref. [26], Reilly et al have also applied this model to the transconductance at finite 
source–drain bias and contrast the calculation results with the experimental results. 
They seem also in agreement with each other. However, this is only a 
phenomenological model which has no any connection to the microscopic properties of 
the system, as also the BCF spin gap model. 
(3.6) 
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Fig. 3.5  (a) Sketch of a density dependent spin gap, the spin gap opens linearly with 
increasing density (or gate voltage). (b) Sketch of the spin-up and spin-down band-edges 
relative to Fermi energy. (c) and (d) Conductance calculations based on the density dependent 
spin gap model. (c) is for smaller opening rate and (d) is for the larger opening rate. (c) and (d) 
taken from Ref. 9, copyright 2005 by American Physical Society. 
   
3.3 The ferromagnetic spin coupling model 
 
     In contrast to the spin gap models, Ferromagnetic spin coupling model includes 
the microscopic properties of the QPC system. A decade ago, Bartosch et al [28] and 
Kun Yang [29] treated the itinerant electron system as bosonization problem, and used 
the perturbation theory and effective field theory to describe ferromagnetic transition in 
this system, respectively. Base on those previous works, K. Aryanpour and J. E. Han 
suggested the ferromagnetic spin coupling as the origin of the 0.7 structure [30]. They 
treated the 1D itinerant electron system as a spin interaction chain (shows in Fig. 3.6 
(a)) and the numerically accurate quantum Monte Carlo technique has been used to 
study the strong correlation effects in QPC. They modified the Hamiltonian for the 
system written in following: 
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The p is effective only in the block region in QPC (see Fig. 3.6(a)). The J0 and J1 are 
larger than 1 for the ferromagnetic coupling. The    
     is smaller than 1 for discretizing 
the Hamiltonian in the interacting block. The       indicates the continuous decoupling 
term and the     indicates the discrete decoupling term. H is the Zeeman split 
magnetic field. 
     For calculating the conductance, the Kubo formula has been used in Ref. [30]. As 
showing in Fig. 3.6(a), a DC bias has been applied to the source-drain. The DC 
conductance as a function of gate voltage shows in Figs. 3.6(b)-(e). At beginning, the 
significance of ferromagnetic spin coupling in QPC has been confirmed. When the J0 
and J1 are zero, no anomaly plateau can be observed (see the black dot curve in Fig. 
3.6(b)). When the J0 and J1 are not zero, an anomaly plateau can be observed between 0 
G0 and G0, and with increasing the value of J0 and J1, the plateau evolves from 0.5 G0 to 
0.6-0.7 G0. Figure 3.6(c) shows the anomaly plateau evolves to 0.5 G0 as the magnetic 
field is increased. And the Fig. 3.6 (d) shows that the plateau increases with decreasing 
the temperature. Above all results seem in agreement with the experimental observation. 
However, in Fig. 3.6 (e), this result seems inconsistent with the experiment. The 0.7 
structure is more pronounce in low temperature than in high temperature. And two 
plateaus can be observed at same time at limit magnetic field, one is the 0.7 structure 
and other one is near 0.3 G0. This point is difficult to be understood.  
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Fig. 3.6  Lg and Ls are the character length of QPC, if the experimental QPC is 200 nm, the Lg = 
4, the nearest neighbor hopping t = 1.4 meV. The μ in these figures indicates the chemical 
potential, H indicates magnetic field, T indicates temperature. (a) Profile of the 1D chain with 
the spin interaction in block region. The centre of the QPC is at x = 0. A DC voltage V was 
applied between source and drain. The gate voltage provided an adiabatic potential shown by 
red curve. (b) The DC conductance as a function of gate voltage with fixed μ and T for several 
Lg, Ls J0 and J1. (c) The magnetic field dependence of the anomaly plateau. (d) The temperature 
dependence of the anomaly plateau. (e) The DC conductance as a function of gate voltage for 
different H and T when the J1 = 0. Copyright 2009 by the American Physical Society.  
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  3.4 The Wigner crystal model 
 
     Wigner crystal is one of the strong correlation effects in 1D electron systems. It is 
due to the strong coulomb interaction and strongly depends on electron density. If we 
consider the electron as a classic particle, the coulomb interaction should become small 
as decreasing electron density. But electron is a quantum particle, for coulomb 
interaction, the potential energy is EC ~ e
2
/a, here a is the distance between electrons. As 
a Fermi particle, the kinetic energy of the electron near Fermi surface is EK ~ ћ
2
/(2ma
2
). 
The potential energy also decreases as the distance decreasing, however, the kinetic 
energy is even smaller. If we assume EC / EK ~ (2me
2
/ ћ2)a > 1, so we can get 2a > aB 
(here the aB is the Bohr radius in the material), that means if the distance is bigger than 
the half Bohr radius, the coulomb potential energy will dominate over the kinetic energy. 
At low density, the kinetic energy is insignificant, the system has to minimize the 
mutual coulomb repulsion, so that the electrons occupy equidistant positions alone the 
wire. This is the so-called Wigner crystal.  
     Some groups predicted that the Wigner crystal can be realized in QPCs [31-34]. 
The electron density in QPC can be controlled by gate voltage (see Fig. 3.7(a)) [32]. 
When the QPCs state near pinch-off, the very less electrons are strongly confined in a 
narrow channel, the electrons are expected to be in line, form a Wigner crystal, as 
shown in Fig. 3.7(b). As the confinement is reduced (increasing the electron density), 
the coulomb interaction increases, a line of electrons become zigzag chain and then 
splits into two rows (see Fig. 3.7(c) and (d)). [33] This hypothesis seems be confirmed 
by Hew et al’s experiment [35, 36]. As shows in Fig. 3.7(e), a top gate has been 
fabricated above the quantum wire, which is used for controlling the electron density in 
quantum wire. Figure 3.7(f) shows the conductance as a function of top gate voltage Vtp 
for a series of fixed split gate voltage Vsg. Because the electron density is controlled by 
Vtp, the Fig. 3.7(f) also indicates the electron density dependence of linear conductance. 
As the confinement is reduced, the first plateau at G0 disappears and the 2G0 plateau 
becomes the first plateau in the system. This cannot be explained by the single row of 
electrons, it is also not due to neither thermal averaging nor scattering [35]. This result 
should correspond to the two rows which are degenerate and can spontaneously form a 
ground state [35, 37]. It seems to be in agreement with the Wigner crystal model. Figure 
3.7(g) shows the similar results, but it is in high magnetic field. The 0.5G0 can be 
clearly observed in strong confinement region when the magnetic is 7 T, however, the 
0.5G0 disappears in weak confinement, the G0 plateau falls into 0 directly. The 0.7 
structure has been also discussed by this model. The basic characteristics of Wigner 
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crystal is spin charge separation. The resistance should contribute by two terms Rρ and 
Rσ，which are determined by the properties of the charge and spin excitation of the 
system [32]. K. A. Matveev expected a 0.5G0 at very low density for long quantum 
wires; it is associated with the experiment [38-40]. The 0.7 structure has been expected 
in short quantum wires. 
 
Fig. 3.7  (a) Sketch of electron density in a quantum wire. (b)-(d) show a line of electrons 
evolves into zigzag chain and then two rows as increasing the confinement strength (Plotted by 
author base on the description in Ref. 33). (e) Sketch of the measured sample in Ref. [35,36], a 
PMMA between spilt gate and top gate as a dielectric layer. (f) The conductance as a function of 
top gate voltage Vtp. Different curve corresponds to different spilt gate voltage. (g) The 
conductance as a function of Vtp with B = 7 T. (e) – (g) are taken from Ref. 35, the copyright 
2009 by the American Physical Society. 
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3.5 The Kondo-like model 
 
    3.5.1 Introduction 
 
     Kondo effect is one of the most important strong correlation effects in condensed 
physics. It can be observed in metal with very small ratio magnetic impurities [41], in 
quantum dots [42-45], in carbon nanotube [46-48] and even grapheme [49]. In the case 
of metal, the resistance of pure metal usually decreases as the temperature is lowered. 
The resistance saturates at a certain temperature (blue curve in Fig. 3.8(a)) due to the 
defects in the metal. Some metals can suddenly lose their all resistance and become a 
superconductor (green curve in Fig. 3.8(a)). This is a quantum phase transition 
phenomenon, the conducting state change into superconducting state at a so-called 
critical temperature. The electrons below the critical temperature behave as a single 
entity. The metals like copper and gold, they are belong to the first type metal, have 
remain resistance even at sufficient low temperature. But this behavior changes 
dramatically when magnetic atoms are added into these metals. The resistance increases 
as the temperature is decreased beginning at a certain temperature. This phenomenon is 
so-called Kondo effect, and the temperature at which the resistance states to increase is 
Kondo temperature. This unimaginable phenomenon was first explained by Jun Kondo 
in 1964, that why people refer to it as Kondo effect. Actually, the Kondo effect is a 
many-body effect, the scattering between magnetic atoms and the spins of conducting 
electrons has been considered by Kondo, and he found that the second term of the 
calculation could be much larger than the first term, therefore, it leads the resistance of 
the metals increases logarithmically as the temperature is lowered. In the case of a 
quantum dot, it is opposite compares with the case of metal, the conductance increases 
as temperature is lowered. About this point, we will descript in next section in detail. 
 
Fig. 3.8  (a) The resistance of three types metals as a function of temperature. (b) The 
Kondo effect in quantum dot.  
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    3.5.2 Kondo effect in quantum dot 
 
     Semiconductor quantum dot (QD) is a 0D nanoscale device, it also be called 
artificial atom, because the energy level in quantum dot is discrete. It is because of the 
discrete energy level structure, the QD can be used for solar cell, singe electron 
transistor, LEDs and diode laser. QD can be classified as open QD and close QD, the 
open QD will be discussed following. Figure 3.9 (a) and (b) show the sketch of energy 
level in QD, the parameter ΓL and ΓR are the tunneling barrier of both sides, and only the 
condition of small bias and very low temperature have be considered. In Fig. 3.9(a), the 
electron is prohibited to enter into the QD because the coulomb blockade effect [50]. 
There are N electrons in QD. As the gate voltage is decreased, the Nth energy level is 
raised until it aligns with the μD, the Nth electron will flow into drain, at the same time, 
the electron in source can flow into QD (see Fig. 3.9(b)) because the coulomb blockade 
is relieved. In this case, the current can be observed, and the number of electrons in QD 
will fluctuate between N and N-1. When the gate voltage further decreases, μS < μN, the 
QD will be blocked again. The current in QD as a function of gate voltage shows in Fig. 
3.9(c), it shows same periodic current flow though the QD, this periodic conductance 
has be called coulomb oscillation. 
 
 
Fig. 3.9  Sketch of energy level for an open quantum dot. (a) Sketch of the coulomb blockade. 
The electron can’t tunnel into the QD, the number of electron in QD is N. (b) Sketch of 
tunneling in QD. When an electron passes though the QD, the conductance becomes large, the 
sketch of coulomb oscillation shows in (c).  
 
     The coulomb oscillation shows in Fig. 3.9(c) just for intuitively understand the 
coulomb blockade in QD, usually the experiment results are much complicated, for 
example, the Kondo effect in QD. The Kondo effect in QD has been predicted by 
several groups three decades ago [51-53], and it is first observed by D. 
Goldhaber-Gordon et al. in 1998 [42,43]. The Fig. 3.10 shows the main observation of 
Kondo effect in QD, which are observed by S. M. Cronenwett et al [44]. The electron 
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number in QD can be controlled by gate voltage and can control the electron tunnels 
in/out the QD one by one (single electron transistor). In Fig. 3.10(a), the integer number 
between the peaks indicates the number of electrons in QD. The behavior of the 
temperature dependent conductance is opposite for the even or odd electrons in QD. For 
odd electrons in QD, the conductance of the valley increases with lowering the 
temperature. This unimaginable phenomenon in QD is Kondo effect. It cannot be 
explained by treating the electrons only as a charge particle. Its spin must be considered 
in this phenomenon. Other characteristic of the Kondo effect in QD shows in Fig. 
3.10(c), a zero bias peak can be observed in differential conductance when the electron 
number in QD is odd, but this peak cannot be observed when the even electrons in QD. 
 
Fig. 3.10  (a) The observation of coulomb oscillations. The temperature are 45 mK (solid 
curve) and 150 mK (dotted curve), respectively. (b) SEM image of the QD device. The numbers 
indicate the gate which is used for forming QD and control the parameter for Kondo effect. (c) 
Differential conductance as a function of source-drain bias. Taken from Ref. 44, copyright 1998 
by the American Association for the Advancement of Science. 
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     There are some important parameters for Kondo effect are illustrated in Fig. 3.11 
(taken from Ref. [44]). Only the highest energy electron (spin-up) is considered in here 
(because the total spin of even electrons is zero). U is the on-site charging energy; ε0 is 
the energy of single electron state, it can be controlled by a plunger-like gate; ΓL and ΓR 
are the tunneling, which give the tunnel couplings to the source and drain, it can be 
controlled by the gates voltage which are form the tunneling barriers. In Fig. 3.11(a), 
base on the description of above, the electron ought to be forbidden to tunnel into the 
QD because the coulomb blockade effect. However, Heisenberg uncertainty principle 
allows the tunneling happen for a very short time (~ h / |ε0|). This is a co-tunneling event, 
the spin up electron tunnels off the QD form a virtual state (shows in Fig. 3.11(b)), at 
the same time, a spin down electron tunnels on to the QD from source Fermi sea (shows 
in Fig. 3.11(c)). This co-tunneling event achieved the spin flips in QD and therefore led 
to resonance in density of state of QD at Fermi level (shows in Fig. 3.11(d)). The extra 
resonance at Fermi level can dramatically change the conductance. When a source drain 
bias is applied, the extra resonance split into two small resonances, therefore, a ZBP can 
be observed in differential conductance.  
 
Fig. 3.11  (a)-(c) Schematic energy diagram of a quantum dot. (a) Initial state contains a spin 
up electron in QD. (b) The spin up electron tunnels off the QD forms a virtual state. (c) Spin 
flips is achieved in QD. (d) and (e) Schematic of the DOS in QD. The equilibrium shows in (d) 
and the non-equilibrium shows in (e). 
μS μD
ΓL ΓR
U
ε0
μS μD
U
ε0
μS μD
Virtual state
μS μD μS
μD
Equilibrium Non-equilibrium
DOS DOS
(a) (b) (c) 
(d) (e) 
54 
 
     In Kondo effect theory, other important parameter is the Kondo temperature TK 
which can indicate the strength of the coupling between the localized electron spin and 
the Fermi sea of conduction electrons. The Kondo temperature can be described as [55]: 
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The parameters were introduced in Fig. 3.11. If we rewrite the Eq. (8) as: 
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We can find that the ln(TK) should be quadratic depends on gate voltage [45]. W. G. van 
der Wiel et al have fitted their temperature dependent conductance in Kondo effect (Fig. 
3.12 (a)) to the Eq. (3.10) for several gate voltages. The result of TK VS Vg shows in Fig. 
3.12(b) (the circle dot curve). The fitting result shows a quadratic dependence, which is 
in agreement with the prediction.  
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Where the s ≈ 0.22 for spin -1/2 system [45]. In other works [42,44], the TK was also 
obtained from measurement of differential conductance. In Fig. 3.12(c), W. G. van der 
Wiel et al measured the temperature dependence of differential conductance for a fixed 
Vg. In this case, the full width at half maximum (FWHM) is set equal to kBTk/e. In order 
to compare these two methods, the FWHM.e/kB has been shown in Fig. 3.12(b), too. It 
also shows a quadratic dependence. However, the values are larger than TK obtained 
from the fitting. They thought the difference is possible due to the non-zero source drain 
bias. At last, a very important conclusion shows in Fig. 3.12(d), the temperature 
dependent conductance for three different Vg can be scaled into a single curve, versus 
the normalized temperature T/TK.  
 
(3.8) 
(3.9) 
(3.10) 
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Fig. 3.12  (a) Conductance G versus Vg for several different temperature at Kondo effect region. 
(b) Kondo temperature TK and the FWHM versus Vg. Circle dot is for TK and the quadrate 
symbol is for FWHM. (c) Differential conductance vs source-drain bias for several temperatures. 
(d) Conductance as a function of temperature extracted from (a) at three fixed gate voltage. Inset 
shows the G vs the normalized temperature T/TK. Taken from Ref. 45, copyright 2000 by the 
American Association for the Advancement of Science. 
 
    3.5.3 Kondo-like effect in QPC 
 
     Cronenwett et al performed similar studies on QPCs [2]. They listed four 
observations which are strikingly similar to those obtained from quantum dot in the 
Kondo effect region. Therefore, they suggested that a Kondo-like many-body state can 
form in QPC; it may due to the dynamic unpaired spin localized in QPC. The first 
observation shows in Fig. 3.13(a), the differential conductance shows a zero bias 
anomaly (ZBA) at 80 mK in zero magnetic field and the 0.7 structure is not clear. As the 
temperature is increased to 600 mK, the ZBA almost disappears and shows a clear 0.7 
structure (see Fig. 3.13(b)). Cronenwett et al pointed out the 0.7 structure rises up to 
unitary limit 2e
2
/h is due to the Kondo effect can enhance the conductance from 0.5 G0 
to G0. The second observation shows in Fig. 3.13(c), that the ZBA near 0.7 structure 
(a) (c) 
(b) (d) 
15 mK 
900 mK 
15 mK 
900 mK 
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splits into two peaks as in-plane magnetic field is increased. Meanwhile, the ZBA above 
the 0.7 structure collapses with magnetic field and the ZBA at low conductance almost 
has no split in magnetic field. Only the magnetic field dependence of the ZBA near 0.7 
G0 is similar to the observation in QD [44]. The Kondo-like fitting has also been 
performed by Cronenwett et al [2]. The Kondo-like formal is written as:  
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The fitting result shows in Fig. 3.13(d). ln(TK) as a function of gate voltage shows linear 
dependence. The inset of Fig. 3.13(e) shows the conductance versus the temperature, 
which is extracted from the temperature dependence of linear conductance by fixing the 
gate voltage from -466 mV to -488 mV. These curves can be scaled into a single curve 
by re-plotting the graph as a function of scaled temperature T/TK (see Fig. 3.13(e)). It is 
also similar to the observation shows Fig. 3.12(d). At last, Cronenwett et al compared 
the Kondo temperature and the FWHM. The result shows in Fig. 3.13(f), they are well 
coincide with each other in the 0.7~1G0 region. All of their observations suggest that the 
Kondo effect does also active in QPCs. As we know the Kondo effect requires a 
localized state in the nano-system, however, how a localized state exits in an open 
system. Regarding this question, some theorists gave out their explanation by using the 
spin density functional theory (SDFT) [4, 56, 57]. 
(3.11) 
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Fig. 3.13  (a) The differential conductance as a function of source-drain bias at T = 80 mK. (b) 
The differential conductance as a function of source-drain bias at T = 600 mK. (c) The in-plane 
magnetic field dependence of the ZBA for three selected gate voltage. (d) Temperature 
dependence of 0.7 structure (left axis) and the TK as a function of gate voltage Vg (right axis). (e) 
Conductance versus the scaled temperature T/TK. Different symbols indicate different Vg. (f) 
The FWHM extracted from differential conductance versus Vg. The black squares show the TK 
as a function of Vg. Taken from Ref. 2, copyright 2002 by American Physical Society. 
 
    One of the theoretical calculations of quasi-localized state in QPC was performed 
by T. Rejec and Y. Meir in 2006[57]. The SDFT has been used for the calculation of the 
spin density of the 2DEG and the charge distribution on the electrodes self-consistently, 
within the local spin density approximation (LSDA). The calculated results of the 
formation of magnetic moment are shown in Fig. 3.14. The bright stripes in the left and 
right side indicate the 1D subband in the source and drain. In the vicinity of the QPC 
 
(a) (b) (c) 
(d) (e) (f) 
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center, all subband are lifted up to Fermi level, therefore, the system states in G < G0. 
Figure 3.14(a) is for the case of spin up, there are two potential barriers near the centre 
of the QPC for the spin-up electrons. It supports a quasi-localized state about 0.5 meV 
below the Fermi energy, the quasi-localized state indicated by the bright point at the 
centre of the QPC. The case of spin-down electros is shown in Figure 3.14(b). The 
quasi-localized state is not at the centre, but at the shoulder of the potential on both 
sides of the QPC.  
Fig. 3.14  The localized density of state as a function of energy relative to Fermi energy and 
position of the QPC for spin up (a) and spin down (b). The dashed green lines are Fermi level. 
The bright stripes are the 1D subband of 2DEG in the source and drain. Taken from Ref. 57, 
copyright 2006 by Nature Publishing Group. 
 
    The experimental studies of the bound state in QPCs have performed by our group 
[58-60]. The inset in Fig. 3.15(a) – (c) shows the measured sample which consists of 
eight independent split gates [58]. Half of those split gates grounding at any time 
measurement, the remains four split gates get into two pairs as the sweep QPC and the 
detector QPC. The experimental observations show in Fig. 3.15(a) – (c). The black 
curves are the linear conductance Gs of the swept QPCs as a function of its gate voltage. 
Because the measurement temperature was 4.2 K, only the 0.7 structure can be observed 
for each swept QPC (pointed by the black allows). The red circle curves show the 
variation of conductance of the detector QPC as a function of gate voltage Vg. In each 
plane, the conductance resonances of the detector QPC have been observed after the 
swept QPC just pinched off. We suggested that those observations are related to the 
Fano effect, which is caused by the coupling between discrete and continuous states [61, 
62]. Fano effect can be observed in many systems [63-67], but the observations by Bird 
 
 
(a) (b) 
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group are more close to the Fano effect in single electron transistor [68, 69]. The 
schematic of the coupling between the swept QPC and the detector QPC shows in Fig. 
3.15(d). A bound state forms in the pinched off swept QPC and coupling with the 
detector QPC, thereby leads to a Fano resonance in Gd. And we also obtained the Fano 
factor for each detector QPC; the Fig. 3.15(e) shows the QPCs separation dependence of 
Fano factor.  
Fig. 3.15  (a) – (c) Linear conductance as a function of Swept-QPC gate voltage. The red open 
symbols are experimental data, the blue solid line is obtained by fitting to the Fano equation. 
The black solid line is the linear conductance of the Swept-QPC. The Fano factor is shown in 
each figures, (a) q = -20, (b) q = -9, (c) q = -1. (d) Schematic of the coupling between the swept 
QPC and the detector QPC. A bound state forms in swept QPC. (g) Fano factor versus the 
separation between the swept QPC and detector QPC. (a)-(d) are taken from Ref. 58, copyright 
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2013 by John Wiley and Sons. (e) this graph is made by author base on the results of (a)-(c), it is 
the same with the Fig. 1(e) of Ref. 59. 
 
     About the Kondo effect in QPC, the latest report shows double zero bias peaks at 
zero magnetic field [70]. And the peak is tunable by changing the length of QPC. It 
seems in accord with the even and odd Kondo effect in QD. However, is the Kondo 
effect perfect for the 0.7 structure and ZBA in QPC? The answer is no. The other latest 
work completely negative the Kondo effect and presented the van-Hove-ridge model for 
explaining the 0.7 structure and ZBA [71].  
 
  3.6 Non-universal phenomenon of Kondo effect in QPCs 
      
     Indeed, the observations obtained by Cronenwett et al are very similar to those 
obtained in Kondo QD. However, they are not universally observed in QPC. In this 
section, some non-Kondo effect experiments will be introduced.  
    
    3.6.1 Sfigakis et al’s experiment 
 
     Sfigakis et al [72] fabricated the QPC with a small bulge on each split gate, as 
shown by the arrows in Fig. 3.16(a). These two bulge structure can form double barrier 
potential, thereby it leads to a shallow bound-state in QPC. Figure 3.16(b) and (c) show 
the linear conductance as a function of Vg. A Coulomb blockade (CB) peak has been 
observed due to the shallow bound-state. The CB peak disappears as the temperature is 
decreased (shows in Fig. 3.16(b)). This behavior is consistent with the Kondo effect in 
QD [42-45]. However, in Fig. 3.16(c), the CB peak becomes flat as temperature is 
increased from 1.0 K to 3.5 K, because the Kondo effect is suppressed by thermal 
smearing. A 0.7 structure has been observed above the CB peak region at 3.5 K. The 0.7 
structure and the Kondo effect active in very different temperature range. Sfigakis et al 
did both the activation model fitting [8] and the Kondo-like model fitting [2] in Ref. 
[72]. It is difficult to distinguish which model is better. And they pointed out that their 
data cannot be fitted to the usual Kondo formal. Figure 3.16(d) and (e) show the effect 
of source-drain (SD) bias on the features. They are very similar to the Fig. 3.16(b) and 
(c). Later, the detail evolution with the SD bias is shown in Fig. 3.16(h) and (i), with the 
temperature at 30 mK and 1.0 K, respectively. These data clearly indicate the Kondo 
effect is suppressed by Vsd [42-45], and the critical value is near 100 μV, which is 
corresponding to the TK ~ 1 K. Figure 3.16 (f) and (g) show the same data as shown in 
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Fig. 3.16(d) and (e), but they are for asymmetrical Vg. No CP peak is observed below 
the last plateau, because the shallow bound-state is destroyed by the asymmetrical Vg. 
The coexistence of 0.7 structure and Kondo effect indicates that the the Kondo-like 
effect in 1D channels and the 0.7 structure are separate and distinct effects. 
Fig. 3.16  (a) Scanning electron micrograph of QPC. There is a small bulge in both split gates, 
indicated by the arrows, used for generating a shallow bound-state within the QPC. (b) and (c) 
Conductance as a function of gate voltage for temperature in the range of (b) 47~800 mK and 
(c) 1.0~3.5 K. (d) and (e) show the conductance as a function of gate voltage Vg for source drain 
bias in the range (d) 0 ~ -100 μV and (e) -120 ~ -320 μV for a symmetrically Vg. (f) and (g) 
show the conductance as a function of gate voltage Vg for source drain bias in the range (f) 0 ~ 
-100 μV and (g) -120 ~ -280 μV for a asymmetrically Vg with the ΔVg = -1.4 V. (h) and (i) The 
evolution of conductance versus Vg with different temperature (h) 0.03 K and (i) 1.0 K. The Vsd 
is increased from -2 to 2 mV with 40 μV steps (orange traces show Vsd = 0 μV).This set of 
figures is taken from Ref. 72, copyright 2008 by American Physical Society.  
  
   3.6.2 Non-Kondo zero-bias anomaly in QPC 
 
     The Kondo ZBA peak can split into two peaks in magnetic field in QD. The 
similar observation was also obtained in QPC by Cronenwett et al. However, T.-M. 
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Chen et al [73] observed some non-split ZBA QPC samples. The results show in Fig. 
3.17(a). The ZBA peaks have no split even the magnetic field at 8.8 T. When the 
magnetic is increased up to 10 T, the ZBA collapse to dip rather than split into two 
peaks. And they pointed out, two samples show the split, but the split value is much less 
than the Kondo split. Figure 3.17(b)-(d) show the activation model and Kondo-like 
model analysis. Both of these fitting are good, just like the observation of Ref. [72]. 
T.-M. Chen suggested that the Kondo-like model is not a universally phenomenon in 
QPCs. 
 
 
Fig. 3.17  (a) Differential conductance shows the evolution of ZBA with increasing magnetic 
field. (b) Linear conductance vs scaled temperature T/TK at variations Vg where TK is Kondo 
temperature. (c) The same experimental data shows the ln(1−G(T) /CA) as a function of scaled 
temperature T/TA at variations Vg where TA is activation temperature. (d) TK (solid symbols) and 
TA (open symbols) as a function of Vg (right axis). Temperature dependence of the linear 
conductance shows at left axis. Taken from Ref. 73, copyright 2009 by American Physical 
Society.  
 
   3.6.3 The Kondo-like analysis of our experiment results 
 
So many models which are used for explaining the 0.7 structure have been 
introduced in above sections. Especially, the Kondo effect is the focus of more concern. 
Recently, we report detailed measurements of the low-temperature ( 1 K) conductance 
of a number of different QPCs, focusing on the extent to which their pinch-off 
characteristics reveal signatures of Kondo physics. Our results have been published on J. 
Phys.: Condens. Matter 26, 125304 (2014) [74]. In this study, the QPCs were fabricated 
in a high-mobility GaAs/AlGaAs hetero-structure. The two dimensional electron gas 
(a) (b) 
(c) 
(d) 
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(2DEG) was formed 75 nm below the top surface. At 4.2 K, the density, mobility and 
mean free path of the 2DEG were 2.9 × 10
11
 /cm
2
, 0.97 × 10
6
 cm
2/Vs, and 8.6 μm, 
respectively. The QPCs were defined by split metal gates with Ti: 10 nm and Au: 20 nm 
on the top surface of the Hall bar. The split metal gates were realized by using 
electron-beam lithography (EBL). Two different devices were fabricated for this study, 
both of which made use of the Hall-bar design shown in Fig. 3.18 (a). In Device 1, 
multiple pairs of gates (G1 – G5) were used to define five separate QPCs, the fine-line 
patterns of which are indicated in the false-color micrographs of Fig. 3.18 (b). We have 
labeled these QPCs as A1, A2, and NA1 – NA3, where the label “A” is used to identify 
a QPC with nominally adiabatic coupling to its reservoirs, while “NA” denotes a QPC 
with non-adiabatic coupling. In Device 2 only two QPCs were investigated, and these 
had lithographically-identical structures to QPCs A2 and NA2. Ohmic contacts (O Fig. 
3.18 (a)) to the 2DEG of the devices were achieved by deposition and thermal annealing 
of a standard AuGeNi alloy. 
 
Fig. 3.18  (a) Schematic illustration of the Hall-bar structure used in our experiments. Ohmic 
contacts to the 2DEG are denoted as “O”, while G1 – G5 correspond to the gate pairs used to 
form the various QPCs. (b) The SEM image of the five different QPCs. The length of the QPCs 
were indicated by labeling scheme. Copyright 2014 by the Institute of Physics. 
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Upon completion of fabrication, the devices were mounted in the mixing chamber 
of a dilution refrigerator, following which their electrical characteristics were 
determined by low-frequency (17.0 Hz) lock-in detection. For measurements of the 
linear conductance (G), a constant-voltage excitation was used with an RMS value of 77 
μV. A variable DC bias (Vsd) was then superimposed upon this signal to allow the 
differential conductance (dId/dVsd) to be determined. For the purpose of the Kondo 
analysis of interest here, the differential conductance measurements that we present 
were all obtained at the base temperature of the dilution refrigerator   0.1 K). The 
energy separation (Δ) between the lowest two subbands of each QPC, are summarized 
in Table 1. 
Table 1  Key characteristics of the different QPCs studied 
DEVICE QPC Δ (meV) ZBA Observed? 
Device 1 A1 1.9 NO 
Device 1 A2 3.1 YES 
Device 1 NA1 2.4 NO 
Device 1 NA2 2.0 NO 
Device 1 NA3 1.9 NO 
    
Device 2 A2 1.1 NO 
Device 2 NA2 2.4 YES 
Copyright 2014 by the Institute of Physics. 
 
The quantized conductance shows in Fig 3.19 for all QPCs. In Fig 3.19, we 
present measurements of all seven structures as a function of their gate voltage (Vg). As 
can be seen from the relevant curves in the different panels, at temperatures in excess of 
a few degrees Kelvin the quantization is washed out by thermal factors, leaving only the 
0.7 feature resolved. A more detailed view of this feature is provided in the lower row of 
panels, from which it is clear that each device exhibits some sort of inflexion in its 
conductance near 0.7 × 2e
2
/h. It is also clear from these panels that the visibility of the 
0.7 feature varies considerably from device to device, as has been noted previously in 
the literature [16]. Nonetheless, the key point that should be taken from these data is 
that the 0.7 feature is a ubiquitous signature of QPC transport, even if it is not 
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necessarily always well resolved. On lowering the temperature below 1 K, quantized 
steps become apparent (at integer multiples of G0  2e
2
/h) in the conductance of most of 
the QPCs. For some of the structures (QPCs A1 & NA1 for Device 1, and both QPCs of 
Device 2) reproducible fluctuations are superimposed upon the quantized staircase. 
Since the observation of these features shows no obvious correlation to QPC geometry, 
we consider it most likely that they arise from unintended impurity scattering within 
their channel. In contrast, QPCs A2, NA2 & NA3 of Device 1 show robust conductance 
steps at low temperatures, suggests that these structures are likely microscopically 
cleaner. 
 
 
Fig. 3.19 Upper row: Linear conductance of all seven QPCs, at various characteristic 
temperatures (indicated). Different curves have been shifted horizontally for clarity, by the 
amounts indicated. Lower row: an expanded view of the conductance near G0, highlighting the 
presence of the 0.7 feature. The line color in each panel corresponds to the equivalent 
temperature in the plot immediately above. Arrows in the panels indicate a conductance of 
0.7G0. Copyright 2014 by the Institute of Physics. 
 
Moving to a discussion of the differential conductance, we find that just two of 
our QPCs (A2 of Device 1 and NA2 of Device 2) exhibit a clear ZBA at low 
temperatures. Before discussing these results, however, we focus on the form of the 
differential conductance in the other five QPCs. These results are presented in Fig 3.20, 
and, collectively, provide some important conclusions. Panels (i) – (iii) of this figure 
correspond to the “canonical” behavior expected for ballistic channels, with bunching of 
curves (near Vsd = 0) at G0 and 0.7 × G0. At any fixed Vsd, we also find that the 
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differential conductance increases systematically as Vg is made less negative, indicating 
that scattering related interference effects are of minimal importance in the transport. 
The same cannot be said of panels (iv) & (v), which show significant fluctuations as a 
function of both Vsd and Vg. To illustrate this point, in panel (vi) we plot a small number 
of selected curves for the two QPCs, using different colors so that the nonmonotonic 
character of the differential conductance can be clearly resolved. In panel (iv), obtained 
for the 1-μm non-adiabatic channel of Device 1, the fluctuations in the differential 
conductance are seen primarily below the last plateau, and some rough bunching of 
curves near 0.7 × G0 can still be discerned near Vsd = 0. This is not true in panel (v), 
however, in which a systematic set of oscillations completely obscure any recognizable 
structure. Such behavior appears to point to the strong influence of disorder in this QPC, 
a conclusion that is consistent also with the low-temperature form of its linear 
conductance, whose expected quantized staircase is almost completely washed out (see 
Fig 3.19). 
 
Fig. 3.20  Differential conductance of the five different QPCs (identified in the panels) that do 
not show any ZBA. The red dotted line denotes the expected position of the 0.7 feature, which 
can be identified by bunching of curves in the differential conductance. In panel (vi), we plot 
selected curves from panels (iv) & (v), using colored curves to indicate the nonmonotonic 
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variation of the conductance with gate voltage. The measurements were all made near a 
temperature of 0.1 K. Copyright 2014 by the Institute of Physics. 
 
In contrast to the results of Fig 3.20, in Fig 3.21 we show measurements of the 
differential conductance that reveal clear evidence of a ZBA. Fig 3.21(a) is obtained for 
QPC A2 of Device 1, while Fig 3.21(b) shows a measurement of QPC NA2 of Device 2. 
In both cases the ZBA persists over the same range of differential conductance, from 
 0.2 – 1 G0 (red curves in both panels), suggesting a common origin. An implication of 
these results is that the very-different gate structures of these two QPCs (see Fig 3.18 
(b)) play little role in determining the observation of the ZBA. Previously, the ZBA has 
been proposed as an important signature of the Kondo effect in QPCs [2, 4].  
 
 
Fig. 3.21  Differential conductance of the two different QPCs (identified in the panels) that 
show a clear ZBA. The conductance curves in which the ZBA is clearly seen are indicated using 
red coloring. The measurements were all made near a temperature of 0.1 K. Copyright 2014 by 
the Institute of Physics. 
 
In Fig 3.22 and 3.23, we present an analysis of the temperature dependent 
conductance of the two devices that exhibit the ZBA, in terms of the universal scaling 
of Eq (1). In the inset to Fig 3.22(a), we show the original temperature-dependent linear 
conductance for QPC A2 of Device 1. By defining a unique TK at each gate voltage (Vg) 
in this figure, we are able to fit the temperature-dependent conductance of this QPC to 
the Kondo form of equation (1). The results of this re-scaling are presented in the main 
panel of figure 5(a), where we plot data for thirteen different gate voltages (indicated). 
The data clearly fall on the curve predicted by Eq. (3.11) (solid line), indicating good 
agreement with the Kondo model. The variation of TK (Vg) is plotted in the inset of Fig 
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3.22(b), and approximately follows an exponential variation (dotted line), similar to the 
results of Ref. [2]. 
Fig. 3.22 (a) The main plot shows a rescaling of the temperature-dependent linear conductance 
(see inset) of QPC A2 of Device 1, in according to Eq. 3.11 and using TK as the only fitting 
parameter. The solid line through the data plots the universal variation predicted by Eq. 3.11. (b) 
The main panel plots, for the same QPC, the variation of the full-width at half maximum of the 
ZBA as a function of Vg near 0.1 K. Also indicated is the corresponding variation of the Kondo 
bias voltage VK. The inset plots the variation of TK as a function of Vg for the data of Fig. 3.22(a). 
The dotted line denotes an exponential variation of TK as a function of Vg. Copyright 2014 by 
the Institute of Physics. 
 
In the main plot of Fig 3.22(b), we compare the variation of VK, determined from 
the Kondo temperature, with the corresponding dependence of the ZBA width on Vg. 
The latter quantity is defined as the full-width of the differential-conductance peak, at a 
value equal to half its maximum (i.e. FWHM) and the agreement between the two data 
sets is clearly very good. 
While the consistency achieved between the various analyses of Fig 3.22 suggests 
that the Kondo scenario is relevant to this particular QPC, the results of Fig. 3.23 reveal 
a very different picture for QPC NA2. In Fig 3.23(a) we present our scaling of the linear 
conductance to the form of Eq. (3.11). The temperature-dependent conductance curves 
are plotted in the inset to this figure, and show very different behavior to the data of Fig 
3.22. Notably, the main conductance plateau is suppressed significantly below Go and, 
at the lower temperatures, exhibits reproducible fluctuations. In the main panel of Fig 
3.23(a) we show an attempted scaling analysis of the conductance and from this figure it 
seems clear that the agreement with the experimental data is poor. Notably, the rescaled 
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data show a tendency to saturate at  0.85G0 as T/TK   0, reflecting the 
abovementioned suppression of the conductance plateau below its expected quantized 
position. In Fig 3.23(b), we compare the variations of VK and of the FWHM of the ZBA, 
as a function of gate voltage. While the two data sets appear consistent in the region 
where they overlap (-1.625 V < Vg < -1.615 V), their most striking feature is a 
nonmonotonic variation as a function of gate bias. Similarly, in the inset to Fig 3.23(b), 
we see that the variation of TK(Vg) does not follow the exponential behavior suggested 
[2] for the Kondo scenario. It therefore seems doubtful that the data of Fig 3.23 can be 
taken as confirming the Kondo scenario, in spite of the presence of a clear ZBA in the 
differential conductance of this QPC.  
Fig. 3.23  (a) The main panel shows a rescaling of the temperature-dependent linear 
conductance (see inset) of QPC NA2 of Device 2, in terms of equation (1) and using TK as a 
fitting parameter. The solid line through the data plots the universal variation predicted by 
equation (1). (b) The main panel plots, for the same QPC, the variation of the full-width at half 
maximum of the ZBA as a function of Vg near 0.1 K. Also indicated is the corresponding 
variation of the Kondo bias voltage VK. The inset plots the variation of TK as a function of Vg for 
the data of Fig. 3.23(b). Copyright 2014 by the Institute of Physics. 
 
Although the temperature-dependent linear conductance (see inset) of QPC NA2 
of Device 2 cannot fit into the Kondo-like formal, it can fit to the activation model [6, 
72, 73]. The fitting result shows in Fig. 3.24(a), the ln((1-G(T)/CA) can be re-plotted 
onto single curve as a function of scaled temperature TA/T. It is very similar to it in Ref. 
[72, 73]. In Fig. 3.24(b), there is a maximum value, the gate voltage is corresponding to 
0.7 structure position. It indicates an energy gap exists below the last subband [6]. In 
this device case, the activation model seems better than the Kondo-like model. 
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Fig. 3.24  (a) The ln((1-G(T)/CA) as a function of scaled temperature TA/T for QPC NA2 of 
Device 2. The gate voltage is varied from -1.614 to -1.630V in the 0.008V steps. (b) The 
activation temperature as a function of Vg. The Vg of maximum is -1.625 V, corresponds to the 
0.7 structure in the inset of Fig. 3.23(a).  
 
Regarding to the Kondo effect in QPC, we have performed two experiments. In 
our previous study (see section 3.5.3), although we observed a conductance resonances 
of the detector QPC have been observed after the swept QPC just pinched off, which 
showed the possibility of a localized spin state in QPCs [58], no any evidence shows the 
relationship between the 0.7 structure and the Kondo effect [58-60]. In more recent 
study, the key results may be summarized as follows: (1) Of the seven different 
channels investigated a clear ZBA was observed in only two of the QPCs, these being 
the structures with the largest separation of their one-dimensional (1-D) subbands. (2) 
Among the remaining five QPCs, three showed “canonical” differential conductance, of 
the form expected for a ballistic channel, while the remaining two showed 
non-monotonic signatures that appear consistent with the influence of resonant impurity 
scattering [75]. (3) No obvious correlation between gate geometry and the features of 
the differential conductance were apparent, with the ZBA anomaly being found for very 
different gate designs. (4) Similarly, no clear correlation was obtained between the 
observation of the ZBA and the quality of the quantization of the linear conductance, or 
the visibility of the 0.7 feature. (5) Of the two QPCs found to show the ZBA, only one 
exhibited a temperature dependent scaling of the linear conductance in good agreement 
with the “universal” form suggested in Ref. [2]. It seems natural to question whether the 
Kondo scenario truly provides the most fundamental insight into this fascinating 
phenomenon.  
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4. Quasi-one dimension magneto-conductance  
 
  4.1 Edge channels  
 
    In chapter 1, we discussed the landau level for pure systems. But in real samples, 
the elastic scattering processes (due to the impurities) can broaden the Landau levels. 
The width of the broadened Landau levels was be found to be well approximated by [1] 
 
,

B
p  
Where p is a constant, given the identified value of 2.3±0.3 meV T-1, μ is the mobility 
of the 2DEG. In the sample’s bulk, the impurity potential creates localized states and 
extended states [2]. When the Fermi energy EF lies within the localized states regime, 
the number of extended states does not change with changing the EF, thus this gives rise 
to a step in Hall resistance. When the EF is in extended states, the electron density will 
change with moving the EF up or down, so the Hall resistance will be not at step. 
The localized states model and topological argument of Laughlin [3] consider the 
ideal and specific boundary conditions. But in real samples, the size is finite and the 
electrical conducts is not perfect. At the edge of the real samples, the confining potential 
is upswept, shows in Fig. 4.1(a). The electrons in the bulk are localized, they cannot 
contribute to the current. This condition corresponds to the localized states (as the circle 
shows on Fig. 4.1(b)). Only the electrons near EF can contribute to the current, it seems 
some extended states exit near the sample boundary. More intuitive sketch is shown in 
Fig. 4.1(c), the Landau levels can be viewed as some separate channels near the sample 
boundary. Each edge channel is associated with a resistance equal to h/e
2
, which is 
equivalent to the Landauer formula. Later Kane et al’s experiment showed that the 
current in the sample is flowing close to the sample’s boundary [4]. After Halperin [5] 
proposed the edge state for QHE, there were several theories have been developed base 
on different approaches [6-8].  
  
(4.1) 
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Fig. 4.1  (a) Sketch of the energy spectrum in magnetic field with the finite-size sample. The 
width of the Hall bar is W. (b) Quasi-classical skipping orbits along the edge of the sample. In 
high magnetic field, the electron is localized in bulk due to the impurity scattering. The 
electrons near sample boundary can flow in one direction without back-scattering. (c) Intuitive 
sketch of the edge channel. The loop curves indicate the localized states. The arrow lines 
indicate the edge states. 
 
The edge channels model is also appropriate for the fractional quantum Hall 
effect. It is valuable to introduce the experiment which was performed by 
Kouwenhoven et al [11]. This experiment can prove the presence of fractional edge 
channel at the 2DEG boundary. The inspiration comes from the edge channels can be 
selectively populated and detected by the current and voltage contacts in IQHE [12, 13]. 
Two QPCs have been fabricated as injector and detector of edges channels (see the Fig. 
4.2 (a)). The magnetic field was fixed at 7.8 T, so that the filling factor ν of bulk can be 
fixed at 1 (or slightly less than 1). The two-dimension conductance as a function of gate 
voltage Vg showed a fractional plateau near the ν =2/3 for both QPCs (the sketch shows 
in Fig. 4.2 (b)). In Fig 4.2 (c), the Hall conductance has been obtained by fixing both VA 
and VB, or fixed one of them. The results showed that the fractional plateau is 
independent to the gate voltage VA and VB. It indicated that the fractional edge is formed 
in the bulk boundary.  
 
- W/2 W/20
EF
Sample edge
Impurity
(a) 
(b) (c) 
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Fig. 4.2  (a) Sketch of the sample. Three top gates can form two potential barriers. The black 
gate was used for the sweep gate. (b) Sketch of the two-dimension conductance as a function of 
gate voltage Vg. The magnetic field is 7.8 T, the temperature is 20 mK. (c) Hall conductance as a 
function of gate voltage at B = 7.8 T. The A is used as voltage probe and B is used as current 
voltage. So the Hall conductance can be defined as GH1-4,2-3. (These figures are plotted by author 
base on Ref. 11) 
 
About the fractional edge channel in 2DEG boundary, Beenakker gave a 
theoretical explanation [14]. It seems in agreement with the Kouwenhoven et al’s 
experiment. He assumed that the density varies as a function of position r so that the 
U-μN is minimized. U is the total energy, N is the number of electrons and μ is the 
electrochemical potential. According to the Laughlin and Halperin’s theory [15, 16], the 
internal energy density u(n) has downward cusps at ν = νp, where the νp is the fractional 
filling factor. Therefore, the chemical potential du/dn is discontinuous at ν = νp, in other 
words, there exists an energy gap (du
+
/dn – du-/dn) as shown in Fig. 4.3(a). There are 
some bands extending along longitudinal of the sample at the region of constant ν. The 
incompressible bands do not contribute to the electron transport (equivalent to localized 
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states). The compressible bands are identified as the edge channels of the transport 
problem. The Landauer formula [17] has been used to discuss the transport problem. 
The electrochemical potential is changed Δμ, induces a density variation as:  
,|| 





 
nn
n  
In strong magnetic field, the component of the drift velocity in the longitudinal direction 
is  
       ,
1
xeB
drift


   
The current density is defined by  
       ,d r i f tnej   
Thus, the nonequilibrium current density can be written as: 
       ,
xh
e
j


  
From Eq. (4.5), we know that the incompressible bands do not contribute to the current, 
because the δν/δx = 0. Only compressible bands contribute to current (the arrows in Fig. 
4.3(b)). The current injected into the number p edge channel can be written as: 
       ),( 1 ppp
h
e
I   
So the total current I through the sample is  
       ,
1 
p
p pp
TII  
Where the Tp is the transmittivity of the pth edge channel. Base on the definition of 
conductance, we can obtain the generalized Landauer formula for a two-terminal 
conductor 
       ,
1
2 


p
p
ppTG
e
h
g   
The Δν = νp - νp-1 is a weight factor. In the case of IQHE, the Δν = 1 for all channels. If 
the Tp = 1, the Eq. (4.8) becomes the accepted expression for the quantized two-terminal 
conductance in the FQHE.  
In the case of Fig. 4.3(c), it is assumed that the potential barrier created by top 
gates. In the regime of adiabatic transport, the T1 = 1, T2 = 0, thus the g = νp. It is in 
agreement with the experimental observation [18].  
Here, the description of the fractional edge channels has not discussed the 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
(4.8) 
78 
 
many-body effect in detail. An important physical concept was not introduced in this 
description, which is the Tomonaga-Luttinger liquid (TLL). The hierarchy of fractional 
edge channels can be derived from the TLL theory, this was first presented by Wen [19, 
20].  
 
Fig. 4.3  (a) Schematic drawing of the variation in filling factor ν. The steps correspond to the 
energy gap showed in bottom figure. (b) and (c) Schematic drawing of the incompressible bands 
(hatched) of the fractional filling factor νp. (b) A uniform conductor; (c) a conductor containing 
a barrier. (These figures are made by author self, which are base on Ref. 14.) 
 
  4.2 Tunneling between edge channels 
 
    4.2.1 Introduction 
 
     According to the previous studies [11-13], we know the edge channels can be 
selected population and detection by split gates (QPC). The QPC allows the creation 
and control of a potential barrier. In this section, we will discuss the four-terminal 
measurements on a quantum point contact in the QHE regime. The sketch of the 
four-terminal measurement for ideal contactors is shown in Fig. 4.4 (a) [10]. The N2DEG 
and NQPC are the number of spin-degenerate edge channels in the wide 2DEG and QPC, 
respectively. Thus, the reflected back channel number NRB is N2DEG - NQPC. In high 
magnetic field, the current Is = -Id = I, Ir = Il = 0. Therefore, three independent equations 
can be obtained: 
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By solving these three independent equations, the two-terminal resistance R2t, Hall 
resistance RH and four-terminal resistance R4t can be written as  
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If we used the normal four-terminal measurements, the magnet-resistance is very 
complicated. In our measurements, we usually use the diagonal configuration for 
measuring the magneto-resistance (see Fig. 4.4(b)). That’s because the RD can be written 
as 
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There is an important information including in Eq. 4.12, the RD is independent to the 
edge channels of 2DEG; it is only related to the edge channels in QPC (integer number). 
Figure 4.4(c) and (d) are our experiment results, the flat plateaus at G0 (2e
2
/h) and 0.5 
G0 are in agreement with the Eq. 4.12 with the NQPC = 2 and NQPC = 1, respectively. The 
qualities of these two samples are shown in chapter-1.      
 
(4.9) 
(4.12) 
(4.10) 
(4.11) 
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Fig. 4.4  (a) Sketch of the four-terminal magnet-resistance measurement. (b) Sketch of the 
diagonal configuration. (c) and (d) Line conductance as a function of gate voltage with different 
magnetic field. (c) for Device-3; (d) for Device-4.  
 
In the above discussion, the coupling between the edge channels was not 
considered. In real samples, the Landau levels are composed of localized states and 
extended states. When the Fermi level lies within the extended state regime of the Nth 
Landau level, the transmission probability T of the Nth Landau level is 0 < T <1. The Eq. 
(4.12) is only applicable to the Fermi level lies within the localized states regime, the T 
= 1. The schematic diagram of the edge channel is shown in Fig. 4.5 (a), there is no 
interaction between the edge channels. When the split gates voltage becomes more 
negative, the edge channels will be closer to each other. The tunneling will happen 
between the outmost edge channels, so that a part of electrons are reflect back to the 
bulk. The schematic diagram of the edge channel is shown in Fig. 4.5 (b), this is the 
weak back-scattering region. The total transmission probability in this region is N – tw 
(only three edge channels are shown in Fig. 4.5). When the split voltage is enough 
negative, almost the electron in the outmost edge channels will reflect back to the bulk. 
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The tunneling will happen between source-drain reservoirs (from left to right). The 
schematic diagram of the edge channel is shown in Fig. 4.5 (c), in this case, the total 
transmission probability will become N – 1 + ts. 
 
 
Fig. 4.5  Schematic diagram of the edge channel coupling. (a) The split gates voltage is a little 
negative, no tunneling happens between the outmost channels. When the split gates voltage is 
more negative, the outmost channels will couple to each other. As showed in (b), only a small 
part of electrons reflect back to the bulk region, this is the weak back-scattering limit. In (c), the 
split gates voltage is negative enough to reflect the most of the electrons, only a small part of 
electrons tunneling to the other side; this is the strong back-scattering limit. For the FQHE, the 
elementary excitation does not come from electrons but the quasi-particle with the fractional 
charge. Thus in the case of weak back-scattering limit, the tunneling described as quasi-particle 
tunneling. However, in the case of strong back-scattering limit, the charge of the quasi- particle 
is elementary charge e, thus the tunneling described as electron tunneling. 
 
This tunneling event can be transferred to FQHE. The integer quantum Hall edge 
channels can be viewed as Fermi liquid; it can be described by Landauer formula. 
However, this is no longer the case in the fractional quantum Hall regime. A more 
successful description can connect the Fractional edge channels to the 1D 
Tomonaga-Luttinger liquid (TLL) due to the electrons interaction [19, 20]. Because 
there is no back scattering in the fractional edge, thus the fractional edge channel can be 
viewed as chiral Tomonaga-Luttinger liquid (C-TLL). In according to Wen’s 
description, the differential conductance (dI/dV) should emerge non-linear characteristic. 
The power law of the can be written as: 
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Where ν is the fractional filling factor. This power law has been proved by Chang’s 
experiment [21]. They have performed the experiment for tunneling electrons into the 
CLL. About the inter-edge tunneling, it can also be described by the Fig. 4.5 (b) and (c). 
In this case, the tunneling particle is not electron but the quasi-particle with the 
fractional charge. We will introduce two important experiments which are related to the 
edge channel tunneling. 
Roddaro et al have performed the tunneling experiment which takes place 
between CLL channels when the bulk filling factor was 1/3 [22]. The QPC has been 
fabricated in GaAs/Al0.15Ga0.85As heterojunction as the artificial impurity to control the 
scattering potential. Figure 4.6(a) shows a scanning electron microscopy image of the 
QPC. The ν* is the local filling factor, it is smaller than the bulk filling factor ν (or 
equal to ν). The differential resistance has been measured at 50 mK, the results shown in 
Fig. 4.6(b). In this figure, the differential resistance shows a non-linear behavior. The 
ZBA peaks have been observed at strong back-scattering region. As the absolute value 
of gates voltage was reduced, the barrier potential was decreased. The differential 
resistance became flat and then evolved to dips. The transition point happened at ν* = 
1/4. The inset shows the condition of the ν* = 1, it is very similar to the main figure, the 
difference is the transition point is at ν* = 1/2. It indicates local filling factor can affect 
the tunneling characteristics. Roddaro et al also showed the temperature dependence of 
the ZBA peak. The non-linear tunneling resistance presents marked temperature 
dependence. It is well agreement with the theoretical prediction [19, 20, 22]. This 
experiment indicates that the quasi-particles tunneling happened between CLL edge 
channels. And the local filling factor in the split-gate constriction region is signification 
in this tunneling experiment. 
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Fig. 4.6  (a) Scanning electron microscope image of the quantum point contact (QPC) and 
setup of differential resistance. (b) Differential resistance versus source-drain bias at νBulk = 1/3. 
Inset: the same measurement at νBulk = 1. Taken from Ref. 22, copyright 2004 by the American 
Physical Society. 
 
The same experiment has also been performed at νBulk = 1 by Roddaro et al [24]. 
They fixed the magnetic field at 6.4 T to keep the νBulk = 1 during the measurement. The 
differential conductance was measured by applying a finite DC bias V, add a small AC 
modulation (shows in Fig. 4.7(a)). The constriction transmission t(V) is defined by 
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)()(
e
h
VGVt   
 
Where G(V) is the differential conductance. The filling factor in the constriction can be 
controlled by the gates voltage Vg. And the Vg can be connected to the single adjustable 
parameter TB which was introduced in Fendley et al.’s theory; it is so called impurity 
interaction strength. The temperature dependence of the non-linear conductance shows 
in Fig. 4.7(b). This behavior is in agreement with Fendley et al.’s theory. Figure 4.7(c) 
shows the calculated transmission curves at different temperatures. As same with the 
experiment result, the minimum increases with increasing the temperature. And the 
crossover point is at t = 1/2. Thus they are consistent with CLL predictions. Figure 
4.7(d) shows the complete evolution of finite-bias transmission as a function of the gate 
voltage. The conductance at zero bias has a minimum near pinch-off, and then become 
(a) 
(b) 
(4.14) 
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flat at t = 1/2. At last, when the system becomes weak back-scattering limit, the 
conductance has a maximum at zero bias. It is consistent with CLL predictions when the 
CLL g = 1/3 [22]. The local filling factor is fractional in Ref. [22] and [24], in next 
section, we will introduce the case of the integer local filling factor.  
 
Fig. 4.6  (a) Sketch of the QPC and setup of differential conductance. (b) The temperature 
dependence of the non-linear conductance. (c) Calculation results of the temperature 
dependence of the transmission at ν* = 1/3. The single adjustable parameter TB is 2.8 K for all 
curves. (d) Complete evolution of finite source-drain bias transmission vs gate voltage Vg. The 
flat region is near t = 1/2. Taken from Ref. 24, copyright 2005 by the American Physical 
Society. 
 
    4.2.2 The inter-edge coupling in IQHE region 
 
 The setup of our measurement is shown in Fig. 1.8. Base on the SdH oscillation 
of device-4 (shown in Fig. 1.10(b)), we could estimate the carrier density of 2DEG by 
3.7×10
11
[1/cm
2
], the mobility is 5.6×105 (cm2/V.s), and the mean free path of 5.1µm. 
Figure 4.7 (a) – (c) show the linear conductance versus the gate voltage Vg for different 
perpendicular magnetic field. A normal quantized conductance is shown in Fig. 4.7(a), 
the 0.7 structure is very weak. At B = 5 T, the filling factor is ν ~ 3. The last plateau 
becomes wider and flatter (see Fig. 4.7(b)), due to the landau levels form in magnetic 
field, no back-scattering happens when the electrons flow though the QPC. There is a 
quasi-plateau near 0.45 G0, also another similar plateau is also observed at B= 9 T (see 
(a) 
(b) (c) 
(d) 
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Fig. 4.7(c)). We will discuss these quasi-plateaus in the last section. In Fig. 4.7(c), a not 
well defined 0.5 G0 plateau was observed, which corresponds to the filling factor ν ~ 1. 
The interesting things are shown in Fig. 4.7(d) and (e), the differential conductance has 
been observed at B = 5 T and B = 9 T, respectively. The ZBA peaks have been observed 
in weak back-scattering region. And then these peaks turned to dips in the strong 
back-scattering region. This behavior is very similar to the observations in Ref. 22 and 
24. As shown by the dashed lines in Fig. 4.7(d) and (e), the flat region is at G = 0.25 (ν 
= 1/2) and 0.125 G0 (ν = 1/2), respectively. It is also consistent with the observations in 
Ref. 24. Therefore, our results indicate that the inter-edge coupling can be also observed 
in the integer quantum Hall region.  
 
Fig. 4.7  (a) – (c) Linear conductance versus gate voltage with different magnetic field at T = 
0.3 K. (d) – (e) Differential conductance versus source-bias with differential magnetic field at T 
= 0.3 K. The asymmetric curves are due to the self-gating effect [25]. 
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In our measurement, the filling factor of bulk is integer number. Thus the 
tunneling particle is electron rather than quasi-particle of CLL. The sketch of weak 
back-scattering limit is shown in Fig. 4.8(a), the tunneling happens between left and 
right edge channels. The tunneling is enhanced by increasing the source-drain bias Vsd, 
it means the back-scattering is enhanced by increasing the Vsd. Figure 4.8(b) and (c) 
show the schematic diagram of Landau level in weak back-scattering region. When a 
small Vsd is applied to the sample, the tunneling is weak, and the potential difference 
between left and right is large (see Fig. 4.8(b)). When the Vsd is increased, it leads to 
enhance the inter-edge tunneling, thus the potential difference between left and right 
decreases (see Fig. 4.8(c)). That why the differential conductance decreases with 
increasing the Vsd. In the strong back-scattering region, the inter-edge tunneling happens 
between up and down channels (see Fig. 4.8(d)). Figure 4.8(e) and (f) show the 
potential in the QPC. When a small Vsd is applied, the tunneling is very weak, very 
small number of electrons can pass though the QPC, thus the conductance is small. 
When the Vsd is increased, the tunneling is enhanced, it leads to large number of 
electrons pass though the QPC, and thus the conductance increases with increasing the 
Vsd. In summary, the ZBA peak turns to dip is related to the inter-edge tunneling. 
 
 
 
Fig. 4.8  (a) and (d) Sketch of weak beak-scattering limit and strong beak-scattering limit. (b) 
and (c) show the schematic diagram of Landau level in weak back-scattering region. Increasing 
the Vsd will decrease the potential difference between left and right channels. (e) and (f) 
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show the schematic diagram of barrier potential in QPC for the strong back-scattering limit.  
  4.3 Phase transition at high magnetic field 
 
    4.3.1 Phase transition in two-dimension 
 
Phase transitions play a critical role throughout science, where they are central to 
discussions of a wide variety of phenomena, ranging from magnetism, 
superconductivity, and superfluidity in condensed-matter physics, to gel-to-liquid 
crystalline phase transitions in biological systems [26]. Regardless of their nature, or the 
physical parameters involved, the characteristic feature of phase transitions is the 
presence of a critical point, a well-defined value of a control parameter at which the 
transition occurs. The approach to this point is moreover described by a characteristic 
critical exponent, which typically belongs to a specific universality class. An important 
example of a phase transition is the metal-insulator transition (MIT) that occurs in 
disordered materials. 
 MIT is one of the fundamental problems in condensed physics. Some materials 
go through transitions from metallic state into insulating state by changing the external 
conditions, for example pressure, carrier concentration, magnetic field etc. Figure 4.9(a) 
shows an example of MIT for the carrier concentration n dependence. When the carrier 
concentration n > nC (critical concentration), the temperature dependence show 
insulating behavior. As the carrier concentration n becomes lower than the critical 
concentration nC, the temperature dependence shows a clear metallic behavior. When n 
= nC, the resistivity is not depend on the temperature. The well defined insulator and 
metal is observed only at temperatures lower than the characteristic temperature T*. 
When the temperature is smaller than characteristic temperature T* (see Fig. 4.9(b)), the 
system is in the quantum critical region [27]. A simple idea for the reason of MIT is the 
band structure. If the Fermi level is within a band gap, the material is an insulator. When 
the electrons get a finite energy, they can excite up to the lowest accessible state in order 
to carry electrical current, therefore, the system becomes a metal [28]. The second 
model is the localization model which was presented by Anderson [29]. When the 
impurity potential is larger than the Fermi level, the electron is localized by the 
impurities, so that the system forms an Anderson insulator. At weak disorder, the 
electron states near the band edge are localized, the states above the mobility edge is 
extended. As the Fermi level is increased, the system will undergo an Anderson 
metal-insulator transition [29, 30]. The third one is the Mott metal-insulator transition.  
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Fig. 4.9  (a) Temperature dependence of the resistance for different carrier concentrations. (b) 
The quantum critical region is shown in yellow region. 
 
The Mott metal-insulator related to the electron-electron interaction, it was first 
clarified by Mott [31] and Hubbard [32]. The Schematic diagram is shows in Fig. 10. 
Assuming the atomic lattice has a single orbital per site and average occupancy (half 
filling). The electron moves between neighboring sites, the required energy is the 
hopping save energy t (Fig. 10(a)). The electron hops to neighboring occupied site will 
suffer the Coulomb repulsion, the Coulomb repulsion energy is U. When the U is large 
enough as compared to the t, the elections are localized. This causes to the Mott 
insulator. When the repulsion is decreased, and becomes comparable to the t, the system 
will turn into a metal. Thus the metal-insulator transition is related to the value of U/t. 
Small U/t indicates the metal state, and large U/t indicates the insulator state. The band 
structure of Mott metal-insulator transition is shown in Fig. 10(b). When the repulsion 
energy U is zero, no band gap in the conduction band, the system is a metal. When the 
repulsion energy U is increased to become equal to the Hubbard band, the system 
begins the transition. When the repulsion energy U is increased future, the single 
Hubbard band splits into two Hubbard bands, and the Fermi energy is in the energy gap. 
Thus the system becomes a Mott insulator. The gap opens at the Fermi level at UC, 
which is the so-called critical point.  
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Fig. 4.10  (a) Schematic diagram of the Mott metal-insulator transition. t is the hopping 
save energy. U is the on-site Coulomb repulsion energy. (b) Schematic diagram of the 
band structure. W is the Hubbard band.  
 
 
 
 
 
 
 
 
Hopping 
saves energy 
Double occupancy 
costs energy 
Increasing U
U = 0
W
W
W
W
W
U 
Double degenerate 
band (spin)
EF
Mott transition
Critical energy
Uc = W
Band 
gap
Non-degenerate 
bands
(a) 
(b) 
90 
 
In conventional wisdom, there should be no true metal-insulator phase transition 
in an infinite 2D sample [33, 34]. Kravchenko et al have studied the MIT in 
two-dimensional system even in zero magnetic field [35]. The two dimensional electron 
gas was formed in Si. The temperature was changed from 0.2K to 7.5K during the 
experiment. Figure 4.11(a) shows the resistivity ρ as a function of temperature for 30 
different electron densities varying from 7.12 ×10
10
 to 13.7 ×10
10 
cm
-2
. This is one of 
the characteristic of MIT. At low density, the resistivity ρ monotonically increases as 
the temperature is decreased, showing an insulating behavior characteristic. When the 
electron densities are in the vicinity of the critical density nC, the curve becomes 
non-monotonic. At high temperature, the material shows an insulating behavior, and at 
lower temperature, it shows a metallic behavior. This is the transition region. Finally, 
when the densities still higher, the resistivity ρ monotonically decreases at low 
temperature, thus it shows the well metallic behavior. Other characteristic of MIT is 
base on the scaling behavior. The Coulomb gap model has been used in Ref. 35. The 
scaling function is written as 
 
    ],)exp[()(
2/10
0
T
T
T    
 
The T0 only depends on the electron density. The fitting result shown in Fig. 4.11(b), 
where ρ is represented as a function of scaled temperature T/T0. The data in Fig. 4.11(a) 
dramatically collapses into two separated curves. The upper curve indicates the 
insulating side of the transition, and the lower curve indicates the metallic side of the 
transition. Figure 4.11(c) shows the fitting parameter T0 as a function of electron 
densities. The T0 approaches zero as the density approaches the critical point nC.  
(4.15) 
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Fig. 4.11  (a) The resistivity ρ as a function of temperature for different electron densities. (b) 
The resistivity ρ as a function of scaled temperature T/T0. (c) The fitting parameter as a function 
of electron density. Taken from Ref. 35, copyright 1995 by the American Physical Society. 
 
 V. Senz et al suggested that the MIT can be also observed in quantum point 
contacts (QPCs) [36]. See Fig. 4.12(a) and (b), a temperature independent point has 
been observed near 0.5 G0 for the different source–drain bias. By fitting to the quantum 
percolation model [37], the temperature dependent conductance can collapse into two 
separated curves (see the inset of (a) and (b)). This behavior is very similar to the 
observation in Ref. 35. It’s worth noting that the fitting parameter is not 1, thus, the 
MIT is not due to thermal smearing. V. Senz et al suggested that the deviations are 
interpreted as a signature of the source–drain bias, and of the potential landscape of the 
QPC. Figure 4.12(c) and (d) are the calculated results which in agreement with the Fig. 
(a) (b) 
(c) 
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4.12(a) and (b), respectively.  
 
Fig. 4.12  Linear conductance as a function of the Fermi energy for different source-drain bias, 
(a) Vsd = 20 μV and (b) Vsd = 2.8 mV. The insets show the corresponding scaling plots, α is the 
scaling parameter. (c) and (d) are the calculation results within the model described in the Eq. 
(2) and (3) of Ref. [36]. Taken from Ref. 36, copyright 2001 by the Institute of Physics. 
 
    4.3.2 Phase transport in quasi-one dimension  
 
Well-known scaling arguments of Metal-Insulator Transition (MIT) have been 
applied to describe the characteristics of this quantum phase transition, according to 
which it is predicted to occur in two and three dimensions, but should be forbidden in 
one dimension [38, 39]. However, in our recent experiment, we observed the MIT in 
FQH regime in the QPCs. The measurement device (device-3) has been introduced in 
chapter 1. Measurements were performed by mounting the sample in the liquid of a 
3
He 
refrigerator with a base temperature of 300 mK, and by applying magnetic fields as 
large at 9 T perpendicular to the 2DEG plane. Since the focus of this study is on the 
investigation of QPC characteristics in the regime of the FQHE, in the Chapter-1, we 
also present the results of magneto-characterization of the 2DEG at 0.3 K. This showed 
(a) 
(b) 
(c) 
(d) 
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clear evidence of fractional states at magnetic fields as low as 5.0 T. In four-probe 
measurements of the QPC conductance, standard lock-in techniques were applied, with 
an AC signal amplitude of 47 μV RMS and a frequency of 17.26 Hz. For measurements 
of the differential conductance, the AC signal was superimposed upon a DC voltage, 
supplied from a Keithley 2400 Sourcemeter. Current and voltage leads were connected 
in the diagonal configuration (see Fig. 1.8).  
      In the absence of any magnetic field, the QPCs were found to exhibit standard 
behavior at low temperatures, with their linear conductance showing clear quantized 
plateaus at integer values of G0 and their differential conductance revealing the usual 
“bunching” of curves associated with these features (See Fig. 4.13). A clear 0.7 feature 
was present in the linear conductance, and was also reflected as curve bunching in the 
differential conductance. In contrast with other reports [40-44], however, no evidence of 
a zero-bias anomaly (ZBA) was observed in the vicinity of this feature. This appears 
consistent with our other reports, however, which have revealed that the visibility of the 
ZBA is strongly sample dependent (see the recent discussion in Ref. 45). 
 
Fig. 4.13 (a) Quantized conductance of the device investigated in the main paper, at a 
temperature of 0.32 K. (b) The differential conductance of the same device as a function of 
source-drain and gate voltages. 
 
Our measurement was performed in perpendicular magnetic field from 0 to 9 T. 
The Fig. 4.14 is the main observation in this study, which illustrates the typical behavior 
of the differential conductance obtained in measurements performed at various magnetic 
fields. At the fields of 2.5, 4.5 and 9.0 T illustrated here, the green curve in each panel 
shows the corresponding linear conductance, the filling factor in the ungated 2DEG, v = 
0
0.5
1
1.5
2
2.5
3
-1.05 -1 -0.95 -0.9 -0.85 -0.8
G
 (
2e
2 /
h)
V
g
 (V)
(a) (b)
0
0.5
1
1.5
2
2.5
3
-6 -4 -2 0 2 4 6
dI
/d
V
sd
(2
e2
/h
)
V
sd
 (mV)
a) (b) 
94 
 
2.97, 1.65, and 0.83, respectively. Through application of its gate voltage (Vg), however, 
the conductance of the QPC is reduced below G0 in each of the panels of Fig. 4.14, 
allowing the transition from pinch-off to conduction to be investigated. The common 
behavior apparent in Figs. 4.14(a) – 1(c) is the presence of a clear boundary (black 
dashed curve) in the differential conductance, which separates the plot into two distinct 
regions. The first of these is located above the boundary, where the conductance is only 
weakly dependent on both the gate voltage and the applied source-drain bias (Vd). 
Below this boundary, however, the conductance is strongly dependent on either of these 
parameters, and the behavior in these two distinct regimes is reminiscent of that 
associated with metallic and insulating systems, respectively. Comparing the behavior 
shown in panels Figs. 4.14 (a) – (c), it is apparent that the boundary between these two 
distinct states shifts downwards systematically with increasing magnetic field, from a 
value near 0.5G0 at 2.5 T to one closer to 0.1G0 at 9.0 T. This characteristic is further 
illustrated in Figs. 4.14 (d) – (f), which highlights the very different character of the 
conductance variations observed above and below the critical boundary. 
 
 
Fig. 4.14  (a) – (c): Differential conductance as a function of source-drain bias (Vsd) at 2.5-, 
4.5- & 9.0-T, respectively. Measurements are performed at a temperature of 0.32 K. The 
gate-voltage increment between adjacent curves is 1 mV. Black dashed lines indicate the starting 
of transition between metallic and insulating regions. The green curve in each panel shows the 
corresponding linear conductance. (d) – (f): Selected curves from panels (a) – (c), respectively, 
emphasizing the difference between the metallic and insulating regimes. 
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Insight into the physical significance of the boundary apparent in the plots of Fig. 
4.14 is provided in Fig. 4.15(a). Here, we plot the variation of the linear conductance 
with Vg, at three magnetic fields close to each of the values considered in Figs. 4.14 (a) 
– (c) (the lines with open symbols in Fig. 4.15(a) correspond to the exact magnetic 
fields considered in those figures). The common feature exhibited by these conductance 
curves is the presence of a “last” plateau in the conductance, below which it drops 
rapidly to zero as pinch-off occurs. The value of the conductance at this plateau (in units 
of G0) is close to 0.5, 0.33 and 0.1, at 2.5, 4.5 and 9.0 T, respectively. Clearly, these 
values are in good agreement with the position of the boundary in the 
differential-conductance plots of Fig. 4.14. The suggestion, therefore, is that the 
boundary observed in the differential conductance signals the transmission cut-off for 
the lowest fractional edge state. At 2.5 T, this is the spin-polarized edge state with v = 1, 
whereas near 4.5 and 9.0 T it corresponds to the v = 2/3 and 1/5 edge states respectively. 
In the inset to Fig. 4.15(a), we show the variation of linear conductance as a function of 
magnetic field, measured at a fixed gate voltage of Vg = -1.086 V. This plot shows the 
conductance evolves continuously to lower conductance with increasing magnetic field, 
passing through quantized steps at G = 0.33 and 0.1G0. This point is indicated more 
clearly in Fig. 4.15(b), where we show the evolution of the plateau from an initial value 
of 0.33G0 when the magnetic field is varied from 4.5 – 6.0 T. While the conductance is 
initially pinned near 0.33G0, in the range from 4.5 – 5.2 T, it eventually decreases 
through a process in which the last plateau shifts smoothly to lower conductance as the 
magnetic field is increased. A detail plot for the evolution of the 0.7 structure is shown 
in Fig. 4.15(c) by the color map. The integer plateaus are parabolic depend on the 
magnetic field. The bottom dashed curve shows the evolution of the 0.7 structure, which 
is separated from the 0.5G0 plateau region. During the 4.5 T and 5.0 T, there is a plateau 
which is corresponding to the Fig. 4.15 (a) and (b). It should be the 2/3 fractional 
quantum Hall effect.  
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Fig. 4.15  (a) Variation of linear conductance with magnetic field and gate voltage at 0.32 K. 
The perpendicular magnetic field is incremented in steps of 0.5 T and the black dashed line is a 
guide to the eye that highlights the evolution of the 0.7 feature. The area enclosed by the red 
dashed line identifies the 0.5G0 plateau. Inset: Evolution of conductance with magnetic field at 
Vg = -1.068 V. (b) An expanded view of the plot of Fig. 2(a), in this case with the magnetic field 
incremented in 0.1 T steps from 4.5 – 6.0 T. The black dashed line is a guide to the eye that 
highlights the evolution of the fractional plateau. (c) The color map plot of the magnetic field 
dependence, corresponding to (a). The white dashed curves indicate that the evolution of the 
2G0, 1G0 and the 0.7 structure, respectively. The orange dashed curve shows the region of 
0.5G0 plateau. 
 
In Fig. 4.16(a), we plot the temperature T dependence of the linear conductance at 
4.5 T. These data again clearly show the presence of a broad plateau near 0.33G0, but 
also reveal the existence of a fixed point in the conductance curves. This occurs at 
approximately half the plateau conductance and shows behavior reminiscent of a MIT; 
above the fixed point the conductance decreases with increasing temperature, while at 
gate voltages below this point the conductance instead increases. The fixed-point 
behavior was also observed in measurements performed on other QPCs, and a second 
example is shown in Fig. 4.17(a). Noting the similarity of the temperature dependence 
to that found in a MIT, in Fig. 4.16(b) we plot a rescaling of the conductance of Fig. 
4.16(a) by making use of the function [36]: 
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where the μ is the chemical potential (defined in the reservoirs), Gc is the value of the 
conductance at the fractional plateau, Ec is the critical energy, kB is the Boltzmann 
constant, and the exponent p is to be determined from a fit to the experimental data. The 
results of such an analysis are plotted in Fig. 4.16(b), in which we have rescaled the 
conductance at various temperatures by breaking the data into metallic and insulating 
branches and plotting conductance as a function of |TA|/T (where TA = (μ – Ec)/kB). The 
fits are performed using p and TA as the fitting parameters, and with the value of Gc 
determined from the position of the observed plateau in the experimental data. By 
fitting the experimental data to the form of Eq. (4.16), we found that the best exponent 
1/p = 0.5. This should be contrasted with the value 1/p = 1, expected for a 
noninteracting Fermi liquid. The significant deviation of 1/p from unity is instead taken 
to be indicative of strong electron correlations in the fractional quantum-Hall regime. 
Moreover, the fitting parameter |TA| as a function of gate voltage shows similar behavior 
to the Fig. 4.11(c), which was obtained in 2DEG system [35]. It dose also indicates the 
Metal-Insulator transition exists in quasi-1D system. 
 
 
Fig. 4.16  (a): Temperature dependence of the fractional plateau at 4.5 T. The fitting parameter 
|TA| vs gate voltage is highlighted in the inset. (b) Conductance vs scaled temperature (|TA|/T). 
Different symbols indicate the temperature-dependent conductance measured at different gate 
voltages. The range of gate voltage is from -1.182 – -1,220 V, in steps of 2 mV. The dashed lines 
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are theoretical fits to the metallic (upper branch) and insulating (lower branch) states. 
 
This behavior has been also been observed in our other sample. In Fig. 4.17(a), 
we show an example of a fractional conductance plateau, along with its temperature 
dependence, in the second device. As before (see Fig. 4.16 of the main paper), the data 
exhibit clear evidence of a fixed point in the conductance, above (below) which the 
conductance decreases (increases) with increasing temperature. In Fig. 4.17 (b), we 
illustrate this behavior by plotting the variation of conductance as a function of 
temperature for twenty different gate voltages. As before, we find that these various 
curves can be scaled onto single “metallic” and “insulating” branches, by applying an 
analysis based on Eq. (4.16). Consistent with the analysis described there, the best fit is 
also obtained with the parameter 1/p close to 1/2 and the results of above analysis are 
presented in Fig. 4.17(c).  
 
Fig. 4.17  (a) The temperature dependence of the linear conductance of an additional QPC at B 
= 6.6 T. (b) The conductance as a function of temperature for the same device as in (a) and for 
twenty different gate voltages covering the range in (a). (c) Rescaling of the 
temperature-dependent curves from (b), rescaled onto either a single metallic or insulating 
branch. 
 
In conclusion, we have investigated the transmission of fractional quantum Hall 
edge states in QPCs, and find that the application of a magnetic field yields behavior 
reminiscent of a metal-insulator transition. The differential conductance observed in 
these structures can be grouped into two, sharply-separated regimes; in the first of this 
the conductance shows little variation with the source bias, while in the second it is 
strong dependent upon this parameter. Such regimes are strongly suggestive of metallic 
and insulating states, respectively, consistent with which we observe the presence of a 
fixed point in the temperature dependence of the conductance. This behavior may be 
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scaled onto a universal curve, with a scaling exponent (p = 2) that suggests the role of 
strong electron interactions in the QPC.  
 
  4.4 The 0.7 structure in perpendicular magnetic field 
 
Usually, the experiment for investigating the 0.7 structure in QPC is performed in 
in-plane magnetic [46 - 49]. As we know, the 0.7 structure evolves into 0.5G0 with 
increasing magnetic field. Thus, like the introduction in chapter-3, the origin of the 0.7 
structure was viewed as spontaneous spin polarization. There are very few reports for 
the perpendicular magnetic field dependence of the 0.7 structure [50 - 52]. In Fig. 4.18, 
Rossler et al [50] reported the temperature dependence of the 0.7 structure at B = 0, 2, 3 
and 5 T. Figure 4.18(a) shows the temperature dependence at zero magnetic field. The 
behavior is very similar to the observation of Ref. 46. The 0.7 structure evolves into a 
pronounced shoulder as temperature is increased. Figure 4.18(b) was recorded at B = 2 
T. A prominent 0.7 structure can be observed at T = 1.3 K. This structure can survive at 
the temperature as high as 15 K. It indicates that the perpendicular magnetic field 
strengthened the 0.7 structure. The same behavior is also shown in Fig. 4.18(c) which 
was measured at 3 T. The plateau is lower than the observation in Fig. 4.18(b). And it is 
more prominent than in Fig. 4.18(b). Therefore, Rossler et al suggested that the 0.7 
structure is given by the energy gap. When the perpendicular magnetic field increases, 
the gap will broaden, thus the 0.7 structure becomes more prominent. In Fig. 4.18(d), 
the position of the shoulder is lower than the 0.5G0, and it becomes more prominent 
than the observation at 3T. Rossler et al suggested that it should be other many-body 
effects besides the 0.7 structure. They considered the strong perpendicular magnetic 
fields increase the gap between the edge channels, thereby reducing the interaction in 
QPC and weakening the 0.7 structure. In this study, we have obtained some similar 
results with Fig. 4.18. However, our viewpoint is a little different to the Rossler et al’s. 
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4.18  The temperature dependence of the 0.7 structure at 0 T (a), 2 T (b), 3 T (c) and 5 T (d). 
The different colors indicate the different temperature. Taken from Ref. 50, copyright 2011 by 
the Institute of Physics. 
 
We obtained the similar data to Rossler et al’s. In Fig. 4.16 and 4.17, the 
temperature dependence of the fractional plateaus shows the fractional plateaus can 
survive at high temperature (~9 K). This phenomenon can also be observed at higher 
magnetic field. Figure 4.19 shows the temperature dependence for Device-3 at 9.0 T. 
The lowest fractional plateau can also survive at the temperature as high as 9.0 K. It is 
reminiscent of the 0.7 structure at zero magnetic field, where only the 0.7 structure can 
survive at high temperature. Moreover, look back the Fig. 4.15(a) and (c), we found this 
fractional plateau evolves from the 0.7 structure with increasing the magnetic field. We 
suggest that the lowest fractional plateau is the “0.7 structure” at high magnetic field. 
 
(a) (b) 
(c) (d) 
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Fig. 4.19  Temperature dependence of the fractional plateau at B = 9.0 T for Device-3. 
Curves at higher temperatures have been shifted to the left for clarity. 
 
In Fig. 4.7 (b) and (c), a plateau below the 0.5G0 has also been observed at 5 and 
9 T in device-4. It seems a 0.7 structure of the 0.5G0. In Fig. 4.20(a), we see the 
emergence of a plateau near 0.2G0 at 9 T (i.e. near ν = 2/5). The dashed line indicates 
the evolution of the lowest plateau with magnetic field, and has many similarities with 
the Fig. 4.15(a) which were obtained in the Device-3. The 0.7 structure is apparent in 
the data below 4 T, but eventually shifts downwards with further increase of the field 
and appears to form the 0.2G0 plateau at 9 T. This appears consistent with our 
observations in Device-3 that the 0.7 feature evolves into the fractional plateaus (see Fig. 
4.15(a)). In Fig. 4.20(b) we show the temperature dependence of the fractional plateau 
at 9 T. Consistent with our observations in Fig. 4.19, we find that the feature near 0.2G0 
survives to very high temperatures, as high as 8.0 K. In Device-3, the fractional plateaus 
in the QPC conductance appear very robust, surviving even at temperatures as high as 
10 K. The suggestion of these results is that the strong confinement of electron motion 
induced within the QPC is able to enhance the interactions associated with the FQHE, 
thereby effectively enhancing this phenomenon. 
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Fig. 4.20  (a) Conductance as a function of magnetic field and gate voltage measured at 0.32 K 
for the second QPC of Device-4. The black dashed line is guide to the eye highlighting the 
evolution of the 0.7 structure with magnetic field. (b) Temperature dependence of linear 
conductance at 9 T. The curves have been shifted along the horizontal axis for clarity. 
 
In Ref. 52, the authors showed the 0.7 structure evolves into a Coulomb peak at 
perpendicular magnetic field. However, the experimental results presented in this study 
suggest some interesting connections between the transport of fractional edge states in 
QPCs, and the observation of the 0.7 feature in the same structures at zero magnetic 
field. Indeed, our experiment indicates that the 0.7 feature evolves continuously into the 
fractional conductance plateaus (Fig. 4.15(a) and Fig. 4.20(a)), suggesting that the two 
phenomena are somehow related. This is not altogether surprising, since discussions of 
both the FQHE and the 0.7 feature emphasize that these phenomena cannot be explained 
within a single particle, Fermi-liquid description and the e-e interaction plays an 
important role in those features. At the same time, we have seen here that the fractional 
quantum-Hall state in QPCs exhibits a surprising robustness with respect to temperature, 
much like the 0.7 feature. The persistence of the fractional plateaus to around 8 K in Fig. 
4.20(b) is in marked contrast to the usual sensitivity of the FQHE to temperature in 
2DEG systems. We suggest that this still unresolved feature may itself be viewed as a 
manifestation of a local, microscopic, Metal-Insulator Transition. 
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Conclusion  
 
The quantum point contact (QPC) is one of the simplest quantum-structure. But 
there are many fascinated phenomenon have been observed in QPC. Since the 0.7 
structure has been observed, the origin of this feature is still uncertain. Many 
experiments showed some Kondo effect characteristics in QPC, which were very 
similar to the observations in quantum dot. Thus, they attribute the origin of the 0.7 
structure to the Kondo effect. We also investigated the Kondo effect in QPC. Our 
results showed the Kondo effect is not a universal phenomenon in QPC. First, the ZBA 
is not like the 0.7 structure is an intrinsic feature of QPC. The observation of the ZBA is 
device to device. The Kondo-like analysis has been done on our two samples which the 
ZBA has been observed. One of the results was consistent with the Kondo-like model, 
and other one was well consistent with the activation model.  
When the magnetic field is applied perpendicular to the 2DEG plane, the edge 
channels will form in the sample. In this condition, the QPC has two effects. By 
applying a negative gate voltage to the split-gates to locally depleting the 2DES, thereby, 
it controls the edge channels separation. This effect leads to the tunneling between the 
outmost channels. The most reported inter-edge coupling happens between the CLL 
channels in the fractional quantum Hall regime. This is the quasi-particles tunneling 
rather than electrons. However, our data showed that the inter-edge coupling is also 
appropriate for the integer. And the tunneling particles should be electrons. Other effect 
is that the QPC can modify the local filling factor by controlling the electron density in 
QPC. For this reason, we observed some fractional quantum Hall plateaus in QPC when 
the bulk filling factor is still integer.  
The temperature dependence of the fractional plateaus has been investigated at 4.5 
T. A temperature independent point has been observed below the fractional plateau. By 
fitting the experimental data to the interaction model function, the temperature 
dependent conductance can be scaled onto single “metallic” and “insulating” branches. 
We suggest that the metal-insulator transition happened in FQHE regime, and it is given 
by the strong e-e interaction. By investigating the perpendicular magnetic field, we 
found the fractional plateau evolves from the 0.7 structure, and like the 0.7 structure, the 
fractional plateaus can also survive at high temperature. The perpendicular magnetic 
field strengthens the 0.7 structure. Thus we suggest the 0.7 structure could be the 
metallic side of the MIT.  
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