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Abstract-we present a globally convergent iterative method for solving nonlinear scalar equa- 
tions. The proposed method is a sort of acceleration technique for the bisection iteration, and is 
always guaranteed to converge under the same condition as that for convergence of the bisection 
iteration. The rate of convergence of the method is proved to be superlinear, if the approximation is 
sufficiently close to the solution. 
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1. INTRODUCTION 
Let us consider the nonlinear scalar equation 
f(x) = 0. (1.1) 
In what follows, we shall restrict our attention to the case where the function f(z) is continuous 
and the desired root is simple and real. 
A number of iterative methods for finding the root of equation (1.1) have been derived [1,2]. 
These iterative methods fall into two categories: locally convergent methods, and globally con- 
vergent methods. It is generally true that the order of convergence of the locally convergent 
methods are greater than 1, but have no guarantee that the methods will always converge to the 
root; one has to start these iterative methods with a starting value “close enough” to the root to 
ensure the convergence. On the other hand, it is also true that the order of convergence of the 
globally convergent methods are low compared with that of local methods, but these methods 
are sure to converge under not very restrictive assumptions on the initial approximations and on 
the function f(x). For example, the bisection algorithm, the most primitive but robust globally 
convergent one for finding a real root, always converges to the root, although it does only linearly, 
if any pair of initial approximations a, b, such that j(a) f(b) < 0 is found. 
We propose some globally convergent derivative free iterative method based on the bisection 
iteration. We show that the convergence of the proposed method is always guaranteed under 
the same condition as that for the convergence of the bisection algorithm, and that the rate of 
convergence of the method is proved to be not linear but superlinear, when the approximation is 
“close enough” to the root. 
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2. BISECTION ITERATION AND INVERSE INTERPOLATION 
Now we describe the bisection algorithm briefly. Assume that we are given the two approx- 
imations ae and bc (ac < bc) to the root of (1.1) such that f(ac) f(bc) < 0. Without loss of 
generality we may assume 
f(o0) < 0, f(bo) > 0. (2.1) 
Let consider the case where f(x) is a continuous function defined on the some interval including 
(as, bc), and has only one simple real root, say CY, in the interval (as, bc). The length of the interval 
in which a is known to lie is halved by checking the sign of f(z) at the center CO := (ac + bc)/2 
of the interval; if f(cc) > 0, then al := ae, bi := cc, or else al := CO, br := be; thus, we have 
found the new interval (ar,bi) of length (bs - ao)/2. Repeating this procedure n times, we get 
an interval (an, b,) of length (be - uo)/2 R in which the root Q! is known to lie. If the mid-point cn 
of the interval is taken to be an estimate of the root, then we have the estimate with a maximum 
error of (bc - us)/2 n+l. This accuracy can be attained by n evaluations of f(z). 
Since the bisection algorithm is known to be optimal in the class of iterative methods that 
evaluate the n linear functionals of f(z) [3], we must use another way to accelerate the con- 
vergence. The method described here is a sort of acceleration technique based on the inverse 
interpolation, the polynomial interpolation of the inverse function of f(z), and in the technique, 
a nonlinear functional of f(z) is calculated. Recently, Han and Potra [4] and Walz [5] proposed 
some acceleration techniques for superlinear convergent sequences. Although our technique is for 
the linear convergent sequence, the conditions for the global convergence are not at all restrictive. 
Let us assume that f’(z) # 0 in the neighborhood of the root Q. Then the inverse function, 
say 2 = g(y), exists in this neighborhood, and the zero of f(z) can be calculated as the value 
of g(y) at y = 0. However, it is not, in general, possible to get an explicit expression for g(y), 
so that we must consider the inverse interpolation. Using the inverse interpolation, some locally 
convergent methods of orders > 1 have been derived (see [2,6]). 
Here, we denote by &(y; yc, yi, . , . , yn) the nth degree poly n o mial which interpolates g(y) at 
the points yi (i = 0,. . . , n). The interpolating polynomial &(y; yc, yi, . . . , yn) can be calculated 
efficiently by the Newton form 
4n(Y; Yo, Yl,. . . ~Y~)=g[Yolfg~Yo,Y1l(Y-Yo)+~~~ 
+g[Yo,Yl,... ,Ynl (Y - YO)(Y - Yl)...(Y - Yn-11, n = 1,2,. . .) (2.2) 
or recursively, 
MY; Yo, Yl, . . . ,Yn)=~n-l(Y;Yo,Yl,.~~,Y7z-l) 
+g[Yo,Y17. . *, Y/n1 (Y - YO)(Y - Yl) . . . (Y - Yn-l), n = 1,2,. . . , (2.3) 
$o(Y; YO) = g [YOI 7 
whereg[m,yl,...,y~l (k=O,... , n) are the divided differences associated with the function g(y) 
and the arguments yi (i = 0,. . . , k). 
The definitions of g [yo, yl, . . . , yk] are as follows: 
9 [Yil = S(Yih i=O,...,k, 
C?[YO,Yl,...,Yk] = 
!7[Yl,Y2,... , Yk] - 9 [YO, Yl, . . . > Yk-11 k=l,2,.... (2.4) 1 
Yk - YO 
The use of the so-called divided difference table makes it easy to calculate these values. 
Two types of iterative methods employing the inverse interpolation have been proposed for the 
solution of (1.1) [2,6]. The first one is 
&I+1 =hL(O;Yo,Yl,.~~,Yn), n=1,2,..., (2.5) 
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where Yi = f(zi) (i = 0,. . . , n), and 4n is the polynomial defined by (2.2) or (2.3). Iterative 
method (2.5) starts with the two approximations 20, ~1, and increases the degree of the inter- 
polating polynomial with the iteration. The order of the convergence is proved to be 2, if all 
zi (i = 0,. . . , n) are “close enough” to the root [6]. The second one is 
G&+1 = 4m(O; Yn-m, Yn-m+l, . . f , Yn), n=m,m+l,..., (2.6) 
where the degree m > 0 is fixed. This method starts with the m + 1 approximations 20,. . . , z,, 
and always employs the m th degree interpolation. Notice that the method is just the well-known 
secant, method when m = 1. According to [2,6], the order of convergence of the method (2.6) is 
given by the unique positive real zero of the equation 
~m+l_Zm_....-~_-_10 (2.7) 
The convergence of these two iterative methods (2.5) and (2.6) are guaranteed only in a neighbor 
of the root of f(z) [2,6]. 
The iterative method proposed here also employs the inverse interpolation, and, like (2.5), 
increases the degree of the interpolating polynomial with the iteration, but, unlike (2.5) and (2.6), 
is not a self-starting procedure. Our method requires the bisection iteration to start and to 
proceed the main iteration. 
Consider the sequences {~i}~=~ and {yi}zo, defined by 
20 := a0 or bo, 
Xi+1 := ci, i = 0,. . . , n, (2.8) 
yi := f(G), i = 0,. . . , 12, 
where ci is the mid-point of the interval [ai, bi] given by the bisection iteration. In what is to 
follow, we assume that zi (i = 0,. . . , n) is not the root, i.e., f(zi) # 0 (i = 0,. . . , n). In order to 
simplify the notation, we denote by &(y) the n th degree polynomial which interpolates g(Y) at 
the n + 1 points yi (i = 0,. . . , n). Using &(y) and the set, of sample points yi (i = 0,. . . ,n), we 
can get an estimate f, of 0 as 
j-l 
f, = h(O) = &)‘g[YO,4/j] n?/k, n=O,l,..., (2.9) 
j=O k=O 
or recursively, 
n-l 
2, = ~~-l+(-l)ng[Yo,...,Yn] ny,, n=l,2,..., (2.10) 
k=O 
~0=9[Yo] =x0, 
where we use the convention that 
for r I s, 
for T > S. 
If the function g(y) has as many higher derivatives as needed, then the error & of 2, is given by 
or equivalently 
Gn = (-1)” S(n+‘)(J7L) fi yk 
(n+l)! k=. ’ 
(2.11) 
(2.12) 
where En is an unknown number, lies in the interval spanned by yo,yl, . . . , yn and 0 (see [7,8]). 
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Now, we shall consider the convergence property of our algorithm. Let M, L, and U be the 
constants such that 
where I is the interval defined by [mini yi, maxi yi]. Then, using the mean value theorem, we 
have 
IYkl = lf’(7jk)l Ia - 4 5 M(bo - ao) 2-k, (2.13) 
where qk is some unknown number between x,+ and a, since yk is obtained by the bisection 
iteration. Substituting this into (2.12) we have 
I&] 2 (n ,” l)! (ba - ua)n+l AP+l 2-n(n+1)/2. (2.14) 
One can deduce from (2.14) that i, converges to cy as n -+ co, provided that f’(z) and the 
higher derivatives g(“)(y) are bounded on the related interval. Moreover, if L > 0, we have 
&x+1 l-l UM ^ 2-n-l + 0, n + co, en s L(n + 2) (2.15) 
implying that the rate of convergence is superlinear. 
3. ERROR ESTIMATE AND IMPLEMENTATION OF ALGORITHM 
In solving nonlinear equations, the iterative method should be preferred in which one can get 
a realistic estimate of the error, and using the estimate, one can terminate the iteration when 
the the desired accuracy has been attained. We incorporate the device for estimating the error 
into our algorithm. 
Although we have already had two error formulae (2.11) and (2.12), which are the exact 
expressions for the error, each of these formulae is of only limited practical utility, since we will 
almost never know the exact value of g(0) or gcnf’) (En); the evaluation of en by (2.11) requires 
the exact value of cr, although it does not appear explicitly in the expression. It is possible, 
however, to estimate the the error en using (2.11), if any approximation to a! is available. Let 
x* be an approximation to QI, which is different from zi’s. If we evaluate the right-hand side 
of (2.11) using (zr*, f(x*)) instead of (a, 0), then we can get an estimate of 6, as 
ez = (-l)ng[yO,yl,...,Yn,f(z*)] j&/k. (3.1) 
k=O 
In using the formula (3.1), as a value of x*, it would be natural to take &, which is expected 
to be the most accurate approximation to o at the nth step. In order to make the estimate z* 
more accurate, it may be better to revise it for every n. However, the frequent revision of x* is 
little to recommend it, since the calculation of e;L, using (3.1) entails the evaluation of f(x*). The 
algorithm proposed here revises x* every three iterations to reduce the cost for the functional 
evaluations, and terminate the iteration as soon as eg satisfies the condition 
where E is the predetermined tolerance. Here we show the outline of our algorithm 
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Accelerating bisection iteration: 
begin 
choose as, bo such that f(ao) < 0 and f(bo) > 0; 
input the tolerance E; 
if ]f(ao)] > If( then 
begin zo:=bo; yo:=f(bo) end 
else 
begin zo:=ao; yo:=f(ao) end; 
n:=O; 
p:=-y0; 
20:=x0; 
{ main iteration } 
repeat 
n:=n + 1; 
zn:=(an--l + b,-1)/2; yn := f(~); 
calculate g [yo, . . . , y,]; 
f,:=&-1fg [Yo, *. .7 Yn] *p; 
{ revisions of z* and y*} 
if n mod 3 = 1 then begin 
x*:=5&; y*:=f(z*) 
end; 
calculate the new interval [a,, b,] by the bisection method; 
p:=-p*y,; 
calculate g [yo, . . . , yn, y*]; 
Ed:=-g[yo,...,y,,y*l*p 
until le:l < E 
end. 
In this algorithm, the divided difference g [yo, . . . , yn] is calculated using the following simple 
algorithm, when the divided differences g [yn_i] , g [yn_2, yn_l] , . . , , g [y0,. . . , yn_l] have already 
been calculated and stored in a one-dimensional array di in such a manner that 
di=gbi,...,y,-11, i=O,...,n-1. 
Calculation of divided difference: 
begin 
d,:=g [ynl; I= ~1 
for i := n - 1 downto 0 do 
4 := (&+I - di)/(y, - pi); 
g[yo,... , y,J:=do 
end. 
4. NUMERICAL EXAMPLE 
We present some experimental results, which compare our iterative method with others. The 
methods to be compared with are: the damped Newton method [9], which is equivalent to the 
Newton iteration when the approximation is “close enough” to the root, and the secant method. 
Here, we show these two iterative methods. 
Damped Newton iteration: 
begin 
n:=O; 
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repeat 
/A :=2; 
An:=-f(~4/f’h.); 
repeat 
/G/A/2; 
y:=x,+p * A, 
until If( < (1 -P/2) * If(G 
x12+1 :=y; 
n:=n + 1 
until converge 
end. 
Secant iteration: 
begin 
n:=O; 
repeat 
xn+2:=5,+1 - f(GL+1) * (&I+1 - %I.)/ (f(%+1) - f(4); 
n:=n + 1 
until converge 
end. 
We set the tolerance E = 10-l’ throughout the following three experiments. 
EXAMPLE 1. In the first example, we solve the equation 
(4.1) 
where 
cr = 6.49750681800685 x 10-l. 
The set of initial approximations for the bisection iteration is ac = 0.0, bc = 1.0. 
For all iterative methods, equation (4.1) seems to be tractable, since the function f(x) is 
monotonic and its derivative is not so large in the interval [ae, be]. We show in Table 1 the 
errors of the bisection and the accelerating iterations, together with the number of functional 
evaluations N in the accelerating iteration. 
Table 1. Bisection and accelerating iteration for equation (4.1). 
n 
0 
1 
2 I 3 4 5 6 7 
In - Q 
-6.498E-0001 
-1.4983-0001 
l.O02E-0001 
-2.4753-0002 
3.7753-0002 
6.499E-0003 
-9.1263-0003 
-1.3133-0003 
c& - a 
-6.4983-0001 
-7.2203-0002 
1.0993-0002 
7.1283-0005 
1.6573-0005 
-2.6403-0007 
-1.5823-0009 
7.0393-0012 
-6.3223-0002 
1.0723-0002 
9.7653-0005 
1.6573-0005 
-2.6403-0007 
-1.5823-0009 
7.0393-0012 
N 
-T 
4 
5 
6 
8 
9 
10 
12 
It follows from the table above that the error estimate ec agrees with the actual error completely 
for large n. Next we compare the result with that of the damped Newton iteration started with 
xc = 0. In Table 2, we show the error and the number of functional evaluations N, where N is 
counted as a total number of functional evaluations of f(x) and f’(x). 
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From Table 1, we can find that the number of function evaluations required for the accelerating 
iteration is very small, although the number of iterations is somewhat larger, compared with that 
of the damped Newton iteration. Next we compare these results with that of the secant iteration 
started with ze = 0 and zr = 1. 
Table 2. Damped Newton Table 3. Secant iteration for 
iteration for equation (4.1). equation (4.1) 
X71. - a 
-6.4983-0001 
4.7523-0001 
-7.2483-0002 
-6.0413-0003 
-3.9763-0005 
-1.7133-0009 
-3.1443-0018 
3.5023-0001 
1.829E-0001 
-4.2783-0002 
7.7883-0003 
3.6713-0004 
-3.0833-0006 
1.2253-0009 
Table 4. Bisection and accelerating iteration for equation (4.2). Table 5. Damped Newton 
xn - ff 2n - a: et 
-2.980E-0001 -2.980E-0001 7l 
2.0023-0003 -1.980E-0001 3.000E-0002 0 
-1.480E-0001 -2.140E-0001 2.7613-0002 1 -3.3653-0001 3 
-7.3003-0002 -2.2063-0001 2.6563-0002 2 I I -3.4703-0001 6 
-3.5503-0002 -2.2593-0001 3.6893-0002 r 3 -3.4763-0001 1 9 ) 
-1.6753-0002 -2.2363-0001 5.2543-0002 4 -3.4763-0001 12 
-7.3733-0003 -3.2463-0001 -l.O69E-0001 
-2.6863-0003 -4.5063-0001 1.4193-0002 
-3.4213-0004 2.3843-0001 1.763E-0001 
8.2973-0004 l.O81E-0001 -1.999E-0001 
2.4383-0004 2.1163-0002 l.O16E-0003 
-4.918E-0005 -l.O92E-0003 -5.2423-0005 
9.7313-0005 -9.6593-0005 -4.6383-0006 
2.4063-0005 -2.2653-0006 -2.2703-0006 
-1.2563-0005 2.8733-0008 2.8793-0008 
5.7533-0006 1.6393-0010 1.6433-0010 
-3.4023-0006 -5.5833-0013 -5.5833-0013 
Comparing these three iterative methods, we can find that the secant iteration is the most 
efficient one for this case, although one cannot get any estimate of the error from the secant 
iteration unlike from the accelerating iteration. 
- 
n 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 - 
- 
N - 
2 
4 
5 
6 
8 
9 
10 
12 
13 
14 
16 
17 
18 
20 
21 
22 
24 - 
iteration for equation (4.2). 
EXAMPLE 2. The next equation to be solved is 
(4.2) 
where 
(Y = 4.97998397113327 x 10-l. 
The set of initial approximations is ae = 0.2, be = 0.8. 
In this example, f(z) takes extreme values at the points 5 = 0.442265 and 5 x 0.557735, and 
has the root between these two points. Therefore, the (damped) Newton or the secant iteration 
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will diverge or never converge to the desired root LY, unless the iteration starts from inside the 
interval spanned by these two points. But it will be hopeful to use our scheme for the equation 
since the scheme is based on the bisection iteration, even if the starting approximations a0 and be 
are located outside that interval. The results by the bisection and accelerating bisection iterations 
are shown in Table 4. From the table we can see that although in this example the convergence 
is slower than that of the previous example, we also have an excellent agreement between the 
error estimate e;l, and the actual error for large n. The results by the damped Newton and the 
secant iterations are shown in Tables 5,6. 
Table 6. Secant iteration for Table 7. Bisection and accelerating iteration for equation (4.3). 
equation (4.2). 
- 
n 
- 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
- 
2, - a 
-2.9803-0001 
3.020E-0001 
-1.980E-0001 
7.4733-0002 
-1.5623-0001 
-9.898E-0002 
-2.0873-0001 
-2.4063-0001 
-2.9023-0001 
-3.2183-0001 
-3.4083-0001 
-3.4673-0001 
-3.4763-0001 
-3.4763-0001 
N 
r 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
- 
- 
n 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
- 
I, - a ?, - cx 
-3.5493+0000 -3.5493+0000 
-5.4933-0001 9.581E-0001 
9.507E-0001 4.2403-0001 
2.007E-0001 -3.6493-0002 
- 1.7433-0001 -1.1743-0002 
1.3193-0002 1.609E-0004 
-8.0563-0002 1.7323-0005 
-3.3683-0002 7.2873-0007 
-l.O24E-0002 l.O12E-0008 
1.4753-0003 -2.0293-0011 
e:, 
5.3153-0001 
8.015E-0001 
-1.698E-0001 
-l.l60E-0002 
1.5833-0004 
1.7063-0005 
7.2873-0007 
l.O12E-0008 
-2.0293-0011 
-77 
-i- 
4 
5 
6 
8 
9 
10 
12 
13 
14 
- 
As was expected, the damped Newton method, started with x0 = 0.2, and the secant method, 
started with xc = 0.2 and xi = 0.8, does not converge to the desired root CY, but seem to converge 
to another root. 
EXAMPLE 3. The last equation is 
f(x) = tanha: - 0.5, (4.3) 
where 
cr = 5.49306144334055 x 10-l. 
In this example we choose a0 = -3.0 and bo = 3.0. 
Since, in this example, the function f(x) has a very small tangent around the initial approxi- 
mations ac and be, the use of the methods which require the evaluation of the derivative such as 
the Newton or the damped Newton may fail. However, the use of a derivative free method such 
as our iteration is expected to be successful. The results of these three methods are as shown in 
Tables 7-9. 
In this example, we can see that the accelerating bisection requires the same number of func- 
tional evaluations as that of the secant iteration. However, three of the evaluations in our 
procedure are devoted not to improve the approximations but to make the error estimate precise. 
We could, of course, reduce the total cost of the functional evaluations by sacrificing the accuracy 
of the error estimate, but keeping f, accurate. 
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Table 8. Damped Newton Table 9. Secant iteration for 
iteration for equ&ion (4.3). 
n - a 
1 ;/ -ZgGZ? 
*** means overflow 
equation (4.3). 
- 
n 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
- 
In - a 
-3.5493+0000 
2.4513+0000 
9.5813-0001 
-5.8923+0000 
-5.0243-0001 
1.831E+OOOO 
6.2683-0001 
-1.8783+0000 
1.4483-0001 
6.3143-0003 
-5.0333-0004 
1.5953-0006 
4.013E-0010 
-3.2013-0016 
-F 
r 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
- 
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From these three examples, we can confirm that the accelerating bisection iteration solves the 
various type of equations safely, and that the error estimation is proved to be always successful. 
5. CONCLUDING REMARKS 
A method for the accelerating the convergence of the bisection iteration for solving nonlinear 
equations is developed. The required number of functional evaluations for the convergence is small 
compared with the secant and the damped Newton methods. Although the proposed method 
enhances the linear convergence to the superlinear, unlike the schemes proposed by Han and 
Potra [4] and Walz [5], the convergence of our method is guaranteed under the same condition 
as that of the bisection iteration. In the numerical examples, the failure of convergence is never 
observed. 
1. P. Rabinowitz, Numerical Methods for Nonlinear Algebraic Equations, Gordon and Breach Science Publishers, 
New York, (1970). 
2. 
3. 
4. 
J.F. Traub, Iterative Methods for the Solution of Equations, Chelsea Publ. Company, New York, (1982). 
K. Sikorski, Bisection is optimal, Numer. Math. 40, 111-117 (1982). 
W. Han and F.A. Potra, Convergence acceleration for some rootfinding methods, In Validation Numerics, 
Theory and Applications, (Edited by R. Albrecht, G. Alefeld and H.J. Stetter); Computing Suppl. 9, 67-78 
(1993). 
5. G. Walz, Asymptotic expansions and acceleration of convergence for higher order iteration processes, Nu- 
mer. Math. 59, 529-540 (1991). 
6. A.M. Ostrowski, Solution of Equations and Systems of Equations, Academic Press, New York, (1960). 
7. S.D. Conte and C. de Boor, Elementary Numerical Analysis, McGraw-Hill, New York, (1981). 
8. P.J. Davis, Interpolation d Approtimation, Dover, New York, (1975). 
9. M. Iri, Numerical Computation (in Japanese), Asakura Publ., Tokyo, (1981). 
REFERENCES 
