ABSTRACT Recent advances in deep visual attention methods accelerate greatly the research of image captioning. However, how to leverage hand-crafted features or deep features for the encoder of image captioning is not fully explored, due to the difficulty in finding a kind of all-purpose features to entail a set of visual semantics. In this paper, we introduce a cascade semantic fusion architecture (CSF) to mine the representative features to encode image content through attention mechanism without bells and whistles. Specifically, the CSF benefits from three types of visual attention semantics, including object-level, image-level, and spatial attention features, in a novel three-stage cascade manner. In the first stage, object-level attention features are extracted to capture the detailed contents of the objects based on the pretrained detector. Then, the middle stage devises a fusion module to merge object-level attention features with spatial features, thereby inducing image-level attention features to enrich the context information around the objects. In the last stage, spatial attention features are learned to unveil the salient region representation as a complement to two previously learned attention features. In a nutshell, we integrate attention mechanism with three types of features to organize context knowledge about images from different aspects. The empirical analysis shows that the CSF can assist image captioning model in selecting the object regions of interest. The experiments of image captioning on MSCOCO dataset show the efficacy of our semantic fusion architecture in depicting image content.
I. INTRODUCTION
Image captioning [1] - [10] is a task of describing an image what a computer see in human natural language. Generally, image captioning can be thought of as a bridge of connecting the gap between visual information and textual semantics. Towards this goal, recent increasing progress has been made in the popular frame of CNN+RNN, where a CNN serves as the encoder to learn visual features and an RNN is responsible for decoding visual features into image descriptions.
In image captioning, since the decoder RNN depends on the output of the encoder CNN, the encoder plays an important role in providing useful visual semantics for the decoder. Many efforts have shown this point [1] - [4] , [6] - [11] . Prior to such studies, hand-crafted visual features such as GIST [12] and SIFT [13] serve as image features to encode image content. For example, in [14] , GIST and SIFT as visual features engage in similar image search, where the gallery images have the ground truth image descriptions and linguistically
The associate editor coordinating the review of this manuscript and approving it for publication was Sungroh Yoon. motivated phrases. By matching similar gallery images, the query image obtains the kin phrases and further takes the syntactically correct descriptions. Obviously, visual cues and the language model are independent of each other. With the availability of large datasets, deep features extracted by CNN have become an important candidate as the encoder of image captioning. This might be because CNN could extract layer-wise coarse-to-fine semantics. For instance, Farhadi et al. [2] utilized InceptionNet [15] to encode image contents. At the meantime, Karpathy and Fei-Fei [16] adopted the analogue structure but employed VGGNet [17] to extract image visual features. Wu et al. [10] emphasized the importance of image attributes to captioning and then treated them as high-level semantic concepts to guide image description generation. Yao et al. [18] fed both image visual features and attributes into a RNN network by either combining them in one LSTM or separating them as the inputs of several frontend sub-networks in various ways. Li and Chen [19] devised a visual-semantic LSTM model to explore the inner connections of visual and semantic features for image captioning via two LSTMs. However, such approaches treat the objects of an image in an equal way and neglect the salient regions of interest.
To highlight the salient regions, attention modules have been imitated in image captioning task, which encourage models to selectively focus on the salient regions of the image and use those regions to generate captions without scanning through the whole image. In this way, captioning models can highlight visual regions related to the task. Recently, many attention variants have been developed for image captioning. It mainly contains spatial attention [3] , [6] , channel-wise attention [6] and semantic attention [4] , [5] , [10] . The spatial attention locates the ''where'' of the objects, and the channel-wise attention recognizes the ''what'' of the objects. Both attention models acquire the regions by themselves related to the task through the reweighted strategies. The semantic attention adopts some extra semantic concepts to boost the reliability of attentive regions. These attention features are beneficial for image captioning and have been proven to achieve promising results; however, they usually highlight only one individual aspect of the concerned image.
Inspired by recent cascade network architecture used in object detection [20] and semantic segmentation [21] , this paper proposes a novel cascade semantic fusion architecture based on three cascade stage. Three stages respectively capture the details of the objects in the image, the context information around the objects, and the spatial information of the image. Specifically, the first stage mostly extracts object-aware semantic features, which captures the semantics about the objects through attention module. In the second stage, the object-aware semantic features are firstly fused with spatial features to induce image-aware semantic features. This captures the context information about the images and do the first semantic fusion. Having image-aware semantics at hand, they are merged with previous object-aware semantics again to generate the second semantic fusion features. After that, the third stage concatenates spatial attention features and the second semantic fusion features to form the cascade semantic fusion vector as the input of the decoder LSTM, which decode visual features to image descriptions. The experimental results on MSCOCO [22] dataset show that the proposed cascade semantic fusion architecture can boost captioning performance in terms of multiple evaluation metrics.
II. RELATED WORK A. ENCODER-DECODER FRAMEWORK
Inspired by machine translation [23] - [29] , the encoderdecoder framework was introduced into the image captioning task. In this framework, a CNN pre-trained on an image classification task is regarded as the encoder for extracting image features, and the Recurrent Neural Network (RNN) as a decoder to convert the image visual features into a natural language sentence. Most existing image captioning methods are based on this framework. References [2] , [7] , [10] utilized the advanced CNN network architecture [17] , [30] - [33] such as ResNet and DenseNet to capture rich visual features. Later on, [3] , [5] - [7] explored the attention mechanism in the encoder-decoder framework, which automatically highlights salient regions of an image to improve the precision of language description. References [34] , [35] adopted the reinforcement learning for image captioning tasks. Among them, [34] guided the model training directly with non-differentiable metrics by using test-time reward [36] as the baseline in the objective function, while [35] based both a policy network and a value network on an actor-critic reinforcement learning model. The former provides the confidence of the next word occurrence according to the current moment, and the latter looks ahead the guidance by evaluating all possible extensions of the current moment. Such methods greatly improve captioning performance. References [4] , [10] , [11] , [37] , [38] aimed to extract high-level semantic concepts of images through integrating various methods, such as object detection [8] , [37] , image retrieval [38] , and image classification [10] , [11] , to better model the interactions between images and natural language processing to generate image descriptions.
B. VISUAL ATTENTION-BASED CAPTIONING MODELS
Visual attention is broadly used in many image captioning models, which allow the models to select the image regions of interest. Xu et al. [3] was the first seminal work in image captioning. It combines the memory vector of long short-term memory (LSTM) with the visual features extracted by CNN, and then feeds the global fully-connected features to the attention module to reweight visual features at different spatial positions. Chen et al. [6] extended the attention mechanism to multiple layers of CNN to avoid spatial information loss or the problem of insignificant spatial attentions. Lu et al. [7] proposed an adaptive attention model to compute the context vector, which assigns weights to visual features, and assigns weights to information preserved in LSTM memory cell, so it can adaptively determine whether the currently generated words use image features or text features. In addition to spatial attention, Chen et al. [6] also introduced the channel-wise attention to focus on different filters of the convolutional layer. Zhou et al. [39] proposed a semantic attention, called text-conditional semantic attention, which provides explicitly text-conditioned image features for attention.
Later on, some efforts cooperate the advanced semantic information with attention mechanism to generate image descriptions. You et al. [5] introduced semantic attention together with advanced semantics concepts to help the decoder LSTM to generate accurate image descriptions. Zhu et al. [11] treated image topic information as a guidance to enable attention to selectively highlight the objects related to the topics as well as to obtain the corresponding image descriptions. Chen and Zhao [40] tried to incorporate saliency-induced stimulus attention with the conventional top-down attention into a captioning model, where the stimulus-based attention focuses on more reliable salient regions of the interest. 
C. DEEP FEATURE FUSION
Models based on object detection can only find what objects are in the image, without considering the context information of the objects in an image. Models based on visual features of the whole image can unveil the context information but lack detailed descriptions of different salient regions. Hence, it is important for image captioning to devise a semantic fusion module to merge visual features with the context information of objects. In this way, rich semantics are collected, which are beneficial for generating correctly detailed captioning. For instance, You et al. [5] extracted the attribution features of an image by using a set of the attribution detectors, and then merged the attribution features with the predicted word embedding features at the previous moment as the input of RNN to predict the next most relevant word. Li et al. [41] proposed a global-local attention (GLA) method, which integrates object-level local representation and image-level global representation based on the attention mechanism. Both representations come from VGG network convolutional layer and fully connected layer, respectively. References [1] , [42] devised the multimodal fusion layer to combine image features and word representation together through the summation operation. Different from these methods, we use the object detector to obtain the object features explicitly, and fuse the fine-grained object features with the image visual features, which can obtain rich semantic information, thereby generating effective image descriptions.
III. METHOD A. THE CASCADE ARCHITECTURE
This section details our image captioning model, which is based on the well-known encoder-decoder framework.
We design a cascade semantic fusion architecture (CSF) as the encoder, which mines the representative features to encode image content and considers how to organize the attention mechanism by default to extract visual semantic features as well as to fuse them to boost captioning performance. The overall process is shown in Fig. 1 . CSF is composed of three cascade stages. In the first stage, we use Faster R-CNN [20] in conjunction with the CNN to obtain the features of the object regions, and then, with the help of the object semantic attention, generates object-aware semantic features. In the second stage, the fusion module is used to fuse spatial features with the object-aware semantic features of the first stage. The derived fusion features go through the image semantic attention module to induce image-aware semantic features, which cooperate with the object-aware semantic features to perform the second semantic fusion via the fusion module. To avoid information loss induced by the first two stages, spatial attention features are generated in the final stage by applying the attention module for previously spatial features. In the end of the encoder, the final output is the concatenation of both spatial attention features and the second semantic fusion features. After that, the decoder takes as the input the final visual features to generate image descriptions.
B. STAGE I: OBJECT-AWARE SEMANTIC FEATURES
The first stage captures the detailed contents of the objects primarily based the pretrained detector. We use Faster R-CNN pre-trained on the MSCOCO dataset as a detector, which uses the convolutional layer features extracted by ResNet as the input of the region proposal network to generate object proposals, and then these proposals go through the region of interest (RoI) pooling layer to induce the mean-pooled feature maps corresponding to the proposals with the high possibility of being the objects. For each image, the meanpooled feature maps are regarded as the object features. Let the object features denote by
is the feature maps of the i-th object, and d is the feature dimensionality.
To obtain the object-aware semantics of interest, we propose an object semantic attention module, which generates the object features O through Faster R-CNN, and then take them as the input of the attention model. Through attention mechanism, the attention features highlight the semantics of the objects. In our attention model, the object features go through the convolution layer and the activation layer, and then are normalized via the soft-max operation to induce the attention weight of each grid position. Then, to boost the learned attention maps, we consider learning multiple attention maps as the final attention features. In mathematics, our attention model can be expressed as:
where O ∈ R c×d represents the object features, c is the number of objects in the image, δ indicates a activation function, and W α,e is the weight matrix, α ∈ R k×c×1 and k indicates the number of attention maps to be acquired. We set k to 2, that is, the number of feature maps c j=1 α i,j,t o j has two channels each time, and the object-level attention feature is obtained by reweighting the feature maps.
C. STAGE II: SEMANTIC FUSION FEATURES
As in Fig. 1 . we perform feature fusion twice in the second stage of our CSF. The first feature fusion takes as the input the object-aware semantics features and the spatial features, thereby inducing image-level features with the context information. Then, both types of semantics features are secondly fused to generate rich semantics that enable the attention to recognize the salient regions of the interest. In addition, the fusion module could be potentially applied to the other networks. The first feature fusion: We use the pre-trained ResNet [43] for image classification task, which joins in the subsequent end-to-end learning procedure but mainly extracts spatial features from the input images. The spatial features come from the final convolutional layer of ResNet. For convenience, let the spatial features denote by V ∈ R W ×H ×C , where H , W and C indicate the height, width, and channel number of V , respectively. In our fusion module, the recurrent layer and the convolution layer are used to process the semantic features and spatial features, respectively, which are mapped to a high-dimensional space and then fused with the element-wise multiplication layer. To relieve model overfitting, we readily append a dropout layer to the end of the element-wise multiplication layer. Then, the sum pooling is further performed to squeeze the high-dimensional features to compact features. After that, an L2 normalization layer follows the sum pooling layer to avoid generating the non-reasonable values. These operations are formulated as follows:
where LSTM (·), CNN (·) and ⊗ represent the recurrent layer, the convolution layer and the element-wise multiplication, respectively. Sum (x, n) denotes the operation which utilizes a one-dimensional non-overlapped window of the size k to perform sum pooling over x. The second feature fusion: As in [41] , image-level features usually contain the context information around objects, while object-level features embrace the fine-grained information of objects in the image. Through the first fusion module, we fuse the image-level features, i.e., spatial features, with the object-aware semantic features to induce image-aware semantic features, which include the context information and fine-grained information of objects. To further enhance the salient semantic regions of interest, the attention mechanism continues to work on the image-level features and induces image-aware attention sematic features. For short, we abbreviate them as image-aware semantics.
In this attention module, we first reshape the spatial fea-
by flattening the spatial dimensions, i.e., the width W and the height H , where m = W × H and v i ∈ R C . Given the fused features
we generate an attention weight β on the image region using a multi-layer perceptron with a softmax output. In mathematics, the model can be cast as:
where W l,v , W l,f and W β,l are the weight matrices. We calculate the attention features by reweighting all the visual features.
To further highlight the salient semantic region of interest, we use the image-aware semantic features and the object-aware semantic features as input to the fusion module. The operation process is the same as the first features fusion.
D. STAGE III: SPATIAL ATTENTION FEATURES
In this stage, spatial attention features are learned to unveil the salient region representation as a complement to two VOLUME 7, 2019 previously learned attention features. We adopt the spatial attention module same as [3] , which induces the global features. The concrete process is expressed as follows:
where W s,v , W s,h and W γ ,s are the weight matrices, b i is biases, h t−1 is the hidden layer of the previous moment, and the γ t is the weight matrix related to the features, which is used to calculate the region of interest at the current moment.
E. THE DECODER
We adopt the same LSTM model as that of [3] as our caption generator, which is expressed as follows: is the word-embedding matrix, P t denotes the probability distribution of each word in the vocabulary, and y t denotes the output text feature for each moment. In experiments, the hidden layer size is set to 512.
IV. IMPLEMENTATION DETAILS
In this section, we describe the implementation details of our model and how we train our network.
Captioning vocabulary. We first tally the word frequency of all the image captions, and keep the words occurring at least 5 times in order to construct a caption dictionary. The words with low frequency are replaced by special token <NUK>.
Since a sentence could be too long to train the model efficiently, we will discard the captions with the length up to 16 (about 2.3%). The final dictionary consists of 9,487 words. Object detection. For each image, we use the Faster R-CNN [20] to output the objects along with the identities and the corresponding bounding boxes. We follow [49] for the mechanism of combining Faster R-CNN with ResNet to perform non-maximum suppression on each object using intersection-over-union (IoU) thresholds and generate object features for image captioning. And then select all regions where any class detection probability exceeds a confidence threshold. For each selected region o i ∈ R d , the dimension d of the corresponding feature vector is 2,048. Training details. Using Adam [43] to optimize the network, the basic learning rate of the language model is 5 × 10 −4 , and that of the ResNet is 10 −5 . When training loss is the cross-entropy loss, the model attenuated by 0.8 times every 3 periods. Each batch contains 10 images and the training iteration is up to 25 epochs. Similar to [44] , Faster R-CNN uses an IoU threshold of 0.7 for region proposal suppression, and 0.3 for object class suppression, respectively. The first 36 salient image region features in each image are simply selected as the object features of the image. Testing details. There are two strategies by default for sentence generation during the testing phase. The first is a greedy search, which selects the word with the highest probability at each moment and then feeds it to the LSTM input at the next moment, until the end special token <E> is issued or the maximum sentence length is reached. The second is a beam search strategy that selects the top k best sentences at each moment and treats them as the candidates for the new best sentence at the next moment. In general, beam search provides better performance for captioning models when the cross-entropy loss is used. Thus, we use the beam size of 2 when sampling the captions of MSCOCO dataset.
V. EXPERIMENTS
In this section, we verify the efficacy of CSF-based image captioning model by answering the following questions: Q1: Whether is CSF effective? Q2: Quantitative evaluations. How does the model perform compared to other representative image captioning models? Q3: Qualitative evaluations. Whether does CSF assist the decoder LSTM to emphasize salient regions of interest?
A. DATASET AND METRIC
We evaluate our CSF-based captioning model on MSCOCO dataset [22] . It is the largest image captioning dataset, in which training set, validation set and test set contain 82,783, 40,504, and 40,775 images, respectively. This dataset is more challenging because most images contain multiple objects in the context of a complex scene. During training, we use the same dataset splits as [16] , namely, the 113,287 images are selected as training set and each image contains five captions. For offline evaluation, we adopt the same split way as in previous work [5] , [18] selected 5,000 images for verification and 5,000 images for test from the verification set, respectively. For lack of the ground truth on the test set, all the selected images are from the training set and the partial verification set. For ease of evaluation, We directly use the publicly available code 1 provided by Microsoft for result evaluation, which includes BLEU (B @ 1, B @ 2, B @ 3, B @ 4) [45] , METEOR (MT) [46] , CIDEr (CD) [36] , ROUGE-L (RG) [47] and SPICE (SP) [48] , wherein CIDEr (CD) and SPICE (SP) are specifically designed for image captioning problems.
B. ABLATION STUDY (Q1)
Both attention module and fusion module play an important role in CSF. They join in three stages of CSF. To evaluate the combination of any two stages of CSF, we intend to treat the third stage of CSF as a baseline method to compare their effects on captioning performance, since it known as the soft-attention has been proposed in [3] . Table 1 describes the evaluation results of both our model and the baseline and shows the performance of CSF and its combined variants in image captioning task. Without loss of generality, for instance, we abbreviate the combination of Stages I and II as CSF 12 for convenience. Then, the two-stage combined variants include CSF 12 , CSF 23 and CSF 13 . In CSF 23 , we use the word representation to substitute the object features, and fuse word representation with spatial features or image-aware attention features. Luckily, from Table 1 , we find that, in this case, our method can still achieve proper results on the MSCOCO dataset. It can be seen from Table 1 that any two stages of CSF achieve better performance than the baseline model, no matter whether it considers object-aware semantic features and feature fusion. On MSCOCO, our model achieves a relative improvement of 3.2%, 1.8%, 2.5%, 11.9% and 2% in terms of BLEU@4, METEOR, ROUGE-L, CIDEr and SPIC, respectively. These evaluation results indicate that CSF is beneficial 1 https://github.com/tylin/coco-caption for boosting image captioning performance. This verifies the efficacy of CSF. By comparing CSF with its two-stage combined variants, it is not tough to find that CSF can collect richer semantics about the objects than its two-stage combined variants. These semantics help CSF outweigh its combinations in quantities.
C. COMPARISON WITH REPRESENTATIVE MODELS (Q2)
In this section, we report the quantitative results to verify the effectiveness of the proposed captioning model, termed CSF for short. We compare CSF with several well-behaved models: 1) both m-RNN [1] and NIC [2] extract image features through CNN, and then RNN translates visual features into image descriptions; 2) the soft attention [3] , SCA-CNN [6] , and AdaATT [7] all employ the attention mechanisms in the encoder-decoder framework; 3) Att2in [34] and RLE [35] use reinforcement learning to improve the accuracy of the model; 4) both Attribute LSTM [10] and LSTM-A3 [18] extract high-level semantic concepts to guide the decoder to generate image descriptions; 5) ATT-FCN [5] , GLA [41] and CNN L [42] individually introduce a fusion module in the encoder-decoder framework. The specific comparison results are shown in Table 2 . In the test stage, we use a beam search with a size of 2 to generate captioning.
D. QUALITATIVE ANALYSIS (Q3)
In addition to quantitative analysis, in this section, we show the efficacy of the proposed model by qualitative results in the following three aspects. Comparison between CSF and Its Two-stage Combined Variants. Comparison between CSF and Its Two-stage Combined Variants. Fig. 2 shows the comparison of CSF and its two-stage combined variants. As can be seen from the qualitative results, CSF can capture subtle image semantics. For example, Fig. 2(a) shows that CSF captures the type of 'pizza'. but its two-stage variants do not recognize the type of the 'pizza'. This shows the potential of CSF. [16] . Reported scores include BLEU@N(B@N), METEOR(MT), ROUGE-L(RG), CIDEr(CD) and SPICE(SP), respectively. For some methods, we utilize their performance from their latest version of paper. The numbers in bold face are the best known results and (-) indicates unknown scores. All the values are reported as percentage (%).
FIGURE 3.
The captioning results of CSF and the baseline model. Fig. 2(b) and (c), CSF still exactly describes the colors of 'umbrella' and 'bird', respectively. Fig. 2(d) depicts the action state of the little girl, that is, she is 'sitting on a chair' and 'holding' a teddy bear. Comparison between CSF and the baseline. Fig. 3 shows the image descriptions of CSF and the baseline model (termed as 'SAT'). Based on the captioning results, CSF can identify the objects in the image and the object-aware semantics are helpful for inducing more detailed descriptions. For example, in Fig. 3(a) , the descriptions induced by CSF recognizes the identities of two persons, i.e., 'bride' and 'groom', while SAT only outputs 'a group of people'. At the same time, CSF also discerns the action of two persons, i.e., 'cutting their wedding cake'. Besides, Fig. 3(b) shows that CSF accurately captured two objects, i.e., 'a woman' and 'racquet' and inferred the scene. The image subject of Fig. 3(c) should be 'a fire hydrant' rather than 'a person'. CSF can correctly describe this information while the baseline model outputs the incorrect description 'a man'. From Fig. 3(d) , CSF exactly tells us that 'a little girl' other than 'a woman' is holding an umbrella. Attention Analysis. Following visualization method of [3] , we illustrate the visual attention area of CSF each step. As shown in Fig. 4 , CSF excels in focusing on salient regions of the image corresponding to the correct words. Besides, the attention mechanism can distinguish the objects from the background. For example, Fig. 4(a) shows that the objects 'donuts' and 'a cup of coffee' can be correctly located, and (b) depicts that three stuffs including 'pizza', 'plate' and 'knife' are clearly distinguished.
As in
Both qualitative and quantitative analysis imply that our proposed cascade semantics fusion architecture (CSF) can capture semantic information helpful for generating more accurate image descriptions.
VI. CONCLUSION
This paper explores a novel cascade semantics fusion architecture (CSF), which can capture different types of semantic information of image in a cascade fashion for image captioning task. In CSF, the fusion module is designed to obtain detailed object information of an image and context information around the object. Then, coupled with the attention models, CSF can locate related objects in different levels to induce rich semantic information for reasonable image descriptions. It is simple yet effective. Experiments on MSCOCO dataset verify this point and show that the proposed captioning model is superior to several well-behaved image captioning methods. 
