We study the evolution of fronts in a bistable reaction-diffusion system when the nonlinear reaction term is spatially inhomogeneous. This equation has been used to model wave propagation in various biological systems. Extending previous works on homogeneous reaction terms, we derive asymptotically an equation governing the front motion, which is strongly nonlinear and, for the two-dimensional case, generalizes the classical mean curvature flow equation. We study the motion of one-and two-dimensional fronts, finding that the inhomogeneity acts as a ''potential function'' for the motion of the front; i.e., there is wave propagation failure and the steady state solution depends on the structure of the function describing the inhomogeneity. © 2001 American Institute of Physics. ͓DOI: 10.1063/1.1418459͔
I. INTRODUCTION
In this paper we consider the following equation:
in a bounded region, ⍀ʚR n , nϭ1,2, with smooth boundary ‫ץ‬⍀ for Neumann boundary conditions on ‫ץ‬⍀. Alternatively, we can consider an unbounded domain with appropriate boundary conditions. The positive constants D and ␣ are the diffusion coefficient and the production rate of the reactants, respectively. The function f is a bistable function ͑the derivative of a double well potential͒; i.e., a real odd function with positive maximum attained at *, negative minimum attained at Ϫ* and precisely three zeros in the closed interval ͓a Ϫ ,a ϩ ͔ located at a Ϫ , a 0 , and a ϩ . For simplicity and without loss of generality we will consider in our analysis a Ϫ ϭϪ1, a 0 ϭ0, and a ϩ ϭ1. The prototype example is f ()ϭ(Ϫ 3 )/2. The constant h in ͑1͒, assumed to be small in absolute value, specifies the difference of the potential minima of the system as will be explained later. Our goal is to derive an equation describing the evolution of a front and to study its dynamical properties.
In particular we are interested in the phenomenon of wave propagation failure and, hence, how the steady state at which the system arrives depends on ␤. Although the analysis presented below will be valid for a general class of positive differentiable functions ␤, we have in mind some particular cases which are described below. In what follows is a positive constant. For sufficiently large values of , ␤ as given by ͑2͒-͑5͒ are approximations of distributions of discrete sources of reaction. We will refer to the points x k and (x k ,y j ), k ϭ1, . . . ,N, jϭ1, . . . ,M as quasidiscrete sources of reaction or quasidiscrete ͑QD͒ sites and to the stripes yϭy k and circles ϭ k kϭ1, . . . ,N as quasi-semi-discrete sources of reaction or quasi-semi-discrete ͑QS͒ sites. We define d to be the shortest distance between two adjacent QD or QS sites. In the last several years, partial differential equations with nonlinear discrete sources of reaction have been used to model phenomena in different fields ranging from physics to biology, including pinning in the dislocation motion in crystals, breathers in nonlinear crystal lattices, Josephson junction arrays and calcium release waves. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] The inhomogeneous version of the bistable equation with discrete sources of reaction
has received special attention for its applicability to the dynamics of charge density waves 4,6 -8,15,16 and to the dynamics of calcium release waves. 8, 17, 18 Equation ͑6͒ describes the evolution of some concentration ͑in chemical or biological applications͒ or order parameter ͑in some physical applications͒ in a discrete array of nonlinear reaction sites embedded in a continuum. Keener 18 has used Eq. ͑1͒ with an additional term on the right-hand side, Ϫa, and ␤ given by ͑2͒ to model calcium release and uptake in cardiac cells via ryanodine receptors. In this model represents the concentration of Ca 2ϩ and f () represents the calcium-induced calcium release ͑CICR͒ activity of the release mechanism. When aϭ1, the model allows for continuous spatial uptake, whereas when aϭ0, it is assumed that release and uptake both occur at the QD or QS sites. Mitkov et al. 9 take the function f () to be the derivative of a sine-Gordon potential; i.e., f ()ϭϪsin(). Note that this last function is equal to the derivative of a double-well potential, as described above, in a restricted domain of definition.
When the function ͚ k ␦(xϪx k ) in ͑6͒ is replaced by a constant, say 1, then by appropriate rescaling we have the bistable equation
which describes a phase transition dynamics process, where is a nonconserved order parameter. Note that for the particular cases f ()ϭ(Ϫ 3 )/2 and f ()ϭsin(), Eq. ͑7͒ is the Ginzburg-Landau equation and the overdamped sineGordon equation, respectively. Equation ͑7͒ can be derived by considering a physical system whose free energy is assumed to be of the form
where F is a double-well potential having two equal minima. Note that F()Ϫh is a double-well potential with one local minimum and one global minimum. The functional derivative of ͑8͒ is given by
where f ()ϭϪFЈ(). The right-hand side of Eq. ͑9͒ may be considered as a generalized force indicative of the tendency of the free energy to decay towards a minimum. The bistable equation ͑7͒ is obtained by assuming that decreases at a rate proportional to that generalized force. Equation ͑7͒ for nϭ1 possesses a traveling kink solution moving with velocity proportional to h. A kink is a solution that connects the two local minima of the double-well potential. If h 0 then the kink propagates from the locally stable minimum to the globally stable minimum. Of special interest are kinks in which the transition between the two minima takes place in a region of order of magnitude ⑀Ӷ1; i.e., the kinks have rapid spatial variation between the two ground states. For this case, the point on the line ͑for nϭ1) or the set of points in the plane ͑for nϭ2) for which the order parameter vanishes is called the interface or the front. Allen and Cahn 20 and Rubinstein, Sternberg, and Keller
21
showed that for ͑7͒ with bӶ1 and hϭ0 curved fronts in the plane move with normal velocity proportional to their curvature, according to the FMC ͑flow by mean curvature͒ equation
Ϫh , ͑10͒ proved that ͑10͒ shrinks convex curves embedded in the plane R 2 to a point. They showed that such curves remain convex and become asymptotically circular as they shrink. Grayson 24 extended this result to a more general case, showing that embedded curves become convex without developing singularities; i.e., curve shortening shrinks embedded plane curves smoothly to points, with round limiting shape.
On rescaling ͑6͒ x→x/d and t→␣t and defining b ϭD/␣d 2 ͑for nϭ1), 10 Eq. ͑6͒ becomes
͑11͒
The parameter b can be thought of as a measure of how close ͑11͒ is to its continuous limit ͑7͒. If b→ϱ, Eq. ͑11͒ behaves like its continuous counterpart ͑with the corresponding rescaling͒; i.e., it possesses a traveling kink solution moving with velocity proportional to h. 10 For b small, Mitkov et al. 8, 10 have found numerically that the front dynamics results in burst waves characterized by time periodicity in a frame moving along with the front. For b small enough, the wave no longer propagates, but relaxes to a stationary kink; i.e., the waves are pinned.
For the one-dimensional version of ͑1͒, with ␤ given by ͑2͒, as well as for the continuous spatial uptake version, a ϭ1, Keener 18 demonstrated the failure of wavefront propagation if the separation between QD sites is large enough. Failure of propagation in a completely discrete twodimensional version of ͑11͒, in which the Laplacian is replaced by the corresponding finite difference expression, has been studied by Cahn et al. 25 There, failure of wavefront propagation has been rigorously shown for a piecewise continuous bistable function f.
For ͑1͒ we define the spatial and temporal dimensionless variables as in Ref. 10,
and we also define the following dimensionless parameters:
Substituting ͑12͒ and ͑13͒ into ͑1͒, dropping theˆfrom the variables and parameters and further rescaling the time variable we obtain
We will consider the case 0Ͻ⑀Ӷ1; i.e., when diffusion is slow, d is large or reaction is fast. Evolution of fronts in inhomogeneous bistable models has been investigated by Fife 22 ͑see Chap. 1.2͒. However, the analysis of kinks in an inhomogeneous medium, which is not included in that work, requires a different mathematical approach.
In Sec. II we make a formal asymptotic analysis to derive an equation of motion for the front in Eq. ͑14͒, which in Cartesian coordinates reads
where the parameter h , which is proportional to h, is defined later. Note that Eq. ͑15͒ expressed in polar coordinates reads
This equation generalizes the FMC equation ͑10͒ with a strong nonlinearity accounting for the influence of the function ␤ on the front motion. The method we use is the same as that used by Rotstein and Nepomnyashchy 26 for the study of the evolution of kinks in the nonlinear wave equation. We present it here in some detail for the sake of completeness. In Sec. III we study the evolution of one-dimensional fronts by means of ͑15͒. We show that for h ϭ0 the function ␤ acts as a ''potential function'' for the motion of the front; i.e., a front initially placed between two maxima of ␤ asymptotically approaches the intervening minimum, unlike the classical homogeneous equation ͑7͒, for which fronts, whose motion is governed by ͑10͒, move with a velocity proportional to h . This result is a consequence of the inhomogeneity of the nonlinear reaction term. In Sec. IV we study the evolution of two-dimensional fronts by means of ͑15͒. We first study a radially symmetric two-dimensional front, which is a simple one, but from which we can extract valuable analytical information about its dynamics. The results obtained can be tested numerically in fronts with a more general shape. We show that a radially symmetric and nonconstant function ␤ stabilizes a circular domain of one phase inside the other phase analogous to the one-dimensional case. The stationary front is curvature dependent. This behavior also arises as a consequence of the inhomogeneity of the nonlinear reaction term. The evolution of closed curves according to ͑15͒ for ␤ given by ͑4͒ is studied numerically. We observe that closed convex curves evolve to a final shape determined by ␤. Our conclusions appear in Sec. V.
II. ASYMPTOTIC ANALYSIS: DERIVATION OF THE EQUATION OF FRONT MOTION
We assume that for small ⑀у0 and all t͓0,T͔, the domain ⍀ can be divided into two open regions ⍀ ϩ (t,⑀) and ⍀ Ϫ (t,⑀) by a curve ⌫(t;⑀), which does not intersect ‫ץ‬⍀. This interface, defined by ⌫͑t;⑀ ͒ª͕x⍀:͑ x,t;⑀ ͒ϭ0͖, ͑17͒
is assumed to be smooth, which implies that its curvature and its velocity are bounded independently of ⑀. We also assume that there exists a solution (x,t;⑀) of ͑1͒, defined for small ⑀, for all x⍀ and for all t͓0,T͔ with an internal layer. As ⑀→0 this solution is assumed to vary continuously through the interface, taking the value 1 when x⍀ ϩ (t,⑀), Ϫ1 when x⍀ Ϫ (t,⑀), and varying rapidly but smoothly through the interface. By carrying out a singular perturbation analysis for ⑀Ӷ1, we obtain the law of motion of the interface, treating it as a moving internal layer of width O(⑀). We focus on the dynamics of the fully developed layer, and not on the process by which it was generated. In Cartesian coordinates the interface is represented by yϭs(x,t,⑀) for ⑀ sufficiently small. We assume that the curvature of the front is small compared to its width and define, in a neighborhood of the interface, a new variable zª yϪs͑x,t,⑀ ͒ ⑀ which is O(1) as ⑀→0. We call ⌽ the asymptotic form of as ⑀→0 with z fixed; i.e.,
ϭ⌽͑z,x,t,⑀͒. ͑18͒
The field equation ͑14͒ in (z,x,t) coordinates becomes
The asymptotic expansions of ⌽ and s are assumed to have the form
Substituting into ͑19͒ and equating coefficients of the corresponding powers of ⑀ we obtain the following problems for O (1) and O(⑀), respectively,
͑21͒
In order to solve ͑20͒ we define a new variable ª ␤͑x,s͒
In terms of , Eq. ͑20͒ reads
whose solution is ⌽ 0 ϭ⌿(), the unique solution of ⌿Љ ϩ f (⌿)ϭ0,⌿(Ϯϱ)ϭϮ1,⌿(0)ϭ0. Thus
͑24͒
In terms of , x, and t, Eq. ͑21͒ reads
It is straightforward to check that ⌿Ј() satisfies the homogeneous equation
Thus the operator ⌳, defined as follows,
has a simple eigenvalue at the origin with ⌿Ј as the corresponding eigenfunction. Then the solvability condition for the equation ͑25͒ gives s xx Ϫs t ␤͑x,s͒
A simple calculation shows that
We define
Substituting ͑29͒ and ͑30͒ into ͑28͒ and rearranging terms we get ͑15͒. Note that for f ()ϭ (Ϫ 3 )/2 ͑Ginzburg-Landau theory͒, ⌿()ϭtanh /2 and h ϭ3h whereas for f () ϭsin ͑overdamped sine-Gordon͒, ⌿()ϭ4 tan Ϫ1 e Ϫ and h ϭ (/4) h.
III. FRONT MOTION IN 1D
For a one-dimensional system, Eq. ͑15͒ reads
We will concentrate on functions ␤ of the form ͑2͒,
although the same analysis can be done for a general differentiable function. In order to analyze the motion of the front we need to look at the roots of the function
which are the equilibrium points of the interface. As an example, in Fig. 1 Fig. 1 . In summary, as h increases or decreases the behavior of the front is similar to the case h ϭ0, in contrast with the classical FMC case ͑10͒ where fronts move with a velocity proportional to the value of h . As an illustration, in Figs. 2͑a͒ and 2͑c͒ we show the graphs of s t as a function of s and of s as a function of t, respectively, for ϭ30 and h ϭ0,0.5, and 1. In Fig. 2͑b͒ we plot the corresponding graph of ␤ as a function of s. We observe that the velocity of the front initially increases and then decreases as the front ''leaves'' the area of the peak of ␤(s). As h increases, the velocity decreases for a given value of s, as does the asymptotic value of s.
IV. FRONT MOTION IN 2D
In this section we present some analytical and numerical results for the front motion of closed curves in the plane according to ͑15͒. The analysis of front motion in two dimensions according to ͑15͒ with a function ␤ of type ͑3͒ reduces to the analysis of front motion on a line and we shall not consider this case further. The front is initially at s 0 ϭ0.1.
A. Radial symmetry
For radially symmetric functions, ␤ϭ␤(), and initial fronts, Eq. ͑16͒ reads
As in the preceding section, the analysis presented here can be performed for a general differentiable positive function ␤, though here we concentrate on a function ␤ of the type ͑5͒. We begin our analysis for the case Nϭ1; i.e., ␤() ϭe Ϫ(Ϫ 1 ) 2 and h ϭ0. For this case, Eq. ͑34͒ becomes
has only one equilibrium point, ϭ( 1 ϩͱ 2 1 2 ϩ4)/2, which is unstable. Note that → 1 as →ϱ. Thus, circles with initial radius 0 Ͻ shrink to a point in finite time t c whereas circles for which 0 Ͼ grow unboundedly. This is in contrast with the classical case ͑10͒; i.e., for a constant ␤, where circles with any initial radius shrink to a point in finite time unless h 0 ͑see introduction͒. For 1 ϭ0, (t)ϭͱ1/ϩ( 0 2 Ϫ1/)e 2t and then t c ϭ Ϫln(1Ϫ 0 2 )/2. For NϾ1 we need to look at the roots of the function
As an illustration, consider Fig. 3 , which shows the graphs of ␤() and f () for Nϭ5, h ϭ0 and ϭ100,30,11, and 4. In
Figs. 3͑a͒ and 3͑b͒, we observe that f () vanishes nine times; i.e., Eq. ͑34͒ has nine equilibrium points which are such that f () vanishes near the maxima or minima of ␤() with the exception of the first maximum. We call M ,k , k ϭ1, . . . ,5 and m,k , kϭ1, . . . ,4 the odd and even equilibrium points of ͑34͒, respectively, starting from that of lowest . We can see that M ,k , kϭ1, . . . ,5 are unstable, whereas m,k , kϭ1, . . . ,4 are stable. Thus circles with an initial radius M ,k Ͻ 0 Ͻ M ,kϩ1 , kϭ1, . . . ,4 grow or shrink to a circle of radius m,k , circles with an initial radius 0 Ͻ M ,1 shrink to a point in finite time, and circles with an initial radius 0 Ͼ M ,5 grow unboundedly. This analysis can be generalized for any value of . For a large number of sites k the analysis would be similar. We conclude that the function ␤ stabilizes a circular domain of one phase inside the other, in contrast with the classical case ͑10͒ where circles of any initial radius shrink to a point in finite time. In Figs. 3͑c͒ and 3͑d͒ we see that for lower values of some of the equilibrium points disappear ͑a saddle node bifurcation of stable and unstable equilibrium points occurs͒. For ϭ0 we expect no equilibrium points, since this corresponds to the classical equation ͑10͒. In Fig. 4 we have the graphs of ␤()
and f ()ϭ2␤() Ϫ␤ () for 1 ϭ0, 2 ϭ1, 3 ϭ2, 4 ϭ3, 5 ϭ4, and ͑a͒ ϭ30, ͑b͒ ϭ11, ͑c͒ ϭ4.
and f () for Nϭ5, ϭ0 and h ϭ0,2, and Ϫ2. We observe the influence of h on the graph of f (); i.e., on the equilibrium points of ͑34͒ and the velocities of circles growing or shrinking. For sufficiently large values of h some equilibrium points will eventually disappear.
B. Some numerical results for more general cases
In this section we present some numerical results for the evolution of fronts according to either ͑15͒ or ͑16͒ with h ϭ0. In all cases the function ␤(x,y) is given by ͑4͒ with ϭ10, NϭM ϭ5 with sites (x k ,y j ), k, jϭϪ2, . . . ,2 and (x 0 ,y 0 )ϭ(0,0). In Fig. 5 we show a graph of this ␤.
In Fig. 6 we see the evolution of a circle of radius 2 for tϭ0,0.15,0.3. Comparing with Fig. 5 we can see that the initial points Aϭ(2,0),Bϭ(0,2),Cϭ(Ϫ2,0), and Dϭ(0, Ϫ2) are relative maxima of ␤, while E,F,G, and H, the points of intersection between the front and the lines yϭx and yϭϪx, lie very near relative minima of ␤. As the front evolves, A, B, C, and D move towards points between the maxima of ␤ while E, F, G, and H remain nearly stationary. The front seeks a position along the minimum of ␤. The same behavior can be seen in Fig. 7 for the ellipse (x 2 /4) ϩy 2 ϭ1. Because of the very different initial conditions, the final front differs from that of Fig. 6. In Fig. 8 , we arrive at the same final front as in Fig. 6 . In Fig. 8͑a͒ Aϭ(1,0) 
V. CONCLUSIONS
In this paper we have derived Eq. ͑15͒, which governs the evolution of a fully developed front in a reactiondiffusion system described by ͑14͒ when ⑀Ӷ1 ͑slow diffusion, large separation between sites or fast reaction͒. This equation generalizes the FMC equation ͑10͒ to include the effects of stronger nonlinearities and accounts for the influence of the inhomogeneous reaction term on the motion of the interface. The motion of fronts according to ͑15͒ is qualitatively different from that of the homogeneous nonlinear reaction term counterpart given by the FMC equation, a phenomenon that was pointed out by Keener. 18 This difference arises primarily from the fact that the function ␤ acts as a ''potential'' function for the motion of the front. For the onedimensional case, an initial front initially placed between two maxima of ␤ ͑which for a homogeneous nonlinear reaction term will move with a velocity proportional to h ) asymptotically approaches the intervening minimum. For the radially symmetric two-dimensional case, circular domains of one phase inside the other are stabilized. We found numerically that other closed curves present the same phenomenon. These results ͑Figs. 6 -8͒ suggest that the curvature of where ( x,y ) ϭe Ϫ10 ( x 2 ϩ y 2 ) with (x k ,y j ), k, jϭϪ2, . . . ,2 and (x 0 ,y 0 ) ϭ(0,0), for ͑a͒ tϭ0, ͑b͒ tϭ0. 15 with (x k ,y j ), k, jϭϪ2, . . . ,2 and (x 0 ,y 0 )ϭ(0,0), for ͑a͒ tϭ0, ͑b͒ tϭ0.15, ͑c͒ tϭ0.4. with (x k ,y j ), k, jϭϪ2, . . . ,2 and (x 0 ,y 0 )ϭ(0,0), for ͑a͒ tϭ0, ͑b͒ tϭ0.15, ͑c͒ tϭ0. 6. the front may play a role in ''balancing'' the ''force'' exerted by the function ␤ on the front. Analytical and numerical work will be necessary in order to elucidate this effect, which may be crucial in the selection of the equilibrium pattern.
In Eqs. ͑1͒ or ͑14͒ the function ␤ can be chosen to depend not only on the spatial variable but also on t. The firediffuse-fire model of dynamics of intracellular calcium waves 12, 14 is of this type. In this case, Eq. ͑15͒ will still govern the evolution of fronts, where now ␤ϭ␤(x,y,t). The form of ␤(x,y,t) will depend, of course, on the particular model. One might, for example, have the product of a spatially dependent function ␤(x,y) with a probabilistic timedependent function.
The results presented here have implications for the selection of patterns in systems of the type ⑀ 2 t ϭ⑀ 2 ⌬ϩu͓ f ͑ ͒ϩ⑀h͔, ͑37͒ u t ϭD u ⌬uϩg͑u, ͒, where D u is a diffusion constant, g is a given nonlinear function and the time constant, , is assumed to be large. If u rapidly approaches an inhomogeneous steady state, then, depending on the initial conditions, it may induce an inhomogeneous steady state in where u acts as the function ␤ in ͑14͒.
