This study presents a unified approach to investigate asymptotic null controllability under possibly mixed constraints on state and control, for standard ODE control systems. Using tools from set-valued analysis and viability theory, initial data which can be steered to the origin at infinity are provided through a new type of Lyapunov functions. The corresponding controls are given via selections of adequately designed multifunctions, which are examined in both cases of convex constraints and the class of affine-control systems. Finally, numerical examples from classical mechanics are given to verify the theoretical results.
Introduction
We consider a constrained control system of the form,
where f stands for a smooth function from R n × R p to R n , for integers n and p; and K denotes a closed subset of R n × R p . System (1) is said to be asymptotically null-controllable from a subset Γ of R n , whenever for all x 0 ∈ Γ there exists a controlū(·) yielding a trajectoryx(·) issued from x 0 , which satisfy the following statements, (x(t),ū(t)) ∈ K, for all t ≥ 0,
and, lim t→∞x (t) = 0.
On the basis of classical Lyapunov theory, several types of control Lyapunov functions (CLFs) have been introduced and/or used by most of the studies dealing with this problem, in the special case of no constraints (ie. K . = R n × R p ). These stand for positive definite continuous functions whose derivatives can be made negative by appropriate choices of controls.
Paving the way, [1] and then [2] -for non-autonomous systems-have investigated existence for such functions in connection with asymptotic controllability, by introducing a local notion of relaxed controls. In [3] , the author has proceeded by means of feedback linearization and questions of regularity have been raised by [4] , which examined a new type of CLF based on the Clarke's generalized gradient.
The work by [5] has led to the use of discontinuous feedbacks. While [6] showed in an earlier paper that the CLFs may be constructed as viscosity solutions of a first order PDE that generalizes Zubov's equation.
Asymptotic controllability is also apart of the stabilizability problem, as the former is needed to be achieved around the equilibrium state, and local existence of CLF's can provide stabilizing feedbacks on the condition that sensitivity with respect to initial data is satisfied.
Motivated by the ubiquitous appearance of constraints on state and/or control in real world applications, numerous works have been concerned with asymptotic controllability under constraints. Thus [7] and [8] consider constraints of the form,
then they pose and solve the problem of designing corresponding feedbacks in the framework of nonsmooth analysis. [9] , [10] and [11] , have also investigated the problem, relative to several types of constraints. Techniques of input saturation have been also considered in a series of studies, among them we cite [12, 13, 14] .
The following facts deserve to be quoted, as they motivate our study:
(a) None of the approaches mentioned above apply in the understudied case of mixed constraints, ie. subset K is strictly in a more general form than Eq. (3). (b) There is no approach that encompasses all the cases with regard to dynamics f and constraints subset K. (c) An inevitable common problem one has to face, as inherently revealed by all the above studies, consists of whether the proposed control laws will produce a system solution.
Inspired by the studies done in [15] and [16] , we intend to offer a unified set-valued scheme in order to deal with constrained asymptotic controllability for possibly mixed constraints. Broadly speaking, the contribution of this paper is to seek conditions under which, any arbitrary Lyapunov function φ (defined independently from dynamics f , in a new sense to be precised) can generate a domain Ω φ and a closed-convex valued multifunction G φ , in such a manner that :
constrained asymptotic null-controllability from Ω φ holds via controls provided by selections of multifunction G φ .
One advantage of setting the problem as a viability problem-we refer the reader to [17] as a basic reference on viability theoryis that it will be guaranteed that the controls derived, will produce global solutions of the associated nonlinear system, overcoming the concern that is mentioned in item (a). This is due to the fact that, by construction, multifunction of regulation G φ involves both linear growth and tangential conditions for viability.
Also, it is noteworthy that, whenever constraints subset K is convex, the map G φ is always closed-convex valued-even when the system is not affine dependent in the control. As a result, it may have continuous selections, and universal formulas can be exhibited. Furthermore, despite its discontinuity, the minimal selection may be used to provide controls that solve the problem, whenever the map G φ is lower semicontinuous.
The remainder of the paper is structured as follows : In section 2 we provide some notations and preliminary lemmas. Section 3 is devoted to present the main elements of our set-valued approach, then section 4 to state and prove the main results for convex constraints. In section 5, we investigate the class of control-affine systems, then section 6 is concerned with treating some examples from classical mechanics. Finally, we conclude in section 7 by comments and discussions.
Definitions and preliminary results
Through the paper, the Euclidean norm is denoted | |, and ⟨ , ⟩ is the usual inner product. For a vector z we denote by z i its i th component. Let T be a linear operator then its adjoint operator is denoted by T ′ . Also, we consider the notation,
Let K be a nonempty subset of an Euclidean space. The contingent cone to subset K at point x ∈ K is defined by,
When K is closed and convex, the operator of best approximation on K, is denoted by π K (·). It is given by,
Next we provide a result by [18] , which is crucial for building our control laws.
where dψ(·) denotes the differential operator of ψ.
if for all z 0 ∈ D there existt > 0 and a solution to system (5),z(·) on [0,t) which is viable in D (ie. satisfiesz(t) ∈ D for all t). Such a property can be characterized [17] in terms of contingent cones as follows.
Lemma 2:
Assume that function g is continuous on the closed subset D. Then D is locally viable under system (5) if and only if the following tangential condition holds,
According to [17] , the viable solutions provided by condition (6) are global whenever dynamics g has linear growth on subset D, ie. there exists a number c > 0 such that,
Nevertheless, such a condition is not required when function g is bounded on subset D, or in particular when the latter subset is bounded. By selection of a multifunction Q it is meant a function g such that g(x) ∈ Q(x) for all x. Michael selection Theorem [19] which will be repeatedly used in the paper, can be stated as follows, The short-term lsc in Lemma 3 means that multifunction Q is lower semicontinuous, ie., for every x ∈ D and any sequence of elements x k of D converging to x, it holds that : for each y ∈ Q(x), there exist a sequence y k ∈ Q(x k ) that converges to y.
Ultimately, in a way that fits our context, the Lyapunov functions we will consider in this paper, consist of C 1 real-valued functions φ defined on R n × R n and satisfying,
where Ω stands for a subset of R n . Note such functions φ depend only upon subset Ω, we thereby call them Ω-Lyapunov functions. For instance, the notion of Lyapunov pairs (V, W ) considered by [7] , coincide with our terminology by taking function φ as follows,
for smooth non-negative functions V and W .
Construction of the set-valued method
This section is devoted to present the elements of our control strategy. Throughout, we assume that function f is continuous and has linear growth on subset K. Consider the map defined on K as follows,
Let Ω . = π 1 (K), where π 1 denotes the mapping (x, u) → x, and φ be an Ω-Lyapunov function in the sense of Eq. (7), then set,
and define the map given for each (x, u) ∈ D φ by,
It provides the regulation map in subset D φ , relative to the augmented control system,
where v has values in R p and stands for the control. Let,
Then, we are ready to show the following result. Proof: For such a selection g, it holds that,
This sets us in the context of viability theory [17] , which involves that systeṁ
has a solution (x,ū) which is viable in
This solution is global as both f and g possess linear growth. It follows thatx has values in Ω and satisfies φ(x(t),ẋ(t)) ≤ 0 for all t. Then Eq. (7) yieldsx(t) → 0 when t → ∞ and therebyx andū satisfy Eq. (2), leading to the asymptotic null-controllability from subset Ω φ .
Remark 1:
Suppose that the map G φ (·) is convex valued. That occurs when subset D φ is convex, in which case, its contingent cone at every point is convex. Then a very pertinent question is whether its minimal selection g φ can be used in the proof of Theorem 1 instead of continuous selection g. The answer is negative in general because this selection, as given by,
for all (x, u) ∈ D φ , is not continuous in general. Despite of that, thanks to [17, Theorem 4.3.2] , it follows that whenever map G φ is lsc, then system (13), with g . = g φ , still has a viable solution in subset D φ . As a consequence Theorem 1 remains still valid provided that the statement "the map G φ has a continuous selection which possesses linear growth", is replaced by "the map G φ is lsc and its minimal selection possesses linear growth". This fact may be of interest whenever slow controls are rather required.
To provide an expression of the feedback map G φ (·) of Eq. (10), we first proceed to compute the contingent cone T Dφ (·). Suppose thereafter that both dynamics f and Lyapunov function are differentiable and set for all
It follows that subset D φ given by (9) can be written as
Note that the partial differentials of ψ are given on D φ by
and
Then we set the constraints qualification condition,
Subsequently, we need to define the following functions and maps,
for each (x, u) ∈ K. In the following result we provide an expression of the feedback map.
Lemma 4: Assume that function f is differentiable on subset K. Under condition (18), we get for all
Proof: Thanks to Lemma 1 and condition (18) , the contingent cone of subset D φ ca be provided as follows,
By considering Eqs (19) , (20) and (8), we easily can see that the last expression is equivalent to Eq. (22).
Example 1:
To illustrate by a mathematical example, consider a problem with mixed constraints,
Where a, b, λ denote real numbers. We apply the previous results through the following scheme :
Compute the contingent cone of subset K. We use [18] to obtain,
and find an Ω-Lyapunov function φ, which satisfies qualification condition (18) . Here, take for instance,
It actually stands for an Ω-Lyapunov function (by using a simple Gronwall inequality) and condition (18) is shown to be satisfied whenever λ > 0 and b > 0. (iv) Compute functions ℓ φ and m φ of Eqs (19) and (20) respectively. They are given for all (x, u) ∈ K, by,
(v) Due to Eq. (21), the map C φ can then be expressed as follows,
where we seek continuous selection v = g(x, u) in the form v = αu + β. As a result, since,
then, we can pick β, as follows,
, it turns out that the following conditions are required to be held,
Whence, the set-valued maps C φ , and then G φ (as C φ ⊂ G φ ), have a continuous selection, having linear growth, and which is given by,
(vi) To get both state and control which achieves null controllability from initial data x 0 ∈ Ω φ , let u 0 such that ,
and solve augmented system, see Figure 1 ,ẋ
In what follows, we address an instance where system (1) is asymptotically null-controllable from the whole domain Ω. For this end, we need to introduce the following map, for each µ ≥ 0,
for each (x, u) ∈ K. Proof: Let g be such a selection of the map C µ φ . As qualification condition (18) is satisfied, this map has values included in C φ ⊂ G φ . It follows that the selection g is also a continuous selection of G φ , which has linear growth. By Theorem 1, system (1) is therefore asymptotically null-controllable from subset Ω φ . The rest of the proof is devoted to show that system (1) is asymptotically nullcontrollable from subset Ω \ Ω φ .
Let
which yields, according to Eqs (19) and (20),
Since g is also a continuous selection of
, and the use of Theorem 1 involves that system,
has a solution (z,w) on horizon [t f , ∞), which ranges in K and satisfies
Consequently, the control given byū on [0, t f ] andw on (t f , ∞), achieves asymptotic null-controllability from x 0 .
The case of convex constraints
It turns out from the previous section that, under qualification condition (18) , the property of asymptotic null controllability mainly relies on whether the map C µ φ (·) (for some µ ≥ 0, as given by Eq. (25)) admits a continuous selection which has linear growth. This actually may hold when it has convex values, providing the opportunity to use Michael selection theorem. For that purpose, in all that follows, we assume that, dynamics f is C 1 and has linear growth; and subset K is convex.
For the sake of conciseness, we begin by highlighting both conditions that have to satisfy the Ω-Lyapunov functions in order that constrained asymptotic null controllability be held.
Definition 1:
and |v| < c(|x|
where functions ℓ φ and m φ , are respectively given by (19) and (20) .
Then we can state the following technical result.
Lemma 5: Let µ ≥ 0 and assume that φ ∈ Λ µ , then both maps G, G φ and C µ φ , as given respectively by (8) , (22) and (25) 
where for each (x, u) ∈ D φ , we have for the map G :
and for the map C
Thereafter, we use Eqs (26) to easily check each of the hypotheses of the cited proposition, which are listed below :
1 The mapF is lsc with convex values. 2f is continuous.
For all (x, u),Ḡ(x, u) is convex and its interior is nonempty. 5 The graph of the map (x, u) ∈ D φ → int(Ḡ(x, u)) is open. 6 For all (x, u) ∈ D φ , there exists v ∈F (x, u) such thatf (x, u, v) ∈ int(Ḡ(x, u)).
Next we prove that the map G φ is lsc. Let (x n , u n ) n be a sequence of D φ that converge to (x, u) ∈ D φ and v ∈ G φ (x, u). We have to seek a sequence (v n ) n that satisfies
Assume that ψ(x, u) < 0. Since the function ψ is continuous and (x n , u n ) → (x, u) we can consider the smallest integer n 0 such that
Then the sequence defined by,
where w n ∈ C φ (x n , u n ) for all n < n 0 , merely satisfies Eq. (27) due to the fact that ψ(x n , u n ) = 0 whenever n < n 0 . Now suppose that ψ(x, u) = 0, then v ∈ C φ (x, u). Since the map C φ (·) is lsc, it follows that there exists a sequence (v n ) n such that v n ∈ C φ (x n , u n ) for each n and v n → v. Thanks to Eq. (22) we get , v n ∈ G φ (x n , u n ) for all n, as required in Eq. (27).
Next, we state and prove the following result.
Theorem 3: Let µ ≥ 0 and φ belong to Λ µ . If µ = 0 then system (1) is asymptotically null-controllable from Ω φ , or else it is asymptotically null-controllable from the whole domain Ω.
Proof: Suppose that µ = 0 and let φ ∈ Λ 0 . It follows that the well defined map,
lsc. This is due to Eq. (26c) and lower semicontinuity of the map G φ , as proved in Lemma 5. Furthermore, the map F has closed convex values. Thus, Lemma 3 implies that F has a continuous selection, which therefore is a continuous selection of the feedback map G φ that possesses linear growth. We are now able to use Theorem 1 to conclude that system (1) is asymptotically null-controllable from Ω φ . Now assume that µ > 0 and consider the map defined on D φ by, To be more precise, by Michael selection theorem, whenever v 0 ∈ F φ (x 0 , u 0 ) there exists a continuous selection g of F φ such that v 0 = g(x 0 , u 0 ) . This implies that, initially both control and its velocity can be freely chosen.
One important fact provided by the convex constraints setting, consists of the ability to use the minimal selection of the closed convex valued map G φ . This is given, thanks to Lemma 4, for all (x, u) ∈ D φ , by the expression,
where maps G and C φ , are given respectively by Eqs (8) and (21) . Although mapping g φ is discontinuous, it may lead to a slow control law which steers constrained system (1) to the origin, as we prove in the following result.
has a solution (x,ū) : [0, ∞) → K which satisfiesx(t) → 0 at infinity.
Proof: This is due to lower semicontinuity of the map G φ , then by using [17, Theorem 4.3.2] , system (29) has a solution (x,ū) over a bounded horizon. Since g φ has linear growth (thanks to Eq. (26c)), then the couple (f, g φ ) has linear growth too. Therefore the solution can be extended to an infinite horizon, and convergence to zero ofx at infinity results from the fact that φ is an Ω-Lyapunov function.
An example from the class of control-affine systems
Consider control system,ẋ
with mixed constraints,
where p ≥ 1 and f j , j = 0, . . . , p denote C 1 vector fields defined on Euclidean space R n and both having linear growth. The couple (a, b) belongs to R p × R n , with a ̸ = 0, and ρ stands for a real number. Let f . = f 0 + ∑ p j=1 u j f j and K be respectively the associated dynamics and constraints subset, then subset Ω of Eq. (12) is equal to R n + , and thereby a convenient Ω-Lyapunov function can be given by, φ(x, y) .
where α and β denote vectors of R n whose both coordinates are positive. Indeed, if a C 1 function h : R + → Ω satisfies : φ(h(t), h ′ (t)) ≤ 0, for all t, then the real non-negative function ν .
As a result ν(t) → 0 at infinity. Thereby both functions h i do so for all i = 1, . . . , n. Now, let us express the function ψ of Eq. (15), we get,
and let
The partial differentials of function ψ are given by,
This yields the functions ℓ φ and m φ of Eqs (19) and (20),
It is noteworthy here that the control-affine structure of the system involves that function ℓ φ is affine in control u and function m φ depends only from state x. Using [18, Chapter 4] on tangent cones, we get the contingent cone of subset K, as follows,
for all (x, u) ∈ K, where,
for all r ∈ R + . Next, we need to consider the conditions : 
Then we have the following result.
Theorem 5:
In addition to condition of Eq. (34), assume that for each (x, u) ∈ D φ , the linear inequalities,
lead to a continuous selection v = g(x, u), wich has linear growth, then constrained system given by Eq. (30) is asymptotically null controllable from subset Ω φ .
Proof: Eq. (34) implies that f (x, u) ∈ T R n + (x, u) for all (x, u) ∈ D φ . Thereby, due to Eqs. (33) and (35), we get,
As a result function g stands for a continuous selection of the map C φ of Eq. (21) . It therefore achieves null-controllability from subset Ω φ .
Remark 2:
It is of interest to notice that the minimal selection g φ that is highlighted by Theorem 4 can be provided here by solving the following quadratic programs, for each (
and,
Then mapping g φ can then be given by the following expression, 
Example 2:
with constraints given by Eq. (30b), where a = (1, 1), b = (0.5, 0.3), and ρ = 1. We then see that this system can be examined in the context of corollary 1, where the filelds f j are given by,
The functions ℓ φ and m φ of Eqs. (19) and (22) respectively are given for all (x, u) ∈ K by
See figure 2 for simulation results. 
Let λ : D φ → R be a continuous function which has linear growth and satisfies,
Then λm φ stands for a continuous selection which achieves null-controllability from subset Ω φ . 
Proof

Application to Lagrange equation
Lagrange equation [20] consists of a unified setting, providing the equations of motion for a wide range of mechanical systems, described by a set of generalized coordinates. It generally [21] has the form of the following system of second order differential equations,
which we assume to be subject to mixed state-input constraints given through inequalities as follows,
where l stands for an integer, and functions ζ k denote continuously differentiable mappings from R n × R n × R p to R. In Eq. (39a), function µ maps vectors of R n into positive-definite matrices of L(R n ) and γ denotes a C 1 differentiable function from R n × R n to R n . While δ takes values in n × p matrices. The control u has values belonging to ∈ R p . To set constrained system (39) in the framework of the paper, let
As µ(·) is invertible (because it is positive-definite), we get,
We thus recover the dynamics of a control-affine system as given in Eq. (30), by setting,
where c j (·) denotes the j-th column of a matrix. While the associated constraints subset K is given by,
Its contingent cone at points (x, u) ∈ K that satisfy qualification condition (4) can be expressed by formula,
where,
denotes the subset of active constraints. Below we treat two examples by using the results of the previous sections.
Example 3:
As an application, we consider the system illustrated by Figure 3 , which represents a bead of mass m, sliding without friction along a wire having the shape of a parabola y = Ax 2 , for a positive number A, and subject to the earth's gravitational field g. Then the Lagrange equation of motion is given as follows,
We assume that the mixed state-control constraint
is imposed on the system. The term u involves a force applied to the bead, which we seek in feedback form in such a manner that the origin is reached at infinity. Obviously, Eq. (42) belongs to the class of Lagrange equations (39a) with,
and, γ(q,q) .
′ , then we can rewrite system (42) as follows,
From Eq. (43) we get, K =B(0, 1) and
Note the contingent subset of K is given by, This defines an Ω-Lyapunov function on space R 3 . The functions ℓ φ , m φ , are respectively given by,
for each (x, u) ∈ K. Then we are ready to achieve asymptotic null-controllability from Ω φ . See figures 4 to 5 for simulation results. 
It describes [20] the motion of a simple pendulum, which is free to oscillate in a vertical plane, subject to earth gravity. The term ω denotes the usual angular frequency. Control u represents the acceleration of the suspension point of the pendulum, which we suppose moving on an horizontal straight line. We assume that the mixed state-input constraint
is imposed on the system. Let,
Then we get,ẋ
It follows that, See figures 6 to 7 which illustrate the state of the system in the cases (a) with control, and (b) without control. 
Concluding remarks and discussions
The main facts to point out about the set-valued approach developed in this work, can be listed as follows:
1 It may easily incorporate any type of constraints on both state and control. 2 One of the serious problems one may face in handling nonlinear control design, in general, consists of whether the proposed controls produce a solution to the excited nonlinear system. Here, this is bypassed by using both tangential condition of viability theory and linear growth condition. 3 Systems under consideration, can be highly nonlinear, and may not be restricted to the class of affine-control dependent systems, as usually supposed in the classical CLF method. Illustrative example 1 actually emphasizes this fact. 4 The approach is global (nonlocal), it may deliver all the initial states from which the system is asymptotically null controllable (not only the ones near the origin), going up to the whole state constraints domain. 5 Nevertheless, the following difficulties can be emphasized :
(a) The method works only for smooth control systems, with a C 1 dynamics having a linear growth. A non-example, in the case of input constraints, would be the dynamics involving standard input saturation function [13, 14] : this function is not differentiable. (b) It needs computing contingent cones, generally known as a hard problem when unusual constraints are assumed. The cases of constraints described by convex subsets with smooth equalities and/or inequalities are thoroughly studied, we refer the reader to [18] , one of the basic references on that subject.
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