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An approach, called discretized environment method, is introduced to treat exactly non-Markovian
effects in open quantum systems. In this approach, a complex environment described by a spectral
function is mapped into a finite set of discretized states with an appropriate coupling to the system
of interest. The finite set of system plus environment degrees of freedom are then explicitly followed
in time leading to a quasi-exact description. The present approach is anticipated to be particularly
accurate in the low temperature and strongly non-Markovian regime. The discretized environment
method is validated on a two-level system (qubit) coupled to a bosonic or fermionic heat bath. A
perfect agreement with the quantum Langevin approach is found. Further illustrations are made
on a three-level system (qutrit) coupled to a bosonic heat-bath. Emerging processes due to strong
memory effects are discussed.
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I. INTRODUCTION
In the last decades, efforts have been made to de-
scribe the dynamics of open quantum systems in various
regime of coupling to an environment at zero or finite
temperature [1, 2]. From these efforts, a large variety
of methods either exact or approximate have emerged
to treat the non-Markovian effects which often play im-
portant role in the dynamics of open quantum system.
Among the deterministic approaches, one can quote pro-
jection techniques like Nakajima-Zwangig (NZ) or Time-
Convolutionless (TCL) [3–6]. While being rather efficient
in some cases [7, 8], these approaches rapidly becomes
cumbersome as the complexity of the system increases.
Recently, several stochastic methods have been pro-
posed to reformulate exactly the problem of a system
coupled to an environment. This includes the Quan-
tum state diffusion (QSD) approach [9–13], the quan-
tum Langevin approach [14–18], the Quantum Monte-
Carlo (QMC) [19–22] or the stochastic method of Ref.
[23]. While very promising, these approaches have at
present been applied to rather specific situations where
the system remains quite simple. The first reason is that,
stochastic equation of motion can not always be obtained
easily. This is the case of the QSD method where even
a three-level system appeared until recently as a chal-
lenge [24]. A second reason, is that even if stochastic
∗Electronic address: lacroix@ipno.in2p3.fr
Schro¨dinger equations can be derived without difficul-
ties like in the QMC approach [20, 21], some trajectories
might be unstable and can lead to uncontrolled numeric.
The aim of the present work is to provide a simple
deterministic approach which is able to describe exactly
for a large class of situations in the dynamics of an open
quantum system. The main hypothesis of the method is
that the environment can be explicitly incorporated in
a discretized form. For this reason, we named the ap-
proach ”the Discretized Environment Method” (DEM).
The DEM is anticipated to be rather versatile and effec-
tive especially in the non-Markovian regime. In Sect. II
the DEM is introduced. We show that the hypothesis of
a discretized environment can incorporate thermalized
systems. The link with standard method dedicated to
open quantum system is made through the introduction
of the spectral function. The approach is then validated
in 2-level (Sect. III.A) and 3-level (Sect. III.B) systems
coupled to a heat bath.
II. DISCRETIZED ENVIRONMENT METHOD
FOR OPEN QUANTUM SYSTEMS
In the present work, we consider the situation where
a system S is linearly coupled to an environment E or
thermal bath. The Hamiltonian H is decomposed as:
H =
∑
i
~ωiS†i Si +
∑
ν
~ωνB†νBν +HC . (1)
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2The creation/annihilation operators {S†i , Si} (resp.
{B†ν , Bν}) are associated to the system (resp. environ-
ment) degrees of freedom. HC denotes the coupling
Hamiltonian between the two subsystems and is written
here as:
HC =
∑
iν
giν(Si ⊗B†ν + S†i ⊗Bν). (2)
In the following, we simply assume that the coupling con-
stant are independent on the system state, i.e. giν = gν .
The difficulty in treating the system+environment
problem stems from the complexity of the environment.
It is usually assumed that the number of degrees of free-
dom of the environment is too large to follow them ex-
plicitly in time. To deal with this complexity, the stan-
dard strategy is to derive the equation of motion for the
system degrees of freedom only where the effect of the
environment is treated in an approximative way [1, 2].
A. Direct diagonalization approach
In the present article, we start from a completely dif-
ferent strategy and assume that, in some cases, the envi-
ronment degrees of freedom can be explicitly included in
the description and that the Hamiltonian can be directly
diagonalized. Such diagonalization requires a priori to
introduce a basis for the full Hilbert space of the sys-
tem plus environment. In the following, we introduce
system and environment ground states, denoted by |0〉S
and |0〉E . These states can be considered as particle vac-
uum respectively for the creation operators S†i and B
†
ν :
|i〉 = S†i |0〉S , Si|0〉S = 0,
|ν〉 = B†ν |0〉E , Sν |0〉E = 0. (3)
The set of product states {|0〉S ⊗ |0〉E ; |i〉⊗ |0〉E}; |0〉S ⊗
|ν〉; |i〉⊗ |ν〉} forms a basis of the complete Hilbert space.
Two difficulties generally prevents a direct diagonal-
ization of the Hamiltonian. The first one comes from
the fact that the Hilbert space, associated to the envi-
ronment, is usually of infinite size. The second one is
that even if one can consider a finite but very large set of
environment states, in many situations, the basis will re-
mains rather large and diagonalization will require large
numerical effort. Denoting by NS (NE) the number of
excited states in the system (in the environment). The
total Hilbert space size is (NS + 1)× (NE + 1).
The specific shape of the Hamiltonian considered here
is anticipated to reduce the effort necessary to perform a
direct diagonalization. Indeed, only the states {|i〉⊗|0〉E}
and {|0〉S ⊗ |ν〉} are coupled to each other. Therefore,
only matrices of dimension (NS + NE) need to be diag-
onalized, reducing significantly the numerical challenge.
For compactness, in the following, we will introduce the
notation:
|0〉 = |0〉S ⊗ |0〉E ,
|i〉0 = |i〉 ⊗ |0〉E ,
|ν〉0 = |ν〉 ⊗ |0〉S .
The state |0〉 is a vacuum for the total system. In the re-
duced space, formed by the states {|i〉0, |ν〉0}, the Hamil-
tonian matrix, denoted by HR, is written as:
HR =
∑
i
~ωi|i〉0 0〈i|+
∑
ν
~ων |ν〉0 0〈ν|
+
∑
i,ν
gν {|i〉0 0〈ν|+ |ν〉0 0〈i|} . (4)
Formally, the diagonalization of the Hamiltonian HR is
equivalent to define a new subset of operators {A†α, Aα}
in such a way that the Hamiltonian takes the form:
H =
∑
α
~ΩαA†αAα. (5)
The new operators are rather specific since they combines
degrees of freedom of both the system and the environ-
ment. Denoting by U the associated unitary canonical
transformation, we use the following convention A
†
α =
∑
i Uiα[S
†
i ⊗ 1E ] +
∑
ν Uνα[1S ⊗B†ν ]
Aα =
∑
i U
∗
iα[Si ⊗ 1E ] +
∑
ν U
∗
να[1S ⊗Bν ]
, (6)
and associate to them new vacuum |0α〉 defined through
the property Aα|0α〉 = 0. For compacity of notation,
we will write A†α =
∑
i UiαS
†
i +
∑
ν UναB
†
ν . The inverse
transformation to (6) are given by
S†i =
∑
α
U∗iαA
†
α, B
†
ν =
∑
α
U∗ναA
†
α. (7)
In the following, we will systematically use the notation
(i, j) for the system, (ν, µ) for the environment and (α, β)
for the new states that combines both subsystems.
Note that besides the Hamiltonian, the number of exci-
tation N in the total system, that is a constant of motion,
also takes a simple form:
N =
∑
i
S†i Si +
∑
ν
B†νBν =
∑
α
A†αAα. (8)
B. Information on system evolution
The introduction of new operators where the Hamil-
tonian takes a diagonal form gives directly access to the
dynamical evolution. Using the Heisenberg picture, the
evolutions of the new degrees of freedom simply read:
A†α(t) = e
iΩαtA†α(0), Aα(t) = e
−iΩαtAα(0)
Using the unitary transformation between the original
operators and {A†α}, one can directly get
S†i (t) =
∑
αk
U∗iαUjαe
iΩαtS†j (0) +
∑
ν
U∗iαUναe
iΩαtB†ν(0)
≡
∑
k
Mij(t)S
†
j (0) +
∑
ν
Miν(t)B
†
ν(0). (9)
3The M matrix introduced here contains all the informa-
tion about the system or environment evolution.
Let us, for instance, assume that the total initial den-
sity D(0) is separated as:
D(0) = DS(0)⊗DE(0) (10)
where DS (DE) are the initial system (environment) den-
sity matrix with Tr(DS/E). Note that more general total
density could be used if necessary.
We further assume that initially
〈S†i (0)Sj(0)〉 = Tr(S†i SjD(0)) = Tr(S†i SjDS(0)) = δijn0i
and similarly
〈B†ν(0)Bµ(0)〉 = δνµn0ν . (11)
Starting from Eq. (9), we directly get the compact
expression for the two-time correlation function
〈S†i (t)Sj(t′)〉 =
∑
k
M∗jk(t
′)n0kMik(t)
+
∑
ν
M∗jν(t
′)n0νMiν(t) (12)
that is often computed in open quantum systems to probe
the memory effects.
C. Discretization of environment
The present approach relies on the possibility to have
a discrete and finite environment. In the theory of open
quantum systems, a key quantity related to the non-
Markovian effects is the dissipative kernel K(t), that we
define here as
K(t) =
∑
ν
g2ν
~2ων
e−iωνt. (13)
Most often this expression is replaced by the integral such
that: ∑
ν
g2ν
~2ων
e−iωνt →
∫ +∞
0
ρ(ω)g2(ω)
~2ω
e−iωtdω, (14)
where ρ(ω) is the environment density of state and g(ω) is
the density-dependent coupling. Note that here it is im-
plicitly assumed that the environment has only positive
frequencies, i.e. ων ≥ 0. In practice, a special continu-
ous function is assumed for ρ(ω)g2(ω) = J(ω). A typical
example is the Lorentz-Drude spectral function
J(ω) =
g0
pi
ω
γ2
γ2 + ω2
, (15)
that leads to an exponentially decaying dissipative kernel
K(t) =
g0
2
γe−γt + i
g0
pi
γ2
∫ +∞
0
dω
sin(ωt)
γ2 + ω2
. (16)
Memory effect will then be important if γ is small, while
for γ → +∞ the Markovian limit is reached.
Most importantly, we see that the continuous limit
(Eq. (14)) is just the opposite situation as the one we
want to consider, i.e. an environment with a discretized
spectra. Therefore, to use the technique based on direct
diagonalization and to make connection with more stan-
dard approaches we need to invert the scheme depicted
in Eq. (14).
Let us consider a situation where the given spectral
function J(ω) is introduced. Because this only constrains
the product ρ(ω)g2(ω), there exists some flexibility in
fixing ρ(ω) and g(ω). Here, we assume that the envi-
ronment frequencies are uniformly distributed between 0
and a maximal frequency ωmax with:
ων = ∆ω(n+ 1/2), n = 0, · · · , Nmax (17)
With this convention, the spacing parameter ∆ω =
ωmax/(Nmax + 1/2).
Once the density of states is supposed to be constant
the coupling parameter is gν are automatically fixed by
imposing the proper continuous limit. This leads to the
discrete mapping of the coupling:
gν = ~
√
∆ωJ(ων). (18)
The present methodology, that consists in (i) discretiz-
ing the environment space and (ii) performing a direct
diagonalization of the discretized Hamiltonian, is the
essence of the DEM. In some simple situations, the dis-
cretized environment has been employed to obtain ana-
lytical expressions for the evolution [25–27], but as far
as we know it has not been directly applied as a direct
numerical approach to OQS.
In the limit of small spacing with infinitely small ∆ω
and infinitely large ωmax the approach is exact. Of
course, in practice, only finite size matrices can be di-
agonalized requiring both non-zero spacing and a finite
boundary for the highest frequency. The two parame-
ters (∆ω, ωmax) determine both the numerical accuracy
and the numerical effort of the approach. They should
be carefully chosen to describe properly a physical pro-
cess and in such a way that the number of states in the
environment Nmax is minimized. More precisely, ωmax
determines the time resolution ∆τ = 2pi/ωmax while ∆ω
defines the maximal time τmax = 2pi/∆ω over which the
calculation can be considered as accurate.
As an important remark, the present approach should
be greatly simplified if some physical cutoff exists on the
maximal energy for the states to be considered. Having
in mind the Lorentz-Drude spectral function, in physical
situations a system will interact with states in the vicinity
of its typical energy range determined by γ. The lower γ
is, the smaller ωmax could be taken. The Markovian limit
will be reached if γ is very large. Therefore, we anticipate
that the more the dynamics is non-Markovian, the easier
it will be to use the DEM approach. It is at variance
with other techniques that are usually simplified in the
Markovian limit.
4Independently on the γ value, a second physical cutoff
can be used that is figured out from Eq. (12). We see
indeed that a state in the environment has an effect on
the system only if its initial population n0ν is non negli-
gible. If the environment is a thermal bath, the number
of states needs to be considered depends on the temper-
ature T . In particular, if γ → +∞, only this effect will
allow to truncate the environment space in a reasonable
way. So, the second conclusion is that the DEM will be
easier to apply at lower temperature.
III. APPLICATIONS
A. Two-level system coupled to heat-bath
As a proof of the method accuracy, we consider the
special case where the system only contains one state as-
sociated to (S†0, S0) and with excitation energy ~Ω. The
system is considered to be coupled with a heat-bath at
various temperatures. This situation is actually similar
to the case of a two-level system that has been used in
Ref. [28, 29] to derive the exact master equation includ-
ing non-Markovian effects. Note that, the system fre-
quency is renormalized by a counter-term to avoid the
unwanted shift of the energy induced by the coupling [2].
The system frequency is set to:
~Ω′ = ~Ω +
∑
ν
g2ν
~2ων
. (19)
Both bosonic and fermionic system+environment are
considered. The fermionic or bosonic nature only enters
through the initial occupancies of the bath through:
n0ν(T ) =
1
exp
(
~ων
kBT
)
+ ε
, (20)
where ε = −1 (+1) for bosons (for fermions). We assume
that the spectral function is the Lorentz-Drude function
given by Eq. (15). In the following, we will use Ω, Ω−1,
and ~Ω as the units, respectively, for the frequencies,
time, and energies.
Before presenting the results obtained with the DEM,
it is interesting to illustrate the two contributions that
will lead to the natural cutoff in the bath frequencies.
Assuming a typical physical situation where the state is
coupled to a large set of bath states γ/Ω = 12 and mod-
erate temperature kBT/(~Ω) = 1, the occupation prob-
abilities for bosons or fermions as well as the function
J(ω)/(g0ω) are shown as a function of ω in Fig. 1. We
see that for not too high temperature, even if the spectral
function permits the coupling to high frequency states,
these states are not necessarily needed to be considered
due to the strong cut-off induced by their initial occu-
pancy. In particular, even if γ is rather large, a rather
small cutoff in the bath frequencies can be used. In prac-
tice, for kBT/(~Ω) ≤ 1, a cutoff frequency ωmax/Ω = 10
and 250 equidistant states insure a converged results.
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FIG. 1: (color online) Illustration of the cutoff induced by
the temperature. The quantity displayed here are J(ω)/(g0ω)
(solid line), n0ν(T ) for bosons (dotted line), and fermions
(dashed line) at γ/Ω = 12 and kBT/(~Ω) = 1.
In the following we compare the DEM results with the
those obtained using a more standard approach based
on the quantum Langevin equation where the environ-
ment dynamics is semi-analytically deduced using the
Laplace transform technique [30]. The latter approach
is exact under the condition that the imaginary part of
the memory kernel K(t) can be neglected. This assump-
tion is valid a priori for weak and intermediate coupling
g0. In Fig. 2, the two approaches are compared either
in the case of bosonic systems+bath (left) or fermionic
systems+bath (right). We see that in both cases, the two
approaches agrees very well with each other.
The present agreement completely validates the DEM. In
addition, the small number of states (Nmax = 250) to be
considered for the environment shows that the present
method can be numerically handled without any diffi-
culty.
B. Non-Markovian dynamics of three-level system
As a second proof of the DEM feasibility, we consider
a system formed by three levels coupled to a heat bath.
The three levels are denoted by |L〉, |0〉, and |U〉. The
labels ”L”, ”0” and ”U” stands here for lower, intermedi-
ate, and upper levels. The three levels have, respectively,
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FIG. 2: (color online) Results obtained in bosonic (left side) and fermionic (right side) systems+bath using the quantum
Langevin approach (circles) are compared to results with the DEM (lines) for different temperatures and coupling strengths.
The calculations are performed for γ/Ω = 12.
energies equal to −~ΩL, 0, and ~ΩU . We further intro-
duce the positive quantity ~Ω = ~(ΩU + ΩL)/2. In the
following, as in Ref. [24] we assume ~ΩU = ~ΩL = ~Ω.
Frequencies, energies and time will be given in terms of
Ω, ~Ω and Ω−1 units, respectively. This case corresponds
to the system considered in Ref. [24], where the non-
Markovian effects have been investigated at zero tem-
perature using the QSD. Here, we show that the DEM
approach can be applied without difficulty to the finite
temperature case. We introduce the two creation opera-
tors:
S†L = |L〉〈0|, S†U = |U〉〈0|.
The system+environment Hamiltonian is taken as:
H = ~Ω(S†USU − S†LSL) +
∑
ν
~ωνB†νBν
+
∑
ν
gν(SL + SU )⊗B†ν + H.c.. (21)
1. Influence of lower state
Compared to the previous two-level system case, the
presence of an additional lower state can significantly en-
rich the dynamics. For instance, considering the zero
temperature case and a uniformly spaced environment
with constant coupling gν = g and a spacing ∆ω, when
a single occupied state is coupled to the environment,
we expect a typical decay width Γ ' 2pig2/∆ω, leading
therefore to a reduction of the lifetime with increasing the
interaction. Now, when two occupied levels are coupled
to the same doorway states, the Dicke super-radiance ef-
fect can take place and leads to a reduction of the decay
width (increase of the lifetime) as the coupling strength
increases [31]. Here, we consider a slightly different situa-
tion where the coupling is not uniform but, as previously,
imposed by the spectral function given in Eq. (15). Since
the bath only has positive frequencies ~ω > 0, the sym-
metry between the lower and upper levels with respect
to the ground state energy is broken due to the coupling
to the environment.
As an illustration of (i) the evolution of such 3-level
system, (ii) the symmetry breaking, and (iii) the effect of
the additional lower state compared to the 2-level system
case, the evolution obtained with the DEM and different
coupling strengths are shown in Fig. 3 at kBT/~Ω = 1.0.
In this figure, both lower and upper states are assumed
to be initially unoccupied. In all cases, the evolution of
the upper state is compared to the 2-level system case of
previous section. In the weak coupling regime g0 = 0.001
(not shown), the dynamic of the upper level obtained in
the 2- and 3-levels systems coincide. However, as can
be seen from Fig. 3 when g0 increases, the presence of
an additional level at lower energy significantly affects
the evolution. A marked reduction of the asymptotic
occupation of the upper level is observed. It is worth
mentioning that in the 2-level case, the asymptotic occu-
pation essentially reflects the statistical bosonic character
of the bath that imposes its temperature to the system
(see Ref. [30]). Here, significant deviation from this pic-
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FIG. 3: (color online) Evolution of the upper (dashed line)
and lower level (solid line) occupation probabilities in the
3-level system coupled to a bosonic bath for the coupling
strengths g0 = 0.1 (a) and 0.5 (b). Both levels are assumed
to be initially unoccupied, nU (t0) = nL(t0) = 0. In all cases,
kBT/~Ω = 1.0 and γ/Ω = 12. The 2-level system case pre-
sented in previous section where the excited state is initially
unoccupied is also shown as a reference (dotted line).
ture is seen. The asymptotic limit modification is also
accompanied by the appearance of coherent oscillations
between the lower and upper level that could be under-
stood as an indirect coupling of the |U〉 and |L〉 levels
through the heat-bath.
The dynamics towards equilibrium is rather complex
and no general rules can be figured out. For instance,
we see that at g0 = 0.1 (panel (a) of Fig. 3) for very
short time the two levels evolves together and then sep-
arates from each others towards different asymptotics.
Comparing with the 2-level case, we clearly see that the
decay time increases due to the effect of the indirect cou-
pling through the heat-bath, as could be expected from
the Dicke super-radiance effects. As g0 increases (panel
(b) of Fig. 3), the transition time to equilibrium of the
upper level increases due to the extra oscillations that
appeared. We see that the occupation of the lowest level
first follows the 2-level system case and then suddenly
deviates from it.
2. Three-level system dynamics in strong non-Markovian
limit
In previous applications, the results have been ob-
tained for rather large γ/Ω values where the memory
function, Eq. (16), decays rapidly. As γ decreases, the
evolution is anticipated to be more and more affected
by the time-nonlocal nature of the system+environment
evolution. As noted above, smaller γ values can be easily
described by the DEM method since it leads to a second
natural cutoff in the oscillator frequencies to be consid-
ered.
Having in mind the picture in Fig. 1, it is actually
anticipated that the physics towards equilibrium will en-
counter a transition between two limits. At (~γ/kBT )
1, that is the situations considered previously, the num-
ber of doorway states is essentially restricted by ini-
tial thermal occupations. When (~γ/kBT )  1, the
small width of the spectral function around zero fre-
quency will significantly cut the decay channel phase-
space and largely influence the evolution. Empirically,
we have found that the decay properties are unchanged
from (~γ/kBT ) = 12 down to (~γ/kBT ) ' 2 and starts
to be modified for lower values of γ, as the system enters
the strongly non-Markovian regime.
0.0
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FIG. 4: (color online) Evolution of the upper level occupation
probability in the 3-level system coupled to a bosonic bath for
two different temperatures (a) T/~Ω = 0.1 and (b) T/~Ω =
1.0. Both upper and lower levels are initially unoccupied,
nU (t0) = nL(t0) = 0. In both panels, the different curves
corresponds to different γ/Ω values: 0.5 (dashed line) and 2.0
(solid curve). In all cases, the coupling strength g0 is set to
0.1.
In the DEM, the total system is treated and one can
formally take any γ. In Figs. 4 and 5, where the upper
level is either assumed to be initially unoccupied or occu-
pied while the lower level is always unoccupied, the effect
of reducing γ value is illustrated for two different temper-
atures. In general, it is seen that memory effects strongly
influences the system dynamics. The transition time to-
wards equilibrium increases compared to the Markovian
limit.
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FIG. 5: (color online) The same as figure 4 except that the
upper level is initially occupied nU (t0) = 1 while nL(t0) = 0.
IV. CONCLUSION
A direct approach is presented to treat a class of sys-
tem+environment Hamiltonian exactly. The approach,
called Discretized Environment Method, relies on the
possibility to accurately discretize the environment into a
limited set of states able to mimic the complexity stem-
ming from both the coupling between the system and
the environment on one side and the large density of
state of the environment on the other side. It is antic-
ipated that the approach is particularly accurate in the
low temperature and strongly non-Markovian limit. The
DEM is illustrated in the case of 2-level system coupled
to a bosonic or fermionic heat-bath and is compared to
the quantum Langevin approach based on Laplace trans-
form method where an exact solution can be obtained
analytically. A perfect agreement is found between both
approach, giving evidence that DEM can be a valuable
tool to treat the open quantum systems. A second illus-
tration is given through the case of a three-level system
coupled to the heat-bath both in the almost Markovian
and strongly non-Markovian regimes.
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