Global 3D simulations of solar giant-cell convection have provided significant insight into the processes which yield the Sun's observed differential rotation and cyclic dynamo action. However, as we move to higher resolution simulations a variety of codes have encountered what has been termed the convection conundrum. As these simulations increase in resolution and hence the level of turbulence achieved, they tend to produce weak or even anti-solar differential rotation patterns associated with a weak rotational influence (high Rossby number) due to large convective velocities. One potential culprit for this convection conundrum is the upper boundary condition applied in most simulations which is generally impenetrable. Here we present an alternative stochastic plume boundary condition which imposes small-scale convective plumes designed to mimic near-surface convective downflows, thus allowing convection to carry the majority of the outward solar energy flux up to and through our simulated upper boundary. The use of a plume boundary condition leads to significant changes in the convective driving realized in the simulated domain and thus to the convective energy transport, the dominant scale of the convective enthalpy flux, and the relative strength of the strongest downflows, the downflow network, and the convective upflows. These changes are present even far from the upper boundary layer. Additionally, we demonstrate that in spite of significant changes, giant cell morphology in the convective patterns is still achieved with self-organization of the imposed boundary plumes into downflow lanes, cellular patterns, and even rotationally-aligned banana cells in equatorial regions. This plume boundary presents an alternative pathway for 3D global convection simulations where driving is non-local and may provide a new approach towards addressing the convection conundrum.
DEEP SOLAR CONVECTION
Guided by both theoretical and observational arguments, we seek to explore the effect of a stochastic plume boundary condition in global solar convection simulations. Past global convective models have generally used impenetrable upper boundary conditions both for numerical simplicity and because of the impressive triumphs of such models in reproducing solar differential rotation (Brun & Toomre 2002a; Miesch et al. 2006; Gastine et al. 2014; Fan & Fang 2014; Karak et al. 2015) , exploring the strength, topology, and variability of dynamo action (Browning et al. 2006; Brown et al. 2010; Racine et al. 2011; Guerrero & Käpylä 2011; Gastine et al. 2012; Nelson & Miesch 2014) , and the nature of the deep meridional circulation (Featherstone & Miesch 2015a; Passos et al. 2015; Hotta et al. 2015) . These successes have all been achieved for simulations that not only do not treat the near-surface layers and the granular and supergranular scales of convection that reside there, but that also do not consider the effects of near-surface flows on the dynamics of the deeper, global-scale convection other than the transport of the solar luminosity. Here we present an alternative implementation of the impact of near surface convection on giant-cell convection in a 3D global solar simulation.
One of the touchstones of global solar convective simulations has been the reproduction of solar-like differential rotation. Simulations maintain solar-like rotational constraints on their convective flows by balancing their inertial and Coriolis forces. In order to achieve the needed strong rotational constraints, modelers have often found it necessary to artificially enhance the dissipation, decrease the luminosity, or increase the rotation rate of their simulations, and thus maintain the fast-equator, slow-pole pattern of differential rotation observed in the Sun. In addition to the clear problems this presents for models which seek to understand the solar differential rotation, this points to a larger question of why global convection models appear to be incorrectly simulating aspects of giant cell convection such as the amplitudes and scales of giant-cell convection, particularly for the highest levels of resolution current possible (O'Mara et al. 2016) .
In this paper we will explore a new upper boundary condition which may provide a pathway towards highlyturbulent solar-like simulations which incorporate additional effects from near-surface convection and produce significantly different giant cell convective flows. These flows are capable of achieving solar-like differential rotation, even at high resolution, using the solar rotation rate and luminosity. We will show that the use of a stochastic plume boundary condition designed to mimic nearsurface convective downflows can substantially alter the resulting giant cell convection by changing the nature of the convective driving, shifting the scales at which the solar enthalpy flux is transported, and altering the relative contribution of upflows and downflows. Further, we will show that this can be done while still producing convec-tive giant cells through plume self-organization and that the resulting flows achieve a higher level of rotational constraint than a comparable simulation with an impenetrable upper boundary. This bodes well for generating the solar differential rotation, which is thought to arise from the Coriolis-induced Reynolds stress arising from such rotationally-constrained giant cells (Miesch 2005 ).
Observational Constraints on Near-Surface and
Deep Convection Solar convection has long been divided into several distinct spatial scales, including granulation, supergranulation, and giant cell convection (Nordlund et al. 2009; Rieutord & Rincon 2010; Rincon et al. 2016) . Granular and supergranular convection dominate the near-surface velocity field and have long been observable through direct imaging in the case of granules, and through local helioseismology in the case of supergranules (Gizon & Birch 2005) . Both are also clearly seen in the power spectrum of solar surface velocities (Hathaway et al. 2015) . Granulation's characteristic scale of about 1 Mm is the result of rapid radiative cooling at the photosphere. Supergranulation's origin as a preferred scale of convection on the order to 30 Mm is less clear (see Rast 2003; Rieutord & Rincon 2010; Featherstone & Hindman 2016a; Rincon et al. 2016) . While the both the direction and the existence of a casual connection is debated, supergranules extend to about the same depth as the near-surface shear layer. Together these near-surface convective motions fill roughly the outer 5% of the solar interior by radius.
Giant cell convection is here used as the generic term for the flows responsible for transporting angular momentum and energy between the base of the convection zone near 0.72R and 0.95R . It is likely not a preferred scale in the same sense as either granulation or supergranulation. Giant cell convection may instead peak at a scale which varies continuously with depth. Furthermore giant cell convection likely influences and is influenced by supergranualar flows in the near-surface layers. The giant cell convection is thought to be largely responsible for the global solar dynamo, the generation of sunspots, and the 22-year solar magnetic cycle (Miesch & Toomre 2009; Charbonneau 2010) .
Giant cell convection has proven far more elusive to observations than its near-surface counterparts, but recent measurements have begun to constrain its scale and amplitude. The first observational constraint put forward by (Hanasoge et al. 2010 ) used local helioseismic measurements to place an upper limit on the expected large-scale motions of giant cells to amplitudes of about 10 m/s per spherical harmonic mode. Subsequent work tightened these upper limits to about 1 m/s at a depth of about 0.96R (Hanasoge et al. 2012) . Meanwhile, (Hathaway et al. 2013 ) used supergranulation tracking to detect giant cell flows with rough velocity estimates of about 20 m/s on scales of about 200 Mm or spherical harmonic degree ≈ 20 though the depth of this measurement was somewhat uncertain. Another detection of giant cells at a scale of about 125 Mm via a derivative of photospheric magnetic field data was reported by (McIntosh et al. 2014) . Most recently (Greer et al. 2015) have presented an independent analysis of local helioseismic data claiming a detection of convection flow amplitudes of about 80 m/s at 0.96R (see also Greer et al. 2016a,b) The disagreement of nearly two orders of magnitude between the various observational inferences is as of yet unresolved. However, once sorted out they should provide valuable observational constraints for modelers of deep solar convection.
Advances in Modeling Solar Convection
In concert with the advances in observations of giant cell convection, modeling efforts have undergone rapid advances as well. Beginning with the work of Gilman (1983) and Glatzmaier (1985) , 3D global convection simulations have progressed with roughly the same exponential growth as modern computers. Of special relevance to this work are the studies of convection and differential rotation. Brun & Toomre (2002b) investigated the dependence of simulation parameters such as Prandtl and Reynolds number on the resulting differential rotation produced by simulations with on the order of 2 × 10 6 grid points. Miesch et al. (2006) showed that the application of a weak latitudinal entropy gradient on the lower boundary could move the differential rotation from cylindrical to more conical contours, in better agreement with helioseismic measurements (Howe 2009 ). Miesch et al. (2008) further explored the nature of giant cell convection as much higher levels of resolution with over 5 × 10 8 grid points, however at this resolution a troubling development was noticed. The high resolution, highly turbulent model showed a reduction in the differential rotation contrast in latitude of more than 50% compared to the much lower resolution version of Brun & Toomre (2002b) .
This puzzling trend of higher Rayleigh-number simulations producing weaker differential rotation profiles was recently explored by Gastine et al. (2013a) who showed that the transition from strong, solar-like differential rotation through weak differential rotation to anti-solar behavior with rapidly rotating poles and a slowly rotating equator can be addressed simply in terms of the Rossby number, or the ratio of inertial forces to the Coriolis force. Gastine et al. (2013b) showed this primarily by modifying the Coriolis forces by changing the bulk rotation rate. Featherstone & Miesch (2015a) produced similar conclusions by modifying the convection and therefore the inertial forces. Such sensitivities have come to be loosely called the 'convection conundrum'. There are some indications that magnetic fields may modify the transition point between solar and anti-solar differential rotation (e.g., Fan & Fang 2014; Mabuchi et al. 2015; Karak et al. 2015; Fan & Fang 2016) . The need for solar-like simulations to require low Rossby numbers has been expressed in a theoretical argument by Miesch et al. (2012) .
The dependence of differential rotation on the Rossby number given by
where U and L are the characteristic velocity and length scales, respectively, and Ω is the bulk angular velocity of the star. Thus if Ω is set to the solar value and a simulation does not achieve a solar-like low Rossby number, this can only indicate that the simulated giant cell convection is too small, too fast, or both. This understanding of the essential role of rotational constraint allows the use of differential rotation as a diagnostic of the convective dy-namics at play. The simulation with weak differential rotation of Miesch et al. (2008) used the same bulk rotation rate, and hence we might expect the Corilois force, denominator in the Rossby number, to be roughly solarlike. The departure from solar behavior must then be the result of a change in the inertial forces, particularly those at the large spatial scales responsible for the transport of angular momentum. Global-scale convection simulations with solar-like stratification are limited by computational resources to regions well-below the solar photosphere, as the nearsurface layers require very high spatial and temporal resolution in addition to additional physics such as full compressibility, a detailed equation of state, and full radiative transfer. Thus global convection models generally are restricted to depths below 0.98R and use an impenetrable condition on their upper and lower boundaries in which u r = 0. One alternative to this formulation is the use of a modified stratification where an extended layer of convectively stable stratification is added to the top of a global model. Warnecke et al. (2016) have founnd that this formulation results in a further weakening of differential rotation, thus exacerbating the 'convection conundrum' further.
In simulations of giant-cell solar convection, the solar luminosity is introduced into the domain through a physically-accurate radiative flux at the base of the simulation. This flux is taken from solar structure models and is strongly supported by global helioseismic measurements (Christensen-Dalsgaard et al. 1996) . In simulations that follow the solar stratification energy must leave the top of the domain via thermal diffusion. In this manner our hydrodynamic simulations resemble a spherical variant of the classic Rayleigh-Benard convection problem which has been studied through theory, simulations, and experiments for close to 90 years (Chandrasekhar 1961; Getling 1998). The major difference is that in Rayleigh-Benard convection the overall heat flux through the horizontal layer is determined by how the convective flows respond to the boundary layers formed at the upper and lower walls, which are typically maintained at fixed temperatures. Thus in Rayleigh-Bernard convection the convection itself determines the heat flux. In global convective simulations of sun-like stars we demand that a fixed luminosity enter the system at the lower boundary and that the same fixed luminosity exit the system through the upper boundary.
The primary dimensionless parameter that measures convective driving is the Rayleigh number. The Rayleigh number can be defined either as an input to the simulation (e.g., Featherstone & Hindman 2016a) or as an output of the simulation (e.g, Featherstone & Miesch 2015a; Warnecke et al. 2016; Yadav et al. 2016) . Here let us consider a Rayleigh number based on the output of our simulations, given by
In this formulation Ra is proportional to the entropy difference −∆S and inversely proportional to each of the diffusion coefficients ν and κ. If we want to drive a more turbulent system by lowering ν and κ, we should get a correspondingly higher value of the Rayleigh number.
We demand that thermal diffusion carry a solar luminosity out of the top of our domain. This provides an additional constraint on ∂S/∂r at the upper boundary such that
and thus ∂S/∂r ∝ κ −1 . Further ∆S ∝ w b (∂S/∂r) where w b is the width of the boundary layer. By lowering κ Featherstone & Hindman (2016b) also find there is a nonlinear feedback that yields a narrower upper boundary layer with w b ∝ κ 1/2 . Combining all these effects yields a Rayliegh number that is proportional to κ −3/2 ν −1 . Using an alternate, input-based definition of the Rayleigh number Featherstone & Hindman (2016b) and O'Mara et al. (2016) found that what they term a flux Rayleigh number for these systems is proportional to κ −2 ν −1 . A real physical system such as the solar convection zone would not experience this additional increase in Rayleigh number as it does not rely on a diffusive boundary layer to transport energy. In practice this effect was not significant for the moderate levels of turbulence achieved in previous simulations. However, as resolution has increased the narrowing of the diffusive upper boundary layer has led to a different scaling of the Rayleigh number. These over-driven flows do not feel the proper level of rotational influence and therefore fail to reproduce solar-like differential rotation.
Given such theoretical challenges, we seek here to explore the effects of a change in the treatment of our upper boundary condition. Specifically, we impose small, shortlived downflow plumes designed to mimic the strongest downflows from supergranular flows which permit our simulation to carry the solar luminosity without forcing a strong diffusive boundary layer at the top of our domain.
COMPUTATIONAL METHODS
We present a series of numerical simulations using the Anelastic Spherical Harmonic (ASH) code (Clune et al. 1999; Featherstone & Miesch 2015a) . ASH solves the compressible equations of hydrodynamics under the anelastic approximation which removes acoustic waves and assumes small perturbations about a background state derived from a stellar structure model (Gough 1969) . Here we will restrict ourselves to models spanning the solar convection zone where the stratification is nearly adiabatic. ASH decomposes the thermodynamic variables into radially varying (spherically symmetric) reference quantities which describe the solar stratification, denoted by overbars, and perturbations around those reference quantities which are functions of all three directions and time. In this work we use a reference state from a 1D stellar structure model designed to match helioseismic measurements (see Howe 2009 ). While the reference state is purely adiabatic and constant in time, the perturbations develop a mean entropy gradient which is allowed to evolve.
The anelastic equations used in ASH in this work are described by Featherstone & Miesch (2015b) . Of special note are the standard close-boundary simulations use the impenetrable, stress free boundary conditions given by
at both the top and bottom of the domain, along with a constant radial entropy gradient ∂S/∂r = 0 at the bottom and a constant entropy S = 0 at the top. These boundary conditions provide a well-studied set of equations with favorable properties such as conservation of both linear and angular momentum both globally and locally on the boundaries. Semi-open boundary conditions are those which are designed to be as open as possible while using minimally invasive techniques to preserve global conservation properties. This may be accomplished using an open boundary condition on the velocity fields while imposing pressure gradients at the boundary to regulate the balance between upflows and downflows, or by applying a volumetric forcing near the boundary to counteract the net fluxes through the boundary. Semi-open boundaries have been used in several codes designed for near-surface solar convection, including MuRAM (Rempel et al. 2009; Cheung et al. 2010) , Stagger (Trampedach & Stein 2011) , and CSS (Augustson et al. 2011) . In these codes the bottom boundary condition is open rather than the upper boundary as we are considering for ASH. As the strongest driving in solar and stellar convection is generally believed to occur at the photosphere, opening the lower boundary in a near-surface model may be less problematic than opening the upper boundary in a global convective model. Additionally these are all finite difference codes. Stagger, for example, applies open boundary conditions on outflows but imposes flows and thermodynamic fields on inflows in order to preserve the global conservation of momentum and mass, as well as the solar energy flux (Trampedach & Stein 2011) .
The final category of open boundary conditions is what we term permeable boundary conditions. These models impose flows through their boundaries in a specified way. They may be constant in time or they may vary. A permeable boundary permits flows to enter or exit the domain, but only in a specified manner. Permeable boundaries can easily control the fluxes of conserved quantities since the fluxes are specified with the boundary condition.
Our plume boundary condition in ASH is composed of three permeable boundary conditions and one semi-open condition. In ASH we impose small-scale plumes of radial velocity and entropy as a time-dependent boundary condition. We also impose a condition on the opening angle of the plumes in order to mitigate pressure perturbations. Finally we impose a semi-open boundary condition designed to permit the internal dynamics of the simulation to set the differential rotation profile on the boundary and use a volumetric torque on the near-boundary lay- Note.
-Plume boundary parameters used where V is the peak downflow velocity, E is the peak entropy perturbation, δ is the plume's angular radius, τ is the plume lifetime, and θp and φp give the coordinate location of the center of the plume on the outer boundary. Also given is the plume width given by δRtop in Mm for ease of comparison. Correlations are expressed with respect to V.
ers to enforce conservation of angular momentum. The details of our plume boundary condition are described in Appendix A.
Our plume boundary conditions can in principle be used to impose any number of plumes with any range of sizes, positions, and intensities in their downward (or upward) velocities and entropy deficits (or excesses). In practice our choices are limited by (a) the resolution of our simulation, (b) the desire to transport a specified luminosity through the boundary, and (c) our limited knowledge of plume dynamics at 0.98r . For case P we choose to use 400 plumes on the 90
• wedge, which is equivalent to 1600 plumes over the full spherical surface. The number of plumes is fixed in time such that when a plume expires it is immediately replaced with a new randomly generated plume at a new location with new properties. Each of our 400 plumes require six parameters, namely the peak downflow velocity V, the peak entropy perturbation E, the angular radius δ, the plume lifetime τ , and the plume center [θ p , φ p ]. This gives a a total of 2400 parameters to choose. The choice of V and E are globally constrained such that we transport the one solar luminosity per spherical shell in enthalpy flux at the outer boundary. Correlations between some of these parameters for a given plume could be expected. For example, one might expect faster plumes to be larger in size, or smaller plumes to have shorter lifetimes. We chose to correlate the velocity amplitude, entropy amplitude, plume width, and plume lifetime. Thus each plume is randomly assigned each of the six parameters from a specified range with the given correlations. In addition, we choose to advect longitudinal position of the plume centers φ p with the axisymmetric component of the longitudinal velocity. Table 1 lists the range of values, units, and correlation with respect to the velocity amplitude used in case P. For each new plume, whether at the start of the simulation or when a plume is reinitialized after exceeding its assign lifetime, all six parameters are randomly reassigned. The location of the new plume is chosen such that the plume has a uniform probability of appearing at any location on the outer boundary. The amplitude of the velocity perturbation V is chosen from a uniform random distribution in the range specified. All other variables are chosen randomly from a distribution that is, on average, correlated at the specified level with V. Here we have chosen an arbitrary correlation coefficient of 0.5 between a plume's velocity amplitude and its entropy amplitude, lifetime, and size, however we anticipate near-surface models may be able to provide more realistic choices in the future. Note that this correlation is not a spatial correlation, but rather a correlation over the parameters of the 400 imposed plumes. The value ranges for velocity and entropy perturbation are essentially unconstrained by the numerical properties of our simulations, however the value ranges for plume size and lifetime are here chosen to be as small as permitted given our simulation resolution and time step, as the plumes must be well-resolved both spatially and temporally for numerical stability. In addition, we are constrained by the potential accumulation of pressure perturbations excited by discontinuities in the pressure field due to our plumes. In our formulation, the pressure field is implicitly specified by the radial velocity and its first, second, and third derivatives. Instead of over-specifying our system with additional boundary conditions, we choose instead to allow our plumes to enter the domain out of pressure equilibrium with their surroundings. Within our anelastic framework that does not permit acoustic waves, the resulting pressure perturbations can only be dissipated by coupling to thermal and viscous diffusion or driving bulk flows.
It is important to note that the plumes used in the simulations reported here are as small and short-lived as computationally feasible, but they are still considerably longer-lived and larger in scale than suggested by near-surface models and helioseismic data. Our plume structures are designed to mimic strong downflows at the interstices of supergranular downflow lanes. They have a mean physical radius of over 68 Mm and a mean lifetime of 15 days. Observational data suggests that supergranules have diameters and lifetimes on the order of 30 Mm and 1.5 days, respectively (Rieutord & Rincon 2010) . While our plumes are likely still too large and long-lived, there is a clear trend towards longer lifetimes and increased spatial scales at greater depth (Spruit et al. 1990 ). We anticipate further study at even higher resolution in order to explore the effects of even smaller and shorter-lived plumes than those considered in this work. Figure 1 shows snapshots of the velocity, pressure, and entropy fields applied at the same instant for case P. While all plumes have the same shape, plume locations are uniformly random on the spherical surface and any overlap between plumes is additive, leading to the surface shown in radial velocity and entropy. The pressure field is implicitly influenced by our choice of the plume convergence parameter, however generally cool downflows are seen to correlate with low pressure regions. The horizontal components of velocity show strong variability, with u φ in particular showing strong influence from the interior of the simulation domain. The longitudinal velocity in particular develops strong polar vortices, to which we will return in our discussion of angular momentum conservation.
Angular Momentum and Differential Rotation
The use of impenetrable, stress-free boundary conditions in case C1, C2, and C3 automatically provides for the conservation of angular momentum both locally and globally. The radial flux of angular momentum at the boundary is given by
Clearly, if u r = ∂/∂r (u φ /r) = 0 as in cases C1, C2, and C3, the radial angular momentum flux is identically zero at each point on the boundary. If not this flux produces a net torque τ B given by
The use of the plume boundary conditions described above does not assure either local or global conservation of angular momentum, allowing the system to spin up or spin down over time. In practice, the plume boundary condition can yield net fluxes of up to 5% of the total angular momentum in the convection zone per year. This radial flux is generally outward, leading to a net loss of angular momentum relative to a non-rotating frame of reference. For simulations which can require several simulated years to equilibrate, this change of the global angular momentum is unacceptable and must therefore be mitigated somehow. We choose to do so using a volumetric torque applied to counteract the torque applied by the flows crossing the upper boundary. We chose this 
where C 1 and C 2 are coefficients chosen to match the time-averaged latitudinal profile of of the flow, and ∆ τ is here chosen to be 18.3 Mm or one-tenth of the radial extent of the domain. Note that the radial portion of τ C integrates to one. At each time step we preform a Levenberg-Marquardt least-squares fit of τ B to the function C 1 sin θ + C 2 sin 2 θ. The coefficients C 1 and C 2 are then updated by C n (t i ) = C n (t i−1 )+C n /t τ , where we have chosen t τ = 90 days or six times the average plume lifetime. This avoids instability due to sharp variations in τ B as plume configurations change. This does not, however, assure instantaneous global conservation of angular momentum. In practice the global angular momentum of the system L Tot can wander away from the initial value. We limit those changes to less than 0.1% of the total angular momentum of the convection zone in a non-rotating frame. The latitudinal coefficients are "nudged" upward or downward by 1% each timestep when the total deviation in global angular momentum is greater than 0.1%. This nudging alters the corrective torque, and thus the time rate of change of the global angular momentum. This tends to cause L Tot to vary between 0.999L CZ and 1.001L CZ rapidly at the beginning of the simulation and then to see the variation period steadily increase as the simulation finds a steady-state.
Our choice of function form for τ C is motivated by both a theoretical and a practical consideration. It can be reasonably expected that strong downflows from nearsurface regions will experience significant deflection by Note. -Computational and fluid parameters for all simulations. The computational resolution is given by the number of radial, latitudinal, and longitudinal grid points (Nr, N θ , and N φ , respectively), and the maximum spherical harmonic degree max. All simulations rotate at the bulk solar rotation rate of 2.6 × 10 −6 rad. s −1 . All simulations have inner radius r bot = 5.00 × 10 10 cm and outer radius of rtop = 6.83 × 10 10 cm, with L = (rtop − r bot ) = 1.83 × 10 10 cm the thickness of the spherical shell. The total simulation time ttot and the convective timescale (tconv = L/urms) are given in days. The Rayleigh number Ra = (−∂ρ/∂S)∆S gL 3 /ρνκ uses the entropy difference between the upper and lower boundaries ∆S (which is determined by the convection) and the diffusion coefficients ν and κ at mid-convection zone. Evaluated at 0.85R are the RMS Reynolds number Re = urmsL/ν, the Peclet number Pe = RePr, the Rossby number Ro = ω/2Ω 0 where ω is the RMS vorticity, and the convective Rossby number Roc = (Ra/Ta Pr) 1/2 . Here urms is based on the fluctuating velocity u , which has the axisymmetric component removed. For all simulations, the Prandtl number Pr = ν/κ is 0.25. The viscosity ν is quoted at mid-depth (in units of 10 11 cm 2 s −1 ). Fig. 3 .-Time-averaged differential rotation profiles for cases C1, C2, C3, and P. Cases with closed boundaries move from solar-like differential rotation to anti-solar behavior as the diffusive upper boundary layer becomes progressively thinner. Case P, however, has solarlike behavior at the same resolution as case C3. Despite the overall solar-like behavior, case P shows evidence of the mismatch between the corrective torque and the unconstrained flux of angular momentum through the outer boundary, notably in the polar vortices and the negative radial gradient at the equator.
the Coriolis force, leading to a net inward transport of angular momentum at low-latitudes Miesch & Hindman (2011) . Our plumes are essentially radially directed, so the corrective torque is designed to capture this effect. Additionally we expect the Sun's angular momentum distribution to be in an essentially steady state such that there should be very little net flux through any horizontal surface. This is achieved for ASH simulations with a closed upper boundary condition, reinforcing our expectation. Without a corrective torque, however, we find that our models exhibit a non-trivial net flux of angular momentum which persists over at least hundreds of convective timescales, resulting in an ever-increasing deficit or excess of angular momentum as the simulation evolves. By contrast simulations using the corrective torque approach a statistically stationary state. In case P the net flux of angular momentum time averaged over 100 days was 0.00049L CZ per year after 2000 days of temporal evolution. All analysis presented in this paper is conducted once this stationary state had been achieved.
Though the form of the applied torque may capture some realistic aspects of the coupling between the deep convection zone and the surface layers, we acknowledge that it is artificial. For that reason we focus mainly on the nature of the convective heat transport in these simulations, as opposed to the differential rotation profile that is ultimately achieved. Figure 2 shows the behavior of τ B and τ C over a long time-average of 742 days after the differential rotation profile of case P had settled into a steady state. The units plotted are given in the total initial angular momentum of the convection zone L CZ per year. Even averaging over approximately 50 generations of plumes, τ B is still somewhat noisy, however it does show a roughly symmetrical shape about the equator with local minima at about 60
• and at the equator. This mismatch between the torque due to angular momentum losses and the corrective torque produces significant latitudinal redistribution of angular momentum by speeding up the mid-latitudes while slowing down the polar and equatorial regions.
While our choice of latitudinal profile for τ C is at least reasonable under considerations from near-surface models, we cannot rule out other possible torque profiles. The response of our simulation to the corrective torque profile seems to indicate a possible dependence on higher powers of sin θ. In addition our choice of mass-conserving plumes uniformly distributed over the boundary does not permit a meridional circulation through our outer boundary, which likely plays a significant role in the Sun. Thus this boundary treatment should be regarded as a demonstration of the existence of a potentially useful, albeit non-unique, stochastic boundary condition.
Overview of Simulations
To study the effects of our plume boundary formulation, we present four ASH simulations. Table 2 presents some relevant computational and nondimensional parameters for these simulations. All four cases extend from 0.72 to 0.983R using a realistic solar stratification covering five density scale heights between the upper and lower boundary. To minimize computational expense, all four simulations are conducted in a 90
• wedge with periodic boundaries in longitude. Cases C1, C2, and C3 use a standard closed upper boundary condition. Case C1 is chosen to mimic case AB2 of Miesch et al. (2006) but with approximately two additional density scale heights. Case C2 is identical to case C1 but with a reduction in viscosity and thermal diffusivity, and corresponding increase in resolution, by a factor of two. Case C3 is identical to case C2 except for an additional reduction in viscosity and thermal diffusivity by a factor of two, along with a corresponding increase in resolution. Case P is identical to case C3 in every respect expect for the upper boundary condition, which is the plume boundary condition described above.
Examining the non-dimensional parameters reported in Table 2 a few trends emerge. First, there is generally a strong increase in the Rayleigh number moving from case C1 to case C3, as would be expected, however case P which has the same diffusion coefficents as case C3 shows a significant decrease in the Rayleigh number due to dramatic decrease in ∆S in the upper boundary layer and throughout the convection zone. This trend is echoed in the convective Rossby number, however the Rossby number based on the ratio of convective and global vorticities shows equally low levels of rotational constraint for cases C3 and P. The Reynolds number also shows a clear trend with the viscosity even when the plume boundary condition is considered. Table 3 shows the volume-averaged components of the kinetic energy in each of the four simulations. We decompose the kinetic energy of the simulation into three components: differential rotation kinetic energy (DRKE), meridional circulation kinetic energy (MCKE), and convective kinetic energy (CKE), which sum to the total Note. -For each case TKE gives the total kinetic energy averaged over the simulated volume and in time, DRKE gives the time-averaged kinetic energy in the axisymmetric differential rotation, MCKE gives the time-averaged kinetic energy in the axisymmetric meridional circulation, and CKE gives the remaining kinetic energy in the domain. All kinetic energies are given in units of 10 5 erg cm −3 . The time-averaged differential rotation measured at the outer boundary of the simulations between the equator and ±60 • latitude ∆Ω 60 with negative values indicating anti-solar differential rotation is given in units of nHz.
kinetic energy. We define these as
where angle brackets denote longitudinal averages. Figure 3 shows the time-averaged differential rotation profiles for all four cases. All four cases here show polar vortices of either extremely rapid or extremely slow rotation. This is largely due to our use of four-fold periodic domains in longitude, which in ASH extend all the way to the pole but do not permit flows to cross the poles. The inability of periodic models to resolve flows over the poles results in anomalous accelerations or decelerations which then cause a roughly 10
• region (25 • in case P) in latitude to effectively decouple from the rest of the domain. Previous work has shown that high-speed vortices can occur in closed boundary simulations using periodic symmetry (see Miesch et al. 2006) . The anomalously slow polar vorticies in case P are likely also related to the net negative torque applied by our treatment of angular momentum in the plume boundary model at high latitudes.
Case C1, like case AB2 of Miesch et al. (2006) , yields strong solar like differential rotation. Case C2 sees a weakening of that profile while case C3 has instead created a strong anti-solar profile. Case P, which is identical to case C3 except for the plume boundary condition, returns to a solar-like differential rotation but with irregularities which can be attributed to the mismatches in the latitudinal profiles of τ B and τ C . Specifically, case P shows very slow poles (≈ 100 nHz) and a negative radial gradient of Ω at the equator due to the net torque on the boundary there being negative, while the midlatitudes are artificially accelerated. It is possible that these irregularities may be corrected by using a higherorder polynomial in sin θ for the latitudinal dependence of τ C . In spite of the latitudinal redistribution of angular momentum caused by the boundary, it is encouraging that case P builds a strong solar-like differential rotation at high resolution.
We caution that with significant imposed torques from both the plume boundary condition and the corrective volumetric torque, it is difficult to assess the differential rotation profile of this simulation. With this novel plume boundary condition we have achieved solar-like differential rotation with the full solar luminosity at the solar rotation rate at a Reynolds number far beyond those in previous ASH simulations, but our treatment of angular momentum is not self-consistent and includes effectively non-local transport. It is encouraging but far from conclusive that this solar-like differential rotation is maintained in spite of our net torque removing angular momentum at the equator and poles, and adding it at mid-latitudes. In future work we hope to create ASH simulations coupled with near-surface models which can self-consistently treat the flux of angular momentum both into and out of the spherical shell considered here.
MODIFICATION OF CONVECTIVE ENERGY TRANSPORT
It has long been known that boundary layers play a key role in convective energy transport through the bulk of the domain (Chandrasekhar 1961; Ahlers et al. 2009 ), however the role of boundary layers and their influence on convective dynamics in rotating, stratified systems is receiving renewed attention (Featherstone & Hindman 2016b; O'Mara et al. 2016; Warnecke et al. 2016) Here we compare the convective transport of the solar luminosity in boundary-driven convection with that of plume-driven convection. Clear differences between the closed and plume boundary simulations are seen in the relative balance between convective and diffusive transport, the dominant scales of energy transport, and the roles of the downflow network, strong downward plumes, and upflows.
3.1. Changes in Mean Energy Transport Cases C1, C2, and C3 show very different kinetic energies in both their axisymmetric and non-axisymmetric components even though the convective driving at the base of layer is identical in both magnitude and mechanism. Generally, we observe that moving from case C1 to C3 we see gradual reductions in the role of thermal diffusion compensated by a net increase in the total convective transport. We find that enthalpy fluxes increase while kinetic energy fluxes become more negative at a slightly slower rate, yielding an overall increase in convective luminosities. The cause of these changes is clearly the modification of the upper boundary layer.
A dramatic change in the upper boundary condition should be expected to have significant impacts on the bulk convective energy transport, though it is difficult to predict a priori what those impacts will be. It may be expected that a plume boundary condition would generally reduce the super-adiabatic gradient at the top of the domain, but the effects are less predictable for the bulk of the domain. By going to a plume boundary condition, we observe significant changes to the net radial transport (EN, blue) , inward kinetic energy luminosity (KE, purple), radiative luminosity based on solar opacities (RD, green), and resolved thermal diffusion(TD, red). Thermal diffusion is always positive for case C3 indicating that the simulation shows a weak superadiabatic gradient through the bulk of the domain which increases sharply near the upper boundary, while case P shows a slightly negative contribution by thermal diffusion for portions of the domain, indicating a weakly subadiabatic gradient which prevails until about 0.97R .
of energy by convection, the scales which dominate that transport, and the relative roles played by the upward and downward plumes though the bulk of the domain.
To examine the net radial transport of energy, we decompose the solar energy flux into distinct physical processes which include radiative diffusion F RD , resolved thermal and viscous diffusion F TD , enthalpy transport F EN , and kinetic energy transport F KE following (Brun et al. 2004) . In equilibrium, these sum to the solar luminosity when integrated over a spherical surface. They are individually defined as Figure 4 shows the net radial transport of energy due to radiative diffusion, resolved thermal diffusion, kinetic energy transport, and enthalpy transport for cases C3 and P. The quantities plotted are thus the fluxes multiplied by the surface area of each layer. In both cases the energy transported into the bottom of the domain and through its lower third by radiative diffusion is essentially unchanged. For case C3 only thermal diffusion can transport energy out the top of the domain, while for case P thermal diffusion, enthalpy, and kinetic energy can all play a role. By our choice of plume parameters, the plumes in case P transport 1.05L of enthalpy flux at the outer boundary and −0.19L of kinetic energy flux. Those values are set by the parameters of the plumes applied on the outer boundary. The flux due to thermal diffusion is then driven to balance the input of a solar luminosity through the lower boundary, here providing 0.15L . Thus over long time averages the the simulation maintains a constant energy flux of one solar luminosity per full spherical shell.
Convective energy transport is inherently somewhat variable in time as there is no physical constraint on temporarily heating or cooling a given layer by a convergence or divergence of energy flux. In these models the timescale to adjust the transport by thermal diffusion is very long compared to the timescale for variability in the convective flows, and the diffusive timescale governs the adjustment of the total energy flux leaving the domain in a closed boundary simulation. In a plume boundary simulation, by comparison, considerably more variability is introduced as the plumes and their associated enthalpy and kinetic energy fluxes vary on timescales somewhat shorter than the convective turnover time. Figure 5 demonstrates this variability in case P by plotting instantaneous snapshots of the radial profile of L EN for 25 times. These snapshots sample the interval used to construct the time average seen in Figure 4 . Short-term variability can yield more than a solar luminosity of variation in enthalpy transport, with variations in kinetic energy flux that are generally anti-correlated but similar in amplitude.
The stochastic nature of the plume boundary condition leads to the internal dynamics of ASH simulations which are inherently more variable in time. This variability is both of greater amplitude and occurs on faster timescales than the variations in similar closed boundary simulations. Much as with the conservation of global angular momentum, a constant net flux of energy through case P is only achieved in a temporally-averaged sense.
It is particularly interesting to examine the behavior of plumes as they enter through the upper boundary in case P. The enthalpy flux experiences a sharp decline in the upper 0.01R of the domain while the kinetic energy transport does not. However, both the enthalpy and kinetic energy contributions dramatically increase in magnitude over the upper quarter of the domain, peaking near 0.91R . This is a consequence of the imposed velocity and thermal plume structures. One clear short-coming of these plumes is that they are initially very smooth when real plumes would likely have well-developed secondary instabilities driving additional turbulence due to shear. In the future the use of plumes based on near-surface convection simulations may permit plume profiles which effectively include these sorts of self-consistent features.
In the bulk of the convective domain substantial changes in convective and diffusive fluxes are seen when comparing cases C3 and P. The enthalpy and kinetic energy transport both increase in magnitude in case P, mostly to offset each other but also to compensate for the drop in the transport by thermal diffusion. Thus the net convective energy transport is slightly higher in the bulk of the domain and significantly higher above 0.90R . At 0.97R only a fifth of the solar luminosity is carried by convection in case C3, while in case P at the same depth the entire solar luminosity is carried by the sum of the enthalpy and kinetic energy fluxes. Figure 6 shows the absolute value of the specific entropy gradient in cases C3 and P. These data have been averaged over both spherical surfaces and in time. Because the absolute value has been plotted, changes in sign are indicated by the abrupt dips seen, for example, at 0.74R for case C3. In case C3 only a small region at the base of the convection zone is subadiabatic. In case P the stratification is superadiabatic above 0.973R , then subadabatic until 0.926R , then very weakly superadiabtic until 0.777R , and finally subabatic again to the base of the simulation. Thus the bulk of the domain in case P contributes almost nothing to the convective driving.
It is interesting to consider this result within the context of nonlocal convection models. Spruit (1997) argued that the structure and heat transport of deep convection may be dominated by small-scale plumes that form in the photospheric boundary layer and span the entire convection zone. If this were the case, then radiative heating of the broader, slower upflows could give rise to a subadiabatic stratification throughout most of the convective envelope, as noted by Rempel (2005) . Using a meanfield model, Rempel went on to show that such a subadiabatic stratification could promote baroclinic torques that sustain the conical solar differential profile against meridional flows that would otherwise establish a cylindrical (Taylor-Proudman) profile. Brandenburg (2016) has formulated a mixing-length theory for this "entropy rain" convection and shown that it can be effectively employed in realistic solar structure models. Hanasoge et al. (2016) also advocated for this nonlocal, plumedominated picture as a possible resolution of the 'convection conundrum' discussed in §1. This hypothesis is supported by the recent high-resolution, highly-stratified simulations of Cossette & Rast (2016) . When they confined the strong superadiabatic stratification to the surface layers, Cossette & Rast (2016) found a substantial reduction in the large-scale convective power. However, these simulations were Cartesian, non-rotating, and not fully equilibrated. So, if the deep solar convection zone is indeed dominated by plumes, it remains uncertain how the convection could establish the solar differential rotation profile and carry out the solar luminosity. Our results contribute to this evolving narrative by showing that plumes driven in the surface layers can self-organize into large-scale giant cells ( §4) and establish a slightly subadiabatic stratification through much of the convection zone.
We have already demonstrated some significant differences in the net transport properties of the convection in case P, but we would like to further emphasize that there are major changes in the scales contributing to the convective energy transport. To see this we can look at the enthalpy flux spectraε as a function of spherical harmonic degree . Because the enthalpy flux is a binary product of radial velocity and temperature perturbations products of the same spherical harmonic degree and order can yield a net radial contribution. Thus we can compute the contribution of each spherical harmonic mode to the net radial transport as
where the breves represent spherical harmonic coefficients of the associated physical quantities. Figure 7 shows the enthalpy flux spectraε at midconvection zone for cases C3 and P when averaged over the same time interval in Figure 7 . We have re-scaledε to be in units of L per mode. It is immediately clear that there has been a fundamental shift in the scales which dominate the enthalpy transport. In case P both the peak and the high-side of the power-containing modes are shifted to smaller scales. This indicates a significant change in the nature of the convection realized through the bulk of the convective layer in case P. For reference, the plumes applied on the outer boundary have their power and their enthalpy flux spectra peaked at ≈ 60, so the enthalpy flux at mid-convection zone is not simply due to coherent "super-plumes" which extend through the domain. Case P also shows a substantially greater contribution from modes with 60, hinting at a substantial role for extreme, small-scale plumes which are not seen in similar closed boundary cases. Instead of a replacement of giant cell convection in case P, we are seeing a modification as smaller scales play an enhanced role and larger-scale correlations see their contributions diminished in the net radial transport of enthalpy.
3.2. Roles of Upflows, Strong Plumes, and the Downflow Network Turbulent convection has generally defied reductionist descriptions, but for our purposes it is sometimes useful to think of giant cell convection as consisting principally of three components: a network of downflows lanes, the upflows bounded by the downflow lanes, and the strong plume-like downflows which are often found at the interstices of downflow lanes. Upflows are any location with u r > 0, downflow lanes are regions where u r is between zero and roughly the negative RMS velocity, and the strong plumes are regions where u r is less than the negative RMS velocity. While inexact, these broad classes of flows are useful when comparing the convective flows in the bulk of the convective layer between cases C3 and P.
We have constructed joint probability distribution functions (JPDFs) of the radial enthalpy flux at midconvection zone. These JPDFs were averaged in time over the same intervals used above. Figure 8(a-b) show JPDFs of enthalpy flux at mid-convection zone scaled by the fraction of the total enthalpy flux transport per bin for cases C3 and P. Thus the color is proportional to the temperature perturbation and radial velocity of each bin times the fraction of the spherical surface covered by that bin (see Equation 14) . By definition bins in the first and third quadrants are positive while bins in the second and fourth quadrants are negative. Bins near T = 0 or u r = 0 are by definition zero. In both cases Fig. 8 .-Joint PDFs of radial velocity ur and temperature perturbation T wighted to show the relative contribution of a given bin to the total enthalpy flux at mid-convections zone. Plotted are the joint probability distribution functions for enthalpy flux weighted by their enthalpy flux contribution for (a) case C3 and (b) case P. Blue tones for a given bin indicate inward enthalpy transport while red tones indicate outward transport. Quadrants I and III are by construction positive while quadrants II and IV are negative. (c) The absolute value of (a) minus the absolute value of (b), providing a sense of the differences between the two figures. Bins where case C3 showed greater contribution to the net enthalpy flux are shown in green, while bins with a larger contribution from case P are given in purple. Case P shows more of the enthalpy flux contribution at more extreme flows both in the expected sense of colder, faster downflows and warmer, faster upflows, as well as more negative contributions from warm, fast downflows.
the dominant contribution to the total enthalpy flux is dominated by cold downflows which transport 2.24L in case P and 1.81L in case C3. The next largest contribution comes from hot upflows which transport 0.88L in case P and 0.60L in case C3. The largest negative contribution to the transport comes from cold upflows with −0.72L in case P and −0.58L in case C3. The smallest net contribution comes from warm downflows which yield −0.51L in case P and −0.33L in case C3. Cold upflows and warm downflows are generally related to either the entrainment or thermal diffusion by thermally buoyant flows.
While both cases see the same general trends, some clear differences emerge when we compare them in detail. Figure 8(c) shows the difference of the absolute values of the JPDFs for cases C3 and P. Thus regions in green show bins where case C3 has a more dominant contribution to enthalpy transport than case P and vice versa for purple regions. Case P shows far more enthalpy transport by convective parcels with large temperature perturbations, particularly for negative T . There is a roughly horizontal line at about +15 K which demarcates case C3's dominance from case P's for almost all radial velocities. This seems to indicate a change in the entrainment properties of convective downflows and possibly in the driving of convective upflows which in case C3 occur through bulk convective excitation by the superadiabatic gradient, while in case P upflows occur essentially only as a response to the plume driving. The excess in case P for transport by upflows warmer than +15 K is particularly striking. On the cold side of the distribution, we see case C3 dominating for cold downflows except for extreme events, which are virtually non-existent in case C3, and for some low-velocity extreme-temperature plumes. Warm downflows are dominated by case C3 for small temperature perturbations and for radial velocities above about 150 m/s, while case P again dominates for small-velocity, large-temperature events.
Another way to examine the statistical differences seen in the convection between cases C3 and P is to again Fig. 9 .-Cumulative distribution function for the total enthalpy flux with respect to radial velocity seen at mid-convection zone for cases C3 and P. Case P shows almost half of its total enthalpy flux coming from downflows with speeds greater than 400 m/s, while case C3 shows about 15% of its total enthalpy flux for downflows below that speed. Both cases show a net negative contribution from upflows above 100 m/s for case C3 and above 150 m/s for case P, though case C3 shows a much larger net effect. Fig. 10 .-Cumulative distribution function for the total enthalpy flux at mid-convection zone with respect to temperature perturbation for cases C3 and P. As in Fig. 9 , case P shows a much larger contribution from extremely cold regions. Case P exhibits a monotonic function while for case C3 bins above 20 K show a net negative contribution.
look at the enthalpy transport but instead look at a cumulative distribution function (CDF) -the fraction of the total enthalpy luminosity transported through all regions of a given surface with some parameter less than a given value. Figures 9 and 10 show the CDFs for enthalpy flux with radial velocity and temperature, respectively, again at mid-convection zone. Figure 9 demonstrates two major changes from the stratification-driven convection in case C3 and the plume-driven convection in case P. First, the plume-driven convection shows dramatically increased enthalpy transport for ultra-fast downflows with radial velocities below -500 m/s. These extreme downflows contribute about 35% of the total enthalpy transport in case P, while the same flow speeds contribute less than 10% of the total enthalpy flux in case C3. Second, while the CDF for case C3 shows that the approximately total enthalpy transport through the mid-convective zone. Thus the upflows in case C3 have essentially zero net contribution to the enthalpy transport. In contrast the upflows in case P produce a net transport of a little more than 10% of the total enthalpy flux. Figure 10 shows similar comparative trends in the CDF of total enthalpy flux with respect to temperature perturbations. Ultra-cold regions with T < −100 K play an important role in plume-driven convection and essentially zero role in stratification-driven convection, while warm regions play a larger net positive role in case P compared to case C3.
Taken together, the analysis of the convective transport of enthalpy presented here supports the conclusion that modifying the upper-boundary condition and hence the entropy gradient through the convective layer produces clear differences in the resulting convective structures at mid-convection zone. Cold and inward convective plumes become statistically more extreme in our plume-driven model. Both extreme downflows and all upflows shift to have greater net positive contributions to the radial transport of the solar luminosity. In general the convection becomes less reliant on the downflow network to transport the solar luminosity through the bulk of the convective layer while strong plumes and upflows play larger roles.
COALESCENCE OF PLUMES INTO GIANT CELLS
After an examination of the differences in the spectral and statistical properties of the convective energy transport between stratification-driven and plume-driven convection in the bulk of the convection zone, we now turn to a surprising similarity. Despite the change in driving, the plume-driven convection in case P still yields convective structures similar to the giant cells which have long been seen in global convective models (e.g., Brun & Toomre 2002a; Miesch 2005; Ghizaru et al. 2010; Nelson et al. 2013; Featherstone & Miesch 2015a) . The appearance of giant cells in deep convective models has long been explained as a global response to bulk driving by a super-adiabatic gradient, however another possibility for their emergence is the self-organization of near-surface plumes as a response to the density stratification (Nordlund et al. 2009 ).
We do indeed see such self-organization, as illustrated in Figure 11 . This shows radial velocity patterns for case P at six depths spanning the simulated domain using a constant color scale for ease of comparison between depths. All six snapshots are taken at the same instant. At 0.98R we see the plumes a single grid point in from the outer boundary condition. Moving inward, by 0.96R the plumes begin to merge and interact. At 0.90R the small-scale plumes have given way to much larger complexes of downflows which are beginning to resemble lanes and have hints of the cellular pattern seen in closed-boundary simulations. At mid-convection zone clear north-south alignment can be seen at low latitudes. This persists through 0.80R until finally the closed boundary at the base of the domain wipes out these patterns by 0.74R . Fig. 11 .-Snapshots of radial velocities for case P on spherical shells at the indicated radii. Downflows begin at the boundary as small, randomly placed plumes and quickly begin to coalesce into larger structures. By 0.90R significant north-south alignment can begin to be seen at low latitudes. By mid-convection zone a coherent giant cell can be seen near the equator.
The convective patterns seen in Figure 11 are suggestive of self-organization into structures which are both visibly and quantitatively similar to giant cells seen in closed boundary simulations. At 0.90R where there is a relatively strong subadiabatic gradient, there are clear indications of downflow lanes cellular patterns. At 0.85R a strong, rotationally aligned banana cell spans over 70
• in latitude around the equator. These are the hallmarks of giant cell convection seen in models with uniform driving at the boundaries.
In some ways the emergence of convective motions dominated by scales larger than those imposed by our plume-driven model is not unexpected. The increase of the density scale height and the effects of a convergent geometry tend to shift convective structures to larger scales. What is striking is the coalescence of the individual plumes into downflow lanes. The plumes choose to form horizontally anisotropic sheets rather than simply larger-scale plumes. Even at high latitudes where rotational influences are insufficient to drive rotational Perhaps even more striking evidence of this selforganization can be seen by tracing instantaneous streamlines through our simulation to see how the imposed plumes link to the giant cell convective patterns seen in Figure 11 . Figure 12 shows an example of this connectivity between boundary-forced plumes and deep convective cells. Figure 12a shows the radial velocity imposed by our plume boundary condition over a 30
• by 30
• patch of case P. At that time there were 25 imposed plumes in the patch, most of which overlapped with at least one other imposed plume. Each plume's core downflow region was seeded with 50 streamlines which were colored based on the position of the plume. Thus all streamlines from plume 1 (located in the bottom left corner of Figure 12a ) were colored blue. The streamlines were than traced down into the domain. Figure 12b and c show two views of the resulting streamlines looking west and north at the same instant. The streamlines in the lower half of the convective layer highlight the presence of one side of a rotationally-aligned banana cell which is here seen as the vortex-like structure in panels b and c.
Of the 1250 streamlines traced from random seeds in the cores of the imposed plume downflows, 871 connect to a depth of 0.75R . A remarkable 736, including at least one streamline from 23 of 25 plumes, connect to the large banana cell in the bulk of the convective layer. This demonstrates a high degree of linkage between the imposed plumes from the upper boundary. It is clear from case P that plume-driven convection can readily coalesce into large-scale convective cells and that largescale convective cells can readily connect to small-scale plumes, providing an interesting and potentially more realistic means to drive global solar convection models which can also connect with observational constraints.
Giant cell convection had often been modeled as the non-linear saturation of global-scale convective instabilities arising due to a super-adiabtic gradient through the bulk of the convection zone. Recent claims of detection of giant cell convective motions have reinforced this view as their measurements have been consistent with the pre- dicted horizontal scale from boundary-driven convective models Hathaway et al. (2013); McIntosh et al. (2014) ; Greer et al. (2015) , although the amplitude of these motions appears to be much less than predicted (Lord et al. 2014; Hanasoge et al. 2016) .
In any case, our plume boundary simulations suggest that giant cell convective patterns can arise in a rotating convection zone without strong super-adiabatic gradients. It remains to be seen whether this result is consistent with the results of Cossette & Rast (2016) . They argued that power at large scales was reduced when the bulk of the convection zone was adiabiatically stratified. However, these were non-rotating simulations that were not in equilibrium in the sense that they did not carry the full solar luminosity through the entire convection zone. Furthermore, as argued by Featherstone & Hindman (2016b) , giant cells may not be so giant after all. If the Rossby number of the deep convection zone is very low, the peak of the power spectrum might shift to scales that are no bigger than supergranulation, ∼ 120. However, what matters is that, unlike supergranulation, these giants cells are highly anisotropic, with a preferential alignment parallel to the rotation axis. This is what is needed to produce the convective Reynolds stresses necessary to sustain the solar differential rotation. We have demonstrated that such rotationally-influenced convective structures (banana cells) can coexist with and even be driven by a network of smaller-scale, isotropic plumes that originate in the surface layers.
It also remains to be seen how our work fits with the work of Hotta et al. (2014 Hotta et al. ( , 2015 . In high-resolution, highly-stratified, non-rotating convection experiments, Hotta et al. (2014) found that the power spectrum and heat transport in the mid convection zone was insensitive to the presence of small-scale surface convection. Simulations with an upper boundary of 0.99R gave similar results to simulations with an upper boundary at 0.96R . This appears to contradict our result that the dominance of small-scale plumes near the surface leads to a change in the nature of the heat transport throughout the shell. However, Hotta et al. (2014) did not present the entropy gradients in these cases so it is difficult to judge how close the deep stratification was to adiabatic and how much this contributed to the buoyancy driving. They also did not present spectra of the enthalpy flux so it is difficult to compare their results directly with ours. However, their subsequent rotating simulations did exhibit a transition from small-scale, nearly isotropic, plume-dominated convection near the surface to more rotationally-aligned giant cells in the mid convection zone, as we have found here (Hotta et al. 2015) .
As argued, e.g. by Miesch (2005) , the axial alignment of rotationally-constrained giant cells (i.e. banana cells with a north-south orientation at low and mid latitudes) is essential to produce solar-like differential rotation in global convection simulations (see Sec. 1.2). The Coriolisinduced Reynolds stress associated with such alignment give rise to convective angular momentum transport toward the equator, which sustains the equatorward Ω gradient.
Though the solar-like differential rotation in Case P is sustained in large part by the external forcing, as discussed in Sec. 2.3, the presence of banana cells is encouraging. In particular, it raises the possibility that relatively weak, large-scale, rotationally constrained (Ro 1) convective motions (namely banana cells) can provide that angular momentum transport that sustains the differential rotation while smaller-scale motions (namely plumes) account for the convective heat transport that carries the solar luminosity. This is one potential way out of the convection conundrum discussed in Section 1. Does this scale separation between convective angular momentum transport and heat transport occur in Case P? This question is addressed by Fig. 13 . These are cumulative spectra similar to the spectra in Figs. 7 and 12 but computed in a different way. For example, Fig. 7 was computed as mv r (r, , m, t)T (r, , m, t), where breves again indicate the expansion coefficients obtained from spherical harmonic transformations. Such a procedure for the latitudinal Reynolds stress would yield only residual noise due to the symmetry properties of v θ and v φ .
So, we instead compute the Reynolds stress spectra by applying a low-pass spectral filter to each of v θ (r, θ, φ, t) and v φ (r, θ, φ, t) that removes all power in spherical harmonic modes with > f , where f is a threshold wavenumber that is varied from 0 to max . After applying the low-pass filter, we then compute the latitudinal component of the Reynolds stress as R θ (r, θ, t; f ) = v θ v φ where primes indicate departures from the mean flow, e.g. v θ = v θ − v θ . We then define the cumulative spectrum as
where r 0 = 0.85R is a chosen radial level in the mid convection zone and the time interval t 1 → t 2 spans either 18 days (Case P) or 36 days (Case C3). So, C( f ) ranges from zero for f = 0 to unity for f = max and the rate at which it rises reflects contributions to the transport from a particular scale. The function C θ ( f ) is shown in Fig. 13a for Cases C3 (solid line) and P (dashed line). Note that we have dropped the subscript of f from the abscissa label. Figure 13a indicates that the scales responsible for convective angular momentum transport are the same in cases C3 and P. We saw above with Fig. 7 that this is not the case for the convective heat flux, which is shifted toward smaller scales in Case P. The cumulative spectrum for the enthalpy flux, computed as for C θ ( f ) as above, shows a similar shift toward smaller scales. This is demonstrated in Fig. 13b . The shift is not dramatic, but it is significant. Furthermore, when the Reynolds stress spectrum C θ ( f ) in case P is compared with the corresponding enthalpy flux spectrum, it is clear that the latter occurs at significantly higher wavenumber. While the similarities in Reynolds stress spectrum between cases C3 and P provide confidence that the dynamics seen in case P are not dominated by the corrective torque applied at the boundary, we must nevertheless consider that our choice of parameters for the corrective torque may play some role here.
Though the effect is not nearly enough to solve the convection conundrum, we have for the first time demonstrated scale separation between angular momentum transport and heat transport in a global solar/stellar convection simulation. At the extreme parameter regimes characteristic of actual stars, we might expect this scale separation to be much more pronounced.
DISCUSSION
In this paper we have presented a novel stochastic boundary condition which mimics aspects of near-surface convective flows descending into the bulk of the solar convection zone. A simulation with this plume boundary model has shown that giant cell convection need not arise from the classical Rayleigh-Bernard-like scenario where convective driving occurs through strong entropy gradients near domain boundaries. Instead we have applied small-scale plumes designed to mimic those from nearsurface convection. This has led to significant changes in the resulting convection, however the plumes have also shown an ability to self-organize into cellular convective structures on scales large enough to be rotationally constrained.
The plume boundary condition leads to giant cell convection that differs from similar closed boundary simulations in several important ways. We have shown that the plume boundary condition greatly reduces the super-adiabatic gradient. Over significant portions of the simulation we even see a slightly sub-adiabatic gradient with the plume boundary condition (see Hotta 2017; Käpylä et al. 2017; Korre et al. 2017; Bekki et al. 2017) . We also see a dramatic reduction in the diffusive boundary layer with the removal of the closed-boundary constraint. In its place we see a new type of boundary where the imposed small-scale plumes match onto the simulation-generated flows rising from deeper layers. Using an spectral analysis of the enthalpy flux, we have shown that the convective transport in our plume boundary simulation has shifted to smaller scales, indicating that the large-scale convective motions play less of role in this process. That conclusion was further confirmed by an examination of the distribution of the enthalpy flux over velocity and temperature perturbations in both closed and plume boundary simulations showing that the plume boundary simulation showed greatly enhanced transport from both upflows and extreme downflows.
Perhaps more striking than the differences between simulations was the result that small-scale plume driving still resulted in convection dominated by giant cells at mid-convective zone, including clear banana cells at low latitudes. The self-organization of plumes into sheets and cellular patterns, along with the connectivity in streamlines between giant cells and the imposed plumes demonstrates that giant cell convection can in fact occur under the paradigm of near-surface convective driving. This simulation is, to our knowledge, the first which both produces rotationally constrained convective structures (bannana cells) which are thought to be responsible for maintaining the solar differential rotation and is driven through nonlocal, small-scale plumes. Furthermore, the scales responsible for transporting angular momentum by means of the Reynolds stress are essentially the same in our plume-driven simulation as in our corresponding diffusive simulation.
This point is worth emphasizing, that the heat flux is shifted toward smaller scales with the plume boundary condition but the angular momentum transport by the convective Reynolds stress is not. We expect this scale separation to be more pronounced at the extreme parameter regime of the solar interior. This may help resolve the convection conundrum by shifting the burden of heat transport to scales that are not resolved in current global convection simulations. Large scales would then possess reduced velocity amplitudes and consequently the low Rossby number needed to establish a solar-like differential rotation.
Our plume boundary condition is limited in its treatment of angular momentum conservation and the differential rotation achieved in case P is strongly related to the influence of both the flux of angular momentum through the outer boundary and the corrective torque applied to compensate for that flux. In spite of those limitations, it is encouraging that at least for some parameter choices the plume-boundary model can maintain a solar-like differential rotation profile at levels of turbulence where closed-boundary models do not. Future work will seek to understand what impacts various additional formulations of the corrective torque and the applied boundary condition may have on these models.
Despite the inherent conceptual and numerical challenges of a stochastic, semi-open boundary condition in a simulation that is both anelastic and uses pseudospectral methods, the success of this model in achieving weak entropy gradients, and qualitatively similar giant cell con-vection far from the boundary suggest a new path forward in modeling global stellar convection. This work also highlights the continued need for substantial efforts to better link near-surface and deep convection models of the Sun. The plume boundary conditions discussed in this paper consist of (a) prescribed, stochastic Dirichlet boundary conditions on the radial velocity and entropy fields, (b) a prescribed, stochastic Robin boundary condition relating the horizontal divergence of the velocity field to the radial velocity, and (c) a fixed Neumann boundary condition on the toroidal component of the mass flux. Component (c) corresponds to the toroidal part of the traditional stressfree boundary condition on horizontal velocities. Here we specify the mathematical structure of this set of boundary conditions. In addition, to ensure global angular momentum conservation we additionally apply a volumetric torque which is discussed in Section 2.2.
The boundary condition for radial momentum is u r (R o , θ, φ) = R (θ, φ, t)
and the boundary condition for the entropy equation is likewise
where R o is the radius of the outer boundary and R (θ, φ, t) and S (θ, φ, t) are functions of position on the spherical surface and time chosen to in at least some degree reflect properties of near-surface convective plumes. We then choose R (θ, φ, t) and S (θ, φ, t) to be composed of N p small-scale plume structures, each with some velocity amplitude V and entropy amplitude E. Thus we can write these fields as
S (θ, φ, t) =
where the time dependence is encoded in T (t). The plume profiles are designed such that they have compact support (locally specified generating functions). This greatly reduces the computational cost of applying the plumes. Additionally, we choose R (θ, φ, t) and S (θ, φ, t) such that S R (θ, φ, t) sin θ dθ dφ = S S (θ, φ, t) sin θ dθ dφ = 0,
where the integrals are taken over the spherical surface. Thus our plumes carry no net mass flux and set the mean entropy on the boundary to zero. We employ a zero-flux plume profile P which is designed such that S P sin θ dθ dφ = 0.
We choose our locally mass-conserving plumes to follow the profile
where ψ is the angular distance from the center of the plume ∆σ divided by the width of the plume δ. This polynomial representation is continuous in its value, and first and second derivatives at all points. Figure 14(a) shows the polynomial, and Figure 14 (b) shows a 3D surface rendering of the plume profile. The profile has a large negative core of low-entropy downflow surrounded by a low-amplitude positive ring of higher entropy upflow. This mimics the shape of plume profiles seen in near-surface models (Rast 1998) . We assign these plumes initially to uniform random locations on the outer boundary, accounting for the spherical geometry. Each plume is assigned an angular width δ. We must then determine the angular distance from each grid point to each plume center in order to apply the piecewise function P (∆σ/δ). Determining this distance over the surface of a sphere is a surprisingly difficult computational challenge as most methods suffer from significant numerical error at small seperations. We here use a numerical implementation of the classic Haversine formula designed to be accurate for small angular separations given by ∆σ (θ, φ, θ p , φ p ) = 2 sin −1 sin 2 ∆θ 2 + cos θ cos θ p sin 2 ∆φ 2 .
This implementation suffers errors for separations larger than π/2 radians, but is highly accurate and computationally inexpensive for small angles.
We also choose to have our plume field vary in time. Each plume is assigned a lifetime τ . The plume's amplitude is then modified by T (t, t 0 , τ ), which is defined as a function of the time since the plume was initiated t − 
This provides linear ramp-up and cool-down phases for the plumes, minimizing the spurious pressure perturbations which can plague these simulations. A plume expires when t − t 0 = τ . It is then randomly restarted with new parameters.
Having decided on the shape of our plumes and their temporal dependence, we are now left to apply plumes to our boundary fields R and S. Each plume is assigned an angular position γ i , an amplitude in both radial velocity V i and entropy E i , an angular width δ i , and a lifetime τ i . With all of these parameters, the boundary fields are given by
Here we have chosen to use the same widths for both the momentum and entropy profiles. In the case of real near-surface plumes we can reasonably expect that plumes should be advected by large-scale flows. Indeed one of the claimed detections of giant cells relies on the advection of super-granules Hathaway (2012) . In this work we have chosen a highly simplified treatment of plume advection where plume centers travel only in longitude at the rate of the axisymmetric differential rotation established by the simulation itself. We ignore any advection in latitude as well as local (non-axisymmetric) longitudinal motions. This likely serves to suppress the meridional circulation and does not permit the aggregation of plumes, which would be over-estimated as a consequence of our plumes' very long lifetimes compared to those of supergranules. We anticipate adding full advection when plume lifetimes can be significantly shortened in future simulations with higher spatial and temporal resolution.
We now turn to the other two boundary conditions used in this formulation. Due to the nature of the anelastic equations solved by ASH, the introduction of plumes can generate significant pressure perturbations, which are then instantly transmitted to the entire domain. We minimize these pressure perturbations by choosing to make the plumes horizontally converging as they enter the domain as required by the spherical geometry and the stratification. Specifically, we choose
This is chosen so that when the horizontal divergence of the momentum equation is taken the largest terms on the right hand side cancel out. Finally, with the horizontal divergence of the velocity field specified, we can still specify a condition on the toroidal component (any streamline that closes on a horizontal surface) of the horizontal velocities themselves. We do this using the standard stress-free boundary condition given by 
W is thus the poloidal mass flux streamfunction and Z the toroidal mass flux streamfucntion. In this formulation the boundary conditions given by A1 and A12 are applied to the poloidal mass flux streamfunction W , and the boundary condition given by A13 is applied to the toroidal mass flux streamfunction Z.
