Methodologies now commonly used for the construction of poverty maps assume a substantial degree of homogeneity within geographical areas in the relationship between income and its predictors. However, local labor and rental markets and other local environmental differences are likely to generate heterogeneity in such relationships, at least to some extent. The purpose of this paper is to argue that useful if only indirect and suggestive evidence on the extent of area heterogeneity is readily available in virtually any census. Such indirect evidence is provided by non-monetary indicators-such as literacy, asset ownership or access to sanitation-which are routinely included in censuses. These indicators can be used to perform validation exercises to gauge the extent of heterogeneity in their distribution conditional on predictors analogous to those commonly used in poverty mapping. We argue that the same factors which are likely to generate area heterogeneity in poverty mapping are also likely to generate heterogeneity in such kind of validation exercises. We construct a very simple model to illustrate this point formally. Finally, we evaluate empirically the argument using data from Mexico. In our empirical illustrations, the performance of imputation methodologies to construct maps of indicators typically feasible with census data alone is indeed informative about how effectively such methodologies can produce correct inference in poverty mapping. JEL: I32, C31
Introduction
Estimates of poverty for virtually all countries in the world are calculated using income or expenditure data recorded in household surveys. The sample size and design of these surveys are often such that relatively precise poverty estimates can also be obtained for sub-national administrative units such as states or provinces. However, the estimation of welfare indicators becomes usually impossible or very imprecise if one is interested in poverty for small geographical areas such as towns or districts.
For such small areas, a nationally representative household survey will often provide a handful of observations, or none at all. On the other hand, socio-economic indicators such as literacy or access to sanitation can usually be evaluated even for very small areas during census years, when the whole population is surveyed. However, in most countries, the census does not collect income or expenditure information, so that small area poverty estimates are typically not available even in census years. This is unfortunate, because such estimates may facilitate considerably the targeting of welfare programs towards communities with a higher marginal benefit.
To address this shortcoming, statistical agencies in several developing countries, in collaboration with the World Bank, have constructed maps of welfare measures using versions of a simulationbased imputation procedure described in Elbers et al. (2003) . 1 Tarozzi and Deaton (2009) describe a simpler alternative projection-based estimator and they show that its performance is similar to that of the methodology in Elbers et al. (2003) under a variety of conditions. 2 Both estimators share a common intuitive framework: suppose that a survey contains a "large" number of observations from a given region for which both income/expenditure ("income" hereafter) and some predictors such as asset ownership or literacy are measured; suppose also that the same predictors are similarly measured in a census. Then it may be possible to recover precise-that is, low variance-estimates of welfare measures for areas significantly smaller than the region by using imputation procedures that merge survey information on the conditional distribution of income given the predictors with census information on the distribution of the predictors.
1 For a comprehensive description of the methodology used by the Bank, as well as for reference to the numerous applications, see www.worldbank.org/poverty.
2 While the focus of this paper is on the poverty mapping techniques described in Elbers et al. 2003 and Tarozzi and Deaton 2009 , Small Area Estimation has been for decades an important field of research for a broader statistical literature. Much of this literature has focused on the estimation of small area statistics (especially means and totals) using data from the United States Census. For recent reviews see Pfeffermann (2002) , Rao (2003a) and Rao (2003b) .
National Research Council (2000) provides an overview that is less technical but is more specifically related to small area poverty estimation.
The methodology introduced by Elbers et al. (2003) first uses survey data to estimate a linear projection of (log) income on a set of predictors and to estimate the properties of the residuals.
Simulations are then used to estimate local welfare measures making use of the parameter estimates from the first step and census information on the predictors at the local level. When the object of interest are small area estimates of poverty head counts, the estimator proposed in Tarozzi and Deaton (2009) first uses survey data to estimate the probability of being poor conditional on the predictors and then estimates head counts as the mean predicted probability of being poor for individuals in the small area.
Clearly, in order for either of these methodologies to allow correct statistical inference, one must assume a substantial degree of homogeneity within the region in the relationship between income and its predictors. Whether such homogeneity assumption holds is ultimately an empirical matter.
Tarozzi and Deaton (2009) argue that the presence of local labor and rental markets and other local environmental differences are likely to generate heterogeneity which will violate this assumption, at least to some extent. Using data from the 2000 Mexican census, they use the projection-based estimator to show that disregarding heterogeneity leads to the estimation of confidence intervals for poverty headcount rates that do not have correct coverage. In other words, confidence intervals constructed for a poverty count H 0 using a "nominal" 95% coverage included in fact the true value H 0 less than 95% of the times. The validation exercise was possible because the Mexican census, unlike most census data in developing countries, includes measures of income. It was then possible to calculate "true" poverty counts at the local level, which were compared to estimates obtained through small area estimation techniques using data from synthetic "household surveys" generated from the census.
A similar validation methodology is used in Elbers et al. (2008) who, using data from the Brazilian state of Minas Gerais, find that the coverage of confidence intervals constructed for small areas is close to nominal. 3
The extent of area heterogeneity is likely to differ in different countries and regions. As a consequence, the incorrect coverage rates found in Mexico do not imply that incorrect coverage should be expected elsewhere, and in the same way correct coverage found somewhere does not imply that correct coverage should be expected everywhere. Unfortunately, direct assessments of the reliability 3 Note, however, that Elbers et al. (2008) base their results on only 41 Monte Carlo replications, completed by pooling together samples drawn according to three separate sampling schemes. Most of the samples are drawn using a peculiar stratification scheme which is not clearly taken into account in the calculation of the standard errors. Also, the authors do not document how the predictors are chosen and include, in their model to predict income, mean values of income itself. Income means at the local level would clearly not be available in a typical poverty mapping exercise.
of poverty maps using validations are not generally possible, because they require the availability of income measures in the census whose absence is the very reason why small area estimation techniques are necessary. The purpose of this paper is to argue that useful, if only indirect, evidence on the extent of area heterogeneity is readily available in virtually any census. Such indirect evidence is provided by non-monetary indicators-such as literacy, asset ownership or work status-which are routinely included in a census. Validation exercises can be completed using such indicators to gauge the extent of area heterogeneity in their conditional distribution given predictors analogous to those typically used in poverty mapping. It is important to stress that such evidence will in any case only be indirect, and cannot and should not be used as a formal test on the accuracy of poverty mapping. To illustrate, the existence of area homogeneity of the conditional probability of being poor given, say, literacy and employment status does not imply and is not implied by homogeneity across areas of the conditional probability of being literate given employment status.
We argue, however, that differences across areas in relative prices, relative returns and other location-specific characteristics are likely to generate heterogeneity in the distribution of any wealthrelated indicator conditional on other such indicators. To illustrate this point formally, we construct a simple model where individuals allocate an exogenously determined income between three different goods, with individual-specific preferences and area heterogeneity in relative prices. The solution of the model shows that the same sources of heterogeneity appear in both the conditional expectation of (log) income given expenditure in two of the consumed goods and in the conditional expectation of (log) expenditure on one good given consumption in the second good. Obviously, the model does not pretend to be realistic. However, it formalizes the idea that because most variables used in poverty mapping (e.g. income, asset ownership, education, dwelling characteristics etc.) are the result of choices made by households within the constraints of local prices and returns and other local unobservable conditions, the resulting heterogeneity, when present, is likely to characterize most or all conditional distributions that involve such variables. A series of Monte Carlo simulations where the data generating process is consistent with the simple model shows that ignoring heterogeneity leads to confidence intervals with coverage below the nominal level, regardless of whether the simulation-based estimator of Elbers et al. (2003) or the projection-based one in Tarozzi and Deaton (2009) is used.
Next, we evaluate the empirical relevance of our argument using two empirical illustration. The first, strictly related to the validation exercise in Tarozzi and Deaton (2009) , uses data from an extract of the 2000 Mexican census. This data set also recorded measures of income, which allows to replicate a poverty mapping exercise, by assuming that one has access only to a synthetic "survey" sampled from the census, and then comparing the estimated maps with the values reconstructed from the full census extract. Tarozzi and Deaton (2009) find that coverage rates of confidence intervals are below the nominal level for a large number of small areas and interpret the results as evidence of area heterogeneity. Here, we employ analogous simulation techniques to evaluate the performance of mapping when the outcomes of interest are based on variables which are routinely measured in a census. Namely, we estimate "literacy" and "sanitation" maps. In the former case the statistic of interest is the fraction of the population in an area who live in households with a literate head.
In the latter case, we estimate the fraction of individuals with access to a toilet. According to the argument put forth in this paper, incorrect coverage rates in the estimation of poverty maps would also be reflected in similarly incorrect coverage in the estimation of maps of other indicators associated to poverty. We find that this is indeed the case. In the context of this empirical application, the performance of non-income maps constructed using only information usually available in a census is informative about the performance of poverty mapping.
While informative, the validation exercise described above does not replicate exactly the framework usually faced by researchers in poverty mapping. In a typical application, poverty maps are calculated over areas formed by a large number of smaller clusters which usually coincide with census enumeration areas and only include about 100 households. Because the census extract that we use does not include cluster identifiers, the same geographical unit (the municipio) represents both the cluster and the area. This is not ideal, because knowledge of cluster identifiers may allow to reduce concerns about area heterogeneity, by including cluster-specific means as predictors in the projection estimated in the first stage of the procedure. To address this drawback, we move to a second empirical validation where we use data from a complete census carried out in 1997-98 in a large number of rural and poor Mexican communities eligible for the well known welfare program PROGRESA. We therefore perform a validation exercise analogous to the one described earlier, but in this case we use statespecific aggregates as areas while using localidades, who on average include fewer than 50 households, as primary stage units. Coverage rates for poverty maps are overall better than in the application with 2000 Census data, but once again they remain below the nominal 95 percent. Also, as predicted by the main argument of this paper, incorrect inference in poverty mapping is also reflected in incorrect inference in alternative maps for measures of literacy, employment and access to sanitation. 4
4 The idea of using this data set for a poverty mapping validation is borrowed from Demombynes et al. (2008) .
However, Demombynes et al. (2008) use only 10 Monte Carlo replications and, above all, do so after generating small areas by randomly aggregating groups of localidades. By construction, this approach generates area homogeneity so it is
The rest of the paper is organized as follows. The next section briefly summarizes the statistical problem and provides details on estimation. Section 3 describes a simple model to illustrate why heterogeneity in some structural relations among household-level economic variables is likely to signal the presence of heterogeneity in alternative structural relations. Section 4 describes the two experiments with data from Mexico, and Section 5 concludes.
Statistical Background and Estimation
The purpose of this section is to describe the statistical framework of the construction of "maps" of welfare measures. Because our main purpose here is not to describe techniques for small area estimation, we only provide a simplified description for the case where the welfare measure is the fraction of units (e.g. households or individuals) in a given area with a given characteristic. The most common example is perhaps the poverty head count, that is, the fraction of the population with income per head below a given threshold (the poverty line). More generally, the same framework could be applied to the estimation of other statistics. For instance, a policy maker could be interested in evaluating the extent of illiteracy, unemployment or malnutrition across different areas (see for instance Fujii 2007) . A formal and more general framework which also encompasses other poverty or inequality measures is described in Tarozzi and Deaton (2009) (TD hereafter), from which this section borrows.
Suppose that the object of interest is the head count ratio H for a "small area" A, where A ⊂ R denotes a small area such as a town or district included in a larger "region" R such as a state. In a census, each small area will be further divided into a number of smaller units or clusters which are usually referred to as census "tracts" or enumeration areas (EAs), typically containing about 100 households. Let H i denote a binary variable equal to one if individual i has a given characteristic, such as being poor, unemployed or illiterate. Let also Θ (A) denote the set of individuals who live in area A. The parameter of interest is then
where N A is the number of elements in Θ(A). 5 When data on H i are recorded in a survey, the head count H A could in principle be trivially estimated by its sample analogueH
not surprising that the authors find satisfactory coverage rates. 5 For simplicity, we also abstract from the difference between individual and household specific welfare measures.
where Θ n (A) indicates the set of individuals in the survey sampled from area A, and n A indicates their number. 6 However, a survey may include few or no observations at all on H i if the area A is sufficiently small. Suppose instead that the survey sample from the broader region R includes a relatively large number of individuals for which (H i , x i ) are observed, where x i indicates a vector of household or community characteristics correlated with H i . We also assume that x i is measured in the census as well, so that it is observed for all i ∈ Θ(A). The set of predictors x i can also include community characteristics or location-specific means of household-level variables recorded only in the census, as long as the survey includes detailed geographical identifiers which allow to merge such census information into the survey (Elbers et al. 2003) . When instead census and survey provide separate measurements of the same variables, care should be taken to make sure that the information has been collected consistently across the two data sources, because it is well-known that data collection can be heavily influenced by the methodology adopted to elicit information (Deaton and Grosh 2000) .
To fix ideas, it is now useful to adopt a superpopulation approach, assuming that the small area A includes an infinite number of individuals, so that using the law of iterated expectations we can write
Even if the survey sample contains no observations on H i , the head count can be estimated using auxiliary information from the census if one can assume P (
Such "stability" assumption, labeled area homogeneity in TD, is closely related to the conditional independence assumptions which has been used extensively in statistics and econometrics to address missing data problems due to non-response, attrition, measurement error or unobserved counterfactuals in program evaluation. 7 As emphasized in TD, area homogeneity is a demanding assumption in the estimation of small area statistics. Suppose for instance that H A is a poverty head count and x includes schooling or occupation variables. Heterogeneity in the conditional probability of being poor given x is likely to arise due to differences across areas in the local rates of return. The presence in
x of measures of asset ownership will likely capture some of the variation in the rates of return, but assets are subject to similar concerns because their relative prices and rates of return may vary across areas. In general, area homogeneity will fail when the relevant conditional probability is a function of unobserved factors such as relative prices or returns, tastes or other location-specific characteristics
6 If the sampling design implies unequal probability of selection into the sample, consistent estimates can still be obtained by using sampling weights. 7 For extensive references see, for instance, Carroll et al. (1995) , Heckman et al. (1999) , Little and Rubin (2002), Rubin (1996) , Todd (2007), Chen et al. (2008) .
which vary across different areas. Concerns are also likely to become more severe when the census and the survey used for poverty mapping are completed in different years. This is a common circumstance, because while a census is usually completed only once every ten years, household surveys are often completed at shorter intervals. In such cases, the construction of poverty maps has to rely on information merged from two data sets collected possibly years apart from each other. This is problematic, especially for developing countries whose economies are often growing and changing rapidly.
Keeping all these caveats in mind, area homogeneity, coupled with the availability of predictors x i in both census and survey, provides the basis for the estimation of H A using a two-step imputation procedure. TD suggest a simple approach based on the sample analogue of (2). First, the parameters of a binary dependent variable model P (H i = 1 | x i ; θ) are estimated using survey data from region R.
Second, the estimated coefficientsθ are used to form imputed values of the conditional probabilities for all census observations from the small area, and the head count for the small area is finally calculated
In this paper, as in TD, we model the conditional probability P (.) using logit. 8 In such case, the standard errors ofĤ A can be estimated in a straightforward way using the delta method, recalling that because the census population is kept fixed and is therefore non-random, the only source of sampling error derives from parameter estimation. Hence:
where
and wherex i is the vector of functions of x i chosen as regressors and
In the common circumstance that the survey data used for the estimation ofθ are collected using a two-stage clustered design, the standard errors of the parameters should be adjusted taking intra-cluster correlation into account. 9 It is important to note, however, that the expression in (4) may substantially underestimate the mean squared error (MSE) of the estimator if the number of 8 Note that this approach can be made robust to parametric misspecification by estimating the conditional probability using a non-parametric estimator such as sieve-logit (see Hirano et al. 2003 or Chen et al. 2008 ). However, non-parametric estimation is complicated by the necessity of choosing smoothing parameters and the degree of flexibility may be limited by sample size. 9 More specifically, if θ is estimated using logit, robust standard errors can be easily produced using built-in commands observations in the small area A is not large. In fact, whileĤ A is a consistent estimator for the area-specific mean value of P (H i = 1 | x i ; θ) , the true object of interest is (1), that is, the mean value of H i in the area. In a superpopulation approach the two quantities are identical, but in real empirical applications their difference (that is, the bias of the proposed estimator) may be different enough to make inference based on (4) incorrect. Intuitively, because poverty mapping is essentially an exercise in forecasting, confidence intervals forĤ A should be calculated taking into account not just the variance of the estimator, but rather its MSE, which also takes into account the (squared) bias.
, TD show that, when the area and the cluster coincide, the squared bias b 2 (Ĥ A ) can be approximated by the following expression
where both expectations are estimated using their respective sample analogues. A confidence interval forĤ A with nominal coverage (1 − τ ) can then be constructed aŝ
where Φ −1 (.) is the inverse of the cumulative distribution function of a standard normal. In a series of Monte Carlo experiments, TD show that, when area homogeneity holds, confidence intervals constructed in this way have approximately correct coverage with a variety of data generating processes, even when the number of observations within the area A is as small as 100 individuals. In the common situation where each area is composed of a number of different clusters, and under the assumption that the deviations (p i − H i ) are uncorrelated across different clusters, the expression in (5) becomeŝ
where Λ(A) is the set of all clusters in area A and N c is the number of individuals in the population residing in cluster c within area A, so that c∈Λ(A) N c = N A . 10 The first term on the right-hand side of this expression is associated with the variance of the deviation between p i and the binary indicator H i and it decreases quickly to zero with the size of the area population. The second term on the right-hand side will also, in general, decline towards zero when area population size increases, because in most statistical packages. For instance, in Stata this can be done using the svylogit command, or the cluster option in the standard logit command. 10 This expression results from adapting the result in Appendix B of TD to the case where each area includes a number of different clusters and assuming no inter-cluster correlation.
the numerator of the ratio that multiplies the estimated expectation is the number of within-cluster cross-products, while the denominator is the number of within-area cross-products. 11
To conclude, let Λ n (R) indicate the set of all clusters c in region R included in the sample and let Θ n (c) indicate the set of the n c individuals sampled from cluster c (and define Θ n (R) analogously).
.
These expressions can then be plugged into (7) and confidence intervals can finally be calculated using (6) together with the estimated variance calculated using (4). This projection based estimator will be used throughout most of this paper.
Elbers et al. (2003) (ELL hereafter) describe a class of alternative, simulation-based estimators. 12
These more complex estimators start from a first-step estimation of the projection of the logarithm of income on the predictors x. Because poverty measures are typically functions of the distribution of income (and not just of its mean) ELL need to make further explicit functional form assumptions about aspects of the distribution of the projection residuals such as the form of heteroskedasticity.
The projection estimates, together with the estimated structure of the residuals, are then fed into a simulation procedure reminiscent of multiple imputation (Rubin 1996) . We postpone a detailed description of the simulation procedure to Section 3.1, where we use both the projection method and ELL in a Monte Carlo experiment to evaluate the performance of both estimators under different degrees of area heterogeneity. We will show that both estimators perform well and produce confidence intervals of approximately correct coverage when the area homogeneity assumption holds, while neither does when the assumption fails.
11 For instance, if each area is composed of p equally-sized clusters of m individuals, the fraction will be pm(m − 1)/p 2 m 2 = p −1 (m − 1) /m, which approaches zero when the number of clusters become large. Note that instead the covariance-related term in (5) did not converge to zero with the increase in area size, because in that case area and cluster coincided so that p was always equal to one. 12 See also Elbers et al. (2002) and Demombynes et al. (2008) for details.
A Formal Illustration
In this section we describe a very simple model to illustrate formally the idea that if factors such as relative price variation across areas lead to area heterogeneity, such heterogeneity is likely to be reflected not only in area heterogeneity in the distribution of income given predictors, but also in heterogeneity in the distribution of each predictor given the remaining ones. We assume that individuals allocate an exogenously determined income between three different goods, with heterogeneity in preferences across individuals and a varying degree of heterogeneity in prices across areas. In order to allow for the existence of intra-cluster correlation within each area, we also assume that each area is composed of a number of synthetic enumeration areas or clusters, and that individuals who live within the same cluster have correlated tastes. Within the boundaries of such oversimplified model, we show that heterogeneity in the distribution of expenditure in one of the goods conditional on expenditure in a second good is reflected also in heterogeneity of the distribution of income given expenditure in both goods.
Suppose that each area a is populated by individuals i, grouped into a number of clusters c which can be interpreted as representing different geographical subdivisions of the area. 13 Assume also that individuals are endowed with different nominal income Y i and that the budget is allocated among three goods, whose relative prices are potentially different across different areas. We assume that preferences are Cobb-Douglas and that each individual solves the following constrained maximization problem:
The existence of heterogeneity in relative prices across areas implicitly requires that markets are not perfectly integrated, and that each area can be seen as a separate economy. In some cases this may be a very strong assumption, but in reality such differences in relative prices are often observed, especially in developing countries where market integration is limited. The solution of the utility maximization problem leads to the following standard demand functions:
13 We only denote individuals by the subscript i, instead of aci, to avoid notational clutter.
From (9), it follows through simple algebraic manipulations that
Suppose now that there is heterogeneity in the budget shares and that such heterogeneity is correlated within clusters. Specifically, we assume that α ij = α j e η jc +ε ji , j = 1, 2, 3, where α j is a scalar and ε 1i , ε 2i , ε 3i are random variable with variance σ 2 εj , j = 1, 2, 3 whose distribution guarantees that α i1 + α i2 +α i3 = 1. The spatial correlation of tastes is reflected by the cluster-specific component η jc . Assume finally that the area heterogeneity in prices takes the specific functional form
where p j is a constant and φ a j is an area-specific random variable with variance σ 2 φj , j = 1, 2, 3. Under these conditions, equations (10) and (11) can be re-written as
and
. Both equation (12) and (13) can be estimated if data on Y i , x i1 and x i2 are available, although it is easy to see that the unobserved components u Y i and u i are by construction correlated with the observable right-hand side variables in their respective equations. However, the correlation between the residual and the regressors is not a concern here, because poverty mapping is an exercise in forecasting which does not attempt to estimate causal relationships. What does, instead, generate difficulties is that the presence of area-specific relative prices generates area heterogeneity in the projection coefficients. Specifically, consider the univariate model (13). 14 The Appendix shows that under standard regularity conditions the Best Linear Projection (BLP) of ln x i1 on ln x i2 estimated by Ordinary Least Squares (OLS) using data from the larger region R will be different from the area-specific BLP. Specifically, the Appendix shows that
The discrepancy between area-specific and region-wide BLPs will generate obvious difficulties in poverty mapping exercises, because the available (survey) data will in general only allow consistent estimation of β 0 and β 1 , both of which will in general be different from the area-specific coefficients that would be necessary for correct imputation. Given that the BLP coefficients are a fundamental ingredient in poverty mapping, assuming area heterogeneity should be expected to lead to bias in the estimation of poverty measures based on consumption of good 1, regardless of whether estimation is done using a simulation-based method such as ELL or a projection-based method such as TD. Similar arguments would lead to incorrect inference on income-based poverty measures. 15 Note also that without area heterogeneity in prices we would have φ a 1 = φ a 2 = σ φ 2 = σ φ 1 = 0 so that the BLPs in the region and in each area would coincide and both the poverty mapping methodologies considered in this paper should be expected to produce correct inference. The next subsection uses a Monte Carlo simulation to further illustrate this point.
A Monte Carlo Experiment
We assume now that an economy is described by a Data Generating Process (DGP) consistent with the model described in the previous section. Income Y i is exogenous and generated from a normal distribution with mean 1000 and standard deviation 200. We generate individual-specific preference parameters assuming that α 1 = α 2 = 0.25. The cluster-specific components (η 1c , η 2c ) are drawn 15 In our model, income is predicted with continuous component of expenditure. However, typical poverty applications mostly rely on categorical predictors, such as literacy, asset ownership or dwelling characteristics. Even so, the model's insights remain unchanged, because the association between such indicators and income would remain a function of relative prices. Also, one could construct a similar model where, for instance, demand for assets is determined by discrete choice equations where purchase depends on relative prices. We have chosen to focus on a model with continuous components of expenditure because such model is simpler to solve and the econometric implications are more transparent and have relatively simple closed form solutions.
independently from a uniform distribution in the interval [−0.05, 0.05] , while the individual-specific preference parameters (ε 1i , ε 2i ) are drawn independently from a uniform distribution in the interval [−0.25, 0.25] . This implies that all random preference components have zero mean, while σ η,j = 0.1/12, σ ε,j = 0.5/12, j = 1, 2. 16 Prices are generated as random draws from a tri-variate normal distribution with mean 50, standard deviation σ p and correlations equal to 0.5. The parameter σ p is chosen in such a way that prices are always positive. Once income, prices and preferences are determined, consumption levels of goods 1 and 2 are calculated using the equilibrium demand equations (9). The most crucial parameter in the model is the standard deviation σ p (or, equivalently, σ φ ), which measures the extent of area heterogeneity. The case where σ p = 0 corresponds to a situation where there is no area heterogeneity in relative prices. As we will describe later, this DGP produces models where the first stage projections have very good explanatory power and the intra-cluster correlation of the unexplained residuals remains small.
Each Monte Carlo experiment proceeds as follows. First we generate data as described above for the synthetic "census" of a region composed of 20 small areas composed of 100 equally-sized clusters of 100 individuals each. We assume that the object of interest is either the fraction of individuals in each area with income below a poverty line z y = 1000 (which we indicate with H a y ), or the fraction of individuals in each area with consumption of x 1 below a threshold z x 1 = 5 (denoted H a x 1 ). The census is then kept fixed and treated as the actual population. In each of 200 Monte Carlo replications we draw a sample of 10 individuals from 50 randomly selected clusters from the synthetic census. Each synthetic sample is therefore composed of 500 units. Both individuals and areas are selected using simple random sampling without replacement. Once the synthetic survey has been generated, we calculate the estimatesĤ a y andĤ a x 1 for each area as well as the corresponding 95 percent confidence intervals either using the projection method described in Section 2 or using the more widely used simulation method proposed in ELL. Note that both estimators should be expected to perform similarly regardless of whether area homogeneity holds. More specifically, both estimators should produce confidence interval of approximately correct coverage when the assumption holds and should instead overestimate coverage when it does not, as also suggested by the Monte Carlo simulations in TD.
When using the projection method, we estimate the conditional probabilities P (Y i < z y | x i1 , x i2 ) and P (x i1 < z x 1 | x i2 ) using a logit model, and point estimates and MSE of head counts are estimated 16 Recall that the variance of a continuous random variable having a uniform distribution over the interval [a, b] is equal to (b−a)/12. This DGP implies that both α1i and α2i are bounded between 0.25e −0.3 = 0.1852 and 0.25e 0.3 = 0.3375. The parameter α3i is calculated using the homogeneity condition α1i + α2i + α3i = 1, which implies that α3i ∈ [0.325, 0.6296].
as described in (3) and (6). There are several variants of ELL and the one we use here is closer to Demombynes et al. (2008) . In describing the details of ELL we also borrow from TD. Here we describe in detail the procedure for the estimation of H a x 1 , but the estimation of H a y proceeds in analogous fashion with straightforward modifications. 17 The starting point is the estimation of model (13) with OLS, under the assumption that the model can be written as ln
where u c is a cluster fixed effect and v i is an individual-level error. The estimates (β 0 +β 1 ) and their estimated sampling covariance matrix are then stored away. Next, the cluster fixed effects u c are estimated as the mean value of the estimated BLP residuals over all the observations from the same cluster c. Then estimates of the individual-specific errorsv i are calculated as deviations of the BLP residuals from the corresponding estimated cluster-specific fixed effects. The cluster-specific effects are assumed to be i.i.d. and homoskedastic, while the variance of the idiosyncratic errors is estimated assuming the following model:
The parameter A is set to A * = (1.05) max{v 2 i } and (π 0 ,π 1 ) and their standard errors are obtained by estimating with OLS the sample analogue of the following model which derives directly from (16) above:
Next, the variance of the idiosyncratic errors is calculated using the following expression, obtained taking the expectation of a Taylor approximation of (16) around s i = 0:
where B i ≡ eπ 0 +π 1 ln x i2 . In the last step of the first stage, standardized idiosyncratic residualsv * i are calculated by dividing the residualsv i byσ i,v and subtracting from each the mean of these ratios calculated over the whole sample.
The estimated sampling distributions of (β 0 ,β 1 ,π 0 ,π 1 ), together with the empirical distribution of the estimated cluster-specific and idiosyncratic errors, form the inputs that can now be fed into the simulation procedure, which now proceeds making use also of the synthetic census. The structure of each simulation step r is as follows. First, a set of parameters (β û r c drawn randomly from the empirical distribution of allû c 's. 18 Third, each observation in the census is assigned a normalized idiosyncratic errorv * r i drawn at random from the corresponding empirical distribution. Fourth, heteroskedastic errorsv r i are calculated by using the parametric model in (18) evaluated at the simulated parameter values. Lastly, simulated values for ln x r i1 are generated aŝ β r 0 +β r 1 ln x i2 +û r c +v r i , and the point estimate H ar x 1 is calculated as the fraction of individuals in area a with ln x r i1 below the threshold z x 1 . The mean and the variance over a large number of replications are finally used as an estimate of H a x 1 and V ar(H a x 1 ). After each Monte Carlo simulation, we determine whether the value of each area-specific estimate lies within the 95% confidence interval calculated using either the projection method or the simulationbased ELL estimator.
The resulting coverage rates for different degrees of area heterogeneity are displayed in Figure 1 , while we report selected summary statistics for the Monte Carlo results in Table 1 . Each histogram in Figure 1 represents the distribution of coverage rates over the 20 synthetic areas. The extent of area heterogeneity, measured by the standard deviation of prices, is kept constant in each row while it increases from top to bottom. The graphs in the first two columns show coverage rates for the "income-based" head counts H a y , while those in the third and fourth columns refer to the head counts H a x 1 based on consumption of good 1. Coverage rates calculated using ELL are shown in columns 1 and 3, while those produced with the projection method are shown in columns 2 and 4. If the estimator is asymptotically normal and the MSEs are estimated correctly, coverage for all areas should be approximately equal to the nominal size of the confidence intervals, that is, 0.95. In such case, the histograms would show a spike at or close to 0.95. With no differences in relative prices, we expect to see correct coverage using either ELL or the projection method, while we expect both methodologies to produce increasingly poorer coverage rates the larger the extent of area heterogeneity measured by σ p . The simulation results are consistent with these priors.
When σ p = 0, the DGP produces head counts H a y and H a x 1 approximately equal to 0.5 in all areas. For both sets of head counts, both ELL and the projection method produce coverage rates of approximately correct size for all areas, as shown by the peaks around 0.95 in all four graphs along the first row of Figure 1 . The statistics in columns 1 and 2 of Table 1 also show that both 18 Note that the ELL algorithm can be easily adapted to assign the same cluster-specific error to all clusters within an area. If the only source of heterogeneity is due to the presence of area fixed effects, this modification would likely lead to conservative (that is, too wide) confidence interval. Throughout the paper we only focus on the standard version of ELL described in this section, which is what most researchers use. methods produce precise estimates, with confidence intervals whose average width range from 2.5 percent (for H a y estimated with ELL) to 5.1 percent (for H a x 1 estimated with the projection method). The simulation method generates smaller standard errors (likely due to the parametric assumptions adopted at different stages of the estimation) but coverage rates appear to be closer to nominal ones when we use the projection method, although only marginally so.
The results change considerably when heterogeneity in prices is introduced. The graphs along the second row of Figure 1 show coverage rates when the standard deviation of prices σ p is equal to 0.5.
Summary statistics for the Monte Carlo results are in columns 3 and 4 of Table 1 . This modification produces variation in the true values of H a x 1 (which now range from 0.47 to 0.56) because demand for good 1 now changes depending on its relative price. Note that the increased value of σ p still leads to fairly homogeneous relative prices. For instance, the ratio p a 1 /p a 2 in the 20 synthetic areas ranges from a minimum of .98 to a maximum of 1.02. Even so, coverage rates for both parameters now worsen considerably, and both estimators produce average coverage rates around 75 percent for H a y and around 85 percent for H a x 1 . In most cases area-specific coverage rates remain above 60 percent, although ELL also produces a long left tail in the histogram for both parameters, with a handful of areas whose coverage rate is 50 percent of below. Note that, as also pointed out in TD, the incorrect coverage arises despite the fact that location-specific unobservables explain a very small fraction of the total variance of the BLP residual. In this DGP, such fraction (that is, the intra-cluster correlation of the residual) remains around 4 percent of the total variance or below. 19 The bottom graphs of Figure 1 and columns 5 and 6 of Table 1 contain the results of the Monte Carlo experiment when σ p is increased to 1. This produces more heterogeneous relative prices, now ranging from 0.96 to 1.03, which in turn leads to area-specific good 1 head counts ranging from 45 to 60 percent. Coverage rates worsen further, to the point of becoming on average below 60 percent for H a y and around 72 percent for H a x 1 . The distribution of coverage rates also become more skewed, so that in this case a large number of areas have coverage rates of 50 percent and below.
To summarize, at least in the context of this very simple model, poor coverage in "good 1 head counts" signals poor coverage for income poverty maps, because heterogeneity in the underlying conditional probabilities is due to a common cause, that is, heterogeneity in relative prices. The model is 19 The fact that area heterogeneity can cause incorrect inference even in situation where location effects are very small is also consistent with the Monte Carlo results in Table 3 of TD. TD show that the concerns only disappear if, absent any heterogeneity in the BLP slopes, the variance of the area-specific location effect is negligible relative to the variance of the cluster-specific location effect.
obviously a naive representation of a true economy, but it should still provide a useful exemplification of the main argument put forth in this paper: that is, that unobserved heterogeneity in local characteristics such as prices is likely to be reflected both in heterogeneity in the distribution of income given some of its correlates and in heterogeneity in the distribution of such correlates conditional on the others. In the next sections, we use data from Mexico to study whether such an argument is consistent with evidence from a real empirical setting.
Empirical Illustrations
This section evaluates the merit of the arguments put forth in the previous section by using data from Mexico to construct two alternative validation exercises. The first uses data from the 10.6% random extract of the 2000 Mexican Census from the Integrated Public Use Micro Sample (IPUMS) (Ruggles and Sobek 1997, Minnesota Population Center 2007) while the second uses information from a complete census carried out in 1997 and 1998 in communities that were considered eligible for participation in the well-known PROGRESA welfare program (ENCASEH). 20 Both validation exercises have a common rationale: both datasets include measures of income or expenditure which could be used to directly construct poverty maps for very small areas. We therefore use each data set as the population of interest and we perform with each a simulation exercise analogous to the one described in Section 3.1, that is, we compare coverage rates for poverty counts with rates for other indicators and we evaluate whether the quality of inference in the latter is informative about the quality of inference in the former.
The results from both Census 2000 and ENCASEH confirm that this is the case. Because both the Monte Carlo results in Section 3.1 and those in TD show that the ELL simulation method and the projection method perform similarly under a broad set of scenarios and given that the latter estimator is significantly simpler and faster we only use the projection method in our exercise. estimated simulating a poverty mapping procedure carried out assuming that only a random sample of observations is available from the census. The results in TD suggest the existence of substantial heterogeneity in the areas considered. In fact, while poverty mapping produces overall informative results, the estimated MSEs appear to be biased downwards for a large number of small areas. Here we show that an analogous under-coverage of confidence intervals can be observed if poverty mapping methodologies are applied to the calculation of maps for alternative economic indicators, where both the indicators and the predictors are variables typically measured in census data. The indicators we choose are the fraction of individuals living in households where the head can read and write in at least one language ("literacy head counts") and the fraction of individuals with access to a toilet ("sanitation head counts"). As in TD, we use data from three of the largest Mexican states, namely Chiapas, Oaxaca and Veracruz. We treat each state as a separate region (R), and we adopt smaller administrative units called municipios as small areas (A). Because the IPUMS data set only includes a 10.6% extract of the complete micro-data, we first generate a complete "pseudo-census" with a number of observations equal to actual census population. For this purpose, we replace each observation in the extract with identical replicates in number identical to the (integer) weight provided in the data set.
A Quasi-validation Using Data from the 2000 Mexican Census
The pseudo-census created in this fashion is then treated as the actual (non-random) population of interest. 21 Because the census extract includes only a handful of observations from some municipios, we only use observations from municipios with at least 500 households. Table 2 shows that this leads to a number of small areas equal to 108 in Chiapas, 240 in Oaxaca and 182 in Veracruz.
All the three states have high poverty rates. The mean area-specific head count is 0.66 in Chiapas, 0.65 in Oaxaca and 0.44 in Veracruz. The mean fraction of literate household heads is similar across states and close to 70 percent, while the mean proportion of individuals with access to a toilet ranges from 71 percent in Chiapas to 78 percent in Veracruz. Figure 2 shows that there is a substantial degree of variation in the heterogeneity of these statistics across states. In all states, the municipiolevel distribution of poverty head counts covers most of the unit interval and is relatively uniform, with more evidence of left-skew in Chiapas and Oaxaca, the two poorest states. The range of the sanitation head counts distributions is similarly wide, and all distributions are left-skewed, including in Veracruz.
The distributions of the literacy head counts are left-skewed too, but appear to be somewhat more concentrated around their mean.
21 As suggested by a referee, an alternative approach would have been to use the extract itself as the population. We do not choose to do so because, although neither approach would allow to work with a real census, using the inflation factors at least allows us to use a data set where population size is the same as the one of the real census. 22 Note that the list of predictors also includes location means. As noted in ELL, the inclusion of location means typically reduces the correlation of the residuals in the first-stage regression, which in turn reduces the bias of the estimator described in Section 2. In many circumstances, such location means can be included in the mapping procedure even though they refer to variables which are only recorded in the census, as long as the survey includes location identifiers which allow to link them to the observations included in the survey.
When the imputation methodology is applied to the construction of "literacy maps", we replace the poverty indicator with a binary variable equal to one if the household head is literate. In this case the list of predictors used is the same as in Table 3 , with the omission of all information on schooling.
Finally, when the object of interest is a map of municipio-specific sanitation head counts, the dummy variable for access to toilet is dropped from the predictors (together with its mean) and is used as dependent variable.
For each of the three economic indicators (poverty head counts, literacy and sanitation rates), we evaluate the coverage of 95% nominal confidence intervals using 250 Monte Carlo simulations. We carry out independent simulations for the three states of Chiapas, Oaxaca and Veracruz. In each replication we assume that the object of interest is a map of municipio-specific indicators, but that the researcher has access only to a synthetic "survey". The survey is generated by drawing from the state pseudo-census clusters of ten households from 50 municipios selected at random without replacement. 23 In each Monte Carlo replication, we first use the synthetic survey sample to estimate the parameters in the conditional probability in (3) using a logit model. These parameters are assumed to be common to all observations within the same state, and are used together with information on the predictors for all households in the state pseudo-census to estimate the indicator for each municipio. The confidence intervals are calculated as in (6). Finally, we calculate coverage rates as the fraction of Monte Carlo simulations where the nominal 95% confidence intervals include the "pseudo-true" municipio-specific indicators, calculated using the actual data included in the pseudo-census.
The results of the simulations are summarized in Figure 3 . Each graph shows a histogram of the 22 In 2000, the PPP exchange rate between USD and Mexican Peso was 6.79, so that 200 Pesos correspond to approximately one PPP dollar per person per day (Heston et al. 2006) .
23 All estimations are done using sampling weights, because this sampling design generates differences in the probability of selection across households.
coverage rates for a state-head count pair. Each histogram is constructed using the coverage rate for a given small area (that is, a municipio) as an observation. 24 If the confidence intervals had correct coverage, the whole mass in each histogram would be centered on 0.95. The first conclusion one can draw from these results is that clearly this is not the case. Although coverage rates remain acceptably large and above 0.75 for most small areas, there is a substantial fraction of municipios where coverage remains much below the nominal value. Coverage rates for poverty head count ratios remain below 0.75 in 35 percent of municipios in Chiapas, 38 percent in Oaxaca and 39 percent in Veracruz (see Table 4 The second important conclusion, which is central for the argument put forth in this paper, is that in all states the distributions of coverage rates appear to be remarkably similar among different indicators.
The only exceptions are the sanitation indices in Chiapas, where coverage rates are substantively better, although at the expense of very large confidence intervals. Of course, these results cannot be generalized to other contexts without scrutiny. However, they are consistent with the idea that, first, census data alone always offer the opportunity to complete validations to evaluate the performance of small area estimation techniques in constructing maps of non-poverty indices and, second, that such validations may provide important signals about how effectively such methodologies will be able to produce poverty maps with the correct precision.
Model Selection
Our interpretation of the results presented in Figure 3 relies crucially on the fact that discrepancies between nominal and actual coverage rates are evidence of area heterogeneity. In real poverty mapping applications, discrepancies could also be due to predictors being measured differently in the census and in the survey (for instance, because of differences in how occupations or schooling are coded).
However, this possibility does not arise within our simulation, because the synthetic survey data are drawn directly from the census, so comparability of predictors between the two data sources holds by construction. Another possibility is that the poor performance of mapping is due to an incorrect choice 24 Note that the histograms of the coverage rates for poverty head count are very similar but not identical to those in TD, because in this paper we have only included in the analysis municipios with at least 500 households.
of the conditional model. On the one hand, the choice of the predictors is necessarily atheoretical, both because in a typical application the selection is limited by the variables that can be matched between the census and the survey, and because the first-stage projections are not structural relationships.
On the other hand, it is conceivable that the use of a statistical criterion to select which of the predictors in Table 3 to include in the first stage may improve the performance of the mapping exercise.
We experiment with two alternative selection procedures, one based on an information criterion and another based on the statistical significance of the first stage projection coefficients. In each of the two cases, the model is selected based on the specific synthetic survey drawn from the pseudo-census. In other words, these procedures allow the selection of a different model in each Monte Carlo replication.
In both cases we also include, among the candidate predictors, a list of interactions between householdspecific covariates and municipio-level means in Table 3 . The rationale is that such interactions may help to some extent in controlling for heterogeneity in the projection coefficients across areas.
With the first selection approach, the first-stage model is chosen by using a Bayesian Information
Criterion (BIC, Schwarz 1978) . First, we estimate a series of univariate logit models for the dependent variable H i where each of the K candidate predictors is entered separately. In our simulations, H i is equal to one if the household is poor, or if it has access to sanitation, or if the head is literate. Second,
we sort the models in decreasing order of pseudo-R 2 . Let k = 1, ..., K denote the index of the sorted predictors. In the third step, we calculate the BIC for K models, where each model includes the first k sorted predictors. Finally, we identify the model that maximizes the BIC. If the selected model is the jth in the ranking, all variables with a ranking not larger than j are included as predictors.
Intuitively, this criterion trades off the increase in the pseudo-R 2 that results from the inclusion of more predictors with a penalization that has the purpose of limiting the number of regressors, to avoid overfitting. We show the resulting coverage rates in Figure 4 , while columns 4-6 of Table 4 summarize the results of the simulations.
Visual inspection of the histograms in Figure 4 is sufficient to see that the accuracy of the poverty mapping declines for both poverty and literacy head counts, when compared to the results obtained with the inclusion of all predictors shown in Figure 3 . In the estimation of poverty head counts (leftmost figures), the fraction of municipios for which coverage is below 50 percent increases from 12 to 21 percent in Chiapas, from 11 to 15 percent in Oaxaca and from 11 to 29 percent in Veracruz. In the prediction of literacy head counts, the increase is from 11 to 17 percent in Chiapas, from 14 to 26 in Oaxaca and from 9 to 23 percent in Veracruz. The three right-most graphs in Figure 4 show instead that confidence intervals for the sanitation head counts are somewhat better than when all predictors are included, and in a substantial fraction of cases they are conservative. This is especially true for Chiapas, where coverage is larger than 0.95 in approximately two-thirds of the municipios.
This finding, however, is the result of very large estimated MSEs, which reflect relatively large values of the covariance component in expression (7). In this state, the mean value of the root MSE is 0.17, so that on average the width of the confidence intervals is 0.69.
In Figure 5 we display the distribution of coverage rates estimated using a second selection criterion.
In this case, the model selection proceeds by first estimating the most inclusive model, and then dropping from the prediction exercise all regressors not significant at the 10 percent level. We refer to this second t-based criterion as "tC". The coverage rates in Figure 5 show that, despite this criterion leading to more parsimonious models, the distributions of coverage rates across municipios remain relatively similar to those estimated when all predictors are included, although in most cases the latter still performs better. 25
Overall, these results suggest that the main cause for incorrect coverage is the presence of area heterogeneity, and not the use of an inappropriate model in the first-stage. On the other hand, the validation described here has limitations. First, the population used throughout the simulation is not a real census, but rather it is a census extract inflated to the size of the census by using sampling weights. Second, the income measures included in the census were measured using a very short questionnaire section, so that they are likely to be less accurate than estimates of income or expenditure that could be obtained using purposely designed household survey such as, for instance, the Living Standard Measurement Surveys, the Indonesian Family Life Surveys or the Mexican Family Life Surveys. Third, the census extract does not include geographical identifiers below the municipio, so that our mapping exercise adopts the area itself as the primary stage unit. In reality, a researcher with access to a complete census may also have access to identifiers for the smaller census enumeration areas (EAs), which usually include around 100 households only. This allows the use of EA-specific (rather than area-specific) household means as predictors in the first-stage model, which may increase 25 As a referee suggested, there may also be useful information in the comparison of coverage rates achieved by different selection models for non-poverty indicators. That is, if if turns out that a given criterion always outperforms all others, a researcher may want to use such criterion when constructing a poverty map. The choice of an optimal algorithm for model selection is however beyond the scope of this paper, so we do not pursue this idea further. Note also that in this empirical setting no such clear ranking exists. For instance, the statistics in columns 1-2, 4-5 and 7-8 of Table 4 show that the most inclusive model performs best for literacy in all states, while for the sanitation index BIC achieves the best coverage rates in Oaxaca and Veracruz but not in Chiapas, where no selection model dominates. The results in the alternative quasi-validation exercise discussed later in the paper are similarly inconclusive, see Section 4.2.
the explanatory power of the predictors and reduce the extent of spatial correlation of the first-stage residuals. 26
A Quasi-validation Using Data from ENCASEH
To address the shortcomings described above, we perform one further analogous validation exercise using an alternative data source, the Encuesta de Caracteristicas Socioeconomicas de los Hogares (ENCASEH), which represent a complete enumeration of households residing in communities deemed eligible to participate to the well-known Mexican welfare program PROGRESA . This strategy is largely inspired by the similar validation exercise in Demombynes et al. (2008) . As we will explain, however, our approach is different along fundamental dimensions which also likely explain the different results.
In November 1997, data on a broad spectrum of socio-economic and demographic indicators were collected from a census of 24,077 households, with a total of about 125,000 individuals. These households resided in a total of 506 communities (localidades) spread over the seven states of Guerrero, Hidalgo, Michoácan, Puebla, Querétaro, San Luis Potosí and Veracruz. Income information was collected as well, but not unlike in the 2000 Mexican census, the income module was very simple, leading to income measures of dubious reliability, as also suggested by the large number of respondents reporting no income at all. In order to construct poverty measures, we use instead expenditure data collected using a fairly detailed consumption module in March 1998, before the implementation of PROGRESA. Expenditure and other socio-economic information were then collected at two different points in time, but the time gap is very limited. The household characteristics used in the analysis are likely to be very persistent over such a short time frame, so that the presence of a gap between the two data sources should be of little concern. The consumption module was not as comprehensive as other household surveys such as the World Bank Living Standard Measurement Surveys, but it was still fairly detailed, with information on cash expenditure on about 50 item categories including food and beverages, transportation, alcohol and tobacco, expenditure for personal health and hygiene, clothing and footwear.
26 Note, however, that in this empirical application the intra-area correlation of first-stage residuals is relatively low, so that the coverage rates are unlikely to be simply the result of the high level of aggregation of the clusters. For instance, when we predict poverty status with logit using all predictors in Table 3 and the whole pseudo-census, the resulting intra-area correlation of the residuals is 8.5 percent in Veracruz, 5.3 percent in Chiapas and 4.5 percent in Oaxaca.
Recall also that the Monte Carlo results in Section 3.1 as well as those in TD show that incorrect coverage can arise even in situations where the intra-cluster correlation is very small.
Using information on total household expenditure, we construct a measure of total weekly expenditure per head. The other household characteristics used in the analysis are listed in Table 5 . The validation exercise proceeds as before, that is, we draw repeatedly a large number of synthetic surveys from the census, we estimate next head counts and the corresponding MSEs for a series of areas and finally we evaluate coverage rates for each area. Demombynes et al. (2008) use the same data to perform a similar validation (albeit with only ten replications) and find that coverage rates produced using the simulation-based ELL estimator are approximately correct. However, in their simulation areas are constructed by aggregating randomly groups of localidades, therefore biasing the results by construction in favor of finding area homogeneity. To avoid this problem, we choose to use the seven states as areas, while using localidades as clusters. In the ENCASEH data set, states include between 1,325 (Quéretaro) and 5,915 households (Veracruz), while localidades include a very small number of households, ranging from 2 to 236, with a mean of 48 and a median of 39. Our choice of areas and clusters allows us to overcome one limitation of our validation exercise using the 2000 Mexico, that is, the large size of the clusters and their coincidence with the areas. However, it should be kept in mind that this approach still does not replicate perfectly the typical poverty mapping exercise. In a typical application, both the first and the second stage of the imputation procedure are completed using data from a region which should be kept as small as allowed by the survey sample size. For instance, like in our previous application with 2000 census data, the first stage model would be estimated perhaps using survey data from a Mexican state, while small areas would be represented by state subdivisions such as municipios. This may reduce concerns about area heterogeneity, if there are reasons to expect projection coefficients to be more stable within a state than across states. In our case, the first stage is estimated using data from seven different states, while each state is used as a separate area. On the other hand, this concern is significantly limited here by the observation-also noted by Demombynes et al. 2008 -that the communities included in ENCASEH were purposely selected to be relatively homogeneous, as they were all poor rural communities eligible for inclusions in PROGRESA.
The validation exercise proceeds in a fashion similar to the previously described ones. In each replication we draw a random sample of 10 households from each of 50 randomly selected localidades, so that each "survey" has sample size equal to 500. We exclude from the estimation observations with missing values and households who live in localidades with fewer than 10 households. The final population includes 21,406 households from 498 localidades. We then construct maps of poverty as well as of four other different indicators. Poverty head counts are calculated assuming that the poverty line is equal to the median of the distribution of weekly expenditure per head over the population, which we estimate to be equal to 34 Pesos. The other indicators are the proportion of individuals who live in a household with a literate household head, that is, a head who can read and write in at least one language ("literacy" head count), or who live in a dwelling with a latrine ("sanitation") or where the head worked in the previous week ("employment").
The state-specific head counts and their corresponding confidence intervals are again estimated using the projection estimator. Given that, unlike the previous validation with data from the 2000
Mexico census, in this case the primary stage units are small subsets of the areas, we estimate MSEs using the expression in (7), while the standard errors of the first stage BLP are clustered at the localidad level. In each replication, predictors for poverty counts are chosen from the list in Table 5 as well as from their means at the localidad level. Recall that this was not possible in the previous validation, because the 2000 census did not include identifiers below the municipio level. In estimating literacy counts we drop all predictors (including the location means) related to schooling or language, while we drop the predictors related to in-house sanitation facilities when estimating sanitation head counts, and all work-related information when estimating employment counts. Overall, there are about 60 predictors and given their large number we select predictors using either the BIC or the tC selection models described in Section 4.1.1. Coverage rates of 95 percent confidence intervals are finally calculated using 250 Monte Carlo replications.
The results of the validation exercise are shown in Table 6 . Coverage rates for the poverty head 
Caveats and Conclusions
Poverty mapping methodologies which are now routinely used require a substantial degree of geographic homogeneity in the relationship between income and its predictors. However, heterogeneity in local unobserved factors such as relative prices and returns is likely to generate heterogeneity in such relationships, at least to some extent. The purpose of this paper is to argue that useful although indirect and suggestive evidence on the extent of area heterogeneity is readily available in virtually any census. Such indirect evidence is provided by non-monetary indicators such as, for instance, literacy, asset ownership, work status or access to sanitation. These variables are routinely recorded in a census, and validation exercises like those described in this paper can then be completed to gauge the extent of area heterogeneity. We argue that the same factors which may generate incorrect inference in poverty mapping will also likely generate heterogeneity, and hence incorrect inference, in the estimation of maps for non-monetary indicators such as those mentioned above.
We have described a simple model which formalizes this intuition, showing that heterogeneity in relative prices will generate not only area heterogeneity in the projection of (log) income on a list of predictors, but also in the projection of the predictors on the remaining ones. The associated Monte Carlo experiment confirms that area heterogeneity causes both the simulation-based estimator of Elbers et al. (2003) and the projection-based estimator of Tarozzi and Deaton (2009) to produce incorrect inference when heterogeneity in relative prices exist. Importantly, incorrect coverage rates of confidence intervals constructed for poverty maps is also reflected in incorrect coverage for maps based on the predictors.
Finally, we have evaluated empirically the merit of our argument using two alternative data sets from Mexico. In both cases, we find that poverty maps produce useful information, but coverage rates remain usually below the nominal level of the confidence intervals, therefore producing incorrect inference. Consistently with the main argument put forth in the paper, we also find that similar results hold for other indicators, such as literacy or access to sanitation, which are usually available in a census. On the other hand, we have emphasized that none of the two simulation exercises replicates perfectly the kind of validation exercise that would be possible using a real census, to which we do not have access.
One further caveat is that even this form of validation exercise will be of little help if the census and the survey are completed in different years. This may be a common occurrence, because while census data are usually decadal, surveys are in most cases carried out at shorter time intervals. But in such situation, much more than area homogeneity is required for poverty mapping to produce valid inference. Namely, one also need stability over time of the distribution of the predictors, because such variables are only recorded for the whole population in the census. Such assumption is clearly problematic, especially in the context of fast-growing countries where the underlying structure of the economy is likely to change rapidly. So, even if a validation suggested the presence of area homogeneity in a cross-section, such evidence would be silent about the plausibility of the identifying assumptions required by poverty mapping when census and survey data have been collected in different time periods.
Finally, we emphasize again that, from a statistical point of view, the good or poor performance of a mapping methodology in constructing, say, literacy maps should not be used to imply that poverty mapping will be equally successful or unsuccessful in producing reliable inference. However, we argue that such similarity in performance should be expected. This observation, together with the relative simplicity of the validation exercises described in this paper, suggest that analogous validation exercises should be performed routinely by researchers or statistical agency who wish to proceed with a poverty mapping exercise, regardless of whether one expects the assumptions underlying poverty mapping to fail or to hold.
APPENDIX
Consider first the BLP of ln x 1 given ln x 2 in the larger region, that is, not conditional on a given area. Using standard formulae, OLS estimates of the intercept and the slope will have the following usual forms:β
which under standard regularity conditions will have the following probability limits:
Consider first the probability limit of the slope. Rewriting each element in terms ln Y and unobserved components, some simple manipulations show that
Similarly, and using the fact that all unobserved components have zero mean, we have
which completes the proof of (14). If we move now to the BLP for a given area, the components φ a 1 and φ a 2 are no longer random but have to be treated as constant. Hence
, and
which completes the proof of (15). Schwarz, G. (1978 . The R 2 s in row 1 refer to the models in equations (10) and (11) in the text, estimated using the complete synthetic census. The intra-cluster correlations in row 2 are estimated using the residuals from the same regressions used to calculate the R 2 s and are estimated as the fraction of the total residual variance explained by cluster fixed effects. The means in rows 5 and 6 are calculated over all area-specific simulation results (that is, over 20 × 200 = 4000 estimates). All other statistics in rows 3 to 14 refer to the distribution over areas. Source: IPUMS Mexico Census 2000. All figures are calculated using the "pseudo-census" generated as described in the text by using sampling weights and including only municipios with at least 500 households in the complete census.
These municipios account for 99 percent of the population in Chiapas (which includes a total of 118 municipios), 81 percent in Oaxaca (562 municipios) and 99 percent in Veracruz (210). The "literacy" and the "sanitation" head counts are defined as the fraction of the population living in households with, respectively, a literate household head and access to a toilet. 
(8) Source: Author's calculations with data from IPUMS Mexico Census 2000. The figures show the state-specific fractions of municipios for which the coverage rates are below .75 or .50 as well as the average width of the confidence intervals. We calculate each set of three statistics from 250 simulations, separately for each state (Chiapas, Oaxaca or Veracruz) and indicator (poverty, literacy or sanitation) and using three different selection models. The results in columns 1-3 are obtained using all predictors in Table 3 . In columns 4-6 we select the predicting model using BIC, while in columns 7-9 the first stage uses only predictors that are individually statistically significant at the 10 percent level in a model where all regressors are included. See main text for additional details. Notes: Figures represent the average width of 95 percent confidence intervals estimated using the projection method described in Section 2 and the corresponding coverage rates. All statistics are calculated over 250 simulations. Each replication is completed using a sample of 500 households drawn in the form of 10 households from each of 50 primary stage units (localidades). In each draw, the model is selected using BIC (panel A) or tC (panel B). See Section 4.1.1 for details.
