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ABSTRACT
An optimization program was written to determine a set of channel responses
for measuring object-color spectra. The program incorporated the Complex
method of optimization to search the feasible space. The optimum set was
determined based upon minimization of the number of channels, the average
color difference (AE*ab) over a set of 1 16 colors and three illuminants, and the
average reflectance factor difference between the actual and estimated
spectra.
It was expected that itwould be possible to identify a system which would fall
between current spectrophotometers and the ideal but unrealizable system
whose responses are the three CIE standard color-matching functions
weighted by the three illuminants. It was found that even with as few as six
channels, each a gaussian with specific mean and bandwidth, reasonable
performance could be attained.
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I. INTRODUCTION
There are two aspects of an objects' color that are typically of interest. The
first is the reflectance factor as a function ofwavelength, or reflectance
spectrum, an example ofwhich is shown in Figure 1. For simple reflectance
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Figure 1 : Typical Reflectance Spectrum.
spectra, the object-color is easily identified. This is not the case for complex
spectra. Furthermore, the object-color spectrum is often an insufficient
descriptor of color. An exact determination of color cannot be made from
such curves, only a general color can be assumed, such as green or blue, and
we all know that there are many different variations of these colors.
In addition, reflectance spectra cannot be used to identifymetameric colors.
Metamers are objectswith different spectral curveswhich appear to be the
same color under certain illuminants, but can appear vastly different under
others. Thus, by definition, metameric colors cannot be identified from their
spectral reflectance curves since having different spectra I reflectance curves is
a property ofmetamerism. Reflectance spectra are necessary, however, for
many color modeling activities.
Such insufficiencies of reflectance spectra lead to the second important aspect
of a sample's color. From the reflectance spectra of an object color, three
values can be calculated which more accurately describe the color. These
values are known as the CIE tristimulus values, and are denoted X, Y, Z. These
are the amounts of three (imaginary) primaries, (X), (Y), and (Z), needed to
match a given color. They are calculated from the object-color spectral
reflectance factor data by equations (1) - (3).
X = k R Vi) S CI) x (X) dX
J X
Y = k R (X) S (l) y CI) dX
(D
(2)
Z=k R (X) S(X)z(X) dX (3)
J X
The spectral reflectance factor of the object is denoted. R(A), S(A) is the
illuminant spectral distribution; x,y,"z are the CIE 1931 standard observer
color-matching functions, and k is a normalization factor. The constant k is
calculated such that the Y tristimulus value is 100 for a perfectly reflecting
sample, and is given by equation (4).
k = 100/ S(X)y(X)dX (4)
J X
Knowledge of the tristimulus values of an object color circumvents the two
aforementioned deficiencies of interpreting colors based on their reflectance
spectra. The tristimulus values provide three precise numbers to describe each
color. Comparing these values for objects can indicate how closely the colors
match. With information about the light source, these values can also be
converted to alternate color spaces, such as CIE L*a*b* or L*C*abhab,where
color coordinates correspond to visual attributes of the color (ie. lightness,
chroma, hue, etc.), thus yielding more tangible information about an object
color. Furthermore, tristimulus values define metameric colors. If objects one
and two are metameric under an illuminant i and have tristimulus values X;,
Y/, Z; and X^, Y2!, Z;, then equations (5) are met.
X\ = X'2 , y\ = Y'2 ,Z\ = Z'2 andR * Rn (5)
That is, the objects are metameric if their tristimulus values are equal and they
do not have the same reflectance spectra. If any one of these equations is not
satisfied, the objects are not metameric, and therefore do not appear
identical underthat illuminant.
Since both the tristimulus values and the reflectance spectra of an object-color
provide valuable information, one would use a spectrophotometer to
measure the sample. A spectrophotometer measures the spectral reflectance
factor of the object, and can then compute the tristimulus values or other
color coordinates for any selected illuminant from the measured spectral
reflectance factor data. Such instruments are the focus of this research.
There are two opposing schools of thoughtwhere color measurements /
tristimulus calculation are concerned. The first is that accurate colorimetry
can only be obtained using data measured at evenly spaced intervalswith a
constant bandpass, over thewavelength range in question. This data is then
used to calculate the tristimulus values by theweighted ordinate method.
The second school is that abridged data may be recorded by varying the
interval and bandpass of measurement. The interval and bandpass may even
vary within a measurement. Calculation of tristimulus values is then
performed via the selected ordinate method. Alternatively, this abridged
data may then be interpolated to reconstruct the full reflectance spectra,
from which accurate colorimetric data may then be obtained by application of
theweighted ordinate method.
The first approach is typically preferred more becausewe are accustomed to
even spectral measurements than out of a failure of the second method. As
the bandpass and sampling interval become more irregular and less data are
collected, colorimetric accuracy can vary, however proponents of the second
school believe that accuracy can be maintained with the approach.
The present research strives to bridge the gap between these schools by
determination of an abridged spectrophotometer which does yield accurate
colorimetric results for multiple illuminants.
II. BACKGROUND
In theory, the tristimulus values for a reflecting objectwould be calculated by
equations (1) - (4). However, it is not possible to measure a continuous
reflectance factor function; a spectrophotometer measures the object-color
reflectance factor at a number of discrete wavelengths, often from 400nm to
700nm, in 1 0nm increments. The tristimulus values are then calculated by
numerical summation, as shown in equations (6) - (9).
X=kYl RVL)SQ)xQl)U, (6)
X
Y=kYl R(X)S(X)ya)A\ (7)
Z = k R (X) S (X) z CI) AX (8)
X
k= 100/ S(X)y~<X)AX (9)
X
The parameters in these equations are the same as in equations (1) - (4), and
AA is the wavelength increment. Since these are approximations of an
integration, the accuracy of these values is quite dependent upon the
measurement interval.
The CIE states that the integrals in equations (1) - (4) may be carried out by
summation at thewavelength interval AA = 1 nm in the range 380nm to
780nm. They also supply data for the standard color-matching functions in
5nm increments for "practical purposes". However, they recognize that
often, all data may not be available because ofmeasurement over a smaller
wavelength range, at greater than 5nm increments, and/or at unequal
wavelength intervals. In such cases they stress the importance of consistency
in measurements where direct comparisons are to be made, and in ensuring
that the errors caused by these factors are negligibly small. If the errors are
not small the CIE recommends interpolation and extrapolation techniques for
prediction of the unmeasured data.1
Another measurement parameter influencing the accuracy of the reflectance
spectra and hence the calculated tristimulus values isthe bandpass used in
measuring the reflectance factor at a given wavelength. Obviously
measurement with a zero bandpass, illustrated by the delta functions in
Figure 2, is impossible, as there would be no light to detect. The bandpass
must therefore be nonzero, and the resultant reflectance factor value will
then be the average reflectance factor of the object over the bandpass.
The CIE recommends that the bandpass of the instrument be an integral
multiple of the measuring interval for rapidly varying reflectance factor
functions. For smoothly varying functions, no restrictions are recommended.
They also state that the highest accuracy will be obtained using a 1 nm
bandpass, although a larger bandpass may be used in practical applications
where less accuracy is
required.1
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Figure 2: Zero BandpassMeasurement.
These two parameters of spectrophotometric measurements have been the
subject of much research and played an important role in the present study.
The instrument bandpass and measurement interval were selected as two of
three degrees of freedom in this search for an optimal instrument.
In general, the CIE recommendations support the first school of thought on
spectrophotometric measurements, although they do recognize that
abridged measurements are made. In practice, most current devices record
data over the range 400nm - 700nm, and there iswide variation in the
bandpass of the devices. The bandpass of the device is a result of the method
used to disperse the light into wavelengths. Predominant dispersers are
prisms or gratings, though many instruments employ an interference wedge
or series of interference filters. The variation in these components yields a
range of instrument bandwidths. Of three devices evaluated by Billmeyer and
Alessi in 19812, one used a fixed 10nm bandpass, one contained an
interferencewedge yielding a bandpass of about 10nm at400nm and 18nm at
700nm, and the third had a 1 6nm bandpass.
In addition to the CIE, others have also acknowledged the possibility of
obtaining accurate tristimulus valueswhen it is not possible to follow the CIE
recommendations.
Venable3 reported on sources of error in calculating tristimulus values from
reflectance spectra, and offered suggestions on reducing this error.
Wavelength increment and bandpass are among the sources discussed. He
concluded that the errors in tristimulus values calculated using numerical
integration approximations can be reduced to 0.1AE*ab units if the
sampling increment is approximately equal to the bandpass, and a table of
weights consistent with the instrument function is used.
Stearns4 also reported on the accuracy of calculated tristimulus values. He
noted that it is not correct to assume that measurement of the object-color
spectra at thirty onewavelengths will give more accurate results than
measurement at sixteen wavelengths. In 1981 , while studying the influence
of spectrophotometer slit functions, he too concluded that the measurement
intervalshould be equal to the bandpass. Furthermore, in his 1987 research5
he concluded, based on a limited study, that utilizing a 1 nm interval provides
equal but not better accuracy than a 10nm interval when the instrument
bandpass is 10nm,as is common in industry.
Smith, Spiekerman and Sember published two articles67 concerning the
accuracy of colorimetric calculations. The first considered the accuracy of
several numerical integration methodswhen used for estimating colorimetric
integrals. The second article quantified the errors arising from some of these
methods and also the errors due to varied sampling intervals. They found that
sampling interval errors were typically much higher than integration errors.
This was especially the case when fluorescent illuminantswere used since their
fine structurewould be lost at largerwavelength increments. All of these
studies and others like them, coupled with the fact that a variety of intervals
and bandwidths are in use today, support the hypothesis that these
parameters may vary from the ideal while maintaining accurate results, as was
the intent in this research.
Reconstruction of spectra from reduced sets of data has also been
investigated. Applications in color constancy have prompted many
researchers to attempt to construct reflectance spectra for given tristimulus
values, or alternatively to reduce known reflectance spectra to a more
10
simplified form and later attempt their reconstruction. These efforts, some of
which are mentioned in the next paragraphs, strove to describe object colors
more simply while maintaining the ability to reclaim the full spectra. These
efforts are related to this project in which the purpose was to measure the
original reflectance spectra more simply. The works mentioned fall into two
basic categories - reconstructions using basis functions, and experimental
reconstructions in which no knowledge of the functions to be reconstructed is
assumed.
Brewer and Holly8 presented their methods for generating reflectance spectra
from known tristimulus values (or chromaticity coordinates) in 1948. They
discussed a straightforward method for constructing energy distributions,
reflectance data or transmittance data. A variety of other researchers,
including Berns, Billmeyer and Sacher9 and van Trigt10 also proposed methods
for the construction of reflectance spectra given tristimulus values.
Another approach that has been taken is to begin with a set of known
reflectance spectra measured at N points and use principal components or
similar analysis techniques to reduce the sets to n data pointswhere N > > n.
That is, by determining a set of n basis functions, the researchers found that
they could describe the full object spectra with n points.
Cohen" evaluated
1 50 Munsell chips and concluded that the first four principal components
were enough to recover the whole spectra.
Maloney12 found that five to
seven parameters provided a nearly perfect fit to the full set ofMunsell chips
11
and 337 spectral reflectances of natural formations measured by Krinov.
Parkkinen, et. al.13 based their conclusions on 1257 reflectance spectra from
the Munsell color chips and found that as many as eight components were
needed to achieve good approximations for all spectra.
Extensions of these workswere done by Maloney and Wandell14 and
Wandell15. The first of these studies strove to develop reconstruction
techniques for reflectance spectra when the spectral distribution of the light
incident upon the object-color is unknown. The basic ideas of the previously
described effortswere extended to describe a larger realm of object-colors.
The latter dealt with applying these techniques to the synthesis and analysis
of color images.
The methods described by the aforementioned researchers have been utilized
with varying degrees of success. Troost and de
Weert'6were among those to
use some of the methods in theirwork. They concluded that the models
proposed by Cohen11, Parkkinen13 and van Trigt10 yielded nearly equivalent
predictions.
Although related to the study proposed here, these efforts do not solve the
problems this projectwas intended to address. One of the researchers even
writes that "in some applications the needed accuracy can be achieved by
measuring the color through a few filters, but the whole spectrum is needed
for accurate results, e.g., in
spectrophotometry."13 The goal of this research
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was to determine a means bywhich the entire spectrum need riot be
measured, while maintaining spectrophotometric accuracy.
Two works in which this goal is specifically addressed are those of Park and
Huck17 and Ohta18. Park and Huck proposed a method of estimating spectral
reflectance curves from m measurements which yielded good approximation
even when the channel responseswere not narrow band. Their approach
used a set of linear equations to determine the coefficients in a
representation of the spectral reflectance as a linear combination of known
basis functions. The basis functionswere cubic splines.
Ohta addressed the same subject and used a generalized reduced-gradient
method to perform the constrained nonlinear optimization for calculating the
reconstructed reflectance spectra. Using the metric A2, relating to the
difference between actual and reconstructed spectra, he found that the
accuracy of a multispectral image system was greatly improved by increasing
the number of channels from m = 3 to m = 7 but that for m> 8 the
improvement was modest.
Also related to the proposed work are efforts that have been extended in the
design of tristimulus colorimeters. Many researchers have devised
optimization techniques for determining filter constructions appropriate for
13
these devices, with varying degrees of success. The goal in these cases is to
create filters or filter/detector combinations which approximate the CIE color
matching functions. This is similar to the ideal spectrophotometer described
earlier. The techniques involve combining sets of glass filters or thin film
layers, either in series (on top of one another) or in parallel (side by side), to
yield filterswhose responses are the CIE color matching functions.
Davies and Wyszecki19 proposed several numerical approaches to approximate
given color mixture functionswith combinations of glass filters. Both series
and parallel filter arrangementswere discussed. Theywere able to achieve
reasonable approximation of the color mixture curves, although the resultant
filterswere quite complex. The "xfilter in one arrangement required a
combination of 28 filters. Wright, et. al.20 developed two nonlinear curve-
fitting programs for designing filters, particularly for photometers, although
the techniques can be applied to the design of colorimeters. Their methods
dealt onlywith series combinations of glass filters, and overcame many of the
problems with previous methods. Dobrowolski21 presented calculated and
experimental results for filters constructed of multilayer thin films, designed
with computer algorithms. Filters for tristimulus colorimeterswas one area
discussed. Resultswere presented for thirteen, seventeen and eighteen layer
filterswhich provide reasonable approximations to the color matching
functions, and for the first time, a solution was found in which one filter was
capable of providing both peaks in the xcurve. Unfortunately, the
experimental results did not agree with the calculations, and required
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correction. Yet another algorithm was presented by Falletti, et. al.22 which
concentrated on the design of series glass filter combinations. As in previous
studies, the number of glasses in the final filters was not minimized. Another
algorithm presented by Liu, Berns and Shu23 was used to design filter
combinations for simulating CIE illuminant D65 with good results.
These efforts in the design of colorimeters address a similar problem as the
present work did; however, there was no concern in the filter design
application for reconstruction of the reflectance spectra. Although the filter
combinations have succeeded to some degree in mimicking the CIE color
matching functions, they are complicated, difficult to manufacture, and
expensive. In the currentwork, the goal was not necessarily to obtain the CIE
color mixture curves as the system response; but to strike a compromise
between system response and number of channels. As seen in the research on
colorimeters, the number of channels involved in previouswork has been
quite high, since minimization of this parameterwas not a goal in these
optimizations. Furthermore, with the restrictions thatwere placed upon the
filters in the present research, construction of a set of tristimulus filterswould
not be possible.
These previous research efforts provided a basis for the current research. The
work on accuracy of tristimulus values provides support for the intentions of
this research. The efforts to more easily describe object-color spectra may be
15
extensible to measurement of the spectra, although the intent and approach
of these studies differ from the context of the current research. The research
in filter design addresses a subset of the problem presented here, but the
constraints differ from those to be used in this thesis. The framework and
constraints for this thesis are presented in the next section.
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III. APPROACH
This section presents the theory and mathematics behind this thesis. It leads
to a set of equations, restrictions and assumptions that formed the basis for
the optimization procedure. The necessary concepts are expressed
mathematically and discussed in detail. Specifics of the optimization method
are also presented.
III. I. General Formulation
In order to develop the basis for this research, it is important to first
understand how a spectrophotometer measures reflectance factor.
Reflectance is defined as the ratio of the amount of light reflected from a
sample to the amount of light incident upon the sample. In
spectrophotometry, the ratio is taken between the amount of light reflected
from the sample and the amount reflected by a standard. The standard or
reference is a perfectly reflecting diffuser (prd), meaning it reflects all of the
incident light. Since durable prds do not exist, the actual reflectance of the
standard is included in the calculation of the sample reflectance factor. The
reflectance factor of the sample is therefore determined by equation (1 0),
Ox(sample) - Ox (c/ar/f) {sample detector) ( 1 Q)
/?, (sample) = RPreference)A Opreference) - Ox(dark)(ref. detector) A
where 0A represents the device output and can be, for example, measured
17
voltage or current or digital value and 0A(dark) is the dark current of the
detector or detectors. For the purposes of this project, this calibration step
will be omitted, although it is important to acknowledge that such a
calibration must be performed in order for absolute measurements to be
made.
Sincewe are interested in the system response and its effect on tristimulus
calculation, the development must begin with system consideration. Consider
a device consisting of a source, a set of N filters, and a detector. The source is
assumed to be filtered to simulate some number of illuminants and its
appropriately filtered spectral distribution will be denoted S;. Each of the N
filters has a spectral transmittance, TXN, and the detector is described by its
responsivity, 3?x. The product of the Nth filter function and the detector
responsivity is the Nth channel response, and will be denoted CAN. The set of
channel responses, [C;, Cx2, CA3, ..., CAN], is the system response. The system
response of a system with N channels spaced at 25nm and each with 10nm
bandpass is shown in Figure 3 with all channel responses normalized to unit
height.
Although the detector is responsive over the entirewavelength range under
consideration, each filter has zero transmittance over all but a small section of
thewavelength range. As a result, each channel in this configuration
effectively measures one point of the reflectance spectra. Thus the product of
18
r, 1R '
e
I
a -8
t
A'
[CTxf
i
C' CI
1 X
1 1 1 1 1 1 1 1 1 1
c; ...
i i i 1 1
v .6
e
R .4
e
s
P .2
o
n
s 0 A i II A , , , i , i
e
4()0 450 500 550 600 650 700
Wavelength (nm)
Figure 3: Sample Spectrophotometer System Response.
the source, sample reflectance factor and system response yields a
measurement of the reflectance spectra. The tristimulus values can then be
calculated via equations (1 1) - (14).
X1
=kEJ:S[RXCX XAAA
N A
y'^EXXkx^aaa
N A
~N
Z1
=kZIlS'xRXCXz\M
N X
k = 100/ SA CA ^aAA
N X
(11)
(12)
(13)
(14)
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Again, AA is the interval, so in a casewhere the filters are spaced at 10nm
increments throughout the range, AA would be 1 0nm.
Comparing these equations to equations (6) - (9), we see that the simplest
calculations would result when the system is comprised of three channels,
with responses C^ = xx, Q* y"A, and Cx3 = ?x, as shown in Figure 4. In this
400 450 500 550 600 650 700
Wavelength (nm)
Figure 4: CIE 1931 Color- Matching Functions.
case, the tristimulus calculationswould be performed directly by equations
(15) -(18).
(15)x1 =kEsixKxcl^
X
Y1
=kZSXRXCX^
X
(16)
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= k SA Rx c{ AA
it = 100/ SA CA AA
A
(17)
(18)
Due to the equality of the channel responses and the color-matching
functions, these equations are equivalent to equations (6) - (9). However,
since the responsivity of a typical detector is as shown in Figure 5, one would
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Figure 5: Typical Detector Responsivity.
have to find a set of filterswhich could create the features of the spectra
shown in Figure 4 in conjunction with the detector responsivity, and this is
very difficult with current filter technology, as described in section II.
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These two sets of equations ((1 1) - (14) and (1 5) - (18)) define the boundaries
for this research effort. Creating the ideal three channel device is not feasible.
On the other hand, a thirty one channel device is complex and requires
cumbersome calculations. It was the goal of this research to develop a
procedure which would optimize all of the factors involved and define a
feasible optimum system response consisting of a minimum number of
channels.
III. II. Channel Form
In order that the resultant system be physically realizable, the channel
responses were restricted to be gaussian in character. Although this is not the
only form of transmittance function available in filters, it is by far the most
common. Recall, however, that the channel response is the product of the
filter transmittance and the detector responsivity. Each channel was defined
by its peakwavelength, denoted p, and its bandpass, defined as the full width
at half maximum and denoted p. These parameters are illustrated in Figure 6.
Such functions are defined by equation (1 9).24 By this definition, each channel
N ( J 0.9394 \2 , , .2) (19)
CX = exp[-n{-J- ) (*"*)
'
has a maximum value of 1 .0. Defining the channel responses in this manner
allows variation of the bandpass and peakwavelength, hence the
measurement interval, during the optimization. These parameters along with
22
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the number of channels, N,were designated as the degrees of freedom for
this research.
III. III. Reflectance Factor Measurement and Reconstruction
As discussed previously, zero bandwidth detection is impossible. As a result,
each channel is defined with a nonzero bandwidth. In fact, it is possible that
each channel may have a bandwidth that is unique. Measurement of an
object colorwith a device consisting of N thusly defined channels will
therefore yield N estimated reflectance factor values, R'N. Each reflectance
23
factor value will essentially be a weighted average of the actual reflectance
spectrum over the wavelength range determined by the channel bandwidth.
It is then necessary to reconstruct a full estimate of the reflectance spectrum
(defined at equivalent intervals over the full wavelength range) in order to
compute the tristimulus values and goodness metrics.
Other researchers, discussed in section II, have proposed methods for
reconstruction of full spectra from a subset of points. The method used by
these researchers often entailed determination of a series of basis functions.
these predetermined functions were then used to reconstruct reflectance
spectra from a small number of sample points. In this thesis, reconstructions
are performed with no apriori knowledge, by simple interpolation and
extrapolation between and beyond the N reflectance factor estimates.
Two basic interpolation / extrapolation techniqueswere applied in the
present research. The first was a simple polynomial technique known as
Neville's Algorithm.25 The order of the interpolationwith this algorithm
depended upon the number of channels, butwas, in general, N - 1 . For
example,when the system was a three channel system, a second order
interpolation was performed. Although higher order interpolation does not
necessarily improve the accuracy of the interpolation and is usually avoided,
the order of interpolation was as defined, even when the number of channels
was thirty one. The second technique was a Cubic Spline interpolation /
24
extrapolation.26 With this method a third order interpolation is performed on
each subinterval of the function.
III. III. I. Neville's Algorithm
The first algorithm chosen for reconstructing the spectra is known as Neville's
algorithm. It is a recursive algorithm used to construct the unique polynomial
of degree N-1 passing through the N points. Begin by letting P-\ be the value
of the zeroth degree polynomial passing through the point (A1f ). Similarly, P2
is the value at A of the zeroth degree polynomial passing through the point
(x2, R'2). Likewise for each of the N points. Next, P12, the value at A of the
unique polynomial of degree one that passes through both (A1f R'i) and (A2,
R'2) is calculated via equation (20).
(X- X^ ) ?2 ' \X-X2 ) P-j (20)
P12 = (X2-Xy)
In this manner a table is created, as shown for N = 4 in equation (21) ,
A, R'i = Pi
P12
A2 R'2 = P2
P23
P123
A3 R'3 = P3
P34
P234
A4 R'4 = P4
Pi 234 (21)
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successively leading to the value at A of the interpolating polynomial of N -1
th degree that passes through all N points. This is the desired value.
In general, the table is filled by successive use of equation (22) where m is
(A - Ai+m) Pi (i + 1)...(i+m - 1) " (A - A|) P(i+ i)(i+ 2)...(i+m)
Pi(i+1)...(i+m)
\-h+m 2)
indexed from 1 to N - 1 and denotes the order of the polynomial being
calculated, and for each order, i is indexed from 1 to N - m.
The calculation can be improved by keeping track of the small differences
between successive P values, the differences being defined by equations (23)
and (24). These values are correctionswhich modify the y values and control
Cm,i= Pi...(i+m) ' P{i+ 1 )...(/+m) (23)
Dm,i= Pi...(i+m) Pi...(i+m- 1) (24)
the path which is taken through the table (21) to get to the final solution.
Therefore, we begin with a table of N estimated values of the object color
reflectance factor, as in Table I.
In this research, the full wavelength range is from 400nm to 700nm in 5nm
increments. The process illustrated is thus executed 61 times, to obtain an
estimated reflectance factor value for each wavelength.
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Table I: Sample Estimate of Object Color
Reflectance Factor.
i Ai R'i
1 457 0.28
2 503 0.16
3 558 0.10
4 622 0.54
5 662 0.71
For the sample values shown in Table I, the process for finding the
interpolated value at A = 525nm is as follows.
Step 1 : N = 5
Set Pi = R'i for i = 1 to N.
Step 2: Calculate the first degree polynomials (m = 1) by successive
application of equation (22).
For A = 525nm,
(525nm- A2)/?1 -(525nm- A1)/?2
P12 = a1 x2)
12
Similarly,
_
(525 -503)0.28 -(525 -457)0.16
_ n in
"" ~
(457-503)
(525 -558)0.16 -(525 -503)0.10
r23 (503-558)
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(525 -622)0.10 -(525 -558)0.54
P34 (558^622)
= "-13
_
(525 - 662)0.54 - (525 - 622)0.71
45 (622-662)
= 13
Step 3: Calculate the second degree polynomials (m = 2) by successive
application of equation (22).
(525nm- A3)P12 -(525nm- X^)P23
P123
a1 x3)
525-558 0.10-525-457 0.14
Pn3 = = 0.13123 (457-558)
Similarly
(525 - 622)0.14 - (525 - 503K-0.1 3)
P234 (503-622)
9
(525 - 562)(-0.13) - (525 - 558)0.13
P345 (558-662) l21
Step 4: Calculate the third degree polynomials (m = 3) by successive
application of equation (22).
(525nm - 14)P123 - (525nm - X} )P234
P1234 U, -A4)
(525 - 622)0.1 3 - (525 - 457)0.09
P1234 (457-622)
And,
_
(525 -662)0.09-(525 -503K-0.21)
P2345 (503-662)
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Step 5: Calculate the fourth degree polynomial (m = 4) by applying
equation (22). This is the interpolated value of the estimated
reflectance factor at 525nm.
(525nm - X5)PU3A - (525nm - A1 )P2345
P 12345 Uj-Ag)
,. v
(525-662)0.11 -(525-457 0.05
Pi->3/n; = R(S2Snm) = - - = 0.0912345 (457-662)
Repeating these steps for each desired wavelength, the full estimated
spectrum is obtained. In this research, any estimates below zero were set to
zero, and estimates exceeding one were set to one, to maintain reflectance
factors between these limits. A plot of the actual and estimated spectrum for
this sample calculation are shown in Figure 7. Note that the estimated
reflectance factor values given in Table I were manually estimated from the
actual reflectance spectrum. As the plot shows, the algorithm provides
reasonable reconstruction, except at the ends of the spectrum beyond the last
estimated points (457nm and 662nm). As the optimization methods matured
in this project, extrapolation was performed using the method described in
Section III. III. III. due to the poor extrapolative performance of this algorithm.
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Figure 7: Sample Reconstruction using Neville's Algorithm.
III. III. II. Cubic Spline Interpolation
The second reconstruction method considered was cubic spline interpolation.
This is a common approach in which a cubic (third order) polynomial is
constructed for each of N - 1 subintervals of the tabulated function to be
interpolated. The N - 1 cubic polynomials are pieced together such that the
values and second derivatives at the coincident points of successive
subintervals are equal. This assurance of differentiability at the boundaries of
subintervals ensures that the interpolated function is smooth. The reader is
directed to reference 25 for a complete derivation of this method. A general
30
discussion of the derivation and the steps for practical application of the
methodfollow.
Given a function f defined on [a, b], the function has a unique natural spline
interpolant, S. S satisfies the conditions shown in equations (25). Clamped
S is a cubic polynomial on each subinterval (25)
S (xy) = f (xj) for each j = 0, 1, ..., n
S+1 (x/+1) = Sy(xJ+1) for each j = 0...n - 2
S'y+1 (xy+1) = S',(xy+1) for each j = 0...n - 2
S"y+1 (xy+1) = S"j (x;+1) for eachj - 0...n - 2
and either S"(x0) = S"(x) = 0 (natural or free)
orS"(x0) = f(x0) anc/S'(xn) = f(xn) (clamped boundary)
splines give more accurate approximations, but require knowledge or
estimation of the function's first derivative at the endpoints. Such
information was not available in this project, so a natural spline was used.
The general form of a cubic polynomial is given for each j = 0...n - 1 by
equation (26). Applying the constraints shown in equation (25), the definition
Sj (x) = aj + bj (x -xj)+ Cj
(x-Xj)2 + d- (x - Xj)
3
(26)
of a spline interpolant, to this equation yields equation (27) for each j = 1 ...n -
1 where hj = xj+1 - Xj. It can be shown that Cj is the second derivative of the
Vicy-i +2<*y-i + hj >cy + hj cy+ 1 = ^aj+ 1 ay ) "^j ' aj-J (27)
function, and its values are the only unknowns in the equation. Once the q
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values are found, the other coefficients can be calculated, and hence the full
cubic polynomials are known. Using cubic spline interpolation therefore
entails two basic steps; computing the table of values aj, bj, q, djf and
calculating the interpolated value at the desired x. The former step is
completed once, then the interpolating polynomial in equation (28) can be
S (x) = a . + bj (x - Xj ) + Cj
(x-Xj)2 + dj (x - xy.)
3
(28)
used any number of times to find the interpolated function values for input x
values, by substitution of the appropriate coefficients and xjf where j is the
index of the nearest known point, Xj < x.
In practical application of this method, calculation of the coefficients may be
performed by following the steps outlined in equations (29) to (34). These
equations arewritten in terms ofwavelength and reflectance estimates as
they would be applied in this research. The reflectance estimates are the first
coefficients, aj.
Stepl: fori = 0...n- 1, set
hi = *i+]'Ai (29)
Step 2: fori = 1...n- 1,set
3[*;+1/M W+f-W+AM*/1 (30)
or.- =
*/-1*/
Step 3: set
/0 = 1,P0=0,z0=0 (31)
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Step 4: fori = 1...n- 1,set
/,. =2(^/.+ l-^/.l)-ftM/v/.1 (32)
hi
Zi = (or/ */-1*M>"/
Step 5: set
'n = 1<zn = cn = 0< (33)
Step 6: forj = n-1, n-2, ...0, set
cj = Zj -^ycy+1 (34)
by =(ay+1-ay)/ny-n/(cy+1+2cy)/3
dj =(cy+1-cy)/3ny
The values of q define the individual cubic polynomials that comprise the final
interpolant. The ordinate for any abscissa can now be found by equation (28).
Since the interpolant is actually a composite of N - 1 individual cubic
polynomials, calculation of a desired ordinate is accomplished by first
identifying the subinterval in which the A value falls, and then by application
of the polynomial equation using the appropriate coefficient values.
The values shown in Table I were again used to perform a sample calculation.
With cubic spline methods, the coefficients are found once, and then are used
repeatedly in equation (28) to find the interpolated value at each wavelength.
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Step 1 : Calculate hi by equation (29).
hi =/,/+1-^
hQ = 503-457 = 46
n1 = 558-503 = 55
h2 = 622-558 = 64
h3 = 662-622 = 40
Step 2: Calculate a1r a2, a3 by equation (30).
3[R2hQ -R^A2-AQ)+ RQh}]
a, =
A(J/1
3[(0.10)(46)-(0.16)(558-457)+ (0.28)(55)]
ctA = = 0.004551 (46)(55)
Similarly,
3[(0.54)(55) - (0.10)(622 - 503)+ (0.16)(64)] n nnna-, = = 0.023902 (55)(64)
3[(0.71)(64) - (0.54)(662 - 558)+ (0.10)(40)]
a-3 = ; r = -0.007883 (64)(40)
Step 3 : set
lQ = 1lu0=0lz0=0
Step 4: Calculate lif pii, Zj by equations (32)
Repeating these calculations for i = 2, 3, we find
'1 =2^2 V"Vo
/1 =2 (558 -457) -(46)(0) = 202
34
'1
"1 = 2^
= 27228
*! =(a1-nQz0)//1
z1 = (0.00455 - (46)(0))/202 = 0.0000225
l2 = 223.024, u2 = 0.28696, z2 = 0.0001016
/3 = 189.6343, ju3 = 0.21093, z3 = -0.000076
Step 5: Set
Step 6: Calculate q, bj( dj by equation (34) for j = 3...0.
C3 = Z3'^3C4
c3 = -0.000076- (0.21 093)(0) = -0.000076
b3 =(a4-a3)/n3-n3(c4 + 2c3)/3
b3 = (0.71 -0.54)/ 40 -40(0+ 2(-0.000076))/3 = 0.00425
d3=(c4-c3)/3n3
d3 = (0 + 0.000076) / 3(40) = 0.0000006
Repeating these calculations for j = 2, 1,0 gives
c2= 0.00012, b2= 0.006875, d2= -0.000001
c1 = -0.00001 1, by = -0.00109, d., = 0.0000008
35
c0 = - b0 = -00026087, dQ = -8.045-8
Now that the coefficients are known, the interpolated value at any
wavelength can be found. For A = 525nm, the nearest Aj < A = 525nm is A,
= 503nm, so application of equation (28) using the coefficients a1( b1# c1( d,
yields the interpolated reflectance factor estimate.
R W)= a1+b1W-/\1)+ clW-^1)2 +
d1W-^1)3
R (525) = 0.16 -0.00109(22) -0.000011 (22)
2
+ 0.0000008 (22)
3
R (525) = 0.139
The general spline algorithm just described was not the actual algorithm used
in the optimization as its performance was found to be erratic in test
evaluations. The spline algorithm utilized in this research is that described in
reference 40. It is a more robust algorithm than the general spline described
here, and its results consistently met expectations.
Figure 8 shows the reconstruction resulting from use of the implemented
spline algorithm to estimate a spectral curve from the data in Table I. The
actual and estimated spectra are shown. As the spectra indicate, the
implementation yields a smooth, fairly accurate reconstruction. As with
Neville's algorithm, the reconstruction deviates most from the actual
spectrum beyond the last measured points.
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Figure 9 shows this reconstruction overlaid with the estimate determined
using Neville's method. As the plot shows, the spline algorithm implemented
in the optimization program yielded the best estimate of the actual
reflectance spectrum for this example.
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Figure 8: Sample Reconstruction using Cubic Spline Algorithm.
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III. III. III. Extrapolation by ASTM Standard E-308
The two algorithms described were chosen because they could provide both
the interpolation and extrapolation functions. Evaluationswere also
performed using these methods to perform only the interpolation function,
and extrapolating according to ASTM Standard E-30827*and the CIE
recommendations for truncated data.1
These references state that data over the full range of interest can be
extended by repeating the nearest measured value if no other means for
predicting the missing data exist. For example, ifmeasurements are obtained
from 425nm to 650nm, and the range of interest is 400nm to 700nm, data
from 400nm to 424nm is obtained by setting the value at these wavelengths
equal to the reflectance known at 425nm. Similarly, all points from 651 nm to
700nm would be assigned the value measured at 650nm.
III. IV. Measures of Goodness
There are two primary requirements on the resultant system. The first is that
the resultant tristimulus values be accurate. This can be considered a
requirement of accurate reproduction. In other words, we expect that the
reproduced or estimated
'color' (ideally) has the same tristimulus values as the
original 'color'. This was evaluated in CIE L*a*b* space, where colors are
again defined by three coordinates.
L* corresponds to the lightness of the
color,
a* to the redness-greenness, and
b* to the yellowness-blueness The
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color difference, AE*ab/ is calculated by equation (35). A value of zero
^=(KC)2
+ K^)Mv02V>-5 <3s
indicates a perfect reproduction or measurement. A value of one is
considered a "just noticeable difference" in color. This" color difference
measure will be included in the optimization to test the first requirement.
The second requirement is that full reflectance factor spectra can be
reconstructed with reasonable accuracy. The metric used for this requirement
was an average absolute difference between the actual and estimated colors.
These measures of goodness were weighted and included in the objective
function for the optimization. The objective function was also later simplified
to include only the color difference metric. The reasons for this change will be
discussed in section V. The details of the optimization method are discussed in
the next section.
III. V. Optimization Method
The problem at hand is summarized as follows: minimize the objective
function (OFV) given by equation (36), where the average color difference,
OFV = 0.37 Af*ab + 0.37 AR + 0.26 N (36)
AE*ab, and the average absolute reflectance factor difference, AR are
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calculated as described previously in this thesis and N is the number of
channel. The weights assigned to each of these componentswere selected to
assign equal importance to the color and reflectance factor differences, and
slightly less importance to the number of channels. The variables in the
optimization are the bandwidths and mean wavelengths of each channel,
Pv.-Pm and ^...iin. and the number of channels, N. The minimization is subject
to the inequality constraints given in equations (37) - (39). The first constraint
3***31
(3?)
10<PW<80 (38)
400 < uw < 700 (39)
restricts the resultant number of channels to between the ideal, three channel
system and a 31 channel system corresponding to measurement from 400nm
to700nm in 10nm increments. The bandpass limitswere set based on the
bandpasses of filters readily available through Melles Griot. The peak
wavelengths, y.N are restricted towithin the wavelength range under
consideration. Due to the definition of the channel response, given in
equation (19), this is a nonlinear optimization problem.
There are thousands of (nonlinear) optimization methods. A large portion of
these methods are known as gradient methods and entail taking the gradient
or first derivative of the objective function. In this project, the (multi)
objective function incorporates threeweighted objective functions. Taking
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the derivative of this function would be quite complicated, even more so since
the partial derivatives must be calculated with respect to each of the design
variables, the number of which increases as N increases. For this reason,
gradient and second order methods (where the second derivative of the
objective function must be found) were not considered. Aconstrained direct
search method was instead chosen. Simply, such methods entail methodically
searching the entire feasible region for the optimum solution. The search is
guided by the objective and constraint function values.
Direct search methods can be as effective as derivative based methods, but are
notwithout their drawbacks. They typically require more evaluations before
the optimum is found; they require that problems be posed only in terms of
inequality constraints, and that feasible starting points be identified. The
latter issues are irrelevant to this application. All of the constraints in this
optimization are boundaries, hence inequalities. This fact also makes it easy
to directly select starting pointswhich are contained within the feasible
regions defined by these boundaries. The former issue, an unfortunate
consequence of the method selected, means that each optimization may be
quite lengthy, a problem which will just have to be accepted.
The specific method selected is known as the Complex method and was
proposed by Box28 in 1 965. It is a constrained version of the Simplex search
method by Spendley, Hext and Himsworth29 in which a regular polygon with
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n+ 1 vertices (where n is the number of design variables), is used to search the
feasible"
region. The polygon is moved around the feasible region based on
the objective function and constraint function values. The basic principles of
this method remain intact in Box's Complexmethod, but the detailswere
changed. One main modification of the Simplex method was to remove the
difficulty of generating and maintaining the regular simplex. The reader is
referred to references 29 and 30 for details on the Simplex search method.
The Complex method will be described in the remainder of this section.
The basic steps of the Complex method for a minimization are shown in Figure
10. Asmentioned previously, an initial feasible point, x, is required. P > n+ 1
points are used to form the complex, where n is the number of design
variables. The remaining P - 1 points needed to form the initial complex are
generated pseudo-randomly from the initial feasible pointx via equation
(40). In the equation r-, is a pseudo-random number distributed uniformly over
the range 0 to 1 , and x(0, x(u) are the variable lower and upper bounds.
Once a possible initial complex vertex, x" = (x1f x2, ...xn) is computed, it is
tested to determine if it is feasible. If not, the centroid, x, of the current set of
points is found, and x" is recomputed by equation (41). This is repeated until xp
is feasible. These same functions are then performed again, until P feasible
initial points are available to form the initial complex. Once the complex is
obtained, the objective function value, f(xp), is computed for each of the P
points.
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Figure 10: The Complex Method.
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,-,<" + ,, <*.xjW> /=,.. (40)
P P
~
P
x = xr+i(x -xr) (41)
The pointwith the maximum objective function value, Fmax, is then found. A
potential replacement for this point is calculated from equation (42), where xR
xm= x +a(x -xR) (42)
is the point with maximum objective function value, x is the centroid of the
complex, and
xm is the new point. In order to be used as a replacement, the
new point must be feasible and its OFV, f(xm) must be less than Fmax. If the
point is infeasible, the violating variables are reset to the variable bounds as in
equations (43). Once a feasible replacement point is found, its objective
., m . (L) m (L) ..,.
ifx, <Xj,x- =Xj (43)
., m ^ (U) m (U)
ifXj > xj ',x. =Xj
function value is computed and compared to Fmax. If f(xm) > Fmax, the point is
repeatedly retracted one half of the distance to the centroid x until
f(xm)<Fmax.
Once a feasible new point, x"\ with f(xm) < Fmax is found, the two termination
conditions are tested. The conditions are given by equations (44) and (45)
(f(xP)-f)2*e (44)
P
45
||(xP-x)2||<8 (45)
P
where f and x are computed by equations (46) and (47). These conditions
7=lf(xP) (46)
p P
(47)
P P
cause the search to terminate when the complex and the differences between
the function values both become sufficiently small. If both of the conditions
are met, the search is terminated. Otherwise the steps described here are
repeated beginning with finding the maximum OFV of the points in the
complex.
Based on experiment, Box proposed a reflection factor of a = 1 .3. Using a
factor larger than one will cause the complex to be enlarged upon each
reflection. This serves several useful purposes. First, it compensates for the
retractions made halfway towards the centroid. It also enables rapid progress
during the optimization, particularlywhen the initial point lies far from the
optimum.
As mentioned previously, P > n + 1 points define the complex. Box proposed
P 2n based on experiments, although others obtained good results with
fewer vertices. In this project n+ 2 pointswere used, as proposed by Biles31.
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The large number of points is intended to prevent the collapse of the complex
or the frattening of the complex along one of the constraints.
Only minor modificationswere made to the method for use on this project.
These changes and the reasons for them are discussed in the next section.
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IV. OPTIMIZATION PROGRAM
The optimization program was written in the C programming language and
was executed on a Sun 6522 workstation. The flow of the program is as
shown in Figure 1 1 . In general, the Complex method erf optimization is
performed for each possible number of channels, N. The method was
modified slightly in order to better apply to the current problem. These
changes and the individual functions shown in Figure 1 1 will be discussed in
the following sections.
IV. I. Generate Feasible Starting Points
Each 'point' in the optimization represents a set of channels. It consists of a
bandwidth and mean wavelength value for each channel of the
spectrophotometer. Hence each point is described by 2N values; for N= 3
channels, each point would be six dimensional, i.e. fa, B1f u2, j32, p.3, &) The
complex method as proposed by Box suggests that points be selected
randomly and then kept or discarded after testing for feasibility. In this case,
the boundaries of the feasible region are well defined, with upper and lower
limits set on the values of both {3 and p. Therefore, feasible initial points may
be directly selected.
In this section of the program, the coordinates of 2N + 2 points are selected
by a random number generator. The random numbers are scaled by the
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-* for N < maxc
I
GENERATE FEASIBLE STARTING
zxz
for point q
I
CALCULATE OBJECTIVE FUNCTION VALUE
I
nextq
zn
FIND POINTWITH MAXIMUM
I
REFLECT TO OBTAIN NEW
I
CHECK NEW POINT FEASIBILITY / MAKE
I
CALCULATE NEW
I
ifdo<2.0
and newO > maxO
IE
Oct = Oct + 1.
Oct = 0
I
if Oct > 5
ZEE
NO
SELECT ONE NEW RANDOM POINT
NO
I
if newO < maxO
NO
YE
if termination conditions are met
I
PRINT RESULTS
I
next N
Figure 1 1 : Flow of Optimization Program.
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allowable 0 and 11 ranges accordingly, and are offset by the minimum J3 and/or
u values. For example, the allowable range for pis 10nm to 80nm. The
randomly generated number is therefore multiplied by 70nm/maxwhere max
is the maximum possible number generated by the rand ( ) function. The
result is then added to 10nm,the minimum Rvalue. This processing ensures
that all coordinates generated are immediately feasible, eliminating the need
for feasibility testing at this stage.
IV.II Calculate the Objective Function Value
The objective function value (OFV) is theweighted sum of the average color
difference (AE*ab), average absolute reflectance factor difference (AR) and
number of channels, N. The weights are as shown in equation (36).
OFV = 0.37 AE%6 +0.37 AR +0.26 A/ (36)
Figure 1 2 shows the flow of this section of the program. For each of the color
samples, the estimated reflectance factor is calculated, and a full reflectance
spectrum is reconstructed from the N estimates. The XYZ and L*a*b* values
are calculated for each actual and estimated color under ni illuminants, then
AE*ab values are computed. The average AE*ab value is calculated, as is the
average absolute reflectance factor difference between the actual and
estimated reflectance curves. These values are then used in equation (36) for
computing the objective function value. The details of these operations can
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for colore
I
CALCULATE ESTIMATED COLOR AT N
I
INTERPOLATE / EXTRAPOLATE TO OBTAIN
FULL ESTIMATED REFLECTANCE FACTOR CURVE"
I
for illuminant i
I
CALCULATE:
estimated XYZ and
L*a*b*
actual XYZ and
L*a*b*
-AE*.
1
next i
zn
CALCULATE:
AR
sumDR = sumDR
+ AR
I
nextc
CALCULATE AVERAGE
AE*ab
CALCULATE AVERAGE AR
CALCULATE OFV
Figure 12: Calculation of Objective Function Value.
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be found in the following sections.
IV. II. I. Calculation of Estimated Reflectance Factor
As mentioned earlier, each channel, CAN is defined as a gaussian with full width
at half maximum, 0N, and mean wavelength, iiN. The gaussian response is as
given by equation (19). By this definition, each channel hasa maximum value
of one, and hence the area below the gaussian varies depending on the value
of |3.
The estimated reflectance factor, R'N, for a given channel is calculated via
equation (48)
cVa <48>
A
RN n
where QN is the specific channel response and RAc is the actual reflectance
value of color c at the given wavelength. Normalization by the area of the
channel response is required due to the definition of the gaussian, since by
this definition each gaussian has a full height of one instead of an area of one.
The value calculated from this equation is assigned to the mean wavelength
of the channel. Performing this computation for each of the channels yields a
table ofwavelength vs. estimated reflectance factor values as shown in Table
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Table II: Table of Estimated Reflectance Factor
Values.
(N) A R N
(D 421.5 0.2
(2) 503.3 0.6
(3) 608.8 0.4
(maxc) 699.9 0.1
This table of values is then input to the interpolation/extrapolation routine
for reconstruction of the full spectrum.
IV. II. II. Interpolation/Extrapolation
One of the functions of a spectrophotometer is to output the reflectance
spectrum of the color being estimated. The spectrum must therefore be
reconstructed from the N estimates. Reconstruction is also necessary in order
to perform the other calculations required for assessment of the objective
function value. The resultant spectra should be from 400nm to 700nm in 5nm
increments to be consistent with the range and increment of the input data.
The reconstruction was performed via the algorithms described in section
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IV.II.III. Tristimulus Calculation
In order.to calculate the color difference metric, AE*ab, the tristimulus values,
XYZ, must first be calculated. These are also an important spectrophotometer
output since, as mentioned previously, they enable the identification of
metameric colors. The tristimulus values under a given illuminant, i, are
calculated for the actual color, c, via equations (49) - (52).
Xac=/f/?Si'?Ac;AAA W
Z'ac= SA PAc z A AA (51)
k1
=100/ SAy AAA (52)
Y
In these equations, RXc is the actual reflectance factor value at wavelength A of
colore; S\ is the spectrum of illuminant i; andxx,yx,z~AaretheCIE 1931
standard observer responses or color matching functions. The tristimulus
values for the estimated color, Xmc, Ymc, Z!mc, are also calculated from these
equationswith the substitution of R'AC, the estimated reflectance factor value,
for Ru.
IV.II.IV. L*a*b* Calculation
The L*a*b* values are calculated for the estimated and actual colors from the
tristimulus values via the equations given by the CIE.' In order to perform
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these calculations, the tristimulus values of the illuminant must be known.
Table shows these values for the three illuminants used in this thesis. These
valueswere computed from the illuminant spectral data over the range
400nm to 700nm at 5nm increments. The spectral curves for the illuminants
are found in Figure 13.
Table III: Tristimulus Values of Three Illuminants.
A D65 F2 (CWF)
Xn 109.66 94.91 99.28
Yn 100.00 100.00 100.0000
zn 32.995 108.62 71.02
148.97 -
i i i i | i i i i | i i i i | i i i i | i i i i | i i i y,
400 450 500 550 600 650 700
Wavelength (nm)
Figure 13: Illuminant Spectral Distributions.
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IV.II.V. Average AE*ahand Average AR Calculation
The accuracywith which the actual color is estimated by the
spectrophotometer is evaluated by the AE*ab and AR values. The averages of
these values are included in the objective function calculation. The color
difference, AE*ab, is calculated for each color/illuminant combination via
equation (35). The three illuminants used were those specified in the previous
section. The color sets used are discussed in sections V and VI. The average
AE*ab value is calculated by equation (53)
C4*ab
c/
(53)
c /
APab =
nsxni
where ni is the number of illuminants and nsisthe number of color samples.
The measurement of how closely the reflectance spectrum is reconstructed is
an average difference, calculated by equation (54), where nlam is the number
?Kc-PAc| <54>
AR.c nlam
of data points in the spectra. For these evaluations, nlam is sixty one.
The value incorporated into the objective function calculation is an average
over all the colors evaluated, as shown in equation (55).
_
d*Ac A'Ac| (55)
, ~
c A
AR =
ns x nlam
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IV.III. Calculation of New Point
Once the objective function value has been calculated for the starting points,
the process of finding the optimum point can begin. The steps, which are
repeated until certain conditions are met (as seen in Figure 1 1 ), are as follows.
IV.III. I. Determine Maximum Objective Function Value
The point with the maximum OFV is discarded in each iteration and is replaced
by a new pointwith a lesser OFV. In the implementation the point to be
replaced is identified by simply scanning through the array of OFV's associated
with each of the points and determining which one is the maximum. The
pointwith the maximum OFV will be referred to as xmax.
IV.III. II. Determine New Point
The new pointwhich replaces the pointwith the maximum OFV is determined
by equations (56) - (57).
x= xn wherep* max (56)
Nump - 1 p
p
xnew= x +0f(x xmax) (57>
Equation (56) simply calculates the centroid of the remaining points, that is all
points except xmax, the point that is being replaced. Equation (57) computes
the new point, xnew, by reflection along the line joining the centroid and the
maximum OFV point. The constant a determines the distance of reflection
and was chosen to be 1.3 as recommended by Box.
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IV.III. III. Check Feasibility of New Point
Once a new point has been computed, it must be checked for feasibility. This
is done by comparing its coordinates to the constraints set on the channel
bandwidth and mean. In most cases, the feasible region is defined by several
constraints, often making its boundaries somewhat ambiguous. In these
cases, infeasible points are retracted towards the centroid and the resultant
new point is tested for feasibility. In the present study the boundaries are
clearly defined by the limits set on the bandwidth and mean. Therefore, if any
coordinate violates a constraint, it is simply set equal to the constraint. For
example, if the range of allowable bandwidths is 10nm to80nm, the
coordinate 0N = 89nm is infeasible, and is therefore set to 80nm.
A similar operation is performed for mean coordinates which fall outside the
allowable range of 400nm to 700nm. However, if a mean coordinate falls
beyond the allowable limits, it is set equal to the limit plus or minus a small
correction factor. This is to prevent any two or more mean wavelengths of the
instrument from being the same value. This is necessary because one of the
interpolation routines used to recreate the reflectance spectra fails if the
abscissas of the known points are not distinct.
Consider the casewhere two of the channel mean coordinates are less than
400nm. Each of these coordinates renders the point infeasible. Upon
encountering a mean coordinate which violates the boundary value a counter
is incremented. There are two distinct counters, one for violations of the
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lower limit (ctrl), the other for violations of the upper limit (ctr2). The
infeasible coordinate is then reset to a feasible coordinate by equations (58)
and (59).
llnew=llm/n+3(ctr1-1) (58)
Vnew=Vmax-3(*r2-'\) (59)
The small offset increment of 3nm was randomly generated.
IV.III. IV. Testing the New Point
After a new, feasible point is computed, its objective function value is
calculated as discussed in section IV. II. If the new OFV is greater than or equal
to the maximum OFV found previously, the point is reflected one half the
distance to the centroid to obtain another new point, x'ncv-. This new point is
then made feasible and its OFV calculated and tested against the maximum
OFV. This cycle continues until (a) five successive OFV's sufficiently close
together are encountered or (b) the OFV for the new point is less than the
maximum OFV. The consequences of (a) are discussed in the next section. The
consequence of (b) is continuation to the next step in the program; checking
the termination conditions. This is discussed in section IV.IV.
IV.III. IV.I. Premature Termination of Lesser OFV Search
During preliminary runs, itwas found that on some occasions the
optimization program got caught in an infinite loop. This resulted when it
was unable to find a point along the line between the maximum OFV point,
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xmax, and the centroid of the remaining points which had an OFV less than the
maximum. Successive cycles yielded objective function values thatwere very
close together, and points which became essentially coincidentwith the
centroid of the remaining points. To circumvent such looping, a counter was
incorporated. The counter is incremented when the absolute difference
between the current and previous OFV is less than or equal to 2.0 and the
current OFV is greater than or equal to the maximum OFV. Otherwise the
counter is set to zero.
If this counter reaches five, the program is assumed to be caught in an endless
loop, and the current tact is abandoned. At this time, another new point is
obtained via the random generation procedure described in section IV. I. This
new point is then used in the next reflection, and the steps described in
sections IV.III. II - IV. III. IV are followed. Thus the next point tested for
feasibility and OFVwill be the result of a reflection one half the distance
between this randomly generated new point and the centroid of the existing
N-1 points. Mathematically this obeys equation (56) and the general
reflection equation (57) with the modifications shown in equation (60).
xnew= x +0S{xxrandom^
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IV. IV. Termination
Once a hew, feasible, lesser OFV point has been found to replace the
maximum OFV point, xmax, the termination conditions are checked. These
conditions must be met in order for the search for the optimum case to be
terminated. If these conditions are not met, the search continues as shown in
Figure 1 1 , by finding the maximum OFV of the current set of Nump points and
repeating the steps herein described.
There are two conditions that must be met. The first is essentially a restriction
on the size of the complex defined by the points. The condition requires that
the complex be sufficiently small, and for this project was defined by equation
(61).
(x - x')2<8 (61)
P
P
xp are the points in the complex and
x' is the centroid of the complex (not to
be confused with x, the centroid of Nump - 1 points calculated by equation
(56)). This condition is identical to the condition described by Box.
The value of 8 must be calculated for each different value of N, by equation
(62) due to its dependence on the number of points and the number of
7 2 -
8 = Nump ( N (Bvarr + N (uvar)
)2 (62 )
channels. In this formula, uvar is the allowable variation in the mean value,
and Bvar the variation in the channel bandwidth. Itwas decided that itwould
61
be acceptable to terminate the optimization when all of the points were
within 25nm inland 10nm in 0 from the centroid. Obviously this
condition does not ensure that each point deviates from the centroid by the
chosen amount, but these variations in p and {3 permit selection of a
reasonable goal.
The second termination condition pertains to the closeness of the objective
function values of the points and is given by equation (63)
(0(x)-0)2<e (63)
P
P
where 0(xp) is the OFV for a given point (xp) in the complex, and O is the
average OFV of the points in the complex. The value of e was also computed
for each N value by equation (64). In this equation, ovar is the allowable
e = Nump (ovar) (64 )
variation from average of the objective function values. It's value was set to
1 .0 since preliminary runs yielded objective function values on the range of 2-
1 2. A maximum variation of 1 .0 from the average seemed an appropriate
starting point given this range of values.
The search for the optimum N-channel spectrophotometer is terminated once
both of the aforementioned conditions are met. The array of objective
function values is then scanned for the minimum OFV and the parameters of
this spectrophotometer are output. The steps described in this section are
then repeated for the next value of N.
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V. OPTIMIZATION OF METHODOLOGY
V. I. Output and Expectations
The program output consists of the peak wavelength and bandwidth of each
of the N channels, the objective function value, average color difference value
and average absolute reflectance factor difference. Auxiliary programs were
written to provide more detailed information about the systems. These
provide the maximum color difference, the color difference for each
color/illuminant combination, the maximum individual reflectance factor
difference and the average reflectance factor difference for each color. The
estimated reflectance spectra are also output for future use.
Before presenting the results of any of the evaluations, it is important to
discuss the expectations for the thesis. It is anticipated that as the number of
channels is increased, a better performing spectrophotometer will result. This
may not be reflected in the objective function value since N is incorporated
into that function, and hence as N increases, some percentage of the objective
function value also increases. It is thought that the anticipated improvement
will be apparent in the average color difference values, and perhaps the
reflectance factor differences as well. Note, however, that the results are
greatly influenced by the reconstruction scheme used to obtain full
reflectance spectra. In addition, the optimization stops as soon as both
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termination conditions are met. Therefore, if the values of 8 and e are too
large, the true optimum may not be found.
Note also that since the maximum bandpass allowed is 80nm, and the
wavelength range is 300nm, then by the sampling theorem, the range would
be undersampled if less than 300/80 = 3.75 channels are used. Thus it is
expected that acceptable results will probably not be obtained for the three
channel system.
V. II. Neville's Interpolation / Extrapolation, Full Objective Function
Initial evaluations were performed using the set of 24 Macbeth Color Checker
patches. The reflectance factor of each patch was measured on a Gretag SPM-
100 spectrophotometer and interpolated using Newton's third order divided
difference method, to 5nm increments. The data used were over the
wavelength range 400 to 700nm. The objective function was given by
equation (36). All other conditions were as previously described.
The first optimization was intended to run for N = 3 to N = 31 channels, and
incorporated Neville's algorithm for interpolation and extrapolation. After 43
days running in the background on a Sun 6522 workstation, the program was
terminated. During this time, the N = 3 through N = 25 channel cases were
assessed. The objective function values, average color differences and
average reflectance factor differences are shown in Table IV. These data are
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Table IV: Performance of 3 - 25 Channel Systems using
Neville's Interpolation / Extrapolation.
N OFV Average
AE*ab Average AR
3 2.56 4.76 0.05
4 3.07 5.44 0.05
5 2.67 3.66 0.04
6 2.50 2.51 0.04
7 3.16 3.57 0.04
8 3.37 3.41 0.08
9 3.38 2.76 0.04
10 3.45 2.24 0.06
11 3.77 2.45 0.02
12 3.91 2.11 0.03
13 4.04 1.76 0.02
14 4.55 2.41 0.04
15 5.09 3.16 0.06
16 5.57 3.79 0.02
17 6.20 4.75 0.06
18 5.99 3.47 0.08
19 5.70 2.04 0.02
20 6.19 2.66 0.03
21 6.96 4.03 0.03
22 6.87 3.07 0.06
23 9.12 8.34 0.15
24 8.38 5.69 0.10
25 10.03 9.45 0.10
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Figure 14: Number of Channels Vs. Objective Function Value
using Neville's Interpolation / Extrapolation.
Figure 15: Number of Channels Vs. Average Color Difference
using Neville's Interpolation / Extrapolation.
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also plotted in Figures 14- 16. The results do not support the expectations
discussed previously, although valid information can be gained from these
analyses. The most important feature to notice is that there is little or no
improvement in either the average color difference or average reflectance
factor difference over the large range of channels considered. In fact the
average color difference value, averaging 3.55 over all systems, is quite good,
especially considering that these are averages over twenty four colors and
three very different illuminants. The relative constancy of the results indicates
that a good system can be obtained with very few channels. The resultant
average reflectance factor differences are quite small in all cases, although
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these values do not follow the expected trend either. These results will be
discussed in more detail later in this section.
A disturbing point of this analysis was the exorbitant amount of time it
required, forcing termination before all intended configurations could be
considered. As mentioned, direct search methods are inherently time
consuming, although the extreme consumption in this case was still surprising.
A closer look at interim program outputs provided insight into what was
occurring. It was found that the second termination condition (which ensures
that the OFV's of the complex vertices are sufficiently similar) was consistently
met long before the first termination condition. Recall that this first condition
dealtwith the proximity of the vertices to one another, ensuring that the
complex had shrunk sufficiently in size. This implies that the objective
function is relatively 'flat'. For example, consider the case illustrated in Figure
17.
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Figure 17: Two Theoretical Objective Functions.
The figure shows two objective functions, A and B. For objective function A,
the separation of
'vertices'
required to obtain a maximum change in objective
function, e, is denoted Xi. The curve B shows a much flatter objective function.
In this case the same maximum change in objective function corresponds to a
much larger separation, x2. In such circumstances the optimum could be any
place in the range denoted by x2; however the search would continue until
the size requirement is also met. Although a drawback due to the time issue,
a flat objective function is a good characteristic in an optimization. It helps to
ensure that a true optimum solution is found. As discussed in the next
paragraph, the structure of the objective function can cause difficulties in
finding the true optimum in a problem.
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The structure of an objective function is not always smooth. Often the
objective function has many peaks and depressions as illustrated in Figure 18.
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In this example the true minimum of the function occurs at xv This is the
global minimum. However, it is possible that all criterion of the optimization
may be met at one of the other local minima such as x2 or x3. For some
confirmation that the global minimum is located, optimizations are typically
redone using different starting points in another region of the feasible space.
In the example illustrated, one might perform the optimization from starting
points xa, xb and xc. If the optimizations yielded similar or the same results, it
would indicate that the true minimum was indeed found. In the project at
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hand, the optimizations for N = 3toN = 8 channelswere performed three
timeswith different starting points. The resultant systems are listed in Table
V. Table VI contains the objective function value, average color difference
value and average reflectance factor difference for each of the systems.
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Table V: Channel Data for Three Evaluations using Neville's Interpolation /
Extrapolation.
N = 3
N = 4
N = 5
N = 6
N = 7
N = 8
1
Evaluation 1
P/U
71.07/471.21
Evaluation 2
p/u
40.78/458.39
Evaluation 3
P/u
48.37/455.24
2 62.57/521.49 65.31 / 594.14 58.07 / 522.41
3 58.98/593.78 60.09 / 598.23 61.92/603.41
1 60.09/468.31 29.38/444.56 57.08/400.00
2 59.80/535.97 29.34/517.26 34.65/469.64
3 56.64 / 594.37 40.77/591.46 62.54/529.68
4 50.26/597.95 43.70 / 620.49 10.00/620.09
1 29.20/438.05 71.07/400.00 33.94/437.74
2 54.70/478.91 43.19/456.30 46.83/495.61
3 25.67 / 545.82 19.15/552.25 45.28/527.58
4 37.13/616.25 66.71 / 573.16 63.52/592.62
5 31.91 /633.19 79.14/619.38 39.45/633.52
1 27.76/436.00 78.61 / 401.43 50.50/452.01
2 26.29/479.30 32.74/460.30 64.80 / 470.48
3 32.87/492.70 50.73/559.25 56.37/501.10
4 46.32/565.54 69.27 / 609.05 23.34/541.02
5 29.36 / 598.43 53.64 / 688.70 47.48/599.44
6 47.60 / 653.95 69.27/693.89 27.71 / 651.75
1 66.29/422.89 55.65/403.68 33.46/400.00
2 38.46/454.31 16.79/450.93 37.24/418.98
3 64.45/462.25 28.25 / 507.46 46.46/475.14
4 48.17/544.99 33.19/525.11 10.00/534.44
5 53.40 / 590.52 49.23 / 580.00 51.89/609.78
6 64.64/601.82 10.07/612.59 56.50/635.27
7 51.81 / 647.39 26.67 / 639.94 58.13/657.96
1 17.67/440.58 37.78/417.77 50.18/414.78
2 68.03/447.55 21.74/440.80 37.27/446.40
3 54.37/464.61 27.37/484.27 40.54/472.98
4 49.43/543.14 53.90/518.41 74.55/519.40
5 50.85/553.85 41.32/581.08 57.01 / 528.09
6 47.78 / 566.45 45.77 / 602.03 24.68 / 570.92
7 49.43/543.14 75.45/651.99 42.43 / 624.78
8 63.17/660.60 76.40/680.31 43.81 / 653.04
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Table VI: Performance of 3 - 8 Channel Systems using Neville's
Interpolation / Extrapolation, Three Evaluations per System.
N Evaluation OFV Average
AE*ab
Average AR
3 1 2.56 4.76 0.05
2 2.36 4.22 0.05
3 2.43 4.41 0.05
4 1 3.07 5.44 0.05
2 2.75 4.58 0.05
3 2.88 4.92 0.05
5 1 2.67 3.66 0.04
2 2.95 4.40 0.07
3 2.79 3.97 0.05
6 1 2.50 2.51 0.04
2 2.97 3.79 0.02
3 2.64 2.88 0.05
7 1 3.16 3.57 0.04
2 3.05 3.28 0.05
3 3.06 3.33 0.02
8 1 3.37 3.41 0.08
2 3.04 2.57 0.02
3 3.32 3.28 0.06
Although the resultant systems are not identical, there are similarities. In
addition, the statistics are nearly equal. These results may indicate that the
objective function is 'flat', or that it is insufficiently defined. Since the
optimization terminates as soon as both end conditions are met, it is not
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surprising that the channel responses are not identical for each system while
the performances of the systems are comparable.
Now let's go back to the results of the original analysis presented in Table IV
and Figures 14- 17, and reference the channel statistics presented in Table V.
Asmentioned, no real improvement was seen as the number of channelswas
increased. However, from the data presented, all systems had reasonable
performance, even with as few as three channels. Itwas thought that as N
increased, the tendencywould be for the channel responses to become
approximately evenly spaced throughout thewavelength range. Thiswas not
found to be exactly the case, although the wavelength range is covered more
thoroughly as N increases.
Table VII gives further detail of the system performances. From this table it is
evident that, to an extent, the systems improve as the number of channels
increases. The maximum color difference drops from 18 at N = 3 to 6 at N =
1 0. The number of stimuli (out of 24 x 3 illuminants) with color differences
greater than certain limits also decreases. The maximum individual
reflectance factor differences are quite large in all cases. Note however that
these are individual (single point) differences. As seen in Table IV the overall
average reflectance factor differences in all cases were small. Likewise, the
average reflectance factor differences for each colorwere also small.
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Table VII: Performance of 3 - 25 Channel Systems using
Neville's Interpolation / Extrapolation.
N Maximum
AE*ab
Maximum
Individual AR
Stimuli
with
AE*ab>10
Stimuli
with
AE*ab>5
3 18.07 0.43 11 29
4 25.49 0.64 9 37
5 11.54 0.92 3 24
6 9.15 0.94 0 14
7 11.06 0.88 1 22
8 13.06 0.93 1 20
9 10.76 0.92 2 14
10 6.42 0.95 0 5
11 7.42 0.82 0 9
12 6.59 0.93 0 6
13 4.62 0.32 0 0
14 7.22 0.95 0 13
15 12.00 0.95 1 17
16 13.14 0.75 3 20
17 12.64 0.89 7 31
18 13.12 0.97 1 19
19 7.71 0.46 0 5
20 11.31 0.75 1 13
21 11.84 0.93 4 26
22 12.21 0.92 2 11
23 33.65 0.97 21 51
24 27.28 0.96 10 30
25 36.95 0.92 26 47
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The best resultswere obtained for the thirteen channel system. At N greater
than thirteen the system performances decreased again. The improvement
noted is based partly on the characteristics (u and p) of the individual channel
responses but is also influenced by the method of interpolation used. For
example, at N = 3 a second order interpolation is performed, therefore the
resultant estimated reflectance curves are quadratic, as illustrated in Figure
19. Obviously the actual reflectance spectra are not parabolic, hence a perfect
(or near perfect) measurement could not be made using three channels and
the current interpolation scheme and large color and reflectance factor
differences will result. As N increases, the order of the interpolation increases
and the estimated reflectance curves can more closely mimic the actual
reflectance polynomials. This can be seen in Figures 20 and 21 which show
some estimated reflectance spectra for N = 6 and N = 13 channel systems.
Higher order interpolations are also known to yield unpredictable,
'noisy'
results. This causes the decrease in performance as N is further increased. At
N = 23 a twenty second order polynomial is constructed. Some estimated
reflectance curves for this case are shown in Figure 22. We see that the high
order of interpolation yields erratic reconstructions. Furthermore, the
interpolation isn't as capable of reconstructing the simpler spectra such as the
neutral colors which were nearly perfectly reconstructed with the lower order
interpolations.
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Tables VIII through XI give the color and average reflectance factor
differences by color/illuminant for each of these four systems. These data
provide insight into the system performance with respect to the channel
characteristics. For the three channel system, the large color differences
occurred for the red and orange stimuli regardless of illuminant. This implies
that the reflectance spectra were undersampled in the red region. The large
differences noted for the magenta patch under two of the illuminantswould
probably be decreased by improved red sampling, but could also be caused by
insufficient measurement in the lowwavelength blue region. These
deficiencies can also be implied from the system response data presented
earlier (Table V) and are supported by the graphs of the estimated reflectance
curves in Figure 19. However, with the current interpolation scheme, large
color differenceswill always result for three channel systems since, as stated
before, the actual reflectance curves are not parabolic. A similar assessment
can be performed for each system determined.
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Table VIM: Color and Average Reflectance Factor Differences, N= 3.
COLOR NAME
Average
Illuminant A
Average
AE*ab.
Illuminant D65
Average
AE*ab'
Illuminant F2
Average AR
DARK SKIN 0.88 0.90 T.11. 0.01
LIGHTSKIN 3.82 4.16 3.08 0.05
BLUE SKY 0.47 0.46 0.43 0.01
FOLIAGE 6.42 9.87 8.64 0.04
BLUE FLOWER 4.15 2.62 2.13 0.05
BLUE GREEN 12.26 4.55 6.72 0.08
ORANGE 11.60 11.86 12.28 0.12
PURPLISH BLUE 2.96 2.48 2.34 0.05
MODERATE RED 7.89 9.38 7.80 0.10
PURPLE 5.16 3.40 4.10 0.02
YELLOWGREEN 5.33 4.86 3.92 0.10
ORNG. YELLOW 10.13 6.24 6.67 0.11
BLUE 9.15 5.14 4.77 0.08
GREEN 5.23 7.78 6.67 0.05
RED 18.07 13.72 15.96 0.07
YELLOW 3.66 3.65 2.52 0.04
MAGENTA 10.04 10.22 8.37 0.08
CYAN 14.32 5.22 2.83 0.07
GRAY 05 0.59 0.48 0.44 0.02
GRAY 23 0.26 0.15 0.18 0.01
GRAY 44 0.32 0.10 0.19 0.00
GRAY 70 0.34 0.11 0.20 0.00
GRAY 105 0.28 0.12 0.16 0.00
GRAY 1 50 0.04 0.07 0.04 0.00
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Table IX: Color and Average Reflectance Factor Differences, N = 6.
COLOR NAME
Average
AE*abf
Illuminant A
Average
AE*abf
Illuminant D65
Average
AE*abf
Illuminant F2 Average AR
DARK SKIN 0.40 0.42 0.41 0.02
LIGHT SKIN 1.16 1.38 0.88 0.10
BLUE SKY 0.73 0.82 1.10 0.01
FOLIAGE 5.59 4.55 6.95 0.04
BLUE FLOWER 2.62 2.73 2.85 0.04
BLUE GREEN 1.60 1.74 2.67 0.02
ORANGE 1.94 1.85 3.28 0.03
PURPLISH BLUE 2.17 2.90 4.07 0.06
MODERATE RED 3.44 3.71 1.74 0.09
PURPLE 1.31 1.74 1.50 0.03
YELLOWGREEN 5.47 5.49 8.05 0.10
ORNG. YELLOW 2.72 2.22 2.08 0.05
BLUE 2.25 3.76 5.38 0.08
GREEN 7.17 6.43 9.15 0.10
RED 5.53 5.27 4.42 0.04
YELLOW 2.69 4.14 6.223 0.07
MAGENTA 5.26 5.25 4.33 0.06
CYAN 2.71 2.72 2.05 0.02
GRAY 05 0.13 0.20 0.05 0.02
GRAY 23 0.09 0.09 0.05 0.07
GRAY 44 0.12 0.06 0.10 0.00
GRAY 70 0.15 0.07 0.13 0.00
GRAY 105 0.09 0.05 0.07 0.00
GRAY 150 0.07 0.08 0.08 0.00
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Table X: Color and Average Reflectance Factor Differences, N= 13.
COLOR NAME
Average
AE*ab.
Illuminant A
Average
AE*abf
Illuminant D65
Average
AE*ab,
Illuminant F2 Average AR
DARK SKIN 0.27 0.31 0.24
.
0.00
LIGHT SKIN 2.23 1.82 2.07 0.03
BLUE SKY 0.18 0.28 0.36 0.00
FOLIAGE 2.12 1.82 1.97 0.01
BLUE FLOWER 1.29 1.35 1.18 0.01
BLUE GREEN 3.38 2.84 3.17 0.03
ORANGE 4.28 3.82 4.15 0.03
PURPLISH BLUE 0.97 1.26 1.75 0.01
MODERATE RED 4.62 2.91 4.32 0.06
PURPLE 3.49 3.75 2.95 0.02
YELLOW GREEN 1.28 1.45 1.46 0.02
ORNG. YELLOW 1.14 0.63 1.30 0.01
BLUE 2.08 2.26 3.89 0.01
GREEN 3.32 3.48 3.21 0.02
RED 2.15 3.99 1.98 0.02
YELLOW 3.47 3.09 4.19 0.01
MAGENTA 1.50 2.24 1.72 0.03
CYAN 2.57 2.49 2.06 0.01
GRAY 05 0.49 0.27 0.47 0.01
GRAY 23 0.41 0.29 0.38 0.01
GRAY 44 0.34 0.24 0.32 0.00
GRAY 70 0.32 0.21 0.30 0.00
GRAY 105 0.19 0.13 0.18 0.00
GRAY 1 50 0.04 0.04 0.03 0.00
84
Table XI: Color and Average Reflectance Factor Differences, N = 23.
COLOR NAME
Average
AE*abf
Illuminant A
Average
AE*ab,
Illuminant D65
Average
AE*abf
Illuminant F2
Average AR
DARK SKIN 19.31 5.43 13.47. 0.12
LIGHT SKIN 1.10 1.84 2.27 0.15
BLUE SKY 7.15 3.35 8.13 0.17
FOLIAGE 9.98 4.01 7.46 0.11
BLUE FLOWER 2.101 2.11 3.87 0.17
BLUE GREEN 20.36 6.16 12.52 0.15
ORANGE 0.52 1.56 2.94 0.12
PURPLISH BLUE 16.10 6.18 10.19 0.20
MODERATE RED 7.86 6.31 10.06 0.20
PURPLE 12.62 7.19 15.96 0.18
YELLOW GREEN 16.47 7.25 14.37 0.13
ORNG. YELLOW 9.58 2.72 7.08 0.14
BLUE 25.77 9.00 13.02 0.21
GREEN 18.26 7.74 14.34 0.09
RED 5.08 5.32 5.62 0.14
YELLOW 6.00 4.12 7.79 0.13
MAGENTA 5.04 4.51 5.30 0.15
CYAN 33.65 7.87 17.57 0.14
GRAY 05 10.94 2.65 6.30 0.16
GRAY 23 5.80 1.29 3.60 0.16
GRAY 44 4.67 2.55 5.83 0.17
GRAY 70 5.90 4.81 10.83 0.17
GRAY 105 9.82 8.12 17.79 0.17
GRAY 150 11.54 0.78 5.95 0.10
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The results of this optimization prompted further analyses using alternate
interpolation / extrapolation schemes and a modified objective function. In
addition, itwas decided to perform further analyses considering only three to
nine channel systems. The specifics of these additional optimizations will be
discussed later in this section. The factors leading to the decision to reduce
the number of channels are described below.
The results for the five to nine channel devices derived in this first
optimization were quite good, with average color differences in the two to
three range and maxima between eleven and thirteen. The average
reflectance factor differenceswere also quite small, three and four channel
systems will also be included in future evaluations despite the performance
found in this analysis, since it is thought that three and four channel systems
are still feasible if an alternate method of interpolation is used.
The exorbitant amount of time required to run this first optimization also
factored into the decision to evaluate a smaller range of systems. It was
expected that it would take less time to execute this new range of systems,
probably on the order of two to three days per optimization run, a significant
improvement over this first optimization.
In addition, previous and presentworks support the intent to reduce the
range of consideration to N = 3 through N = 9. As discussed in section II, the
results of previous research indicated that far less than 31 points were
86
necessary for reconstruction of reflectance spectra. These researchers found
that between four and eight components provided good reconstructed
spectra. To further support this decision, a principal component analysis was
performed on the reflectances32 of the Macbeth color checker for illuminant
D65. This analysis determines how much variance is accounted forwith each
of the principal components, and perhaps enables a reduction of variables in
research. In this application, the analysiswas done in an effort to determine
the results attainable with a reduced number of measurements across the
spectrum. In order to assess the results, the reflectance curveswere
reconstructed from the eigenvectors, and XYZ and L*a*b* valueswere
calculated for each of the 24 colors. The color differences between the
reconstructed and original colors were computed. Figures 23 and 24 show the
results of the analysis in terms of average and maximum AE*ab for illuminant
D65 over the 24 colors. As the results indicate, the color differenceswith eight
eigenvectors are quite small and they are essentially zero with nine
eigenvectors. Beyond twelve eigenvectors the improvement is negligible.
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V. III. Spline Interpolation / Extrapolation, Full Objective Function
The first modified evaluation used a cubic spline for interpolation and
extrapolation. The objective function was as defined in equation (36).
Systems with three to nine channelswere evaluated.
The statistics for these evaluations are shown in Table XII and graphically in
Figures 25 to 27.
Table XII: Performance of 3 - 9 Channel Systems using Spline Interpolation
/Extrapolation.
N OFV Average
AE*ab
Average
AR
Maximum
AE%b
Maximum
Individual AR
3 2.96 5.86 0.04 20.58 0.40
4 2.79 4.68 0.04 13.94 0.40
5 2.53 3.31 0.02 14.68 0.41
6 3.60 5.43 0.07 16.15 0.75
7 3.40 4.20 0.06 17.59 0.78
8 3.61 4.10 0.04 13.16 0.62
9 3.40 2.80 0.05 9.17 0.93
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As in the previous evaluation, the performance does not improve with
increased N as was expected. The results are not, however, bad. The average
average color difference over all of the systems considered was 4.34, which is
comparable to that obtained using Neville's algorithm for reconstruction. The
average reflectance factor differences obtained here are also comparable to
those found using Neville's interpolation / extrapolation. The maximum
reflectance factor differences found with the spline algorithm are large,
although somewhat better than those found with Neville's algorithm. The
one area where the performance of this algorithm paled in comparison to
Neville's was in terms of the maximum color differences, which ranged from 9
to 20 in all systems. The improvement noted as the number of channels was
increased was not as significant as found using Neville's algorithm.
Figures 28 and 29 show some reconstructed curves for four colors from this
analysis. Comparing with the reconstructions using Neville's algorithm, these
curves appear to be more accurate reconstructions of the actual spectra,
mainly because with this algorithm the order of interpolation is not N
dependent. However, large reflectance factor variations still arise at the ends
of the spectra, beyond the last points estimated by the resultant
spectrophotometer.
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V. IV. Reconstruction using ASTM Extrapolation
The two methods utilized thus far yielded reconstructed spectra thatwere
often vastly different than the actual spectra at the ends of the wavelength
range. Such large reflectance factor errors are unacceptable
spectrophotometer output, and would not yield accurate colorimetric results.
These errors were therefore of great concern given the goals of the project,
and caused questioning of the ability of the Neville'sand Cubic Spline
algorithms to adequately extrapolate beyond the last known point of a
function. Two additional evaluations were therefore performed using ASTM
standard E-308 (as described in section III. III. Ill) for extrapolation beyond the
last measured point of each spectrum. The interpolations in these runs were
performed using Neville's and Cubic Spline algorithms. The objective function
was again as shown in equation (36).
V. IV. I. Neville's Interpolation, ASTM Extrapolation, Full Objective Function
In the first of these two evaluations, Neville's algorithm was used for
interpolation, and extrapolation was performed via the ASTM standard. The
results of this evaluation are shown in Table XIII and Figures 30 to 32. This
reconstruction method yielded results that followed the expected trends;
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Table XIII: Performance of 3 - 9 Channel Systems using Neville's / ASTM
Reconstruction.
N OFV Average
AE%b
Average
AR
Maximum
AE*ab
Maximum
Individual AR
3 4.80 10.81 0.04 34.88 0.55
4 3.46 6.51 0.04 33.55 0.55
5 2.47 3.14 0.02 10.34 0.41
6 2.65 2.92 0.02 9.98 0.41
7 3.01 3.19 0.01 13.85 0.35
8 2.95 2.33 0.02 6.19 0.40
9 3.59 3.36 0.02 10.52 0.39
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Figure 30: Number of Channels Vs. Objective Function Value
using Neville's Interpolation /ASTM Extrapolation.
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Figure 31 : Number of Channels Vs. Average Color Difference using Neville's
Interpolation / ASTM Extrapolation.
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Figure 32: Number of Channels Vs. Average Reflectance Factor Difference
using Neville's Interpolation / ASTM Extrapolation.
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there was clear improvement in performance (based on average color and
reflectance factor differences) as the number of channels increased.
The results of this evaluation were also better than those of the the first two
cases. The OFV's, average and maximum color differences are comparable to
those encountered with previous methods; however, this reconstruction
scheme yields significantly lower reflectance factor differences than the
previous two methods. Of the nine systems determined in this optimization,
the largest average reflectance factor difference was 4.5%, and the largest
single point reflectance factor difference was 55.2%. Such statistics for the
previous methods were much larger. The reconstructions for four colors are
illustrated in Figures 33 and 34. In comparison with the previous methods,
these reconstructions are much closer to the actual spectra at the ends of the
wavelength range. However, the deficiencies due to the order of
interpolation obtained with Neville's algorithm are still evident.
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V. IV. II. Cubic Spline Interpolation, ASTM Extrapolation, Full Objective
Function
The second evaluation utilizing ASTM extrapolation incorporated the
formerly described cubic spline algorithm for interpolation. The statistics for
this analysis are shown in Table XIV and in Figures 35 to 37.
Figures 38 and 39 show some reconstructions using this scheme. Review of
these results shows that although extrapolating by the ASTM standard
improved the reconstructions at the end of the wavelength range, the
performance of this method on the whole still reflects the deficiencies of the
cubic spline algorithm, and does not surpass the performance of other
assessed methods.
Table XIV: Performance of 3 - 9 Channel Systems using Cubic Spline / ASTM
Reconstruction.
N OFV Average
AE*ab
Average
AR
Maximum
AE*ab
Maximum
Individual AR
3 5.16 11.78 0.04 32.51 0.52
4 3.92 7.75 0.04 19.67 0.45
5 3.38 5.58 0.03 13.37 0.42
6 4.34 7.49 0.03 19.29 0.56
7 4.41 6.96 0.05 30.08 0.69
8 4.43 6.31 0.04 20.88 0.40
9 4.46 5.71 0.03 14.93 0.42
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Figure 35: Number of Channels Vs. Objective Function Value
using Spline Interpolation /ASTM Extrapolation.
Figure 36: Number of Channels Vs. Average Color Difference
using Spline Interpolation /ASTM Extrapolation.
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Figure 37: Number of Channels Vs. Average Reflectance
Factor Difference using Spline Interpolation / ASTM
Extrapolation.
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V. V. Evaluationswith Modified Objective Function
To this point the performance of the systems remained fairly constant except
for the improvement in reflectance factor differences seen by altering the
extrapolation method. Another aspect of the optimizations that was thought
to have a large impact on the resultswas the objective function. Recall that
the objective function essentially governs the optimization. The original
objective function (equation (36)) was based upon the reflectance factor
differences, number of channels and color differences. It was suspected that
the large inverse relation between this objective function and the number of
channelswas adversely influencing the optimization, and that improved
results could be obtained if the optimization were governed solely by the
color differences. It was also believed that a side benefit of this modification
might be reduced execution times. As a result, two additional evaluations
were performed in which the objective function consisted of only the average
color difference value.
V. V. I. Neville's Interpolation, ASTM Extrapolation, AE*ah Objective Function
In the first of the two evaluations, Neville's algorithm was used for
interpolation and extrapolation was performed according to the
aforementioned ASTM standard. Table XV contains the data for this
evaluation. These results are also presented graphically in Figures 40 and 41 .
Reconstructions of four colors are shown in Figures 42 and 43.
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Table XV: Performance of 3 - 9 Channel Systems using
Neville's /ASTM Reconstruction and AE*ab Objective Function.
N
OFV =
Average
AE*ab
Average
AR
Maximum
AE*ab
Maximum
Individual AR
3 10.81 0.04 34.88 0.55
4 5.63 0.03 26.49 0.50
5 3.14 0.02 10.36 0.41
6 2.92 0.02 9.98 0.41
7 3.03 0.02 16.48 0.40
8 2.78 0.01 8.39 0.40
9 3.04 0.02 12.46 0.25
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Figure 40: Number of Channels Vs. OFV and Average Color Difference using
Neville's / ASTM Reconstruction and AE*ab Objective Function.
107
5A
.4
V
e
r
.3
a
g
e
.2
A
R
.1
0
-
-
-
-
_
3 4 5 6 7 8 9
Number of Channels
Figure 41 : Number of Channels Vs. Average Reflectance Factor Difference
using Neville's / ASTM Reconstruction and AE*ab Objective Function.
Comparing these data to the results obtained with previous methods,we note
comparable average color and reflectance factor differences. The maximum
reflectance factor difference is on the order of those found using this
reconstruction scheme and the original objective function. The smallest
maximum color difference encountered is larger than noted with previous
methods. However, the reconstructions for N = 9 channels are the best
encountered thus far. The red patch on the color target is reconstructed
nearly perfectly, whereas by previous reconstruction methods this patch was
among those with the largest AE*ab values.
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V. V. II. Spline Interpolation, ASTM Extrapolation, AE*ah Objective Function
The second evaluation used Cubic Spline interpolation and ASTM
extrapolation. The results are presented in Table XVI and Figures 44 and 45.
Table XVI: Performance of 3 - 9 Channel Systems using Cubic
Spline / ASTM Reconstruction and AE *ab Objective Function.
N
OFV =
Average
AE*ab
Average
AR
Maximum
AE*ab
Maximum
Individual AR
3 11.78 0.04 32.51 0.52
4 9.70 0.06 32.59 0.60
5 3.16 0.02 8.47 0.40
6 4.97 0.03 17.35 0.41
7 4.21 0.03 19.02 0.72
8 8.02 0.04 32.35 0.66
9 4.65 0.03 17.23 0.56
Reconstructions of four color stimuli are shown in Figures 46 and 47. The
results of this evaluation are comparable to those found with previous
variations incorporating the Spline algorithm, but still are not as good as
those found in the Neville's algorithm variations. Of note is the fact that with
N= 9 channels, the reconstruction of the cyan color patch was performed
essentially perfectly.
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Figure 44: Number of Channels Vs. OFV and Average Color Difference using
Spline / ASTM Reconstrucion and AE*ab Objective Function.
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Figure 45: Number of Channels Vs. Average Reflectance Difference using
Spline / ASTM Reconstruction and AE*ab Objective Function.
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V. VI. Selection of Preferred Reconstruction Method
The final selection from the six optimization / reconstruction methods
discussed was based upon the method's adherence to expected trends, the
absolute color difference values obtained, the overall ability of the method,
and the reconstruction performance of the method. These factors were
explored in the previous sections for each method, but will be summarized
here.
The expectation was that the average color difference would decrease as the
number of channels was increased. Figure 48 shows the number of channels
vs. average color difference for the attempted methods. The results of all but
two methods generally followed the expected trend. The two optimizations
in which the extrapolation was not performed according to the ASTM
standard were the exceptions.
Ideally, the selected method should yield the lowest color differences of all
tested methods. As Figure 48 shows, the overall lowest color differences
occurred with the Neville's interpolation, ASTM extrapolation, AE*ab objective
function configuration. There is one point at which another method resulted
in a lower average, but in general, the formermethod provided the best
results.
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Figure 48: AE*ab as a Function of Number of Channels and Reconstruction
Method.
Overall, the performances demonstrated with the different methods were
comparable, although each had their best areas. In general, however, the
configurations in which Neville's interpolation was used were better, based
on maximum and average color difference values. Furthermore, those cases
where ASTM extrapolation was incorporated yielded the smallest maximum
and average reflectance factor errors.
The final factor in the decision was the reconstruction performance of the
method. This is reflected in the average color difference value, but it is also
helpful to look at actual reconstructions of difficult colors. The four colors
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presented in the graphs in each selection were selected to illustrate the
reconstruction performance of each method because they are highly
saturated and are the most complex of the twenty four Macbeth stimuli. All
methods were able to provide good reconstruction of the gray stimuli and
other
'flat'
reflectance curves over some range of channel numbers. However,
large reflectance differences between the original and reconstructed spectra
were typically found for the more complex colors such as the four chosen for
illustration. The final two methods attempted, in which the objective
function was based solely upon the average color difference value, produced
essentially perfect reconstructions of at least one of the target colors.
Based on these criteria, the method chosen for final analysiswas
reconstruction using Neville's interpolation, ASTM extrapolation, and an
objective function based solely on average color difference. Thismethod
produced results which followed the expected trends, yielded the lowest
average color differences of all of the methods attempted, and provided good
reconstruction of the four difficult colors, including essentially perfect
reconstruction of the red color patch.
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VI. MAIN OPTIMIZATION
After final selection of the objective function and reconstruction method was
made, evaluations were performed for four different color sets. The purpose
was to determine the levels of performance that can be achieved, and to
identify a good abridged spectrophotometer meeting the goals set forth in
the beginning of this thesis. The four color sets considered were a subset of
forty seven patches in the Chroma Cosmos 5000 color set, a subset of forty five
patches of the Kodak Q60C photographic test pattern, the twenty four
patches of the Macbeth Color Checker, and the set consisting of all 1 1 6 stimuli
just described.
VI. I. Assessmentwith Subset of Chroma Cosmos 5000 Color Set
Forty seven stimuli were selected from the Chroma Cosmos 5000 color set. The
highest chroma colors from each of forty seven divisions on the hue circle
were chosen. This set consisted of those colors thatwould be most difficult to
reconstruct, and no
"flat"
spectra were included. Of the color sets considered,
this is the most evenly distributed throughout color space, and is comprised of
the most colorants.
Again three to nine channel systems were evaluated. Table XVII shows the
general performance of the systems derived. The five through eight channel
systems derived are shown in Figures 49 and 50.
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Table XVII: Performance of 3 - 9 Channel Systems using
Chroma Cosmos 5000 Subset.
N
OFV =
Average
AE*ab
Average
AR
Maximum
AE*ab
Maximum
Individual AR
3 14.81 0.06 36.54 0.43
4 10.78 0.05 21.71 0.42
5 8.31 0.03 18.36 0.33
6 6.54 0.04 17.07 0.43
7 5.32 0.03 12.89 0.28
8 4.41 0.03 9.34 0.36
9 4.95 0.03 10.24 0.34
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400 450 500 550 600
Wavelength (nm)
650 700
N 1 2 3 4 5
H 457.47 506.62 543.71 606.04 646.40
P 35.73 31.62 57.95 34.19 57.67
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SIX CHANNELS
1 r-
400 450 500 550 600
Wavelength (nm)
650 700
P
441.70
63.09
471.11
56.33
485.40
50.39
565.22
28.09
589.76
36.84
618.16
37.24
Figure 49: System Responses Derived for Chroma Cosmos 5000
Colors, Five and Six Channels.
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SEVEN CHANNELS
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400 450 500 550 600
Wavelength (nm)
650 700
N 1 2 3 4 5 6 7
V- 423.94 446.37 491.46 560.84 582.95 625.89 653.93
P 36.10 19.88 62.01 37.03 62.28 18.70 66.79
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EIGHT CHANNELS
1 ,-
.4
-
400 450 500 550 600
Wavelength (nm)
650 700
449.37
18.75
467.55
41.09
501.32
28.21
521.14
37.36
568.31
31.13
579.26
42.39
613.87
47.56
637.13
54.96
Figure 50: System Responses Derived for Chroma Cosmos 5000
Colors, Seven and Eight Channels.
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The best performance was obtained with the eight channel system shown.
Thewavelength range is sampled well except perhaps at the ends (<440nm
and >660nm). The reconstructions of the stimuli forwhich the largest color
differenceswere found are shown in Figures 51 to 53. The curves indicate that
the sampling at the ends of thewavelength rangewasdetrimental. The
reconstructions are not close to the actual spectra in these regions,
particularly below 450nm.
Table XVIII shows more detail on the system performance (for reference, a
complete listing by color is shown in Appendix A). Only twenty nine stimuli
had AE*ab values less than 3.0. Forty eight of the 141 total had color
differences over 5.0. The largest average reflectance factor difference for any
color was 5.31%. Interestingly, the colorswith the largest average reflectance
factor differences did not yield the largest color differences. Despite being
the best of the systems derived for this color set, the performance of this
system is not as impressive as those derived previously. However, a
spectrophotometric system must be robust enough to handle the wide
assortment of object color spectra arising from (ideally) all available colorant
sets.
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Table XVIII: Details of Performance of Eight
Channel System Derived from Chroma Cosmos
5000 Color Set.
Metric Value
Average AE*ab 4.41
Maximum AE*ab 9.34
Minimum AE*ab 0.70
Standard Deviation AE*ab 3.45
# Stimuli with AE*ab < 3.0 29
# Stimuli with AE*ab > 5.0 48
# Stimuli with AE*ab > 10.0 0
LargestAverage AR 0.05
Smallest Average AR 0.01
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VI. II. AssessmentWith Subset of Kodak Q60C Test Target
The stimuli selected from the Kodak Q60C were those whose reflectance
spectra were most variant. These were expected to be the most difficult colors
to reconstruct. None of the neutral colors, whose
"flat"
spectra were seen to
be nearly perfectly reconstructed in the preliminary evaluations, were
included in the subset. The decision to not include these colors will tend to
increase the resultant average color difference value by the elimination of the
low color differences for these colors in the average. Note however, that
good reconstruction of all spectra is important in order for the resultant
device to compare with modern spectrophotometers.
Three to nine channel systemswere derived for this color set using the
selected optimization / reconstruction parameters. The overall performance
of the systems is shown in Table XIX. The system responses for five to eight
channels are shown in Figures 54 and 55. The best system was the six channel
system, with an average color difference of 2.26 and maximum of 6.29. The
level of performance is comparable to the eight channel system determined
from the Macbeth color set, although the latter system did yield lower
reflectance factor differences for its color set. The six channels derived were
not evenly spaced over the wavelength range, but no glaring areas of
undersampling are observed.
It should not be surprising that less channels are needed for the Q60C target.
This is a photographic target made of three colorants, whereas the other
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Table XIX: Performance of 3 - 9 Channel Systems using Q60C
Subset.
N
OFV =
Average
AE*ab
Average
AR
Maximum
AE*ab
Maximum
Individual AR
3 6.09 0.04 17.24 0.60
4 5.77 0.04 15.60 0.53
5 3.97 0.02 14.11 0.60
6 2.26 0.02 6.29 0.54
7 2.55 0.03 10.37 0.57
8 2.53 0.02 7.06 0.56
9 3.03 0.03 8.91 0.52
targets considered are created from an unknown number larger than three.
In theory, the number of channels required to
'measure'
a color set should be
equal to the number of colorants used to create the color set. This would be
the result if the channel responses were independent with respect to the
colorants, and the reconstruction method was equivalent to the method of
forming the colors. As seen in Figure 54, the six channels seem somewhat
clustered into three groups. I suspect that the clusters probably correspond to
the three colorants used in photography.
Table XX shows the details of the performance of this six channel system.
(Data for each of the forty five Q60C colors is provided in Appendix A for
reference.) All forty five colors were reconstructed with less than 5% average
reflectance factor differences. Only seven of the 1 35 (45 colors x 3 illuminants)
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FIVE CHANNELS
1 r-
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400 450 500 550 600
Wavelength (nm)
650 700
N 1 2 3 4 5
V- 450.00 486.51 515.15 613.14 661.87
P 30.60 41.91 38.43 65.15 40.72
R
e
s
P
o
n
s
e
1 r
400 450
SIX CHANNELS
500 550 600
Wavelength (nm)
N 1 2 3 4 5 6
V- 435.92 458.23 508.95 536.09 588.39 632.27
P 38.03 34.17 61.12 25.97 12.22 38.67
Figure 54: System Responses Derived for Q60C Colors, Five
and Six Channels.
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SEVEN CHANNELS
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400 450 500 550 600
Wavelength (nm)
650 700
N 1 2 3 4 5 6 7
H 438.03 470.46 501.58 531.42 612.82 614.39 700.00
P 30.36 52.44 80.00 32.99 35.83 29.04 49.99
EIGHT CHANNELS
R
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400 450 500 550 600
Wavelength (nm)
650 700
N 1 2 3 4 5 6 7 8
V- 451.28 459.77 495.74 506.51 528.81 612.01 626.80 665.68
P 59.91 43.18 33.46 39.13 21.47 33.60 41.01 33.87
Figure 55: System Responses Derived for Q60C Colors, Seven
and Eight Channels.
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Table XX: Details of Performance of Six
Channel System Derived from Q60C Color Set.
Metric Value
Average AE*ab 2.26
Maximum AE*ab 6.29
Minimum AE*ab 0.10
Standard Deviation AE*ab 1.96
# Stimuli with AE*ab< 3.0 94
# Stimuli with AE*ab > 5.0 7
# Stimuli with AE*ab > 10.0 0
Largest Average AR 0.05
Smallest Average AR 0.01
color / illuminant combinations considered had color differences over 5.0. An
impressive ninety fourwere reconstructed with less than 3.0 color differences.
VI. III. AssessmentWith Macbeth Color Checker Color Set
The evaluation of theMacbeth Color Checkerwas discussed in section V. V. I.
The five through eight channel systems derived are shown in Figures 56 and
57. The best resultswere obtained with the eight channel
spectrophotometer. Note that there seems to be a lapse in sampling in the
490nm to 540nm range. The detailed performance of this system by color /
illuminant is outlined in Table XXI. Results for specific colors can be found in
Appendix A. Of the seventy two total stimuli (24 colors x 3 illuminants), the
maximum color difference was 8.39. Eleven stimuli had color differences >
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400 450 500 550 600
Wavelength (nm)
650 700
N 1 2 3 4 5
f 433.35 468.75 538.30 579.51 632.75
P 39.68 33.76 30.14 36.57 30.82
R
e
s
P
o
n
s
e
SIX CHANNELS
1 r-
.4
400 450 500 550 600
Wavelength (nm)
650 700
N 1 2 3 4 5 6
V- 442.91 472.40 535.26 570.93 627.09 670.43
P 16.24 29.09 34.51 32.90 38.20 31 08
Figure 56: System Responses Derived for Macbeth Colors, Five
and Six Channels.
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SEVEN CHANNELS
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400 450 500 550 600
Wavelength (nm)
650 700
N 1 2 3 4 5 6 7
H 401.28 410.23 469.76 486.32 564.79 625.85 655.84
P 35.84 53.25 36.44 51.63 24.13 53.93 39.28
EIGHT CHANNELS
400 450 500 550 600
Wavelength (nm)
650 700
N 1 2 3 4 5 6 7 8
t 406.82 450.45 476.64 510.53 529.81 539.02 616.30 646.19
P 59.02 35.47 58.90 52.41 37.78 30.20 71.22 71.06
Figure 57: System Responses Derived for Macbeth Colors,
Seven and Eight Channels.
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Table XXI : Details of Performance of Eight Channel
System Derived from Macbeth Color Set.
Metric Value
Average AE *ab 2.78
Maximum AE*ab 8.39
Minimum AE*ab 0.U4
Standard Deviation AE*ab 4.81
# Stimuli with AE*ab< 3.0 42
# Stimuli with AE*ab > 5.0 11
# Stimuli with AE*ab > 10.0 0
LargestAverage AR 0.03
Smallest Average AR 0.00
5.0, but forty twowere below 3.0. The average color difference was a
respectable 2.78. The average reflectance factor difference was < 3.5% for
every color. Some reconstructions of those colors yielding the largest color
differences are shown in Figures 58 and 59. As the reconstructions show, the
undersampling mentioned earlier does appear to be a factor in causing the
largest color differences. Notable reflectance factor differences occur in this
region for several of the colors illustrated.
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VI. IV. Assessment using Composite Color Set
Given that it is not sufficient for a spectrophotometer to perform well for only
one class of object colors, the final optimization was performed for the color
set consisting of the three previously described sets. This should yield a
spectrophotometric system which is capable of accurate measurement of a
wide range of object colors. Of course the gamut of object colors requiring
measurement may still exceed the range represented by these three color sets,
therefore one should not assume that the resultant device will perform
equivalently on all existing object colors.
The performance of the resultant three to nine channel systems is shown in
Table XXII. The performance of all of these systemswas worse than seen
previously, although this is as anticipated due to the large range of colors the
system was expected to reconstruct. The five through eight channel systems
derived are shown in Figures 60 and 61. Of the resultant systems, the eight
channel device yielded the best results. The system covers the entire range
except in the far region beyond 650nm. The detailed performance is outlined
in Table XXIII, and complete listing of performance by color is shown in
Appendix A.
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Table XXII: Performance of 3 -9 Channel Systems using
Composite Color Set.
N
OFV =
Average
AE*ab
Average
AR
Maximum
AE*ab
Maximum
Individual AR
3 11.75 0.04 31.84 0.60
4 7.43 0.04 22.98 0.60
5 4.49 0.03 16.25 0.43
6 4.55 0.03 13.07 0.51
7 5.17 0.03 17.95 0.39
8 3.25 0.02 11.78 0.37
9 4.41 0.04 18.65 0.59
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FIVE CHANNELS
.4
-
i I
400 450 500 550 600
Wavelength (nm)
650 700
N 1 2 3 4 5
P 400.00 466.36 531.04 559.31 615.88
P 53.14 57.89 16.41 47.41 19.62
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SIX CHANNELS
1 r-
400 450 500 550 600
Wavelength (nm)
650 700
N 1 2 3 4 5 6
P 434.02 465.43 477.70 548.99 610.17 630.96
P 52.88 56.67 63.43 27.97 37.52 27.06
Figure 60: System Responses Derived for Composite Color Set,
Five and Six Channels.
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SEVEN CHANNELS
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400 450 500 550 600
Wavelength (nm)
650 700
N 1 2 3 4 5 6 7
P 400.00 403.00 452.84 558.56 592.00 648.42 655.04
P 80.00 77.27 16.74 55.61 45.63 80.00 10.59
EIGHT CHANNELS
.4
-
400 450 500 550 600
Wavelength (nm)
650 700
N 1 2 3 4 5 6 7 8
P 403.68 450.93 463.91 507.46 252.11 580.00 612.59 639.94
P 55.65 16.79 54.65 28.25 33.19 49.23 10.07 25.67
Figure 61 : System Responses Derived for Composite Color Set,
Seven and Eight Channels.
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Table XXIII: Details of Performance of Eight
Channel System Derived from Composite Color Set.
Metric Value
Average AE*ab 3.25
Maximum AE*ab 11.78
Minimum AE*ab
0.07-
Standard Deviation AE*ab 6.35
# Stimuli with AE*ab < 3.0 192
# Stimuli with AE*ab > 5.0 79
# Stimuli with AE*ab > 10.0 6
LargestAverage AR 0.06
Smallest Average AR 0.00
Six of the 348 total color / illuminant combinations had color differences >
1 0.0, and seventy nine had color differences s 5.0, however, over one half of
the colors (1 92) had color differences less than 3.0. The largest average
reflectance factor difference was 6%, but the remaining colorswere
reconstructed with less than 5% reflectance factor differences.
Table XXIV contains a summary of the performance of this system. The first
point that should be noted is that regardless of the illuminant, the worst
performance resulted for the Chroma Cosmos 5000 colors, and the best results
were generally obtained for the Q60C colors. This mirrors the performance
noted in the individual evaluations, and most likely results from the number
of colorants comprising each of the color sets. As discussed previously, the
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fewer colorants used to formulate a color set, the fewer channels should be
required to accurately measure those colors.
The next notable point is that the maximum overall color difference
consistently occurs for a red color patch regardless of illuminant, and with
only two exceptions (Q60C, Illuminants F2 and D65), for all color sets. This
observation suggests that the sampling of the spectra is insufficient in the
long wavelength (red) region of the spectrum. And in fact, the last sampled
point for this system is at 639nm. The maximum overall color difference
occurred for the 6.25R 4.5/14 patch in the Chroma Cosmos set. The
reflectance of this patch is essentially zero until A = 600nm. This means that
the reconstruction of the significant portion of this spectra is based upon only
two measurements, at 61 2nm and 639nm. Clearly thiswill produce significant
reflectance factor differences in this part of thewavelength range, and hence
large color differences. The reconstructions of this patch and several others
are shown in Figures 62 to 66. As these graphs show, many of the
reconstructions suffered since the last measurementwas obtained at 639nm.
Also of note from these plots are sizable reflectance factor differences
occurring for some colors around 420nm and 625nm.
A final observation is that the worst results were found under illuminant F2.
In general, the best results were obtained under illuminant A.
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Table XXIV: Performance Summary, 8 Channel Device Derived from
Composite Color Set.
Q60C Chroma Macbeth Color
Cosmos 5000 Checker Totals
45 stimuli 47 stimuli 24stimuli
Illuminant 39w/AE*ab s 3.0 28w/AE*ab < 3.0 19w/AE'ab< 3.0 86 w/AE*ab < 3.0
A 0w/AE'ab > 5.0 11 w/AE*ab > 5.0 1 w/AE'ab > 5.0 12w/AE'ab 2 5.0
0w/AE*ab > 10.0 0w/AE'ab > 10.0 0w/AE'ab > 10.0 0w/AE*ab s 10.0
max AE*ab =4.89 max AE*ab =8.01 max AE*ab =5.83 maxAE*ab =8.01
for M 16 patch for 6.25R 4.5/14 for red patch for 6.25R 4.5/14
Illuminant 24w/AE*ab< 3.0 9w/AE'ab s 3.0 13w/AE'ab < 3.0 46w/AE*ab < 3.0
F2 10w/AE"ab > 5.0 28w/AE'ab 5 5.0 8w/AE'ab > 5.0 46 w/AE'ab > 5.0
0w/AE"ab > 10.0 6w/AE*ab > 10.0 0w/AE*ab a 10.0 6w/AE'ab > 10.0
max AE*ab =8.38 max AE*ab maxAE'ab =7.91 max AE*ab
for M 12 patch = 11.78
for 6.25R 4.5/14
for red patch = 11.78
for 6.25R 4.5/14
Illuminant 31 w/AE*ab < 3.0 13w/AE'ab < 3.0 16w/AE'ab< 3.0 60w/AE*ab< 3.0
D65 4w/AE'ab > 5.0 15w/AE'ab > 5.0 2w/AE'ab > 5.0 21 w/AE*ab > 5.0
0w/AE'ab 2 10.0 0w/AE*ab 10.0 0w/AE-ab > 10.0 0w/AE*ab > 10.0
max AE'ab =6.89 maxAE'ab =9.01 maxAE*ab =5.80 maxAE*ab =9.01
for M 12 patch for 6.25R 4.5/14 for red patch for 6.25R 4.5/14
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VIV- Comparative Assessment using Composite Color Set
Recall that there are two schools of thoughtwhere color measurements are
concerned. The first is the school that believes that accurate colorimetry can
only follow from measurements at evenly spaced intervalswith a constant
bandpass. The other believes that abridged data may be recorded by varying
the interval and bandpass of measurement while still yielding accurate
colorimetry. This thesis has concentrated on the latter, in an attempt to
bridge the gap between the two schools by showing that good results can be
attained with an abridged device.
The abridged systems derived in thiswork performed well. For comparison,
six systems representing the first school of thoughtwere evaluated.
Five through eight, eleven and sixteen channel systemswere evaluated using
the composite color set. In each case the channelswere evenly spaced over
the 300nm wavelength range, and the bandpass of each channel was set to
300nm / N - 1 . The system data are listed in Table XXV.
As in the previous evaluations, Neville's algorithm was used for interpolation.
No extrapolation technique was needed since in all cases the reflectance
spectra were sampled at the endpoints of the wavelength range.
The results of the evaluations are shown in Table XXVI. The average color
differences are plotted as a function of the number of channels in Figure 67,
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Table XXV: System Data, Comparative Assessment.
N P P
5 75.0 400,475,550,625,700
6 60.0 400, 460, 520, 580, 640, 700
7 50.0 400, 450, 500, 550, 600, 650, 700
8 43.0 400, 443, 486, 529, 572, 61 5, 658, 700
11 30.0 400,430,460 700
16 20.0 400,420,440 700
for these systems and the previously derived (section VI. IV.) abridged systems.
As the figure shows, the abridged system performance was better than that of
the even sampling systems.
Table XXVI: Performance of Even Sampling Systems using Composite Color
Set.
N
OFV =
Average
AE*ab
Average
AR
Maximum
AE*ab
Maximum
Individual
AR
Patches
with AE*ab
> 5.0
Patches
with AE*ab
> 10.0
5 8.56 0.03 25.47 0.38 260 125
6 7.12 0.03 19.31 0.33 225 94
7 6.01 0.02 21.70 0.29 192 53
8 4.08 0.02 10.17 0.26 126 2
11 2.40 0.01 8.33 0.33 23 0
16 1.62 0.03 12.82 0.99 22 5
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Figure 67: Average Color Difference vs. Number of Channels
for Even and Abridged Sampling Systems.
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VII. CONCLUSIONS AND RECOMMENDATIONS
The best overall performance found was for an eight channel device derived
from optimization using the 24 colors on the Macbeth Color Checker.
Respectable performance was also obtained with a six channel device derived
using a subset of 45 colors off the Kodak Q60C photographic target.
However, evaluations of other color sets using either of these systemswere
not performed, and it is expected that such evaluations would yield much
larger errors in color measurements.
Since a spectrophotometer would be expected to accuratelymeasure object
colors from a large array of color sets, optimization of such a system using a
single color set is short sighted. Optimization based on a set of 116 colors
comprised of stimuli from three very different data bases yielded a promising
eight channel device. The average color difference for said system over the
1 1 6 colors and three very different illuminantswas 3.25. The average
reflectance factor difference between the reconstructed and actual spectra
was less than 6% for all of the colors. The maximum color differencewas
1 1 .78. Although a device with this performance could probably not compete
with currently available spectrophotometers, it may provide a low cost
alternative in certain applicationswhere less accuracy is required.
The outcome of the research described in this thesismet the intended goals;
reasonable performance was obtained with as few as six channels, providing a
152
measurement alternative for some less demanding applications. More
importantly, however, I believe this research confirms that it is possible to
derive an abridged device which is competitive with currently available
devices. Thiswas exemplified by the fact that the abridged systems derived
were found to outperform systems in which the wavelength range was evenly
sampled.
Furthermore, this research supports the results found by other researchers
using alternate approaches. It indicates that far less than eight channel
devices may also become a reality. Recall that in the first preliminary
evaluation a three channel device was identified which yielded an average
color difference of 2.56 and a maximum of 4.76 over 24 colors and three
illuminants. It is believed that even three channel systems competitive with
current systems can be realized if a better reconstruction method is identified.
Finally, the systems derived in thiswork are valuable in themselves, or as
starting points for future research efforts.
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APPENDIX A
Performance of Best Systems by Color / Illuminant
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Table AI: Performance of 8 Channel System by Chroma Cosmos
5000 Color /Illuminant.
COLOR
Average
AE*ab,
llluminantA
Average
AE*ab,
Illuminant D65
Average
AE*ab,
Illuminant F2
Average AR
6.25R4.5/14 4.23 2.68 3.89 0.04
7.5R5/14 4.28 3.02 3.11 0.04
1.25YR 5.5/14 4.72 3.92 3.29 0.03
2.5YR6/14 5.11 4.46 3.76 0.02
3.75YR6/14 4.68 3.96 3.30 0.02
5YR7/14 3.92 3.18 2.75 0.02
7.5YR7/14 4.50 4.00 3:45 0.02
8.75YR7/14 4.08 3.57 3.15 0.02
10YR 7.5/14 3.80 3.45 3.12 0.01
2.5Y8/14 4.24 4.02 3.80 0.01
5Y8/14 5.49 5.96 5.83 0.02
7.5RP5/13 4.12 2.51 3.93 0.05
6.25Y8/13 4.54 4.24 4.45 0.02
7.5Y8/12 4.99 4.94 5.10 0.02
5RP5/12 4.37 3.57 4.76 0.04
2.5RP5/12 4.43 4.33 5.45 0.04
10P4/12 4.18 4.69 5.82 0.04
7.5P4/11 3.63 4.31 4.90 0.04
5G6/10 7.03 8.96 7.33 0.02
7.5G6/10 6.65 8.39 7.04 0.02
10G6/10 6.53 8.12 6.87 0.02
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Table AI: Performance of 8 Channel System by Chroma Cosmos
5000 Color /Illuminant.
COLOR
Average
AE%b,
llluminantA
Average
AE*ab,
Illuminant D65
Average
AE*ab,
Illuminant F2
Average AR
2.5BG6/10 6.20 7.77 6.90 0.02
7. 5B 5.5/10 2.07 4.15 4.32 0.03
10B 5.5/10 1.52 3.29 3.64 0.03
2.5PB5/10 1.06 2.19 2.86 0.03
3.75PB5/10 0.87 1.59 2.34 0.03
5PB5/10 0.89 1.06 1.89 0.03
6.25PB5/10 1.62 1.13 0.78 0.03
7.5PB5/10 1.77 1.42 0.70 0.03
10PB5/10 2.50 2.41 1.60 0.04
2.5P5/10 2.72 3.07 2.75 0.04
10RP5/14 4.08 2.55 4.01 0.04
1.25R5/14 4.03 2.62 3.90 0.04
2.5GY8/10 5.64 6.56 6.19 0.03
5GY7.5/10 6.04 6.79 6.38 0.02
2.5R5/14 4.03 2.59 3.91 0.04
5R4.5/14 4.14 2.78 4.38 0.04
10GY7/10 6.74 8.27 6.79 0.02
2.5G6/10 7.50 9.34 7.53 0.02
5BG 6/9 5.13 6.77 6.14 0.02
7.5BG6/9 4.53 6.48 5.91 0.02
10BG5/9 3.67 5.96 5.68 0.02
2.5B 5/9 3.45 5.70 5.48 0.02
5B 5.5/9 3.05 5.19 5.04 0.03
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Table AI: Performance of 8 Channel System by Chroma Cosmos
- 5000 Color /Illuminant.
COLOR
Average
AE*ab,
llluminantA
Average
AE*ab,
Illuminant D65
Average
AE*ab,
Illuminant F2
Average AR
5P5/10 3.36 3.60 3.35 0.05
10Y8/10 5.33 5.73 5.69 0.02
7.5GY7/10 7.07 8.16 7.10 0.02
157
Table All: Performance of 6 Channel System by Q60C Color /
Illuminant.
COLOR
Average
AE%b,
llluminantA
Average
AE*ab,
Illuminant D65
Average
AE*ab,
Illuminant F2
Average
AR
Q60CA1 2.46 3.67 2.22 0.02
Q60CB1 4.45 6.29 4.85 0.03
Q60C C1 5.00 5.76 4.48 0.04
Q60CD1 5.03 5.01 4.14 0.03
Q60CE1 4.22 3.75 3.27 0.03
Q60CF1 3.92 3.42 2.79 0.03
Q60CG1 3.68 3.45 3.16 0.01
Q60CH1 3.65 3.18 3.22 0.01
Q60CJ1 3.34 1.48 2.23 0.01
Q60C K1 0.46 2.60 0.18 0.01
Q60CL1 2.89 2.79 2.03 0.02
Q60CM1 3.20 1.40 1.86 0.02
Q60C F3 1.15 1.00 1.29 0.01
Q60C G5 1.84 1.97 1.25 0.01
Q60C H5 2.10 2.31 1.34 0.01
Q60C A6 1.97 2.22 2.11 0.02
Q60C B6 3.32 4.58 3.72 0.04
Q60C C6 3.91 4.51 3.61 0.04
Q60C D6 3.21 3.12 2.71 0.03
Q60C E6 3.17 2.65 2.39 0.03
Q60C F6 3.15 2.67 2.24 0.02
Q60C J6 1.21 1.39 1.24 0.01
Q60C K6 0.78 2.20 0.28 0.02
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Table All: Performance of 6 Channel System by Q60C Color /
Illuminant.
COLOR
Average
AE*ab,
llluminantA
Average
AE%b,
Illuminant D65
Average
AE*ab,
Illuminant F2
Average
AR
Q60C L6 2.35 2.18 1.28 0.02
Q60C M6 2.52 1.38 1.66 0.02
Q60C G8 0.76 0.97 0.78 0.01
Q60C H8 0.86 1.20 0.65 0.01
Q60C A9 1.30 1.33 2.01 0.03
Q60C B9 1.86 2.34 2.69 0.05
Q60C C9 1.73 1.86 2.32 0.04
Q60C D9 1.64 1.51 1.99 0.04
Q60C E9 1.53 1.14 1.66 0.03
Q60C F9 1.34 0.80 1.31 0.03
Q60C J9 0.38 0.89 0.96 0.02
Q60C K9 0.37 1.07 0.92 0.03
Q60C L9 1.23 1.01 1.13 0.03
Q60C M9 1.38 0.91 1.65 0.03
Q60CG11 0.52 0.15 1.37 0.03
Q60CH11 0.40 0.10 1.26 0.03
Q60CA12 0.92 0.61 1.97 0.04
Q60CM12 3.24 3.85 2.38 0.02
Q60CM14 4.54 4.08 3.23 0.02
Q60CM16 5.96 5.48 4.75 0.03
Q60CA17 0.89 0.60 1.94 0.04
Q60CD19 0.63 0.26 1.10 0.02
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Table AIM: Performance of 8 Channel System by Macbeth Color
Checker Color / Illuminant.
COLOR NAME
Average
AE*ab,
llluminantA
Average
AE*ab,
Illuminant
D65
Average
AE*ab,
Illuminant F2
Average
AR
DARK SKIN 1.92 3.07 1.66 0.01
LIGHT SKIN 2.66 5.53 2.36 0.03
BLUE SKY 0.69 0.81 0.74 0.00
FOLIAGE 3.09 3.33 2.63 0.01
BLUE FLOWER 2.70 3.24 2.09 0.03
BLUE GREEN 2.41 2.58 2.11 0.01
ORANGE 1.67 2.18 2.08 0.01
PURPLISH BLUE 2.16 2.60 2.01 0.01
MODERATE RED 1.72 4.17 2.64 0.03
PURPLE 2.84 2.61 3.87 0.02
YELLOW GREEN 4.71 4.96 4.42 0.02
ORNG. YELLOW 6.86 7.90 5.20 0.02
BLUE 5.16 6.85 4.30 0.02
GREEN 3.91 3.49 3.27 0.01
RED 4.82 3.73 7.36 0.03
YELLOW 4.43 5.17 4.29 0.01
MAGENTA 2.75 3.47 4.78 0.03
CYAN 7.09 8.39 6.22 0.02
GRAY 05 0.16 0.39 0.14 0.02
GRAY 23 0.14 0.25 0.14 0.01
GRAY 44 0.14 0.15 0.17 0.00
GRAY 70 0.13 0.16 0.16 0.00
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Table AIM: Performance of 8 Channel System by Macbeth Color
Checker Color / Illuminant.
COLOR NAME
Average
AE*ab,
llluminantA
Average
AE*ab,
Illuminant
D65
Average
AE%b,
Illuminant F2
Average
AR
GRAY 105 0.08 0.09 0.11 0.00
GRAY 150 0.06 0.11 0.04 0.00
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Table A4: Performance of 8 Channel System Derived from
COLOR NAME
Average
AE*ab,
llluminantA
Average
AE%b,
Illuminant D65
Average
AE%b,
Illuminant F2
Average AR
Q60CA1 2.12 4.01 6.21 0.02
Q60CB1 2.74 1.56 2.66 0.03
Q60C C1 3.88 2.93 3.06 0.04
Q60CD1 4.41 4.27 4.75 0.03
Q60CE1 3.62 3.68 4.54 0.02
Q60C F1 2.32 3.42 6.78 0.02
Q60CG1 0.31 1.03 4.28 0.01
Q60CH1 0.98 0.36 3.68 0.01
Q60CJ1 1.56 2.06 1.14 0.00
Q60C K1 1.80 3.98 3.96 0.01
Q60C L1 2.58 5.85 7.53 0.02
Q60CM1 2.47 5.07 7.32 0.02
Q60C F3 1.30 1.59 2.34 0.01
Q60C G5 0.77 0.73 0.77 0.00
Q60C H5 0.84 0.82 0.72 0.00
Q60C A6 1.62 2.73 4.28 0.03
Q60C B6 2.25 1.37 2.42 0.04
Q60C C6 3.10 2.01 2.10 0.04
Q60C D6 2.97 2.46 2.66 0.03
Q60C E6 2.91 2.87 3.61 0.02
Q60C F6 2.31 3.36 5.88 0.02
Q60C J6 1.02 1.32 0.35 0.01
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Table A4: Performance of 8 Channel System Derived from
Composite Color Set by Color / Illuminant.
COLOR NAME
Average
AE*ab,
llluminantA
Average
AE*ab,
Illuminant D65
Average
AE*ab,
Illuminant F2
Average AR
Q60C K6 1.65 3.30 3.17 0.01
Q60C L6 2.08 4.64 5.83 0.03
Q60C M6 2.01 3.82 5.43 0.03
Q60C G8 0.37 0.33 0.46 0.01
Q60C H8 0.40 0.47 0.26 0.01
Q60C A9 1.12 1.94 2.68 0.04
Q60C B9 1.29 1.20 1.76 0.04
Q60C C9 1.29 0.62 0:83 0.04
Q60C D9 1.37 0.74 0.92 0.03
Q60C E9 1.32 0.99 1.47 0.02
Q60C F9 0.97 1.05 2.00 0.02
Q60CJ9 0.82 1.35 0.62 0.01
Q60C K9 1.22 2.35 2.06 0.02
Q60C L9 1.56 3.17 3.68 0.04
Q60C M9 1.36 2.62 3.38 0.04
Q60CG11 0.29 0.44 0.18 0.02
Q60CH11 0.26 0.55 0.09 0.02
Q60CA12 0.41 0.98 0.56 0.03
Q60CM12 4.00 6.89 8.38 0.02
Q60CM14 1.31 2.46 5.75 0.02
Q60CM16 4.89 5.25 6.55 0.02
Q60CA17 0.46 1.06 0.67 0.03
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Table A4: Performance of 8 Channel System Derived from
COLOR NAME
Average
AE*ab,
llluminantA
Average
AE*ab,
Illuminant D65
Average
AE*ab,
Illuminant F2
Average AR
Q60CD19 0.72 0.67 1.33 0.02
6.25R4.5/14 8.01 9.01 11.78 0.02
7.5R5/14 6.08 6.87 8.48 0.02
1.25YR 5.5/1 4.14 4.85 5.50 0.02
2.5YR6/14 3.96 4.75 5.59 0.02
3.75YR6/14 3.84 5.06 6.15 0.02
5YR7/14 5.51 7.98 10.5 0.03
7.5YR7/14 3.05 5.38 8:27 0.02
8.75YR7/14 3.09 5.55 8.62 0.02
10YR 7.5/14 3.10 5.40 9.54 0.02
2.5Y8/14 2.04 4.29 7.91 0.02
5Y8/14 0.79 1.15 3.48 0.02
7.5RP5/13 7.04 6.97 9.31 0.03
6.25Y8/13 2.00 3.49 6.63 0.03
7.5Y8/12 2.13 3.73 7.28 0.03
5RP5/12 5.90 5.73 7.56 0.02
2.5RP5/12 5.31 5.15 6.65 0.03
10P4/12 5.16 5.25 6.44 0.04
7.5P4/11 4.08 3.86 4.27 0.04
5G6/10 1.96 2.22 2.44 0.02
7.5G6/10 1.78 2.69 1.52 0.01
10G6/10 1.67 2.53 1.61 0.01
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Table A4: Performance of 8 Channel
Composite Color Set by Color
System Derived from
/ Illuminant.
COLOR NAME
Average
AE*ab,
llluminantA
Average
AE*ab,
Illuminant D65
Average
AE*ab,
Illuminant F2
Average AR
2.5BG6/10 1.70 3.08 2.44 0.01
7.5B 5.5/10 0.58 3.71 4.34 0.03
10B 5.5/10 1.00 4.22 5.17 0.04
2.5PB5/10 0.84 3.64 5.03 0.03
3.75PB5/10 0.85 3.32 4.84 0.03
5PB5/10 1.24 3.57 5.46 0.03
6.25PB5/10 1.41 2.63 4.46 0.04
7.5PB5/10 1.64 2.34 4:27 0.04
10PB5/10 2.47 1.05 2.52 0.05
2.5P5/10 2.22 0.91 0.91 0.04
10RP5/14 7.41 7.67 10.22 0.02
1.25R5/14 7.29 7.80 10.21 0.02
2.5GY8/10 1.29 2.78 7.55 0.04
5GY7.5/10 2.42 3.57 8.48 0.03
2.5R5/14 7.74 8.38 11.00 0.02
5R 4.5/14 7.98 9.00 11.76 0.02
10GY7/10 2.44 3.13 7.42 0.03
2.5G6/10 2.39 2.17 4.93 0.02
5BG 6/9 1.09 2.50 2.14 0.01
7.5BG6/9 0.92 2.92 2.59 0.02
10BG5/9 0.63 3.42 3.54 0.02
2.5B 5/9 0.88 3.88 4.14 0.02
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Table A4: Performance of 8 Channel
Composite Color Set by Color
System Derived from
/Illuminant.
COLOR NAME
Average
AE%b,
llluminantA
Average
AE*ab,
Illuminant D65
Average
AE%b,
Illuminant F2
Average AR
5B 5.5/9 1.05 4.19 4.51 0.03
5P5/10 3.56 2.02 1.41 0.06
10Y8/10 2.12 3.67 8.10 0.03
7.5GY7/10 2.99 3.92 9.31 0.03
DARK SKIN 1.85 2.09 2.28 0.01
LIGHTSKIN 1.81 1.52 2.19 0.02
BLUE SKY 0.58 0.86 1.14 0.01
FOLIAGE 4.01 5.08 7:17 0.02
BLUE FLOWER 1.98 0.94 1.29 0.04
BLUE GREEN 0.81 1.17 1.00 0.01
ORANGE 0.83 1.78 1.48 0.01
PURPLISH BLUE 1.04 1.79 3.34 0.02
MODERATE RED 4.93 4.96 6.42 0.01
PURPLE 3.59 3.44 3.38 0.02
YELLOW GREEN 0.24 0.79 5.34 0.03
ORNG. YELLOW 2.82 4.30 7.74 0.02
BLUE 1.16 3.79 6.52 0.02
GREEN 2.97 3.31 7.36 0.02
RED 5.83 5.80 7.91 0.03
YELLOW 1.68 1.27 4.00 0.03
MAGENTA 4.85 4.71 5.99 0.02
CYAN 0.59 2.82 2.99 0.02
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Table A4: Performance of 8 Channel System Derived from
Composite Color Set by Color / Illuminant.
COLOR NAME
Average
AE*ab,
llluminantA
Average
AE*ab,
Illuminant D65
Average
AE*ab,
Illuminant F2
Average AR
GRAY 05 0.34 0.60 0.65 0.01
GRAY 23 0.18 0.29 0.36 0.00
GRAY 44 0.30 0.42 0.54 0.00
GRAY 70 0.30 0.41 0.54 0.00
GRAY 105 0.22 0.30 0.38 0.00
GRAY 150 0.09 0.07 0.08 0.00
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