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7CHAPTER 1
general introduction 
8Two days ago she was the luckiest girl in the school, dating the tall handsome boy who was one grade 
higher. They had a routine. On weekends he would swing by with his bike to pick her up before a party. At 
the party they were a couple, spending time together with his friends and then she would hang out with 
her own friends. Everybody knew that they were an item. On other days they would watch a movie at 
his house because his mom was way more relaxed about them being alone. She truly believed that they 
were very much in love and that they had it all; it was a picture perfect. And now she was left broken-
hearted, he unexpectedly broke up with her in a text message. In fewer than 160 characters he informed 
her that it was over. She tried to talk to him at school the next day but he just ignored her. Why was this 
happening to her? Had she done something wrong? Did they have a ﬁ ght that she did not realize was a 
real ﬁ ght? Did that other girl who had been hitting on him get between them? Was she not attractive 
enough? The heartache was unbearable.
This 15-year old girl and her boyfriend were supposed to participate in our research. During 
that week I spoke to her and her boyfriend several times over the phone to ﬁ nalize the research 
appointment at their school. The breakup was unexpected, and even I did not anticipate this 
outcome from the interactions I had with these two teenagers. This is just one example of the 
many stories that were told during the recruitment phase and the longitudinal study. Even though 
this is anecdotal, it shows that romantic relationships are at the forefront of adolescents’ everyday 
lives. Adolescent love is a rollercoaster of new, intense experiences (Brown, Feiring, & Furman, 
1999) that dominates adolescents’ thoughts (Richards, Crowe, Larson, & Swarr, 1998). This 
example also shows that romantic relationships can be both a source of positive feelings and 
distress. Previous studies have shown that a substantial proportion of adolescents’ positive and 
negative emotions are attributable to romantic relationships (Larson & Asmussen, 1991; Larsson, 
Clore, & Wood, 1999).
Despite the centrality of adolescent romantic relationships, research has emerged only in 
the past two decades, later than research on other peer relationships during this developmental 
period (Rubin, Bukowski, & Laursen, 2009). For a long time, researchers have shied away from 
this topic, because adolescent romantic relationships were considered to be trivial and short-
lived and therefore not inﬂ uential on adolescents’ well-being. Additionally, there were practical 
challenges because these relationships may come and go before researchers had the opportunity 
to study them (Brown, Feiring, & Furman, 1999). Nowadays, research on this topic has increased 
and a search for “adolescent romantic relationships” in PubMed yielded over 400 results.
This thesis examines three aspects of adolescent romantic relationships: 1) the factors that 
aff ect partner preferences, 2) the role of conﬂ ict and conﬂ ict resolution in breakups, and 3) how 
experiences in romantic relationships relate to adolescents’ emotional well-being.
Romantic relationships during middle adolescence are a normative part of development. 
While in early adolescence participation in romantic relationships is infrequent and is limited 
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to crushes, middle adolescence is a transitional phase in which romantic relationships become 
common (Collins, Welsh, & Furman, 2009). In the Netherlands, 76% of adolescents between 14-
16 years of age have had at least one romantic relationship and 92% report having been “in love” 
(De Graaf, Kruijer, Van Acker, & Meijer, 2012). These numbers concur with those in the United 
States (Carver, Joyner, & Udry, 2003). Much less is known about the frequency, intensity and 
styles of ending romantic relationships, but break-ups are frequent, with nearly 50% of the 15-16 
year olds having had a break-up in the previous six months (Connolly & McIsaac, 2009).
The Emergence of Adolescent Romantic Relationships
Adolescent romantic relationships are embedded within the peer group (Connolly, Furman, & 
Konarski, 2000; Dishion, Ha, & Veronneau, 2012). Dunphy (1963) suggested that during early 
adolescence, teenagers are organized in smaller same- sex cliques. Over the course of early 
adolescence these cliques merge to form larger mixed-sex crowds that bring boys and girls into 
close proximity and are thus conducive to romantic relationships. Connolly et al. (2000) extended 
this theory by showing that the size of the same-sex network predicted the size of the mixed-
sex network, and that this predicted involvement in a romantic relationship. However, most 
adolescents still had more same-sex than opposite-sex peers in their mixed-sex networks.
These ﬁ rst casual interactions between boys and girls who are 11-13 years old in these 
mixed-sex networks take place both during the school day, but also at school dances, parties, 
movies and gatherings in the neighborhood (Connolly, Craig, Goldberg, & Pepler, 2004; 
Pellegrini & Long, 2007). Possible attractions develop and are triggered by pubertal maturation 
(Friedlander, Connolly, Pepler, & Craig, 2007). These initial crushes will catalyze romantic interest 
and stimulate adolescents’ desire to be in a romantic relationship. Two diff erent forms have been 
suggested for this next phase in dating. The ﬁ rst one is dating in groups in which basically dyads of 
teens are getting involved in the same mixed-sex networks (Connolly et al., 2000). Dating occurs 
in the larger peer group in addition to the same-sex friendships.
The second form of dating is casual dating, which is less embedded in the mixed-sex peer 
network and more organized around the dyad. Adolescents usually report involvement in several 
casual dating relationships in the past year (Zimber-Gembeck, 1999) and these generally last for 
either a few weeks or a couple of months (Seiff ge-Krenke, 2003). In the ﬁ nal stage of dating, during 
middle to late adolescence, stable and committed romantic relationships emerge that often last at 
least a year (Connolly & Johnson, 1996; Seiff ge-Krenke, 2003). These relationships resemble adult 
committed relationships in that adolescents receive support and intimacy embedded in strong 
emotional bonds with partners (Furman, 2002; Furman & Wehner, 1994).
10
Adolescent Partner Preferences
Within this sequence of involvement in mixed-sex networks and the emergence of the ﬁ rst 
romantic relationships, less is known about who dates who and which characteristics of potential 
partners are preferred by adolescents (Collin, Welsh, & Furman, 2009). From an evolutionary 
perspective, attractiveness and social status of a potential mate have been proposed to be 
important characteristics to increase chances of survival and successful reproduction (Rhodes, 
2006). According to evolutionary psychologists, mating strategies vary by gender, which optimizes 
the reproductive viability for the human species. Sexual strategies theory (SST; Buss & Schmitt, 
1993) holds that in the short-term mating, attractiveness of a potential mate determines both 
men’s and women’s desire to date. Men’s goal is to maximize the number of healthy off spring 
and the attractiveness of a potential mate is a reliable indicator of “good genes” in terms of good 
health and high reproductive value (Barber, 1995; Gangestad, Thornhill, & Yeo, 1994; Thornhill & 
Grammer, 1999). For women, attractiveness of a potential mate is important as it increases the 
likelihood of healthy off spring if the short-term mating behavior led to pregnancy or if a short-
term mate became a long-term mate (Gangestad & Simpson, 1990). In addition, attracting a mate 
with high social status is critical for short-term mating since females’ levels of parental investment 
is high in the case of a pregnancy. Indeed, in line with the SST, studies have shown that attractive 
features of a potential short-term mate were essential for both men and women (Buunk, Dijkstra, 
Fetchenhauer, & Kenrick, 2002; Li & Kenrick, 2006; Sprecher & Regan, 2002; Wiederman 
& Dubois, 1998) and social status is particularly important for women (Buss & Schmitt, 1993; 
Townsend & Wasserman, 1998; Wiederman & Dubois, 1998).
In contrast to the evolutionary explanation for the gender diff erences in evaluating 
attractiveness and socials status as mate preferences, sociocultural theories emphasize that 
cultural norms and practices shape partner preferences (Eagly & Wood, 1999; Reiss, 1986). In 
Western cultures, physical attractiveness is highly valued by both men and women (Wood & 
Brumbaugh, 2009) and attractive people are assumed to have more desirable personality traits, 
better health and greater wealth than do less attractive people (Eagly, Ashmore, Makhijani, & 
Longo, 1991; Feingold, 1992b). Sociocultural factors also explain why women have been found 
to value social status more than men (Eagly & Wood, 1999). A cross-cultural study has found 
that in countries in which gender diff erences were more pronounced in an unequal division in 
opportunities to engage in education, politics, and economics, high social status partners were 
more valued by women (Eagly & Wood, 1999). Thus, social status is more important for women in 
Western cultures because women generally earn less than men (Bayard, Hellerstein, Neumark, & 
Troske, 2003; Lips & Lawson, 2009) and rely on their partner’s status for resources (Hrdy, 1997).
Nevertheless, both from an evolutionary and sociocultural perspective attractiveness 
and social status in a potential mate are emphasized. Despite the general entry into sexual and 
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romantic relationships in adolescence, nearly all of the empirical research on SST has been 
conducted with adults. Studies using adolescent samples have been scarce (Feiring, 1996; Regan 
& Joshi, 2003). Therefore, the ﬁ rst part of this thesis examines the extent to which adolescents’ 
interest in dating is based on the attractiveness and social status of a potential short-term partner.
The study of homosexual mate preferences has been proposed as a way to inform the 
mating psychology of heterosexuals (Bailey, Gaulin, Agyei, & Gladue, 1994). Even though it is not 
possible to directly test whether either evolutionary or sociocultural theory can explain mate 
preferences, investigating homosexual mate preferences has at least the potential to dismiss 
certain hypotheses (Bailey et al., 1994). There are two ways in which sexual orientation might 
relate to sexual dimorphic mate preferences. First, the partner preferences of homosexuals and 
heterosexuals might be similar (Howard, Blumstein, & Schwartz, 1987). Thus regardless of sexual 
orientation, both men and women prefer attractive mates and women only prefer mates of high 
social status. In this case, both the evolutionary and sociocultural theories can explain the similar 
mate preferences. Either mate preferences are a generally evolved system to increase chances of 
survival and successful reproduction or the inﬂ uence of cultural norms and practices might equally 
apply to homosexual and heterosexual individuals, as they are part of the same society (Bailey et 
al., 1994). Second, it is possible that heterosexuals and homosexuals diff er in their preferences. 
For example, if heterosexual women prefer mates of high social status but gay men and lesbians 
do not, it may imply that social status is important to increase the chances of survival of off spring, 
in this case, sociocultural explanations would be less convincing. Currently, studies indicate that 
mate preferences of homosexuals resemble those of heterosexuals to a large extent (e.g., Lippa, 
2007). Few studies have studied homosexual mate preferences. Therefore, in this thesis we will 
investigate the role of attractiveness and status in the dating preferences of both homosexual and 
heterosexual women and men.
The Importance of Conflict Resolution
Once adolescents have chosen a partner and romantic relationships have been formed, the 
behavioral systems approach has been proposed as a theoretical framework to study the dynamics 
of adolescent romantic relationships (Furman & Wehner, 1994). According to this approach 
adolescent relationships serve four functions. The ﬁ rst function is affi  liation, or companionship. 
Affi  liative behaviors entail spending time together, having fun, sharing interests and participating in 
joint activities. The second function is to fulﬁ ll sexual needs. Since romantic interest is elicited by 
pubertal maturation it provides a context in which sexual feelings and behaviors can be explored. 
Third, over the course of adolescence romantic partners become important attachment ﬁ gures 
(Furman & Buhrmester, 1992). Adolescents will increasingly provide and seek out partner 
support. The fourth function is caregiving. Caregiving is related to the attachment system and 
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includes an individual’s ability to be a reliable partner with respect to trust, reliability and support.
In order to achieve these goals in romantic relationships it is reasonable to hypothesize 
the importance of interpersonal communication and negotiation. Expectations and needs will 
probably not coincide between partners all the time and these diff erences will likely result in 
either detachment between partners or conﬂ ict. Conﬂ ict negotiation is especially important 
to maintain satisfaction with an established relationship. Over the course of adolescence both 
conﬂ ict and support processes increase, indicating that conﬂ ict will occur only when partners are 
close enough to realize that incompatibilities exist (Shulman, 2003). In addition, adolescents must 
be motivated to resolve the conﬂ ict rather than end the relationship. An important consequence 
of conﬂ ict is that it can harm or help the relationship, depending how it is handled.
Previous questionnaire studies have shown that compromise is the most often used strategy 
among adolescents (Feldman & Gowen, 1998). Compromise entails listening to the partner’s 
arguments, expressing one’s own view, and ﬁ nding solutions that are mutually satisfactory. 
However, with observational research a slightly diff erent picture emerges, as adolescents 
have been found to downplay conﬂ ict (Shulman, Tuval-Mashiach, Levran, & Anbar, 2006). An 
integrative and constructive strategy was far less often used, but adolescent couples who were 
able to engage in such a constructive resolution style were most likely to be together after 24 
months (Shulman et al., 2006). Despite the importance of conﬂ ict resolution for relationship 
stability, studies on this topic using adolescent samples have been scarce. Shulman and colleagues 
(2006) is the only study that we know of that investigated the importance of conﬂ ict resolution 
for relationship stability. Therefore, in the second part of this thesis we will focus on the role of 
conﬂ ict resolution in relationship stability.
Not handling conﬂ ict well might not only threaten the stability of the relationship but also 
adolescents’ well-being. According to the stress and coping model (Davila, 2008), romantic 
relationships pose challenges to teenagers who are still learning to regulate their emotions. In this 
light, being unable to resolve conﬂ icts with a romantic partner while attaining the relationship goals 
(affi  liation, sexual gratiﬁ cation, attachment, and caregiving) might be especially stressful because 
it threatens the feelings of closeness, trust, and intimacy (Furman & Wehner, 1994). Studies have 
consistently linked having a romantic relationship to greater depressive symptoms in adolescents 
(Davila, Steinberg, Kachadourian, Cobb, & Fincham, 2004; Joyner & Udry, 2000; Monroe, Rohde, 
Seeley, & Lewinsohn, 1999). Despite the increasing evidence that depressive symptoms and 
adolescent romantic relationships are associated, we know little about the underlying processes. 
Epidemiological studies that show an association between adolescent romantic relationships 
are less helpful for understanding the dynamic interplay between personal characteristics and 
relationship dynamics on the one hand, and break-up and depressive symptoms on the other 
hand.
It is currently unclear as to whether adolescent romantic relationships are associated with 
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the subsequent emergence of depressive symptoms, or whether patterns of existing depression 
are ampliﬁ ed by problematic relationships. According to the stress generation model, depressed 
people play a role in the generation of interpersonal stressors. High interpersonal stressors, such 
as high levels of conﬂ ict, in combination with poor interpersonal problem solving skills are likely 
to exacerbate depressive symptoms (Davila, Hammen, Burge, Daley, & Paley, 1995; Hammen, 
1991). In adolescent romantic relationships, it might be the case that adolescents who already 
show heightened levels of depressive symptoms will have the most diffi  culties managing conﬂ icts, 
and will remain depressed. Thus, in line with the stress-generation model (Davila et al., 1995; 
Hammen, 2009), it seems that romantic relationships could actually exacerbate adolescents’ 
emotional dysregulation and distress.
Nevertheless, research has also shown that romantic relationships encompass a range of 
positive experiences, such as companionship, intimacy, feelings of passion, and social support 
from partners (Connolly, Craig, Goldberg, & Pepler, 1999; Furman, Simon, Shaff er, & Bouchey, 
2002). Thus, gaining more insight into the developmental course of romantic relationships and 
depressive symptoms is essential to support romantic relationships that are rewarding for 
adolescents and that decrease the risk of developing or perpetuating depressive symptoms. 
This thesis will investigate whether emotional expression during conﬂ icts relate to depressive 
symptoms in adolescent couples. The following section discusses the measurements and 
methodology for investigating partner preferences and conﬂ ict resolution.
Measurement and Methodology
Experimental Vignettes
In a cross-cultural study conducted by Buss (1989) it was found that in 37 countries both men and 
women indicated that traits like honesty, intelligence, kindness, and trustworthiness in a partner 
are most desirable (Buss, 1989; Shackelford, Schmitt, & Buss, 2005). Since then mate preferences 
have received a great deal of scientiﬁ c attention, but most studies have relied on questionnaires 
in which respondents rated the importance of various characteristics. Therefore, results of self-
reported mate preferences could have been biased by social desirability. More importantly, 
results concerning gender diff erences in mate preferences could have been overestimated 
if people are asked to explicitly report on them (Eagly & Wood, 1999). Feingold (1990) found 
that with increasing awareness of reporting on mate preferences, diff erences between men and 
women also increased. Less intrusive measures of mate preferences are therefore preferable.
To partly overcome this limitation, we applied an experimental vignette study in which 
we also provided visual stimuli to enhance external validity (Townsend & Wasserman, 1998). 
Adolescents were either shown a picture of a low or high attractive person, with either a high 
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or low social status description. The respondents’ interest in dating these potential partners was 
measured (Chapter 2). Although, vignette studies are still based on self-reported dating desires 
at least attractiveness is being triggered by a picture and less biased by one’s imagination. Such 
experimental vignettes have been used even less in homosexual samples so this approach was 
repeated within Chapter 3 with heterosexual and homosexual samples. However, in this study 
the most and least attractive pictures were morphed to get a range of 10 pictures varying in 
attractiveness. These ten morphed photographs of a potential partner’s face were presented 
in random order and accompanied by either a low- or a high-status proﬁ le for each series of 
photographs.
Observations of Conﬂ ict
Researchers studying marital relationships, peer relationships and parent-child relationships have 
long recognized the importance of directly observing the interactions (Dishion, Nelson, Winter, 
& Bullock, 2004; Dishion, Spracklen, Andrews, & Patterson, 1996; Gottman & Notarius, 2000; 
Granic, O’Hara, Pepler, & Lewis, 2007; Noller & Feeney, 2002; Patterson, 1982; Short, Capaldi, 
Kim, Kerr, Owen, & Feingold, 2012). Complex social interactions between partners can be more 
accurately examined using an observational design (Gottman & Notarius, 2000). Previous studies 
of adolescent romantic relationships have mainly used adolescents’ self-reports that yield their 
global thoughts or opinions about a speciﬁ c interaction sequence (Welsh & Shulman, 2008). 
However, people have almost no awareness of complex interaction sequences, and therefore it 
is likely that people behave in a way that is discrepant from their self-perceptions (Kerig, 2000).
Studies in the family and marital relationships domain have extensively used observation 
tasks that pull for conﬂ ict and conﬂ ict resolution (e.g., Short et al., 2012). Prior to the interactions, 
both adolescents were asked separately to choose the most applicable conﬂ ict subject from a 
list of eight conﬂ ict issues between adolescent romantic partners such as jealousy and dislike of 
friends (cf. Capaldi, & Crosby, 1997). Speciﬁ cally, the participants are asked to discuss the conﬂ ict 
topic and are encouraged to resolve the conﬂ ict. Commonly, these conﬂ ict discussions start and 
end with a more neutral or positive discussion task. The ﬁ rst positive task is make participants 
to feel at ease with the video recorded situation and the ending positive task is to reduce any 
negative and stressful feelings that arose from the conﬂ ict discussions and give the participants the 
opportunity to end the session on a positive note.
The assessment of conﬂ ict taps into the general developmental task in which adolescents 
have to learn to negotiate their autonomy and connectedness at the same time (Allen et al., 2006). 
In the context of adolescent romantic relationships the challenge is to achieve goals like affi  liation 
and intimacy while navigating individual diff erences (Furman & Wehner, 1994). Capturing conﬂ ict 
in well-deﬁ ned observational tasks is assumed to reﬂ ect daily interaction patterns. Studies have 
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demonstrated the external validity of observing conﬂ ict by revealing diff erences in behaviors, 
perceptions of relationship quality, physiology and developmental outcomes such as depression 
and problem behavior (Capaldi & Crosby, 1997; Dishion et al. 2004; Gottman, 1993; Granic et al., 
2007; Heyman, 2001). 
These observations are coded on a micro-level (Chapters 5 and 6). An important advantage 
of micro-analytic coding over macro-coding is that it provides unique information on the temporal 
organization of behavioral and aff ective patterns of both partners. It is thought that these real-
time temporal organizations of behavioral and aff ective patterns (such as conﬂ icts between 
partners) relate to longer-term developmental processes and outcomes (such as dissatisfaction 
and breakups). In addition, interventions that improve adolescents’ well-being tend to focus on 
skill development in the context of micro-level interpersonal interactions (Dishion & Snyder, 
2004). Thus this level of analysis is critical for understanding patterns of interaction in adolescent 
romantic relationships that might be related to break-up and adolescents’ emotional well-being.
Interdependence of Data
Data obtained from both adolescent romantic partners is not independent and conventional 
analyses such as multiple regression analysis would not be appropriate to analyze dyadic data, 
as it does not take possible relations between error terms of partners into account (Kenny & 
Cook, 1999). Therefore, we used the Actor-Partner Interdependence model (APIM; Cook 
& Kenny, 2005; Kashy & Kenny, 2000) to analyze our dyadic data (Chapter 4 and Chapter 6). 
This model allows the study of the impact of an adolescent’s causal variable on his or her own 
outcome variable (actor eff ect) and on the outcome variable of the partner (partner eff ect). For 
example, in Chapter 4 conﬂ ict resolution styles are not only dependent of the individual’s own 
level of depressive symptoms (i.e., an actor eff ect) but also on the level of the partners’ depressive 
symptoms (i.e., a partner eff ect). The actor–partner interdependence model enables one to 
simultaneously estimate these unique and interdependent relationships between depressive 
symptoms and conﬂ ict resolution style.
Survival Analyses
In Chapter 5 we used multilevel proportional hazard models to predict the likelihood of break-up. 
With this technique (Singer & Willett, 1993) it is possible to estimate the time between a begin 
point (in this case conﬂ ict resolution and conﬂ ict recovery) and the occurrence of a subsequent 
event (in this case break-up). This procedure takes into account that the event (break-up) did 
not occur for some couples before the last measurement of the study (censored cases). When 
couples are measured longitudinally, the values of covariates might change with time. Therefore, 
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the covariates were speciﬁ ed as time-varying predictors. The relative risk, or hazard, that a 
certain time-varying covariate is related to the event is measured with a Hazard Ratio (HR).
Overview of the Thesis
Part I of this thesis focuses on what people prefer in potential partners. Explicit ratings of the 
importance of attractiveness and social status of potential partners were examined as well as 
when attractiveness and social status were measured in an experimental vignette design. We 
examined mate preferences in three groups: heterosexual adolescents (Chapter 2), heterosexual 
adults, and homosexual adults (Chapter 3).
Part II focuses on the next phase in the development of adolescent romantic relationships. 
Once adolescents have formed romantic relationships can we use relationship processes to 
predict whether they will stay together or not? In Chapter 4, we investigate whether self-reported 
conﬂ ict resolution styles mediated between depressive symptoms and relationship longevity. In 
Chapter 5, we investigate in a prospective study whether conﬂ ict resolution and conﬂ ict recovery 
based on both self-reports and observational indicators predict the likelihood of a breakup.
Part III focuses on the implications of adolescent romantic relationships on adolescents’ 
well-being. In Chapter 6 we investigate how observed positive and negative emotional expressions 
during conﬂ ict in romantic relationships relate to adolescents’ depressive symptoms over time.
17
CHAPTER 1
PART I
mate 
preferences
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PART I
Abstract
The present study examined to what extent adolescent dating desire is based on attractiveness 
and social status of a potential short-term partner. Further, we tested whether self-perceived 
mate value moderated the relationship between dating desire and attractiveness of a potential 
partner. Data were used from a sample of 1,913 adolescents aged 13 to 18. Participants 
rated the importance of various characteristics of a potential partner and also participated in 
an experimental vignette study in which dating desire was measured with either low or high 
attractive potential partners having either a high or low social status. The results showed that 
boys rated attractiveness as more important than girls, while social status was rated as relatively 
unimportant by both sexes. In addition, in the experimental vignette study it was found that 
attractiveness was the primary factor for boys’ dating desire. Only when a potential partner was 
attractive, social status became important for boys’ dating desire. For girls, on the other hand, 
it appeared that both attractiveness and social status of a potential partner were important for 
their dating desire. Finally, boys and girls who perceived themselves as having a high mate value 
showed more dating desire toward an attractive potential partner compared to adolescents who 
perceived themselves as having a low mate value. The present results extend previous research 
by showing that attractiveness of a potential partner is important to both adolescent boys and 
girls, but social status does not strongly aff ect dating desire during this particular age period.
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Introduction
Evolutionary psychologists propose that men and women have diff erent strategies that underlie short-term mating.1 According to the sexual strategies theory (SST; Buss & Schmitt, 
1993), men and women have diff erent mate preferences since the levels of parental investment in 
off spring are higher for women than for men (Feingold, 1992; Trivers, 1972). While women invest 
nine months in pregnancies and even more years to raise their off spring (e.g., lactation and care), 
men do not have these responsibilities. Consequently, the beneﬁ ts of short-term mating diff er for 
men and women. The main beneﬁ t of short-term mating for men is that it maximizes their number 
of sexual mates and therefore their number of off spring (Schmitt et al., 2003; Schmitt, Shackelford, 
& Buss, 2001). Beneﬁ ts of short-term mating for women are more complex, but scholars generally 
assume that women endeavor to gain access to high quality genes (Gangestad & Thornhill, 1997) 
and attempt to acquire immediate resources such as food, jewelry, and fashionable clothes. These 
may be the indicators that in case of pregnancy the mate will be able to provide the resources for 
a safe upbringing of off spring (Buss & Schmitt, 1993; Greiling & Buss, 2000). 
SST holds that in order to maximize the number of healthy off spring, men are primarily 
driven by the attractiveness of a potential mate, since attractiveness is assumed to be an 
indicator of “good genes” in terms of good health and high reproductive value (Barber, 1995; 
Gangestad, Thornhill, & Yeo, 1994; Thornhill & Grammer, 1999). In the case of short-term mating, 
attractiveness might also be an important cue for women, as it increases the likelihood of healthy 
off spring if the short-term mating behavior led to pregnancy or if a short-term mate became a 
long-term mate (Gangestad & Simpson, 1990). Since females’ levels of parental investment are 
high in the case of a pregnancy, attracting a mate with a high social status might also be important 
for short-term mating. In support of the SST, studies showed that attractive features of a potential 
short-term mate were essential for both men and women (Buunk, Dijkstra, Fetchenhauer, & 
Kenrick, 2002; Li & Kenrick, 2006; Sprecher & Regan, 2002; Wiederman & Dubois, 1998) and 
social status is particularly important for women (Buss & Schmitt, 1993; Townsend & Wasserman, 
1998; Wiederman & Dubois, 1998). 
Although previous studies provided valuable knowledge on short-term mate preferences, 
most studies reviewed here exclusively relied on questionnaires in which respondents explicitly 
rated the importance of various characteristics. These answers could be biased by social 
desirability and might not measure actual inﬂ uences of mate preferences. Therefore, direct self-
reports might primarily tap into general beliefs about short-term relationships rather than one’s 
1 Extensive literature exists about long-term mating and important mate characteristics of long-term mates. However, 
the present study focused on adolescent dating desire and is therefore framed within the context of short-term mating. 
For more information on long-term mating we would like to refer to excellent studies of Gangestad and colleagues (e.g., 
Gangestad & Simpson, 2000). 
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own individual mate preference (Feingold, 1990; Fletcher & Kininmonth, 1992). In other words, 
whether the same pattern of results can be found if the importance of attractiveness and social 
status of a potential mate are manipulated in a experimental design remains to be investigated 
(DeSteno, Bartlett, Braverman, & Salovey, 2002; Schmitt, Couden, & Baker, 2001). To overcome 
this limitation, we applied an experimental vignette study in which we also provided visual stimuli 
to enhance external validity (Townsend & Wasserman, 1998).
So far, the vast majority of empirical research focusing on SST has been conducted with 
adults. However, the ﬁ rst steps on the mating market are made–in most Western societies–
during the teenage years (Connolly, Furman, & Konarski, 2000; Neemann, Hubbard, & Masten, 
1995). Moreover, it is during these years that the human brain undergoes maturational changes 
that lead to many profound physical changes, such as the development of breasts in girls and the 
growth of facial hair in boys (Spear, 2000). These biological and physical changes are accompanied 
by psychological changes, such as an increasing interest in relationships with opposite-sex 
peers and sexual fantasies, which also stimulate the development of active sexual strategies in 
adolescents (Buss, 1995). It is essential to gain more knowledge on the sexual strategies that 
underlie adolescents’ dating desire, since several diff erences exist in terms of relationship goals 
and orientations between adolescents and adults that might be linked to diff erences in sexual 
strategies and reasons for partner choices (Collins, 2003). Unlike many adult relationships, 
adolescent’s intimate relationships are characterized by a much shorter duration and a general lack 
of a “future” orientation. Consequently, dating goals and desire may be diff erent for adolescents 
than for adults. For adolescents, for example, dating might primarily be a context in which one 
experiments with sexual experiences as such (Feiring, 1996).
Despite the fact that adolescent relationships diff er from adult relationships, only a few 
empirical studies have focused on teenagers’ partner preferences. Therefore, the present 
study aims to investigate adolescents’ dating desires based on attractiveness and social status 
of a potential short-term partner. In the present study, attractiveness is deﬁ ned as the global 
attractiveness of a potential short-term partner for a date. Previous studies showed that 
attractiveness of a potential short-term partner was rated as highly important by both boys and 
girls (Regan & Joshi, 2003). More speciﬁ cally, others suggested that a partners’ attractiveness 
might be–as in adults–more signiﬁ cant to boys than girls (Dunkel, 2005; Feiring, 1996). However, 
no support has been found for social status as an important determinant of adolescents’ dating 
desire (Feiring, 1996; Regan & Joshi, 2003). Nevertheless, Eyre, Read, and Millstein (1997) found 
that, compared to girls, boys reported using more dating strategies that emphasized spending of 
money, which might serve as an indicator of high social status for girls. Thus, although it is known 
that adult women prefer partners with a high social status, it is unclear whether it is important for 
adolescent girls as well.
In addition to sex diff erences, within-sex variations in the use of sexual strategies may also 
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be important, despite the fact that such variations have received less attention both theoretically 
and empirically (Buss & Schmitt, 1993; Gangestad & Simpson, 2000). According to SST, it depends 
on one’s own mate value whether a preferred sexual strategy can be realized (Buss & Schmitt, 
1993). It could be that somebody prefers a partner who is highly attractive and has a high social 
status, but that one’s own mate value is not high enough to attract that particular partner. In 
that case, in order to increase mating success, one should lower one’s standards and settle for a 
partner who is lower in attractiveness and/or social status. Indeed, support was found for this 
“matching principle” as people tend to select mates who are more alike in terms of attractiveness 
and social status (Berscheid, Dion, Walster, & Walster 1971; Byrne, Clore, & Smeaton, 1986; 
Jones et al., 2005; Van Straaten, Engels, Finkenauer, & Holland, 2008). The few empirical studies 
that examined the role of self-perceived mate value in the context of short-term mating provided 
some preliminary evidence that self-perceived mate value was related to the speciﬁ c types of 
sexual strategies adults engage in (Landolt, Lalumiere, & Quinsey, 1995; Van Straaten et al., 2008). 
Nonetheless, the key diff erence between adults and adolescents is the widely varying nature 
of adolescents’ relationship experience. In the Netherlands, 35% of the adolescents in the age 
range of 12 to 18 reported to have none or very little relationship experience (Overbeek, 2006). 
Possibly, because adolescents do not have much experience with diff erent sexual strategies, they 
are less skilled in estimating which partners they can attract. Consequently, they may aim for the 
best partner possible in terms of both attractiveness and social status.
The present study aimed to extend previous research by investigating adolescents’ dating 
desires based on attractiveness and social status of a potential short-term partner. We investigated 
this question based on (1) data from survey questions about their partner preferences and (2) 
data from an experimental vignette study. Based on SST premises, we ﬁ rst hypothesized that 
attractiveness of a potential short-term partner was important for both boys’ and girls’ dating 
desire. Second, we hypothesized that girls would show a preference for a short-term partner 
with a high social status and that, on the contrary, social status was not important for boys’ 
dating desire. More speciﬁ cally, we expected that social status would only become important 
for boys’ partner preference if a potential short-term partner was attractive and for girls, social 
status would be important irrespective of attractiveness of a potential short-term partner. 
Importantly, we scrutinized these hypotheses controlling for potential confounder eff ects 
of variation in relationship experiences and current relationship status. Finally, we tested the 
potential moderator eff ects of self-perceived mate value on adolescents’ desire to date with an 
attractive person. We hypothesized that boys’ and girls’ preference for attractive and high social 
status persons would be independent of their own perceived mate value.
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Method
Participants
The total sample consisted of 1,913 adolescents between 13 and 18 years old (M = 15.34, SD = 
.80; 983 female). All adolescents taking part in the study were enrolled in average or higher-level 
education (i.e., preparatory college and pre-university education). In this sample, 380 (19.9%) 
adolescents deﬁ ned themselves as currently involved in a heterosexual relationship. In the original 
sample, 5 adolescents were involved in homosexual relationships. Due to the very small number, 
and to perform the analyses on only heterosexual participants, they were omitted from further 
analyses. In total, 393 (20.5%) adolescents were currently not involved in a relationship and 
never had a relationship before. The remaining 1,140 (59.6%) adolescents were also currently 
not involved in a relationship but did have previous relationship experience. The majority of the 
relationships (74.2%) lasted between 1 to 6 months. More girls (n = 240, 62.3%) than boys (n = 
140, 37.7%) were currently involved in romantic relationships (χ2 = 23.44, p < .001). 
Design and Procedure
We randomly selected 17 secondary schools in the Netherlands, which were sent an introductory 
letter and who were contacted by telephone shortly after. Seven schools were unable to participate 
in the study due to diffi  culties with ﬁ tting the study in their time and/or exam schedules; in total, 
10 schools agreed to participate. Classroom assessments were conducted from January to March 
2007. Data of the current study were collected as part of a broader survey on social skills and 
general dating behaviors. We received approval for conducting the present study of the ethical 
committee of the Faculty of Social Sciences, Radboud University of Nijmegen. Before the onset of 
the study, information about the study was sent to parents. Parents could refuse to give consent 
for participation of their child in the study and two explicit refusals of parents were recorded. 
All pupils consented to participation in the study. Further, all pupils were ensured that their 
information would not be given to any third party (e.g., teachers or parents) and they were seated 
separately during the assessment to secure their privacy. Next to the female researcher or a 
female research assistant one teacher was present during the assessments. The teacher, however, 
was instructed to keep a low proﬁ le during the assessment and only responded to questions if 
adolescents speciﬁ cally asked for their teacher. During the assessment, pupils were not allowed 
to discuss their answers with other pupils. The questionnaires were administered during regular 
school hours and lasted no more than 50 minutes (i.e., the regular duration of one class). Part 
of the questionnaire was the vignette experiment, which had to be completed at the beginning 
of the questionnaire. Other items in the questionnaires were completed after the vignette part.
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Adolescents were randomly given either attractive or less attractive pictures of a person 
of the opposite sex. Above the pictures, a description of either a high or low social status person 
was provided. We used photographs of faces of attractive and less attractive adolescent boys and 
girls, which were selected from various sites on the Internet, among which websites of modeling 
agencies. During the selection of the pictures, we carefully matched the pictures on various 
picture characteristics, such as picture quality, angle of picture, and framing. The 2 most attractive 
and the 2 least attractive pictures were selected for ratings by an “expert panel”, who rated the 
pictures in terms of overall attractiveness. Our panel of experts consisted of 59 adolescents (26 
boys, 33 girls) in the same age group as the adolescents from the present sample – between 13 
and 18 years old. These adolescents rated the 4 photographs on a 7-point overall attractiveness 
scale. The order in which we presented the panel the photographs was balanced, so no order 
eff ects could bias the outcome. Paired t-tests showed that the picture of the less attractive girl 
was rated by boys as signiﬁ cantly less attractive than the picture of the more attractive girl: (t (25) 
= 13.12, p < .001; Mless attractive = 1.81 (SD = 0.80), Mmore attractive = 5.38 (SD = 1.10). Similarly, girls 
rated the picture of the less attractive boy as signiﬁ cantly less attractive than the picture of the 
more attractive boy (t(32) = 14.92, p < .001; Mless attractive = 2.52 (SD = 0.97), Mmore attractive = 5.27 
(SD = 0.76).
Regarding the manipulation of social status, the description of either high or low social 
status was provided together with the attractive or less attractive picture. These descriptions 
were adapted from a previous experimental study and were known to successfully discriminate 
between high and low social status (Van Straaten, et al., 2008). In the present study, the high 
social status person was enrolled in the highest education program in the Netherlands, had more 
upper-class hobbies (i.e., skiing and tennis), had a father whose profession was “professor of 
European history,” a mother who was a lawyer with her own practice, and whose ambition was to 
become the “best in his/her ﬁ eld of work”. Opposite, the low social status person was enrolled in 
the lowest education level in the Netherlands, had no hobbies but liked to hang out with friends, 
had a father whose profession was not known because this person had never met his/her father, 
had a mother who worked part-time in a supermarket, who did not know what his/her ambitions 
were, and found it unimportant to have any ambitions. Adolescents with a relationship were 
asked to answer the questions as if they were not having a relationship.
Measures
Importance of Personal Characteristics of a Partner
The questionnaire we used to assess participants’ self-rated importance of various partner 
characteristics (Buss, 1989) consisted of 21 items, focusing, among other things, on whether a 
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partner should have an attractive appearance or should be ambitious (see Table 1). Adolescents 
were asked to rate the importance of each characteristic of a potential future partner on a 
10-point scale ranging from 1 (not important at all) to 10 (very important).
Dating Desire
Adolescents’ dating desire was measured with the question “This person is new in town. (S)he 
does not know many people. Would you like to go out on a date with him/her?” Responses were 
provided on a 7-point scale ranging from 1 (absolutely not) to 7 (absolutely). Furthermore, we 
asked “How attractive do you ﬁ nd this person, based on the picture?” and “How appealing do you 
ﬁ nd the description of this person?” Both questions could be answered on the same 7-point scale. 
Relationship Status and Experience
Adolescents’ relationship status was assessed, that is, whether they were currently involved in a 
relationship or not. Relationship experience was measured in terms of how many relationships 
the participant had ever been involved in.
Self-perceived Mate Value (SPMV)
This concept was assessed with the Self-Perceived Mating Success Scale (Landolt et al., 1995), 
which contains 10 items measuring the extent to which an individual believes s/he can attract 
mates of the opposite sex. Examples of items are “Members of the opposite sex notice me” and 
“Members of the opposite sex are attracted to me.” Responses were given on a 7-point scale 
ranging from 1 (strongly disagree) to 7 (strongly agree). Cronbach’s alpha was .90. An exploratory 
factor analyses (principal component analysis with VARIMAX rotation) was performed to 
investigate whether diff erent factors arose for boys’ and girls’ scores on SPMV. It appeared that 
the same factors arose for boys and girls. 
Results
Importance of Personal Characteristics of a Partner
To investigate which characteristics of a potential future partner were important for adolescents, 
t-tests were conducted to test sex diff erences. Table 1 shows that both boys and girls reported 
that reliability, honesty, and kindness were the three most important characteristics for a 
potential partner. Girls, however, generally rated these characteristics as more important than 
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boys. A strong sex diff erence was found in terms of attractiveness, which was rated as the fourth 
most important characteristic by boys and only as the tenth most important characteristic by 
girls. Concerning social status, both boys and girls attached relatively little importance to the 
characteristics ambitious, ﬁ nished education, high salary, and good family background. However, 
girls rated the characteristics ambitious and ﬁ nished education as signiﬁ cantly more important 
than boys. There were no sex diff erences for high salary and good family background. 
1.
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11.
12. 
13. 
14.
15. 
16. 
17. 
18. 
19.
20.
21. 
Reliable
Honest
Kind
Attractive appearance
Healthy
Sense of humor
Can go along with friends
Interesting personality
Caring
Romantic
Flexible
Intelligent
Ambitious
Easygoing
Finished education
Creative
Wants to have children in future
High salary 
Good family background
Has experiences with relationships
Religious 
9.13 
9.10 
8.79 
8.30 
8.10 
7.99 
7.87 
7.85 
7.83 
7.20 
7.08 
6.99 
6.68 
6.64 
6.18 
6.12 
5.67 
5.59 
5.57 
4.84 
2.81 
1.06
1.03
1.11
1.40
1.92
1.37
1.77
1.58
1.43
1.68
1.49
1.87
1.70
2.08
2.57
2.09
2.57
2.79
3.03
2.44
2.40
9.61 (1)
9.54 (2)
9.25 (3)
7.50 (10)
7.75 (8)
8.43 (4)
8.15 (7)
8.33 (6)
8.43 (5)
7.68 (9)
7.30 (11)
6.99 (12)
6.93 (13) 
6.10 (15)
6.61 (14)
6.03 (16)
5.76 (17)
5.69 (18)
5.26 (19)
4.44 (20)
2.90 (21)
.72
.79
.88
1.53
1.99
1.23
1.49
1.36
1.20
1.55
1.35
1.85
1.74
1.97
2.43
2.03
2.73
2.52
2.71
2.25
2.38
11.53
10.39
9.92
11.93
3.75
7.40
3.78
7.09
9.86
6.59
3.36
<1
3.16
5.86
3.74
<1
<1
<1
2.32
3.70
<1
< .001
< .001
< .001
< .001
< .001
< .001
< .001
< .001
< .001
< .001
< .001
ns
< .001
< .001
< .001
ns
ns
ns
   .02
< .001
ns
M SD M (ordering ) SD
Boys Girls t p
Note. The numbers in parentheses for girls refer to their rank ordering of each of the 21 
characteristics. For boys, their rank ordering is as given in the left column. Due to Bonferroni 
correction values are signiﬁ cant at α =.05/21 ≈ .002 or lower.
Independent T-tests for Importance of Characteristics for Potential Partners on Sex
Table 1
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Manipulation Checks for Attractiveness and Social Status
On average, girls (M = 3.37, SD = 1.81) reported more dating desire than boys (M = 3.04, SD = 
1.97), t (1865) = 3.72, ηp2 = .01, p < .001. For the attractiveness manipulation a t-test revealed that 
boys rated, on average, the attractive person as more attractive (M = 4.17, SD = 1.67) than the 
less attractive person (M = 2.19, SD = 1.67), t (903) = 18.11, ηp2 = .26, p < .001. On average, girls 
also rated the attractive person as more attractive (M = 4.28, SD = 1.73) than the less attractive 
person (M = 2.07, SD = 1.38), t (941) = 21.98, ηp2  = .33, p < .001. Concerning the manipulation 
of social status, boys rated, on average, the vignettes depicting persons with high social status as 
having a higher social status (M = 3.42, SD = 1.70) than the ones depicting persons with lower 
social status (M = 2.78, SD = 1.73) t (925) = 5.57, ηp2 = .03, p < .001. On average, girls also rated 
the vignettes depicting persons with high social status as having a higher social status (M = 3.75, 
SD = 1.65) than the ones depicting persons with lower social status (M = 2.42, SD = 1.56) t (976) 
= 12.88, ηp2 = .15, p < .001.
Dating Desire: Attractiveness and Social Status
In order to examine whether dating desire was related to attractiveness and social status, a 2 
(Attractiveness: Attractive versus Unattractive) x 2 (Social Status: High versus Low) ANCOVA 
was performed separately for boys and girls. Dating desire was the dependent variable and age, 
relationship status, and previous relationship experience were included as covariates. Mean 
ratings for dating desire of boys and girls for the diff erent conditions are shown in Table 2 and test 
results for boys and girls are reported in Table 3. 
For boys, the potential confounder relationship status was not signiﬁ cantly related to dating 
desire. In contrast, age and relationship experience were signiﬁ cantly related to dating desire, 
indicating that boys who were older and had more relationship experience reported more dating 
desire. After controlling for these variables, the signiﬁ cant main eff ects of attractiveness and 
social status were qualiﬁ ed by the interaction eff ect of attractiveness x social status. Post hoc 
comparisons (Bonferroni) showed that dating desire in the unattractive condition did not diff er 
for high or low social status F(1, 502) < 1. In contrast, in the high attractive condition, boys showed 
more dating desire when the other person had a high social status F(1, 423) = 10.45, ηp2 = .02, p 
< .01. 
For girls, the potential confounders age, relationship status, and previous relationship 
experience were not signiﬁ cantly related to dating desire. After controlling for these variables, 
signiﬁ cant main eff ects of attractiveness and social status were found, indicating that girls showed 
more dating desire in the attractive and in the high social status condition
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Low attractiveness
   Low social status
   High social status
   Combined
High attractiveness
   Low social status
   High social status 
   Combined
1.78
1.80
1.79
4.26
4.81
4.53
1.11
1.08
1.09
1.79
1.65
1.74
2.10
2.43
2.27
4.13
4.76
4.43
1.56
1.25
1.22
1.75
1.49
1.66
1.93
2.12
2.03
4.18
4.78
4.48
1.14
1.21
1.18
1.76
1.57
1.70
Condition M SD M SD M SD
Boys
(n = 930)
Girls
(n = 983)
Combined
(n = 1913 )
Note. Data for groups of low and high social status are presented within the low and high 
attractiveness conditions. The “combined” categories in the rows of Table 2 refer to the overall 
scores within low and high attractiveness conditions for both sexes separately, whereas the 
“combined” categories in the column of Table 2 refer to the overall scores in the low and high 
attractiveness conditions for the total sample. 
Means and SDs of Dating Desire for Sex on Condition (Attractiveness and Social Status)
Table 2
Interaction 
  Attractiveness x social status 1 9.08 .01 .003 1 2.20 .00 ns
Covariates
  Age
  Relationship status
  Relationship experience 
Main Eff ects
  Attractiveness
  Social status
1
1
1
1
1
10.47
0.94
3.92
846.55
4.66
.01
.00
.00
.49
.01
.001
ns
.048
< .001
.031
1
1
1
1
1
0.28
2.42
1.42
551.94
27.42
.00
.00
.00
.37
.03
ns
ns
ns
< .001
< .001
df F Eff ect 
size
p df F Eff ect 
size
p
Boys Girls
ANCOVA of Dating Desire on Attractiveness and Social Status 
Table 3
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Self-perceived Mate Value as Moderator
Again, a 2 (Attractiveness: Attractive versus Unattractive) x 2 (Social Status: High versus Low) 
ANCOVA was conducted separately for boys and girls. Dating desire was the dependent variable 
and age, relationship status, and previous relationship experience were included as covariates. 
This time, however, self-perceived mate value (SPMV) was included in the models as a moderator. 
For boys, no signiﬁ cant eff ects were found for the control variables relationship status 
and relationship experience. In contrast, age was signiﬁ cant related to dating desire F(1, 889) 
= 10.83, ηp2 = .01, p < .001. After controlling for these variables, the signiﬁ cant main eff ects of 
attractiveness, social status, and SPMV were qualiﬁ ed by the interaction eff ects of attractiveness x 
social status F(1, 889) = 10.38, ηp2 = .01, p < .01, and SPMV x attractiveness F(1, 889) = 18.52, ηp2 
= .02, p < .001. Post hoc comparisons (Bonferroni) showed that dating desire in the unattractive 
condition did not diff er for high or low social status F(1, 502) < 1. In contrast, in the high attractive 
condition, boys showed more dating desire when the other person had a high social status F(1, 
423) = 10.45, ηp2 = .02, p < .01. Further, post hoc comparisons (Bonferroni) showed that dating 
desire in the unattractive condition did not diff er for high or low SPMV F(1, 500) < 1. In contrast, in 
the high attractive condition, boys showed more dating desire when they perceived themselves as 
having a high mate value as compared to boys who perceived themselves as having a lower mate 
value F(1,423) = 14.57, ηp2 = .03, p < .001.
For girls, no signiﬁ cant eff ects were found for the control variables age, relationship status, 
and relationship experience. After controlling for these variables, the signiﬁ cant main eff ects of 
attractiveness and social status were qualiﬁ ed by the interaction eff ect of SPMV x attractiveness 
F(1, 946) = 9.25, ηp2 = .01, p < .01. Post hoc comparisons (Bonferroni) showed that dating desire 
in the unattractive condition did not diff er for high or low SPMV F(1, 479) < 1. In contrast, in the 
high attractive condition, girls showed more dating desire when they perceived themselves as 
having a high mate value as compared to girls who perceived themselves as having a lower mate 
value F(1,491) = 13.86, ηp2 = .03, p < .001.
Discussion
Research on SST has been dominated by studies using young adult samples. The present study 
aimed to investigate adolescents’ dating desire based on attractiveness and social status of a 
potential partner. When explicitly asked to rate various characteristics of a potential partner, 
boys rated attractiveness as more important than girls. Social status was not very important 
for both boys and girls. In the experimental vignette part of the study, in which we manipulated 
attractiveness and social status of a potential partner for a date, support was found for the 
importance of attractiveness in both boys’ and girls’ dating desire. Social status was important 
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for boys’ dating desire only when the potential partner was attractive. However, social status 
was important for girls’ dating desire in both the attractive and less attractive condition. Finally, 
we found that self-perceived mate value moderated the relationship between attractiveness and 
dating desire for both boys and girls. Speciﬁ cally, adolescents who perceived themselves as having 
a high mate value showed more dating desire if the other person was attractive compared to 
adolescents who perceived themselves as having a lower mate value.
The experimental ﬁ ndings were in line with those from previous correlational ﬁ ndings of 
survey research among adolescents (Feiring, 1996; Regan & Joshi, 2003), and provide more insight 
into adolescents’ sexual strategies by showing that attractiveness was a strong determinant of 
dating desire. Moreover, we extended previous research by showing that if adolescents’ partner 
preferences were measured through an experimental vignette study by providing pictures of 
potential partners, the importance of attractiveness was even more substantial than was shown 
in the ratings of various characteristics, and this was especially true for girls. This might imply 
that previous ﬁ ndings on sexual strategies that were exclusively based on self-report ratings had 
underestimated the importance of attractiveness, in particular for girls. Ample studies on adult 
samples also indicated that both men and women strive for attractive short-term mates (Buunk 
et al., 2002; Li & Kenrick, 2006; Sprecher & Regan, 2002). Our study showed that the tendency 
to seek attractive partners for short-term mating can also be found in adolescents who are at the 
beginning of their relationship career and still have little experience with dating.
According to SST, social status would be important for girls’ dating desire since this indicates 
that a speciﬁ c partner will provide resources and will be able to take care of potential off spring. 
For boys, on the contrary, social status of the potential partner would be less important due 
to their minimal parental investment. The present results supported this hypothesized sex 
diff erence partly. More speciﬁ cally, social status appeared to be important for both boys and girls’ 
dating desire. Girls rated the characteristics “ambitious” and “ﬁ nished education” as signiﬁ cantly 
more important than boys in the survey. In addition, in the vignette experiment social status was 
important for girls’ dating desire in both the attractive and less attractive condition. For boys, 
however, social status was important only when the potential partner was attractive. The present 
results might imply that both social status and attractiveness of a potential short-term partner 
were primary conditions for girls’ dating desire and for boys on the contrary, only attractiveness 
was a primary condition and social status had an additional value merely when a potential partner 
was attractive.
Although in comparison to the importance of attractiveness for adolescent dating desire, 
social status was a minor short-term strategy. Apparently, adolescents do not attach much 
importance to ﬁ nding a partner who has a high social status. This may be explained by the fact that 
in adolescence sexual behaviors are just beginning to emerge and adolescents still live at home 
with parents. Hence, it is possible that social status will become increasingly important during 
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the transition into adulthood, when individuals need to become independent and have to take 
care of themselves. Moreover, it is not until then when diff erences between indicators of social 
status of a potential short-term partner become clear, e.g., in ﬁ nancial resources and ambitions. 
An alternative explanation for the ﬁ nding that social status seemed relatively unimportant to 
adolescents’ dating desire could be that the use of pictures of same-age potential partners 
prevented sex-speciﬁ c preferences to emerge. For example, Kenrick, Gabrielidis, Keefe, and 
Cornelius (1997) showed that if adolescents were asked who they would ideally date, both boys 
and girls would prefer older partners. Moreover, it has been shown that girls indeed dated older 
boys (Connolly et al., 2000). Thus, it could be that sex diff erences will occur as older potential 
partners perhaps will elicit the importance of social status.
In line with SST, evidence emerged for the moderating role of self-perceived mate value 
emerged from our study (see also Landolt et al., 1995; Van Straaten et al., 2008). Our results 
indicated that adolescents did not generally aim for the best partner possible, but that they choose 
a partner that ﬁ ts their own mate value. It is important, however, to interpret this moderator 
eff ect in the light of its small eff ect size. That is, although signiﬁ cant, the moderating eff ect of 
self-perceived mate value was rather weak and seems to play only a minor role in the light of the 
overriding importance of physical attractiveness of a potential partner.
Interestingly, we found that girls generally showed more dating desire compared to boys in 
the context of short term mating. This is remarkable given the fact that SST generally assumes 
that men are more inclined to engage in short-term mating than women (Buss & Schmitt, 1993; 
Schmitt et al., 2001). However, the onset of pubertal timing is earlier for girls and therefore girls 
might be more prone to date compared to same-aged boys in this speciﬁ c adolescent age group 
(Brooks-Gunn & Reiter, 1990). Indeed, in line with the present study, it has been shown that 
girls generally start dating at a younger age and have more experience with the sexual aspects of 
relationships (Alsaker, 1996; Kaltiala-Heino, Kosunen, & Rimpelä, 2003). Furthermore, girls have 
larger other-sex friendship networks compared to boys and start developing these friendships at 
a younger age, which allows the earlier establishment of romantic relationships (Connolly et al., 
2000; Feiring, 1999).
Despite the fact that we extended previous studies on SST by means of correlational and 
experimental paradigms using a large adolescent sample, some limitations should be addressed. 
First of all, we adapted the descriptions of social status from previous research on adults and 
older adolescents. However, the cues that potential partners display referring to either high 
or low social status might diff er for adolescents and adults. For adults, being highly ambitious 
is an indicator of high social status. For adolescents, this may be less clear and perhaps other 
characteristics of potential partners are more accurate to measure social status, e.g., how popular 
a potential partner is among his peers, and the impression of how willing he is to spend money 
on dates. Thus, future research is needed to test whether the same results would be found if 
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more appropriate descriptions of social status were provided. In addition, the indicators of the 
low status condition should be formulated more comparable as in the low status condition the 
vignette person was fatherless and in the high status condition father had a high social status 
occupation. Finally, although we used data from questionnaires and from the experimental 
vignette study, possibly, the adolescent’s choice of a “paper” mate may not reﬂ ect his/her actual 
decision when selecting a mate in real life (Kurzban & Weeden, 2005; Fisman, Iyengar, Kamenica, 
& Simonson, 2006). Therefore, future research should use designs that enable analyses of actual 
partner preferences in real life situations, such as observational experiments that allow the 
possibility to manipulate the confederate’s social status and his/her attractiveness (Van Straaten 
et al., 2008) or speed dating sessions in which adolescents interact with potential partners in real 
life (Finkel, Eastwick, & Matthews, 2007; Todd, Penke, Fasolo, & Lenton, 2007).
In sum, our ﬁ ndings revealed that the attractiveness of a potential partner is an important 
factor for adolescents’ dating desire, whereas social status seems to be less important. Further, 
we found support for the association between self-perceived mate value and adolescent dating 
desire. Adolescents who perceived themselves as having a high mate value showed more dating 
desire with attractive potential partners compared to adolescents who perceived themselves 
as having a lower mate value. Therefore, the present results reveal that SST is at least partly 
applicable to adolescents dating desire, but needs further attention in terms of how social status 
might be deﬁ ned in this age group.
36
37
CHAPTER 3
the effects of attractiveness 
and social status on 
homosexuals’ and 
heterosexuals’ dating desire 
Published as:
Ha, T., Van den Berg, J. E. M., Engels, R. C. M. E., & Lichtwarck-Aschoff , A. (2012). Eff ects of 
attractiveness and status in dating desire in homosexual and heterosexual men and women. 
Archives of Sexual Behavior, 41, 673-682.
38
PART I
Abstract
The present study examined partner preferences of homosexual and heterosexual men and 
woman, focusing on attractiveness and status. Homosexual (N = 591 men; M age = 28.87 years, 
SD = 10.21; N = 249 women; M age = 33.36 years, SD = 13.12) and heterosexual participants 
(N = 346 men; M age = 39.74 years, SD = 14.26; N = 400 women; M age = 35.93 years, SD 
= 13.72) rated the importance of attractiveness and social status of potential partners and 
then, in a vignette test, expressed their desire to date hypothetical potential partners based on 
photographs that varied in attractiveness and status-related proﬁ les. With ratings, heterosexual 
men valued attractiveness the most, followed by respectively homosexual men, heterosexual 
women and homosexual women. Heterosexual women rated social status as most important. 
When status proﬁ les were manipulated and accompanied with photographs of faces, the pattern 
of diff erences between homosexuals and heterosexuals supported the self-reported results. 
Overall, homosexual men and women have similar mate preferences to heterosexual men and 
women by showing more dating desire for attractive and high social status persons. Compared to 
attractiveness, status played a smaller role in dating desire. 
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Introduction
When it comes to desirable partners, people generally agree on which characteristics are important. In a cross-cultural study among 37 diff erent countries it was found 
that humans -both men and women- indicate that traits like honesty, intelligence, kindness, and 
trustworthiness in a partner are most desirable (Buss, 1989; Shackelford, Schmitt, & Buss, 2005). 
However, interesting gender diff erences appeared concerning the importance of attractiveness 
and social status of a potential partner. Attractiveness (Buunk, Dijkstra, Fetchenhauer, & Kenrick, 
2002; Kurzban & Weeden, 2005; Van Straaten, Engels, Finkenauer, & Holland, 2008) was more 
important for men, and status has been found to be important for women (Sprecher, Sullivan, & 
Hatﬁ eld, 1994; Townsend & Wasserman, 1998). The relative importance of attractiveness and 
status has been shown to apply to various populations, such as singles (Sprecher et al., 1994), 
people in romantic relationships (Buss & Barnes, 1986), college students (Van Straaten et al., 
2008), and adolescents (Ha, Overbeek, & Engels, 2010), and across cultures (Buss, 1989; Buss et 
al., 1990; Khallad, 2009; Shackelford et al., 2005). The importance of these characteristics has been 
demonstrated using a variety of methods, including questionnaires and personal advertisements 
(e.g., Feingold, 1992a), vignette designs (e.g., Townsend & Wasserman, 1998), experiments (e.g., 
Van Straaten et al., 2008), and speed dates (e.g., Todd, Penke, Fasolo, & Lenton, 2007). However, 
previous studies have focused primarily on heterosexuals. Although it has been shown that gay 
men and lesbians also show partner preferences related to attractiveness and status (e.g., Lippa, 
2007), their partner preferences have been understudied. The present study examined whether 
attractiveness and status are also important partner preferences in gay men and lesbians and 
whether partner preferences of gay men and lesbians are diff erent from heterosexual men and 
women.
From an evolutionary perspective, the primary concern of humans (and other animals) 
is to ﬁ nd the most fertile and healthy partners to ensure the successful transmission of genes 
(Buss & Kenrick, 1998; Buss & Schmitt, 1993). Therefore, both men and women prefer physically 
attractive partners since attractiveness is considered an indicator of good genes (Thornhill & 
Grammar, 1999). According to the evolutionary perspective diff erences exist between men and 
women in the minimum parental investment that is required to produce healthy off spring. While 
men can invest minimally by having intercourse, women at least invest nine months in pregnancy 
and even more time in the upbringing of a child. Therefore, women must also consider the 
availability of resources for their own and their children’s support, so they highly value status in 
their potential partners (Buss & Barnes, 1986; Feingold, 1992a; Shackelford et al., 2005). In other 
words, partner preferences of heterosexuals are partly based on the human desire to procreate 
in order to maximize reproductive success. In research that addresses gay preferences, it is often 
assumed that the preferences of gay men and lesbians diff er from those of heterosexuals because 
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gay men and lesbians do not have sex for the purpose of procreation (e.g., Gobrogge et al., 
2007; Kenrick, Keefe, Bryan, & Brown, 1995). However, it may be that evolutionary mechanisms 
underlying adaptive mate choices operate similarly for all humans (Howard, Blumstein, & 
Schwartz, 1987), regardless of sexual orientation. More speciﬁ cally, we may expect similarities 
between heterosexual and gay men and women in terms of their partner preferences.
In addition, sociocultural theories assume that cultural norms and practices shape 
partner preferences (Eagly & Wood, 1999; Reiss, 1986). Partner preferences of homosexuals 
and heterosexuals might be more similar as the inﬂ uence of cultural norms and practices 
might equally apply to homosexual and heterosexual individuals. In Western societies, physical 
attractiveness is highly valued by men and women alike (Wood & Brumbaugh, 2009), as has been 
shown in experiments in which participants ascribe positive characteristics, such as an interesting 
personality, to physically attractive persons (Eagly, Ashmore, Makhijani, & Longo, 1991; Feingold, 
1992b). Status is more important for women in Western cultures because women generally earn 
less than men (Bayard, Hellerstein, Neumark, & Troske, 2003; Lips & Lawson, 2009) and rely 
more on their partner’s status for resources (Hrdy, 1997). 
Previous studies have found that mate preferences (e.g. intelligence, humour, honesty, 
kindness, and good looks) of homosexuals resemble those of heterosexuals to a large extent 
(Lippa, 2007). With respect to attractiveness Child, Graff  Low, McDonell, McCormick, and 
Cocciarella (1996) and Heff ernan (1999) found that attractiveness was a relevant partner 
preference for gay men and lesbians (see also Bailey, Gaulin, Agyei, & Gladue, 1994; Lippa, 2007). 
Gonzales and Meyers (1993) and Smith and Stillman (2002) found that gay men and lesbians desire 
physical attractiveness based on their choice of partners in personal advertisements and Hayes 
(1995) found that gay men and lesbians preferred younger partners, which can be an indicator of 
attractiveness, since youth implies physical attractiveness (Teuscher & Teuscher, 2007).
In addition, Lippa (2007) demonstrated that lesbians also prefer high-status partners, and 
VanderLaan and Vasey (2008) showed that lesbians tend to display resources to attract potential 
partners more than heterosexual women do. However, compared to heterosexuals, lesbians 
seem to be less interested in status than heterosexual women, and gay men show less interest 
in status than heterosexual men (Bailey, Gaulin, Agyei, & Gladue 1994). Gay men also seem 
to use less resource display than heterosexual men in their strategies for attracting partners 
(VanderLaan & Vasey, 2008), which may indicate that showing their status is not eff ective since 
men do not ﬁ nd status important. Thus, a good deal of previous research suggests that, similar to 
heterosexuals, gay men and lesbians ﬁ nd attractiveness a pivotal characteristic in a partner and 
that, while gay men do not ﬁ nd status important when choosing a partner, lesbians may.
These studies have provided valuable information concerning gay and heterosexual 
preferences, although some methodological limitations may have biased their results. Previous 
studies have often been based on self-reported ratings of importance of partner characteristics 
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(e.g., Lippa, 2007); however, such responses may be biased by the desire to provide socially 
acceptable answers and reveal general beliefs about preferences, rather than actual preferences. 
By asking whether participants would like to date hypothetical persons who diff ered in terms of 
attractiveness and status, we aimed to decrease the inﬂ uence of social expectations. In addition, 
we tried to enhance external validity by using visual stimuli and proﬁ les to reﬂ ect real-life partners 
(Ha et al., 2010; Townsend & Levy, 1990; Townsend & Wasserman, 1998). Furthermore, few 
studies explicitly compared partner preferences in one single study. We conducted a large study 
comparing both male and female homosexuals and heterosexuals.
In sum, the present study examined the role of attractiveness and status in both homosexual 
and heterosexual men’s and women’s dating preferences using visual stimuli of attractiveness 
and experimentally manipulated status proﬁ les. The role of attractiveness and status for gay 
men and women and heterosexual men and women was tested with self-reported ratings of 
the importance of partner characteristics and with dating desire scores for hypothetical persons 
based on photographs and proﬁ les.
Method
Participants
Homosexual participants were recruited through approximately 20 websites of gay communities 
(e.g., www.gay.nl) and via e-mail networks (e.g., Dito, a Dutch organization for gay students). 
A general invitation to complete an online questionnaire without speciﬁ c information about 
the content or goals of the study was displayed on the websites for two months. For several 
reasons (e.g., participants who indicated they were heterosexual, men who indicated they were 
lesbian, and participants who did not get a high or a low status proﬁ le for technical problems), 
26 cases were excluded. Participants indicated their sexual orientation by answering which of 
the following six descriptions ﬁ tted them best. Descriptions for homosexual men were: gay, gay 
but sometimes attracted to women, bisexual, heterosexual but sometimes bisexual, no label 
or other. Descriptions for lesbians were: lesbian, lesbian but sometimes attracted to men, 
bisexual, heterosexual but sometimes bisexual, no label or other. For subsequent analyses, we 
selected men and women who indicated to be exclusively homosexual oriented. The ﬁ nal sample 
consisted of 840 participants (n = 591 homosexual men; 70.4%). Men were aged 18-65 (M = 
28.87, SD = 10.21) and women were aged 18-70 (M = 33.36, SD = 13.12). In addition, the majority 
of the homosexual men and women had a paid job (resp. n = 425; 71.9%; n = 171; 68.7%) and 
participants’ nationalities were Dutch (resp. 89.2%; 90.8%). 
Heterosexual participants were recruited through approximately 10 websites (e.g., www.
menshealth.nl) and via e-mail networks (e.g., Facebook and Twitter). A general invitation to 
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complete an online questionnaire, which was similar as in the homosexual sample, was displayed 
on the websites for two months. The ﬁ nal sample consisted of 746 participants who reported to 
be exclusively heterosexual (n = 346 men; 46.3%; and n = 400 women). Men were aged 18-70 
(M = 39.74, SD = 14.26) and women were aged 18-71 (M = 35.93, SD = 13.72). In addition, the 
majority of the heterosexual men and women had a paid job (resp. n = 254; 73.4%; n = 284; 71%) 
and participants’ nationalities were Dutch (resp. 78.3%; 89.9%).
Measures
Importance of Personal Characteristics of a Partner 
Participants ﬁ rst rated the importance of 21 partner characteristics. For this study, only the 
characteristics that indicated attractiveness and social status were used (Buss, 1989; Buston & 
Emlen, 2003; Fisman, Iyengar, Kamenica, & Simonson, 2006; see Table 2). Participants rated on 
a 10-point scale ranging from (1) not important at all to (10) very important the importance of 
attractive appearance, ambition, ﬁ nished education, and high salary.1
Dating Desire
Dating desire was measured with one item: “Would you like to date this person?” Participants 
could answer on a 7-point scale ranging from (1) absolutely not to (7) absolutely. 
Design and Procedure
Homosexual and heterosexual participants ﬁ rst completed several questions about general 
background and relationship status. This was followed by a questionnaire in which participants 
were explicitly asked to rate various partner preferences. Finally, participants were shown 10 
morphed photographs of a potential partner’s face presented in random order and accompanied 
by either a low-status or a high-status proﬁ le for each series of photographs. Thus, a mixed 
between-within design was created with attractiveness, i.e., 10 photographs, as a within-subjects 
factor and status of the proﬁ les as a between-subjects factor. Homosexual participants were 
shown morphed photographs of same sex potential partners and heterosexual participants 
of opposite sex partners. Participants indicated their interest in dating the person in each 
1 The total list of partner characteristics are: reliable, honest, kind, interesting personality, sense of humor, intelligence, 
caring, good health, ﬂ exible, can go along with friends, attractive appearance, romantic, ambition, creative, easy going, 
ﬁ nished education, good family background, high salary, relationship experience, wants to have children in future, and 
religion. 
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photograph. At the end of the questionnaire, participants had the opportunity to provide their 
e-mail addresses for a chance to win a prize (an I-pod or a gift voucher). The total questionnaire 
took 10 minutes to ﬁ ll in.
The photographs of faces that were used in this study had been rated in Germany by 500 
heterosexual individuals on a 7-point scale ranging from (1) very unattractive to (7) very attractive 
(M. Gruendl, personal communication, September 15, 2009). Mean ratings for attractiveness 
were: 5.55 (SD = 1.01) for the attractive men; 2.19 (SD = 1.19) for the unattractive men; 6.19 (SD 
= 0.80) for the attractive women; and 2.46 (SD = 0.97) for the unattractive women. In this study, a 
gay panel (three lesbians and three gay men) chose the most attractive picture out of the German 
stock of attractive faces and the least attractive face out of the stock of less attractive faces. Gay 
men chose pictures of male faces and lesbians chose pictures of female faces. The photograph of 
the attractive face was morphed with the photograph of the unattractive face using Face Morpher 
Multi software (Version 2.51, Luxand Inc., Alexandria, VA).
Photographs of male and female faces were morphed separately to get a set of male and 
female pictures varying in attractiveness. The original photograph of the less attractive faces was 
used as the least attractive face (photo 1), 8 morphed pictures were used to vary attractiveness 
(photo 2-photo 9), and the original most attractive picture was used as the very attractive picture 
(photo 10). Only the male photographs were shown to gay men and heterosexual women and only 
the female photographs to lesbians and heterosexual men. Previous research has shown that the 
agreement on who is attractive and who is not is high between homosexuals and heterosexuals 
(Wood & Brumbaugh, 2009). Therefore, the same male photographs were used as stimuli for the 
homosexual men and heterosexual woman and the same female photographs were used for the 
homosexual women and heterosexual men.
To examine the role of social status in dating desire, the 10 photographs were each 
accompanied by either a low-status or a high-status proﬁ le of a hypothetical person (see 
Appendix). These proﬁ les were adapted from a previous study on preferences for potential 
partner’s attractiveness and social status (Van Straaten et al., 2008). To test the manipulation, an 
independent sample of 53 single homosexual individuals (27 women) was recruited in gay bars 
and an independent sample of 49 single heterosexual individuals (26 women) was recruited in 
heterosexual bars. The proﬁ les were rated on having status, having career prospects, and being 
ambitious on a 7-point scale from (1) absolutely not to (7) absolutely. Results of the t-tests showed 
that the manipulation of status was successfully achieved through these vignettes for homosexuals 
as well as heterosexuals (see Table 1).
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Having statusa
Career prospectsa
Ambitiona
2.83
2.91
3.17
1.44
1.44
1.37
5.39***
5.22***
5.17***
1.20
1.17
1.54
2.81
2.77
3.00
0.90
0.95
1.10
5.46***
5.38***
5.31***
1.36
1.33
1.29
M SD M SD M SD M SD
Men Women
Heterosexual
Low Status High Status Low Status High Status
a 7-point scale, from absolutely not to absolutely 
*p < .05, **p < .01, ***p < .001
M SD M SD M SD M SD
Men Women
Homosexual
Low Status High Status Low Status High Status
T-tests for Testing Manipulation of Social Status for the Four Groups
Table 1
Having statusa
Career prospectsa
Ambitiona
3.15
3.19
3.42
1.22
1.30
1.07
5.23***
5.08***
4.85*
5.08
1.13
1.05
3.44
3.52
3.81
1.09
1.25
1.33
5.37 ***
5.33 ***
4.96 *
1.12
1.18
1.06
Results
Sample Characteristics
A one-way between subjects ANOVA was conducted to investigate whether age was diff erent 
in the four groups (homosexual men, homosexual women, heterosexual men, heterosexual 
women). Results showed that age was signiﬁ cantly diff erent in the groups F(3, 1582) = 60.04, p < 
.001. Post hoc comparisons using LSD contrasts indicated that the homosexual men (M = 28.87, 
SD = 10.21) were younger than homosexual women (M = 33.36, SD = 13.12), heterosexual men 
(M = 39.74, SD = 14.26), and heterosexual women (M = 35.93, SD = 13.73). The homosexual 
women were younger than heterosexual men. However, homosexual women did not diff er in 
age from heterosexual women. Finally, heterosexual men were older than heterosexual women. 
In addition, relationship status diff ered signiﬁ cantly among the groups χ2 (3) = 16.78, p < .01. 
Homosexual (n = 362, 61.3%) and heterosexual men (n = 231, 66.8%) were more often single 
than homosexual (n = 129, 51.8%) and heterosexual women (n = 223, 55.8%). Results showed 
that there were no signiﬁ cant diff erences among the groups for having a paid job.
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Correlations between Attractiveness Ratings and Photographs
Correlations between the self-report measure of the importance of attractiveness and the 
manipulated levels of attractiveness in the ten photographs were used to investigate the 
correspondence in the two types of measures. When participants rated attractiveness as highly 
important they showed less desire to date the person from the most unattractive photograph (r 
= -.28, p < .001) and more desire to date the person from the most attractive photograph (r = 
.11, p < .001).
Importance of Personal Characteristics of a Partner
To test group diff erences (homosexual men, homosexual women, heterosexual men, 
heterosexual women) on the self-ratings of personal partner characteristics, we conducted 
ANCOVAs controlling for age and relationship status (Table 2). Results for the importance of 
attractiveness showed that age was signiﬁ cantly related F(1, 1580) = 68.60, ηp2 = .042, p < .001. 
Attractiveness was rated as more important by older homosexual and heterosexual men and 
women. In addition, group was signiﬁ cant F(3, 1580) = 12.81, ηp2 = .024, p < .001. Post hoc 
comparisons using LSD contrasts showed that homosexual men rated attractiveness as more 
important than homosexual women (p < .001) and less important than heterosexual men (p < 
.05). However, no diff erences were found between homosexual men and heterosexual women. 
Homosexual women rated attractiveness as less important than heterosexual men (p < .001) and 
heterosexual women (p < .001). Heterosexual men rated attractiveness as a more desirable mate 
characteristic than heterosexual women (p < .001).
Results for the importance of ambition showed that age was signiﬁ cantly related F(1, 1580) 
= 127.75, ηp2 = .08, p < .001. Ambition was rated as more important by older homosexual and 
heterosexual men and women. In addition, group was signiﬁ cant F(3, 1580) = 15.13, ηp2 = .009, 
p < .01. Post hoc comparisons using LSD contrasts showed that homosexual men did not diff er 
from homosexual women, but rated ambition as more important than heterosexual men (p < 
.01). Further, ratings of the importance of ambition were not diff erent for homosexual men and 
heterosexual women. Homosexual women were also not diff erent from heterosexual men. 
However, ambition was less important to homosexual women than to heterosexual women (p 
< .05). Heterosexual men also rated ambition as less important than heterosexual women (p < 
.001).
Results for the importance of having a ﬁ nished education showed that age was signiﬁ cantly 
related F(1, 1580) = 5.99, ηp2 = .004, p < .05. Finished education was rated as more important by 
older homosexual and heterosexual men and women. In addition, group was signiﬁ cant F(3, 1580) 
= 35.14, ηp2 = .03, p < .001. Post hoc comparisons using LSD contrasts showed that homosexual 
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men did not diff er from homosexual women, but rated ﬁ nished education as more important than 
heterosexual men (p < .05) and less important than heterosexual women (p < .001). Homosexual 
women did not diff er from heterosexual men, but ﬁ nished education was rated as less important 
as compared to heterosexual women (p < .001). Heterosexual men rated ﬁ nished education also 
as less important than heterosexual women (p < .001).
Results for the importance of high salary showed that age was signiﬁ cantly related F(1, 
1580) = 7.37, ηp2 = .005, p < .05. High salary was rated as more important by older homosexual 
and heterosexual men and women. In addition, group was signiﬁ cant F(3, 1580) = 34.39, ηp2 = 
.06, p < .001. Post hoc comparisons using LSD contrasts showed that homosexual men diff ered 
from all groups. They rated a high salary as more important than homosexual women (p < .001) 
and heterosexual men (p < .001), but as less important than heterosexual women (p < .001). 
Homosexual women did not diff er from heterosexual men, but rated high salary as less important 
than heterosexual women (p < .001). Heterosexual men attached less importance to a high salary 
of a potential mate than heterosexual women (p < .001).
Note. These are adjusted means corrected for age and relationship status. 
a 10-point scale, from not important at all to very important
M SE M SE M SE M SE
Homosexual Heterosexual
Men Women Men Women
ANCOVA’s for Importance of Partners Characteristics for the Four Groups
Table 2
Attractive appearancea
Ambitiousa
Finished educationa
High salarya 
7.28
6.95
6.00
5.27
.06
.08
.10
.09
6.78
6.70
5.96
4.69
.09
.12
.15
.14
7.51
6.61
5.61
4.50
.08
.10
.13
.12
7.11
7.04
6.72
5.98
.07
.09
.12
.11
Dating Desire: Attractiveness and Status 
A 4 (Group) x 2 (Status) x 10 (Attractiveness) repeated ANCOVA was conducted on dating 
desire. Attractiveness was used as within-subjects factor with 10 levels (i.e., the 10 photographs), 
group (homosexual men, homosexual women, heterosexual men, heterosexual women) and 
status of the proﬁ les (high status, low status) were between-subjects factors. Relationship status 
and age were covariates. The average ratings of dating desire for each photo are shown in Table 3 
for homosexuals and Table 4 for heterosexuals, and test results are reported in Table 5. 
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Results showed that relationship status and age were signiﬁ cantly related to dating desire. 
In general, older and singles reported more dating desire. After controlling for these variables, 
we found a signiﬁ cant main eff ect of attractiveness, F(9,14157) = 421.57, ηp2 = .21, p < .001, and a 
small but signiﬁ cant main eff ect of status, F(1, 1573) = 51.15, ηp2 = .03, p < .001. In addition, there 
was a signiﬁ cant main eff ect of group, F(3,1573) = 27.70, ηp2 = .05, p < .001. Post-hoc contrasts 
revealed that homosexual men (M = 3.10, SE = .05) on average did not diff er on dating desire 
from homosexual women (M = 3.03, SE = .08). Homosexual men showed less dating desire 
as compared to heterosexual men (M = 3.63, SE = .07; p < .001) and more dating desire than 
heterosexual women (M = 2.78, SE = .06; p < .001). Homosexual women showed signiﬁ cantly less 
dating desire than heterosexual men (p < .001) and signiﬁ cantly more than heterosexual women 
(p < .05). Finally, heterosexual men showed more dating desire as compared to heterosexual 
women (p < .001). The groups signiﬁ cantly diff ered on all levels of attractiveness, F(3, 1573) = 
3.10-28.25, ηp2 = .01-.07, p < .001, except for level 8 of attractiveness as compared to level 10. 
The interaction between group and social status was not signiﬁ cant indicating that eff ects of social 
status on dating desire were not diff erent for homosexual and heterosexual men and women.
Means and SDs of Dating Desire for Gender on Within Level (Photo) and Condition (Status) 
for Homosexual Participants
Table 3
Note. Photo 1 represents a less attractive face and photo 10 an attractive face.
Photo 1 
Photo 2
Photo 3
Photo 4
Photo 5
Photo 6
Photo 7
Photo 8
Photo 9
Photo 10 
1.52
1.57
1.72
1.88
2.15
2.87
3.44
4.35
4.58
4.53
1.13
1.14
1.21
1.31
1.50
1.71
1.76
1.75
1.76
1.79
1.70
1.83
1.94
2.18
2.50
3.17
3.90
4.97
5.17
5.26
1.26
1.33
1.39
1.50
1.65
1.76
1.79
1.68
1.67
1.67
1.83
1.76
1.96
2.15
2.43
2.88
3.22
3.56
3.72
3.82
1.29
1.16
1.31
1.42
1.44
1.53
1.67
1.73
1.73
1.74
2.04
2.22
2.35
2.66
2.97
3.69
4.03
4.24
4.55
4.53
1.37
1.46
1.56
1.57
1.56
1.73
1.63
1.59
1.51
1.58
Condition Low Status
(n = 288)
High Status
(n = 303)
Low Status
(n = 136)
High Status
(n =113)
Men Women
Level M SD M SD M SD M SD
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Means and SDs of Dating Desire for Gender on Within Level (Photo) and Condition (Status) 
for Heterosexual Participants
Table 4
Note. Photo 1 represents a less attractive face and photo 10 an attractive face.
Photo 1 
Photo 2
Photo 3
Photo 4
Photo 5
Photo 6
Photo 7
Photo 8
Photo 9
Photo 10 
2.42
2.53
2.72
3.09
3.28
3.86
4.10
4.36
4.49
4.64
1.20
1.91
1.87
1.96
2.00
1.91
1.88
1.89
1.89
1.89
2.69
2.88
3.21
3.37
3.80
4.47
4.70
5.08
5.18
5.27
1.73
1.77
1.82
1.75
1.82
1.72
1.66
1.48
1.50
1.49
1.77
1.85
2.04
2.20
2.37
2.72
3.00
3.31
3.34
3.48
1.20
1.23
1.35
1.38
1.42
1.55
1.67
1.81
1.89
1.95
1.89
2.03
2.40
2.59
2.85
3.27
3.43
3.76
3.71
3.86
1.31
1.41
1.50
1.52
1.61
1.68
1.71
1.87
1.89
1.93
Condition Low Status
(n = 167)
High Status
(n = 179)
Low Status
(n = 206)
High Status
(n =194)
Men Women
Level M SD M SD M SD M SD
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Note. Relationship status = currently involved in a relationship or not. Status = social status. 
Group = homosexual men, homosexual women, heterosexual men and heterosexual women. 
Eff ect size is measured with ηp2 
Within subjects
Between subjects
Mixed Between Within ANCOVA of Dating Desire on Attractiveness and Status 
Table 5
Attractiveness (10 levels)
Attractiveness x Relationship Status
Attractiveness x Age
Attractiveness x Status
Attractiveness x Group
Attractiveness x Group x Status
9
9
9
9
27
27
421.57
1.42
81.41
8.15
24.72
1.06
.21
.00
.05
.01
.05
.00
< .001
ns
< .001
< .001
< .001
ns
Relationship Status 
Age
Status
Group
Group x Status
1
1
1
3
3
9.25
30.98
51.15
27.70
.50
.01
.02
.03
.05
.00
< .001
< .001
< .001
< .001
ns
Source df F Eff ect 
size
p
Discussion
This study investigated the impact of partner characteristics among homosexual and heterosexual 
men and women on dating desire. In self-reported questionnaires, heterosexual men valued 
attractiveness the most, followed by respectively homosexual men, heterosexual women, 
and homosexual women. Additionally, heterosexual women valued indicators of social status, 
ambition, ﬁ nished education, and high salary the most. Respectively homosexual and heterosexual 
men in general followed, and homosexual women valued indicators of social status the least. 
When status proﬁ les were manipulated and accompanied with photographs of faces ranging 
from less attractive to highly attractive, the pattern of diff erences between homosexuals and 
heterosexuals supported the self-reports. Again, heterosexual men showed the most dating 
desire based on attractiveness, followed by homosexual men. Opposite to the self-report results, 
however, homosexual women showed more dating desire as compared to heterosexual women. 
The experimental results extended the self-reports by showing that the role of sexual orientation 
was relatively small compared to the eff ects of attractiveness on dating desire. In addition, status 
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played a signiﬁ cant but small role in dating desire for all four groups.
These results were in line with the ﬁ ndings of previous studies that have shown that 
attractiveness of a potential partner is pivotal for both homosexual and heterosexual men and 
women (Child et al., 1996; Gonzales & Meyer, 1993; Heff ernan, 1999; Smith & Stillman, 2002). 
Attractiveness as a strong predictor of dating desire for both homosexual and heterosexual 
men and women might suggest that socialization factors, which are common to all men and 
women, underlie mate preferences. Moreover, gender-speciﬁ c explanations for the importance 
of attractiveness are less plausible. For example, the preference for attractive mates is not 
merely a result of the mass medias’ emphasis on female beauty as attractiveness of a potential 
partner is not only valued by heterosexual men and lesbians but also by homosexual men and 
heterosexual women (Bailey et al., 1994). The present ﬁ ndings support the universal importance 
of attractiveness for partner preferences (Buss & Barnes, 1986; Ha et al., 2010; Khallad, 2009; 
Shakelford et al., 2005; Van Straaten et al., 2008) and provide evidence for the constructive 
features of attractiveness, that is, that attractive partners are favored over less attractive partners.
This positive feature of attractiveness has also been found in research involving other social 
and cognitive consequences of attractiveness. The “beautiful is good eff ect” (Dion, Berscheid, 
& Walster, 1972) highlights the calibre of attractiveness on social and cognitive functioning. 
Individuals interpret that what is beautiful is also good. For example, attractive persons are 
assumed to have more desirable personality traits and better health, greater wealth, and greater 
wisdom than less attractive persons have. Attractive people also get more attention from others 
(Langlois, Ritter, Roggman, & Vaughn, 1991; Maner, Gailliot, Rouby, & Miller, 2007) and facial 
attractiveness, which is perceived and processed at a glance, induces positive emotions (Olson 
& Marshuetz, 2005). Thus, attractiveness plays an important role in people’s lives and aff ects the 
judgment, treatment, and behavior of people (Langlois et al., 2000).
Acknowledging that socialization plays an important role in shaping preferences for 
attractive partners does not imply, however, that evolutionary theories are not important in 
explaining the ﬁ nding that both homosexual and heterosexual men and women highly value 
attractiveness in a potential mate. Even though short-term mating of homosexuals might be 
less embedded in the focus or goal of procreation, their mate preferences might be similar to 
heterosexuals because of the modular system of mating behavior (Bailey et al., 1994; Gobrogge 
et al., 2007; Kenrick et al., 1995). This theory proposes that mating behavior is composed of a 
set of psychological mechanisms called modules. More speciﬁ cally, a diff erence in the module for 
same or opposite partner preference does not automatically lead to a diff erence in the module 
for mating preferences. It is not likely that the brain adjusts all behaviors when there is a change in 
another module, like a change from opposite sex partners to prefer same sex partners. Thus, it 
is possible that gays prefer attractive potential mates for the same reasons that heterosexuals do.
Interestingly, facial attractiveness was more important for heterosexual than homosexual 
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men, using both self-report and experimental methods. Although it has been suggested in the 
literature (Bailey et al., 1994) that homosexual persons may exhibit a pattern that exaggerates 
heterosexual mate preferences, this has not been shown in empirical studies before. Lippa (2007) 
did not ﬁ nd diff erences between homosexual and heterosexual men in ratings of importance 
of a partners’ facial attractiveness. Further, homosexual men have been found to show similar 
mate preferences as compared to heterosexual men; they both value physical attractiveness, 
visual sexual stimuli, and show same age preferences (Bailey et al., 1994; Kenrick, et al., 1995; 
Silverthorne & Quinsey, 2000). Future research is required to verify whether this slightly higher 
signiﬁ cance of attractiveness for heterosexual men holds across replication studies and cultures.
Lesbians have been found to attach less importance to attractiveness when asked to report 
this preference explicitly, which is conﬁ rmed in our self-report data (Bailey et al., 1994; Peplau, 
2001). Like heterosexual women, lesbians are less interested in casual sex than men, which place 
less emphasis on the importance of attractiveness of a potential mate (Diamond, 2003). However, 
when we measured the importance of attractiveness more unobtrusively, attractiveness was 
more valued by lesbians than heterosexual women. Accordingly, previous studies have found 
that age preferences of older lesbians were more similar to heterosexual men with a preference 
for younger partners indicating an emphasis on health and beauty (Kenrick et al., 1995). In 
addition, lesbians diff ered from heterosexual women in respect to their greater preference for 
visual features of sexual stimuli (Bailey et al., 1994). Thus, the measurement of attractiveness with 
pictures of faces instead of self-reports might explain why we found that attractiveness was more 
prominent for dating desire in lesbians than heterosexual women.
Interestingly, both homosexual and heterosexual men and women reported signiﬁ cantly 
more dating desire for persons with high-status proﬁ les than for those with low-status proﬁ les, 
although these eff ects were smaller than the eff ects of attractiveness. Evolutionary theories 
propose that heterosexual women’s preference for high status men can be explained by the 
fact that women have to invest more than men in case of a pregnancy (Buss & Schmitt, 1993). 
However, the study’s ﬁ ndings show that both homosexual and heterosexual women and men 
prefer high status partners. This seems to suggest that cultural contexts shape the preference for 
high status partner (Eagly & Wood, 1999; Reiss, 1986).
This sample was taken from a Dutch population. Dutch women’s status is somewhat 
comparable to that of men in the Netherlands, based on the division of resources and opportunities 
in terms of education, economic participation, politics, and health (World Economic Forum, 
2009). Thus, Dutch women may be less likely to rely on their partners’ status for resources 
and, as a result, value status in a partner less than would women in another cultural context. 
Indeed, Eagly and Wood (1999) found in a cross-cultural study that in countries in which gender 
diff erences were more pronounced, preferences for high social status partners were valued more 
by women. Our results may indicate that when women gain more economic power their mate 
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preferences increasingly resemble that of men and that this social change is more important than 
sexual orientation.
This study expands the research ﬁ eld on partner preferences by using a large sample of 
homosexual and heterosexual men and women and by including both self-reported ratings 
of potential partner’s characteristics as well as dating desire scores for hypothetical potential 
partners with proﬁ les and photographs. However, the study was not without limitations. First, 
the sample may have been biased as a result of the use of convenience sampling. Participants 
were recruited via several online networks that may focus on speciﬁ c subtypes of gay men and 
lesbians (e.g., persons involved in the gay community who may be more interested in appearance 
and status-related aspects of partners). Other probability sampling procedures may improve the 
generalizability of the results (Meyer & Colten, 1999; Meyer, Rossano, Ellis, & Bradford, 2002). 
Second, we used pictures to represent facial attractiveness, which enhanced its ecological validity 
and is essential for evolutionary studies on mate preferences as the assessment of reproductive 
ﬁ tness is critical in mate evaluation (Bailey et al., 1994; Townsend & Wasserman, 1998). However, 
“paper” partner choices may still be inadequate in their ability to reﬂ ect “real-life” partner choices 
(Fisman et al., 2006; Kurzban & Weeden, 2005). Furthermore, we did not measure attractiveness 
based on body shape, such as height, weight, and hip-waist ratio. Although previous studies have 
shown that facial attractiveness is a good proxy of global attractiveness based on face and body 
(e.g., Currie & Little, 2010; Saxton, Burris, Murray, Rowland, & Roberts, 2009), it is possible that 
other patterns could emerge between homosexuals and heterosexuals when attractiveness of 
the body is included. Unlike heterosexuals, gay men showed a preference for masculine bodies 
and lesbians preferred feminine and heavier women (Bailey, Kim, Hills, & Linsenmeier, 1997; 
Cohen & Tannenbaum, 2001; Lanzieri & Hildebrandt, 2011). In addition, whereas attractiveness 
can be evaluated at a glance because visual attention occurs automatically and without need for 
conscious processing (Krupp, 2008), it might take more time to cognitively process the value of 
social status as a mate preference. Although our status manipulation successfully distinguished 
between high and low social status, these social status proﬁ les might not capture more subtle 
aspects of social status that may be necessary to accurately assess a potential partners’ mate 
value. For example, the communication of a person’s willingness to share resources might be 
an important factor in assessing one’s mate value. Speed-dating sessions (Finkel, Eastwick, & 
Matthews, 2007; Todd et al., 2007) or observational experiments (Van Straaten et al., 2008) that 
focus on choices made in real-life contexts and allow the participants to assess social status more 
carefully should be considered for future research. Moreover, in these “real life” contexts, it is 
possible to investigate how people communicate their level of social status and whether they are 
willing to share it.
Despite these limitations, this study showed that mate preferences of homosexual men and 
women were remarkably similar to heterosexual men and women when mate preferences were 
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measured unobtrusively with manipulated status proﬁ les and a range of photographs ranging 
from less attractive to highly attractive. Attractiveness is an important factor for homosexuals 
and heterosexuals in terms of dating desire, and status is relevant but to a far lower degree. 
This suggests that rather than emphasizing diff erences it may be more important to focus on the 
commonalities in mating psychology between homosexuals and heterosexuals and disentangle 
the relative contribution of biological and social factors that shape mate preferences.
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Appendix
Vignettes to indicate high and low social status
Person with a high-status proﬁ le:
Name: Tom (female: Anne)
Gender: Male (or female)
Place: Utrecht
Education: University degree in medicine
Profession: Medical doctor
Gross salary: €7000 per month
Hobbies: Meeting with friends, going out
Favourite television programs: Netwerk, Nova (these are shows for upper-class persons in the 
Netherlands)
Relationship: None
Person with a low-status proﬁ le:
Name: Tom (female: Anne)
Gender: Male (or female)
Place: Utrecht
Education: low-level educational degree
Profession: work on a conveyor belt
Gross salary: €1100 per month
Hobbies: Meeting with friends, going out
Favourite television programs: Hart van Nederland, Editie NL (these are shows for lower-class 
persons in the Netherlands)
Relationship: None
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do adolescents’ conflict 
resolution styles mediate 
between depressive symptoms 
and relationship longevity? 
Published as:
Ha, T., Overbeek, G., Cillessen, A. H. N., & Engels, R. C. M. E. (2012). A longitudinal study of 
the associations among adolescent conﬂ ict resolution styles, depressive symptoms, and romantic 
relationship longevity. Journal of Adolescence, 35, 1247-1254.
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Abstract
This study investigated whether adolescents’ conﬂ ict resolution styles mediated between 
depressive symptoms and relationship longevity. Data were used from a sample of 80 couples aged 
13 to 19 years old (M age = 15.48, SD = 1.16). At Time 1 adolescents reported their depressive 
symptoms and conﬂ ict resolution styles. Additionally, time until break-up was assessed. Data 
were analyzed using Actor Partner Interdependence Models. Results showed no support for 
conﬂ ict resolution styles as mediators. Girls’ depressive symptoms were directly related to 
shorter relationships. Additionally, actor eff ects were found indicating that boys and girls with 
more depressive symptoms used negative resolution styles and were less likely to employ positive 
problems solving strategies. Finally, one partner eff ect was found: girls’ depressive symptoms 
related to more positive problem solving in boys. 
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Introduction
Adolescence is a critical period in social development, marked by signiﬁ cant changes in individuals’ close relationships. Friendships become increasingly important and romantic 
relationships emerge. Over the course of adolescence, romantic partners become more central 
ﬁ gures in adolescents’ lives and adolescents gradually turn more often to their romantic partners 
for social support and intimacy (Furman, Simon, Shaff er, & Bouchey, 2002). By the age of 16, 
most adolescents have been involved in at least one romantic relationship (Carver, Joyner, & 
Udry, 2003). It is also during this speciﬁ c developmental period that adolescents develop more 
depressive symptoms (Wickrama, Wickrama, & Lott, 2009). Several studies have consistently 
linked the dramatic increase in depressive symptoms to the emergence of romantic relationships 
(e.g., Joyner & Udry, 2000) and especially to the experience of a relationship break-up (Ayduk, 
Downey, & Kim, 2001; Monroe, Rohde, Seeley, & Lewinsohn, 1999). 
Although the association between depressive symptoms and break-up is most likely bi-
directional (Fincham, Beach, Harold, & Osborne, 1997), little research has addressed how 
adolescents with depressive symptoms may function in romantic relationships (see, for an 
exception, Davila, Steinberg, Kachadourian, Cobb, & Fincham, 2004). This is an important caveat, 
as one may theoretically expect that it might be very challenging for adolescents with depressive 
symptoms to maintain satisfactory romantic relationships. For example, previous studies have 
shown that the ability to resolve conﬂ ict in a constructive way was crucial for the maintenance 
of romantic relationships (Shulman, Tuval-Mashiach, Levran, & Anbar, 2006), and it might be 
particularly diffi  cult for adolescents with depressive symptoms to eff ectively manage such negative 
events. Therefore, in the present study we aimed to understand how adolescents with depressive 
symptoms handle conﬂ icts with their partner and whether this would be related to the longevity 
of their relationship over time.
Adolescent romantic relationships are transitional in nature and experiencing break-ups 
is inevitable for most adolescents. Especially during early adolescence, romantic relationships 
tend to be short in duration (Collins, Welsh, & Furman, 2009; Shulman et al., 2006). Even though 
break-ups are common in this period, it is likely that adolescents with depressive symptoms 
have a higher likelihood of experiencing relationship break-ups and as a result are involved in 
shorter relationships over time as compared to adolescents who do not have emotional problems 
(Maughan & Taylor, 2001; Zimber-Gembeck, Siebenbruner, & Collins, 2001). Among married 
couples with a depressed spouse it has been widely shown that both partners were less satisﬁ ed 
with their marriage and that they have a higher incidence of divorce (Fincham et al., 1997; Johnson 
& Jacob, 2000; Overbeek, Vollebergh, Engels, & Meeus, 2003). Likewise, adolescents with 
depressive symptoms are known to perceive themselves as less socially competent within close 
friendships and romantic relationships (Marton, Connolly, Kutcher, & Korenblum, 1993). This 
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negative self-perception appears to be in line with the perceptions of their romantic partners, 
who view their partners with depressive symptoms as having poorer social skills and their 
romantic relationships as less satisfying (Daley & Hammen, 2002).
The question remains why adolescents with depressive symptoms might be more likely 
to experience relationship break-ups. Interpersonal theories on the development of depressive 
symptoms suggest that adolescents with depressive symptoms engage in negative behaviors 
during their interactions with partners that might, over time, elicit irritations within their 
relationships (Hammen, 2009; Joiner & Coyne, 1999). These negative feelings might eventually 
lead to rejection by the partner and thus contribute to the worsening of adolescents’ depressive 
symptoms. Although these interpersonal theories have mainly been investigated among adults 
or in college samples (for a meta-analysis, see Starr & Davila, 2008) previous studies among 
adolescents with depressive symptoms and their friends have also shown that dyadic behaviors 
such as excessive reassurance seeking and negative feedback-seeking contribute to increases 
in adolescents’ depressive symptoms and negative peer experiences (Borelli & Prinstein, 2006; 
Joiner, Alfano, & Metalsky, 1992; Prinstein et al., 2005). Thus, according to interpersonal theories, 
depressogenic behaviors lead to a lack of support in close relationships that can be a decisive 
factor in their dissolution.
In turn, the lack of support within romantic relationships of adolescents with depressive 
symptoms might lead to a context in which it becomes diffi  cult for adolescents to resolve conﬂ icts 
in constructive ways. As opposed to adolescents without emotional problems who are better 
capable of using negotiating tactics that lead to acceptable solutions for both partners (see for 
a meta analysis, Laursen, Finkelstein, & Betts, 2001), adolescents with depressive symptoms 
might encounter more diffi  culties. Speciﬁ cally, adolescents with depressive symptoms might fear 
conﬂ icts more because they experience diffi  culties with their emotional expression (Davila, 2008). 
As a result, they might endorse less adequate problem solving strategies, such as refraining from 
conﬂ icts to avoid negative consequences or, alternatively, easily giving in and complying with their 
partner. In addition, adolescents with depressive symptoms use emotion regulation strategies 
that include an excessive focus on the negative content of romantic relationships (Cole-Detke 
& Kobak, 1996), which might mean that when conﬂ icts do arise they ﬁ nd themselves engaging 
excessively in these conﬂ icts.
Moreover, negative conﬂ ict resolution strategies have been found to signiﬁ cantly shorten 
the longevity of late adolescent romantic relationships. Adolescents who were able to engage in 
constructive resolution styles were most likely to be together after 24 months (Shulman et al., 
2006). In contrast, adolescents who showed conﬂ ictive resolution patterns by engaging in the 
conﬂ ict with criticism had the shortest relationships – which generally lasted 3 months. Couples 
who tended to deny or minimize conﬂ icts with their partners were involved in longer relationships 
compared with couples who engaged in conﬂ ictive resolution patterns, but at the same time were 
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involved in shorter relationships when compared with couples who have constructive resolution 
styles.
Negative conﬂ ict resolution styles are often investigated as individual skill deﬁ cits. However, 
these conﬂ ict resolution styles may instead be dyadic deﬁ cits that are dependent on the level of 
depressive symptoms of both partners. In fact, interpersonal theories on depressive symptoms 
are in essence theories on interdependent behaviors among partners. However, most studies on 
adolescents’ romantic relationships and depressive symptoms have not tapped this interdependent 
nature of conﬂ ict behavior (but see Furman & Simon, 2006; McIsaac, Connolly, McKenny, Pepler, 
& Craig, 2008). Statistically, it is crucial to correct for the potential dependency in both partners’ 
depressive symptoms to detect unique and interdependent relationships between depressive 
symptoms and conﬂ ict resolution styles. The actor-partner interdependence model (APIM; 
Cook & Kenny, 2005; Kashy & Kenny, 2000) allows one to simultaneously estimate these unique 
and interdependent relationships. Speciﬁ cally, in this case conﬂ ict resolution styles are not only 
dependent of the individual’s own level of depressive symptoms (i.e., an actor eff ect) but also on 
the level of the partners’ depressive symptoms (i.e., a partner eff ect; see Figure 1).
Note. G = girls and B = boys.
Depression (G)
Time to Break-up
Conﬂ ict 
Resolution (G)
Conﬂ ict 
Resolution (B)
Depression (B)
Actor G on G
Partner G on B
Partner B on G
Actor B on B
The Actor-Partner Independence Model of Depressive Symptoms, Conﬂ ict Resolution Styles 
and Time to Break-up
Figure 1
The present study investigated whether adolescents’ conﬂ ict resolution styles partially 
mediated the relationship between depressive symptoms and the time to break-up. Speciﬁ cally, 
it was hypothesized that more depressive symptoms would be related to negative conﬂ ict 
resolution styles. In turn, these negative conﬂ ict resolution styles were expected to relate to 
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shorter longevity of the romantic relationship. In contrast, we expected that lower levels of 
depressive symptoms were related to positive problem solving strategies and, in turn, to longer 
durations of the romantic relationship. In addition, we investigated actor and partner eff ects 
of depressive symptoms on conﬂ ict resolution styles. Signiﬁ cant actor eff ects were expected 
indicating that adolescents’ depressive symptoms were related to their own conﬂ ict resolution 
styles. Partner eff ects were also expected, indicating that adolescents’ own depressive symptoms 
would be related to their partner’s conﬂ ict resolution styles.
Method
Participants 
A total of 1,913 adolescents between 13 and 18 years old (M = 15.34, SD = .80; n = 983 
girls) participated in a large project on social skills and general dating behaviors (see for more 
information Ha, Overbeek, & Engels, 2009). The participants in the project had been recruited 
from 10 secondary schools in the east of The Netherlands. For the present study, 701 adolescents 
(36.6 % of the original sample) were approached who provided contact information. Note that at 
this time the adolescents were not aware of the goals of the current study. Criterion for inclusion 
was that adolescents were, at the time of inquiry, involved in a heterosexual relationship (n = 163, 
23.3 %). After informing adolescent about the present longitudinal study in total 24 adolescents 
were not interested in participation and for 22 adolescents it was not possible to schedule an 
assessment because of various reasons such as partner was in another school or being busy 
with homework. After being given permission, we contacted the adolescents’ partners and asked 
them to participate as well. Further, parents were informed about the aims of the study, and 
they could consent to their child’s participation. Three parents contacted the researchers for 
additional information, but none of them declined consent. 
The resulting sample consisted of 80 heterosexual couples between 13 and 19 years old 
(M age = 15.48 years, SD = 1.16). Most adolescents (96.2%) were of Dutch origin; 10.1 % were 
involved in lower vocational education, 32.3 % in intermediate general education, 53.8 % in the 
highest level of secondary school (i.e., preparatory college and university education), and 3.8 % 
in other education. The mean duration of the current relationship was 7.83 months (SD = 6.13); 
56 % of the participants were in a relationship for less than 6 months, 44 % longer than 6 months. 
Regarding relationship experience, 85 % had previous relationships, girls reported on average 3.8 
(SD = 2.17) relationships and boys 3.3 (SD = 1.65), which did not signiﬁ cantly diff er.
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Procedure
We sent online questionnaires to both adolescents. In the instructions we emphasized that their 
answers would not be given to any third party, including parents, teachers, and their partner. 
We instructed adolescents to ﬁ ll out their questionnaires individually at home and they were not 
allowed to consult with others. Instead, they could call the researchers at any time for questions. 
Adolescents were paid €15 (USD 19.71) per wave for completing the questionnaire. This 
procedure was repeated 12 months later. In total, 7 couples provided incomplete information 
during the ﬁ rst wave, because one partner returned an incomplete questionnaire. At the second 
wave we obtained complete information about their relation status from both partners for all 80 
couples. We received approval for this study from the ethical committee of the Faculty of Social 
Sciences, Radboud University Nijmegen.
Measures
Depressive Symptoms
We assessed depressive symptoms with a Dutch version of the 20-item Center for Epidemiological 
Studies Depression Scale (CES-D; Radloff , 1977). Adolescents indicated how often during the 
past week they had been bothered by the listed depressive symptoms on a scale ranging from 
0 (less than one day) to 4 (5-7 days). The CES-D has well-established psychometric properties, 
including high test-retest reliability, and high internal consistency of .85 in the general population 
(Radloff , 1977; Roberts, Andrews, Lewinsohn, & Hops, 1990). A score of 16 or above is generally 
considered to be reﬂ ective of potential depression within an adolescent sample. With this cutoff  
score, 28.5 % of the girls and 13.5 % of the boys in this sample could be classiﬁ ed as having a 
potential depression. However, the CES-D was designed for use in the general population and is 
more suitable to be used with a continuum approach to assess depressive symptoms (MacPhee & 
Andrews, 2006). Therefore, we used a continuous depression score in all analyses. Cronbach’s α 
across all items of the scale was .92 for girls and .84 for boys.
Conﬂ ict Resolution
We administered the Conﬂ ict Resolution Style Inventory (CRSI; Kurdek, 1994) to measure 
adolescents’ style of handling conﬂ icts in the current romantic relationship. The CRSI 
distinguishes four conﬂ ict resolution styles: conﬂ ict engagement (e.g., launching personal attacks), 
positive problem solving (e.g., ﬁ nding alternatives that are acceptable to each of us), withdrawal 
(e.g., remaining silent for long periods of time), and compliance (e.g., not defending my position). 
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The CRSI has good reliability and validity and it has been shown that it meaningfully assesses the 
four conﬂ ict resolution styles in a Dutch sample of adolescents (Branje, Doorn, Van der Valk, & 
Meeus, 2009). Each category was assessed using ﬁ ve items, which could be answered on a 5-point 
scale, ranging from 1 (never) to 5 (always). In the present study, a mean score was calculated 
based on conﬂ ict engagement, withdrawal, and compliance to tap into negative conﬂ ict resolution 
styles.1 Cronbach’s α’s for girls were .83 for positive problem solving and .84 for negative conﬂ ict 
resolution styles. For boys, they were .79 for positive problem solving and .77 for negative conﬂ ict 
resolution styles.
Time to Break-up
The duration of the romantic relationship was assessed in months from Time 1 until the romantic 
relationship was ended. For couples who did not break up the time to break up equals the number 
of months between Time 1 and Time 2.
Analysis Strategy
We tested associations between depressive symptoms and time to break-up and whether this 
relationship was mediated by conﬂ ict resolution styles using AMOS 7.0 (Arbuckle, 1993). We used 
APIM analyses to estimate actor and partner eff ects in the associations between girls’ and boys’ 
depressive symptoms and girls’ and boys’ conﬂ ict resolution styles. The model depicted in Figure 
1 was estimated for positive problem solving and negative conﬂ ict resolution styles separately. 
Combining positive problem solving and negative conﬂ ict resolution styles within one model is 
problematic given the number of estimated parameters in relation to the sample size. Thus, two 
models with each conﬂ ict resolution style were estimated with observed variables predicting 
time until break-up. This procedure is essentially a constrained set of multiple regressions (Kenny 
& Cook, 1999). Therefore, rules concerning sample size in latent variable SEM do not apply (see 
also Furman & Simon, 2006, who applied APIM analyses with observed variables in a sample of 
65 heterosexual adolescent couples). The ﬁ t of the models was assessed using the comparative ﬁ t 
index (CFI) and the root mean square error of approximation (RMSEA). The CFI is considered to 
show a good ﬁ t when it attains values of .90 or higher (Bentler, 1989), and the RMSEA reﬂ ects a 
good ﬁ t with values of .06 or lower (Hu & Bentler, 1999; Kline, 2005).
1 An alternative would have been to create a latent variable for the three negative resolution styles. Because our sample size 
was not large enough for a latent variable approach, we created measures variables, for which the sample size was suffi  cient. 
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Results
Descriptives
Independent t-tests (Table 1) showed that girls reported more depressive symptoms than boys, 
t(71) = 3.54, p < .001. No signiﬁ cant sex diff erences emerged for negative conﬂ ict resolution 
styles and positive problem solving. After one year, 43 couples (54 %) had broken up. In addition, 
independent t-tests were conducted to investigate whether adolescents’ depressive symptoms, 
positive problem solving and negative conﬂ ict resolution styles, diff ered for short (less than 6 
months at Time 1) and long (more than 6 months at Time 1) relationships at Time 1. Only one 
signiﬁ cant result was found for boys’ negative conﬂ ict resolution styles t(75) = 2.42, p < .05. 
Boys involved in longer relationships at Time 1 showed higher levels of negative conﬂ ict behavior 
as compared to boys in shorter relationships (resp. M = 1.89, SD = .53; M = 1.64, SD = .40). 
Depressive symptoms of girls and boys were not diff erent for short and long relationships (girls, 
p = .65; boys, p = .27), signiﬁ cant results were also not found for positive problem solving (girls, p 
= .65; boys, p = .90), and negative conﬂ ict resolution styles of girls (p = .58).
Means and Standard Deviations for Main Study Variables by Gender (N = 160)
Table 1
Depressive symptoms
Negative resolution styles
Positive problem solving
13.22
  1.75
  3.66
 9.97
   .48
   .76
 8.68
 1.76
 3.77
 6.48
   .43
   .71
M SD M SD
Girls Boys
Bivariate correlational analyses (Table 2) showed that girls who reported more depressive 
symptoms had boyfriends who matched on levels of depressive symptoms. For girls, more 
depressive symptoms related to using more negative conﬂ ict resolution styles and less positive 
problem solving. Additionally, less positive problem solving related to higher levels of negative 
conﬂ ict resolution styles. Finally, girls’ depressive symptoms related to earlier break-ups. For 
boys, more depressive symptoms were also related to more negative conﬂ ict resolution styles 
and less positive problem solving. Additionally, less positive problem solving related to higher 
levels of negative conﬂ ict resolution styles. Correlations between girls’ and boys’ negative conﬂ ict 
resolution styles (p = .06) and positive problem solving (p = .15) were not signiﬁ cant. Moreover, 
correlations were investigated between girls’ depressive symptoms and boys’ negative resolution 
styles and positive problem solving and vice versa. However, no signiﬁ cant relationships were 
found (range p = .10 - .71).
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To investigate whether duration of the relationship at Time 1 was related to the study 
variables, we investigated correlations between a continuous variable of relationship duration at 
Time 1 (in months) and boys’ and girls’ depressive symptoms, positive problem solving, negative 
conﬂ ict resolution style, and time to break-up. We found no signiﬁ cant relationships (range p = 
.10 - .95).
Note. Correlations for girls above the diagonal; correlations for boys below the diagonal. 
Diagonal depicts correlations between the corresponding scores for boys and girls in dyads. 
* p < .05, ** p < .01, *** p < .001.
Pearson Correlations for the Associations of Depressive Symptoms with Negative Conﬂ ict 
Resolution Styles, Positive Problem Solving, and Time to break-up
Table 2
Depressive symptoms
Negative resolution styles
Problem solving
Time to break-up
 .29*
 .35*
-.33**
 .01
 .41***
 .22
-.27*
 .01
-.34**
-.26*
 .17
-.03
-.23*
-.09
 .00
1
Depressive 
Symptoms
Negative 
Resolution 
Styles
Problem 
Solving
Time to 
break-up
Depressive Symptoms, Conﬂ ict Resolution and Time to Break-up
The results of the APIM models for girls’ and boys’ depressive symptoms in relation to positive 
problem solving and negative conﬂ ict resolution styles will be reported controlling for age of girls 
on girls depressive symptoms and conﬂ ict resolution styles and age of boys on boys’ depressive 
symptoms and conﬂ ict resolution styles (Table 3). 
Negative Conﬂ ict Resolution Styles
Fit indices were: χ2/df ratio = 1.30, p = .27; CFI = .97; RMSEA = .06, 90% CI (.000, .190). Girls’ 
depressive symptoms were associated with time until break-up, β = -.25, p < .05. Boys’ depressive 
symptoms were not associated with time until break-up. We found support for actor eff ects 
for both girls and boys. Girls’ and boys’ depressive symptoms were related to negative conﬂ ict 
resolution styles in a romantic relationship (resp. β = .43, p < .001; β = .29, p < .05). No partner 
eff ects were found. There were no signiﬁ cant associations between girls’ and boys’ negative 
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conﬂ ict resolution styles and the longevity of the relationship. Therefore, no support was found 
for partial mediation of negative conﬂ ict resolution between depressive symptoms and the time 
to break-up. Age of boys was marginally signiﬁ cantly related to boys’ depressive symptoms and 
boys’ negative conﬂ ict resolution styles (resp. β = .23, p = .052; β = .21, p = .052).
Positive Problem Solving
Fit indices were: χ2/df ratio = 1.20, p = .31 ; CFI = .98; RMSEA = .05, 90% CI (.000, .183). Girls’ 
depressive symptoms were associated with time until break-up, β = -.30, p < .05. Boys’ depressive 
symptoms were not associated with time until break-up. We found support for actor eff ects for 
both girls and boys. Girls’ and boys’ depressive symptoms were related to less positive problem 
solving in a romantic relationship (resp. β = -.34, p < .01; β = -.42, p < .001). In addition, we found 
a partner eff ect for girls, showing that girls’ depressive symptoms were positively related to boys’ 
positive problem solving (β = .25, p < .05). This indicates that boys showed more positive problem 
solving when their partner reported elevated levels of depressive symptoms. There were no 
signiﬁ cant associations between girls’ and boys’ positive problem solving and the longevity of the 
relationship. Therefore, no support was found for partial mediation of positive problem solving 
between depressive symptoms and the time to break-up. Age was not signiﬁ cantly related to 
boys’ and girls’ depressive symptoms and positive problem solving.
Note. Standardized coeffi  cients are reported for comparison reasons. Path G on G, represents 
an actor eff ect from girls’ depressive symptoms on their own conﬂ ict resolution styles; Path 
B on B, represents an actor eff ect from boys’ depressive symptoms on their own conﬂ ict 
resolution styles; Path G on B represents a partner eff ect from girls’ depressive symptoms on 
boys’ conﬂ ict resolution styles; Path B on G represents a partner eff ect from boys’ depressive 
symptoms on girls’ conﬂ ict resolution styles.
* p < .05, ** p < .01, *** p < .001. 
Summary of APIM Models for the Eff ects of Depressive Symptoms on Negative Conﬂ ict 
Resolution Styles and Positive Problem Solving
Table 3
Negative Resolution Style
Positive Problem Solving
 .43***
-.34**
 .29*
-.42***
 .02
 .25*
 .09
 .04
 .06
 .05
 .97
 .98
Path 
G on G
Path 
B on B
Path 
G on B
Path 
B on G
RMSEA CFI
Actor
Eff ects
Partner
Eff ects
Fit Indices
70
PART II
Discussion
This study examined whether conﬂ ict resolution styles mediated the association between 
depressive symptoms and the longevity of the relationship. No support was found for conﬂ ict 
resolution styles as mediators between depressive symptoms and the longevity of the relationship. 
However, girls’ depressive symptoms were directly related to shorter relationship duration. As 
expected, both boys and girls with more depressive symptoms engaged in more negative conﬂ ict 
resolution styles and were less likely to solve problems positively. One partner eff ect emerged: 
girls’ depressive symptoms were related to more positive problem solving in their male partners.
These results contribute to the literature by showing that already in adolescence depressive 
symptoms have an impact on romantic relationships. The results are in line with prospective 
studies among adults, which revealed that over time higher levels of depressive symptoms and 
depressive disorders are related to higher incidences of divorce (see, for a review, Rehman, 
Gollan, & Mortimer, 2008). An explanation of why depressive symptoms are related to a higher 
likelihood of relationship break-up is that certain needs of adolescents with depressive symptoms 
and their partners are not fulﬁ lled in these romantic relationships. Collins and Steinberg (2006) 
argued that adolescents are participating in various “interdependence processes” to connect with 
their romantic partner. To achieve the goal of feeling interdependent with their romantic partner, 
adolescents engage in intimate and affi  liative behaviors such as disclosing feelings, spending 
time together, and undertaking enjoyable activities (Connolly, Craig, Goldberg, & Pepler, 1999; 
Connolly & Goldberg, 1999; Connolly & Johnson, 1996). Indeed, Connolly and McIsaac (2009) 
found that adolescents reported a failure of satisfying interdependence and intimacy needs as a 
main reason for breaking up. Adolescents with depressive symptoms, and who internalize their 
problems, may ﬁ nd it diffi  cult to display intimacy related behaviors, such as positive emotions, 
disclosure of feelings and trusting the partner (Williams, Connolly, & Segal, 2001; see among 
adults: Du Rocher Schudlich, Papp, & Cummings, 2004). Thus, although adolescents with 
depressive symptoms might strive to feel connected with their romantic partners, they may fail 
to reach satisfying levels of intimacy. At the same time, the interdependence needs of their (non-
depressed) romantic partners remain unfulﬁ lled.
The inability to connect indicates “ﬁ t failures” in intimacy and affi  liation needs between 
partners, which have been found to be a primary reason for relationship break-ups (Connolly & 
McIsaac, 2009). This might explain why unexpectedly no support was found for conﬂ ict resolution 
styles as a mediator between adolescents’ depressive symptoms and break-up. Adolescents may 
break up their romantic relationships because of “ﬁ t failures” and not because of high levels of 
conﬂ icts, and the latter would require adjustment to ones partners’ resolution style in order to 
successfully navigate relationships. Hence, research in adult samples found that conﬂ ict resolution 
styles are a key factor for the stability of a relationship (Johnson & Jacob, 2000; Kahn, Coyne, & 
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Margolin, 1985; Marchand & Hock, 2000). However, adolescents are generally less invested in and 
committed to their romantic relationships than adults (Rusbult, Martz, & Agnew, 1998). Thus, it 
is also possible that when conﬂ icts do arise between partners, few or no attempts are made to 
resolve it and it might be more common during this developmental period to downplay or avoid 
arguments (Shulman et al., 2006). Instead, conﬂ ict resolution styles might become important 
when adolescents attain a certain threshold level of commitment to their relationships.
Interestingly, in line with studies investigating marital relationships (see for a review 
Whisman, 2001), the present results showed that girls’ but not boys’ depressive symptoms 
predicted relationship break-up. Previous studies showed that girls are more inclined to share 
emotions and discuss problems (Rose, 2002; Rose & Rudolph, 2006). Girls practice more often 
through socialization processes with care-taking, intimacy sharing and disclosure. Boys in our 
currently studied age group (at around age 15 or 16) are still more oriented towards the peer 
group than girls, and undertaking activities in friendship groups is more deﬁ ned in terms of 
companionship and affi  liation than intimacy and support (Rose & Rudolph, 2006). Thus, girls with 
depressive symptoms are more used to express their emotions and concerns in friendships then 
boys and they experience these dyadic relationships as rewarding and satisfying (Rose, 2002; Rose, 
Carlson, & Waller, 2007). Consequently, girls might try to share the same range and intensity of 
emotions with their romantic partners, particularly because they value attachment and care in 
their romantic relationships (Shulman & Scharf, 2000). For boys with depressive symptoms, it is 
less common to express emotional problems in dyadic relationships (Cyranowski, Frank, Young, 
& Shear, 2000) and therefore boys’ depressive symptoms might lead to fewer burdens in the 
romantic relationship and would therefore not be related to relationship duration.
The only partner eff ect that was found in this study was positive problem solving in boys as 
a response to girls’ depressive symptoms. This may indicate that girls tend to communicate their 
problems and conﬂ icts more in romantic relationships than boys do. Boys are dealing carefully with 
their girlfriend’s emotional problems. However, despite boys’ positive problem solving strategies 
towards their depressed girlfriends’ issues it does not prevent the dissolution of a relationship 
since there is still a direct eff ect of girls’ depressive symptoms on relationship duration. Adults, 
in contrast, often use negative conﬂ ict resolution styles in response to depressive symptoms of a 
spouse (Du Rocher Schudlich, Papp, & Cummings, 2004). The present results may indicate that 
with more relationship experience and commitment, romantic partners replace initially positive 
reactions to conﬂ ict with negative resolution styles as a result of interpersonal processes that 
elicit negativity in partners. Indeed, it was found that boys in longer relationships showed higher 
levels of negative resolution styles. Future research following adolescents and their romantic 
partners over time is needed to test whether depressive symptoms aff ect the development of 
conﬂ ict resolution. In addition, it would be interesting to investigate the possibility that boys’ 
positive resolution styles might relate to better adjustment outcomes for girls over time. 
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Furthermore, we found that depressive symptoms were related to negative conﬂ ict 
resolution styles (actor eff ects). This ﬁ ts with the “stress and coping model” (Davila, 2008), which 
proposes that adolescents with depressive symptoms do not possess the skills to cope with the 
challenges of a romantic relationship. Similar to previous APIM studies (Furman & Simon, 2006; 
McIsaac et al., 2008), we controlled for the depressive symptoms and conﬂ ict resolution styles of 
the romantic partner. In contrast to what was expected based on the interpersonal theories, and 
given the fact that no partner eff ects were found and boys’ and girls’ negative resolution styles 
were not related, it seems that the use of negative conﬂ ict resolutions styles by adolescents with 
more depressive symptoms is a personal characteristic rather than a dyadic process.
Limitations and Future Directions
Several limitations should be addressed in future research. First, although we prospectively 
predicted time to break-up, depressive symptoms and conﬂ ict resolution styles were measured 
at the same time. Therefore, we were not able to identify whether adolescents’ depressive 
symptoms negatively aff ected conﬂ ict resolution styles or visa versa. Second, we used a relatively 
small sample; therefore important moderators as level of commitment were not included. Third, 
although we were able to assess both partners at baseline, we were not able to investigate whether 
adolescents selected partners who were similar in depressive symptoms or whether similarity 
was due to socialization processes. Recently, studies have found support for various socialization 
processes among peers, such as excessive reassurance seeking (e.g., Borelli & Stevens, 2006; 
Prinstein, 2007). It would be insightful to investigate how and which socialization processes 
occur in adolescent romantic relationships. Fourth, the study variables were measured with self-
reports. Although the present study used both adolescent views, the problem of a reporter bias 
remains. For future studies, it would be interesting to use observations of conﬂ ict situations in 
addition to self-reports. Fifth, we were not able to investigate the eff ect of relationship break-up 
on depressive symptoms. As previous studies have shown, break-up could in turn contribute 
to the continuation or onset of depressive symptoms (Ayduk, Downey, & Kim, 2001). If the 
relationship between depressive symptoms and break-up is a vicious circle for adolescents with 
emotional problems they would be even more important targets for intervention and prevention.
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do conflict resolution and 
recovery predict the survival 
of adolescents’ romantic 
relationships?
Submitted as:
Ha, T., Overbeek, G., Lichtwarck-Aschoff , A., & Engels, R. C. M. E. (resubmitted). Do conﬂ ict 
resolution and recovery predict the survival of adolescents’ romantic relationships? PlosONE.
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Abstract
Numerous studies have shown that being able to resolve and recover from conﬂ icts is of 
key importance for relationship satisfaction and stability in adults. Less is known about the 
importance of these relationship dynamics in adolescent romantic relationships. Therefore, 
this study investigated whether conﬂ ict resolution and recovery predict breakups in middle 
adolescent couples. Couples who are able to resolve and recover from conﬂ ict were expected to 
demonstrate a lower probability of breaking up. In total, 80 adolescent couples (M age = 15.48, SD 
= 1.16) participated in a 4-wave prospective questionnaire and observational study, with one year 
between measurements. In addition to self-report measures, adolescents were observed in real-
time during conﬂ icts with their partners. Contrary to the hypothesis, it was found that conﬂ ict 
resolution and conﬂ ict recovery did not predict the likelihood of breakup. Survival diff erences 
were not attributable to conﬂ ict resolution or conﬂ ict recovery. More research is needed to 
consider the unique relationship factors of adolescent romantic relationships to determine why 
some relationships survive while others do not. 
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Introduction
Conﬂ ict and disagreements are at the heart of romantic relationships. How couples approach conﬂ icts and especially how well partners are able to resolve conﬂ icts aff ects relationship 
functioning and relationship stability (Weiss & Heyman, 1990). Numerous studies have reported 
that couples who are unable to resolve daily conﬂ icts have a higher likelihood of divorcing (e.g., 
Carrere, Buehlman, Gottman, Coan, & Ruckstuhl, 2000; Gottman & Levenson, 1992). Meanwhile, 
a study found over a period of 14 years that couples who negotiate conﬂ icts constructively are 
the most satisﬁ ed and have the least chance of divorcing (Gottman & Levenson, 2000, 2002). As a 
result of these ﬁ ndings, a variety of marital therapies have been developed with a common focus 
on increasing couples’ ability to approach and resolve conﬂ icts constructively (Baucom, Shoham, 
Mueser, Daiuto, & Stickle, 1998; Fincham, & Beach, 1999; Jacobson & Gurman, 1986; Markman, 
Renick, Floyd, Stanley, & Clements, 1993). Given this knowledge, the relative paucity of research 
on conﬂ icts in adolescents’ romantic relationships is surprising (Shulman, Tuval-Mashiach, Levran, 
& Anbar, 2006; Tabares & Gottman, 2003). These early romantic relationships are thought to form 
a crucial social–emotional basis that underlies partner relationship quality later in life (Furman & 
Flanagan, 1997; Kiecolt-Glaser & Newton, 2001). In the past decade, research on adolescents’ 
romantic relationships has increased, possibly because of the recognition that teenage romantic 
relationships are not trivial ﬂ ings, but rather aff ect adolescents’ mental health (Collins, Welsh, & 
Furman, 2009). 
Research has shown that unresolved conﬂ icts are likely to recur; if not handled well, 
frustration will accumulate, aggravating interaction patterns that potentially disrupt relationships. 
However, successfully working through issues actually promotes the relationship bond between 
partners (Karney & Bradbury, 1995; Weiss & Heyman, 1997). Previous longitudinal studies among 
married couples have focused on the eff ect of conﬂ ict resolution and conﬂ ict recovery on divorce. 
Conﬂ ict resolution and conﬂ ict recovery are related but distinct concepts. Conﬂ ict resolution 
taps into general resolution approaches during the conﬂ ict (Fincham, 2003); conﬂ ict recovery 
taps into the ability to shift out of the conﬂ ict. With regard to conﬂ ict resolution, self-report 
studies found that positive problem solving (i.e., constructively engaging in the conﬂ ict) is related 
to relationship stability whereas negative problem solving (e.g., conﬂ ict engagement, withdrawal, 
and compliance) is associated with lower marital quality (Hill & Peplau, 1998; Kurdek, 1995). 
Observational research has similarly shown that high levels of negative emotions during conﬂ ict 
discussions predict divorce (Carrere & Gottman, 1999; Gottman, Coan, Carrere, Swanson, & 
Matthews, 1998; Gottman & Levenson, 2000; Heavey, Christensen, & Malamuth, 1995; Johnson 
et al., 2005; Matthews, Wickrama, & Conger, 1996; Rogge & Bradbury, 1999).
More recently, researchers have focused increased attention on conﬂ ict recovery (Graber, 
Laurenceau, Miga, Chango, & Coan, 2011; Salvatore, Kuo, Steele, Simpson, & Collins, 2011). 
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Successful recovery from conﬂ icts enables couples to refocus on new, positive relationship 
goals (Salvatore et al., 2011). Conﬂ ict recovery is typically operationalized as the level of positive 
emotions after a conﬂ ict discussion (i.e., in a subsequent interaction). Gottman and Levenson 
(1999) found that the ability to recover from conﬂ ict predicted a lower likelihood of divorce over 
a 4-year period (for similar ﬁ ndings, see Graber et al., 2011). Among a sample of young adults, 
Salvatore and colleagues (2011) found that partners’ ability to recover was of key importance for 
relationship stability over a 2-year period.
Despite the clear role of conﬂ ict resolution and conﬂ ict recovery in adult relationship 
maintenance, longitudinal observational and self-report studies of conﬂ ict resolution and 
recovery in middle adolescents’ romantic relationships are lacking. This is unfortunate because 
the formation and maintenance of romantic relationships present important developmental tasks 
during adolescence (Furman, Simon, Shaff er, & Bouchey, 2002; Van Dulmen, Goncy, Haydon, & 
Collins, 2008). Early and middle adolescent years in particular may constitute a sensitive period 
in this respect, as teens begin to learn how to interact and handle conﬂ icts with their romantic 
partners (Overbeek, Vollebergh, Engels, & Meeus, 2003). Whether conﬂ ict resolution and 
recovery are equally important for adolescents’ relationship stability remains unclear. To our 
knowledge, only two previous studies have investigated conﬂ ict resolution during adolescence 
in relation to breakups. These have produced mixed results; one observational study (Shulman 
et al., 2006) found that negative conﬂ ict resolution styles shorten the longevity of adolescents’ 
romantic relationships whereas another (self-report) study found no eff ect of conﬂ ict resolution 
on breakup (Ha, Overbeek, Cillessen, & Engels, in press). Conﬂ ict recovery has not been 
investigated in this age group.
To address this gap, we investigate whether conﬂ ict resolution and recovery predict break-
up of relationships in middle adolescent couples. This is the ﬁ rst empirical study to use both 
self-report and observational methods in a longitudinal design with participants of this particular 
age. We hypothesized that 1) destructive conﬂ ict resolution would relate to higher probabilities 
of breaking up and 2) lower levels of conﬂ ict recovery would relate to higher probabilities of 
breaking up in middle adolescent couples.
Methods
Ethics Statement
The Ethical Committee of the Faculty of Social Sciences, Radboud University Nijmegen, approved 
the protocols and consent procedures for the present study. We obtained informed written 
consent from all participants involved in the study. All parents of the participants were informed 
about the aims of the study and were asked to provide consent for their child’s participation. If 
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they did not agree with their child’s participation they could return a decline letter or contact the 
researcher directly (passive consent procedure). Three parents contacted the researchers for 
additional information, but none of them declined consent. 
Participants 
A total of 1,913 adolescents between 13 and 18 years old (M = 15.34, SD = .80; n = 983 girls) 
participated in a large project examining social skills and general dating behaviors (for more 
information, see Ha, Overbeek, & Engels, 2010). The participants were recruited from 10 secondary 
schools in the eastern part of the Netherlands. For this study, 701 adolescents (36.6% of the 
original sample) who had provided contact information and indicated a willingness to participate in 
a longitudinal study were approached. One criterion for inclusion was that adolescents were—at 
the time of inquiry—involved in a heterosexual relationship. Of the adolescents approached, 163 
(23.3 %) were involved in a romantic relationship, which is comparable to other Dutch samples 
(Ha, Overbeek, De Greef, Scholte, & Engels, 2010). Some adolescents who met the inclusion 
criterion ultimately did not participate because they ended their romantic relationship before 
the ﬁ rst study assessment. After obtaining adolescents’ consent, we contacted the adolescents’ 
partners and asked them to participate. 
The ﬁ nal sample comprised 80 heterosexual couples with a mean age of 15.48 years (SD 
= 1.16) at Time 1. Most of the participants (96.2%) were of Dutch origin. In addition, 10.1% 
were involved in lower vocational education, 32.3% in intermediate general education, 53.8% 
in the highest level of secondary school (i.e., preparatory college and university education), 
and 3.8% in other education. We performed independent t-tests to examine whether sample 
characteristics diff ered between the total sample and this observation sample. No signiﬁ cant 
diff erences emerged regarding age, gender, origin, and level of education. Mean duration of the 
current relationship at Time 1 was 7.83 months (SD = 6.13); 56.0% of the participants had been 
in a relationship for less than 6 months. Regarding relationship experience at Time 1, 85.0% had 
been in at least one previous romantic relationship, and both girls and boys reported an average 
of more than 3 previous relationships (M = 3.8, SD = 2.17 and M = 3.3, SD = 1.65, respectively). 
We had a high retention rate, with 79 (98.8%) and 78 (97.5%) couples participating during the 
second and third waves, respectively. Between Time 1 and Time 2, 43 couples (53.8%) dissolved 
their relationships; in addition, 54 couples (67.5%) ended their relationships between Time 1 and 
Time 3 and 68 couples (85.0%) broke up between Time 1 and Time 4. Adolescents were paid €15 
each for completing the questionnaire and participating in the observational component at every 
measurement.
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Procedure
One week before the observation sessions, both partners completed the questionnaire online. 
In the instructions, we emphasized that answers would not be given to any third party, including 
parents, teachers, or partners. We instructed adolescents to ﬁ ll out the questionnaire individually 
at home and not to consult others. 
Adolescents and their partners were also observed and videotaped in a private room 
at one of the participant’s schools. Prior to the series of interactions, both adolescents were 
asked to independently choose the most applicable conﬂ ict subject from a list of eight common 
conﬂ ict issues occurring between adolescent romantic partners (cf. Capaldi, & Crosby, 1997). 
These conﬂ ict topics included not being on time/forgetting appointments, experiencing jealousy, 
parents not liking the partner, disliking friends, cheating with or kissing someone else, having to 
follow parental rules about dating, taking partners to parties, and dealing with money issues. 
Adolescents were also allowed to deﬁ ne their own conﬂ ict topic. The partners subsequently 
participated in 5 interaction tasks lasting 4.5 minutes each. After 4 minutes, the couple would 
hear a knock on the door (i.e., a perturbation), which served as a signal for them to resolve the 
conﬂ ict within the remaining 30 seconds.
Each topic was introduced separately by the researcher, who then left the room. As a 
warm-up task, the couple discussed a hypothetical situation in which they had won one million 
euros in the lottery and could spend this money. In a second, neutral task, they planned a party 
together. In the third discussion, the boy’s conﬂ ict topic was discussed; in the fourth discussion, 
the girl’s conﬂ ict topic was discussed. Finally, in a ﬁ fth, positive task, the adolescents discussed 
past shared happy memories or fun times in the relationship (cf. Galliher, Welsh, Rostosky, & 
Kawaguchi, 2004; Kim, Capaldi, & Crosby, 2007).
The couples were contacted four times, with intermittent one-year time intervals. At every 
measurement, adolescents participated with the same partner as at Time 1 or, in the case of a 
new relationship, their new partner, who would be included in the study. Because we wanted 
to investigate how conﬂ ict resolution and recovery impacted the likelihood of relationship 
dissolution, we followed each of the 80 original couples at Time 1 until their break up, not 
including new relationships formed after Time 1. At Times 1, 2, and 3, couples completed the 
questionnaires online and participated in the observational study. At Time 4, we assessed 
adolescents’ relationship status.
Coding Procedures
The video recordings were coded using Observer software (The Observer, version 5) and 
a simpliﬁ ed 10-code version of the Speciﬁ c Aff ect Coding System (Granic, O’Hara, Pepler, & 
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Lewis, 2007) instead of the original 18 codes (SPAFF; Gottman, McCoy, Coan, & Collier, 1996). 
Behaviors were coded in real time for each adolescent separately. This means that coders 
continuously deﬁ ned expressed behaviors using an emotion code. Each emotion code was based 
on a combination of facial expressions, gestures, and speech characteristics, such as tone, volume, 
and speech rate. The modiﬁ ed SPAFF system consisted of 10 mutually exclusive emotion codes: 
contempt, anger, fear/anxiety, sadness/withdrawal, whining/complaining, neutral state, interest/
curiosity, humor, joy/excitement, and aff ection. Using this system, trained observers entered 
codes for both adolescents independently in real time, yielding two synchronized streams of 
continuous data.
Before initiating coding of the video interactions, observers were intensively trained by the 
ﬁ rst author for 4 months until they reached a minimum of 75.0% agreement and .65 kappa using a 
frequency/sequence-based comparison and 80.0% agreement using a duration/sequence-based 
comparison (Noldus Observer 5.0). These two reliability methods were used to ensure accuracy 
in coding both at the onset and throughout the duration of the events. Weekly recalibration 
training was conducted to minimize coder drift. Thirty percent of all sessions were coded by 
two or three coders. Coders were blind to which interactions were used to assess observer 
agreement. In addition, the ﬁ rst author randomly checked the SPAFF codes of three remaining 
interactions every week. The average coder agreement was 81.0% (κ = .77) and 94.0% duration/
sequence based.
Measures
Self-reported Conﬂ ict Resolution
We administered the Conﬂ ict Resolution Style Inventory (CRSI; Kurdek, 1994) to measure 
adolescents’ style of handling conﬂ icts in the current romantic relationship. The CRSI distinguishes 
four conﬂ ict resolution styles: conﬂ ict engagement (e.g., launching personal attacks), positive 
problem solving (e.g., ﬁ nding alternatives that are acceptable to both partners), withdrawal (e.g., 
remaining silent for long periods of time), and compliance (e.g., not being willing to stick up for 
oneself). The CRSI has demonstrated good reliability and validity, and it has been shown that it 
meaningfully assessed the four conﬂ ict resolution styles in a Dutch sample of adolescents (Branje, 
Doorn, Van der Valk, & Meeus, 2009). Each category was assessed using ﬁ ve items answered 
on a 5-point scale, ranging from 1 (never) to 5 (always). A mean score was calculated based on 
conﬂ ict engagement, withdrawal, and compliance to tap into negative conﬂ ict resolution styles 
(Ha et al., in press). Cronbach’s alphas for boys and girls were high at all three waves for positive 
problem solving (ranging between .79 and .93) as well as negative conﬂ ict resolution styles (ranging 
between .73 and .89). 
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Self-reported Satisfaction with Actual Conﬂ ict Resolution
Directly after the observation, adolescents rated on a 5-point scale the extent to which they agreed 
about a solution with their partners. This was done separately for the two conﬂ ict discussions. 
Responses ranged from 1 (totally agreed) to 5 (not agreed at all). In addition, adolescents rated to 
what extent they felt the problem during the discussion has been resolved. Again, this was done 
for the two conﬂ ict discussions separately on a 5-point scale ranging from 1 (absolutely resolved) 
to 5 (absolutely not resolved). A mean score of these four self-ratings was used. Cronbach’s 
alphas for boys and girls were moderate to high at all three waves (ranging between .63 and .84).
Expressed Negativity during Conﬂ ict
Adolescents’ negative emotions during the boys’ and girls’ conﬂ ict discussions (the third and 
fourth discussion tasks, respectively) were used to measure the impact of the conﬂ ict discussions. 
Negative emotions consisted of contempt, anger, fear/anxiety, sadness/withdrawal, and whining/
complaining. Total duration was calculated for negative emotions separately for boys and girls. To 
increase the reliability of the negative emotions scores, we aggregated both conﬂ ict discussions 
into a single score. Observation time was increased to improve the estimate of the interpersonal 
characteristic (Stoolmiller, Eddy, & Reid, 2000).
Conﬂ ict Recovery
Positive emotions were used to measure the degree to which adolescents were able to recover from 
the conﬂ ict discussions. Positive emotions consisted of interest/curiosity, humor, joy/excitement, 
and aff ection. We used three indicators to tap into conﬂ ict recovery, which we calculated for 
boys and girls separately. First, we calculated the total duration of positive emotions after the 
knock on the door, which was the sign to resolve the conﬂ ict in the ﬁ nal 30 seconds of the conﬂ ict 
discussion. This measure tapped into an immediate recovery after a perturbation. Again, positive 
emotions were aggregated for both conﬂ ict discussions into a single score. Second, we calculated 
the total duration of positive emotions during the positive discussion that followed the conﬂ ict 
discussion to capture the extent to which the couple was able to focus on the positive discussion. 
Third, we calculated the diff erence in scores between positive emotions during the positive task 
and the conﬂ ict discussions. More speciﬁ cally, the aggregated total duration of positive emotions 
of both conﬂ ict discussions was subtracted from total duration of positive emotions during the 
positive task. Higher values indicated that adolescents displayed more positive emotions during 
the positive task relative to their level of positive emotions during the conﬂ ict task.
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Relationship Status
Relationship status was assessed at Times, 2, 3, and 4 by asking both members of the couple 
whether they were still together with the same partner. No diff erences between boys and girls 
were recorded.
Strategy of Analysis
To test whether self-reported and observed conﬂ ict resolution and observed conﬂ ict recovery 
predicted the end of middle adolescents’ relationships, a Survival analysis framework was applied 
(Singer & Willet, 1993) using the software package MPLUS 5.1 (Muthen & Muthen,1998-2008).
Within a Multilevel Proportional Hazard Model, a couple’s breakup represented an event while 
the diff erent measures for conﬂ ict resolution and conﬂ ict recovery across the measurement 
waves were speciﬁ ed as time-varying predictors. Thus, observed and self-reported conﬂ ict 
resolution as well as the observed conﬂ ict recovery was used to predict breakups in subsequent 
measurement waves. Separate models were estimated to examine the eff ects of the diff erent 
time-varying predictors on the likelihood of breakups. Due to multiple tests, a Bonferroni 
correction was applied with α = .001. Boys’ and girls’ measures were always entered separately.1 
Because participants’ age and the duration of the relationship could be related to the breakup, 
we controlled for these variables in all our analyses. Thus, boys’ and girls’ age at Time 1 and 
duration of the relationship at Time 1 were included as time-ﬁ xed predictors. Hazard ratios and 
conﬁ dence intervals were reported as eff ect sizes. 
Results
Manipulation Check
To test whether we successfully elicited conﬂ ict in the paradigm employed, we conducted 
a repeated measures ANOVA with negative emotions in the four discussion tasks (planning a 
party, conﬂ ict boy, conﬂ ict girl, happy memory discussion) as a within-subject factor. A repeated 
measures ANOVA with a Greenhouse-Geisser correction showed that mean negative emotions 
diff ered signiﬁ cantly among the four discussion tasks: F(2.54, 404.15) = 18.78, ηp2 = .11, p < .001. 
Post-hoc tests using the Bonferroni correction revealed that both conﬂ ict discussions elicited 
more negative emotions. Boys’ conﬂ ict discussion elicited more negative emotions compared to 
1 Interaction terms between girls’ and boys’ measures were also tested. However, none of these were signiﬁ cant. Therefore, 
only the results of the models with main eff ects are reported.
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the “planning a party” discussion (resp., M = 8.07, SD = 9.25, M = 3.96, SD = 4.83, p < .001) and 
the happy memory discussion (M = 4.78, SD = 6.20, p < .001). Similarly, girls’ conﬂ ict discussion 
elicited higher levels of negative emotions than the “planning a party” discussion (M = 8.13, SD 
= 10.08, p < .001) and the happy memory discussion (p < .001). Levels of negative emotions 
were not signiﬁ cantly diff erent in the boys’ and girls’ conﬂ ict discussions (p = .94) nor between 
the “planning a party” discussion and “happy memory” discussion (p = .09). Thus, conﬂ ict was 
successfully elicited in the conﬂ ict discussions. 
Descriptives
Independent t-tests showed that girls expressed signiﬁ cantly more negative emotions during the 
conﬂ ict discussions at Time 1 and Time 3 than boys (Table 1). Boys and girls did not diff er on the 
remaining measures.
Regarding conﬂ ict topics, at Time 1 boys most often chose the “taking your girlfriend to 
parties ” topic (n = 19; 23.8%), followed by “cheating with or kissing someone else” (n = 15; 18.8%), 
and “jealousy” (n = 13; 16.3%). At Time 2 boys most often choose similar topics. “Cheating with 
or kissing someone else” (n = 15; 30.6%) was now most often chosen, followed by “taking your 
girlfriend to parties” topic (n = 10; 20.4%), and “jealousy” (n = 6; 12.2%). At time 3, boys most 
often chose “taking your girlfriend to parties” topic (n = 10; 23.3%), followed by “jealousy” (n = 8; 
18.6%) and “parents not allowing spending the night together” (n = 4; 9.3%).
At Time 1 girls most often chose “cheating with or kissing someone else” (n = 26; 32.5%), 
“taking your boyfriend to parties” (n = 18; 22.5%), and “jealousy” (n = 13; 16.3%). At Time 2 girls 
most often choose similar topics. “Cheating with or kissing someone else” (n = 11; 20.4%) and 
“taking your boyfriend to parties” (n = 11; 20.4%), followed by “parents not allowing spending 
the night together” (n =5; 9.3%). At time 3, girls most often chose “not being on time/forgetting 
appointments” topic (n = 7; 15.9%), followed by “cheating with or kissing someone else” (n = 5; 
11.4%)” and “taking your boyfriend to parties” (n = 5; 11.4%).
Does Conﬂ ict Resolution Predict Breakups? 
Table 2 displays the results of the Multilevel Proportional Hazard Model analyses regarding 
conﬂ ict resolution and conﬂ ict recovery. 
Self-reported Conﬂ ict Resolution
Self-reported positive problem solving was not related to a lower likelihood of breakups; neither 
boys’ self-reported positive problem solving (Hazard Ratio = 0.76, p = .26, 95% CI = .48 – 1.21) 
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nor girls’ self-reported positive problem solving (Hazard Ratio = 1.16, p = .55, 95% CI = .72 – 
1.87) predicted breakups. None of the control variables (i.e., boys’ and girls’ age and the duration 
of the relationship) were signiﬁ cant. In addition, neither boys’ negative conﬂ ict resolution styles 
(Hazard Ratio = .89, p = .63, 95% CI = .57 – 1.40) nor girls’ negative conﬂ ict resolution styles 
(Hazard Ratio = .89, p = .63, 95% CI = .55 – 1.43) predicted breakups. None of the control 
variables were signiﬁ cant.
Note. Duration values for observation predictors are in seconds.  
Means and Standard Deviations
Table 1
Conﬂ ict Resolution
Positive problem solving T1
Positive problem solving T2
Positive problem solving T3
Negative resolution style T1
Negative resolution style T2
Negative resolution style T3
Satisfaction with actual resolution T1
Satisfaction with actual resolution T2
Satisfaction with actual resolution T3
Expressed negativity T1
Expressed negativity T2
Expressed negativity T3
Conﬂ ict Recovery
Positive emotions after perturbation T1
Positive emotions after perturbation T2
Positive emotions after perturbation T3
Positive emotions after conﬂ ict T1
Positive emotions after conﬂ ict T2
Positive emotions after conﬂ ict T3
Diff erence score positive emotions T1
Diff erence score positive emotions T2 
Diff erence score positive emotions T3
 3.78
 3.70
 3.77
 1.75
 2.10
 1.93
 2.16
 2.50
 2.45
 6.31
 4.20
 4.93
 3.20
 2.43
 2.45
21.44
19.30
21.25
-3.50
-3.12
-3.09
    .71
    .82
    .86
    .48
    .55
    .43
    .77
    .86
    .70
  8.13
 5.08
 3.64
  3.88
  2.50
  2.17
16.44
15.17
14.69
14.76
16.28
10.78
  3.65
  3.78
  3.69
  1.76
  1.96
  1.98
  2.04
  2.41
  2.25
  9.89
  5.97
10.42
  2.43
  2.21
  2.25
22.56
19.38
20.75
  -.87
 1.06
   .63
   .76
    .82
    .85
    .44
    .41
    .39
    .79
    .83
    .96
  8.50
  6.06
  8.16
  2.23
  2.76
  2.65
16.15 
11.06
13.48
18.15
14.72
15.16
  1.09
   -.38
    .30
   -.07
  1.23
  -.40
  1.05
    .45
    .81
 -2.73
 -1.35
 -3.01
  1.54
    .36
    .28
   -.44
   -.03
    .12
 -1.00
 -1.15
  -.98
   .28
   .71
   .76
   .95
   .22
   .69
   .30
   .65
   .42
   .007
   .18
   .004
   .13
   .72
   .78
   .66
   .98
   .90
   .32
   .26
   .33
M SD M SD t p
Boys Girls
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Results for the Multilevel Proportional Hazard Model Analyses on Breakup regarding Conﬂ ict 
Resolution and Conﬂ ict Recovery
Table 2
Boys’ positive problem solving
Girls’ positive problem solving
Boys’ age
Girls’ age
Relationship duration
-.27
 .15
-.01
-.38
-.02
 .24
 .25
 .10
 .16
 .02
 .76
1.16
 .99
 .68
 .99
 .48 - 1.21
 .72 - 1.87
 .81 - 1.21
 .50 -   .94
 .94 - 1.03
 .26
 .55
 .92
 .02
 .50
Boys’ negative resolution style
Girls’ negative resolution style
Boys’ age
Girls’ age
Relationship duration
-.11
-.12
-.05
-.37
-.01
 .23
 .24
 .04
 .17
 .02
 .89
 .89
 .95
 .69
 .99
 .57 - 1.40
 .55 - 1.43
 .89 - 1.02
 .50 -   .96
 .95 - 1.03
 .63
 .63
 .17
 .03
 .61
Boys’ satisfaction with actual resolution
Girls satisfaction with actual resolution
Boys’ age
Girls’ age
Relationship duration
 .07
-.05
-.05
-.30
-.01
 .23
.27 
.03
 .15
 .02
1.07
 .61
 .96
 .74
 .99
 .68 - 1.68
 .36 - 1.05
 .90 - 1.01
 .56 -   .98
 .96 - 1.03
 .76
 .08
 .11
 .04
 .80
Boys’ expressed negativity
Girls’ expressed negativity
Boys’ age
Girls’ age
Relationship duration
 .19
-.42
-.04
-.34
-.01
 .23
.24
 .03
 .15
 .02
1.21
 .66
 .96
 .72
 .99
 .77 - 1.90
 .41 - 1.04
 .91 - 1.02
 .54 -   .95
 .95 - 1.03
 .40
 .07
 .23
 .02
 .58
b SE HR 95% CI p
Conﬂ ict Resolution
Boys’ positive emotions after perturbation
Girls’ positive emotions after perturbation
Boys’ age
Girls’ age
Relationship duration
-.65
-.01
-.07
-.32
-.01
 .23
 .20
 .03
 .15
 .02
 .53
 .99
 .93
 .73
 .99
 .33 -   .82
 .67 - 1.48
 .87 -   .99
 .54 -   .97
 .96 - 1.03
 .001
 .97
 .03
 .03
 .67
Boys’ positive emotions after conﬂ ict 
Girls’ positive emotions after conﬂ ict
Boys’ age
Girls’ age
Relationship duration
-.34
-.15
-.04
-.31
-.01
 .21
 .26
 .03
 .15
 .02
 .71
 .86
.96
 .74
 .99
.47 - 1.08
.52 - 1.43
.91 - 1.02
.55 -  .98
.95 - 1.03
 .12
 .57
 .18
 .04
 .52
Conﬂ ict Recovery
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Boys’ diff erence score positive emotions
Girls’ diff erence score positive emotions
Boys’ age
Girls’ age
Relationship duration
 .34
-.19
-.05
-.35
-.01
 .22
 .21
 .03
 .15
 .02
1.41
 .83
 .95
 .71
 .99
.93 - 2.14
.55 - 1.25
.89 - 1.01
.52 -  .96
.96 - 1.03
 .11
 .37
 .09
 .02
 .73
Self-reported Satisfaction with Actual Conﬂ ict Resolution
Satisfaction with the actual conﬂ ict resolution was not related to a lower likelihood of breakups; 
neither boys’ self-reported satisfaction (Hazard Ratio = 1.07, p = .76, 95% CI = .68 – 1.68) nor 
girls’ self-reported satisfaction (Hazard Ratio = .61, p = .08, 95% CI = .36 – 1.05) predicted 
breakups. None of the control variables were signiﬁ cant.
Observed Expressed Negativity during Conﬂ ict
Expressed negative emotions were not related to breakups; neither boys’ negative emotions 
(Hazard Ratio = 1.21, p = .40, 95% CI = .77 – 1.90) nor girls’ negative emotions (Hazard Ratio 
= .66, p = .07, 95% CI = .41 – 1.04) predicted breakups. None of the control variables were 
signiﬁ cant.
Does Conﬂ ict Recovery Predict Breakups? 
Next, we investigated whether the likelihood of breaking up depended on conﬂ ict recovery. 
Results indicated that boys’ ability to immediately recover after a perturbation was not related to 
a breakup (Hazard Ratio = .53, p = .006; 95% CI = .33 – .82), which was also true for girls (Hazard 
Ratio = .99, p = .97, 95% CI = .67 – 1.48). None of the control variables were signiﬁ cant. In 
addition, positive emotions after the conﬂ ict discussion were not signiﬁ cantly related to breakups 
for either boys (Hazard Ratio = .71, p = .12, 95% CI = .47 – 1.08) or girls (Hazard Ratio = .86, p 
= .57, 95% CI = .52 – 1.43). None of the control variables were signiﬁ cant. Finally, the diff erence 
score between positive emotions during the positive task and the conﬂ ict discussion was not 
related to breakups for either boys (Hazard Ratio = 1.41, p = .11, 95% CI = .93 – 2.14) or girls 
(Hazard Ratio = .83, p = .37, 95% CI = .55 – 1.25). None of the control variables were signiﬁ cant.
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Discussion
The results from this prospective study of adolescent couples suggest that conﬂ ict resolution and 
conﬂ ict recovery are not related to adolescents’ romantic relationship breakups. Adolescents 
who were capable of either resolving or recovering from conﬂ ict were not more likely to stay 
together over time. These results sharply contrast the outcomes of many previous ﬁ ndings 
among late adolescents, young adults, and married couples, which provided strong evidence for 
the importance of resolution and recovery for relationship longevity (e.g., Gottman & Levenson, 
2000, 2002; Salvatore et al., 2011).
Methodologically, we rigorously operationalized conﬂ ict resolution and conﬂ ict recovery, 
using both adolescents’ self-reports and observational data. We further extended previous 
research by employing a longitudinal design in which stable adolescent couples were measured 
every year, decreasing the time between measurement and breakup. Previous studies have often 
relied upon a single measurement, with as many as 14 years occurring between measurement 
waves in marital research (Gottman & Levenson, 2000). However, between the ages of 15 and 
18, teenagers are developing quickly in their romantic relationships. As a result, features such 
as conﬂ ict resolution and recovery might change dramatically during this developmental period 
(Collins, 2003). Thus, the current approach resulted in more reliable estimators of conﬂ ict 
resolution and recovery than when only a single measurement of conﬂ ict resolution and recovery 
was used to predict breakups.
Given that the current study was the ﬁ rst to use both self-reports and observational 
indicators with this particular age group, our results suggest that during this speciﬁ c developmental 
period conﬂ ict resolution and recovery are not predictive of breakups. Previous studies have 
found that conﬂ icts do occur in this age group (Fuhrman & Buhrmester, 1992; Laursen, 1995), 
and conﬂ icts with partners tend to increase during this period as adolescents become closer 
and more intimate with one another (Laursen & Collins, 1994). As such, how can we explain that 
adolescents’ conﬂ ict resolution and recovery are not predictive of breakup? The context in which 
these conﬂ icts occur is quite diff erent from more established relationships in early adulthood 
and marital relationships. Within established couples, overcoming conﬂ ict enables the couples to 
attain long-term relationship goals that will be reﬂ ected in higher levels of relationship satisfaction 
(Karney & Bradbury, 1995) and, thus, longer relationships.
However, for adolescents, the relationship context diff ers in two important ways. First, 
although conﬂ icts increase during this developmental period for adolescents and their partners, 
it is unlikely that adolescents have as many conﬂ icts as adults in marital relationships. When 
irritations or conﬂ icts do occur, adolescents tend to deny or downplay the signiﬁ cance of them 
(Feldman & Gowen, 1998; Shulman et al., 2006; Tuval-Mashiach & Shulman, 2006) thereby 
minimizing the eff ect of conﬂ ict on the relationship. Consequently, tapping into conﬂ ict resolution 
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and recovery when conﬂ icts do not occur on a regular basis might not reﬂ ect real-life signiﬁ cance 
for adolescents’ romantic relationships and hence, is not predictive of dissolution.
Second, how conﬂ icts are handled may not deﬁ ne adolescents’ sense of relationship 
satisfaction. In many romantic relationships among adolescents, goals are less about long-term 
commitments and attachment (Feiring, 1996). Rather, affi  liative functions of dating are more valued, 
such as spending time together, providing companionship, and seeking peer approval (Furman & 
Wehner, 1994; Paul & White, 1990; Roscoe, Kennedy, & Pope, 1987) as well as experiencing 
intimacy, passionate love, and attraction (Connolly, Craig, Goldberg, & Pepler, 1999). Whereas in 
adulthood satisfaction is experienced when partners have a daily life that reﬂ ects the long-term 
goals of the couple, adolescents’ satisfaction might be more about recreational purposes and 
experiencing passionate love and attraction in the ﬁ rst place. Hence, during this developmental 
period, conﬂ ict resolution and recovery are not important yet. Over time, as the relationship 
goals change to support long-term commitments, conﬂ ict resolution and recovery might be more 
signiﬁ cant in deﬁ ning relationship satisfaction and would therefore relate to breakups (Shulman 
et al., 2006).
Several limitations of this study must be noted. First, although the current sample size is 
comparable to other observational studies (see, for example, Salvatore et al., 2011), it did not 
allow for the investigation of potential important moderators such as frequency and severity of 
conﬂ ict. Second, most adolescents were of Dutch origin and engaged in intermediate or higher 
educational levels, which limits the generalizability of the current ﬁ ndings. Third, the analytical 
approach enabled us to make more reliable estimates of conﬂ ict resolution and recovery over a 
3-year period. However, we currently know little about when conﬂ ict occurs between partners, 
and it is possible that conﬂ icts within adolescents’ romantic relationships might occur right before 
the end of the relationship. A longitudinal design in which couples are assessed monthly to 
predict breakups over a one-year period could shed more light on conﬂ ict resolution and conﬂ ict 
recovery as predictors for breakups.
Despite these limitations, this is the ﬁ rst prospective study to investigate conﬂ ict resolution 
and recovery in relation to middle adolescents’ romantic breakups. These results indicate that 
teenagers’ romantic relationships are a unique phase in development in which relationship 
processes that have been found to be of key importance in later periods of life are not valid. 
Romantic dissolutions can be a huge personal loss for teenagers, fueling feelings of despair and 
depressive mood. Thus, identifying relationship factors that contribute to these events needs to 
be better understood in future research.
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Abstract
We examined the associations between observed expressions of positive and negative emotions 
during conﬂ ict discussions and depressive symptoms during a 2-year period in a sample of 160 
adolescents in 80 romantic relationships (M age = 15.48, SD = 1.16). Conﬂ ict discussions were 
coded using the 10-code Speciﬁ c Aff ect Coding System. Depressive symptoms were assessed at 
the time of the observed conﬂ ict discussions (Time 1) and 2 years later (Time 2). Relationship 
break-up over the 2-year period was assessed at Time 2. Data were analyzed using Actor–Partner 
Interdependence Models. Girls’ depressive symptoms at T2 were related to their own expression 
of both positive and negative emotions (actor eff ect) at T1. Boys’ depressive symptoms at T2 
related to their own positive emotions and negative emotions (actor eff ect) and girls’ negative 
emotions (partner eff ect). Relationship break-up was unrelated to depressive symptoms at 
T1 or T2, and the expression of negative and positive emotions during the conﬂ ict discussion. 
Implications of these ﬁ ndings for understanding the role of adolescent intimate relationships on 
mental health are discussed. 
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Introduction
By age 16, most adolescents have been involved in at least one romantic relationship (Carver, Joyner, & Udry, 2003), and once established, romantic partners are central in their lives and 
quickly become comparable in importance to parents, siblings, and best friends (Furman, Ho, & 
Low, 2007). Despite the normative nature of romantic relationships in adolescence, they can be 
potentially disruptive to both social and emotional adjustment (Collins, Welsh, & Furman, 2009). 
Romantic relationships encompass a range of positive experiences, such as companionship, 
intimacy, feelings of passion, and social support from partners (Connolly, Craig, Goldberg, & 
Pepler, 1999; Furman, Simon, Shaff er, & Bouchey, 2002). However, several studies have linked 
adolescent romantic relationships with increases in problem behavior (Furman et al., 2007) and 
increased depression (Ayduk, Downey, & Kim, 2001; Davila, Steinberg, Kachadourian, Cobb, & 
Fincham, 2004; Joyner & Udry, 2000; Monroe, Rohde, Seeley, & Lewinsohn, 1999). Although 
problem behavior and depression are certainly not characteristic of all adolescent romantic 
relationships, they occur commonly enough to warrant further study of the interpersonal 
characteristics and dynamics associated with adjustment problems. In particular, surprisingly little 
is known about how relationship dynamics within romantic relationships might amplify, or reduce, 
adolescents’ depressive symptoms (Davila, 2008). Hence, in this observational study we aimed 
to investigate whether negative and positive emotions during conﬂ ict discussions in adolescents’ 
romantic relationships are related to depressive symptoms. 
Theories about the development of depressive symptoms in interpersonal relationships 
suggest that problems in close dyads are both a consequence of and a risk factor for depression 
(Joiner & Coyne, 1999). The stress generation model describes that people with depression may 
play a role in amplifying their depression by generating interpersonal stressors. High interpersonal 
stressors, such as high levels of conﬂ ict, in combination with poor interpersonal problem solving 
skills likely exacerbate the depressive symptoms (Davila, Hammen, Burge, Daley, & Paley, 1995; 
Hammen, 2009). In addition, the extent to which the relationship itself generates stress might 
be linked to depression (Davila, 2008). Challenging romantic relationships in combination with 
limited experiences with navigating the inevitable relationship conﬂ icts might increase or put 
adolescents at risk for depressive symptoms.
Adolescents’ interpersonal functioning in romantic relationships has rarely been investigated 
in association with depressive symptoms. Survey studies have shown that negative qualities of 
romantic relationships are related to adolescents’ depressive symptoms, even when the quality 
of peer and best friend relationships was considered (La Greca & Harrison, 2005; Simon, Aikins, 
& Prinstein, 2008). Moreover, youths involved in a relationship with a depressed adolescent 
reported that the partner was less interpersonally competent (Daley & Hammen, 2002). 
Depressive symptoms have been shown to be related to the use of more destructive conﬂ ict 
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resolution styles (Ha, Overbeek, Cillessen, & Engels, in press), and adolescents with higher initial 
levels of depressive symptoms at age 15 were likely to show increases in conﬂ ict and decreases in 
positive problem solving in romantic relationships over a 5-year period (Vujeva & Furman, 2011). 
These studies imply that the inability to handle conﬂ ict and the ensuing emotional consequences 
may increase depressive symptoms (Davila, 2008: Joiner & Coyne, 1999).
The vast majority of studies to date have focused on adolescents’ self-reported relationship 
experiences that yield global thoughts about speciﬁ c interaction sequences (Welsh & Shulman, 
2008). However, awareness of complex interaction sequences within intimate relationships is 
rarely achieved (Gottman & Notarius, 2000), thus it is possible there are discrepancies in the 
predictive validity of self-reports and direct observations (Kerig, 2000). In observational research, 
relatively mundane, daily interaction patterns captured during well-deﬁ ned behavioral tasks are 
associated with change in developmental outcomes that unfolds over years (e.g., Laurent, Kim, 
& Capaldi, 2009). A common way to assess social interactions in intimate relationships is to ask 
both partners to discuss personal areas of conﬂ ict (Gottman & Notarius, 2000; Welsh & Shulman, 
2008). In the early days of observation studies on marital interactions, it was found that problem-
solving discussions addressing relationship conﬂ icts were critical for diff erentiating distressed 
from nondistressed marriages (Birchler, Weiss, & Vincent, 1975). Relationship dynamics that are 
captured in observational studies are assumed to be predictive because they sample a social 
interaction pattern that occurs daily and deﬁ nes the interpersonal space within which an individual 
is adapting and developing (Granic & Hollenstein, 2003; Hinde, 1989; Sameroff , 2009).
Although little observational research exists that links adolescent romantic relationships 
to depressive symptoms, it has been shown that in adult romantic relationships depressed 
individuals tend to show hostility and irritability with their spouse during conﬂ ict discussions 
(Johnson & Jacob, 2000; Kahn, Coyne, & Margolin, 1985). Similarly, Laurent and colleagues (2009) 
found that in a sample of young adults, couples with high levels of psychological aggression (e.g., 
verbal attacking) and concomitant negative emotions predicted women’s depressive symptoms 
over time. In a study of adolescent best friendship dyads, Allen et al. (2006) found that anger and 
hostility expressed during interactions predicted relative increases in depressive symptoms over 
time.
Less understood is the potential role of positive relationship dynamics in protecting 
adolescents from depressive symptoms. Little research has examined the possibility that positive 
emotions in adolescents’ romantic relationships, such as humor and aff ection, might be an 
important source of support and bolster adolescents’ mental health. Depressed adolescents 
show less positive emotions in general, and in all probability, this holds true in their interactions 
with romantic partners (Forbes & Dahl, 2005). Positive emotions in adult intimate relationships 
are prognostic of low levels of conﬂ ict and negative behavior (Campbell, Martin, & Ward, 2008; 
Gottman & Levenson, 1986; Yuan, McCarthy, Holley, & Levenson, 2010). Previous studies have 
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found that women’s positive engagement (positive and neutral emotions) in conﬂ icts predicted 
lower levels of depression in both partners over time (Laurent et al., 2009).
Adolescents’ negative and positive emotions in romantic relationships are inherently 
transactional. How adolescents interact with their romantic partner depends not only on 
their own emotions, but also on the emotions of the partner. In fact, interpersonal theories 
about depressive symptoms are in essence theories about interdependent behaviors among 
relationship partners (Gotlib, 1992). Statistically, it is important to disentangle characteristics of 
each partner of a dyadic relationship from the characteristics of the social interaction. The actor–
partner interdependence model (APIM; Cook & Kenny, 2005) enables one to simultaneously 
estimate these unique and interdependent relationships. As such, levels of depressive symptoms 
are correlated not only with the individual’s own emotions (i.e., actor eff ect), but also with the 
level of the partner’s emotions (i.e., partner eff ect; see Figure 1).
Using the APIM model enables the investigation of possible gender diff erences in how 
adolescents are aff ected by the dynamics of their romantic relationship (Gabriel, Beach, & 
Bodenmann, 2010). Girls tend to be more interested in and attuned to romantic relationships 
than are boys (Rudolph & Hammen, 1999). Therefore, girls might be more strongly aff ected by 
romantic relationship conﬂ icts, compared with boys (Hammen, 2009), and their emotions might, 
in turn, deﬁ ne the emotional climate of the relationship. This could mean that girls’ negative and 
positive emotions in the interaction are more strongly related to their own and their partner’s 
depressive symptoms, as compared with boys’ negative and positive emotions.
Epidemiological studies have also found that depressed adolescents were more likely to 
report recent relationship break-ups (Ayduk et al., 2001; Monroe et al., 1999). However, the studies 
did not measure the dynamics of the romantic relationship and longitudinal change in depressive 
symptoms during adolescence. This developmental research is necessary to disentangle potential 
confounds associated with recall bias about depressive symptoms and to clarify how depressive 
symptoms may lead to relationship break-up. Speciﬁ cally, longitudinal research could elucidate 
whether the dynamics of the relationship (i.e., negative and positive emotions) or the break-up 
contributes to depressive symptoms over time. As such, we included measurements of negative 
and positive emotions, break-up, and depressive symptoms at two time points over a 2-year 
period.
This Study 
This observational study investigated whether adolescents’ expressed negative emotions and 
positive emotions during conﬂ ict discussions related to relative increases in depressive symptoms 
over a 2-year period. Speciﬁ cally, it was hypothesized that high levels of negative emotions (actor 
and partner eff ects) would be associated with higher levels of depressive symptoms at T2. 
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Conversely, we expected that more positive emotions (actor and partner eff ects) during conﬂ ict 
discussions would be related to less depressive symptoms at T2. These hypotheses were tested 
while taking relationship break-up into account to control for the fact that a relationship break-up 
could have contributed to heightened levels of depressive symptoms. 
Note. G = girls, B = boys. Path a = actor eff ect from boys’ emotions on their own depressive 
symptoms; Path b = partner eff ect from boys’ emotions on girls’ depressive symptoms; Path c 
= partner eff ect from girls’ emotions on boys’ depressive symptoms; Path d = actor eff ect from 
girls’ emotions on their own depressive symptoms.
e
eEmotions (G)
Emotions (B)
Depressive 
Symptoms (B)
Depressive 
Symptoms (G)
Depressive 
Symptoms (G)
Depressive 
Symptoms (B)
Time 1
a
b
c
d
Time 2
The Actor–Partner Interdependence Model of Emotions and Depressive Symptoms
Figure 1
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Method
Participants 
A total of 1,913 adolescents between 13 and 18 years old (M = 15.34, SD = .80; n = 983 girls) 
participated in a large project examining social skills and general dating behaviors (for more 
information see Ha, Overbeek, & Engels, 2010). The participants had been recruited from 10 
secondary schools in the east of The Netherlands. For our study, 701 adolescents (36.6% of the 
original sample) were approached who had provided contact information and were willing to 
participate in a longitudinal study. A criterion for inclusion was that adolescents were, at the time 
of inquiry, involved in a heterosexual relationship. In total, 163 adolescents (23.3 %) were involved 
in a romantic relationship, which is comparable to other Dutch samples (Ha, Overbeek, de Greef, 
Scholte, & Engels, 2010). Adolescents who met the inclusion criteria but declined participation did 
so because of practical reasons; for example, the partner lived in another city or the assessment 
would interfere with their school schedule. The most common reason for not participating was 
that adolescents initially agreed to participate but broke up their romantic relationship before 
the study assessment. After obtaining adolescents’ consent, we contacted each adolescent’s 
partner and asked them to participate as well. Parents were informed about the aims of the study 
and were asked to provide consent for their child’s participation. Three parents contacted the 
researchers for additional information, but none of them declined consent. 
The ﬁ nal sample comprised 80 heterosexual adolescent couples between age 13 and 18 
years at Time 1 (M age = 15.48 years, SD = 1.16). Most adolescents (96.2%) were of Dutch origin; 
10.1% were involved in lower vocational education, 32.3% in intermediate general education, 
53.8% in the highest level of secondary school (i.e., preparatory college and university education), 
and 3.8 % in other education. We performed independent t-tests to examine whether sample 
characteristics diff ered between the total sample and this observation sample. No signiﬁ cant 
diff erences were found regarding age, gender, origin, and level of education. Mean duration of 
the current relationship at T1 was 7.83 months (SD = 6.13); 56% of the participants had been in a 
relationship for less than 6 months. Regarding relationship experience at T1, 85% had at least one 
previous romantic relationship, and girls and boys reported having had an average of more than 
three previous relationships (M = 3.8, SD = 2.17; and M = 3.3, SD = 1.65, respectively). Between 
T1 and T2, 68% of the couples dissolved their relationship (n = 54 couples). Adolescents were 
paid €15 each for completing the questionnaire and participating in the observational component.
Procedure
One week before the observation sessions both partners completed their questionnaire online. 
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In the instructions we emphasized that answers would not be given to any third party, including 
parents, teachers, or their partner. We instructed adolescents to ﬁ ll out their questionnaires 
individually at home and to not consult with others. Adolescents and their partners were 
observed and videotaped in a private room at one of the participants’ schools. Prior to the 
series of interactions both adolescents were asked to independently choose the most applicable 
conﬂ ict subject from a list of eight common conﬂ ict issues between adolescent romantic partners 
(cf. Capaldi, & Crosby, 1997). These conﬂ ict topics included not being on time/forgetting 
appointments, jealousy, parents not liking your partner, disliking friends, cheating with or kissing 
someone else, parental rules about dating, taking your boyfriend or girlfriend to parties, and 
money issues. Next, the partners participated in ﬁ ve interaction tasks of 4.5 minutes each. Each 
topic was introduced by the researcher, who then left the room during each interaction task. As a 
warm-up task, the couple discussed a hypothetical situation in which they won one million euros 
in the lottery and could spend this money. In a second, neutral task, they planned a party together. 
In the third discussion the boy’s conﬂ ict topic was discussed and in the fourth discussion, the girl’s 
conﬂ ict topic.1 Finally, as a positive task the adolescents discussed past shared happy memories or 
fun times in the relationship (cf. Galliher, Welsh, Rostosky, & Kawaguchi, 2004; Kim, Capaldi, & 
Crosby, 2007). Approximately 2 years after T1, adolescents were contacted again and they ﬁ lled 
out questionnaires online. We received approval for this study from the ethics committee of the 
Faculty of Social Sciences, Radboud University Nijmegen, The Netherlands. 
Coding Procedures
The video recordings were coded using Observer software (The Observer, version 5) and a 
simpliﬁ ed 10-code version of the Speciﬁ c Aff ect Coding System instead of the original 18 codes 
(SPAFF; Gottman, McCoy, Coan, & Collier, 1996; Granic, O’Hara, Pepler, & Lewis, 2007). 
Behaviors were coded in real time for each adolescent separately. This means that coders 
continuously deﬁ ned expressed behaviors using an emotion code. Each emotion code was based 
on a combination of facial expressions, gestures, and speech characteristics, such as tone, volume, 
and speech rate. The modiﬁ ed SPAFF system consisted of 10 mutually exclusive emotion codes: 
contempt, anger, fear/anxiety, sad/withdrawn, whine/complain, neutral, interest/curiosity, 
humor, joy/excitement, and aff ection. With this system, trained observers entered codes for 
both adolescents independently in real time, yielding two synchronized streams of continuous 
data.
Before initiating coding of the video interactions, observers were intensively trained by the 
1 The order of the conﬂ ict discussions of the boys and the girls was not counterbalanced; therefore, possible order eff ects 
could not have been ruled out. 
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ﬁ rst author for 4 months to reach a criterion of 75% agreement and .65 kappa using a frequency/
sequence-based comparison and a criterion of 80% agreement using a duration/sequence-
based comparison (Noldus Observer 5.0). These two reliability methods were used to ensure 
accuracy in coding both the onset and the duration of the events. Weekly recalibration training 
was conducted to minimize coder drift. Thirty percent of all sessions were coded by two or 
three coders. Coders were blind to which interactions were used to assess observer agreement. 
In addition, the ﬁ rst author randomly checked the SPAFF codes of three remaining interactions 
every week. The average coder agreement was 81% (κ = .76) and 95% duration/sequence based.
Measures
Depressive Symptoms
We assessed depressive symptoms at T1 and T2 with a Dutch version (Cuijpers, Boluijt, & van 
Straten, 2008) of the 20-item Center for Epidemiological Studies Depression Scale (CES-D; 
Radloff , 1977). Adolescents used a scale ranging from 0 (less than one day) to 4 (5–7 days) 
to indicate how often during the past week they had been bothered by the listed depressive 
symptoms. The CES-D has well-established psychometric properties, including high test–retest 
reliability and high internal consistency of .85 in the general population (Radloff , 1977; Roberts, 
Andrews, Lewinsohn, & Hops, 1990). For adolescent samples a score of 16 or more is generally 
considered to be indicative of potential depression. With this cutoff  score, 28.5% (T1) and 30.1% 
(T2) of the girls and 13.5% (T1) and 21.9% (T2) of the boys in this sample could be classiﬁ ed as 
having a potential risk for depression. However, the CES-D was designed for use in the general 
population and is more suitable to be used with a continuum approach to assess depressive 
symptoms (MacPhee & Andrews, 2006). Therefore, we used a continuous depression score in all 
analyses. Cronbach’s α across all items of the scale at T1 was .92 for girls and .84 for boys and at 
T2, .89 for girls and .91 for boys.
Negative and Positive Emotions
Adolescents’ aff ective responses during the boys’ and girls’ conﬂ ict discussions (the third and 
fourth discussion tasks, respectively) were used to measure negative and positive emotions 
during conﬂ ict discussions. Negative emotions consisted of contempt, anger, fear/anxiety, sad/
withdrawn, and whine/complain, whereas positive emotions consisted of interest/curiosity, humor, 
joy/excitement, and aff ection. Average duration of time spent in positive and negative emotions 
was computed by taking the total duration of expressions of negative and positive emotions 
and dividing by the frequency at which each occurred (Granic et al., 2007). We were primarily 
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interested in each adolescent’s tendency to express positive and negative emotion during conﬂ ict 
discussions, so we aggregated both conﬂ ict discussions into a single score. The correlation for 
boys was .28 (p < .05) for negative and .41 (p < .001) for positive emotions, and for females 
.25 (p < .05) for negative and .27 (p < .05) for positive emotions. Aggregating across conﬂ ict 
tasks also improves the reliability of the estimate of each participant’s emotional expressiveness 
(Stoolmiller, Eddy, & Reid, 2000).
Relationship Status
At T2, relationship status was assessed. We asked both adolescents whether they were still 
together with the same partner.
Strategy of Analyses
We speciﬁ ed two path models using Mplus (Muthén & Muthén, 1998–2008) to test whether 
negative emotions and positive emotions were related to depressive symptoms at T2, controlling 
for previous levels of depression at T1 (Figure 1). The models were estimated for negative and 
for positive emotions separately. The eff ect of each participant’s emotions during the conﬂ ict 
discussion was estimated as both actor and partner eff ects. That is, the model disentangles the 
extent to which the participant’s depressive symptoms at T2 were aff ected by their own emotions 
at T1 (actor eff ect) and by their partner’s emotions at T1 (partner eff ect) during the conﬂ ict 
discussions. Second, we speciﬁ ed two path models that controlled for the possible eff ects of 
relationship break-up as a competing explanation for the adolescents’ depressive symptoms at T2. 
Similar models were tested as in Figure 1, again separately for negative and for positive emotions, 
but now break-up was included as a predictor of depressive symptoms at T2. Moreover, the 
extent to which individual depressive symptoms and emotions at T1 predicted later break-up was 
also examined. Guided by the work of Furman and Simon (2006), which involved a sample of 65 
dyads, we used observed variables in the estimation of the APIM model. The ﬁ t of the models 
was assessed using comparative ﬁ t index (CFI) and root mean square error of approximation 
(RMSEA). CFI is considered to show a good ﬁ t when it attains values of .90 or higher (Bentler, 
1989), and RMSEA reﬂ ects a good ﬁ t with values of .08 or lower (Browne & Cudeck, 1993).
Results 
Descriptives
Independent t-tests showed that girls reported more depressive symptoms than did boys at T1, 
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t(149) = 3.35, p < .001 (Table 1). No signiﬁ cant sex diff erences emerged for depressive symptoms 
at T2 and positive emotions. Girls showed more negative emotions than did boys, t(158) = 2.96, 
p < .01, but there were no diff erences between boys and girls on the average duration of positive 
emotion. Regarding conﬂ ict topics, boys most often chose the “taking your girlfriend to parties” 
topic (n = 19; 23.8%), followed by “cheating with or kissing someone else” (n = 15; 18.8%), and 
“jealousy” (n = 13; 16.3%). Girls most often chose “cheating with or kissing someone else” (n = 
26; 32.5%), “taking your boyfriend to parties” (n = 18; 22.5%), and “jealousy” (n = 13; 16.3%).
Bivariate correlational analyses (Table 2) showed that for boys and for girls, depressive 
symptoms at T1 correlated with depressive symptoms at T2. Notably, for girls but not for boys 
depressive symptoms at T1 were correlated with the expression of negative emotions. In addition, 
negative emotions were correlated to higher levels of depressive symptoms at T2 for boys and 
for girls. Positive emotions of boys were not correlated to depressive symptoms at T1 and T2. 
Positive emotions of girls, on the contrary, were positively correlated to depressive symptoms at 
T2, indicating that longer durations of positive emotion during the conﬂ ict discussions related to 
higher levels of depressive symptoms at T2.
Concerning correlations between boys and girls (Table 2), it was found that boys’ and girls’ 
depressive symptoms were related at T1 and T2. Girls’ depressive symptoms at T1 were not 
related to negative and positive emotions from boys at T1. In addition, girls’ depressive symptoms 
at T2 were related to boys’ negative emotions at T1. Boys’ depressive symptoms at T1 were 
related to girls’ negative emotions at T1. Moreover, boys’ depressive symptoms at T2 were 
related to both girls’ negative and positive emotions at T1. Boys showed higher levels of negative 
emotions when girls showed higher levels of negative emotions. This was also true for positive 
emotions; boys showed higher levels of positive emotions when girls showed higher levels of 
positive emotions.
Age and duration of the relationship at T1 and break-up at T2 were uncorrelated to 
depressive symptoms or emotional expressiveness.
Depressive symptoms T1
Depressive symptoms T2
Negative emotions T1
Positive emotions T1
8.68
10.66
1.56
3.85
6.48
9.59
1.34
1.62
13.22
12.12
2.20
3.65
9.97
8.28
1.39
1.35
3.35
1.34
2.96
.62
< .001
ns
< .01
ns
Note. Duration values for positive and negative emotions are in seconds.
Means and Standard Deviations (N = 160)
Table 1
M SD M SD t p
Boys Girls
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Girls
(1) Depressive symptoms T1
(2) Depressive symptoms T2
(3) Negative emotions T1
(4) Positive emotions T1 
Boys 
(5) Depressive symptoms T1
(6) Depressive symptoms T2
(7) Negative emotions T1
(8) Positive emotions T1
 .50**
 .37**
 .14
 .29*
 .32**
 .17
-.08
 .37**
 .28*
 .22
 .38**
 .37**
 .09
 .22*
 .25*
 .41**
 .35**
-.04
 .01
 .25*
 .14
 .27*
 .50**
 .08
-.09
 .26*
 .19  .12
*p < .05, **p < .01
Bivariate Correlations of Observed Negative and Positive Emotions and Self-Reported 
Depressive Symptoms of Girls and of Boys
Table 2
(1) (2) (3) (4) (5) (6) (7)
Negative and Positive Emotions and Future Depressive Symptoms
Figures 2 and 3 present the results of the APIM models predicting depressive symptoms in boys 
and girls at T2 in relation to negative and positive emotions at T1. The following results are 
reported separately for negative emotions and for positive emotions during conﬂ ict discussions, 
while controlling for age. Boys’ age was regressed on boys’ depressive symptoms at T1 and T2 
and also on boys’ negative and positive emotions at T1. Similarly, girls’ age was regressed on girls’ 
depressive symptoms at T1 and T2 and also on girls’ negative and positive emotions at T1.2 Both 
the negative and the positive emotion models showed a good ﬁ t.3
2 In additional analyses, duration of the relationship at T1 was tested as a control variable instead of age. Because of the 
sample size it was not possible to test age and relationship duration simultaneously as control variables. As with age, 
duration at T1 was regressed on depressive symptoms at T1 and T2 and also on the boys’ and the girls’ negative and positive 
emotions at T1. Results showed that duration of the relationship at T1 was not signiﬁ cantly related to any of the variables.
3 When positive and negative emotions were tested in one model, problematic model ﬁ t was attained (CFI = .87; RMSEA = 
.11), yet the pattern of the results essentially remained the same. 
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Negative 
Emotions (G)
Negative 
Emotions (B)
Note. G = girls, B = boys. Path a = actor eff ect; Path b = partner eff ect; Path c = partner eff ect; 
Path d = actor eff ect. Fit indices: χ2/df ratio = 0.89; CFI = 1.00; RMSEA = .00. Explained variance: 
boys’ depressive symptoms, T2, R2 = .39, p < .001; girls’ depressive symptoms, T2, R2 = .32, p 
< .001.
*p < .05, **p < .01, ***p < .001.
e
e
Depressive 
Symptoms (B)
Depressive 
Symptoms (G)
Depressive 
Symptoms (G)
Depressive 
Symptoms (B)
Time 1
a
.06.19
.03
.28* .15.17**
.30***
b .49**
.00
   .40*
-0.7
   .43***
  .38***
c
d
Time 2
APIM Model Results for the Associations between Negative Emotions and Depressive 
Symptoms (Standardized Beta Coeffi  cients)
Figure 2
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Positive 
Emotions (G)
Positive 
Emotions (B)
Note. G = girls, B = boys. Path a = actor eff ect; Path b = partner eff ect; Path c = partner eff ect; 
Path d = actor eff ect. Fit indices: χ2/df ratio = 1.24; CFI = .97; RMSEA = .06. Explained variance: 
boys’ depressive symptoms, T2, R2 = .38, p < .001; girls’ depressive symptoms, T2, R2 = .29, p 
< .01.
*p < .05, **p < .01, ***p < .001.
e
e
Depressive 
Symptoms (B)
Depressive 
Symptoms (G)
Depressive 
Symptoms (G)
Depressive 
Symptoms (B)
Time 1
a
-.13.03
-.03
.28 .18.15*
.16
b .29
.10
.30*
.27**
.54***
.44***
c
d
Time 2
APIM Model Results for the Associations between Positive Emotions and Depressive Symptoms 
(Standardized Beta Coeffi  cients)
Figure 3
Negative Emotions
Depressive symptoms of boys and of girls were moderately stable over the 2-year period (Figure 
2). An actor eff ect was found for only girls’ negative emotions at T1 relating to their depressive 
symptoms at T2. In addition, a partner eff ect was found: girls’ negative emotions at T1 related to 
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boys’ depressive symptoms at T2. Boys who experienced more negativity from their girlfriends 
during conﬂ ict discussions were more likely to have higher levels of depressive symptoms at 
T2, controlling for T1 levels. Concerning the “age” control variable, it was found that age was 
signiﬁ cantly related to boys’ depressive symptoms at T1 (β = .17, p < .05) and T2 (β = -.18, p < 
.01). The direction of eff ects suggests that older boys had higher levels of depressive symptoms 
at T1 but lower levels of depressive symptoms at T2 than did younger boys. In contrast, for girls 
there was no covariation between age, negative emotion, and depressive symptoms at T1 and T2.
Gender diff erences in the stability paths of depressive symptoms and in the actor and 
partner eff ects of negative emotions on depressive symptoms at T2 were examined by individually 
constraining the three sets of paths to be invariant between girls and boys. A signiﬁ cant chi-square 
diff erence, using the correction suggested by Satorra and Bentler (2001), between constrained 
and unconstrained models indicates statistically signiﬁ cant diff erences between groups. The 
adjusted chi-square diff erence tests indicated that the three sets of paths did not diff er as a 
function of gender.
Positive Emotions
Depressive symptoms of boys and girls were moderately stable over time (Figure 3). Only actor 
eff ects were found: boys’ and girls’ positive emotions during conﬂ ict discussions related to their 
own levels of depressive symptoms at T2. More speciﬁ cally, longer average durations of positive 
emotions during conﬂ ict discussion were related to more depressive symptoms at T2, controlling 
for T1 levels. No partner eff ects were found; therefore, a buff er eff ect of positive emotions on 
adolescent depressive symptoms was not supported. Concerning the “age” control variable, it 
was found that age was signiﬁ cantly related to boys’ depressive symptoms at T1 (β = .18, p < .05) 
and T2 (β = -.20, p < .01). The direction of eff ects suggests that older boys had higher levels of 
depressive symptoms at T1 but lower levels of depressive symptoms at T2 than younger boys 
did. No signiﬁ cant relationships were found for age and depressive symptoms at T1 and T2 and 
positive emotions for girls. As in the negative emotion model, the chi-square diff erence tests 
indicated that the three sets of eff ects did not diff er for girls and for boys.
Break-up
To investigate whether the negative and positive emotions models were replicated when 
break-up was included, we conducted similar analyses. However, this time paths of depressive 
symptoms and negative emotions of boys and of girls at T1 related to break-up were included. 
Relationship break-up at T2, in turn, was regressed on depressive symptoms in boys and in girls 
at T2. The same model was tested for positive emotions. In both the negative and the positive 
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emotion models, depressive symptoms and negative and positive emotions of boys and of girls 
at T1 did not predict relationship break-up at T2. Relationship break-up, in turn, did not relate 
to depressive symptoms in boys and in girls at T2. Thus, the predictive value of expressions of 
positive and negative emotions during the conﬂ ict discussion did not change when controlling for 
relationship break-up.
Discussion
This observational study tested the hypothesis that the interactive dynamics within adolescent 
romantic relationships are associated with increases in depressive symptoms over a 2-year period 
for some youth. The videotaped discussions of conﬂ ict were coded using a well-established 
system used in previous studies of intimate adult relationships (Capaldi & Crosby, 1997; Gottman 
& Notarius, 2000; Gottman, Swanson, & Murray, 1999). In general, we found support for actor 
eff ects, which means the way in which the person responded to the conﬂ ict discussions was 
related to their own depressive symptoms over time. As expected, we found that for girls their 
own negative emotions expressed in the conﬂ ict discussions were associated with their depressive 
symptoms over time. For boys, their negative emotions and those of their partner were related 
to their levels of depressive symptoms at T2 (partner eff ect). Unexpectedly, we did not ﬁ nd 
that duration of positive emotion during conﬂ ict discussions to be a sign of mental health among 
adolescents. Conversely, we found actor eff ects for boys and for girls of positive emotions on 
depressive symptoms. Speciﬁ cally, the expression of positive emotions during conﬂ ict discussions 
predicted increases in their own depressive symptoms in the ensuing two years. 
This observational study extends ﬁ ndings from previous questionnaire-based studies 
that have shown a connection between involvement in romantic relationships and depressive 
symptomatology (e.g., Joyner & Udry, 2000). Similar results have been found among married 
couples (Gottman et al., 1999), young adult couples (Capaldi & Crosby, 1997), and adolescent 
friendships (Allen et al., 2006). These ﬁ ndings underscore the assumption that conﬂ ict and 
negativity in the context of a romantic relationship may present an enormous self-regulation 
challenge in adolescence. The inability to handle conﬂ icts, characterized by manifestations 
of negative emotions, such as whining and contempt, may reﬂ ect an interaction pattern that 
predisposes adolescents to an unstable relationship or at worst, a destructive relationship. Such 
relationship experiences would undermine emotional well-being.
Girls who had higher levels of depressive symptoms showed more negative emotions 
during conﬂ ict, which was in turn associated with higher levels of depressive symptoms at T2. 
Thus, in line with both the diathesis stress model and the stress-generation model (Davila et al., 
1995), it seems that romantic relationships could actually amplify girls’ emotion dysregulation 
and distress. On the contrary, levels of boys’ negative emotions were not related to their own 
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levels of depressive symptoms at the time of the interactions, nor did they relate to depressive 
symptoms at T2. These results imply that girls’ emotional reactions might contribute to dyadic 
levels of stress and thus to diffi  culties in the interpersonal context. The girls’ level of negative 
emotions related to higher levels of depression in their partner (partner eff ect) and their own 
levels of depression (actor eff ect). As such, it is important to consider the transactional nature of 
both partners’ emotional displays.
More thought provoking, however, is the ﬁ nding of actor eff ects from observations of positive 
emotions on later depressive symptoms. These ﬁ ndings are inconsistent with those of studies that 
have examined positive emotions in the face of conﬂ ict in married adult couples. Several previous 
observational studies among adult couples have even shown that positive emotions buff er against 
depressive symptoms (Gottman & Levenson, 1986; Laurent et al., 2009; Yuan et al., 2010). Our 
ﬁ ndings give pause to the assumption that adolescent romantic relationships are similar to adult 
marriages with respect to the function of positive emotions during conﬂ ict. It is tempting to 
conclude that better quality romantic relationships are paradoxically associated with increases 
in depressive symptoms. This may not be the case, however. Positive emotions in the context of 
conﬂ ict may not be indicative of romantic relationship quality, but rather conﬂ ict avoidance and 
denial of problems.
Romantic relationships are much more short-lived than are adult relationships; break-up is 
therefore likely to occur more often in adolescent romantic relationship than in adult relationships. 
Consequently, the emphasis in adolescent romantic relationships might be more about feeling 
connected to and interdependent with their romantic partners (Connolly et al., 1999; Connolly 
& Goldberg, 1999; Connolly & Johnson, 1996; Connolly & McIsaac, 2009) during conﬂ ict than 
about skillfully resolving conﬂ ict, especially when they are invested in and committed to the 
relationship. Putting adolescents in a context where they are expected to discuss a problem in 
their relationship likely disrupts feelings of connection and closeness and therefore leads to high 
levels of compensatory positive emotions. In other words, couples may be upregulating positive 
emotions to deal with a diffi  cult situation. This is likely to be a short-term solution; problems will 
inevitably arise in the relationship, and pretending that no issues exist is a passive way of coping. 
Previous studies have shown that adolescents who are better adjusted are better able to actively 
cope with complex interpersonal stressors (Compas, Connor-Smith, Saltzman, Thomsen, & 
Wadsworth, 2001).
Perusal of the videotaped discussions shed some light on these ﬁ ndings. It appeared that 
some adolescents responded to the conﬂ ict discussion by drawing closer to one another and 
displaying high levels of aff ection. It was as if the aff ection functioned to reduce the likelihood that 
the partner would become upset during the discussion. Although these ﬁ ndings are important and 
provocative, there is a clear need for future research. One way to identify conﬂ ict avoidance in 
dyadic interactions is to code both the content of what is being discussed and the extent to which 
110
PART III
the content moderates the impact of the emotional expressions. This approach, previously used 
to understand deviancy training in adolescent friendships (Dishion, Nelson, Winter, & Bullock, 
2004), could be extended to study conﬂ ict avoidance or compensatory positive emotions in 
adolescent romantic relationships. An additional dimension that would be important for future 
studies to capture is adolescents’ perception of their relationship. Adolescents might perceive 
that they are in high quality relationships while they are not.
Although this study has many strengths, including the use of microlevel observations to gain 
insight into negative and positive emotions of adolescent romantic relationships, some limitations 
should be addressed in future research. First, the sample size is relatively small, especially for the 
analysis of subgroups of romantic relationships. Although we controlled for age and for break-
up, we could not investigate whether processes were diff erent for relationships that survive or 
that end in conﬂ ict and those that are brand new and have had little opportunity for conﬂ ict to 
emerge. In addition, we aggregated the conﬂ ict discussions chosen by the boy and the girl, while 
research among adult couples has revealed important diff erences, depending on who identiﬁ ed 
the topic (Heavey, Layne, & Christensen, 1993). The 2-year follow up is a strength of the study, 
but it would be helpful in the future to periodically assess the adolescents to study the ebb and 
ﬂ ow of relationship stressors, couple coping, and changes in depression. Experience-sampling 
methods could be used in which both partners report their emotions during or after conﬂ ictual 
situations. Moreover, factors outside the relationship could have also contributed to heightened 
levels of depressive symptoms (Hammen, 2009). It is possible that the dynamics in adolescent 
romantic relationships could also create other stressful events, such as loss of friendship, failure in 
achievement, and conﬂ ict with parents. These events may be a product of the intense relationship 
or unique predictors of adjustment (Davila, 2008).
The study supports the hypothesis that romantic relationships are a challenge to emotional 
regulation in adolescence, and as such, potentially have an amplifying role in psychopathology for 
some youth. It is critical to extend this research to the study of multiple relationships over time to 
better understand their long-term developmental signiﬁ cance. For example, as suggested by the 
longitudinal research of Shortt and colleagues (2012), each new romantic relationship is a unique 
learning experience. Or alternatively, adolescents may carry forward an interpersonal style 
that predictably relates to subsequent emotional adjustment. Stability of emotional expressions 
despite changing relationships would indicate the value of teaching adolescents early about how 
to navigate conﬂ icts in romantic relationships.
The results of our study suggest that in adolescence, romantic relationships are indeed 
an emotion-regulation challenge with real-world signiﬁ cance for mental health. Future research 
would do well to consider the link between individual adjustment, relationship dynamics, and 
long-term adjustment outcomes.
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Summary of the Main Findings
Part I: Mate Preferences (Chapters 2 & 3)
• Attractiveness of a potential partner is the primary factor for adolescents’ interest in  
 dating. Both boys and girls prefer attractive partners. 
• Social status is a less important preference for adolescents than attractiveness. 
• Adolescents do not aim for the most attractive partner possible, but they prefer a  
 partner who ﬁ ts their own mate value.
• Homosexual and heterosexual men and women both prefer to date people who are  
 attractive and are of high social status. Status plays a less important role in dating  
 desire than attractiveness.
Part II: The Breakup Conundrum (Chapters 4 & 5)
• Girls’ depressive symptoms predict shorter adolescent romantic relationships.
• Adolescents’ conﬂ ict resolution styles do not mediate between depressive symptoms  
 and relationship longevity.
• Boys and girls with more depressive symptoms are more likely to use negative instead  
 of positive problems solving strategies. 
• Higher levels of girls’ depressive symptoms are related to the use of more positive  
 problem solving in boys.
• In contrast to what was anticipated, boys’ and girls’ conﬂ ict resolution and conﬂ ict  
 recovery are not predictive of breakups.
Part III: Relationship Dynamics and Mental Health (Chapter 6)
• The expression of negative emotions during conﬂ ict discussions in adolescents’  
 romantic relationships are related to higher levels of depressive symptoms over  
 time. For girls, this association relates to their own negative emotions as expressed  
 in the conﬂ ict discussions. For boys, both their own expression of negative emotions  
 and their experience of the negative emotions of their partner are related to   
 depressive symptoms over time.    
• The expression of positive emotions during conﬂ ict discussions with romantic   
 partners is related to more pronounced depressive symptoms in both girls and boys. 
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Reflections on the Main Findings
Mate Preferences
In the ﬁ rst part of this thesis we examined mate preferences among heterosexual adolescents 
(Chapter 2), heterosexual adults, and homosexual adults (Chapter 3). Results from our 
experimental vignette studies showed that attractiveness of a potential partner was a strong 
predictor of dating desire in all three groups. Among adolescents, these results were in line with 
and built upon previous correlational ﬁ ndings of survey research (Feiring, 1996; Regan & Joshi, 
2003). The results from heterosexual and homosexual adults were also consistent with studies 
that have shown that attractiveness of a potential partner is pivotal (Child et al., 1996; Gonzales 
& Meyer, 1993; Heff ernan, 1999; Smith & Stillman, 2002). Thus, these results underscore the 
importance of attractiveness as an aspect of mate value for short-term relationships, possibly 
because it indicates genetic quality and health. 
As previous studies have found, attractiveness was more important for men as a short-
term mating strategy than for women (Buss & Schmitt, 2003; Gangestad & Simpson, 2000). 
Interestingly, the diff erences between men and women in the importance of attractiveness were 
smaller in our experimental studies than in the self-report measures; especially for adolescent 
girls and homosexual women. Our results imply that when attractiveness is measured within the 
experimental vignette study, it is a more important mating strategy for women than when they 
rate attractiveness as a mate preference. This might imply that cultural norms and socialization 
matter more to women than to men. More speciﬁ cally, when relying on a conscious evaluation 
of partner characteristics, women may be more socialized to value partner characteristics that 
reﬂ ect cultural norms such as trustworthiness and honesty (Gonzales & Meyers, 1993). For 
homosexual women, explicit evaluations of partner characteristics might also reﬂ ect a tendency 
to deviate from traditional feminine gender roles (Levitt & Hiestand, 2004) and thus devaluing the 
importance of attractiveness.
Social status played a minor role in mate preferences for adolescents, heterosexual and 
homosexual adults. This was the ﬁ rst study that investigated the importance of social status, 
which was operationalized in terms of education, ambition, and SES, as a characteristic of a 
potential mate among adolescents. Our results imply that adolescents do not seem to attach 
much importance to ﬁ nding a partner who has a high social status. This may be because sexual 
behaviors are just beginning to emerge and most adolescents still live at home with parents. The 
fact that social status played a minor role as compared to attractiveness for heterosexual and 
homosexual adults conﬁ rms previous research (e.g., Smith, Konik, & Tuve, 2011). Social status will 
likely become more important with longer-term relationships (Buss & Schmitt, 2003).
According to the SST (Buss & Schmitt, 2003) social status should be a more important 
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mate preference for women because of their parental investment. The present results partially 
supported this assumption. Adolescent girls considered social status more important than did 
boys. Heterosexual women valued indicators of social status, ambition, completed education, 
and high salary the most and homosexual women valued those indicators of social status the 
least. In the vignette study, social status was important for girls’ dating desire in both the attractive 
and less attractive condition. For boys, however, social status mattered only when the potential 
partner was attractive. Both homosexual and heterosexual men and women reported signiﬁ cantly 
more dating desire for partners with high-status proﬁ les as compared to partners with low-status 
proﬁ les.
The small diff erences between boys and girls and similarities between homosexual and 
heterosexual men and women suggest that cultural context shapes the preference for partners 
with high social status (Eagly & Wood, 1999; Reiss, 1986). In a cross-cultural study, Eagly and 
Wood (1999) found that in countries where gender diff erences were more pronounced, and 
where there is little parity in opportunities for education, politics, and economics, women 
showed a stronger preference for high social status partners. Since in the Netherlands, men and 
women have more equal opportunities (World Economic Forum, 2009), ﬁ nding a partner with 
high social status is less important to women.
Mate Preferences versus Mate Choice
In both studies we investigated mate preferences, which does not reﬂ ect actual mate choices 
(Todd, Penkes, Fasolo, & Lenton, 2007). People often are unable to have true introspection of why 
they prefer some mates over others. Moreover, expressing a mate preference on paper is a very 
diff erent context from having real-life face-to-face interactions with a potential mate. Preferences 
for a mate, as expressed in a survey, might therefore not reﬂ ect real desires (Eastwick & Finkel, 
2008). Previous studies have compensated for this limitation by using speed-dating designs in 
which men and women indicate whether they want to have a date with someone that they have 
just met (Finkel, Eastwick, & Matthews, 2007;  Kurzban & Weeden, 2005). Speed-dating has been 
applied in heterosexual samples (Finkel & Eastwick, 2008; Overbeek, Nelemans, Karremans, & 
Engels, resubmitted; Todd, Penkes, Fasolo, & Lenton, 2007), but not in homosexual samples. 
There are a few practical diff erences with speed-dating sessions among homosexuals, such as 
the use of diff erent rotating systems, but it is possible to have single-sex speed-dating sessions. 
In general, speed-dating studies have found that attractiveness of a potential mate was the most 
important factor in the choice of a mate, which are in line with our ﬁ ndings concerning mate 
preferences (Eastwick & Finkel, 2008; Kurzban & Weeden, 2005; Overbeek et al., resubmitted; 
Todd et al., 2007). Social status was more important among women than among men (Fisman, 
Iyengar, Kamenica, & Simonson, 2006; Kurzban & Weeden, 2005), though Eastwick and Finkel 
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(2008) did not ﬁ nd this diff erence. 
Adolescents’ partner choices have not been investigated. Conducting speed-dating studies 
with teenagers might be diffi  cult, because dating at this age is embedded within the peer group 
(Connolly, Craig, Goldberg, & Pepler, 2004). Since dating is quite a delicate activity, it is not likely 
that they will be interested in speed-dating. A more ecological and valid research design could 
be the use of social media, for example Facebook (Boyd & Ellison, 2007). Partner choice can be 
studied in any Facebook network when adolescents change their relationships status from “single” 
to “in a relationship.” External judges from similar age groups can rate attractiveness based on 
participants’ proﬁ le pictures. As stated in Chapter 2, an important limitation of our study was 
that social status was operationalized by adult social status indicators. With social media, it 
would be possible to have indicators of social status that ﬁ t the adolescent context. Obviously, 
indicators concerning education and hobbies can be gleaned from participants’ proﬁ les. However, 
as suggested in Chapter 2 it is possible that social status during this age is more about popularity 
within the peer group. Popularity can be measured in terms of the number of friends someone 
has. A more speciﬁ c measure would be the number of messages that are written on a wall, 
controlling for how many posts the participant has made (for examples of Facebook measures, 
see Mikami, Szwedo, Allen, Evans, & Hare, 2010). Alternatively, all the participants could be 
instructed to post an identical message on their wall. In that case, the number of received posts 
or likes could indicate the popularity of a participant.
The Breakup Conundrum
In the second part of this thesis, we investigated whether relationship processes could predict 
a break-up. In Chapter 4, we investigated whether self-reported conﬂ ict resolution styles 
mediated depressive symptoms and relationship longevity. Results showed that only girls’ 
depressive symptoms predicted shorter relationships. In Chapter 5, we investigated whether 
conﬂ ict resolution and conﬂ ict recovery based on both self-reports and observational indicators 
predicted break-up. No evidence was found that conﬂ ict resolution or conﬂ ict recovery related 
to break-up.
These ﬁ ndings were quite surprising and in contrast with the literature on marital 
relationships and on romantic relationships in late adolescence. Research in adult samples 
found that conﬂ ict resolution styles are a key factor for the stability of a relationship (Carrere & 
Gottman, 1999; Gottman & Levenson, 1994; Gottman, Coan, Carrere, Swanson, & Matthews, 
1998; Heavey, Christensen, Malamuth, 1995; Johnson et al., 2005; Johnson & Jacob, 2000; Kahn, 
Coyne, & Margolin, 1985; Marchand & Hock, 2000; Matthews, Wickrama, & Conger, 1996; Rogge 
& Bradbury, 1999). Fewer studies have been conducted among adolescents, but one has shown 
that conﬂ ict resolution related to relationship longevity in late adolescent couples (Shulman, 
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Tuval-Mashiach, Levran, & Anbar, 2006). Concerning conﬂ ict recovery, our results are also in 
contrast to what has been found in samples of young adults (Gottman & Levenson, 1999; Graber, 
Laurenceau, Miga, Chango, & Coan, 2011; Salvatore, Kuo, Steele, Simpson, & Collins, 2011).
It is possible that conﬂ icts and conﬂ ict resolution become more important during late 
adolescence and young adulthood when adolescents develop stronger commitments to their 
relationships and partners become important resources for support (Furman & Wehner, 1994; 
Rusbult, Martz, & Agnew, 1998). Adolescents who have just started dating might be more 
concerned about its affi  liative functions, such as spending time together, companionship, gaining 
the approval of peers (Furman & Wehner, 1994; Paul & White, 1990; Roscoe, Kennedy, & Pope, 
1987), and experiencing intimacy, passionate love, and attraction (Connolly, Craig, Goldberg, & 
Pepler, 1999). The years of early and middle adolescence may be an experimental phase in which 
adolescents learn about the importance and consequences of partner choices. For example, 
some personality combinations result in less relationship satisfaction (Luo & Klohnen, 2005). In 
addition, it has been shown that high neuroticism is related to less successful relationships (Neyer 
& Asendorpf, 2001; Robins, Caspi, & Moffi  t, 2000, 2002; Watson, Hubbard, & Wiese, 2000). By 
trial and error, adolescents might ﬁ nd that some partners fail to fulﬁ ll their affi  liative desires and 
as a result are more inclined to end their relationships, rather than try to work through conﬂ icts.
Validity of Conﬂ ict Discussions
The observational approach used in this thesis has been adapted from numerous studies of 
married couples (for a review, see Gottman & Notarius, 2000), young adult couples (Short, 
Capaldi, Kim, Kerr, Owen, & Feingold, 2012), parent-child relationships (e.g., Granic, et al., 2005; 
Patterson, 1982), and adolescent peer relationships (Dishion, Spracklen, Andrews, & Patterson, 
1996; Dishion, Nelson, Winter, & Bullock, 2004). However, it is possible that conﬂ ict in more 
established romantic relationships in (young) adulthood or in parent-child relationships play out 
in diff erent ways in adolescent romantic relationships.
In middle adolescence, interactions with romantic partners are often more frequent 
than those with parents and peers (Laursen & Williams, 1997). It is unclear how many conﬂ icts 
adolescent have with their partners. On the one hand, frequent interactions can engender frequent 
conﬂ icts (Laursen, 1995) and these conﬂ icts have been found to be more intense than conﬂ icts 
with peers but not as intense as those with mothers (Furman & Shomaker, 2008). However, there 
seems to be a paradoxical relationship, as too many and too intense conﬂ icts would be unlikely 
given the transient nature of these romantic relationships. Thus, it is unlikely that adolescents 
have as many and as intense conﬂ icts with their romantic partners as they do with parents, or as 
married couples or young adults in committed relationships have.
Additionally, not much is known about the development of conﬂ ict within a romantic 
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relationship. While conﬂ icts with parents increase somewhat from childhood to adolescence, it 
is likely that on a day-to-day basis the frequency of conﬂ ict is relatively stable (Laursen, Coy, & 
Collins, 1998). Within romantic relationships, this stability of frequency of conﬂ ict is questionable 
because of the fragility of these relationships. We suspect that conﬂ icts are more likely to arise 
at the end of a romantic relationship. Irritations or spats might have occurred in the beginning or 
middle of the relationship, but adolescents tend to deny or minimize those (Shulman et al., 2006). 
This allows for small arguments to escalate into serious arguments over time. Alternatively, 
adolescents may not be interested in resolving their diff erences and would rather break up. 
Because of their lack of experience with conﬂ ict resolution, adolescents are usually unable to 
handle these conﬂ icts or are not suffi  ciently invested in the relationship to settle with the conﬂ ict, 
and as a result the relationship ends.
When we conducted our observational research we might have asked adolescents to 
interact with one another in a way they usually never do. Consequently, when conﬂ icts do not 
occur at a regular basis in adolescent romances, tapping into conﬂ ict resolution might not reﬂ ect 
relationship processes that deﬁ ne adolescents’ relationship quality. In other words, the external 
validity of our study might be limited. Instead of assessing how adolescents resolve conﬂ icts, 
we might have assessed the capacity to deal with a stressful event. Ideas for the use of more 
ecological methods will be discussed in the section on directions for future research.
Relationship Dynamics and Mental Health
In the third part of this thesis, we investigated how emotional expressions in the course of conﬂ ict 
in romantic relationships are linked to adolescents’ depressive symptoms. Negative emotions 
during conﬂ ict have been associated with depressive symptoms over time in both boys and girls. 
For girls, this association was related to their own negative emotions expressed in the conﬂ ict 
discussions. For boys, both their own expression of negative emotions and their experience of 
the negative emotions of their partner related to depressive symptoms over time. We also found 
for boys and for girls that their own positive emotions during conﬂ ict discussions were related 
to depressive symptoms over time. Unexpectedly, the expression of positive emotions during 
conﬂ ict discussions was linked to higher levels of depressive symptoms. 
These ﬁ ndings contribute to the growing acknowledgment that the peer context is important 
for understanding the development of adolescents’ depressive symptoms. Yet, empirical studies 
of romantic relationships and the connection to adolescents’ depressive symptoms are scarce. 
This observational study extends ﬁ ndings from previous questionnaire-based studies that showed 
a connection between involvement in romantic relationships and depressive symptomatology 
(Ayduk, Downey, & Kim, 2001; Davila, Steinberg, Kachadourian, Cobb, & Fincham, 2004; Joyner 
& Udry, 2000; Monroe, Rohde, Seeley, & Lewinsohn, 1999).
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In testing the hypothesis that adolescent romantic relationships can amplify depressive 
symptoms (Chapter 6), our ﬁ ndings were conﬁ rmatory but still surprising. Positive emotions 
during conﬂ ict discussions in adolescent romantic relationships were linked to higher levels 
of depressive symptoms. We described in Chapter 6 the “upregulation hypothesis” as an 
explanation for the counterintuitive ﬁ ndings. In order to maintain interdependence and intimacy, 
it is possible that adolescent couples avoid discussing problems and conﬂ icts to preserve the sense 
of connectedness and interdependence. Diff erences of opinion interfere with these feelings of 
connection and closeness and generate compensatory positive emotions. In other words, couples 
are upregulating positive emotions in response to a diffi  cult situation. However, this is a short-
term solution; problems will inevitably arise, and pretending that no issues exist is a passive way 
of coping. Previous studies have shown that adolescents who are better adjusted engage in the 
stressor (Compas, Connor-Smith, Saltzman, Thomsen, & Wadsworth, 2001; Seiff ge-Krenke & 
Klessinger, 2000).
There are more studies of dyadic processes among friends that facilitate the development 
of depressive symptoms. Several processes that have been suggested, such as excessive seeking 
of reassurance, negative feedback seeking and co-rumination have been found to relate to 
depressive symptoms concurrently and over time (Borelli & Prinstein, 2006; Joiner, Alfano, & 
Metalsky, 1992; Prinstein, Borelli, Cheah, Simon, & Aikins, 2005; Rose, 2002; Rose, Carlson, & 
Waller, 2007). Although these are distinct processes, in all of them, friends provide continuous 
support to the depressed friend even though over time it is not beneﬁ cial.
We have not coded the conﬂ ict discussions on a content level so we can only speculate as 
to whether similar processes could have taken place in adolescent romantic relationships. At ﬁ rst 
sight it may seem that dyadic processes like co-rumination and excessive reassurance seeking are 
similar to the positive emotions as coded in our study. We think that this is unlikely, because it 
would mean that adolescents’ partners are already important attachment ﬁ gures who provide 
and seek out partner support. However, possibly it is not until late adolescence that partners 
fulﬁ ll this function (Furman & Buhrmester, 1992). Even though romantic relationships and best 
friendships are egalitarian and voluntary relationships characterized by affi  liation and intimacy, 
romantic relationships are tenuous (Furman, 2002). Consequently, adolescents may approach 
conﬂ icts with their boyfriends and girlfriends more cautiously than they do those with their 
friends. Thus, we hypothesize that the upregulation of positive emotions is unique to romantic 
relationships.
The limitations of the sample must be noted. We have used a convenience sample collected 
from high schools in the Netherlands with intermediate to high educational levels, which limits the 
generalizability of the ﬁ ndings. In particular, ﬁ ndings may not apply to less educated adolescents 
or to those who live in other countries or cultures. Moreover, even though the sample size is 
comparable to those used in observation studies of adult couples (e.g., Salvatore et al., 2011), it did 
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not allow us to investigate potentially important moderators such as the level of commitment and 
the severity of the discussed conﬂ ict. Moreover, we did not measure clinical levels of depression. 
One should therefore be cautious when interpreting these results in light of depressive disorders.
Real-time Development
Although we coded the interactions of adolescent partners on a micro-level, we did not investigate 
moment-to-moment changes in behavior. According to dynamic systems theory, patterns of 
behavior that emerge out of the moment-to moment interactions are the underlying mechanism 
for developmental change (Gottman, Swanson, & Swanson, 2002; Granic, 2005). Using such a 
level of analyses allows for the investigation of process-level explanations. If we examine these 
positive and negative aff ective exchanges on a micro-level during conﬂ ict, it would be interesting 
to see whether the manifestation of continuous positive aff ect in response to negative expressions 
such as whining and fear is indeed the basis of our “upregulating” hypothesis (Chapter 6). 
Alternatively, variability in the negative and positive aff ective exchanges could be associated 
with depressive symptoms as both negative and positive emotions are related to depressive 
symptoms (Chapter 6). Dynamic systems theory conceptualizes high variability as an indicator 
of ﬂ exibility, meaning that people are able to show a variety of behaviors and emotions that are 
appropriate for the context. Higher variability or less rigidity in parent-child interactions have 
been found to relate to better developmental outcomes during early childhood and adolescence 
(e.g., Hollenstein, Granic, Stoolmiller, & Snyder, 2004; Van der Giessen, Branje, Frijns, & Meeus, 
in press). However, in the context of adolescent romantic relationships, too much variability 
might indicate unregulated interactions that might be more problematic, as adolescents have not 
developed the social skills to handle these new relationships. High variability in emotions might 
therefore challenge adolescents’ emotion regulation skills.
Directions for Future Research
From this thesis it is clear that theories of committed relationships among (young) adults cannot 
be applied to adolescent romances. This implies that we need to move from simply applying 
adult models to adolescent romantic relationships to theory building that makes the unique 
adolescent romantic relationships the central focus (Collins, Welsh, & Furman, 2009). We should 
deﬁ ne operational concepts and adapt measurement methods that ﬁ t the ecological context of 
adolescent romance. The next section presents a theoretical model (Figure 1). 
In short, this model predicts depressive symptoms on the basis of adolescents’ romantic 
relationships. During this developmental period there is an increase in depressive symptoms 
(Wickrama, Wickrama, & Lott, 2009). Several studies have consistently linked the dramatic 
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increase in depressive symptoms to the emergence of romantic relationships (e.g., Joyner & 
Udry, 2000). The diffi  culties experienced within teenage relationships or feelings of interpersonal 
loss and despair after dissolution might go beyond adolescents’ coping capacities, resulting in 
emotional problems for some adolescents (Hankin & Abramson, 2001). A better understanding 
of how romantic relationships contribute to the development or intensiﬁ cation in depressive 
symptoms is essential, as depressive symptoms have been linked to problems in other areas 
such as loneliness (Vanhalst, Klimstra, Luyckx, Scholte, & Engels, 2012), and aggression (Angold, 
Costello, & Erkanli, 1999). Moreover, subclinical levels of depression in adolescence have been 
found to be a strong predictor of clinical depression later in life (Pine, Cohen, Cohen, & Brook, 
1999).
First, I will suggest theoretical concepts, and then I will explain how these concepts are 
related and propose a model that is aimed at predicting depressive symptoms in adolescents 
on the basis of their romantic relationships. Finally, I will end with speciﬁ c suggestions for the 
measurement of these concepts.
Proposed Theoretical Framework on Romantic Relationship Factors in Explaining the 
Development of Adolescents’ Depressive Symptoms.
Figure 1
Relationship 
Stressors
Partner Choice
Relationship 
Resiliency
Break-up 
Dynamics
Depressive 
Symptoms
Partner Choice as the First Step
We do not know much about adolescents’ partner choices. Partner choice is commonly investigated 
from an evolutionary perspective (Buss & Schmitt, 2003). As we have discussed in Chapters 2 and 
3, partner characteristics such as physical attractiveness and, to a lesser extent, social status, 
make people more appealing as potential partners because both increase the chances of healthy 
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off spring. However, how partner choice and partner ﬁ t aff ects later relationship development has 
not received much attention (Simon, Aikins, & Prinstein, 2008). I propose that partner choice 
and partner ﬁ t are important to consider because adolescence is a sensitive period of learning 
about how to select a partner. I will later discuss how partner characteristics and ﬁ t might aff ect 
relationships stressors and relationship resiliency. 
Relationship Stressors as a Key Concept
Instead of focusing on conﬂ ict as a core concept for adolescent romantic relationships, I propose to 
extend the concept to the study of relationship stressors. The main diff erence is that relationship 
stressors can but do not necessarily have to lead to conﬂ ict. There are three levels of relationship 
stressors. First, one or both partners might encounter problems outside of the relationship: with 
parents, peers, or teachers. Problems within the relationship are also possible, such as when 
one or both partners perceive the other as insensitive, or become attracted to another person, 
or when only one member of the couple wants to go to parties together. In addition, internal 
personal factors such as a decreased feeling of love and satisfaction or having relationship doubts 
can also add stress to a relationship (Arriaga, 2001). These stressors can accumulate until they 
threaten adolescents’ emotional regulation. When adolescents are not able to cope with the 
intense emotions that accompany relationship stressors, the relationship will become strained 
(Neff  & Broady, 2011). I propose that all adolescent romantic relationships eventually undergo 
relationship stress to some degree. 
Partner Choice  Relationship Stressors
In this model (Figure 1) we propose partner choice and partner ﬁ t as a ﬁ rst factor that aff ects 
stressors in a relationship. 
Assortative mating is an important mating strategy. This means that people choose partners 
who are similar to them and this principle applies to a variety of factors such as attractiveness, 
background, age, education, personality, depressive symptoms and attachment (Feingold, 1988; 
Klohnen & Mendelsohn, 1998; Simon, Aikins, & Prinstein, 2008). For example, in speed dating 
studies (Finkel & Eastwick, 2008; Kurzban & Weeden, 2005) it has been found that attractive 
young adults choose attractive dating partners. Although we did not investigate partner choice 
in Chapter 2, we did ﬁ nd that adolescents who were more attractive preferred more attractive 
potential partners. In addition, personality combinations relating to satisfaction have been 
extensively investigated in adult relationships (Luo & Klohnen, 2005). Although results are mixed 
(Gattis, Berns, Simpson, & Christensen, 2004; Glicksohn & Golan, 2001), it has been generally 
shown that low neuroticism is protective for relationship success (Neyer & Asendorpf, 2001; 
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Robins, Caspi, & Moffi  t, 2002). Adolescents may experiment with these principles of dating and I 
expect that a better match could lead to less stressful relationships events.
Another perspective on partner choice is to investigate partner characteristics that proﬁ le 
high-risk partners. High risk adolescents engage in heavy drinking, drug use, spend much time 
outside of parental supervision, and struggle academically (Dishion & Patterson, 2006). Assortative 
mating on antisocial behaviors and drug use would lead to the selection of intimate partners who 
match problem behavior and drug use, and therefore the chances of continuity increases (Aikins, 
Simon & Prinstein, 2010; Caspi & Herbener, 1990; Short, Capaldi, Dishion, Bank, & Owen, 2003). 
It is possible that partners with problem behaviors inﬂ uence each other. Contagion between 
deviant peers has been shown to be an important predictor of future problems (Dishion et al., 
1996) and it very likely to occur between romantic partners (Kim & Capaldi, 2004; see Rhule-
Louie & McMahon, 2007, for a review). Speciﬁ cally, adolescents with high risk partners are at 
increased risk of being exposed to alcohol and drug use in ambiguous situations, which increase 
stressful relationship events such as ﬂ irtation with others, getting into ﬁ ghts or not remembering 
what has happened. In sum, having a high-risk partner could potentially increase relationship 
stressors to such a high level that it threatens the survival of a relationship.
Relationship Stressors  Break-up Dynamics
Previous studies have shown that marriages with high levels of conﬂ ict and other stressors like 
ﬁ nancial problems and illness are at greatest risk to dissolve (e.g., Karney, Story, & Bradbury, 
2005). Similarly, I expect that high levels of relationship stressors will predict adolescents’ 
break-up dynamics. More importantly, the couples’ coping capacities determine the relationship 
stressors can be handled without signiﬁ cant declines in satisfaction. Thus, only when the level of 
relationships stressors exceeds a couple’s ability to deal with them, a break-up becomes likely. In 
addition, I propose that moderately manageable relationship stressors lead to increased resiliency 
and a couple’s ability to weather future problems. Conquering these moderate relationship 
stressors may bolster couples’ conﬁ dence in dealing future stressors and their ability to improve 
their coping skills. This process may stimulate a successful adaptation to future stressors. In the 
next part, I will discuss the resiliency system and describe why it is important to focus on the 
break-up process, instead of break-up as a discrete event. 
Break-up Dynamics  Depressive Symptoms
 
Previous studies have shown that break-up is a key factor in understanding the link between 
adolescent romantic relationships and depression (Ayduk, Downey, & Kim, 2001; Monroe, 
Rohde, Seeley, & Lewinsohn, 1999). However, evidence is inconclusive; in Chapter 6 it was found 
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that a break-up was not related to higher levels of depressive symptoms. In addition, break-ups 
are the rule in adolescence rather than the exception. It is therefore important to realize that 
break-ups are not necessarily indicative of emotional problems.
It is important to understand when break-ups trigger depression, as it is desirable to prevent 
emotional problems and not breaking-up in general. The marital literature has paid increasing 
attention to the context of marital dissolution (Amato, 2000). For example, when people leave 
abusive or violent relationships, it may lead to improved mental health (Amato & Hohmann-
Marriott, 2007). However, the circumstances of a break-up in adolescent romantic relationships 
have been ignored, meaning that break-ups have been measured with a dichotomous variable. 
There might be break-up conditions that trigger or amplify depressive symptoms in adolescents. 
Break-up dynamics, such as whether it was unexpected or involved betrayal and intense conﬂ ict 
or hostility, could explain why some break-ups trigger depression, while others do not. Therefore, 
I propose to distinguish unregulated (high levels of negative dynamics) from regulated break-ups 
(low levels of negative dynamics).
Theoretical Framework for Resiliency in Couples
Some couples adapt and learn from stressful relationship events, while others spiral into 
negativity creating more stress (Nieder & Seiff ge-Krenke, 2001). Previous studies have not yet 
identiﬁ ed the relationship dynamics that explain these diff erences (Davila, 2008). Resiliency 
describes those characteristics of individuals that grow in competence when confronted with 
stress (Masten, 2001; Olsson, Bond, Burns, Vella-Brodrick, & Sawyer, 2003). It has been widely 
shown that some children are resilient, in that they develop skills during times of stress that 
carry forward to promote future well-being despite a history of challenges and diffi  culties. I will 
apply this construct to adolescent relationships, and explain why some adolescent couples survive 
relationship stressors but others do not. 
Relationship Resiliency: A Dyadic Interplay between Partners
In contrast to previous research on individual reactions to stressful events, I expect relationship 
resiliency to be dyadic, and requires the cooperation and coordination of both partners (Papp & 
Witt, 2010). Measuring only one individual’s eff ort to deal with relationship stressors provides an 
incomplete picture. Without reciprocity and mutual support, one person’s eff orts to deal with 
relationship stressors may lead to more stress (Gottman, 1998). Thus, mutual communication, 
support, problem solving and coping with relationship stressors are expected to be associated 
with stable relationships or regulated break-ups. I expect relationship stressors to have less eff ect 
on break-up dynamics in highly resilient couples.
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As is shown in Figure 1, I hypothesize that resiliency in couples is predicted by the ﬁ t between 
partners. Similarly to the hypothesis that assortative mating on problem behavior or alcohol and 
drug use is linked to relationship stressors, I expect partner ﬁ t to relate to dyadic levels of resiliency. 
Dating a partner with few behavioural or emotional problems is likely to improve a couple’s ability 
to deal with relationship stressors. For instance, among adults, secure attachment is associated 
with giving and seeking support in stressful situations (Rholes, Simpson, & Orina, 1999; Simpson, 
Rholes, & Nelligan, 1992). Thus, when both partners are securely attached it may be possible that 
they are more capable withstanding relationships stressors. Securely attached adolescents might 
be more able to weather the relationships stressors in their romantic relationship than couples in 
which one or both partners are insecurely attached (Campbell, Simpson, Boldry, & Kashy, 2005).
Relationship Resiliency: From Micro to Macro
Research on a moment-to-moment or day-to-day level investigating behaviors in adolescent 
romantic relationships is, to the best of our knowledge, non-existent. An understanding of the 
micro-level exchanges between adolescent partners (e.g., communication, support, intimacy, 
coping) is essential to detect recurring patterns (a general resiliency style) that eventually aff ect 
developmental outcomes, in this case depressive symptoms through break-up dynamics. From a 
dynamic systems perspective (Granic, Hollenstein, Dishion, & Patterson, 2003; Lewis, 2000), we 
can conceptualize a romantic relationship as a system that operates in relatively predictable ways 
on a day-to-day and moment-to-moment basis. Interactions are organized into patterns, some of 
which are more likely to occur than other patterns, based on a variety of factors, such as previous 
experiences with the partner, dating history, attachment to parents and peers, and autonomy 
development. Relationship stressors can be considered the perturbations in these stable systems, 
which mean that relationship stressors cause a change in the existing interaction patterns. Thus, 
when one or both partners report an increased level of relationship stressors, the earlier stable 
micro-level interactions are forced to transform. 
For example, imagine two adolescent partners; they hang out at school, they kiss, they 
talk about the last party they went to, they confess to each other that they had not ﬁ nished 
their homework. But then one partner is questioning the relationship and is not sure how he 
or she feels about the other person. Figure 2 depicts a relationship stressor at day 2 during a 
certain measurement period. How would this relationship stressor aff ect the couples’ day-to-day 
resiliency system?
I propose three responses (Figure 2). First, the stressful relationship events should trigger 
a resilient couple response. It should increase communication, problem solving, support and 
validation. In other words, relationship stressors cause a temporary increase in resiliency 
behaviors. When both partners have dealt well with the relationship stressor, the system 
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should stabilize again. Second, the relationship stressor might trigger a decrease in resilient 
behaviors, which is less positive communication, less support, increased criticism, annoyances 
and complaining. As a result, relationship stressors are not resolved, or may even become worse 
over time. The third possibility is that increased relationship stressors do not change the romantic 
relationship. Either the person experiencing the relationship stressors is not communicating with 
the partner, or the couple is avoiding the problem. Either way, I expect that the relationship 
stressors will have an accumulating impact on the relationship over time because the couple has 
not responded constructively to the stressors.
Three possible day-to-day resiliency responses after a perturbation at day 2.
Figure 2
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These short-term or day-to-day expressions of resiliency are linked by repetition to the 
longer term or development of a general resiliency style and relationship stressors (Figure 3). 
On a macro-level, the inability to show a resilient response indicates that a couple is incapable 
of constructive communication. The capacity to show couple resiliency is essential. The ﬁ rst 
stressful relationship events will provide opportunities to learn a dyadic resilient response, 
and will lead to future eff orts to problem solve as a couple, which will reduce the number of 
future relationship stressors (Figure 3). Thus, for these adolescents stressful relationship events 
are possibilities to practice handling relationship stressors, and eventually these couples will 
become increasingly resilient. The increasing capacity to deal with stressors might accompany the 
development of positive relationship qualities, such as greater levels of intimacy, commitment and 
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trust. Even though even highly resilient couples might eventually separate, because of the better 
communication they will have a ﬁ ner understanding of why the relationship has not worked out. 
Thus, we expect, that growth in resiliency will predict regulated break-up dynamics. Regulated 
break-ups, conversely, are linked to a decreased risk of depression.
Proposed macro resiliency system. Growth of relationship stressors relate to growth in 
relationship resiliency, which over time reduces the level of relationship stressors.
Figure 3
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Couples that do not grow in resiliency, I expect, will have unregulated break-ups and 
consequently at increased risk for the development of depressive symptoms. When resilient 
behaviors decrease (upper graph in Figure 4), a high level of negativity in terms of criticism and 
complaints and less positive problem solving is expected to accompany unregulated break-ups. 
There may be a negative relationship between relationships stressors and resiliency. Thus, instead 
of cooperating, partners turn against one another, adding even more stress to the relationship 
stressors. Lastly, when heightened relationship stressors do not activate the resiliency system 
(lower graph in Figure 4), break-up is unexpected for possibly one partner. Relationship stressors 
have not been communicated between partners, which increases the likelihood that annoyances 
will accumulate until they explode and destroy the relationship.
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Proposed macro resiliency system. Upper graph shows that growth of relationship stressors 
relate to a decrease in relationship resiliency, the lower graph shows that growth of relationship 
stressors do not trigger a change within the resiliency system. Over time both resiliency 
patterns are related to increases in relationship stressors.
Figure 4
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Short versus Long Romantic Relationships and Depressive Symptoms
How does the proposed model apply to adolescent romantic relationships that vary in duration? 
Very short relationships may not allow for the development of resiliency. After the initial euphoria 
of getting together, high levels of relationship stressors might lead to a break-up without the 
emergence of a dyadic resilient response (Figure 5). When adolescent realize that they do not ﬁ t 
well together or that the relationship is too stressful, the relationship might die a quick and natural 
death. I expect that it might not be problematic when these relationships end quickly. However, 
it will likely become a problem when adolescents enter a series of ﬂ eeting relationships. Indeed, 
previous studies have shown that the number of break-ups is related to depression (Monroe, 
Rohde, Seeley, & Lewinsohn, (1999). It might indicate that adolescents have diffi  culties with 
regulating their emotions (Davila, 2008), as they are not able to stay in a relationship for a couple 
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of months, which is normal for this age. Another possibility is that they have a preference for 
high-risk partners, and continue pairing up with similar partners. They might ﬁ nd themselves in 
stressful relationships over and over again. 
The proposed model can be applied to moderate to longer relationships in adolescence 
because these relationships allow practicing resilient responses. When these partners separate, 
those who were able to grow in resiliency will bring these acquired skills into their next 
relationship. In case of the decreasing or non-reacting resiliency, with new partners there is still 
an opportunity to develop a growing resiliency pattern. A study of young adult couples showed 
that domestic violence was low when men changed partners (Short, Capaldi, Kim, Kerr, Owen, 
& Feingold, 2012) indicating that interpartner violence is changeable and partner-dependent. 
Likewise, a better partner ﬁ t might change the level of relationship stressors or communication, 
allowing the development and practice of resilient responses with a new partner.
Short romantic relationships; relationship stressors are too high and the relationship ends 
before the resiliency system has been activated. 
Figure 5
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Measurement of Stressful Relationship Events and Resiliency 
Retrospective recall of day-to-day stressful relationship events and resiliency is heavily biased by 
moods and events that are recent to the assessment (Bradburn, Rips, & Shevell, 1987). To study 
relationship resiliency as a dynamic process, it is necessary to measure and objectively observe 
the patterns of relationship stressors and resilient responses as they unfold in real-time over the 
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course of the relationship (Dishion & Granic, 2004).
Fortunately, technical advancements have made it possible to obtain objective dynamics of 
the day-to-day relationship stress and resilience. The Electronically Activated Recorder (EAR; 
Mehl, Pennebaker, Crow, Dabbs, & Price, 2001) discreetly obtains objective real-world behavioral 
data across a day. The EAR samples acoustic observations of participants in their daily lives. The 
EAR records 30-second sound snapshots every 12.5 minutes (Mason, Sbarra, & Mehl, 2010; Mehl, 
Vazire, Ramirez-Esparza, Slatcher, & Pennebaker, 2007) during participants’ waking hours. The 
EAR has reached its fourth generation and can now be downloaded on iPods, and participants 
can carry it in a purse or wear it on their body. Importantly, participants do not know when it is 
recording. This method provides unique opportunities to investigate adolescents’ relationship 
resiliency in their daily lives, which has never been used in the study of adolescent romantic 
relationships.
Adolescents now conduct many of their activities online. Their communication with friends 
is less often face-to-face, and is more often conducted via text messaging, email, and instant 
messaging (Lenhart, Ling, Campbell, & Purcell, 2010). This might be true for adolescent romantic 
partners as well and therefore an alternative method to obtain objective real-world behavioral 
data unobtrusively is by analyzing these electronic communications. Underwood, Rosen, More, 
Ehrenreich, and Gentschrely (2012) are the ﬁ rst to use this innovative method among 15 year-old 
adolescents. The researchers provided adolescents with Blackberries and the content of their 
electronic communications were saved in a secure online archive. Text messaging was the most 
frequent method of communication and was content coded by external coders. Applying this to 
adolescent resiliency measures it would be important to also code the emotional tone of the text 
messages. Like the EAR, this method provides unique opportunities to investigate adolescents’ 
relationship resiliency in an ecologically valid context.
Subjective perceptions of daily relationship stressors can also be objectively assessed as 
they unfold. Ecological Momentary Assessments (EMA) minimizes the problem of recall bias by 
reducing the amount of time that passes between an experience and the report of that experience 
(Shiff man, 1999). Each day, participants answer brief self-reports to tap into psychological 
experiences in real-world settings. This methodology has recently been extended to text 
messaging assessments (Berkman, Dickenson, Falk, & Lieberman, 2011). Thus, with the EAR, text 
messaging analyses, and the EMA methodologies, it is possible to measure relationship resiliency 
and relationship stressors in real-time and over time.
Relationship resiliency can be measured with the EAR and text messaging analyses. In 
both methods, coders code verbal couple exchanges that reveal dyadic support and validation, 
problem solving, joining in problem discussions, and critical comments. Relationship stressors 
can be assessed with the EMA. Both partners answer brief questions on problems (1) outside 
the relationship, such as conﬂ icts with parents and peers (2) within the relationship, such as the 
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occurrence of a conﬂ ict, commitment, support, insensitivity, potential betrayal events, investment 
(3) internal personal factors, including doubts about the relationship and decreased feelings of love 
and satisfaction.
Concluding Statement
This thesis contributed to the understanding of romantic relationships during adolescence. Like 
homosexual and heterosexual adults, adolescents prefer attractive and, to a lesser extent, high 
social status potential partners. Once adolescents have formed romantic relationships, breakups 
are frequent. However, these breakups do not seem to be contingent on conﬂ ict resolution and 
conﬂ ict recovery. We did show, however, that emotional expressions during conﬂ ict have real-
world signiﬁ cance for adolescents’ depressive symptoms over time. The results of this thesis 
underscore the importance of deﬁ ning operational concepts and adapting measurements methods 
that ﬁ t the unique ecological context of adolescent romance. I have proposed a theoretical model 
designed to improve adolescents’ well-being, which I hope will contribute to future research on 
this topic. 
This thesis is nearly completed. All that is left is to reﬂ ect on this topic from adolescents’ 
point of view. To them each romantic relationship is No Ordinary Love, as can be clearly 
understood from the interaction of a young couple when asked about the happiest memory of 
their time together;
“Ehmm..what would you say is our happiest memory?”
“I am not sure, you start..!”
“No, I asked you ﬁ rst…”
“Well, then we could say that every moment we spend together is a happy memory.”
“No, she asked us to describe one happy memory. Your answer is not clear enough.”
“Okay, let me think. Maybe that time when we went out to dinner, when we had pizza at Pinocchio’s?”
“Yea! That’s it! That is our happiest memory. That was very fun, it was our most romantic evening 
together. It was our ﬁ rst anniversary! We were together for one month. It seems such a long time ago, 
but I still remember every second. We do have a special relationship, don’t you think? I remember you 
gave me a red rose. You are so romantic!”
“Yes I do remember that, maybe we should celebrate our half-year anniversary next month there?!”
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Summary in Dutch
136
Romantische relaties staan centraal in het leven van adolescenten. Uit onderzoek blijkt dat 
jongeren met een relatie het liefst het merendeel van de dag denken aan hun partner en dat dit 
een van de belangrijkste onderwerpen is om over te praten met vrienden. Jongeren zonder relatie 
fantaseren graag over mogelijkheden om in contact te komen met die ene speciale persoon. 
Onderzoek uitgevoerd door Rutgers WPF onder bijna 8.000 Nederlandse jongeren toont aan dat 
maar liefst 76% van de jongeren in de leeftijd van 14-16 jaar tenminste een eerdere romantische 
relatie heeft gehad en dat 92% van de jongeren ooit verliefd is geweest (De Graaf, Kruijer, Van 
Acker, & Meijer, 2012).
Hoewel er vaak wordt gedacht dat de eerste relaties tijdens de adolescentie (ook wel 
kalverliefdes genoemd) rozengeur en maneschijn zijn, blijkt uit onderzoek dat de eerste 
ervaringen met de liefde een draaikolk aan emoties kunnen losmaken bij jongeren. Aan de ene 
kant kunnen relaties tijdens de adolescentie inderdaad een bron zijn van positieve ervaringen, 
zoals intimiteit, passie en het geven en ontvangen van steun. Aan de andere kant kunnen relaties 
ook tot negatieve ervaringen leiden. Onderzoek heeft aangetoond dat negatieve ervaringen met 
romantische relaties tijdens de adolescentie ook samenhangen met later probleem gedrag en 
depressieve gevoelens. Hoewel het duidelijk is dat romantische relaties belangrijk zijn voor het 
welzijn van adolescenten is onderzoek naar hoe romantische relaties samenhangen met negatieve 
ervaringen schaars. Daarom hebben we in dit proefschrift de volgende drie aspecten onderzocht 
van relaties tijdens de adolescentie: 1) welke factoren partner voorkeuren beïnvloedden, 2) de 
rol van conﬂ icten en conﬂ ict oplossingsstrategieën in het uitgaan van relaties, en tot slot 3) hoe 
ervaringen in romantische relaties relateerden aan emotioneel welbevinden.
Deel 1: Partner voorkeuren
In het eerste gedeelte van dit proefschrift hebben we onderzocht in hoeverre partner voorkeuren 
gebaseerd zijn op aantrekkelijkheid en sociale status van een potentiële partner.
In hoofdstuk 2 hebben we deze vraag onder adolescenten onderzocht met behulp van 
vragenlijsten en een experimentele vignette studie. In de vragenlijsten beoordeelden adolescenten 
het belang van verschillende partner kenmerken. In het experiment werd partnervoorkeur 
gemeten met behulp van vignettes van of een aantrekkelijke of een minder aantrekkelijke 
potentiële partner met of een hoge of een lage sociale status. Uit de zelfrapportages bleek dat 
aantrekkelijkheid als belangrijker werd beoordeeld door jongens dan meisjes. Sociale status was 
voor zowel jongens als meisjes niet erg belangrijk. Uit het experimentele gedeelte bleek echter 
dat aantrekkelijkheid even belangrijk was voor jongens als meisjes. Sociale status was alleen 
belangrijk voor jongens wanneer de potentiële partner aantrekkelijk was. Sociale status was 
echter voor meisjes zowel in de aantrekkelijke als de minder aantrekkelijke conditie belangrijk. 
Ten slotte vonden we dat jongens en meisjes die zichzelf aantrekkelijker vonden een sterkere 
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voorkeur hadden om een aantrekkelijke leeftijdsgenoot te daten dan adolescenten die zichzelf 
minder aantrekkelijk vonden.
In hoofdstuk 3 hebben we onderzocht in hoeverre partner voorkeuren van heteroseksuele 
en homoseksuele volwassenen gebaseerd zijn op aantrekkelijkheid en sociale status van een 
potentiële partner. We gebruikten een vergelijkbare methode als in hoofdstuk 2 om deze vraag 
te onderzoeken. Uit de zelfrapportages bleek dat heteroseksuele mannen aantrekkelijkheid 
van een potentiële partner het belangrijkst vonden, gevolgd door homoseksuele mannen, en 
daarna respectievelijk heteroseksuele en homoseksuele vrouwen. Sociale status werd het meest 
gewaardeerd als partner kenmerk door heteroseksuele vrouwen, gevolgd door respectievelijk 
homoseksuele en heteroseksuele mannen. Homoseksuele vrouwen vonden sociale status 
van een potentiële partner het minst belangrijk. Uit het experiment bleek, net zoals uit de 
vragenlijstgegevens in deze studie, dat aantrekkelijkheid van een potentiële partner het belangrijkst 
was voor heteroseksuele mannen, gevolgd door homoseksuele mannen. Aantrekkelijkheid 
van een potentiële partner was nu echter belangrijker voor homoseksuele vrouwen dan voor 
heteroseksuele vrouwen. Opvallend genoeg zijn verschillen tussen de vier groepen niet groot en 
dat betekent dat seksuele oriëntatie een minder belangrijke rol speelt in partner voorkeuren dan 
het belang van aantrekkelijkheid. Sociale status van een potentiële partner was belangrijk voor 
alle groepen, maar speelde maar een kleine rol in vergelijking tot aantrekkelijkheid.
Samenvattend hebben we gevonden dat vooral aantrekkelijkheid van een potentiële partner 
in korte termijn relaties belangrijk was voor adolescenten, heteroseksuele en homoseksuele 
volwassenen. Dat het belang van aantrekkelijkheid vergelijkbaar was voor deze verschillende 
groepen zou kunnen betekenen dat aantrekkelijkheid een indicatie kan zijn van de genetische 
kwaliteit en gezondheid van een potentiële partner. Sociale status was in vergelijking met 
aantrekkelijkheid veel minder belangrijk voor adolescenten, heteroseksuele en homoseksuele 
volwassenen. Dit zou kunnen komen doordat het belang van sociale status van een potentiële 
partner minder belangrijk is in een welvarend land als Nederland.
Deel 2: Waarom ging het uit? 
In hoofdstuk 4 hebben we onderzocht in hoeverre de strategieën die adolescenten gebruiken om 
conﬂ icten op te lossen en hun depressieve emoties samenhangen met de duur van hun relatie. 
In dit hoofdstuk hebben we gegevens gebruikt van koppels waarin jongens en meisjes beiden 
apart rapporteerden over hun depressieve gevoelens en conﬂ ict strategieën. We vonden dat 
alleen de depressieve gevoelens van meisjes (en niet van jongens) samenhingen met een kortere 
relatieduur. Het maakte geen verschil hoe de jongeren hun conﬂ icten oplosten. Wel vonden we 
dat hoe meer depressieve gevoelens jongens en meisjes hadden, hoe vaker zij ook negatieve 
conﬂ ict strategieën toepasten. Dit had echter geen eff ect op de duur van de relatie. Tot slot 
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vonden we dat wanneer meisjes een hoge mate van depressieve gevoelens ervaarden, hun 
partners vaker positieve conﬂ ict strategieën toepasten. 
In hoofdstuk 5 hebben we onderzocht of conﬂ ict strategieën en het vermogen om te 
herstellen van conﬂ icten het uitgaan van een relatie voorspelde. In dit hoofdstuk hebben we 
niet alleen zelfrapportages gebruikt, maar ook observaties van daadwerkelijk toegepaste 
conﬂ ict strategieën. Adolescenten werd gevraagd om samen met hun partner een onderwerp 
te bespreken waar ze ruzie over hadden gehad of waar ze moeite mee hadden. Dit gesprek 
werd opgenomen en is gecodeerd door onafhankelijke codeurs op verschillende emoties zoals, 
minachting, boosheid, zeuren, aff ectie en interesse. Uit de resultaten bleek geheel tegen de 
verwachting in dat conﬂ ict strategieën en het herstel van conﬂ icten geen signiﬁ cante voorspellers 
waren voor het uitgaan van de relatie. Het maakte voor de status van een relatie van jongeren dus 
niet uit of zij in staat waren om conﬂ icten op te lossen.
In het kort hebben we in het tweede gedeelte van dit proefschrift alleen gevonden dat 
depressieve gevoelens van meisjes de duur van relaties verkorten. Hoewel bij volwassenen is 
gevonden dat het constructief oplossen van conﬂ icten de kans op een scheiding verkleint, hebben 
we dit niet gevonden bij adolescenten. Een verklaring zou kunnen zijn dat het belang van het 
oplossen van conﬂ icten pas later blijkt wanneer jongeren meer gecommitteerd zijn aan hun 
relaties.
Deel 3: Romantische relaties en welbevinden
In het derde gedeelte van het proefschrift hebben we onderzocht in hoeverre romantische 
relaties van adolescenten samenhangen met de ontwikkeling van depressieve gevoelens. Omdat 
eerdere studies onder volwassenen hebben aangetoond dat meer negatieve emoties tijdens 
conﬂ icten leidt tot meer depressie en dat juist positieve emoties, zoals het vermogen om humor 
te tonen tijdens conﬂ icten met de partner, relateert aan minder depressieve klachten over tijd, 
hebben we dit ook bij adolescenten onderzocht. In hoofdstuk 6 hebben we de adolescenten weer 
geobserveerd tijdens conﬂ icten met hun partner. Zoals verwacht bleek dat het tonen van meer 
negatieve emoties gedurende een conﬂ ict met de partner gerelateerd was aan meer depressieve 
gevoelens twee jaar later. Dit gold zowel voor jongens als meisjes. Echter, het vertonen van 
positieve emoties tijdens een conﬂ ict met de partner bleek tevens gerelateerd te zijn aan 
meer depressieve gevoelens later. Dit betekent dat positieve emoties tijdens conﬂ icten geen 
beschermende functie hebben voor de ontwikkeling van depressieve gevoelens van jongeren. 
Om een gevoel van samenzijn te behouden proberen jongeren mogelijk conﬂ icten te voorkomen 
of te verhullen door juist meer positieve emoties tijdens het conﬂ ict te tonen. Op de lange termijn 
is dit mogelijk niet eff ectief omdat het probleem niet is opgelost. 
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Tot slot 
De resultaten van dit proefschrift laten zien dat relatieprocessen die bij volwassenen aangetoond 
zijn, niet van toepassing zijn op adolescenten. Heersende theorieën over waarom sommige 
relaties voortduren en andere eindigen (met soms verregaande consequenties voor individueel 
welbevinden), zijn voor adolescenten heel anders. We zouden ons vooral moeten richten op het 
formuleren en bestuderen van theoretische concepten die de unieke ecologische context van 
adolescenten en hun relaties in acht nemen. In plaats van de nadruk te leggen op conﬂ icten en 
conﬂ icten oplossingen stel ik voor om meer onderzoek te doen naar factoren die voor stress in 
relaties kunnen zorgen. Relatie stress kan veroorzaakt worden doordat bijvoorbeeld een partner 
veel drinkt, of dat een van de partners serieus twijfelt aan de relatie, of omdat er een aantrekkelijk 
alternatieve partner in het zicht verschijnt. Relatie stress kan tot conﬂ icten leiden maar dat hoeft 
niet altijd het geval te zijn in deze vroege relaties. Hoe veerkrachtig koppels met deze stressvolle 
gebeurtenissen om kunnen gaan bepaalt of jongeren bij elkaar blijven. Sinds veel relaties uitgaan in 
deze leeftijdsfase is het misschien nog belangrijker dat hoe veerkrachtiger een koppel is, hoe meer 
begrip jongeren zullen hebben over waarom ze uit elkaar gaan. Uiteindelijk verwacht ik dat een 
beter begrip van waarom het niet werkt de kans op depressie verkleint. Tevens stel ik voor om 
onderzoeksmethodes te gaan gebruiken waarmee de gedachten en gevoelens van  adolescenten 
zoals die zich voordoen in hun dagelijkse leven kunnen worden blootgelegd. Voorbeelden van 
onderzoeksmethodes zijn dagboekstudies en de analyse van geluidsmetingen van interacties, 
beide methodes meten adolescenten gedurende de dag in hun natuurlijke omgeving.
Al met al hebben we aangetoond dat relaties van jongeren niet triviale zaken zijn, maar 
dat het eff ecten heeft op individueel welbevinden. Dit onderzoek suggereert dat er unieke 
ontwikkelingsmechanismen ten grond slag liggen aan de ontwikkeling van romantische relaties 
tijdens de adolescentie die hopelijk verder zullen worden onderzocht in toekomstig onderzoek. 
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