Abstract-This paper presents a framework for designing a class of distributed, asynchronous optimization algorithms, realized as signal processing architectures utilizing various conservation principles. The architectures are specifically based on stationarity conditions pertaining to primal and dual variables in a class of generally nonconvex optimization problems. The stationarity conditions, which are closely related to the principles of stationary content and co-content that can be derived using Tellegen's theorem in electrical networks, are in particular transformed via a linear change of coordinates to obtain a set of linear and nonlinear maps that form the basis for implementation. The resulting algorithms specifically operate by processing a linear superposition of primal and dual decision variables using the associated maps, coupled using synchronous or asynchronous delay elements to form a distributed system. A table is provided containing specific example elements that can be assembled to form various optimization algorithms directly from the corresponding problem statements.
I. INTRODUCTION
In designing distributed, asynchronous algorithms for optimization, a common approach is to begin with a non-distributed iteration or with a distributed, synchronous implementation and attempt to organize variables so that the algorithm distributes across multiple unsynchronized processing nodes. [1] [2] [3] An important limitation of this research strategy is that it does not take into account, a priori, what algorithms might be amenable to a distributed, asynchronous implementation, potentially resulting in architectures of an overlyspecific class. The presented framework addresses this by introducing techniques for directly designing a wide variety of algorithm architectures for convex and nonconvex optimization that naturally distribute across multiple processing elements utilizing synchronous or asynchronous updates.
This paper establishes the general framework and provides a straightforward strategy for designing distributed, asynchronous optimization algorithms directly from associated problem statements. A subsequent paper provides examples of this strategy, a discussion of convergence, as well as simulations of various resulting algorithms.
A. Classes of maps
Following the convention suggested by [4] , we make use of several specific terms in describing linear and nonlinear maps. The term "neutral" will refer to any map m(·) for which ||m(x)|| = ||x||, ∀x,
with || · || being used here and throughout this paper to denote the 2-norm. The expression "∀x" in Eq. 1 is used to indicate all vectors x in the domain over which m(·) is defined.
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We will denote as "passive about x ′ " any map m(·) for which
As a subset of passive maps, we will denote as "dissipative about x ′ " any map m(·) for which
A map that is "passive everywhere" or "dissipative everywhere" is a map that is passive, or respectively dissipative, about all points x ′ .
The term "source" will be used to refer to a map that is written as
where e is a constant vector and where the map that is associated with the matrix S is passive.
B. Notation for partitioning vectors
We will commonly refer to various partitionings of column vectors, each containing a total of N real scalars, in the development and analysis of the presented class of architectures. To facilitate the indexing associated with this, we establish an associated notational convention. Specifically we will refer to two key partitionings of a length-N column vector z: one where the elements are partitioned into a total of K column vectors denoted z (CR) k , and another where the elements are partitioned into a total of L column vectors denoted z
will also be partitioned into subvectors that we will write as z . We write all of this formally as
The length of a particular subvector z
The meaning of the specific superscripts associated with these partitionings will be discussed in Section III.
II. CLASS OF OPTIMIZATION PROBLEMS
The class of optimization problems addressed within the presented framework is similar in form to those problems described by the wellknown principles of stationary content and co-content in electrical networks, [5] [6] which have been used in constructing circuits for performing convex and nonconvex optimization. [7] [8] [9] [10] These principles and implementations implicitly or explicitly utilize a nonconvex duality theory where physical conjugate variables, e.g. voltage and current, are identified as primal and dual decision variables within the associated network. In this paper we will specifically utilize the multidimensional, parametric generalization of the principles of stationary content and co-content that was developed in [11] .
We define a dual pair of problems within the presented class first in a form that will be used for analysis from a variational perspective, which we will refer to as "canonical form". We will also utilize an alternative form obtained by performing algebraic manipulations on problems in canonical form, referred to as "reduced form". Optimization problems will typically be written in reduced form for the purpose of relating their formulations to those of generally wellknown classes of convex and nonconvex problems.
A. Canonical-form representation
Making use of the partitioning convention established in Eqns. 5-11, we write a specific primal problem in canonical form as
s.t. a
The functionals
in (13) according to the following:
where
are generally nonlinear maps whose respective Jacobian matrices J
Given a primal problem written in canonical form as (12)- (14), we write the associated dual problem in canonical form as
As is suggested by the notation established in Subsection I-B, the primal and dual costs and constraints in (12), (13) , (16) , and (17) will be specified using a total of K constitutive relations within the presented class of architectures. Likewise the primal and dual linear 1 We use the convention that the entry in row i and column j of J f k (y
is the partial derivative of output element i of f k (y constraints in (14) and (18) will be specified in the presented class of architectures using a total of L linear interconnection elements.
B. Reduced-form representation
For various choices of Q k (·) and f k (·), it is generally possible that the set of points traced out in a (CR) k -Q k , generated by sweeping y (CR) k , is one that could equivalently have been generated using a functional relationship mapping from a (12)- (14), we will formulate the problem in terms of functionals
in what we refer to as "reduced form":
A reduced-form representation may specifically be used when
, and A k satisfy the following relationship:
(23) The key idea in writing a problem in reduced form, i.e. (20)- (22), is to provide a formulation that allows for set-based constraints on decision variables, in addition to allowing for cost functions that need not be differentiable everywhere. It is, for example, generally possible to define functions f k (·) and g k (·) that are differentiable everywhere, resulting in a canonical-form cost term Q k (·) that is differentiable everywhere, and for an associated reduced-form cost term Q k (·) satisfying Eq. 23 to have knee points where its derivative is not well-defined. This issue is discussed in greater detail in [11] .
A dual canonical-form representation (16)-(18) may similarly be written in reduced form:
(27) We note that if a primal problem is representable in reduced form, the dual problem may or may not have an associated reduced-form representation, or vice-versa. The last row of the table in Fig. 3 provides an example of this.
C. Stationarity conditions
As a consequence of the formulation of the primal and dual problems in canonical form, respectively (12)- (14) with (15) , and (16)- (18) with (19) , the dual pair of feasibility conditions serve as stationarity conditions for the dual pair of costs. Specifically, any point described by the set of vectors y ⋆ k (CR) that satisfies Eqns. 13-14 and 17-18, is a point about which both the primal cost (12) and dual cost (16) are constant to first order, given any small change in y ⋆ k (CR) for which the primal constraints (14) and dual constraints (18) remain satisfied. A proof of essentially this statement, which is a multidimensional generalization of the well-known principles of stationary content and co-content in electrical networks [5] , [6] , can be found in [11] .
III. CLASS OF ARCHITECTURES
The central idea behind the presented class of architectures is to determine a solution to the stationarity conditions composed of Eqns. 13-14 and 17-18, in particular by interconnecting various signal-flow elements and running the interconnected system until it reaches a fixed point. The elements in the architecture are specifically memoryless, generally nonlinear maps that are coupled via synchronous or asynchronous delays, which we will model as discretetime, sample-and-hold elements triggered by independent discretetime Bernoulli processes. The approach for interconnecting the various system elements is depicted in Fig. 1 . Referring to this figure, systems in the presented class of architectures will be composed of a set of L memoryless, linear, orthonormal interconnections G ℓ that are in the aggregate denoted G, coupled directly to a set of K maps m k (·). A subset of the maps m k (·) that have the property of being source elements are specifically connected directly to G, and the remaining maps m k (·), denoted on the whole as m(·), are coupled to the interconnection via delay elements. Algebraic loops will generally exist between the remaining source elements and the interconnection, and as these are linear may be eliminated by performing appropriate algebraic reduction.
Given a particular system within the presented class, we have two key requirements of the system: (R1) The system converges to a fixed point, and (R2) Any fixed point of the system corresponds to a solution of the stationarity conditions in Eqns. 13-14 and 17-18. The issue of convergence in (R1) relates to the dynamics of the interconnected elements, and (R2) relates to the behavior 2 of the interconnection of the various memoryless maps composing the system, with the delay elements being replaced by direct sharing of variables.
A. Coordinate transformations
In satisfying (R1) and (R2), the general strategy is to perform a linear, invertible coordinate transformation of the primal and dual decision variables a and b, and to use the transformed stationarity conditions, obtained by transforming Eqns. 13-14 and 17-18, to form the basis for the synchronous or asynchronous system summarized in Fig. 1 . The linear stationarity conditions in Eqns. 14 and 18 will in particular be used in defining the linear interconnections G k , and the generally nonlinear stationarity conditions in Eqns. 13 and 17 will be used in defining the constitutive relations m k (·).
We specifically utilize coordinate transformations consisting of a pairwise superposition of the primal and dual decision variables ai and bi, resulting in transformed variables denoted ci and di. The where the linear map G ℓ and the generally nonlinear map m k (·) satisfy the following relationships:
and
can be obtained in a straightforward way by inverting the relationship specified by the 2×2 matrices in Eq. 28.
A significant potential obstacle in performing a change of coordinates is that for a pre-specified set of transformations Mi and maps f k (·), g k (·) and A ℓ , there generally may not exist maps m k (·) and G ℓ that satisfy Eqns. 33-34. However the class of transformations Mi of interest will be shown to always result in a valid linear map G ℓ in Subsection III-B, and a broad and useful class of generally nonlinear maps m k (·) corresponding to various convex and nonconvex optimization problems are depicted in Fig. 3 . Fig. 2 . Example interconnection elements, graphically denoted using rectangles, satisfying Eq. 33. The maps in column 6 are used in implementation. Fig. 3 . Example constitutive relations, graphically denoted using rounded rectangles, satisfying Eq. 34. The maps in column 6 are used in implementation.
B. Conservation principle
In designing physical systems for convex and nonconvex optimization [7] [8] [9] [10] and distributed control [13] , the conservation principle resulting from Eqns. 14 and 18, specifically orthogonality between vectors of conjugate variables, is a key part of the foundation on which the systems are developed. In electrical networks, this principle is specifically embodied by Tellegen's theorem. [6] [14] The conditions in Eqns. 14 and 18 in particular imply
Viewing the left-hand side of Eq. 35 as a quadratic form as in [11] , it can be shown to be isomorphic to the quadratic form composing the left-hand side of the following conservation principle:
Eq. 36 is similar to the statement of conservation of pseudopower in the wave-digital class of signal processing structures, and within that and other classes of systems is the foundation for analyzing stability and robustness in the presence of delay elements. [15] [16] [17] Motivated by this and (R1), we specifically require that the variables ci and di herein satisfy Eq. 36, and in particular that the 2 × 2 matrices Mi in Eq. 28 be chosen so that the resulting interconnection elements G ℓ are orthonormal matrices. This requirement, combined with dissipation in the constitutive relations, underlies the discussion of algorithm convergence in a subsequent paper. As the stationarity conditions in Eqns. 14 and 18 imply Eq. 35, which can be shown to be isomorphic to Eq. 36 via transformations of the form of Eq. 28, we are ensured that such matrices G ℓ satisfying Eq. 33 will exist.
IV. EXAMPLE ARCHITECTURE ELEMENTS
Figs. 2 and 3 depict interconnection elements and constitutive relations that respectively satisfy Eqns. 33 and 34. A distributed, asynchronous optimization algorithm may be realized by connecting the constitutive relations in Fig. 3 to the interconnection elements in Fig. 2 and eliminating algebraic loops as discussed previously using linear algebraic reduction and synchronous or asynchronous delays. In a subsequent paper we provide several examples of algorithms developed using this general strategy.
