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Abstract
In Yang-Mills theory massless point sources lead naturally to shock-wave config-
urations. Their magnetic counterparts endow the vacuum of the four-dimensional
compact abelian model with a Coulomb-gas behaviour whose physical implications
are briefly discussed.
1Contribution to “Quark Confinement and the Hadron Spectrum”, Como 20-24 June 1994.
The current semiclassical picture of the vacuum in gauge theories rests, to a large
extent, on the known solutions of the Yang-Mills field equations[1]. It is common wisdom
that attaining a detailed understanding of this vacuum is a major challenge for Quantum
Field Theory, as well as a crucial step in assessing its actual role in High-Energy Physics.
In this talk we consider a class of rather simple shock-wave solutions of the field equa-
tions with massless point sources. In the compact abelian gauge theory, their euclidean
counterparts exhibit rather neatly a phase transition[2], thus providing a simple explicit
realization of the standard picture[3].
Let us begin by considering the Yang-Mills field equation DµFµν = 4pijν with the
massless point source
jaν = q I
a δuν δ(u) δ
2(r) , (1)
where u and v are light-cone coordinates (u = x
0−x3√
2
; v = x
0+x3√
2
), r is a space-like
coordinate vector orthogonal to u and v, and Ia labels the color charge of the point
particle. The resulting classical solution,
Aaµ = − 2 q Ia δuµ δ(u) log r , (2)
where r denotes the length of r, may be obtained by inspection, or by a simple extension
of the “cut and paste” procedure[4] used to generate a similar type of gravitational wave.
The electric and magnetic field strengths associated to eq. (2),
Ei =
√
2 q Ia δ(u)
ri
r2
, (3)
Bi = −
√
2 q Ia δ(u) εij
rj
r2
(i = 1, 2) ,
may also be obtained as singular boosts of a static Coulomb field in the limit where
the velocity v/c → 1 [5]. The “two-dimensional” shape of the shock wave applies to
arbitrary superpositions of comoving massless point-like currents and may be ascribed to
the relativistic contraction of the fields in the longitudinal direction.
In the quantum theory, the topological character of the field configuration space plays
a crucial role in determining the nature of the correct degrees of freedom. In the prototype
example for this type of phenomenon, the 2D XY model, the fundamental field is an angu-
lar variable θ(r) and the naive elementary excitations, long-wavelength spin waves, must
1
be supplemented with genuinely new ones, vortices. From the mathematical viewpoint,
vortices are singular field configurations that result in effective (quantized) violations
of the “Bianchi identity” for dθ. These excitations are responsible for the Kosterlitz-
Thouless (KT ) phase transition[6] that separates the weak and strong coupling regimes
of the model.
Vortices are actually relevant in a number of different models with periodic field con-
figuration spaces, most notably in lattice gauge theories, where they may be associated
with magnetic monopoles. Again, in continuum formulations they manifest themselves
as singular field configurations that violate the relevant “Bianchi identities”. A number
of reasons call for a periodic formulation of abelian gauge theories, most notably the fact
that in unified models abelian gauge fields typically emerge from the spontaneous breaking
of non-abelian gauge symmetries[3].
For compact 3D QED Polyakov[7] has shown that the periodicity results in a vacuum
filled with a plasma of monopoles and in a mass gap for the gauge fields, as well as in a
confinement phenomenon at all scales. For compact 4D QED a quantitative discussion
of the role of vortices has been hampered by the string-like nature of the corresponding
excitations, monopole current loops. Still, the basic argument is rather simple. It is best
exhibited starting from the Villain[8] form of the action
S =
1
4g2
∑
x,αβ
(Fαβ(x) + 2pinαβ(x))
2 , (4)
where the gauge potential is an angular variable and the nαβ(x) are matrices of integers
associated to the lattice plaquettes that may be related to integer-valued currents upon
integration over elementary cubes ✷µ of the lattice,
∮
∂✷µ
nαβ(x) = j
µ . (5)
The Berezinsky decomposition n(x)αβ = ∂αnβ − ∂βnα + εαβγδ ∂γϕδ exhibits the
longitudinal part of n, as well as the vector field ϕµ, whose source is the current of eq.
(5) and whose (dual) field strength adds to the usual one. Since the total field strength
F ′αβ = Fαβ + 2pinαβ = Fαβ + ...+
1
2
εαβγδ Fγδ (6)
2
violates the Bianchi identity of the original gauge field, the current in eq. (5) is ofmagnetic
origin.
An elegant lattice description of this model, allowing for electric current (Wilson)
loops as well, was presented in [12]. The resulting picture involves interacting monopole
and charge loops, but it is difficult to turn it into a quantitative analysis, since in this
case the effective sine-Gordon description of 3D QED[7] should be replaced by a theory of
monopole loops. Although a proper description of this theory is likely to be complicated,
the intuition gained from ordinary string theory[9] suggests a possible way of gaining
quantitative insight into the problem. This may be associated to “straight” current loops,
and conceivably to massless ones near the phase transition, that according to numerical
estimates appears to be of second order[2].
In the remainder of this talk we would like to show how the truncation of the monopole
strings to these “zero modes” accounts both for the phase transition and for Wilson’s area
law[11] in a rather neat fashion. To this end, we need the duals of the fields in eq. (3).
They may be derived from a “magnetic” analogue of the vector potential of eq. (2) or,
alternatively, from the ordinary potential
Aµ = (0, 0, Ai) , where Ai = q(m)θ(u) ε
ij r
j
r2
(i, j = 1, 2) , (7)
whose Dirac string
B3 = 2piq(m)θ(u) δ
2(r) (8)
would be ineffective in eq. (4) upon suitable quantization of the monopole charge, a single
Dirac quantum corresponding to q(m) ± 1. Interestingly, the potential in eq. (7) plays an
important role in knot theory[10].
In computing the action for a pair of waves, it is convenient to resort to a covariant
notation, that has the further advantage of illuminating the geometry of the space-like
planes where the interactions take place. A “straight” current in a generic direction may
be written
jµ(x) =
1
2
q(m)kµ
∫
dτδ4[xα − xα0 − kατ ] , (9)
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where in the massless case kµ is a null vector. The total action for a pair (ij) of shock
waves is then
Sij =
piq(m)iq(m)j
g2
log(xij Π xij) , (10)
where xij is the distance between the two lines and Π is a projector onto the space-like
plane orthogonal to the two wave vectors. This result essentially holds in the Wick rotated
case as well, where the calculation requires a suitable extension of δ(x) to the complex
plane, rather interesting in its own right. The logarithmic interaction closely parallels the
state of affairs for the XY model and is just enough to compete with the point-like entropy
of these configurations, thus displaying aKT -like phase transition, while the divergent self
interactions require globally neutral sets of monopole currents. Interestingly, a transition
of this type would be predicted by the Migdal-Kadanoff approximation[13], known to
become less accurate as the space dimensionality is increased, consistenly with our neglect
of higher extended excitations. The naive estimate of the transition temperature from
eq. (10) is rather amusing, since it yields 2g2c = pi/2 for a pair of fundamental Dirac
monopoles with a KT -like measure d4x, to be compared with the loop-space estimate for
the full gas of monopole strings[12][2], 2g2c ≈ 1.57!
Finally, the area law[11] may be anticipated by comparing the effective KT structure
of our “straight-line” vacuum to the Coulomb-gas picture of the three-dimensional model
of ref.[7]. One may then arrive at an effective Sine-Gordon dynamics to infer that, above
the critical temperature Tc, double layers of monopole lines form around the Wilson loop,
thus implying the area law and confinement. One may also envisage a similar analysis
of black-hole physics[4], given the formal similarity between the logarithm of the Wilson
loop and the Bekenstein entropy. More details, including the explicit invariant measure
for the moduli, will be presented elsewhere[14].
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