I. INTRODUCTION SYNCHRONIZATION ALGORITHM
A envelope of the received noisy PAM signal is given by DERIVATION OF THE NDA ML CARRIER SSUMING the symbol timing to be known, the complex m where {cm} is a sequence of independent identically distributed equiprobable data symbols with E[Ickl] = 1, 1/T is the symbol rate, 8 is the unknown carrier phase, h(t) is a real-valued unit-energy baseband pulse, and n(t) is complexvalued white Gaussian noise, whose real and imaginary parts are statistically independent and have the same power spectral density N0/(2E,). The nondecision-aided (NDA) maximumlikelihood (ML) carrier synchronizer maximizes, with respect to the trial value 8' E (0, 27r) of the carrier phase, the log-likelihood function log L( e'). Taking into account the statistical independence of the data symbols and assuming that the baseband pulse g ( t ) , which is defined as the convolution of h(t) and h (-t) , satisfies the first Nyquist criterion (Le., Note that in [6] the term with I C I~~~ has been dropped from the argument of the exponential in (3), because for M-PSK its value is the same for all points of the constellation; for more general constellations, this term should be kept. The maximization of (2) requires knowledge about the operating E,/N,. This problem can be circumvented by replacing L(8') be either its limit Lo(@) for E,/N, approaching zero, or its limit Lm(8') for E,/N, approaching infinity. The maximization of L,(B') is known to yield the decision-directed (DD) feedforward ML algorithm [31, [4] ; the corresponding DD ML estimate is given by s =arg x F ; p ( k ) (DD ML)
where Ek is the receiver's decision about the data symbol Ck. Unlike feedforward NDA carrier synchronization algorithms, the feedforward DD ML algorithm (4) needs a preamble to acquire the carrier phase, which makes (4) not suitable for short burst TDMA applications.
On the other hand, the maximization of Lo(@') does yield a truly NDA carrier synchronizer. As the straightforward computation of L,(B') is quite difficult for arbitrary signal constellations, this approach has hitherto been successfully applied only to M-PSK constellations, for which the resulting NDA ML synchronizer reduces to the timing-aided Mth power synchronizer; this result is well known for BPSK ( M = 2) and QPSK ( M = 4) [l] , [4] , and has been extended in [6] ( k ; 0' ) can be written as the sum of two components, which consist of phase-independent terms and phase-dependent terms, respectively. Together with the first term of the righthand side of (5), the terms with n = n' in (6) contribute to the phase-independent component of L( IC; e'); for vanishing E,/N,, this component converges to 1. Let us denote by Al(p(lc) , m; 0') the summation of the terms with n # n' in Al(p(IC) , N ; e')]. Hence, within a factor not depending on e' , (9) reduces to e -= For moderate and high E,/N,, quadratic and higher order noise terms in (13) can be ignored; in this case the tracking error variance of the NDA algorithm is approximated by The approximation in (14) consists of omitting terms containing the square and higher powers of NO/(2E,). The first and second term in (14) are caused by additive noise and self-noise, respectively.
In the case of the DD algorithm (4), decision errors can be ignored for moderate and high Es/No. This also gives rise to (14), but with B1 = 1 and Bz = 0: the additive noise contribution equals the Cramer-Rao bound (CRB), which is a lower bound on the tracking error variance [l], [4] , and self-noise is absent. This indicates that the DD ML algorithm is essentially optimum, irrespective of the specific signal constellation.
Because of the inequality (15), the NDA algorithm (14) has a constellation dependent noise penalty as compared to the CRB. Also, the NDA algorithm suffers from self-noise when (16) yields B2 > 0. For M-PSK constellations, (15) and (16) yield B1 = 1 and B2 = 0, in which case the tracking performance of the NDA algorithm is basically the same as the CFtB for moderate and high Es/No; a similar observation has been made in [ 2 ] , [6] . Fig. 1 shows the tracking performance of the NDA ML algorithm for M2-QAM constellations. Displayed are the true variance of the linearized tracking error (13), the approximate variance (14) 
