As a shining pearl in traditional Tibetan culture, historical Tibetan documents have received extensive attention from historians, linguists and Buddhist scholars. These documents are converted into digital form using Tibetan document segmentation and recognition methods. The document digitization is of great significance for the research, protection and inheritance of Tibetan history. This paper proposes an overall segmentation and recognition framework for historical Tibetan document images. Firstly, the historical Tibetan document image is preprocessed to correct imbalanced illumination, tilt and noises, and is further transformed into the binarized image. Secondly, we propose a layout segmentation method based on block projection to segment Tibetan document images into texts, lines and frames. Thirdly, in order to solve the problems of touching strokes between text-lines and curvilinear text-lines, we present a text-line segmentation method based on graph model for historical Tibetan text-line segmentation. Lastly, we present a touching segmentation method to segment touching Tibetan character string, and then recognize Tibetan characters. Experimental results show our proposed methods on layout segmentation, text-line segmentation and touching character string segmentation, achieve the satisfactory performance. The proposed methods can also be applied to other fonts in Tibetan font family.
I. INTRODUCTION
Tibetan is the first national script with international standards in China and one of the oldest scripts in the world. Tibetan documents are a precious historical and cultural heritage created by the Tibetan people in the long-term historical development process. According to the statistical information in [1] , the total number of historical Tibetan documents that are only kept in China is more than one million letters, of which about two-thirds are in Tibet. There are 158 letters of precious historical documents selected into the national precious ancient books. These documents have important cultural, historical and scientific values, and they also play an The associate editor coordinating the review of this manuscript and approving it for publication was Utku Kose. important role in the inheritance and development of Tibetan Buddhism. Therefore, historical Tibetan documents are an important part of intangible cultural heritage. However, with the passage of time and human factors, large number of historical Tibetan documents with Tibetan paper as carriers have gradually become damaged and mildewed. The protection of these precious historical Tibetan documents is imminent. The digitization of historical Tibetan documents is an important means to protect, organize the historical Tibetan books. At present, the protection of historical Tibetan documents in China is mainly at the stage of storage and protection. Most of the historical Tibetan documents are kept in the warehouses of museums, temples, or research institutes, and only some of them are manually scanned, and photographed by electronic means. Scanned images can no longer be VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ edited, nor can readers quickly find the content that they are interested in, which has restricted the research and use of historical Tibetan documents to a certain extent. An effective way to solve this problem is to use high-performance historical Tibetan document recognition technology to convert historical Tibetan document images into electronic texts. At present, the research on the recognition of historical Tibetan document images is still in its infancy. Ogodrup [2] and Feng [3] of Tibet University conduct preliminary research on the segmentation of Tibetan characters in woodcut scriptures and the binarization of Tibetan ancient book images. Text-line segmentation methods based on baseline detection [4] and contour curve tracking [5] are used to segment the text regions into text-lines. In previous works, we propose the rule-based layout segmentation method [6] and text-line segmentation method based on baseline estimation [7] . For touching character segmentation, we present a new touching Tibetan character string database from historical Tibetan document images [8] . This paper is the extension of our previous works [6] - [8] . We propose a unified segmentation and recognition framework integrating layout segmentation, text-line segmentation, touching character string segmentation and recognition. Experimental results show our proposed methods achieve the satisfactory performance.
The rest of this paper is organized as follows. Section II reviews related works. Section III gives the characteristic of Tibetan scripts. Section IV gives the overall segmentation and recognition framework and introduces the involved algorithms in detail. Section V presents the experimental results and Section VI concludes the paper.
II. RELATED WORK
The historical document recognition consists of four main steps: preprocessing, layout segmentation, text-line segmentation, touching character string segmentation and recognition. We give a brief review on three closely related directions: layout segmentation, text-line segmentation and Tibetan character recognition.
A. LAYOUT SEGMENTATION
Layout segmentation is an important step in the automatic digitization of historical documents. In the past decades, researchers have proposed some methods to extract layout information from the printed or handwritten document images. Sébastien et al. [9] divided these methods into three categories. The first category is usually aiming at segmenting a specific, predefined kind of layout such as a Manhattan layout for instance [10] , [11] . The second category tries to adapt to local variations in the document in order to be able to segment a broader range of layouts with the same algorithm [12] - [14] . Zeng et al. [15] proposed a filtering method based on the harris corner point detection. The algorithm can filter the background, which contains text image of printed documents. Vikas and Ragot [16] designed a very simple technique based on FAST key points to extract texts from document images. The image is divided into blocks and the point density of each block is computed. The blocks including more points are classified as text blocks. Then, these blocks are further merged into complete text blocks by checking their connectivity. The third category tries to overcome the limitations of the above-metioned two methods by combining them [17] - [19] or by using artificial intelligence technology [20] , [21] .
B. TEXT-LINE SEGMENTATION
Few researches have been done for text-line segmentation of historical Tibetan documents. Considering that Tibetan is a spelling language, we refer some works which are used for text-line segmentation of historical Latin script. Generally, text-line segmentation can be classified into five categories [22] : projection-based method, smearing method, grouping method, hough-based method, and repulsive-attractive network (RA-network) method.
Projection-based method [23] is commonly used for the printed document. This method regards the pixel in the foreground as 1 while the other is 0. The projection value is computed by summing the values in horizontal axis of each text-line. Nevertheless, this method is very effective only on printed or slightly sticky documents. Considering the overlapping and touching strokes usually occurs in historical Tibetan documents and the text-line is curved, we cannot use directly projection-based method on text-line segmentation of historical Tibetan documents. According to the writing habit, the direction of the text-lines in the former columns is approximately parallel. Based on the feature, we use projectionbased method to find the number of text-lines.
Smearing method [22] fills the white space between black pixels if the distance of consecutive white pixels is within a predefined threshold. This method is unsuitable for textline segmentation of historical Tibetan documents. The main reason is that some Tibetan vertical strokes can be so long that these strokes could connect the stroke of vowels, which belong to next text-line. As a consequence, it could produce some touching components. Grouping method [22] regards connected components, blocks or other features as units, aggregating these units to form alignments. Taking into account the touching components in historical Tibetan documents, it is difficult to define some proper rules for obtaining the units and join the units together. Hough-based method [24] is proper to detect parallel text-lines in certain areas. RA-network [25] method constructs the baseline from the top to down of the image one by one. The extracted baseline acts as repulsive forces while pixels of the image act as attractive forces.
C. TIBETAN CHARACTER RECOGNITION
The research of Tibetan character recognition started in the 2000s. Due to the specificity of Tibetan character and the scarcity of Tibetan data resource, only a few research institutes are involved in related research works. Most researchers adopt statistical recognition methods. Liang et al. [26] and Wang et al. [27] combined HMM based on stroke type with HMM based on the position relation between strokes to improve the recognition performance. IMLDA (image matrix linear discriminate analysis) feature extraction and MQDF classifier are used to handwritten recognition for Tibetan characters [28] . To further improve the recognition performance, Wang proposed a syllable-based association method at the post-processing stage [29] . We published an handwritten Tibetan character database named MRG-OHTC [30] and got preliminary experimental results using statistical recognition method [30] , [31] . However, the recognition accuracy is far from that of human. Statistical methods suffer from high complexity because of the large number of Tibetan character classes. To improve the recognition accuracy and reduce the storage of classifiers, we proposed a component-based hybrid statistical-structural recognition method [32] , [33] . To train the component classifier and evaluate the hybrid recognition method, we adopted a semi-automatic Tibetan component annotation method from handwritten Tibetan character samples [34] . Furthermore, we implemented a Tibetan character recognition system, which had been used to teach the students to write Tibetan characters by writing order in elementary schools of Xizang Autonomous Region.
III. CHARACTERISTIC OF TIBETAN SCRIPTS
Tibetan scripts consist of thirty consonants and four vowels, which are called basic elements. There are two kinds of characters used in historical Tibetan documents, that is, SC (single characters) and CC (combined characters). Syllables are basic spelling units, whose structure is shown in Fig.1(a) . Each syllable consists of at most four characters (those parts surrounded by red solid line bounding boxes in Fig.1(a) ). Some characters are called as CC, which are made up of TV (the top vowel), HC (head consonant), BC (base consonant), FC (foot consonant) and BV (the bottom vowel). TV and BV can't appear in the same Tibetan character simultaneously. Some consonants can be a valid character and they locate at the left (PC, prefix consonant) or right (SC1 and SC2, the first and second suffix consonant) position of the CC. Fig.1(b) gives a typical Tibetan syllable which has four Tibetan characters.
The original historical Tibetan documents are usually written on Tibetan papers. Compared with Tibetan printed documents, the layout structure of historical Tibetan documents is more complicated. After a long period of storage, ink diffuse seriously resulted in the decline of the quality of the script. Therefore, there are many touching strokes and character shape distortion in the historical Tibetan documents. Touching type is classified into three categories, that is, touching stroke between text-lines, between texts and notexts, between characters, as shown in Fig.2 . These touching characteristics bring new challenge to the segmentation and recognition of historical Tibetan documents. 
IV. OVERALL SEGMENTATION AND RECOGNITION FRAMEWORK
An overall segmentation and recognition framework is given in Fig.3 . The document image preprocessing module is used to eliminate the effects of uneven lighting and paper degradation in historical Tibetan document images, and obtain high quality binarized images. The layout segmentation module segments the preprocessed historical Tibetan document image into homogenous regions, such as texts, lines and frames. Tibetan text regions are further segmented into text-lines using text-line segmentation method based on graph model. The touching character string segmentation and recognition module firstly segments touching character string into candidate character sequence, and then recognize Tibetan character string.
A. DOCUMENT IMAGE PREPROCESSING
Generally, historical Tibetan documents are written on Tibetan paper with rough surface and uneven color. The scanned images of historical Tibetan documents are unevenly illuminated. In order to eliminate these effects, we use gamma transformation to improve image quality. Gamma transformation can correct overexposed or underexposed images to achieve light balance. According to the equation (1), we can calculate the image after gamma transformation.
By adjusting the value of γ , we can control the brightness of the image. When γ > 1, the whole image after gamma transformation becomes darker, and when γ < 1, the whole image after gamma transformation becomes brighter. According to the experiment, we found that when γ = 0.4, the image after gamma transformation has the best effect, as shown in Fig.4(b) . Then we use Otsu algorithm to get binarization images, as show in Fig.4 (c). Comparing , we can find that the text information of the image is well preserved, and the foreground and background areas are completely distinguished.
B. LAYOUT SEGMENTATION
The layout structure of historical Tibetan documents is usually irregular and complex. Due to the compositional characteristics of Tibetan characters, consecutive text-lines are often touching or overlapping. Tibetan texts are also attached to non-text parts. The above-mentioned document structure features bring difficulties for layout segmentation. In order to extract texts accurately from historical Tibetan documents, we propose a layout segmentation method based on block projection. The process of layout segmentation is shown in the corresponding part of Fig.3 . Firstly, the binary document image is divided into three categories (texts, frames, lines) using connected component analysis method. Meanwhile, the corner points are detected from the binary images using harris corner point detection algorithms. The image is divided equally into N*N blocks (non-overlapping), and these blocks are filtered using the information of the connected components and the corner point density. The remaining blocks are used to compute vertical and horizontal block projections. By analyzing the projections, we can obtain the approximate location of the text area. Finally, the text area is extracted accurately by correcting the bounding box of the approximate text area.
1) CONNECTED COMPONENT ANALYSIS
In our work, we use 8 neighborhood seed filling method to detect connected components. Firstly, a tag matrix with the same size as the binary image is initialized as zero matrix and is used to mark whether a certain pixel has been visited. Secondly, the search process starts from any point in the binarized image. When a certain point is found as a foreground pixel and has not been visited, a new connected component is recorded and this point is stored in this connected component. Thirdly, search whether the eight neighborhoods at this point are also foreground pixels that have not been visited. If so, they are put into the queue. After the search is completed, the queue is dequeued. Repeat the above process until the whole image is searched.
The connected components are further divided into texts, frames and lines according to the following analysis rules. The total area of the image is denoted as S.
(1) If the area of the connected component is greater than α*S, where α is the threshold of frame, this connected component is classified as frame.
(2) If the width and height ratio or height and width ratio of the connected component is less than r, the connected component is classified as line.
(3) If the connected component does not satisfy the above rules, it is classified as text.
The result of connected component analysis based on the above rules is shown in Fig.5 , where texts, lines, and frames are respectively marked with black, green and red colors.
2) CORNER POINT DETECTION
We use the harris corner point detection algorithm to calculate the corner information of each connected component. The harris corner point detection algorithm determines whether the pixel is a corner by calculating sum of squared differences for each pixel in a particular direction, as in the equation (2). For ease of calculation, the equation (3) gives an approximate solution M c , where k is an empirical value and is usually solvable in the range from 0.04 to 0.15. Fig.6 shows the detected corner points in the binarization historical Tibetan document image. Comparing the original image, we can find that the corner density of text area is greater than that of nontext area.
3) BLOCK FILTERING
The historical Tibetan document image is divided equally into N × N small blocks, and the number of corner points in each block is calculated. These blocks are filtered by combining the information of the above-mentioned connected components and the corner points. Assume the maximum number of corner points in all image blocks is MN, the threshold of block filtering is bf, and the number of corner points in an image block is BN. The blocks are filtered with the following steps.
Step 1: If BN is less than bf *MN, the block will be deleted directly. Otherwise, do the following steps.
Step 2: If the block contains more than two non-text classes in the located area, the block is isolated, or the block is an edge block that only contains non-text class. The block is also deleted. Because we thought that these blocks are located in a corner-dense non-text area.
Step 3: If the block contains text and non-text classes in the located area, the text part of the block will be preserved.
Step 4: If the block does not meet the above three steps, the block is retained.
4) BLOCK PROJECTION ANALYSIS
The filtered image blocks are projected horizontally and vertically, and the approximate text area will be located by analyzing the block projections. The projections are analyzed with the following steps.
Step 1: Search the change points from left to right according to the vertical block projection. The two adjacent change points from zero to non-zero and from non-zero to zero are considered as the horizontal start and end positions of text area.
Step 2: For the horizontal block projection, the first nonzero point at both ends of the horizontal block projection is considered as the vertical start and end positions.
Step 3: The start and end positions of the horizontal and vertical directions are used to search for the first non-text points as the area's pixel point of the bounding box in the corresponding connected component area. The pixel points of the bounding box near the broken frames, which are misclassified to texts, are filled with zero-to-nonzero change points. These points can be obtained by searching for the corresponding position of its nearby pixel point of the bounding box. The breakpoints of the broken frames are filled with its nearest bounding box's pixel point.
Repeat the above steps until the end of vertical projection is searched. Approximate text areas are located, and their bounding boxes are also obtained.
5) TEXT AREA EXTRACTION
Text areas are extracted accurately by correcting the bounding box of the approximate text area. The bounding box is corrected by the following strategy.
Take the upper boundary as an example, the boundary points are selected to calculate the average of their horizontal ordinate (denoted as AO), and if any point's horizontal ordinate greater than AO and the difference between its horizontal ordinate and its previous point's horizontal ordinate is greater than a predefined value, its horizontal ordinate will be replaced by the previous point's horizontal ordinate. Using the same method, continue to correct the horizontal ordinate of the bounding box. From the previous steps, we can know that some points from four corners of bounding box for the approximate text area are not found. These points are searched based on the existing detected neighbor points. After the above operations, the texts attached to the boundary are removed and the text areas are accurately extracted.
C. TEXT-LINE SEGMENTATION BASED ON GRAPH MODEL
We propose a text-line segmentation method based on graph model for historical Tibetan documents. The main idea of our method is to convert the text-line segmentation into finding the shortest path in a graph model, and use the shortest path to split the text-lines. The proposed method includes the following steps. Firstly, the skeleton graph of historical Tibetan document image is extracted, and a segmentation graph is constructed based on the skeleton graph. Then, the start node and end node of the path are determined according to the characteristics of the nodes (Vertex) and edges (Edge) in the document segmentation graph model. Finally, the segmentation graph path search is used to find the shortest path from the start point to the end point to complete the segmentation of historical Tibetan document images. In order to make the segmentation result more accurate, during the rule-based post-processing process, all connected components need to be relabeled.
1) SEGMENTATION GRAPH CONSTRUCTION
Considering that the strokes touching with the boundary in the document image will affect the construction of the document segmentation graph, the image needs to be preprocessed before the document segmentation graph is constructed. Firstly, the white space is added around the image. Then, the skeleton of document image is extracted using the thinning algorithm [35] . The pixels in the skeleton image are classified into point pixels and edge pixels according to the information of each pixel and its neighboring pixels. The segmentation graph is constructed based on these point and edge pixels and mainly contains two types of information: node set V and edge set E. The node set contains the position information of each pixel in the set and the center position of the corresponding pixel point set in the image. The edge set contains the corresponding pixel set of the edge in the image, as well as the start and end nodes of the edge. In order to reduce the interference on the segmentation path calculation, the nodes on the upper and lower sides of the image and the edges connecting the nodes need to be deleted. Fig.7 shows the segmentation graph corresponding to the skeletonized historical Tibetan document image. 
2) SEGMENTATION GRAPH ANALYSIS
In order to get the coordinates of start node in the segmentation path, we project horizontally the 1/6 left part of document image (for the end node, we use 1/6 right part of image) and calculate all minimal projection values to obtain the minimal set S x . Assuming that the pixel point A 0 (0,
where v x ∈ V r A 0 , d(A 0 , v x ) is used to calculate the Euclidean distance between the pixel A 0 and the pixel at the center of node v x . V r A 0 denotes the set of vertices with a radius r around A 0 (r = 1.5 * stroke width). dst(v x ) represents the pixel value corresponding to the center position of the node v x after the distance transformation. In the experiment, the parameters of the start node are set to α 1 = 0.3, α 2 = 0.7. Similarly, the parameters of the end node are set to α 1 = 0.9, α 2 = 0.1.
After selecting the start and end nodes, other type of nodes (shown in Fig.8 ) are defined as follows:
• Connection node(v c ): a node has two edges with an important change in the orientation.
• Bifurcation node(v bi ): a node defines a branch with three edges.
• Trifurcation node(v tri ): a node defines a crossing with four edges.
• Extreme node(v em ): a node in the corresponding distance transformation graph is too large, and the foreground block needs to be filled at this node. In order to solve the segmentation of touching strokes between text-lines, we add virtual edges by connecting the end nodes where the touching problem appears. Fig.9 shows the example of virtual edge with green color.
3) SEGMENTATION GRAPH PATH SEARCH
Our segmentation graph path search use the A * algorithm, which is widely used in path finding and graph traversal. The algorithm find the path by the equation (5) .
where n is the last node of the current path, and g(n) represents the cost from the start node to the current node, which is set to 0 in this paper. h(n) is a heuristic function that represents the minimum cost from the current node to the end node. The objective of the segmentation graph path search is to find the valley between text-lines. A path P can be thought as a representation of the valley path between text-lines. The cost of a path P j is the accumulated cost of the local paths between consecutive nodes and is denoted as:
Each of these costs is calculated by the following formula:
There are 5 heuristic functions in the equation (7) . We refer to four functions in [35] , that is, trend heuristic, bounds heuristic, back heuristic, virtual paths heuristic. Furthermore, considering that there is a gap between the upper vowel and the consonant in Tibetan character, when selecting the segmentation path, the node with larger pixel value after the distance transformation should be preferentially selected.
So we also introduce the distance transformation heuristic function.
where dst(v n+1 ) represents the corresponding pixel value of the center point of the node v n+1 in the distance transformation image. max(dst) represents the largest pixel value point in the distance transformation image. According to the cost function, we can find the shortest path from the document segmentation graph as the text line segmentation path of the historical Tibetan document image.
4) RULE-BASED POSTPROCESSING
After calculating the segmentation path, some strokes from the foot consonant and vowel characters cannot be segmented correctly. Therefore, we introduce rule-based method to merge the misclassified strokes into the correct textlines by analyzing the connected components in the image. Fig.10 gives the examples of text-line segmentation results based on graph model. Our method cannot adapt to curved text lines, but it can also correctly segment the lines with too short texts in Tibetan historical document images.
D. TOUCHING CHARACTER STRING SEGMENTATION AND RECOGNITION
The process of touching Tibetan character string segmentation and recognition consists of four main steps: touching area detection, touching area segmentation, segmentation point verification, Tibetan character recognition.
1) TOUCHING AREA DETECTION
Considering the overlapping of Tibetan characters, we use the overlapping degree proposed by [36] to merge the connected components. The four nearest neighbor pixels are used to mark text-line images, and we save the boundary information and pixels of each connected component. nmovlp is used to measure the degree of overlapping, where w1 and w2 represent the width of two connected components, respectively. ovlp represents the length of the overlapping of two components. span represents the total length of the two components. dist represents the distance between the centroids of the two components.
If nmovlp > 0, two connected components can be merged. After the whole text-line images are processed, the ratio (L r ) of the width to the height of the average character is calculated. If L r > 1.3, it is initially determined to be touching character string. Fig.11 gives the examples of touching Tibetan character string.
2) TOUCHING AREA SEGMENTATION
Combining with Tibetan writing habits, we propose a segmentation algorithm based on feature detection of outer contours. We use the improved harris corner point detection algorithm to obtain the feature points, and then remove some useless feature points based on the rules. The rules are as follows:
• When the feature points are above the baseline, if each character cannot be recognized as an upper vowel after segmentation, the feature points are deleted.
• When the feature points are below the baseline and near the end of the image skeleton, the feature points are deleted.
• When the feature points are on both sides of the image, the feature points are deleted.
3) SEGMENTATION POINT VERIFICATION
After the preliminary segmentation is completed based on the contour feature points, the upper vowels should be identified in the upper vowel region above the baseline to ensure that the connected components subsequently are accurately merged. We use the upper vowel classifier based on SVM to ensure the accuracy of upper vowel recognition. Fig.12 shows the examples of touching character segmentation using our proposed method.
4) TIBETAN CHARACTER RECOGNITION
we use the LeNet-5 convolutional neural network to train and recognize Tibetan characters. First, we use the k-means clustering algorithm to cluster the basic Tibetan characters. We select 142 classes for Tibetan characters as the training class for the LeNet-5 network. Furthermore, we use perturbation algorithm to generate more training samples for each Tibetan character class.
V. EXPERIMENTAL RESULTS
We carried out experiments to evaluate the performance of layout segmentation, text-line segmentation and touching character segmentation methods.
A. LAYOUT SEGMENTATION
The proposed layout segmentation method is tested on manuscripts taken from ''The Complete Works of the Panchen Lama'', provided by the Department of Computer Science, Qinghai Nationalities University. The layout structure of the collected images is irregular and complex. Due to the restriction of hardware, the images have serious imbalanced illumination and the quality of the images is poor. The color of documents is not uniform. The size of the images is also not uniform, but within a certain range. We use the collected historical Tibetan document images to conduct the experiment, and the collected dataset contains 360 images. We adopt the F-measure metric(F), which combines precision with recall values into a single scalar representative, to evaluate layout segmentation. Precision and recall are estimated as follows, respectively.
Recall = TP TP + FN (11) where True-Positive(TP), False-Positive(FP) and False-Negative(FN) with respect to text area, are defined as follows:
• TP: Number of the extracted text area correctly • FP: Number of the misclassified text area • FN: Number of the undetected text area Once we have the precision and recall values. F-measure is calculated as:
The β is set to 1, it means that precision and recall are equally important in the F-measure estimation.
We determine whether the extracted area is a text area by calculating the pixel accuracy (PA). The extracted text area and the corresponding ground truth area are denoted as EA and GT, respectively. PA is calculated according to the equation (13) . N t is the number of pixels in the intersection of EA and GT. N nt is the number of pixels, which is not in the intersection of EA and GT. The PA thresholds for the larger text area and the smaller text area are defined as BB and BS, respectively. In order to comprehensively evaluate our method, one of the values in BB and BS is fixed and the other value changes by the step 0.01. The values of BB and BS are between 0.85 and 0.98. Fig.13 shows the results of F. The black point corresponds to the true value of F and the colored surface is generated by fitting the true values. Depending on the F value, the surface color changes from yellow to blue. As can be seen in Fig.13 , the maximum value of F is 0.91 and the minimum value is 0.53. When BB closes to 0.95, F values decreased significantly. When BS closes to 0.88, F values begin to decline significantly. We believe that the small deviation of the small text area will have a greater impact on the pixel accuracy. Table 1 shows the experimental results. We can see that with the increase of BB and BS, the precision is gradually decreasing, and the recall is relatively stable. This shows that our layout segmentation method is very accurate. The reasons for lower precision are led by the complexity of the layout structure and the document image quality. In our dataset, the lines of the frame are rough and irregular. Due to the quality of the image, these lines are usually broken into shorter lines or even dot sequences, so these broken lines and dots are often extracted as text and affects the precision of layout segmentation. 
B. TEXT-LINE SEGMENTATION
The text-line segmentation method based on graph model is evaluated on text-line datasets, which includes 2,200 text lines from the same 360 images with layout segmentation dataset.
To evaluate the performance of the proposed method, we use the same evaluation method as that used in ICDAR2013 Handwritten Segmentation Contest [37] . The evaluation method is based on counting the number of matches between the entities detected by the algorithm and the entities in the ground truth. We use a MatchScore table to detect the matches whose values are computed by the intersection of the pixel set of the result and the ground truth.
Let I be the set of all images points, G j the set of all points inside the ground truth region, R i the set of all points inside the i result region and T(s) is a function that counts the points of set s. A region pair is considered as a one-toone match only if the matching score is equal to or above a threshold. Let N be count of ground-truth elements, M be the count of result elements, and o2o be the number of one-to-one matches, the detection rate (DR) and the recognition accuracy (RA) are defined as follows:
A performance metric FM can be extracted if we combine the values of detection rate (DR) and recognition accuracy (RA): Table 2 shows the performance of our method.
C. TOUCHING CHARACTER SEGMENTATION
To evaluate the performance of touching character segmentation, we annotate the data manually and establish the touching character database TTCS-DB [8] . The database contains 5,844 images of two-touching characters and 1,399 images of more than two-touching characters. We partition TTCS-DB into two sub databases according to the number of characters in touching character string: TTCS-DB-T and TTCS-DB-M. Each image in TTCS-DB-T contains two characters and TTCS-DB-M is composed of more than two characters. We evaluate the performance of our algorithm based on the distance d between a touching point and a candidate point. When d is less than a threshold d th , we think that the candidate point is a correct segmentation point. In our paper, we set d th equal to 1.4*SW(the average stroke width). We also calculate precision and recall to evaluate our algorithm, as following. Table 3 gives the performance of the proposed segmentation algorithm. In our algorithm, we extract the Tibetan baseline with an accuracy rate of 95%. Since we forcibly split upper vowels and consonants, the actual segmentation result is better than the calculated value. Over-segmentation algorithm can achieve better segmentation results, but too many candidate points will bring expensive calculations.
VI. CONCLUSION
We propose an overall segmentation and recognition framework for historical Tibetan document images, which integrates document image preprocessing, layout segmentation, text-line segmentation, touching character string segmentation and recognition. For layout segmentation, we propose a block projection method to extract text areas from the document images. For text-line segmentation, we propose the graph model method to solve the touching problems between text-lines. For touching character string segmentation and recognition, we firstly segment the touching area using touching area detection and segmentation method, and then recognize Tibetan characters using deep neural networks. Experimental results show these methods achieved the satisfactory performance. In the future, we will design an end-to-end joint segmentation and recognition method based on deep learning. At the same time, we will also handle the document image with more complex layout structure.
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