Abshacf-There has rsently been significant interest in feedback stabilization problems over communication channels, including several with bit rate limited feedback Motivated by considering one source of such bit rate limits, we study the problem of stabilization over a signal-to-noise ratio (SNR) constrained channel. We discuss both continuous and discrete time cases, and show that for either state feedback, or for output feedback delay-free, minimum phase plants, there are limitations on the ability to stabilize an unstable plant over an SNR constrained channel. These limitations in fact match precisely those that might have been inferred by considering the associated ideal Shannon capacity bit rate over the same channel.
The case of error and delay free digital communications is a scenario of particular interest studied by Nair and Evans [6]. These authors give a necessary and sufficient condition for the asymptotic feedback stabilizability of a discrete-time y(t) = cm, through a digital channel of limited bit rate capacity. Namely, for stabilization to be feasible, it is necessary and sufficient that the data rate R (bits per interval) satisfies the condition R > log, lqil bits per interval,
IklIa where qi are the unstable eigenvalues of the matrix A. Nair and Evans [6] obtained this result by considering the stabilization of the noiseless discrete-time system ( I ) by feedback through a quantized channel in which the quantizer is seen as an information encoder. They showed that (2) is necessary and sufficient for the existence of a coding and control law that gives exponential convergence of the state to the origin from a random initial state. The main motivation for the work in this paper is the observation that a bit rate limitation may be due to channel signal to noise ratio (SNR) limitations. We therefore consider SNR constrained channels and restrict all preand post-signal processing involved in the communication link described above to LTI filtering and D-A and A-D type operations. Thus, the communication link reduces to the noisy channel itself. Our aim in this simplified setting is to quantify the fundamental limitations arising from a simple ideal channel model that embodies two of the fundamental limiting factors in communications: noise and fixed power constraints. Other fundamental limiting factors in the problem of control over a communication link include bandwidth constraints (c.f. [9]), variable time delays, and missing data and quantization effects, which are beyond the scope of this paper.
The rest of the paper is as follows. We begin in Section I1 by considering the state feedback continuous-time case. Using a minimum energy formulation, for a given channel noise intensity, we are able to exhibit the minimum signal energy required for stabilization. We follow this by an equivalent result for the output feedback case when the plant is minimum phase. In Section I11 we repeat this analysis for the discrete-time case for both state and output feedback scenarios. Finally, we briefly discuss possible extensions of these results to performance questions, non-minimum phase plants and other channel limitations.
CONTINUOUS-TIME FEEDBACK CHANNELS
A common model of a continuous-time communication channel is represented in Fig. 2 . Such a model is characterized by the linear input-output relation r(t) = y(t) + n(t), t 5 %, where W; denotes the positive real line including 0, and n(t) is a continuous-time zero-mean additive white Gaussian noise (AWGN) with intensity Q, i.e., E(n(t)J = 0, E(n'(t)n(r)) = @b(t -T ) , ( 
3)
where E(.\ represents the expectation operator, and S(t) is the unitary impulse. The input signal y(t) is assumed a stationary stochastic process with root mean square (RMS) value lkllRM.7 = (Eb"(tb"t)))l'z .
The power of the signal y is defined as Ibll:Ms and, for our AWGN channel model, is assumed to satisfy the constraint 
A. State Feedback Stabilization
We first consider the problem of finding a static state feedback gain K that stabilizes the loop of Fig. 3 , subject to a constraint on the power of the computed control signal y,. In this problem we assume the system is described by the state space modell where the pair (A,B) is stabilizable and the state x is available for feedback. The matrix state feedback gain K is assumed to asymptotically stabilize the system, and we suppose that the computed control signal y , is fed back through a AWGN channel with a power constraint P t lksl[~Ms. We formalize the statement of this problem. , we see that in order to be able to solve Problem 1, the lowest feasible value of F' in (8) must be greater than a positive value fixed by the open loop unstable poles of the plant and the intensity of the noise; in other words, the channel SNR must satisfyz How does this constraint relate to Nair and Evans' bound (2) on the lowest data rate required for stabilization? Suppose that the discrete time system (1) arises as the discretization with sample interval T of a continuous-time system with unstable eigenvalues p ; E e+, i = 1,2,. . . , m.
Then, the bound (2) establishes that the lowest data rate required for stabilization must satisfy R/T > log, e 2 Re(pi] bits per second. (13)
Rdpil>O
On the other hand, we know that the capacity C of a continuous-time AWGN channel with infinite bandwidth, power constraint F' t lblIiMs, and noise spectral density 0, can be made arbitrarily close to [14, p. 2501
F' 2 0 C = -(log, e ) , bits per second.
Note that under (12), the maximum channel capacity (14) permitted by Shannon's Theorem must satisfy m C 2 log, e Re (pk) bits per second.
(15)
Therefore, assuming maximum channel capacity can be attained, Equation (15) gives the same bound (13) derived from Nair and Evans' result.
B. Ourput Feedback Stabilizafion
The previous section considered a simplified version of the feedback system of Fig. 1 in which we were only concerned about stabilization by static state feedback over an AWGN channel. In this section, we tum to stabilization by dynamic output feedback. Under the assumption that the plant is minimum phase, we will recover in this case the same bound (12) on the required S N R for stabilization, again consistent with Nair and Evans' result.
On using the channel model of Fig. 2 , the feedback loop of Fig. 1 reduces to the LTI loop of Fig. 4 , in which P(s) and C(s) respectively are the transfer functions of the plant and the controller, and y(t) is the output of the system. We assume that the controller C(s) is such that the feedback loop of Fig. 4 is asymptotically stable. We also assume that the plant P(s) is proper and minimum phase (it does not contain either zeros in C+ or time delays), although it may be unstable. Since the closed loop system is asymptotically stable, the output y ( f ) resulting from the input noise n(f) is a stationary stochastic process with Gaussian distribution. By using the power spectral density of y(t) as in the previous section, where G(s) is the closed loop transfer function between n(t) and y(t) in Fig. 4 and IIGIIH, is the H2 norm of G(s), which is finite since G(s) is stable and strictly proper. Thus to find the lowest achievable value of lbllR~s we have to find the lowest value of IIGIIH, over the class of all stabilizing controllers.
If the plant P(s) is unstable, IIGIIH, has a positive lower bound that cannot be further reduced by any choice of the controller, as we show in the following proposition. (12) , and hence yields, together with Shannon's Theorem, the same bound (15). Again, assuming maximum channel capacity is attained, we recover the bound (13) derived for our continuous-time setting from Nair and Evans' result.
Note that in the output feedback case, if P(s) is nonminimum phase, then a higher lower bound on lblliMs, and hence also on C, should be expected. The lowest channel capacity required would then account not only for the bit rate needed for stabilization of the loop, but also for the H2 performance requirement on the system output [15] .
111. DISCRETE-TIME FEEDBACK CHANNELS Under the simplifying assumptions that all pre-and postsignal processing involved in the communication link of Fig. 1 are limited to LTI filtering and sampling and hold operations, we consider now a discrete-time version for the problems discussed in the previous sections.
A common model of a discrete-time communication channel is defined by the linear input-output relation r(t)=y(t)+n(t), t = 0 . 1 , 2 .._.,
in which n(t) represents a zero-mean, discrete-time white Gaussian noise, and the input signal y(t) is required to satisfy a power constraint. This channel model, shown in Fig. 2 The zero-mean, discrete-time white Gaussian noise n(t) in (20) is assumed to have intensity 0, i.e., The input power constraint in the channel model of Fig. 2 is enforced by requiring that lbllz be bounded by some
E(n(t)) = 0, E(n'(t)n(T))

A. Sfate Feedback Stabilization
predetermined positive value P, lbllRMs RM3 < P. Under these conditions, we pose the following problem. where TK(z) is the transfer function
and llTKllH2 now represents the H2 norm of a proper, stable scalar discrete transfer function, defined as where T K ( t ) is the discrete-time impulse response of the transfer function T&).
The following proposition states necessary and sufficient conditions for Problem 2 to be solvable in terms of the feasible SNR in the noisy feedback channel with power constraint P and noise power a.' 
we recover again Nair and Evans' bound (2) on the lowest data rate necessary for stabilization,
ln,lLl
B. Output Feedback Stabilization
We consider the discrete-time output feedback loop pictured in Fig. 6 , in which we have used the AWGN channel model of Fig. 2 to represent the noisy feedback channel. We intend to find the lowest value of Ibl l i , over the set of all stabilizing controllers C(z) for a zero-mean, white Gaussian noise n(k) with intensity 0.
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IV. CONCLUSIONS
In this paper we have been motivated by control over bit rate limited channels to consider stabilization over S N R limited channels. We have considered the simple case where there is essentially no encoding or decoding present, and looked at the limits of achievable stabilization of linear controls. For both state feedback and for delay Free minimum phase plants, we obtain results equivalent to those that would be obtained if delay and error free digital communication could be performed on the same channel at Shannon channel capacity. The results include both continuous-time and discrete-time channels.
Extensions of this work include looking at output feedback non-minimum phase plants where, at least in the present framework, a deterioration in the achievable Hz performance suggests that stabilization will be more difficult
[IS]. In addition, channel bandwidth constraints, and more general control performance questions than simple stabilization could be considered within the framework suggested in this paper. More complex questions including the potential 
