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We obtain a striking spin soliton in a two-component Bose-Einstein condensate and investigate
its motions in the presence of a constant force. The initially static spin soliton first moves in a
direction opposite to the force and then changes direction, showing an extraordinary AC oscillation.
The underlying mechanism is uncovered: the spin soliton can exhibit a periodic transition between
negative and positive inertial mass because of a particular relation between its kinetic energy and
moving velocity. We then develop a quasiparticle model that can account for this extraordinary
oscillation. Important implications and possible applications are discussed.
Introduction—The phenomenon of AC oscillation gen-
erated by a DC drive is of great interest because of its
counter-intuitive character [1–3]. The Josephson AC ef-
fect is one of the most famous examples. It was first
predicted in the context of electron tunneling across an
insulating barrier between two superconductors [4], in
which a unidirectional driving voltage can result in oscil-
lating electronic currents. The underlying mechanism is
quantum phase coherence. The Bloch oscillation in solid
physics is another example, which describes the motion
of an electron in a periodic potential driven by a DC elec-
tric field [5, 6]. It is a direct consequence of the periodic-
ity of the energy band structure that can induce a tran-
sition between the negative effective mass and positive
mass[7]. These striking phenomena not only are interest-
ing in physics but also have important applications. For
instance, a superconducting quantum interference device
(SQUID) based on the Josephson effect has been invented
that is extremely sensitive to magnetic measurements [8].
In this letter, we report that a spin soliton in a cigar-
shaped two-component Bose-Einstein condensate (BEC)
can also demonstrate the AC oscillation generated by a
DC drive: in the presence of an external unidirectional
constant force, the spin soliton first moves in a direc-
tion opposite to the force and then changes directions,
showing an AC oscillation in the long run. The oscilla-
tion frequency is found to be proportional to the force,
and the amplitude is inversely proportional to the force.
The underlying mechanism, however, is distinct from the
phase-coherent mechanism of a typical Josephson oscil-
lation in superconductors [4] and many other Josephson-
like oscillations in various quantum systems [9–17]. We
find that the inertial mass of the spin soliton can exhibit
a periodic transition between negative and positive val-
ues because of a particular relation between its kinetic
energy and moving velocity. This is somewhat similar to
what occurs in the Bloch oscillation [5–7]; however, the
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periodic potential is absent in our situation. This inertial
mass transition effect implies that the spin soliton can
sometimes accelerate along the force direction and some-
times accelerate in the opposite direction, leading to an
AC oscillation. With this picture in mind, we develop
a quasiparticle model to describe the motion of the spin
soliton that can quantitatively account for this extraor-
dinary oscillation. An experimental observation, impor-
tant implications and a possible application to weak force
measurements are also discussed.
Spin solitons in a two-component BEC—We consider
a two-component BEC system with ψ = (ψ+, ψ−)
T de-
noting the condensate wave function, where ± refers to
the two pseudo-spin components. Rescaling the atomic
mass and Planck’s constant to be 1, the Hamilton for
a cigar-shaped BEC system can be written as H =∫ +∞
−∞
ψ∗+(− 12∂2x)ψ++ψ∗−(− 12∂2x)ψ−+ g12 |ψ+|4+ g32 |ψ−|4+
g2|ψ+|2|ψ−|2]dx in the mean-field approximation [18].
The parameters g1 = g++ and g3 = g−− denote in-
traspecies interactions between the atoms in the compo-
nents ψ+ and ψ−, respectively, and g2 = g+− describes
the interspecies interactions between the atoms.
For g1 = g2 = g3, the system is described by an inte-
grable Manakov model [19], and various types of solitons
have been deduced using the traditional inverse scatter-
ing method, Ba¨cklund transformation method and Hirota
bilinear method [20–24], such as bright-bright, bright-
dark, and dark-dark solitons. Nevertheless, these solu-
tions cannot be extended to non-Manakov cases where
the constraint condition g1 = g2 = g3 is not satisfied.
Here, we claim that under the conditions of 2g2 = g1+g3
and g1 6= g3, we can derive an exact spin soliton solution
with a the constraint condition |ψ+|2+ |ψ−|2 = C (C = 1
for simplicity) [25]. A spin soliton with g2 > g1, as an
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FIG. 1: (Color online) Density profiles of the spin soliton.
There is a bright soliton in the ψ+ component (blue dotted
line) and a dark soliton in the ψ− component (red dashed
line). The whole particle density is uniform (green solid line),
and the spin density distribution admits a spin soliton (black
solid line). The bright soliton is trapped by the effective po-
tential induced by the dark soliton in the other component.
The parameters are g1 = 1, g2 = 2, g3 = 3, and v = 0.
example, can be written in the following explicit form:
ψ+(x, t) =
√
c2s − v2
c2s
sech[
√
c2s − v2(x − vt)]
e
1
2
i[−g1t−g2t+2v(x−vt)], (1)
ψ−(x, t) =
(√
1− v
2
c2s
tanh[
√
c2s − v2(x− vt)] +
iv
cs
)
e−i(−g1+2g2)t, (2)
where cs =
√
g2 − g1 denotes the speed of sound. The
moving velocity v of the soliton should be smaller than
cs, and when it equals the speed of sound, the above
solution degenerates to a plane wave.
For a spin soliton, the total density distribution is uni-
form, i.e., |ψ+|2+ |ψ−|2 = 1. This differs from that of the
mass soliton reported previously, where the sum density
distribution also shows a soliton profile [26–30]. When
v = 0, we have a static spin soliton, as shown in Fig.
1. The spin soliton can be viewed as a superposition of
a bright soliton and a dark soliton in each component
of the BEC. The particle density in the ψ+ component
admits a bright soliton, and the particle density in the
ψ− component admits a dark soliton. The bright soli-
ton in one component is induced by the effective poten-
tial generated by the dark soliton in the other compo-
nent [30]. Note that the spin soliton obtained here has a
“spin-imbalance” density background (see the black line
in Fig. 1), in contrast to the “magnetic soliton” found
very recently [31, 32]. Moreover, a linear stability analy-
sis indicates that a spin soliton admits a spectral stability
character (see Fig. S1 in [25]). Further numerical sim-
ulations indicate that the spin soliton is also stable in
three-dimensional cases (see Fig. S2 in [25]).
FIG. 2: (Color online) Numerical results for the spin soliton
evolution. (a) The evolution of the spin density |ψ+|
2−|ψ−|
2
with an external force of F = −0.01. The result shows that
an AC oscillation emerges. (b) The oscillation amplitude vs.
external constant force strength. (c) The oscillation period
vs. force strength. The solid lines are fitted by the expres-
sions A ≈ cs
2|F |
for the oscillation amplitude and T ≈ pi
|F |
for
the oscillation period. The square dots denote the numerical
results.
The AC oscillation of a spin soliton driven by a con-
stant force—We now attempt to investigate the dynam-
ics of the spin soliton. Initially, the spin soliton is set
to be static, as shown in Fig. 1. A weak unidirectional
force (sketched by Fig. 2 (a)) or, equivalently, a linear
potential−Fx, is added only to the bright soliton compo-
nent ψ+ to avoid accelerating the whole particle density
background. In simulations, a term of
∫ +∞
−∞
−Fx|ψ+|2dx
is added to the Hamiltonian. Here, “weak” means that
the external potential varies slowly over the size scale of
the soliton [26]; therefore, it cannot destroy the soliton
structure. We solve the nonlinear Schro¨dinger equation
numerically in a spatial range of [-600,600] by the in-
tegrating factor method [33], in which one can use the
analytical solution of the linear part of the equation as
an integrating factor and solve the transformed equation,
which involves only nonlinear terms. The transformed
nonlinear equation can then be integrated by the fourth-
order Runge-Kutta method for time stepping [34].
We chose F = −0.01 to demonstrate our results. Strik-
ingly, the spin soliton moves in a direction opposite to
the force for a while and then changes direction, showing
an oscillation over the long term, as shown by the spin
density evolution in Fig. 2 (a). During the evolution,
the whole particle density remains almost uniform with
only an approximately 5% mass density fluctuation. We
perform further numerical calculations to investigate the
dependence of the oscillation amplitude and period on
external forces. The results are shown in Fig. 2 (b) and
(c), respectively. It is clearly shown that the oscillation
frequency is proportional to the force and the amplitude
is inversely proportional to the oscillation frequency. Our
numerical simulations also suggest that the oscillation
behavior is robust even for a bit higher or lower bright
3soliton component. In addition, the oscillation in Fig.
2 is robust when the potential strength is smaller than
0.05.
As a phenomenon, this extraordinary oscillation of a
spin soliton driven by a constant force with a linear rela-
tion between the oscillation frequency and force is very
similar to the well-known Josephson oscillation current
in superconductors under the action of an external con-
stant voltage [4]. Here, the external unidirectional force
serves as the constant external voltage, and the spin soli-
ton, consisting of a bright and dark soliton, in each BEC
component constitutes the electron pairs in the supercon-
ductor. Nevertheless, the underlying mechanism is quite
different.
Negative-positive mass transition—To understand this
striking oscillation behavior, we first investigate the ki-
netic energy of the spin soliton. The exact spin soliton so-
lution of the explicit expressions (1-2) cannot describe the
acceleration process because, in the presence of an exter-
nal force, the spin soliton will evolve with a broadening or
shrinking of its width and change shape. Thus, we have
to calculate the kinetic energy of the spin soliton (the in-
teraction energy keeps nearly zero for a spin soliton) by
directly solving the nonlinear Schro¨dinger equation ac-
cording to Ek =
∫ +L2
−L1
ψ∗+(− 12∂2x)ψ+ + ψ∗−(− 12∂2x)ψ−dx.
The parameter Lj is chosen to be a bit larger than the
soliton size, i.e., L1 = 30 and L2 = 80. Our extensive
numerical calculations suggest a simple approximate re-
lation between the kinetic energy and moving velocity of
(Ek−cs/2)2+v2 = (cs/2)2 [35], which gives two branches
of Ek = cs/2±
√
c2s/4− v2, as shown in Fig. 3 (a).
The density profile of the spin soliton is spatially local-
ized during the whole evolution (see Fig. 2 (a)); there-
fore, the spin soliton can be viewed as a quasiparticle.
The inertial mass of the spin soliton can be derived from
the relation between the soliton energy Es and velocity
according to M∗ = 2 ∂Es
∂(v2) = 2
∂Ek
∂(v2) [36], i.e.,
M∗ = ∓ 2/cs√
1− v2/(cs/2)2
. (3)
The inertial mass of the spin soliton is shown in Fig. 3
(a). It is seen that the spin soliton admits both neg-
ative mass (upper semicircle) and positive mass (lower
semicircle) during each oscillation period.
We also calculate the inertial mass for the dark soliton
and bright soliton separately according to the individual
kinetic energy in each component of the BEC. The re-
sults are shown in Fig. 3 (b). We see that the bright
soliton admits positive inertial mass, and the dark soli-
ton admits mainly negative mass, similar to scalar soliton
systems [37–39]. However, in contrast to a scalar soliton,
the density profile of the bright soliton obtained here de-
pends on the moving velocity, and its inertial mass varies
with the velocity accordingly (see the blue dashed line
in Fig. 3(b)). The dark soliton (red solid line in Fig.
3(b)), however, might exhibit positive mass around the
maximum velocities.
FIG. 3: (Color on line) (a) The relation between the kinetic
energy of the spin soliton and its moving velocity. The purple
dashed line denotes numerical results, and the solid line is
given by the approximation form (Ek− cs/2)
2+v2 = (cs/2)
2.
The spin soliton admits both negative mass (upper semicircle)
and positive mass (lower semicircle) during one oscillation
period. (b) The relations between the kinetic energy of the
soliton in each BEC component and its velocity. The bright
soliton admits positive mass (blue dashed line) and the dark
soliton mainly has negative mass, except near the maximum
velocities (red solid line). The competition between them
enables the spin soliton to admit both positive and negative
mass. The green dot denotes the initial state for the AC
oscillation. The black arrows indicate the evolution direction.
When applying an external force, the bright soliton
initially tends to move along the direction of the force.
At same time, it drags the dark soliton to move along
the force direction because the interaction between the
dark soliton and bright soliton is indeed attractive due
to the repulsive interaction between the two components.
However, the dark soliton admits a relatively larger neg-
ative mass, implying that it prefers to move against the
drag force and can dominate the initial motion direction
of the spin soliton. In the following temporal evolution,
due to the interplay between the bright and dark solitons,
the total inertial mass of the spin soliton can periodically
change from negative to positive values.
Negative mass is an interesting subject [40–42] and is
even believed to play an important role in the expan-
sion of the early universe. Negative mass has also been
reported in BEC systems. Recently, an experimental ob-
servation of negative mass effects was realized through
the engineering of the dispersion relation by spin-orbit
coupling effects [43], in which negative mass leads to dy-
namical instability and a sudden increase in the atomic
density. The negative-positive mass transition observed
here is somehow similar to that in the Bloch oscillation
of solid physics [5–7]; however, the periodic potential is
absent in our situation.
Quasiparticle model—The concept of the inertial mass
captures the response of the spin soliton to an applied
force, encapsulating Newton’s equations of quasiparticle
dynamics. Calculations of the external potential energy
of a soliton Ep =
∫ +L2
−L1
−Fx|ψ+|2dx indicate that the ex-
ternal potential energy is Ep ≈ −2Fx. The force acting
4FIG. 4: (Color on line) (a) A comparison of spin soliton tra-
jectories from quasiparticle theory and numerical simulations.
The periodic oscillation can be well predicted by quasiparticle
theory except for a small downward shift in the trajectory in-
duced by the dissipation of soliton energy, as discussed in the
text. (b) The temporal evolution of the kinetic energy, ex-
ternal potential energy, interaction energy, and sum of these
energies. Compared to the other two types of energy, the in-
teraction energy remains small. This finding clearly demon-
strates a periodic transition between the kinetic energy and
external potential energy. The small decay in the energy sum
and the downward shift in the external potential energy are
due to the soliton energy spreading to other regimes through
the excitation of dispersive waves or other nonlinear waves.
For details, see the text.
on the spin soliton is then − dEp
dx
= 2F . Thus, the dy-
namical trajectory of the spin soliton should be governed
by 2F = M∗a = M∗ d
2x
dt2
, neglecting the interaction en-
ergy, which remains small in our situation, and assuming
that the profile of the spin soliton is not destroyed by the
weak external potential [26]. Let us consider the explicit
expression of the inertial mass (3) and set the initial con-
ditions to t = 0, x = v = 0. The analytical solution of the
above Newton equation is readily obtained as follows:
x = − cs
2F
sin2(Ft). (4)
We have compared the theoretical prediction with nu-
merical simulations. As shown in Fig. 4 (a), both the
oscillation amplitude and period can be well predicted
by the simple model, except for a small downward shift
in the trajectory. To understand this deviation, in Fig. 4
(b), we integrate over the local soliton profile and plot the
temporal evolution of the kinetic energy Ek, external po-
tential energy Ep, interaction energy Einter (subtracting
the plane wave background), and sum of these energies.
Compared to the other two types of energy, the interac-
tion energy Einter remains small. The kinetic energy Ek
oscillates periodically. However, the external potential
energy shifts downward, and the energy sum shows an
“unphysical” decay. These effects are due to the soliton
energy spreading to other regimes through the excitation
of dispersive waves or other nonlinear waves.
With the presence of a force, even a small force, the
nonlinear excitation is no longer a perfect soliton. Non-
local dispersive waves or other nonlinear waves will be
excited. In this situation, even though the total energy
integrated over the whole space is precisely conserved, the
energy of the local spin soliton wave can decay. Our nu-
merical simulations indicate that dispersive waves mainly
emerge in the dark soliton component and are almost
absent in the bright soliton component. Due to total
energy conservation, with an increase in the dispersive
wave energy, the external potential energy of the soliton
will decrease, leading to a deviation in the spin soliton
trajectory from our quasiparticle model.
Conclusion and discussion—In summary, we demon-
strate that AC oscillation emerges for a driven spin soli-
ton in a two-component BEC and reveal its distinctive
mechanism associated with the negative-positive mass
transition. This striking phenomenon is expected to be
observed in current experiments.
Let us consider ultracold 87Rb atoms prepared in the
internal states |F = 1,mF = −1〉 and |F = 2,mF = 0〉
(denoted by ψ+ and ψ−, respectively). For hyperfine
states, the scattering lengths can be manipulated by ex-
ternal magnetic fields [44–47], which can be used to en-
sure that the nonlinear interaction strength satisfies the
condition 2g2 = g1 + g3 for spin solitons. Recent experi-
ments indicated that vector solitons can be prepared well
in BEC systems [28, 29, 48, 49]. Our numerical simula-
tion also indicates that the AC oscillation phenomenon
of a spin soliton is robust against a low level of noise
and some parameter deviations from ideal conditions. A
weak magnetic field can be applied along the principal
axis of the cigar-shaped BEC to drive the bright soliton
in the |F = 1,mF = −1〉 state without influencing the
|F = 2,mF = 0〉 component.
In principle, the AC oscillation phenomenon of a spin
soliton can be used to diagnose weak forces or related
physical quantities through a direct measurement of the
moving period of ultracold atoms, for instance, the cigar-
shaped BEC with a spin soliton could serve as a bubble
level instrument that can work in a microgravity envi-
ronment. This approach offers an alternative to the ap-
proach employed in recent experiments with optomechan-
ical systems [50, 51], where forces are determined through
the measurement of optical frequencies.
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SUPPLEMENTAL MATERIAL for “AC Oscillation of a Spin Soliton with a
Negative-Positive Mass Transition”
Li-Chen Zhao, Zhan-Ying Yang, Wen-Li Yang, and Jie Liu
(Dated: June 26, 2019)
In this Supplemental Material, we describe the method of deriving exact soliton solution and
present the stability analysis of spin solitons in detail.
I. THE METHOD OF DERIVING EXACT SOLITON SOLUTION
The dynamical equation of the two-component BEC can be written as the following coupled model,
i
∂ψ+
∂t
= −1
2
∂2ψ+
∂x2
+ (g1|ψ+|2 + g2|ψ−|2)ψ+,
i
∂ψ−
∂t
= −1
2
∂2ψ−
∂x2
+ (g2|ψ+|2 + g3|ψ−|2)ψ−. (S1)
The parameters g1 = g++, and g3 = g−− denote intra-species interactions between atoms in components ψ+ and ψ−
respectively. g2 = g+−+ describe the inter-species interactions between atoms. To obtain spin solitons, we firstly set a
constrain condition on the mass density distributions |ψ+|2 + |ψ−|2 = 1. With this condition, we can further simplify
the Eq. (S1) as follows,
i
∂ψ+
∂t
+
1
2
∂2ψ+
∂x2
+ (g2 − g1)|ψ+|2ψ+ − g2ψ+ = 0,
i
∂ψ−
∂t
+
1
2
∂2ψ−
∂x2
+ (g2 − g3)|ψ−|2ψ− − g2ψ− = 0. (S2)
If g2 − g1 and g2 − g3 are both negative or positive, there are dark solitons or bright solitons in the two components.
Obviously, the superposition of them can not be unform at all. Therefore, we need the second constrain condition
that g2 − g1 and g2 − g3 have different signs for spin solitons. In this case, there are one dark soliton and one bright
soliton in the two components respectively, and it is possible to satisfy the condition |ψ+|2 + |ψ−|2 = 1. We choose
g2 − g1 > 0 and g2 − g3 < 0 to derive spin solitons analytically and exactly, from the well-known results of scalar
nonlinear Schro¨dinger equation. Then, we can give static bright soliton and dark soliton solution of Eq. (S2) as
follows
ψ+ =
√
f1√
g2 − g1 sech[
√
f1x] e
if1/2t−ig2t,
ψ− =
√
f2√
g3 − g2 tanh[
√
f2x]e
−if2t−ig2t, (S3)
where f1 and f2 determine the amplitude of bright soliton and plane wave background for dark soliton component
respectively. Finally, the constrain condition |ψ+|2+|ψ−|2 = 1 further gives that f1 = f2 = g2−g1, and g1−g2 = g2−g3.
In this way, we construct a static spin soliton solution of Eq. (S1) as follows
ψ+(x, t) = sech[csx]e
1
2
i[−g1t−g2t],
ψ−(x, t) = tanh[csx]e
−i(−g1+2g2)t, (S4)
where cs =
√
g2 − g1 denotes the speed of sound. One can derive spin soliton solution with velocity in similar ways,
and the spin soliton solution is given in the text. This means that it is possible to construct exact spin soliton
solutions with the condition g1 + g3 = 2g2. It should be noted that the spin soliton solutions fails to hold for the case
g1 = g2 = g3, for which the coupled model becomes the well-known integrable Manakov model, and mass solitons
exist with many different forms.
II. THE STABILITY OF SPIN SOLITON
We perform linear stability analysis on the spin soliton. Introducing weak perturbations on the spin soliton,
ψ+p = ψ+(1 + P+(x)e
iλt + Q+(x)e
−iλ∗t), ψ−p = ψ−(1 + P−(x)e
iλt + Q−(x)e
−iλ∗t) (where ψ+ and ψ− are the spin
2FIG. S1: The excitation spectrum of the spin soliton. It is seen that spin soliton admits spectral stability.
FIG. S2: (Color online) The density profile evolution of the spin soliton in three dimensions case (shown by surface value 0.01).
The corresponding atom densities in (x, y) plane of the two components at z = 0 are shown in the bottom. The harmonic trap
is 1
2
(ω2yy
2 + ω2zz
2 + ω2xx
2). We simulate the three-dimensional case from a static spin soliton located at the minimum position
of the external potential energy. It is shown that the spin soliton is stable in the three-dimensional case in the presence of a
harmonic trap. The parameters are g1 = 1, g2 = 2, g3 = 3, v = 0, ωy = ωz = 10, and ωx = 0.2.
soliton solution), we can obtain linearized equation for the eigenvalue of λ. The excitation spectrum is shown in Fig.
S1. Im[λ] = 0 indicates that spin soliton is stable. Numerical simulations indicate that spin soliton is indeed robust
against noises in one dimension case.
We further simulate the evolution of spin soliton numerically in fully three-dimensional case in the presence of a
harmonic trap. The related dynamical equation can be written as follows,
i
∂ψ+
∂t
+
1
2
∂2ψ+
∂x2
− (g3D1 |ψ+|2 + g3D2 |ψ−|2)ψ+ − [
1
2
ω2⊥(y
2 + z2) +
1
2
ω2xx
2]ψ+ = 0,
i
∂ψ−
∂t
+
1
2
∂2ψ−
∂x2
− (g3D2 |ψ+|2 + g3D3 |ψ−|2)ψ− − [
1
2
ω2⊥(y
2 + z2) +
1
2
ω2xx
2]ψ− = 0.
(S5)
3The initial states are
ψ+ =(
ωx
pi
)
1
4 sech[csx] e
−
1
2
ωxx
2
√
ω⊥
pi
e−
1
2
ω⊥(y
2+z2),
ψ− =(
ωx
pi
)
1
4 tanh[csx] e
−
1
2
ωxx
2
√
ω⊥
pi
e−
1
2
ω⊥(y
2+z2),
(S6)
where cs =
√
g2 − g1, g3Dj = 2piω⊥ gj, g1 = 1, g2 = 2, g3 = 3. Numerical simulations are performed by the FFT method.
The surface profiles of soliton at t = 10, t = 24, and t = 40 are shown in Fig. S2, and the density profiles are shown
in the bottom in Fig. S2. It is seen that the spin soliton is stable in the three-dimensional case in the presence of a
harmonic trap.
