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We study the response of a highly-excited time dependent quantum many-body state to a sud-
den local perturbation, a sort of orthogonality catastrophe problem in a transient non-equilibrium
environment. To this extent we consider, as key quantity, the overlap between time dependent wave-
functions, that we write in terms of a novel two-time correlator generalizing the standard Loschmidt
Echo. We discuss its physical meaning, general properties, and its connection with experimentally
measurable quantities probed through non-equilibrium Ramsey interferometry schemes. Then we
present explicit calculations for a one dimensional interacting Fermi system brought out of equi-
librium by a sudden change of the interaction, and perturbed by the switching on of a local static
potential. We show that different scattering processes give rise to remarkably different behaviors
at long times, quite opposite from the equilibrium situation. In particular, while the forward scat-
tering contribution retains its power law structure even in the presence of a large non-equilibrium
perturbation, with an exponent that is strongly affected by the transient nature of the bath, the
backscattering term is a source of non-linearity which generates an exponential decay in time of the
Loschmidt Echo, reminiscent of an effective thermal behavior.
PACS numbers: 72.10.Pm,05.70.Ln,72.15.Qm
Introduction - The response of gapless quantum many-
body systems to sudden local perturbations is a remark-
ably non-linear phenomenon, even a weak disturbance
substantially changes the structure of the many-body
state. Signatures of this orthogonality catastrophe (OC)
emerge in various condensed matter settings [1], from X-
ray spectra in metals [2] and Luttinger Liquids (LL) [3–6]
to the physics of the Kondo Effect [7–11] and typically re-
sults in power-law decays of dynamical correlations. Re-
cently, impressive experimental developments with ultra-
cold atomic gases [12], have made possible to create and
probe local excitations in a quantum many-body system
with single-site and real-time resolution [13, 14], bring-
ing fresh new input to this venerable problem [15]. While
most of the attention has been traditionally devoted to
perturbations acting on systems in their ground state or,
more recently, in driven stationary non-equilibrium con-
ditions [16–22], much less is known about the response of
explicitly time dependent quantum states, such as, for ex-
ample, those obtained by rapidly changing in time some
parameter of an otherwise isolated system. The problem
is of current experimental relevance since ultracold gases
have proven to be natural laboratories where dynamical
quantum correlations can be probed in the time domain.
In addition, it also raises a number of intriguing theo-
retical questions. A coherent time dependent excitation,
such as a sudden global quench, creates an effective non-
equilibrium time-dependent bath for the local degrees of
freedom. What is the effect of such an environment on
the OC phenomenon and its associated power laws? For a
generic, non-integrable, quantum many-body system one
might expect this environment to be, at sufficiently long
times, effectively thermal, turning the power law decay
of the OC correlator into an exponential. Yet, strongly
interacting quantum systems may often get trapped into
long-lived metastable prethermal states which may still
show genuine quantum correlations [23–27]. Investigat-
ing the local spectral properties of these transient states
of non-equilibrium quantum matter is among the pur-
poses of this Letter.
Transient OC Protocol - We begin with a general dis-
cussion of the non-equilibrium protocol that will be the
focus of this paper. We consider a quantum many-body
system initially prepared at time t0 = 0 in the ground
state |Ψ0〉 of some Hamiltonian H0. We then let the
system evolve up to some time t > t0 with a new Hamil-
tonian H, i.e. |Ψ(t)〉 = e−iHt|Ψ0〉, which differs from
H0 by a sudden change of some global parameter. This
global quantum quench injects extensive energy into the
system and triggers transient non-equilibrium dynamics.
To gain insights into the structure of this transient state
we will then switch-on a local perturbation Vloc for an in-
terval τ between t and t′ = t+ τ and compare the states
obtained at time t′, respectively in presence or absence
of the local perturbation. In the spirit of an OC problem
we study the overlap
D(t′, t) ≡ 〈Ψ(t′)|Ψt+(t
′)〉 (1)
where |Ψt+(t
′)〉 ≡ e−iH+(t
′
−t)|Ψ(t)〉, withH+ = H+Vloc.
This overlap can be written suggestively as a two-time
2dynamical correlator
D(t′, t) = 〈Ψ(t)| eiH(t
′
−t) e−iH+(t
′
−t)|Ψ(t)〉 (2)
One immediately sees that when the initial state |Ψ0〉
is the ground state of H, then D(t′, t) ≡ Deq(τ) =
〈Ψ0|e
iHτ e−iH+τ |Ψ0〉, i.e. it becomes time-translational
invariant and reduces to the familiar OC correlator, also
known as core-hole Green’s function in the X-ray edge
problem [2] or Loschmidt Echo amplitude [28–31], which
recently has attracted renewed interest in the context
of work statistics [32–36]. In equilibrium, the large
time asymptotics of Deq(τ) gives rich information on the
ground state |Ψ0〉 and its low-lying excitations. In par-
ticular a power-law decay reflects an orthogonality catas-
trophe in the low-energy sector induced by the local per-
turbation, mirroring the one introduced by Anderson for
stationary (ground) states [1]. Considering the enormous
principle importance of this phenomenon for equilibrium
quantum many-body physics, it is natural to investigate
its fate for time dependent excited states, as we are going
to do in the following. Before turning to an example, it
is useful to discuss some general features of our transient
OC correlator. We start by writing it in terms of the
exact eigenstates of H, H|Φn〉 = En|Φn〉 [37]
D(τ ; t) =
∑
nm
ρnm(t) 〈Φm|e
iHτ e−iH+τ |Φn〉 (3)
where ρnm(t) = 〈Φn|Ψ(t)〉〈Ψ(t)|Φm〉. Differently from
the equilibrium case, here both diagonal and off-diagonal
matrix elements contribute to D(τ ; t) with a time-
dependent amplitude ρnm(t) encoding information about
the state of the system before the switching on of the lo-
cal perturbation. The result highlights the very nature
of our transient correlator as a sensitive probe of OC in
excited many-body states. By averaging Eq. (3) over the
waiting time t and taking the Fourier transform with re-
spect to τ we obtain [37] P (W ) ≡
∫
dτ eiWτ D(τ ; t) as
P (W ) =
∑
nα
δ(W − E˜α + En) |〈Φn|Φ˜α〉|
2 ρnn(0) (4)
where we have introduced the eigenstates of the full
Hamiltonian, H+|Φ˜α〉 = E˜α|Φ˜α〉, in the presence of the
local perturbation. P (W ) is the probability distribu-
tion of the work done, starting from a non-equilibrium
state described by the diagonal ensemble ρnn, and sud-
denly switching on the local potential. This extends to
the non-equilibrium case the connection between the OC
correlator and work statistics and represents an interest-
ing result on its own, in view of recent theoretical inter-
est in characterizing the work statistics and its univer-
sal properties in non-thermal ensembles [38, 39]. While
it is known that in equilibrium the work statistics of lo-
cal quenches shows zero-temperature edge singularities[9,
32], we will see below how this is modified in the presence
of bulk excitations.
Finally, it is interesting to discuss experimental pro-
tocols to measure the transient OC correlator. Re-
cent proposals outline how the equilibrium OC corre-
lator may be measured [15, 31, 40–45]. The key is
to use an auxiliary two-level system (TLS) or qubit,
coupled to the system through the local perturbation,
H[σz] = H + Vloc (1 + σ
z) /2. Cold atoms and other hy-
brid systems, such as circuit QED units, represent the
natural platforms to realize this. Here we extend these
ideas to design non-equilibrium Ramsey interferometry
schemes to manipulate the TLS in such a way as to ob-
tain D(t′; t) out of simple local TLS measurements. For
example, the real part of the transient OC correlator can
be obtained by measuring the x−component of TLS mag-
netization [37],
ReD(t′; t) = 〈Φt(t
′)|σx|Φt(t
′)〉 (5)
where |Φt(t
′)〉 is a state obtained with a specific protocol
involving (i) a first evolution up to time t (ii) a Ramsey
pi/2 pulse and (iii) a second time evolution up to time
t′ = t + τ . Alternatively, one can obtain D(t′; t) from
a TLS dynamical correlator, a non-equilibrium analog of
the core-hole Green’s function in the X-ray edge prob-
lem [37].
Quenched Luttinger Liquid in a Transient Local
Potential- We now focus our attention on a 1D spin-
less interacting Fermi system described by the Luttinger
model [46] and brought out of equilibrium by a sud-
den quench of the interaction. In the bosonization lan-
guage, the Hamiltonian of the system after the quench
can be written in terms of collective LL degrees of free-
dom φ(x), θ(x) as
H =
u
2pi
∫
dx
[
K (∂xθ(x))
2 +
1
K
(∂xφ(x))
2
]
(6)
where the initial state |Ψ0〉 corresponds to the ground
state of Eq (6) with Luttinger parameter K0 6= K [62].
The dynamics after this global quantum quench has been
studied in great detail [47]. Since we are interested in the
correlator defined in Eq. (2) we have to discuss the na-
ture of the local perturbation. Here we consider a static
potential that couples to the electron density through a
forward (fs) and a backward (bs) scattering term [46, 48]
which in bosonic variables is
Vloc ≡ Vfs + Vbs = gfs ∂x φ(x)|x=0 + gbs cos 2φ(x = 0) .
(7)
The evaluation of the transient OC correlator D(t′, t)
greatly simplifies by noticing that, as in equilibrium,
the forward and backward scattering processes are de-
coupled, i.e. they involve independent degrees of free-
dom [37]. As a result, we find that the OC correlator
factorizes into D(t′, t) = Dfs(t
′, t)Dbs(t
′, t).
Forward-Scattering - Let us start by discussing the
forward scattering contribution, which can be computed
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FIG. 1: Top Panel: Forward scattering contribution to the
OC correlator Dfs(τ ; t), for K0 = 4, K = 0.1. The dynamics
features two distinct power law regimes, a short time regime
with exponent δocneq and a long time one with exponent δ
oc
new,
with the crossover controlled by the total time t. Bottom
Panel: Lowest-order back-scattering contribution to the OC
correlator, ReC
(2)
∞ (τ ). In the left panel for K0 = 1.5 and K =
0.5, 0.75.1.0, 2.5 (top to bottom) corresponds to the thermal
regime, with a linear power law divergence. In the right panel
the transition to the strong coupling regime forK0 = 0.75 and
K = 0.25, 2.5 (top to bottom) respectively below and above
K⋆ ≃ 0.43.
exactly using a method due to Schotte and Schotte [48,
49]. The final result is
Dfs(t
′, t) = 〈T e−iηθ(0,t
′) eiηθ(0,t)〉 (8)
with η = gfsK/u, which can be evaluated in terms of
local correlators of the quenched LL [37]. It is useful
to write the OC correlator as a function of the variables
t′ − t = τ and t
Dfs(τ ; t) =
e−iϕ(τ)[
1 + (Λτ)2
]δocneq/2 ft(τ) (9)
where Λ is an ultra-violet cut-off and the transient func-
tion ft(τ) is
ft(τ) =
(
[1 + Λ2(2t+ τ)2]2
[1 + (2Λ t)2] [1 + 4Λ2(t+ τ)2]
)δoctr /4
(10)
the phase ϕ(τ) =
g2fs
2u2 K sign(τ) arctan(Λ τ), while the
two exponents read, respectively, δocneq/tr =
g2fs
2u2 Kneq/tr
with Kneq/tr = K0(1 ±K
2/K20)/2. We immediately see
that for K = K0 the above expression reduces to the well
known result for the equilibrium LL, Deqfs (τ) ∼
(
1
Λτ
)δeqoc
with an OC exponent δeqoc = K0 g
2
fs/2u
2 [3, 48, 50]. In
the case of a bulk quench, K0 6= K the situation is more
interesting. As we see from figure 1 when both time
arguments are longer than the microscopic time scale,
i.e. t, τ ≫ 1/Λ, the OC correlator features two distinct
power-law regimes, with a crossover scale set by the to-
tal time t after the bulk quench. The intermediate-time
regime, 1/Λ ≪ τ ≪ t, when the duration of the local
perturbation is much shorter than the one of the global
bulk excitation, can be described by a completely de-
phased non-equilibrium environment which gives a decay
Dfs ∼ τ
−δocneq . While this would be the leading power-law
behavior for a strictly infinite waiting time, the tran-
sient nature of the environment results in a different
power-law decay at longer times, i.e. for τ ≫ t we have
Dfs ∼ αt τ
−δocnew , with a prefactor αt ∼ 1/t
δoctr /2 that de-
pends on the waiting time t. Here δocnew = δ
oc
neq− δ
oc
tr /2 =
(Kneq −Ktr/2) g
2
fs/2u
2 can be larger or smaller than the
short time OC exponent δocneq depending on the sign of
Ktr, i.e. whether K ≷ K0.
Back-Scattering - We now consider the backscatter-
ing potential and start with a perturbative calculation
of Dbs(t
′, t). Using the linked cluster theorem we may
write
C(t′, t) ≡ log Dbs(t
′, t) = 〈Ψ0|T e
−i
∫
t
′
t
dt1 Vbs(t1)|Ψ0〉c
(11)
where only connected (c) averages contribute, Vbs is de-
fined in (7), and Vbs(t) is in the interaction representa-
tion of the post-quench global Hamiltonian. Expanding
in powers of Vbs we get to lowest order,
C(2)(t′, t) = −
g2bs
2
∫ t′
t
dt1dt2〈T [cos (2φ(t1)) cos (2φ(t2))]〉c
(12)
The result can be evaluated in terms of local correla-
tors of the quenched LL [37]. In equilibrium, K0 = K,
the OC correlator is a function only of τ = t′ − t and
the integral (12) can be evaluated analytically [48]. The
result shows that for K > 1 the correlator goes to a con-
stant at long times, i.e. perturbation theory in Vbs is
well behaved. In contrast for K < 1 perturbative correc-
tion blows up at long times, Λτ ≫ 1, as Re C(2)(τ) ∼
−
g2bs
Λ2 (Λτ)
2(1−K), consistent with the result that the
backscattering potential is relevant in this regime [5]. A
crossover time scale τeq∗ (K) can be extracted by setting
C(2)(τeq∗ ) ∼ 1, to give Λτ
eq
∗ ∼ (Λ/gbs)
1/(1−K). In the
strong coupling phase (K < 1) one can show that at long
times (τ ≫ τeq∗ ) the correlator C
(2)(τ) can be resummed
into a logarithmic divergence, which gives rise to a uni-
versal power law for Dbs(τ) ∼ 1/τ
1/8 [3, 51–56]. Finite
temperature effects generally change this power law to
an exponential decay of the OC correlator [37].
Let us now study the non-equilibrium case, K0 6=
K, which is considerably richer. We use the same
parametrization as in the forward scattering case, in
terms of τ = t′ − t and the total time t after the quench,
i.e. C
(2)
t (τ). The integral (12) cannot be evaluated in
closed analytical form for K0 6= K, yet the structure of
the solution can be understood from numerics. To sim-
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Summary of different dynamical regimes (right panel).
plify the discussion let us assume first an infinite wait-
ing time after the quench, i.e. t → ∞, at fixed τ . In
figure 1 we plot −Re C
(2)
∞ (τ) which reveals two different
behaviors depending on the values of K0 and K. For
K0 > 1 or K0 < 1 and K > K⋆ =
√
K0(1−K0) (see
lower right panel Fig 2), corresponding to Kneq > 1/2,
the leading long time behavior has a linear divergence
Re C
(2)
∞ (τ) ∼ −γ⋆ τ with a prefactor that can be evalu-
ated in closed form (all energy scales in units of Λ)
γ⋆ = g
2
bs
(
2pi
2Kneq [2Kneq − 1]
)
Γ (2Kneq)
Γ (Kneq +K) Γ (Kneq −K)
(13)
where Γ(x) is the Gamma function. Such behavior re-
sults, through Eq. (11), into an exponential decay of
the OC correlator Dbs(τ) ∼ exp (−γ∗ τ), resulting in
a Lorentzian work distribution P (W ) of width γ⋆ and
reminiscent of an equilibrium finite temperature behav-
ior [37].
To further investigate this regime we define a time
dependent relaxation rate γ(τ) = −∂τ ReC
(2)
∞ (τ) and
plot it in figure 2 (top panels) for different values of
K0,K. From this we see that upon approachingK → K⋆
(right panel) the relaxation rate diverges and, quite dif-
ferently from the thermal equilibrium case, we find a
region of parameters for K0 < 1 and K < K⋆ (see
lower right panel Fig 2), corresponding to Kneq < 1/2,
where the correlator C
(2)
∞ (τ) still diverges as a power
law at long time but with a new exponent, Re C
(2)
∞ (τ) ∼
−
g2bs
Λ2 (Λτ)
2(1−Kneq). Such a divergence suggests that the
problem retains in this regime a strong coupling nature
and allows us to define a non-equilibrium crossover time
scale Λτneq∗ ∼ (Λ/gbs)
1/(1−Kneq) controlling the flow of
the back-scattering potential (see below). While these
results have been obtained assuming an infinite waiting
time after the quench, finite time effects do not seem to
qualitatively change this behavior [37].
We now consider the effect of higher order backscat-
tering terms using a time dependent Renormalization
Group method recently developed for the bulk Sine-
Gordon problem [57]. We refer the reader to Ref. 37
for details about the derivation of the RG flow and here
discuss the main results. At two-loop order we obtain
renormalization corrections to the vertex gbs as well as
to the quadratic part of the action, that we parameterize
in terms of a dissipation η (an effective friction for the
local coordinate due to its coupling to the bulk degrees
of freedom) and an effective temperature Teff [37, 58].
Setting Λ = 1 we obtain flow equations,
dgbs
d ln l
= gbs
[
1−
(
Kneq +
Ktr
1 + 4T 2m
)]
(14)
dη
d ln l
= 2 g2bs Iη(Tm) (15)
d(ηTeff)
d ln l
= ηTeff + g
2
bs ITeff (Tm);
dTm
d ln l
= −Tm (16)
where Tm is the time after the quench, and Iη(Tm),
ITeff (Tm) are given in Ref. 37. The initial conditions for
the RG are η(l = 1) = 2/(piK), Teff(l = 1) = 0. If we
take the long time (Tm →∞) limit, from the RG flow we
immediately see that (i) for Kneq > 1 the back-scattering
is irrelevant and yet it generates an effective temperature
whose value is Teff ∼ g
2
bsITeff (Tm =∞)/η(l = 1), (ii) for
Kneq < 1 the problem flows to strong coupling on time
scales larger than τneq∗ , yet a well defined effective tem-
perature can still be identified, at least as long as the
relaxation rate γ∗ or the local dissipation η, stays finite,
i.e. for Kneq > 1/2 (see figure 2). Deep in the strong
coupling phase the perturbative analysis suggests that
the OC correlator might eventually keep its power law
behavior, a result which would be remarkable, yet from
the current analysis we cannot firmly conclude whether a
genuine non-equilibrium strong coupling regime remains
intact or higher order corrections eventually cut the RG
flow.
We note that the effective-temperature Teff is not
equivalent to a true temperature T , since the latter
implies a relaxation rate in the OC correlator γT ∝
g2bsT
2K−1 [37] while the former gives a relaxation rate
γ∗ ∝ Teff/(2Kneq − 1). Thus even in the long time limit,
and for a local non-linearity, important differences arise
between the OC physics in the presence of a thermalized
bath and the one studied in this paper, where the bath is
in a non-equilibrium prethermalized state. It is interest-
ing to note that an effective temperature is also generated
in very different contexts such as nonequilibrium steady-
states arising due to externally imposed voltage bias [20]
and noise [22].
5Conclusions - We have introduced a non-equilibrium
OC problem, highlighting its experimental relevance and
have studied it in detail for 1D interacting fermions out
of equilibrium due to a global quench. We have discussed
how the non-equilibrium environment affects the forward
and backward scattering contribution to the OC corre-
lator. We have shown that, while the former retains its
power law structure even in the presence of a strong non-
equilibrium perturbation the latter is a source of non-
linearity which generates locally an exponential decay in
time of the OC correlator. Such a result appears to be
consistent with a recent numerical study on Loschmidt
echo decay in a 1D spin chain after a local quench start-
ing from a highly excited state [59].
We expect the physics of this quench-induced deco-
herence to be relevant in other contexts as well, most
notably in steady-state transport, where it will result in
a non-vanishing zero bias conductance in the weak-link
limit as well as a non-zero backscattering correction in
the dual limit [60], a result which is consistent with the
non-vanishing impurity density of states recently found
in [61].
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The supplementary material contains the following: Section I discusses the properties of the transient orthogonality
catastrophe (OC) correlator and explicitly shows how it may be measured in experiments. Section II discusses the
properties of the quenched Luttinger liquid giving expressions for the Green’s functions that are needed for later
calculations. Section III shows how the OC correlator factorizes into forward and backward scattering components.
The OC correlator under the influence of forward scattering is derived. Section IV discusses the effect of the backward
scattering potential on the OC correlator employing perturbation theory. Section V treats the effect of the back-
scattering potential using a time-dependent renormalization group method.
I. TRANSIENT ORTHOGONALITY CATASTROPHE CORRELATOR: GENERAL PROPERTIES
In this section we derive a number of results used in the main text for the transient orthogonality catastrophe (OC)
correlator in terms of exact eigenstates of the system. We start from the definition
D(τ = t′ − t; t) = 〈Ψ(t′)|Ψt+(t′)〉 = 〈Ψ(t)| eiH(t
′−t) e−iH+(t
′−t)|Ψ(t)〉 (1)
where, we recall, |Ψ(t)〉 = e−iHt|Ψ0〉, |Ψt+(t′)〉 ≡ e−iH+(t′−t)|Ψ(t)〉, while H+ = H + Vloc. We then introduce two
complete sets of eigenstates of H to get
D(τ ; t) =
∑
nm
ρnm(t) 〈Φm|eiHτ e−iH+τ |Φn〉 (2)
where ρnm(t) = 〈Φn|Ψ0〉〈Ψ0|Φm〉 ei(Em−En)t. It is useful to compare this result to the equilibrium finite temperature
OC correlator which reads
Deq(τ) =
∑
n
ρn 〈Φn|eiHτ e−iH+τ |Φn〉 (3)
We notice that in equilibrium only the diagonal states contribute with a weight given by their thermal density matrix
ρn = e
−β En/Z. We then introduce a complete set of eigenstates of H+, H+|Φ˜α〉 = E˜α|Φ˜α〉 and get
D(τ ; t) =
∑
nm
ρnm(t)
∑
α
e−i(E˜α−Em)τ 〈Φm|Φ˜α〉〈Φ˜α|Φn〉 (4)
If we now take the average over the holding time t, i.e.
ρnm(t) = limT→∞
1
T
∫ T
0
d t ρnm(t) = δnm〈Φn|Ψ0〉〈Ψ0|Φn〉 = δnm ρnn (5)
we get
D(τ ; t) =
∑
n
ρnn
∑
α
e−i(E˜α−En)τ |〈Φn|Φ˜α〉|2 (6)
This result can be now Fourier transformed to give
P (W ) =
∑
nα
δ(W − E˜α + En) |〈Φn|Φ˜α〉|2 ρnn (7)
2A. Measuring Transient OC Correlator with Non-Equilibrium Ramsey Interferometry Schemes
We now turn to discuss a possible experimental protocol to measure the transient OC correlator, based on a non-
equilibrium extension of Ramsey interferometry schemes1–3. The basic idea takes advantage of the enormous progress
in building hybrid quantum systems made, for example, by a qubit coupled to a cold atomic gas, and in probing and
manipulating the resulting quantum many body state with single site local resolution. In this spirit, the idea is to
use an auxiliary two-level system (TLS) or qubit, coupled to the system through the local perturbation, i.e. to define
an auxiliary Hamiltonian
H[σz ] = H+ Vloc (1 + σz) /2 (8)
living in an extended Hilbert space containing both system and local TLS degrees of freedom. The local TLS can be
manipulated using Ramsey pulses which are represented by the following operator acting on the TLS3
R (θ, φ) = 1√
2
[
I cos(θ/2) + i sin(θ/2)
(
σ+ eiφ + σ− e−iφ
)]
(9)
where θ = ΩRabi Tpulse while φ is the phase of the laser. The Ramsey operation acting on the two eigenstates of the
TLS, | ↑〉, | ↓〉, creates linear superposition states
R (θ, φ) | ↑〉 = cos(θ/2)| ↑〉+ i e−iφ sin(θ/2)| ↓〉 (10)
R (θ, φ) | ↓〉 = cos(θ/2)| ↓〉+ i eiφ sin(θ/2)| ↑〉 (11)
Using these operations it is then very natural to design a scheme to manipulate the TLS in such a way as to obtain
D(t′; t) out of simple local measurements. As an example, we consider the system to be prepared initially at time
zero in the product state
|Ψ0↓〉 = |Ψ0〉 ⊗ | ↓〉 (12)
We first evolve the system up to some time t with the Hamiltonian H[σz ] to create the initial non-equilibrium state
e−iH[σ
z ] t|Ψ0↓〉 = |Ψ(t)〉 ⊗ | ↓〉 (13)
where as before |Ψ(t)〉 = e−iHt|Ψ0〉. We then act with a specific Ramsey pulse on the resulting state, creating a linear
superposition for the TLS
R(pi/2,−pi/2) e−iH[σz] t|Ψ0↓〉 = |Ψ(t)〉 ⊗ 1√
2
(| ↑〉+ | ↓〉) (14)
We then evolve again the system with the full Hamiltonian up to time t′ = t+ τ , with the difference being that now
the superposition state triggers nontrivial dynamics which effectively implements the local quench. Indeed one has
e−iH[σ
z] (t′−t)R(pi/2,−pi/2) e−iH[σz] t|Ψ0↓〉 = 1√
2
(
e−iH+(t
′−t)|Ψ(t)〉 ⊗ | ↑〉+ e−iH(t′−t)|Ψ(t)〉 ⊗ | ↓〉
)
≡ |Φt(t′)〉 (15)
At the time t′ one finally performs a (destructive) measurement of the TLS magnetization along x, y on the state
|Φt(t′)〉 and projects back onto the same state, to give
〈Φt(t′)|σx|Φt(t′)〉 = ReD(t′; t) (16)
〈Φt(t′)|σy|Φt(t′)〉 = −ImD(t′; t) (17)
B. Transient OC Overlap as a Dynamical Correlator of a Local Quantum Degree of Freedom
We now show that the overlap in Eq.(1) can be written in terms of a dynamical correlator of a local quantum degree
of freedom, for example a TLS as in previous section or a spinless fermionic level as would be natural in the context
of a non-equilibrium X-ray edge problem, coupled to our system through the auxiliary Hamiltonian (8). The crucial
observation is that since σz is conserved
[H, σz] = 0 (18)
3the TLS has no explicit dynamics under H and for most observables the two sectors of the Hilbert space corresponding
to σz = ± decouple, their dynamics being described by the Hamiltonians H[+] = H + Vloc = H+ and H[−] = H
respectively. However this is not the case for correlators of the TLS itself, such as for example
G−+(t′, t) = 〈Ψ0↓|σ−(t′)σ+(t)|Ψ0↓〉 (19)
where the TLS operators are evolved with the full Hamiltonian H[σz], i.e.
σ+(t) = eiH[σ
z ] t σ+ e−iH[σ
z ] t = ei(H+Vloc)t e−iHt (1− σz) /2 (20)
while the average is taken over the state |Ψ0↓〉 = |Ψ0〉 ⊗ | ↓〉. It is then easy to see that the TLS propagator (or
core-hole Green’s function in the fermionic language) takes the form of
G−+(t′, t) = 〈Ψ0| eiHt
′
e−i(H+Vloc)(t
′−t) e−iHt|Ψ0〉 = D(t′, t) (21)
II. LOCAL REAL-TIME GREEN’S FUNCTIONS FOR A QUENCHED LUTTINGER LIQUID
In this section we compute the local real-time Green’s functions (GF) of the Luttinger Liquid (LL) after a quench
of K,u. At time t = 0 we have an equilibrium LL with the Hamiltonian
H0 =
u0
2pi
∫
dx
[
K0 (piΠ)
2
+
1
K0
(∂xφ)
]
(22)
and for time t > 0 we let the system evolve with the Hamiltonian
H =
u
2pi
∫
dx
[
K (piΠ)
2
+
1
K
(∂xφ)
]
(23)
To preserve Galilean invariance (which is not necessary for the formalism), we assume u = vF /K, u0 = vF /K0. The
retarded (R), advanced (A) and Keldysh (K) component of the local Green’s function at the impurity site x = 0, i.e.
for the field φ(t) ≡ φ(x = 0, t) are defined as
GRφφ(t, t
′) = −iθ(t− t′) 〈 [φ(t), φ(t′) ]〉 (24)
GAφφ(t, t
′) = iθ(t′ − t) 〈 [φ(t), φ(t′) ]〉 (25)
GKφφ(t, t
′) = −i 〈 {φ(t), φ(t′) }〉 (26)
where we notice that GAφφ(t, t
′) = GRφφ(t
′, t). In these expressions, the time evolution of the field operator is done with
respect to H in Eq. (23) while the average is taken over the ground state of H0. We use a bosonization prescription
where,
φ(x) = −(NR +NL)pix
L
− ipi
L
∑
p6=0
(
L|p|
2pi
)1/2
1
p
e−α|p|/2−ipx
(
b†p + b−p
)
, (27)
θ(x) = (NR −NL)pix
L
+
ipi
L
∑
p6=0
(
L|p|
2pi
)1/2
1
|p|e
−α|p|/2−ipx (b†p − b−p) . (28)
Let us denote a UV cutoff as Λ = uα .
In order to evaluate the real-time Green’s function of the field φ(x) it is useful to express the Heisenberg time
evolution of the bosonic modes bp, b
†
p
bp(t) = e
iH t bp e
−iH t b†−p(t) = e
iH t b†−p e
−iH t (29)
in terms of the bosonic modes that diagonalize the initial Hamiltonian, ηp, η
†
−p. After some simple algebra we get
 bp(t)
b†−p(t)

 =

 fp(t) −gp(t)
−g∗p(t) f∗p (t)



 ηp
η†−p

 (30)
4where
fp(t) = coshβ0 cos (u|p| t)− i cosh (2β − β0) sin (u|p| t) (31)
gp(t) = sinhβ0 cos (u|p| t) + i sinh (2β − β0) sin (u|p| t) (32)
with e−2β0 = K0 and e−2β = K. Useful combinations of bosonic operators are
b†p(t)− b−p(t) = −Ap(t) η−p +A∗p(t) η†p (33)
b†p(t) + b−p(t) = Bp(t) η−p +B
∗
p(t) η
†
p (34)
where we have defined
Ap(t) = fp(t) + g
⋆
p(t) =
1√
K0
(
cos u|p| t− iK0
K
sin u|p| t
)
(35)
Bp(t) = fp(t)− g⋆p(t) =
√
K0
(
cos u|p| t− i K
K0
sin u|p| t
)
(36)
In addition it is useful to remember that for a thermal occupation of the bosonic mode ηp we have
〈 ηp η†p〉0 =
1
2
+
1
2
coth
(
u| p|
2T
)
(37)
〈 η†p ηp〉0 = −
1
2
+
1
2
coth
(
u| p|
2T
)
(38)
(39)
Inserting the definition of the field φ(x = 0, t) in terms of the bosonic modes gives the following for the retarded
Green’s function
GRφφ(t > t
′) = −K
∫ ∞
0
dp
| p| e
−α| p| sinu p (t− t′) = −K arctanΛ (t− t′) (40)
We notice that GR,A does not depend on the initial condition and is time-translational-invariant (TTI) even for a
non-equilibrium quench problem, an artifact of the non-interacting nature of the problem. In contrast the Keldysh
Green’s function reads
GKφφ(t, t
′) = − iK0
2
∫ ∞
0
dp
| p| e
−α| p| coth
(
u0| p|
2T
)[(
1− K
2
K20
)
cosup (t+ t′) +
(
1 +
K2
K20
)
cosup (t− t′)
]
(41)
and depends as expected on the initial condition through K0 and the occupation probability of the boson modes in
the initial state, here assumed to be in equilibrium at a finite temperature T . GK shows a TTI component as well as
a non-TTI one.
Similarly we can define the local Green’s functions for the field θ(t) ≡ θ(x = 0, t)
GRθθ(t1, t2) = −iθ(t1 − t2)〈 [θ(t1), θ(t2) ]〉 (42)
GAθθ(t1, t2) = iθ(t2 − t1)〈 [θ(t1), θ(t2) ]〉 (43)
GKθθ(t1, t2) = −i 〈 {θ(t1), θ(t2) }〉 (44)
One can immediately see that the above correlators for the θ-field can be obtained from those for the φ-field by making
the substitution
K0 → 1
K0
K → 1
K
(45)
as one can confirm by a direct calculation.
Finally we will also be interested in computing the following correlator
Cab(t1, t2) = 〈e2iφa(t1)e−2iφb(t2)〉 (46)
where a, b = ±. In general we can write it as
Cab(t1, t2) = e
−2
[
iGK (1,1)
2 +
iGK (2,2)
2 −iGK(12)+iaGA(1,2)+ibGR(1,2)
]
(47)
5If we consider for example, a = b = + and use the previous result we find
C++(1, 2) = e
−2
[
iGK (1,1)
2 +
iGK (2,2)
2 −iGK(1,2)
]
ei2K (sgn(t1−t2) tan
−1 Λ(t1−t2)) (48)
(49)
We need the combination
−2
[
iGK(1, 1)
2
+
iGK(2, 2)
2
− iGK(1, 2)
]
=
= −2Kneq ln
√
1 + Λ2(t1 − t2)2 −Ktr ln
√
(1 + Λ2(t1 + t2)2)2
(1 + 4Λ2t21)(1 + 4Λ
2t22)
(50)
where we have introduced the coefficients
Kneq =
1
2
K0
(
1 +
K2
K20
)
(51)
Ktr =
1
2
K0
(
1− K
2
K20
)
(52)
III. FORWARD SCATTERING CONTRIBUTION TO THE OC CORRELATOR: UNITARY
TRANSFORMATION
As anticipated in the main text, the evaluation of the transient OC correlator D(t′; t) greatly simplifies by noticing
that the forward and backward scattering processes are decoupled. To see this we follow standard steps4,5 and
introduce first the even and odd combinations of the LL fields θ, φ, defined as
φe/o =
φ(x) ± φ(−x)√
2
(53)
θe/o =
θ(x)± θ(−x)√
2
(54)
Then, it is convenient to introduce new chiral bosonic fields Φs/a(x) =
√
Kθo/e(x) +
1√
K
φe/o(x) satisfying
[Φs(x),Φs(y)] = [Φa(x),Φa(y)] = −ipi sign(x − y) and [Φs(x),Φa(y)] = 0. It is particularly convenient to write
the local interaction in terms of these fields due to their well defined properties under inversion. In particular the
local interaction may be written as
Vloc = gfs
√
K
2
∂x Φa(x)|x=0 + gbs cos
√
2KΦs(x = 0)
While the bulk LL Hamiltonian becomes
H = u
4pi
∫
dx
∑
ν=s,a
(∂xΦν)
2 ≡
∑
ν=s,a
H¯ν (55)
As a result, we find that the OC correlator factorizes into D(t′, t) = Dfs(t′, t)Dbs(t′, t). We now analyze the forward
scattering term for the case of a quenched non-equilibrium LL, which can be evaluated exactly using the same trick
introduced by Schotte and Schotte6 in their bosonization treatment of the Xray edge problem in Fermi Liquids. We
aim to compute the correlator
Dfs(t′, t) = 〈Ψ0|ei H¯at
′
e−i H¯a+(t
′−t)e−i H¯at|Ψ0〉 (56)
where H¯a+ contains the forward scattering potential term for the antisymmetric field Φa, i.e.
H¯a+ = H¯a + Vfs = u
4pi
∫
dx (∂xΦa)
2
+ gfs
√
K
2
∂x Φa(0) (57)
6The calculation can be done exactly by noticing that the forward scattering term can be eliminated by a unitary
transformation Ω such that
Ω† H¯a+ Ω = H¯a (58)
Then one can write the above correlator as
Dfs(t′, t) = 〈Ψ0| ei H¯at
′
ΩΩ† e−i H¯a+(t
′−t) ΩΩ† e−i H¯at|Ψ0〉 =
= 〈Ψ0| ei H¯at
′
Ω e−i H¯a(t
′−t)Ω† e−i H¯at|Ψ0〉 = 〈Ψ0|Ω(t′)Ω†(t)|Ψ0〉 (59)
The unitary operator Ω takes the form
Ω = exp [iλΦa(0)] (60)
with λ = −
√
K
2 gfs/u. This can be easily seen using the algebra of the fields Φa(x). In particular it is easy to see
that Ω implements a shift
Ω†Φa(x)Ω = Φa(x) + λpi sign(x) (61)
Ω† ∂xΦa(x)Ω = ∂xΦa(x) + 2λpi δ(x) (62)
so that by plugging this result into Eq. (58) we see that by properly choosing λ we can eliminate the forward scattering
term. Then, using the relation between the antisymmetric mode Φa(0) and the original degrees of freedom of the LL
θ(0)
Φa(x = 0) =
√
2K θ(x = 0) (63)
we finally obtain the correlator
Dfs(t′, t) = 〈Ψ0| e−iηθ+(0,t
′) eiηθ+(0,t)|Ψ0〉 = exp
[
−η
2
2
〈 (θ+(t′)− θ+(t))2〉
]
η =
gfsK
u
(64)
whose evaluation reduces to known correlation functions of the quenched LL which have been evaluated in the previous
section.
IV. BACKSCATTERING CONTRIBUTION TO THE OC CORRELATOR: PERTURBATIVE
CALCULATION
The backscattering contribution to the OC correlator reads Dbs(t
′, t) = exp C(t′, t), with
C(t′, t) = 〈Ψ0|T e−i
∫
t′
t
dt1 Vbs(t1)|Ψ0〉c (65)
This quantity admits a perturbative expansion, which can be written in terms of the basic correlators of the quenched
bulk LL. We can evaluate the second order contribution with a calculation similar to the previous one
C(2)(t′, t) = (−i)
2
2!
g2bs
∫ t′
t
dt1
∫ t′
t
dt2〈Φ0|T [cos (γφ(t1)) cos (γφ(t2))] |Φ0〉conn (66)
which can be written after some algebra using the results of previous sections as
C(2)(t′, t) = (−i)
2
4
g2bs
∫ t′
t
dt1
∫ t′
t
dt2
exp [2iK sign(t1 − t2) arctan (Λ(t1 − t2))](
1 + Λ2 (t1 − t2)2
)Kneq
[(
1 + 4Λ2 t21
) (
1 + 4Λ2 t22
)
(1 + Λ2(t1 + t2)2)
2
]Ktr
2
(67)
It is tempting to proceed as previously and shift the integration variables t1,2 → t1,2 − t to get (here we put τ =
t′ − t > 0)
C(2)t (τ) =
7−g
2
bs
4
∫ τ
0
dt1
∫ τ
0
dt2
exp [2iK sign(t1 − t2) arctan (Λ(t1 − t2))](
1 + Λ2 (t1 − t2)2
)Kneq
[(
1 + 4Λ2 (t1 + t)
2
) (
1 + 4Λ2 (t2 + t)
2
)
(1 + Λ2(t1 + t2 + 2t)2)
2
]Ktr
2
(68)
Let us look in more detail at this result. In order to proceed we do a change of variables in the integral
t1 = X + x (69)
t2 = X − x (70)
We notice that the first term is only a function of t1 − t2 = 2x (we set Λ = 1 in the following)
f(x) ≡ cos [2K arctan (2x)]
(1 + 4x2)
Kneq
(71)
while the second one depends on both X, x, and also on the absolute time t.
Gt(x,X) =
[(
1 + 4(X + x+ t)2
) (
1 + 4(X − x+ t)2)
(1 + 4(X + t)2)2
]Ktr
2
(72)
We then write the integral as
C(2)t (τ) = −
g2bs
4
2
[∫ 0
−τ/2
dx
∫ x+τ
−x
dX f(x)Gt(x,X) +
∫ τ/2
0
dx
∫ τ−x
x
dXf(x)Gt(x,X)
]
= (73)
= −g2bs
∫ τ/2
0
dx f(x)
∫ τ−x
x
dXGt(x,X) ≡ −g2bs
∫ τ/2
0
dx f(x)ϕt(x, τ) (74)
where we defined
ϕt(x, τ) =
∫ τ−x
x
dXGt(x,X)
and we also used the fact that
Gt(x,X) = Gt(−x,X) f(x) = f(−x)
In the case of an infinite waiting time after the global quench, t→∞, the factor Gt(x,X) approaches a constant and
we get
ϕ∞(x, τ) =
∫ τ−x
x
dX = τ − 2x
so that the evaluation of the correlator reduces to the single integral
C(2)∞ (τ) = −g2bs
∫ τ/2
0
dx (τ − 2x) f(x) (75)
whose behavior has been discussed in the main text. In figure 1 we evaluate numerically the correlator C
(2)
t (τ) and
show that finite time corrections do not change the scaling in τ and the overall qualitative behavior of this correlator,
quite differently from the forward scattering case. The reason is that, in the region where the integral (74) takes
its main contribution, i.e. for small x, the function ϕt(x, τ) does not differ substantially from its infinite time limit
ϕ∞(x, τ) (see figure 1, right panel).
A. Equilibrium
Let us discuss the equilibrium case, where analytical results can be obtained. Here K0 = K, which implies
Kneq = Keq and Ktr = 0. In what follows we set γ = 2 so that Keq = K. Then we can write, after some algebra
(setting τ = t′ − t)
C(2)(τ) = (−i)
2
4
g2bs
∫ τ
0
dt1
∫ τ
0
dt2
exp [2iK sign(t1 − t2) arctan (Λ(t1 − t2))](
1 + Λ2 (t1 − t2)2
)K (76)
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FIG. 1: Left Panel: C
(2)
t
(τ ) correlator for K0 = 0.75, K = 0.25 and different values of the waiting time t. We see the transient
factor in this case has no effect on the overall scaling with τ , differently from the forward scattering case. In the left panel we
show, for K0 = 0.75, K = 0.25 the function ϕt(x, τ ) defined in the text and compare it to its long time limit ϕ∞(x, τ ) to show
that finite time corrections have little effect in the region of small x.
= −g
2
bs
2
∫ τ
0
dx (τ − x) exp [2iK arctan x]
(1 + x2)
K
(77)
The integral can be evaluated in closed form and we get for the real part
ReC(2)(τ) = −g
2
bs
2
1
2(K − 1) (2K − 1)
[
1 +
1
(1 + τ2)
K
(
(τ2 − 1) cos (2K arctan τ) − 2τ sin (2K arctan τ))
]
(78)
For large times τ ≫ 1 we find
ReC(2)(τ) ∼ −g
2
bs
2
1
(2K − 1)
[
cos(piK)τ2(1−K) + 1− 2τ1−2K sin(piK)
2(K − 1)
]
(79)
This is an interesting result: we see that for K > 1 the correlator goes to a constant at long times, i.e. the perturbation
theory does not break down, which is consistent with the RG flow of the back-scattering being irrelevant. In contrast
for K < 1 the perturbative correction blows up at long times and the result (79) is only valid on short times scales
while higher order corrections diverge even faster. One can extract a time scale τ∗ which signals the breakdown of
perturbation theory and the flow to strong coupling, given by the condition
C(2)(τ∗) ∼ 1 −→ τ∗ ∼ 1
Λ
(
Λ
gbs
)1/(1−K)
(80)
which is consistent with the scale one obtains from the RG (see below). The situation at K = 1 is of course peculiar,
since at the critical point the RG flow is marginal and we should expect a logarithmic behavior. The result (79) for
K → 1 confirms this expectation
C(2)(τ) ∼ −g2bs log τ (81)
which is indeed consistent with the well known properties of the C correlator for a non-interacting (K = 1) Fermi gas
which is log singular to all orders in perturbation theory. A logarithmic long time behavior of C(τ) immediately gives
a power law behavior for the core-hole propagator D(τ), consistent with the Nozieres and De Dominicis solution of
the X-ray edge problem.
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FIG. 2: Left Panel: C(2)(τ ) correlator in equilibrium at finite temperature for K = 0.25. We notice the crossover at long times
to a linear behaviour, C(2)(τ ) ∼ −γT τ . Right Panel: Finite temperature relaxation rate γT as a function of temperature and for
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1. Equilibrium Finite T
Before concluding, let us evaluate how the correlator C(2)(τ) behaves in equilibrium at finite temperature T . For
this we only need the Keldysh component of the local field Green’s function which now reads
GKφφ(t1 − t2) = −iK0
∫ ∞
0
dp
p
e−αp coth
( εp
2T
)
cos εp(t1 − t2) (82)
Using this result and repeating the previous steps we get
C(2)(τ) = (−i)
2
4
g2bs
∫ τ
0
dt1
∫ τ
0
dt2 exp [2iK sign(t1 − t2) arctan (t1 − t2)] exp (−2K fT (t1 − t2)) (83)
where
fT (x) =
1
2
log
(
1 + x2
)
+ 2 logΓ (1 + T )− log (Γ (1 + T (1− ix)) − Γ (1 + T (1 + ix)))
After some simple manipulations we obtain the following for the real part
Re C(2)(τ) = −g
2
bs
2
∫ τ
0
dy (τ − y) cos [2K arctan y]
(1 + y2)K
[
Γ(1 + T (1− iy))Γ(1 + T (1 + iy))
Γ2(1 + T )
]2K
(84)
We could not find a closed analytical form for this integral valid for any temperature and time, however from the
numerical evaluation (see figure 2, left panel) we find that, at any finite T , the leading long-time behavior is linear
for any K
Re C(2)(τ ≫ τth) ∼ −γT τ (85)
The dynamics of ReC(2)(τ) is interesting, with a clear time scale τth(T ) controlling the crossover from the intermediate
time ”zero temperature” regime to the ”finite temperature” long time regime, a time scale which diverges as T → 0.
The slope of the linear term can be seen as a relaxation rate γT which can be written as
γT =
g2bs
2
∫ ∞
0
dy
cos [2K arctany]
(1 + y2)K
[
Γ(1 + T (1− iy))Γ(1 + T (1 + iy))
Γ2(1 + T )
]2K
(86)
Numerically (see figure 2, right panel) we find a low temperature behavior for γT consistent with a power law, i.e.
γT ∼ g2bsT 2K−1. This result is also consistent with the fact that the renormalization group flows in equilibrium are
cut-off by the temperature. Thus, at finite temperature, one may replace the bare couplings by the renormalized
coupling gbsT
K−1.
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V. TIME DEPENDENT RG FOR THE BACKSCATTERING POTENTIAL
For the RG formulation it is convenient to use a Keldysh action formalism. To this extent we write the Keldysh
generating functional for the problem
Z =
∫
Dφ(x, t) exp (iS[φ(x, t)]) (87)
where the action S is defined on the two branches of the Keldysh contour C, and the time t is a contour time living
on C (we will move to the RAK basis later). The action reads
S = 1
2pi
∫
dx
∫
C
dt
K
[
1
u
(∂tφ)
2 − u (∂xφ)2
]
+
gbs u
α
∫
C
dt cos (2φ(0, t)) (88)
Since the non-linearity is only acting at a single point x = 0 it is useful to integrate out all the bulk modes of the
field, φ(x 6= 0, t) and obtain an effective action for the boundary field φ(t) ≡ φ(x = 0, t),
Z =
∫
Dφ(t) exp (iSeff [φ(t)]) (89)
In the next section we derive the effective Keldysh action for this impurity problem.
A. Effective Action for the Local Impurity Degree of Freedom
In this section we derive the effective action for the local impurity by integrating out all the bulk modes other than
the field at x = 0. To this extent we follow Ref. 5 and introduce a delta function constraint
Z =
∫
Dφ(x, t) exp (iS[φ(x, t)])
∫
Dφ(t) δ [φ(x = 0, t)− φ(t)] (90)
Using an integral representation of the constraint
δ [φ(x = 0, t)− φ(t)] =
∫
Dλ(t) exp
[
i
∫
C
dt λ(t) (φ(x = 0, t)− φ(t))
]
(91)
we can write the partition function as
Z =
∫
Dφ(t) exp (iSbs[φ(t)])
∫
Dλ(t) exp
[
−i
∫
C
dt λ(t)φ(t)
]
Γ[λ(t)] (92)
where Sbs is the backscattering action and Γ[λ(t)] reads
Γ[λ(t)] =
∫
Dφ(x, t) exp
[
iSLL[φ(x, t)] + i
∫
dx
∫
C
dt λ(x, t)φ(x, t)
]
(93)
which is nothing but the generating functional of a Luttinger Liquid in a source λ(x, t) = δ(x)λ(t) that couples to
the field at x = 0. Since the theory is gaussian the generating functional can be easily obtained and reads
Γ[λ(t)] = exp
(
− i
2
∫
C
dt1
∫
C
dt2 λ(t1)G(x = y = 0; t1, t2)λ(t2)
)
(94)
where G(x − y; t, t;′ ) is the contour ordered Green’s function of the non-equilibrium LL
G(x − y; t, t′) = −i〈TCφ(x, t)φ(x, t′)〉 (95)
Finally, using this result we can perform the gaussian integral in Eq. (94) over the auxiliary field λ(t) to get∫
Dλ(t) exp
[
−i
∫
C
dt λ(t)φ(t)
]
Γ[λ(t)] = exp
(
i
2
∫
C
dt1
∫
C
dt2 φ(t1)G
−1(x = y = 0; t1, t2)φ(t2)
)
(96)
which gives the effective action
Seff = 1
2
∫
C
dt
∫
C
dt′ φ(t)G−1(x = y = 0; t, t′)φ(t′) +
gbs u
α
∫
C
dt cos (2φ(t)) (97)
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B. Derivation of RG equations from the action
Here we sketch the derivation of the RG equations from the effective action. We do the computation for a generic
non-linear term
Sbs =
gbs u
α
∫
C
dt cos (γ φ(t)) (98)
where the physical situation we are interested in corresponds to γ = 2.
The quadratic part of the action may be schematically written as∫ t
0
dt1δ(t1)φf(Λt1)φ (99)
where the φ fields are dimensionless scalar fields.
We split the fields into slow (φ<) and fast (φ>) components
φ± = φ<± + φ
>
± (100)
where the fast correlators are related in a simple way to derivatives of the full correlators,
G> = dΛ
dG
dΛ
(101)
Then the action becomes ∫ t
0
dt1δ(t1)φ
<f [(Λ− dΛ)t1]φ< + fast− fields (102)
=
∫ t
0
dt1δ(t1)φ
<f
[
(Λ − dΛ)
Λ
Λt1
]
φ< + fast− fields (103)
Now define t′1 = t1
(
Λ−dΛ
Λ
)
, then the action becomes
∫ tΛ−dΛΛ
0
dt′1δ(t
′
1)φ
<f [Λt′1]φ
< + fast− fields (104)
Now let us make the arguments dimensionless t¯1 = t
′
1Λ. Then the action becomes∫ t(Λ−dΛ)
0
dt¯1δ(t¯1)φ
<f [t¯1]φ
< + fast− fields (105)
Thus the quadratic part of the action goes back to itself provided that the time is rescaled according to its engineering
dimensions tΛ→ t(Λ− dΛ).
In the presence of non-linearities, the fast fields may be integrated out perturbatively. Here we carry this out to
O(g2bs) to obtain
S = S<0 + δS
< + S<bs (106)
where
S<0 =
1
2
∫ t
0
dTm
[
−2ηφ<q ∂Tmφ<cl + i4ηTeff
(
φ<q
)2]
(107)
with η = 2πK , Teff = 0 initially. The back-scattering in terms of the slow fields is
S<bs = gbsΛ
∫ t
0
dt1
[
cos γφ<−(1)− cos γφ<+(1)
]
e−
γ2
4 〈(φ>cl(1))
2〉 (108)
The correction to the quadratic action from integrating the fast fields is,
δS< = +i
g2bsΛ
2
2
∫ t
0
dt1
∫ t
0
dt2θ(t1 − t2) : cos
(
γφ<−(1)− γφ<−(2)
)
: e−
γ2
2 〈(φ−(1)−φ−(2))2〉
12
×
[
1− e−γ2〈φ>−(1)φ>−(2)〉
]
(109)
+
ig2bsΛ
2
2
∫ t
0
dt1
∫ t
0
dt2θ(t2 − t1) : cos
(
γφ<+(1)− γφ<+(2)
)
: e−
γ2
2 〈(φ+(1)−φ+(2))2〉
×
[
1− e−γ2〈φ>+(1)φ>+(2)〉
]
(110)
− ig
2
bsΛ
2
2
∫ t
0
dt1
∫ t
0
dt2{θ(t1 − t2) + θ(t2 − t1)} : cos
(
γφ<+(1)− γφ<−(2)
)
: e−
γ2
2 〈(φ+(1)−φ−(2))2〉
×
[
1− e−γ2〈φ>+(1)φ>−(2)〉
]
(111)
Explicit expressions for the fast correlators are
〈(φ>cl(t))2〉 = dΛΛ
[
K0
2
(
1 +
K2
K20
)
+
K0
2
(
1− K
2
K20
){
1
1 + (2tΛ)
2
}]
(112)
t≪1/Λ−−−−→ dΛ
Λ
K0 (113)
t≫1/Λ−−−−→ dΛ
Λ
K0
2
(
1 +
K2
K20
)
(114)
For the non-local fast correlators, we have
〈φ>cl(1)φ>cl(2)〉 =
dΛ
Λ
[
K0
2
(
1 +
K2
K20
)
1
1 + Λ2(t1 − t2)2 +
K0
2
(
1− K
2
K20
)
1
1 + Λ2(t1 + t2)2
]
(115)
〈φ>cl(1)φ>q (2)〉 = −iK
dΛ
Λ
θ(t1 − t2) Λ(t1 − t2)
1 + Λ2(t1 − t2)2 (116)
〈φ>q (1)φ>cl(2)〉 = iK
dΛ
Λ
θ(t2 − t1) Λ(t1 − t2)
1 + Λ2(t1 − t2)2 (117)
In the next step we define new variables Tm =
t1+t2
2 , τ = t1− t2 and perform a gradient expansion in Tm to obtain,
δS< = δS<0 + δS
<
Teff
+ δS<η (118)
where
δS<0 =
g2bsΛ
2γ2
2
dΛ
Λ
[∫ t/2
0
dTm
∫ 2Tm
−2Tm
dτ +
∫ t
t/2
dTm
∫ 2(t−Tm)
−2(t−Tm)
dτ
]
×θ(τ) [(τ∂Tmφ<cl) (τ∂Tmφ<q )]× Im
[
e−
γ2
2 〈[φ+(0,Tm+τ/2)−φ−(0,Tm−τ/2)]2〉F (Tm, τ)
]
(119)
δS<0 corresponds to generation of irrelevant terms of the form φq∂
2
Tm
φcl. While
δS<Teff =
ig2bsΛ
2γ2
2
dΛ
Λ
[∫ t/2
0
dTm
∫ 2Tm
−2Tm
dτ +
∫ t
t/2
dTm
∫ 2(t−Tm)
−2(t−Tm)
dτ
]
× (φ<q (0, Tm))2Re
[
e−
γ2
2 〈[φ+(0,Tm+τ/2)−φ−(0,Tm−τ/2)]2〉F (Tm, τ)
]
(120)
which corresponds to generation of a term of type φ2q whose physical meaning is noise. Finally,
δS<η =
g2bsΛ
2γ2
2
dΛ
Λ
[∫ t/2
0
dTm
∫ 2Tm
−2Tm
dτ +
∫ t
t/2
dTm
∫ 2(t−Tm)
−2(t−Tm)
dτ
]
×φ<q (0, Tm)τ∂Tmφ<cl(0, Tm)Im
[
e−
γ2
2 〈[φ+(0,Tm+τ/2)−φ−(0,Tm−τ/2)]2〉F (Tm, τ)
]
(121)
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which gives a correction to the local dissipation. Note that,
F (Tm, τ) = 2Kneq
(
1
1 + Λ2τ2
)
+ 2Ktr
(
1
1 + 4Λ2T 2m
)
− 2iKeq
(
Λτ
1 + Λ2τ2
)
(122)
whereas
e−
γ2
2 〈[φ+(0,Tm+τ/2)−φ−(0,Tm−τ/2)]2〉 =
[
1
1 + Λ2τ2
]Kneq
×
[√
1 + Λ2(2Tm + τ)2√
1 + Λ2(2Tm)2
√
1 + Λ2(2Tm − τ)2√
1 + Λ2(2Tm)2
]Ktr
e−2iKeq tan
−1(Λτ) (123)
where Re[A] = (A+ A∗)/2, Im[A] = (A−A∗)/(2i).
In order to arrive at a physical interpretation of dissipation and noise, it suffices to work with the first half of the
box
∫ t/2
0
dTm. At long enough times, the coefficients become time-translationally invariant, and therefore identical in
the two parts of the box.
Thus, collecting all terms we find,
S<bs = gbsΛ
∫ t
0
dTm
[
cos γφ<−(Tm)− cos γφ<+(Tm)
]
e−
γ2
4 〈(φ>cl(Tm))
2〉 (124)
δS<0 =
g2bsγ
2
2Λ
dΛ
Λ
∫ t
0
dTm
[−ITm(Tm) (∂Tmφ<cl) (∂Tmφ<q )] (125)
δS<Teff =
ig2bsγ
2Λ
2
dΛ
Λ
∫ t
0
dTm
(
φ<q
)2
ITeff (Tm) (126)
δS<η = −
g2bsγ
2
2
dΛ
Λ
∫ t
0
dTmφ
<
q
[
∂Tmφ
<
cl
]
Iη(Tm) (127)
where
ITm(Tm) = −Λ3
∫ 2Tm
0
dττ2Im
[
e−
γ2
2 〈[φ+(0,Tm+τ/2)−φ−(0,Tm−τ/2)]2〉F (Tm, τ)
]
(128)
ITeff (Tm) = Λ
∫ 2Tm
−2Tm
dτRe
[
e−
γ2
2 〈[φ+(0,Tm+τ/2)−φ−(0,Tm−τ/2)]2〉F (Tm, τ)
]
(129)
Iη(Tm) = −Λ2
∫ 2Tm
−2Tm
dττIm
[
e−
γ2
2 〈[φ+(0,Tm+τ/2)−φ−(0,Tm−τ/2)]2〉F (Tm, τ)
]
(130)
At the next step we rescale the cut-off back to the original value of Λ, and in the process rescale time Tm → ΛΛ′ (Tm).
In other words we may write f(Λ′t) = f(ΛtΛ
′
Λ ). Next on rescaling t → t ΛΛ′ we obtain f(Λt). This recaling affects
the upper-limit of the integration in time which goes from TmΛ→ TmΛ′. Note that this rescaling is not necessary in
expressions for δS<0,Teff ,η as they are already of O
(
dΛ
Λ
)
. We also express everything in dimensionless units of T¯ = TΛ.
Thus to summarize one obtains,
S<0 =
1
2
∫ tΛ(Λ′Λ )
0
dT¯m
[
−2ηφ<q ∂T¯mφ<cl + i4ηTeff
(
Λ
Λ′
)(
φ<q
)2]
(131)
and
S<bs = gbs
(
Λ
Λ′
)∫ tΛ(Λ′Λ )
0
dT¯m
[
cos γφ<−(Tm)− cos γφ<+(Tm)
]
e−
γ2
4 〈(φ>cl(Tm))
2〉 (132)
δS<0 =
g2bsγ
2
2
dΛ
Λ
∫ tΛ
0
dT¯m
[−ITm(Tm) (∂T¯mφ<cl) (∂T¯mφ<q )] (133)
δS<Teff =
ig2bsγ
2
2
dΛ
Λ
∫ tΛ
0
dT¯m
(
φ<q
)2
ITeff (Tm) (134)
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δS<η = −
g2bsγ
2
2
dΛ
Λ
∫ tΛ
0
dT¯mφ
<
q
[
∂T¯mφ
<
cl
]
Iη(Tm) (135)
Since,
Λ
Λ′
= ed ln(l) (136)
dΛ
Λ
=
Λ− Λ′
Λ
= d ln(l) (137)
Therefore the RG equations in terms of dimensionless variables such as Tm → TmΛ, η → η, Teff → Teff/Λ are
dgbs
d ln l
= gbs
[
1−
(
Kneq +
Ktr
1 + 4T 2m
)]
(138)
dη
d ln l
=
g2bsγ
2
2
Iη(Tm) (139)
d(ηTeff )
d ln l
= ηTeff +
g2bsγ
2
4
ITeff (Tm) (140)
dTm
d ln l
= −Tm (141)
Rewriting η in terms of K by noting that η = 2πK , the RG equations become,
dgbs
d ln l
= gbs
[
1−
(
Kneq +
Ktr
1 + 4T 2m
)]
(142)
d (1/K)
d ln l
=
pig2bsγ
2
4
Iη(Tm) (143)
dTeff
d ln l
= Teff +
pig2bsγ
2K
8
ITeff (Tm)−
pig2bsγ
2K
4
TeffIη(Tm) (144)
dTm
d ln l
= −Tm (145)
where to summarize:
ITeff (TmΛ) =
∫ 2TmΛ
−2TmΛ
dτ¯Re [B(TmΛ, τ¯)] (146)
Iη(TmΛ) = −
∫ 2TmΛ
−2TmΛ
dτ¯ τ¯ Im [B(TmΛ, τ¯)] (147)
where Re[B] = (B +B∗)/2, Im[B]=(B −B∗)/(2i), and
B(TmΛ, τ¯) = C+−(0, TmΛ, τ¯)F (TmΛ, τ¯) (148)
with C+−(0, TmΛ, τ¯) = 〈eiγφ+(0,τ¯+TmΛ/2)e−iγφ−(0,τ¯−TmΛ/2)〉. This quantity within leading order in perturbation
theory is,
C+−(0, TmΛ, τ¯) =
[
1√
1 + τ¯2
]2Kneq [√1 + (2TmΛ + τ¯ )2√
1 + (2TmΛ)2
√
1 + (2TmΛ− τ¯ )2√
1 + (2TmΛ)2
]Ktr
e−2iKeq tan
−1 τ¯ (149)
while F is given by
F (TmΛ, τ¯) = 2Kneq
[
1
1 + τ¯2
]
+ 2Ktr
[
1
1 + (2TmΛ)
2
]
− 2iKeq
[
τ¯
1 + τ¯2
]
(150)
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C. Global Quench g 6= 0, K0 6= K
It is helpful to first look at ITeff ,η at steady-state Tm →∞. These may be evaluated analytically to give
ITeff (∞) =
(
4pi
22Kneq
)
Γ (2Kneq)
Γ (Kneq +Keq) Γ (Kneq −Keq) (151)
whereas the expression for Iη is
Iη(∞) =
[
8piKeq
22Kneq (2Kneq − 1)
]
Γ (2Kneq)
Γ (Kneq +Keq) Γ (Kneq −Keq) (152)
In the limit of small quenches, ITeff ,η → Kneq−Keq ∝ (K0 −K)2, and therefore vanish when there is no bulk quench.
This is consistent with the fact that for a LL which is in its zero temperature ground state, the local non-linearity is
incapable of producing any inelastic scattering.
The generated dissipation and noise can be used to define an effective temperature7,8
Teff =
g2bsγ
2ITeff
4η
≃ g2bs
(
2pi2Keq
22Kneq
)
Γ (2Kneq)
Γ (Kneq +Keq) Γ (Kneq −Keq) (153)
where we have approximated the local dissipation by its value in the absence of the non-linearity η = 2/(piK).
The non-linearity gives corrections to η which are small O(g2bs), however these corrections diverge on approaching
Kneq = 1/2 as is apparent from the expression for Iη(∞).
The energy scale Teff is of the same order as the decay rate γ∗ of the OC correlator discussed in the main text.
Note that the divergence of Iη and hence of the local dissipation at Kneq = 1/2 is also consistent with the divergence
of γ∗ observed in the decay of the OC correlator due to the back-scattering term.
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