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Exponential mixing of geodesic flows for geometrically finite
hyperbolic manifolds with cusps
Jialun Li and Wenyu Pan
Abstract
Let Γ be a geometrically finite discrete subgroup in SO(d+1, 1)◦ with parabolic elements.
We establish exponential mixing of the geodesic flow on the unit tangent bundle T1(Γ\Hd+1)
with respect to the Bowen-Margulis-Sullivan measure, which is the unique probability mea-
sure on T1(Γ\Hd+1) with maximal entropy. As an application, we obtain a resonance free
region for the resolvent of the Laplacian on Γ\Hd+1. Our approach is to construct a coding
for the geodesic flow and then prove a Dolgopyat-type spectral estimate for the corresponding
transfer operator.
1 Introduction
1.1 Exponential mixing of the geodesic flow
Let Hd+1 be the hyperbolic (d + 1)-space. Let G = SO(d + 1, 1)◦, which is the group
of orientation preserving isometries of Hd+1. Let Γ < G be a non-elementary, torsion-free,
geometrically finite discrete subgroup with parabolic elements. Denote by δ the critical exponent
of Γ, which is defined as the abscissa of convergence of the Poincare´ series
∑
γ∈Γ e
−sd(o,γo). Set
M = Γ\Hd+1, so M contains cusps. We consider the geodesic flow (Gt)t∈R acting on the unit
tangent bundle T1(M) over M . The invariant measure for the flow we will work with is the
Bowen-Margulis-Sullivan measure mBMS, which is supported on the non-wandering set of the
geodesic flow and is known to be the unique probability measure with maximal entropy δ [31].
Our main result is establishing exponential mixing of the geodesic flow.
Theorem 1.1. The geodesic flow is exponentially mixing with respect to mBMS: there exists
η > 0 such that for any functions φ,ψ ∈ C1(T1(M)) and any t > 0, we have∫
T1(M)
φ · ψ ◦ Gt dmBMS = mBMS(φ)mBMS(ψ) +O(‖φ‖C1‖ψ‖C1e−ηt),
where ‖ · ‖C1 is the C1-norm with respect to the Riemannian metric on T1(M).
For a geometrically finite discrete subgroup Γ, Sullivan [42] proved the ergodicity of the
geodesic flow with respect to mBMS and Babillot [3] proved that the geodesic flow is mixing with
respect tomBMS. When δ > d/2, Theorem 1.1 was proved by Mohammadi-Oh [27] and Edwards-
Oh [18] using the representation theory of L2(M) and the spectral gap of Laplace operator [24].
When Γ is convex cocompact, i.e., geometrically finite without parabolic elements, Theorem 1.1
and its corollaries were proved by Naud [28], Stoyanov [40] and Sarkar-Winter [37] building on
the work of Dolgopyat [17]. Therefore, the main contribution of our work lies in the groups with
small critical exponent and with parabolic elements, completing the story of exponential mixing
of the geodesic flow on a geometrically finite hyperbolic manifold.
Using Roblin’s transverse intersection argument [36, 29, 30], we obtain the decay of matrix
coefficients (Theorem 9.1) from Theorem 1.1. Theorem 1.1 and 9.1 are known to have many
immediate applications in number theory and geometry. To name a few, see [26] for counting
closed geodesics and [22] for shrinking target problems.
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1.2 Resonance free region
RecallM = Γ\Hd+1. Consider the Laplace operator ∆M onM . Lax and Phillips completely
described its spectrum on L2(M). The half line [d2/4,∞) is the continuous spectrum and it
contains no embedded eigenvalues. The rest of the spectrum (point spectrum) is finite and
starting at δ(d/2− δ) if δ > d/2 and is empty if δ ≤ d/2. Let S be the set of eigenvalues of ∆M .
The resolvent of the Laplacian
RM (s) = (∆M − s(d− s))−1 : L2(M)→ L2(M)
is well-defined and analytic on{ℜs > d/2, s(d − s) /∈ S}. Guillarmou and Mazzeo showed that
RM (s) has a meromorphic continuation to the whole complex plan as an operator from C
∞
c (M)
to C∞(M) with poles of finite rank [20]. These poles are called resonances. Patterson showed
that on the line ℜs = δ, the point s = δ is the unique pole of Γ(s − d2 + 1)RM (s) and it is a
simple pole [33]. We use Theorem 1.1 to further obtain a resonance free region.
Theorem 1.2. There exists η > 0 such that on the half-plane ℜs > δ − η, s = δ is the only
resonance for the resolvent RM (s) if δ /∈ d/2−N≥1; otherwise, RM (s) is analytic on ℜs > δ−η.
In the convex cocompact case, a resonance free region of the resolvent is closely related
with a zero free region of the Selberg zeta function. But in the geometrically finite case, such
relation is not well understood except for the surface case.
1.3 On the proof of the main theorem
The proof of Theorem 1.1 can be reduced to the case when Γ is Zariski dense and then
the proof falls into two parts: we code the geodesic flow and prove a Dolgopyat-type spectral
estimate for the corresponding transfer operator.
When the non-wandering set of the geodesic flow is compact, the coding is well-studied and
we have, for example, the Bowen-Series’ coding [6], Bowen’s coding [8] and Ratner’s coding [35].
When manifolds contain cusps, only some partial knowledge is available. Dal’bo-Peigne´ [14, 15]
and Babillot-Peigne´ [4] provided the coding for generalized Schottky groups. Stadlbauer [38] and
Ledrappier-Sarig [25] provided the coding for non-uniform lattices in SO(2, 1)◦ and they made
use of the fact that such a discrete subgroup is a free group and has a nice fundamental domain
in H2. Our coding works for general geometrically finite discrete subgroups with parabolic
elements and is partly inspired by the works of Lai-Sang Young [43] and Burns-Masur-Matheus-
Wilkinson [10]. We show that the study of the geodesic flow (Gt)t∈R on T1(M) can be reduced
to an expanding map on the boundary. The intuitive idea behind the scenes is to find a 2d-
dimensional submanifold S˜ in T1(Hd+1) transversal to the geodesic flow such that its image S
in T1(M) is a Poincare´ section to the geodesic flow. Let π(S˜) be the image of S˜ in the boundary
∂Hd+1 under the visual map π which maps each vector to the forward endpoint of the geodesic
it decides. The key observation is that the return map of S can be understood as an expanding
map on π(S˜). It is in fact not a complete surprise and similar idea appeared in the Bowen-
Series’ coding where the cutting sequence of an oriented geodesic is related with a sequence
of expanding maps of the forward endpoint of this geodesic. In the previous works proving
exponential mixing of flows, the argument was usually delicate and technical. The expanding
map on the boundary point of view allows us not only to carry out the analysis but to do it in
a neat way and such advantage will be more apparent for higher dimensional manifolds.
The precise description of the expanding map on the boundary is as follows. We consider
the upper-half space model for Hd+1 and without loss of generality, we may assume that ∞ is
a parabolic fixed point of Γ. Let Stab∞(Γ) be the group of stabilizers of ∞ in Γ and Γ∞ be a
maximal normal abelian subgroup in Stab∞(Γ). Set ∆0 := ∆∞ to be a fundamental domain
of Γ∞ in ∂Hd+1\{∞} (see Section 2.3 for details). Denote by ΛΓ the limit set of Γ and µ the
Patterson-Sullivan measure, which is a finite measure supported on ΛΓ.
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Proposition 4.1. There are constants C1 > 0, λ, ǫ0 ∈ (0, 1), a countable collection of disjoint,
open subsets ⊔j∆j in ∆0 and an expanding map T : ⊔j∆j → ∆0 such that:
1.
∑
j µ(∆j) = µ(∆0).
2. For each j, there is an element γj ∈ Γ such that ∆j = γj∆0 and T |∆j = γ−1j .
3. For each γj, it is a uniform contraction: |γ′j(x)| ≤ λ for all x ∈ ∆0.
4. For each γj, |D(log |γ′j |)(x)| < C1 for all x ∈ ∆0, where D(log |γ′j |)(x) is the differential of
the map z 7→ log |γ′j(z)| at x.
5. Let R be the function on ⊔j∆j given by R(x) = log |DT (x)|. Then
∫
eǫoRdµ <∞.
Moreover, this coding satisfies the uniform nonintegrable condition (UNI) (Lemma 4.5).
The construction of the coding is by induction. There are three main ingredients in it:
separation between parabolic fixed points (Lemma 6.4), doubling property and friendliness of
Patterson-Sullivan measure (Section 5.3 and 5.4) and the recurrence of the geodesic flow (Lemma
6.40). The main result is Proposition 6.3 which says that the measure of the set that has not been
partitioned at time n decays exponentially. To prove this proposition, a fine structure on the
remaining set is introduced to analyze how the good part and bad part at time n evolve at time
n+1. One of the difficulties comes from the Patterson-Sullivan measure: we only have doubling
properties and friendliness of Patterson-Sullivan measure available, which give the estimate of
the measure of a ball and the neighborhood of an affine subspace, but the bad part may not
be of these two shapes. We overcome this difficulty by defining the notion of equivalent classes
of parabolic fixed points. With these three main ingredients available, we think our coding
has a chance to be adapted to other setting like variable curvature setting and it seems to us
that the main work will be proving the desired properties of Patterson-Sullivan measure: in
the current setting, we acquire these properties using the results by Stratmann-Velani [39] and
Das-Fishman-Simmons-Urban´ski [16] .
Proposition 4.15 is the bridge between the geodesic flow (Gt)t∈R on T1(M) and the expand-
ing map T on ∆0. We show that the geodesic flow is a factor of a hyperbolic skew product flow
constructed using T .
Lastly, our proof of obtaining a Dolgopyat-type spectral estimate is influenced by the one
in [1, 2, 5, 17, 28, 40]. In the current setting, the set where nontrivial dynamics takes place is
the set of limit points of Γ in ∆0, which is a fractal set. It is not a John domain so it doesn’t
fall into the general framework described in [2]. We provide an argument tailored to this setting
and here we also use the doubling property and friendliness of Patterson-Sullivan measure.
Organization of the paper.
• In Section 2, we gather the basic facts and preliminaries about hyperbolic spaces, geomet-
rically finite discrete subgroups, the structure of cusps, Patterson-Sullivan measure, and
Bowen-Margulis-Sullivan measure.
• In Section 3, we prove that Theorem 1.1 can be reduced to Zariski dense case.
• In Section 4, we state the results of the coding (Proposition 4.1, Lemma 4.5, 4.8). We
construct a hyperbolic skew product flow and state the result that it is exponential mixing
(Theorem 4.13). We show that the geodesic flow on T1(M) is a factor of this hyperbolic
skew product flow (Proposition 4.15) and deduce the exponential mixing of the geodesic
flow from Theorem 4.13.
• In Section 5, we provide an explicit description of the action of an element γ ∈ Γ on
∂Hd+1 and the estimate on the norm of the derivative of γ (Section 5.1). We list the
basics for the multi cusp case (Section 5.2). The doubling property and the friendliness of
Patterson-Sullivan measure are proved in Section 5.3 and 5.4.
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• In Section 6, we start with the construction of the coding for one cusp case, which is also
the first step for multi cusp case. The main result is exponential decay of the remaining
set (Proposition 6.3). Section 6.2-6.5 are devoted to the proof the Proposition 6.3. The
coding for the multi cusp case will be provided in Section 6.6 and 6.7. The results of the
coding (Proposition 4.1, Lemma 4.5, 4.8) will be provided in Section 6.6-6.8.
• In Section 7, we prove a Dolgopyat-type spectral estimate for the corresponding transfer
operator and the main result is an L2-contraction proposition (Proposition 7.3).
• In Section 8, we finish the proof of Theorem 4.13.
• In Section 9, we prove the application of obtaining a resonance free region for the resolvent
RM (s) (Theorem 1.2).
Notation. In the paper, given two real functions f and g, we write f ≪ g if there exists a
constant C > 0 only depending on Γ such that f ≤ Cg. We write f ≈ g if f ≪ g and g ≪ f .
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2 Preliminary of hyperbolic spaces and PS measure
2.1 Hyperbolic spaces
We will use the upper-half space model for Hd+1:
Hd+1 = {x = (x1, . . . , xd+1) ∈ Rd+1 : xd+1 > 0}.
Let o = (0, · · · , 0, 1) ∈ Hd+1. For x ∈ Hd+1, write h(x) for the height of the point x, which is
the last coordinate of x. The Riemannian metric on Hd+1 is given by
ds2 =
dx21 + · · ·+ dx2d+1
x2d+1
.
Let ∂Hd+1 be the visual boundary. On ∂Hd+1 = Rd ∪ {∞}, we have the spherical metric,
denoted by dSd(·, ·). We also have the Euclidean metric, denoted by dE(x, x′) or |x− x′| for any
x, x′ ∈ ∂Hd+1. As this metric will be used most frequently, we will simply write d(·, ·) when
there is no confusion.
For g ∈ G, it acts on ∂Hd+1 conformally. For x ∈ ∂Hd+1, let |g′(x)| be the linear distortion
of the conformal action of g at x with respect to the euclidean metric, which is also the norm
of the derivative seen as a linear map on tangent spaces. Let |g′(x)|Sd be the norm with respect
to the spherical metric. We have the relation
|g′(x)|Sd =
1 + |x|2
1 + |gx|2 |g
′(x)|. (2.1)
Another formula for |g′(x)|Sd is
|g′(x)|Sd = e−βx(g
−1o,o),
where βx(·, ·) is the Busemann function given by βx(z, z′) = limt→+∞ d(z, xt)− d(z′, xt) with xt
an arbitrary geodesic ray tending to x.
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2.2 Geometrically finite discrete subgroups
Let Γ be a torsion-free, non-elementary discrete subgroup in G. We list some basics of
geometrically finite discrete subgroups.
The limit set ΛΓ is the set of accumulation points in Hd+1∪∂Hd+1 of an orbit Γx for some
x ∈ Hd+1. As we assume Γ is torsion-free, ΛΓ is contained in ∂Hd+1. The convex core of M is
C(M) = Γ\hull(ΛΓ) ⊂M , where hull(ΛΓ) is the convex hull of ΛΓ.
A limit point x ∈ ΛΓ is called conical, if there exists a geodesic ray tending to x and a
sequence of elements γn ∈ Γ such that γno converges to x, and the distance between γno and
the geodesic ray is bounded. A subgroup Γ′ of Γ is called parabolic, if Γ′ fixes only one point in
∂Hd+1. A point x ∈ ΛΓ is called a parabolic fixed point, if its stabilizer StabΓ(x) is parabolic.
A parabolic fixed point is called bounded parabolic, if the quotient StabΓ(x)\(ΛΓ − {x}) is
compact.
A horoball based at x ∈ ∂Hd+1 is the set {y ∈ Hd+1 : βx(y, o) < t} for some t ∈ R. The
boundary of a horoball is called a horosphere. We call a horoball H based at a parabolic fixed
point x ∈ ΛΓ a horocusp region, if we have γH ∩H = ∅ for any γ ∈ Γ − StabΓ(x) . Then the
image of H in M under the quotient map, Γ\ΓH, is isometric to StabΓ(x)\H and is called a
proper horocusp of M .
Definition 2.2 (Geometrically finite discrete subgroup [7], [34]). A non-elementary discrete
subgroup Γ < SO(d + 1, 1)◦ is called geometrically finite if it satisfies one of the following
equivalent conditions:
• There is a (possibly empty) finite union V of proper horocusps ofM , with disjoint closures,
such that C(M)− V is compact.
• Every limit point of Γ is either conical or bounded parabolic.
2.3 Structure of cusps
Assume that Γ is a geometrically finite discrete subgroup with parabolic elements. We
describe a fundamental region for a parabolic fixed point. Suppose ∞ is a parabolic fixed point
of Γ. Let Γ
′
∞ = StabΓ(∞) be the parabolic subgroup of Γ fixing∞. Then Γ
′
∞ acts isometrically
on each horosphere {x ∈ Hd+1 : xd+1 = a} ≃ Rd with the induced Euclidean metric. The
following is a result of Biberbach (see [20, Page 5] or [7, Section 2.2]).
Lemma 2.3 (Biberbach). Let Γ′∞ be a discrete subgroup of the isometry group of Rd. There
exist a maximal normal abelian subgroup Γ∞ ⊂ Γ′∞ of finite index and an affine subspace Z ⊂ Rd
of dimension k, invariant under Γ′∞, such that Γ∞ acts as a group of translations of rank k on
Z. Moreover, using orthogonal decomposition (y, z) ∈ Y × Z ≃ Rd−k × Rk, we can write each
element γ ∈ Γ′∞ in the form
γ(y, z) = (Aγy,Rγz + bγ),
where Aγ ∈ O(d− k) and Rγ ∈ O(k) with Rmγ = Id for some m ∈ N. If Rγ = Id, then γ ∈ Γ∞.
The dimension k is called the rank of the parabolic fixed point ∞.
As Γ is geometrically finite, ∞ is a bounded parabolic fixed point. So we can take a
fundamental domain ∆∞ for the action Γ∞ on Rd ⊂ Hd+1 in the form
∆∞ = BY (C)×∆′∞,
such that
ΛΓ ⊂ {∞} ∪
(∪γ∈Γ∞γ∆∞) ,
where BY (C) = {y ∈ Rd−k : |y| ≤ C} and ∆′∞ ⊂ Rk is a fundamental domain for the translation
action of Γ∞ on Rk.
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2.4 PS measure and BMS measure
Patterson-Sullivan measure. Recall δ is the critical exponent of Γ. Patterson [32] and
Sullivan [41] constructed a Γ-invariant conformal density {µy}y∈Hd+1 of dimension δ on ΛΓ,
which is a set of finite Borel measures such that for any y, z ∈ Hd+1, x ∈ ∂Hd+1 and γ ∈ Γ,
dµy
dµz
(x) = e−δβx(y,z) and (γ)∗µy = µγy, (2.4)
where γ∗µy(E) = µy(γ−1E) for any Borel subset E of ∂Hd+1. This family of measures is unique
up to homothety and the action of Γ on ∂Hd+1 is ergodic relative to the measure class defined
by these measures.
As µy’s are absolutely continuous with respect to each other, for most of the paper, we
will consider µo and denote it by µ for short. We call it the Patterson-Sullivan measure (or PS
measure). The following quasi-invariance property of the PS measure will be frequently used:
for any Borel subset E of ∂Hd+1 and any γ ∈ Γ,
µ(γE) =
∫
E
|γ′(x)|δSddµ(x). (2.5)
Bowen-Margulis-Sullivan measure. Let ∂2(Hd+1) = ∂Hd+1 × ∂Hd+1 − Diagonal. The
Hopf parametrization of T1(Hd+1) as ∂2(Hd+1)× R is given by
v 7→ (x, x−, s = βx(o, v∗)),
where x and x− are the forward endpoint and backward endpoint of v respectively, and v∗ ∈ Hd+1
is the based point of v. The geodesic flow on T1(Hd+1) is represented by the translation on R-
coordinate.
The Bowen-Margulis-Sullivan measure (or BMS measure) on T1(Hd+1) is defined by
dm˜BMS(x, x−, s) = eδβx(o,x∗)eδβx− (o,x∗)dµ(x)dµ(x−)ds,
where x∗ is the based point of the unit tangent vector given by (x, x−, s). It is invariant under
the geodesic flow Gt from the definition. The group Γ acts on ∂2(Hd+1)× R by
γ(x, x−, s) = (γx, γx−, s− βx(o, γ−1o)).
This together with (2.4) implies that m˜BMS is left Γ-invariant hence m˜BMS induces a measure
mBMS on T1(M) which is the BMS measure on T1(M). For geometrically finite discrete sub-
groups, Sullivan showed thatmBMS is finite and ergodic with respect to the action of the geodesic
flow [42]. Otal and Peigne´ showed that mBMS is the unique measure supported on the nonwan-
dering set of the geodesic flow with maximal entropy δ [31]. After normalization, we suppose
that mBMS is a probability measure.
3 Reduction to Zariski dense case
The group SO(d+1, 1) is Zariski closed and connected and the subgroup SO(d+1, 1)◦ is its
analytic connected component containing identity. For a subgroup Γ of SO(d+ 1, 1)◦, it is said
to be Zariski dense in SO(d+ 1, 1)◦ if it is Zariski dense in SO(d+ 1, 1). The proof of Theorem
1.1 can be reduced to Zariski dense case.
Theorem 3.1. Assume that Γ < SO(d + 1, 1)◦ is a Zariski dense, torsion-free, geometrically
finite subgroup with parabolic elements. The geodesic flow (Gt)t∈R on T1(M) is exponentially
mixing with respect to mBMS: there exists η > 0 such that for any functions φ,ψ ∈ C1(T1(M))
and any t > 0, we have∫
T1(M)
φ · ψ ◦ Gt dmBMS = mBMS(φ)mBMS(ψ) +O(‖φ‖C1‖ψ‖C1e−ηt).
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From Theorem 3.1 to Theorem 1.1. Suppose Γ is not Zariski dense. Let H be the Zariski
closure of Γ in SO(d + 1, 1) and let H1 be the Zariski connected component of H containing
identity. Let Γ1 = Γ ∩ H1. Then Γ1 is a finite index subgroup of Γ and the Zariski closure of
Γ1 is H1. We will only consider Γ1 because the exponential mixing of Γ follows from the same
statement for Γ1 by taking covering space.
Let Ho be the analytic connected component of H1 containing identity. Since Γ is non-
elementary, the group Ho doesn’t fix any point on the boundary. By a classic result (see [13]
for example), up to conjugacy, Ho preserves a hyperbolic subspace Hm with m ≤ d and the
restriction of Ho to Hm contains SO(m, 1)◦ with compact kernel. Preserving subspace is a
Zariski closed condition, we know that H1 also preserves Hm and the restriction of H1 to Hm
satisfies the same properties as Ho. Since Γ1 is a torsion free discrete subgroup, the restriction
map Γ1 → Γ1|Hm is injective. Then the Zariski closure of Γ1|Hm also contains SO(m, 1)◦. At
most passing to an index 4 subgroup, we can suppose that Γ1|Hm is a subgroup of SO(m, 1)◦.
Hence Γ1|Hm is Zariski dense in SO(m, 1)◦ and geometrically finite. (Definition 2.2 (2) implies
that Γ1|Hm is still geometrically finite.) The BMS measure mBMS of Γ1 on the unit tangent
bundle Γ1\T1Hd+1 is actually supported on Γ1\T1Hm, which is the Zariski dense case.
4 The geodesic flow and the boundary map
For the rest of the paper, our standing assumption is
Γ < G Zariski dense, torsion-free, geometrically finite with parabolic elements
and ∞ is a parabolic fixed point of Γ.
Let ∆0 := ∆∞ be a fundamental domain for ∞ described in Section 2.3. In Section 6, we will
construct a coding of the limit set satisfying the following properties.
Proposition 4.1. There are constants C1 > 0, λ, ǫ0 ∈ (0, 1), a countable collection of disjoint,
open subsets ⊔j∆j in ∆0 and an expanding map T : ⊔j∆j → ∆0 such that:
1.
∑
j µ(∆j) = µ(∆0).
2. For each j, there is an element γj ∈ Γ such that ∆j = γj∆0 and T |∆j = γ−1j .
3. For each γj , it is a uniform contraction: |γ′j(x)| ≤ λ for all x ∈ ∆0.
4. For each γj, |D(log |γ′j |)(x)| < C1 for all x ∈ ∆0, where D(log |γ′j |)(x) is the differential of
the map z 7→ log |γ′j(z)| at x.
5. Let R be the function on ⊔j∆j given by R(x) = log |DT (x)|. Then
∫
eǫoRdµ <∞.
Denote by H = {γj}j the set of inverse branches of T . The last property is known as the
exponential tail property and we will prove another form instead:∑
γ∈H
|γ′|δ−ǫo∞ <∞, (4.2)
where |γ′|∞ = supx∈∆0 |γ′(x)|. (4.2) is equivalent to Proposition 4.1 (5): Proposition 4.1 (5)
can be deduced from (4.2) using quasi-invariance of PS measure; conversly, Proposition 4.1 (4)
implies that |γ′(x)| ≈ |γ′|∞ for every x ∈ ∆0, so Proposition 4.1 (5) implies (4.2).
Using Proposition 4.1, it can be shown that there exists a T -invariant ergodic probability
measure ν on ∆0 which is absolutely continuous with respect to PS measure and the density
function f¯0 is a positive Lipschitz function bounded away from 0 and ∞ on ∆0 ∩ ΛΓ (see for
example [43, Lemma 2]).
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The coding satisfies uniform nonintegrable condition (UNI). Let
Rn(x) :=
∑
0≤k≤n−1
R(T k(x)) for x with T k(x) ∈ ⊔j∆j for all 0 ≤ k ≤ n− 1,
Hn = {γj1 · . . . · γjn : γjk ∈ H for 1 ≤ k ≤ n}.
For γ ∈ Hn, we have Rn(γx) = − log |γ′(x)|. Set
C2 = C1/(1− λ). (4.3)
Then by Proposition 4.1 (3) and (4), we obtain for any γ ∈ Hn,
sup
x∈∆0
∣∣D(log |γ′|)(x)∣∣ ≤ C2. (4.4)
Lemma 4.5 (UNI). There exist r > 0 and ǫ0 > 0 such that for any C > 1 the following holds
for any large n0. There exist j0 ∈ N and {γmj : 1 ≤ m ≤ 2, 1 ≤ j ≤ j0} in Hn0 such that for
any x ∈ ΛΓ ∩∆0 and any unit vector e ∈ Rd there exists j such that for all y ∈ B(x, r)
|∂e(τ1j − τ2j)(y)| ≥ ǫ0, (4.6)
where τmj(x) = Rn0(γmjx). Moreover, for all m, j,
|Dτmj |∞ ≤ C2, |γ′mj |∞ ≤ ǫ0/C. (4.7)
The expanding map in the coding gives a contracting action in a neighborhood of ∞.
Lemma 4.8. There exist 0 < λ < 1 and a neighbourhood Λ− of ∞ in ΛΓ such that Λ− is
disjoint from ∆0 and for any γ ∈ H and any y, y′ ∈ Λ−,
γ−1(Λ−) ⊂ Λ−, dSd(γ−1y, γ−1y′) ≤ λdSd(y, y′). (4.9)
The proofs of these results will be postponed to Section 6. Proposition 4.1 and Lemma 4.8
will be proved at the end of Section 6.7 and Lemma 4.5 will be proved in Section 6.8.
4.1 A semiflow over hyperbolic skew product
Hyperbolic skew product. We construct a hyperbolic skew product using Lemma 4.8.
Let Λ+ = ΛΓ ∩ (⊔j∆j) and Λ− be given as Lemma 4.8. Define the map Tˆ on Λ+ × Λ− by
Tˆ (x, x−) = (γ−1j x, γ
−1
j x−) for (x, x−) ∈ Λ+ × Λ− with x ∈ ∆j, (4.10)
where γj is given as in Proposition 4.1 (2). Lemma 4.8 implies γ
−1Λ− ⊂ Λ− for any γ ∈ H. So
Tˆ is well-defined.
Let p : Λ+ × Λ− → Λ+ be the projection to the first coordinate. This gives rise to a
semiconjugacy between Tˆ and T . We equip Λ+ × Λ− with the metric
d((x, x−), (x′, x′−)) = dE(x, x
′) + dSd(x−, x
′
−).
(4.9) implies that the action of Tˆ on the fibre {x}×Λ− is contracting. Using this observation,we
obtain
Proposition 4.11. 1. There exists a unique Tˆ -invariant, ergodic probability measure νˆ on
Λ+ × Λ− whose projection to Λ+ is ν.
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2. We have a disintegration of νˆ over ν: for any continuous function w on Λ+ × Λ−,∫
Λ+×Λ−
wdνˆ =
∫
Λ+
∫
Λ−
wdνx(x−)dν(x).
Moreover, there exists C > 0 such that for any Lipschitz function w on Λ+×Λ−, defining
w¯(x) =
∫
wdνx, we have
‖w¯‖Lip ≤ C‖w‖Lip.
Proof. For the first statement, see [23, Theorem A] or [9, Proposition 1]. For the second
statemetn, see [9, Proposition 3, Proposition 6], where they consider Riemannian manifold
case but the same proofs also work in our fractal case.
Remark. The measure νˆ is actually independent of the choice of the stable direction Λ−: any
Λ− satisfying Lemma 4.8 will lead to the same measure νˆ.
Hyperbolic skew product flow. Let R : Λ+ → R+ be the function given in Proposi-
tion 4.1. By abusing notation, define R : Λ+ × Λ− → R+ by setting R(x, x−) = R(x). Define
the space
ΛR = {(x, x−, s) ∈ Λ+ × Λ− × R : 0 ≤ s < R(x, x−)}.
Let Rn =
∑n−1
j=0 R ◦ Tˆ j. The hyperbolic skew product flow {Tˆt}t≥0 over ΛR is defined by
Tˆt(x, x−, s) = (Tˆ n(x, x−), s + t − Rn(x, x−)) for νˆ-almost every x, where n is the nonnegative
integer such that 0 ≤ s + t − Rn(x, x−) < R(Tˆ n(x, x−)). We equip ΛR with the measure
dνˆR := dνˆ × dt/R¯, where dt is Lebesgue measure on R+ and R¯ =
∫
Λ+×Λ− Rdνˆ. This is a
Tˆt-invariant ergodic measure.
Remark. We don’t use the commonly used “suspension space” construction to construct ΛR.
The reason is that we will use a cutoff function in the proof of Theorem 1.1 and such cutoff
functions are ill-defined in the suspension space, which is a quotient space of Λ+ × Λ− × R.
For any L∞ function w : ΛR → R, the Lipschitz norm of w is defined by
‖w‖Lip = |w|∞ + sup
(y,a)6=(y′,a′)∈ΛR
|w(y, a) − w(y′, a′)|
d(y, y′) + |a− a′| . (4.12)
In Section 8, we will prove that Tˆt is exponential mixing with respect to νˆ
R.
Theorem 4.13. There exist ǫ1 > 0 and C > 1 such that for any Lipschitz functions u,w on
ΛR and any t > 0, we have∣∣∣∣∫ u w ◦ TˆtdνˆR − ∫ udνˆR ∫ wdνˆR∣∣∣∣ ≤ Ce−ǫ1t‖u‖Lip‖w‖Lip.
4.2 Exponential mixing of geodesic flow
The map from ΛR to T1(M). We construct a map from ΛR to T1(M) which allows us
to deduce the exponential mixing of the geodesic flow from that of Tˆt.
Recall the Hopf parametrization in Section 2.4. We introduce the following time change
map to have the function R given by derivative (see Proposition 4.1):
Φ˜ : ΛR → ∂2(Hd+1)× R, (x, x−, s) 7→ (x, x−, s− log(1 + |x|2)).
Note that Λ+ × {∞} × {0} is mapped to the unstable horosphere based at ∞ and passing o.
The map Φ˜ induces a map Φ : ΛR → T1(M), where we use the Hopf parametrization to identify
T1(M) with Γ\∂2(Hd+1)× R. The map Φ defines a semiconjugacy between two flows:
Φ ◦ Tˆt = Gt ◦ Φ, for t ≥ 0. (4.14)
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To see this, note that for any (x, x−, s) ∈ ΛR, we have the expresssion
Tˆt(x, x−, s) = (Tˆ n(x, x−), s+ t−Rn(x, x−)), Tˆ n(x, x−) = γ−1(x, x−) for some γ ∈ Hn.
By straightforward computation, we obtain
Φ˜ ◦ Tˆt(x, x−, s) = Gt ◦ γ−1Φ˜(x, x−, s),
which leads to (4.14) by passing to the quotient space.
Relating νˆR with mBMS. The map Φ is not injective in general. Nevertheless, we are able
to use (ΛR, Tˆt, νˆ
R) to study (T1(M),Gt,mBMS). The main result is the following proposition.
Proposition 4.15. The map Φ : (ΛR, Tˆt, νˆ
R)→ (T1(M),Gt,mBMS) is a factor map, i.e.,
Φ∗νˆR = mBMS and Φ ◦ Tˆt = Gt ◦ Φ for all t ≥ 0.
We need two lemmas to prove this proposition.
Lemma 4.16. There exists a measurable subset U in ΛR such that by setting V = Φ(U) in
T1(M), the restriction map of Φ on U gives a bijection between U and V . Moreover, the set V
is of positive BMS measure.
Proof. We make use of the following commutative diagram
ΛR ∂2(Hd+1)× R
T1(M)
Φ
Φ˜
π
where π is the covering map. Let ǫ > 0 be a number such that ǫ < inf(x,x−)∈Λ+×Λ− R(x, x−).
Set S = Λ+ × Λ− × [0, ǫ). The restriction map Φ˜|S gives a bijection between S and its image.
Pick any x ∈ S. As π is a covering map, there exists an open set W ⊂ ∂2(Hd+1)×R containing
Φ˜(x) such that the restriction map π|W is a bijection. The sets U = Φ˜−1(W ∩ Φ˜(S)) in ΛR and
V = π(W ∩ Φ˜(S)) satisfy the proposition.
Lemma 4.17. Let Q′ be any subset in ΛR with full νˆR measure and Q be any subset in T1(M)
with full mBMS measure. Then there exist x ∈ Q′ and y ∈ Q such that Φ(x) and y are in the
same stable leaf.
Proof. The idea of the proof is straightforward: we make use of the local product description of
νˆR and mBMS.
Let ΦU be the restriction of Φ on U . In view of Lemma 4.16, we can consider the measure
Φ∗U(m
BMS|V ) on U , the pull back of mBMS|V , and denote it by m for simplicity. We can choose
U and V sufficiently small so that m is given by
dm(x, x−, t) = cD(x, x−)−2δdµ(x)dµ(x−)dt,
where c is a positive constant and D(x, x−) = eβx(o,x∗)/2eβx−(o,x∗)/2 known as the visual distance.
Let p : ΛR → Λ+×R be the projection map, forgetting the Λ−-coordinate. Then the pushforward
measure p∗m is given by
dp∗m(x, t) = cdµ(x)dt
∫
{x}×Λ−×{t}∩U
D(x, x−)−2δdµ(x−).
So it is absolutely continuous with respect to the measure dν ⊗ dt.
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We can find a set of the form B = B+×Λ−×(t1, t2) such that ν(B+) > 0 andm(B∩U) > 0.
The pushforward measure p∗(νˆR|B) is given by
dp∗(νˆR|B) = dν ⊗ dt. (4.18)
On the one hand, we have that p(Q′ ∩B) is a conull set in p(B) with respect to p∗(νˆR|B).
On the other hand, we consider B′ := Φ−1U (Q∩ V )∩B. It is a set with positive m measure
and hence p∗(B′) is of positive p∗(m) measure. The fact that dp∗(m) is absolutely continuous
with respect to dν⊗dt and (4.18) imply that p∗(B′) is of positive p∗(νˆR|B) measure. Therefore,
p(Q′ ∩B) ∩ p(B′) 6= ∅.
Let (x, t) be a point in the intersection. Then the points (x, x−, t) ∈ Q′ and Φ(x, x′−, t) ∈ Q
satisfy the conditions of the lemma.
Proof of Proposition 4.15. Let f be a C1 function on T1(M) with finite C1-norm. Since mBMS
is ergodic [42], by Birkhoff ergodic theorem, for mBMS-a.e. y in T1(M)
lim
T→+∞
1
T
∫
0≤t≤T
f(Gty)dt =
∫
fdmBMS. (4.19)
Let Q be the set of points at which (4.19) hold and it is a set of full mBMS measure.
We consider f ◦Φ, which can be thought as the lifting of f to ΛR. It is νˆR-integrable. Since
Tˆt is mixing with respect to νˆ
R, by Birkhoff ergodic theorem, for νˆR-a.e. x,
lim
T→+∞
1
T
∫
0≤t≤T
f ◦ Φ(Tˆtx)dt =
∫
f ◦ΦdνˆR.
Using the semiconjugacy Φ ◦ Tˆt = Gt ◦Φ, we actually have
lim
T→+∞
1
T
∫
0≤t≤T
f(GtΦx)dt =
∫
f ◦ ΦdνˆR. (4.20)
Let Q′ be the set of points at which (4.20) hold and it is a set of full νˆR measure.
By Lemma 4.17, there exist points x ∈ ΛR and y ∈ T1(M) such that Φ(x) and y are in the
same stable leaf. Due to d(Gty,GtΦx) = 0 as t→ +∞ and the uniform continuity of f ,
lim
T→+∞
(
1
T
∫
0≤t≤T
f(Gty)dt− 1
T
∫
0≤t≤T
f(GtΦx)dt
)
= 0.
Therefore, we can deduce that ∫
fdmBMS =
∫
f ◦ΦdνˆR.
The above equation holds for every C1 function on T1(M). The proof is complete.
Proof of Theorem 3.1. We are ready to prove Theorem 3.1. With Theorem 4.13 and
Proposition 4.15 available, the work lies in the comparing the norm of the functions on ΛR
with that on T1(M). This is not obvious. Consider two points of the form (y, a) and (y′, a)
in ΛR. By (4.12), d((y, a), (y′, a)) remains the same when a changes. But if these two points
are projected to T1(M), changing a means flowing these two points by the geodesic flow and
d(Φ((y, a),Φ(y′, a))) will change. Moreover, the function R used to define ΛR is unbounded,
making the argument more complex.
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Proof of Theorem 3.1. Let u, v be any two C1-functions on T1(M) with finite C1-norm. Without
loss of generality, we may assume that mBMS(u) = 0. Set U = u ◦Φ and W = w ◦Φ. Using the
semiconjugacy of Φ, we obtain∫
u · w ◦ GtdmBMS =
∫
U ·W ◦ TˆtdνˆR.
We use a cutoff function to relate the norms of U,W with those of u,w. Let ǫ > 0 be a
constant less than ǫ1/2. Let τt be a Lipschitz function on [0,∞) such that τt = 1 on [0, ǫt],
τt = 0 on (ǫt+ 1,∞) and |τt|Lip < 2. Set Ut = U · τt and Wt =W · τt. For any two points (y, a)
and (y′, a′) (we may assume a ≥ a′), we have
|Ut(y, a)− Ut(y′, a′)|
≤|Ut(y, a)− Ut(y, a′)|+ |Ut(y, a′)− Ut(y′, a′)|
≤τt(a′)|U(y, a) − U(y, a′)|+ |u|∞|τt(a)− τt(a′)|+ τt(a′)|U(y, a′)− U(y′, a′)|
≪|u|C1 |a− a′|+ |u|∞|a− a′|+ eǫt|u|C1d(y, y′),
where to obtain the last inequality, we use the fact d(Φ(y, a′),Φ(y′, a′)) ≤ ea′d(y, y′) and τt 6= 0
only on [0, ǫt+ 1]. Therefore, we have
‖Ut‖Lip ≪ eǫt‖u‖C1 . (4.21)
A verbatim of the above argument also implies ‖Wt‖Lip ≪ eǫt‖w‖C1 .
We also need the following L1-estimate. Using the exponential tail condition (Proposi-
tion 4.1 (4)), we obtain
|Ut − U |L1(νˆR) ≤ |u|∞
∫
max{R(x)− ǫt, 0}dν(x)
≪|u|∞
∫
eǫo(R(x)−ǫt)dν(x)≪ e−ǫoǫt|u|∞. (4.22)
The similar estimate holds for Wt −W . As mBMS(u) = 0, we have
|
∫
Utdνˆ
R| ≪ e−ǫoǫt|u|∞. (4.23)
Using Theorem 4.13 together with (4.21), (4.22) and (4.23), we obtain
|
∫
U ·W ◦ TˆtdνˆR|
≤|
∫
Ut ·Wt ◦ TˆtdνˆR|+ |
∫
(U − Ut) ·Wt ◦ TˆtdνˆR|+ |
∫
U · (W −Wt) ◦ TˆtdνˆR|
≪|
∫
Utdνˆ
R| · |
∫
Wtdνˆ
R|+ e−ǫ1t‖Ut‖Lip‖Wt‖Lip + |w|∞|U − Ut|L1(νˆR) + |u|∞|W −Wt|L1(νˆR)
≪(e−(ǫ1−2ǫ)t + e−ǫoǫt)|u|C1 |w|C1 .
Due to ǫ < ǫ1/2, the proof is complete.
5 Parabolic fixed points and Measure estimate
In this section, we provide a detailed description of the Γ-action on ∂Hd+1 and different
types of estimate for the PS measure.
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5.1 Explicit computation
Let P be the set of parabolic fixed points in ∂Hd+1. Two parabolic fixed points are called
equivalent if they are in the same Γ-orbit. Let P be a complete set of inequivalent parabolic
fixed points. Geometrically finiteness implies that P is finite.
We fix a collection of pairwise disjoint horoballs based at parabolic fixed points as follows.
Let H∞ be the horoball based at ∞ given by Rd × {x ∈ R : x > 1}. Without loss of generality,
we may assume that H∞ is a horocusp region for ∞. We attach the horoball γH∞ to the
parabolic fixed point γ∞. For other parabolic fixed point p in P, we fix a horoball Hp based at
p which is a horocusp region for p and attach γHp to γp. We choose the horoballs in such a way
that they are pairwise disjoint. For p ∈ P, we define hp as the height of Hp based at p, that is
hp := h(Hp) = sup
y∈Hp
h(y).
Lemma 5.1. If γ ∈ Γ does not fix ∞, then for any x ∈ Hd+1 ∪ ∂Hd+1, we have
γx = hp
x− (p′, 0)
|x− (p′, 0)|2
(
A 0
0 1
)
+ (p, 0)
γ−1x = hp
x− (p, 0)
|x− (p, 0)|2
(
A−1 0
0 1
)
+ (p′, 0), (5.2)
where p = γ∞, p′ = γ−1∞ and A is in SO(d).
Proof. By Proposition A.3.9 (2) in [11], the action of γ on the upper half space is given by
γx = λι(x)
(
A 0
0 1
)
+ (b, 0),
where A is in SO(d), λ ∈ R+, b ∈ Rd and ι(x) either equals x or is given by an inversion with
respect to a unit sphere centered at Rd × {0}. In fact, this is the Bruhat decomposition of G.
Since γ does not fix ∞, ι(x) is an inversion. We have for any x ∈ Hd+1
γx = λ
x− (x′, 0)
|x− (x′, 0)|2
(
A 0
0 1
)
+ (b, 0)
with x′ ∈ Rd. Hence b = γ∞ = p and x′ = γ−1∞ = p′.
Note that
h(γx) = λh(x)/|x − (p′, 0)|2.
Since γ maps the original horoball H∞ = Rd×{x > 1} to the horoball Hp based at p, it follows
from the above formula that
hp = h(Hp) = h(γH∞) = sup
x∈Rd×{1}
h(γx) = λ.
For x ∈ ∂Hd+1 and r > 0, set B(x, r) to be the ball centred at x of radius r in ∂Hd+1 with
respect to Euclidean metric.
Lemma 5.3 (Explicit computation). If γ ∈ Γ does not ∞, then for any r > 0 and x ∈ ∂Hd+1,
• γ−1B(p, r) = B(p′, hp/r)c,
• |(γ−1)′(x)| = hp/d(x, p)2, |γ′(x)| = hp/d(x, p′)2,
where p = γ∞ and p′ = γ−1∞.
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Proof. The first equation follows from (5.2) easily. In view of Lemma 5.1, the computation of
the derivative of inversion maps gives the expression of |γ′(x)| and |(γ−1)′(x)|.
Lemma 5.4. Let p = γ∞ and q be any two different parabolic fixed points. If γ does not fix ∞,
then
hγ−1q ≥
hphq
d(p, q)2 + h2q
, (5.5)
hγ−1q ≤
hphq
(d(p, q)− hp/2)2 . (5.6)
Proof. Using (5.2), we obtain
hγ−1q = h(Hγ−1q) = h(γ
−1Hq) ≥ h(γ−1(q, hq)) = hphq
d(q, p)2 + h2q
.
For (5.6), we have
hγ−1q = sup
y∈∂Hq
h(γ−1y) = sup
y∈∂Hq
hph(y)
|y − (p, 0)|2 .
Note that for every y ∈ ∂Hq, we have |y − (p, 0)|2 ≥ dE(y′, p)2 ≥ (d(p, q) − hp/2)2, where y′ is
the projection of y to ∂Hd+1 and this yields (5.6).
5.2 Multi cusps
Suppose that there are j elements in P, a complete set of inequivalent parabolic fixed
points and set p1 = ∞. For each pi, we consider a coordinate change transformation: let gi
be an element in G such that gipi = ∞. This gi is not unique and we can choose a gi such
that giHpi = H∞ = R
d × {x > 1}. We will frequently make use of the following commutative
diagram:
Hd+1 Hd+1
Hd+1 Hd+1.
gi
Γ giΓg
−1
i
gi
(5.7)
On the right hand side of the diagram, the acting group is giΓg
−1
i and ∞ is a parabolic fixed
point of the group.
Once gi’s are fixed, set the horoball Hgip := giHp for p ∈ P and the height hgip is defined
as before.
The results in Section 2.3 hold for each pi. We have the group (giΓg
−1
i )∞, which is a
maximal normal abelian subgroup in StabgiΓg−1i
(∞). Write
Γpi = g
−1
i (giΓg
−1
i )∞gi. (5.8)
Let gi∆pi be a fundamental region for ∞ under the giΓg−1i -action. We can choose gi∆pi in such
a way that
{pi, 1 ≤ i ≤ j} ∩ (∪1≤k≤j∆pk) = ∅. (5.9)
Set
∆ = ∪1≤k≤j∆pk .
For every parabolic fixed point p = γpi with γ ∈ Γ, we fix a choice of γ such that γ−1pi ∈ ∆pi
and we call γ a top representation of p. Set
xp := γ
−1pi and xgip := gixp ∈ gi∆pi .
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As giγ
−1g−1i ∞ = giγ−1pi = xgip, the element giγg−1i is also a top representation of gip for the
group giΓg
−1
i . In this way, we fix the top representations for parabolic fixed points of giΓg
−1
i .
By the same argument as Lemma 5.1, we obtain
giy = hpi
y − (pi, 0)
|y − (pi, 0)|2
(
A 0
0 1
)
+ (gi∞, 0), (5.10)
g−1i y = hpi
y − (gi∞, 0)
|y − (gi∞, 0)|2
(
A−1 0
0 1
)
+ (pi, 0). (5.11)
Lemma 5.12. There exists C > 1 such that for 1 ≤ i ≤ j and for any parabolic fixed point p in
∆, we have
1/C ≤ hgip/hp ≤ C.
Proof. Consider the action of g−1i on ∂H
d+1. Applying the same computation as the proof of
(5.5) to the point pi = g
−1
i ∞ and p, we obtain
hgip = h(giHp) ≥
hpihp
d(pi, p)2 + h2p
.
It follows from (5.9) that d(pi, p) is bounded for p ∈ ∆. Then hgip ≥ hp/C.
For the other inequality, applying the same computation as the proof of (5.5) with gip1 =
gi∞ and gip we have
hp = h(g
−1
i Hgip) ≥
hgip1hgip
d(gip1, gip)2 + h2gip
.
It follows from (5.9) that d(gip1, gip) is bounded for p ∈ ∆. Then hp ≥ hgip/C.
Lemma 5.13. For 1 ≤ i ≤ j, the map gi : ∆→ gi∆ is bi-Lipschitz.
Proof. By (5.10), we have
d(gix, giy) = hpid
(
x− pi
|x− pi|2 ,
y − pi
|y − pi|2
)
≤ C|x− y| = Cd(x, y),
where the inequality due to (5.9).
For the other direction, we use (5.11) to obtain
d(g−1i x, g
−1
i y) = hpid
(
x− gip1
|x− gip1|2 ,
y − gip1
|y − gip1|2
)
≤ C|x− y| = Cd(x, y),
where the inequality is due to that d(x, gip1) is bounded below for x ∈ gi∆ by (5.9).
Patterson-Sullivan measure under conjugation. In the presence of multi cusps, we
need to consider the Patterson-Sullivan measure for the conjugation of Γ. Recall that {µy}y∈Hd+1
is the Γ-invariant conformal density of dimension δ and we denoted µo by µ for short. For each
gi with 1 < i ≤ j, set Γi = giΓg−1i . The limit set ΛΓi is giΛΓ and the critical exponent of Γi
equals δ. For every y ∈ Hd+1, define the following measure
µ˜y := (gi)∗µg−1i y,
where (gi)∗µg−1i y(E) = µg−1i y(g
−1
i E) for any Borel subset E of ∂H
d+1. It is easy to check that
µ˜y is supported on ΛΓi and for any y, z ∈ Hd+1, x ∈ ∂Hd+1 and γ ∈ Γi,
dµ˜y
dµ˜z
(x) = e−δβx(y,z) and (γ)∗µ˜y = µ˜γy.
It follows from the uniqueness of Γi-invariant conformal density that this construction gives
exactly the Γi-invariant conformal density on ΛΓi of dimension δ. In later sections, we will
denote µ˜o by µΓi and the above analysis yields that for any Borel subset E of ∂H
d+1
e−δd(o,gio)µ(g−1i E) ≤ µΓi(E) ≤ eδd(o,gio)µ(g−1i E). (5.14)
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5.3 Doubling property of PS measure
We start with two results: Proposition 5.15 and Lemma 5.16, deduced from [39, Theorem
2]. They used spherical metric, but locally it is equivalent to euclidean metric.
Proposition 5.15. • (Doubling property) For every C > 1, there exists ǫ < 1 such that for
every x ∈ ΛΓ ∩∆ and 1/C ≥ r > 0,
µ(B(x, r)) > ǫµ(B(x,Cr)).
• (Growth of measure) There exists C3 > 1, such that for every x ∈ ΛΓ ∩∆ and r < 1/C3,
2µ(B(x, r)) < µ(B(x,C3r)).
Lemma 5.16. Let p be a parabolic fixed point in ∆ of rank k. For 0 < r ≤ hp,
µ(B(p, r)) ≈ r2δ−khk−δp . (5.17)
Lemma 5.18. For every C > 1, there exists C ′ > 0 such that for every parabolic fixed point
p = γ∞ ∈ ∆ with γ a top representation, for r ≤ hp and for any Borel subset E ⊂ B(p,Cr)−
B(p, r/C), we have
hδpµ(γ
−1E)/C ′ ≤ µ(E) ≤ C ′hδpµ(γ−1E).
Proof. As the PS measure is quasi-invariant, we have
µ(γ−1E) =
∫
x∈E
|(γ−1)′x|δ
(
1 + |x|2
1 + |γ−1x|2
)δ
dµ(x).
Then the lemma can be proved by using Lemma 5.3 to estimate |(γ−1)′x|δ and |γ−1x|2.
Lemma 5.19. There exist constants c > 0 and C > 1 such that for every parabolic fixed point
p 6=∞, if r ≤ hp/C, then
µ(B(p, r)−B(p, r/√e)) ≥ cµ(B(p, r)).
Proof. We first notice that we only need to consider p ∈ ∆0. Because Γ∞∆0 covers the limit set
in Rd, we can always find a γ1 in Γ∞ such that γ1p ∈ ∆0. Then using the derivative of γ1 and
the quasi invariance of PS measure, we obtain
µ(B(p, r)−B(p, r/√e))
µ(B(p, r))
≈ µ(B(γ1p, r)−B(γ1p, r/
√
e))
µ(B(γ1p, r))
.
We only need to give a lower bound to µ(B(p, r)−B(p, r/√e)) and then use (5.17) to obtain
Lemma 5.19.
Assume p ∈ ∆0 is of rank k. Consider the case when p = γ∞ with γ ∈ Γ a top representation
of p. We claim that there exists a constant C > 1 such that for γ1 ∈ Γ∞, with γγ1∆0 ⊂
B(p, r)−B(p, r/√e), we have
µ(γγ1∆0)≫
hδp
(d(γ1∆0, xp) + C)2δ
. (5.20)
Proof of the claim: By Lemma 5.18, we have µ(γγ1∆0) ≈ hδpµ(γ1∆0). Using the derivative of
γ1 and the quasi invariance of PS measure, we have
µ(γ1∆0) ≥ 1/(d(γ1∆0, xp) + C)2δ
for some constant C > 1.
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By Lemma 5.3 , we have γ−1(B(p, r) − B(p, r/√e)) = B(xp,
√
ehp/r) − B(xp, hp/r). Let
C ′ = diam(∆0). The number of γ1∆0’s in such region is at least
VolRk
(
B
(
xp,
√
ehp/r − C ′
)−B (xp, hp/r + C ′)) /VolRk(∆0)≫ hkpr−k (5.21)
where Rk is the subspace described in Lemma 2.3. (5.21) and (5.20) imply
µ(B(p, r)−B(p, r/√e)) ≥
∑
γ1∆0⊂B(xp,
√
ehp/r)−B(xp,hp/r)
µ(γγ1∆0)≫ hk−δp r2δ−k.
Consider general case when p = γpi with γ ∈ Γ a top representation of p. We estimate the
measure µ(γγ1∆pi) for any γ1 ∈ Γpi satisfying γγ1∆pi ⊂ B(p, r) − B(p, r/
√
e). Using (5.14),
we have
µ(γγ1∆pi) ≈ µΓi(giγγ1∆pi),
where Γi := giΓg
−1
i . Lemma 5.13 yields
giγγ1∆pi ⊂ gi(B(p, r)−B(p, r/
√
e)) ⊂ B(gip,Cr)−B(gip, r/(C
√
e)). (5.22)
So we can use the argument for the previous case to obtain
µΓi(giγγ1∆pi) ≈ r2δh−δgip. (5.23)
Then we count the number of γγ1∆pi ’s in B(p, r) − B(p, r/
√
e). It equals the number
of giγγ1∆pi ’s in gi(B(p, r) − B(p, r/
√
e)). The map gi maps B(p, r) and B(p, r/
√
e) to two
spheres and the distance between giB(p, r) and giB(p, r/
√
e) is at least (1 − 1/√e)r/C. The
map giγ
−1g−1i maps giB(p, r) and giB(p, r/
√
e) to two spheres and let R and p′ be the radius
and the center of the outer sphere respectively. Using (5.22) and Lemma 5.3, we have
R ∈ (hgip/(Cr), C
√
ehgip/r). (5.24)
For every x ∈ B(gip,Cr)−B(gip, r/(C
√
e)), we have |(giγ−1g−1i )′(x)| ∈ (hgip/(C2r2), C2ehgip/r2).
So the distance between giγ
−1B(p, r) and giγ−1B(p, r/
√
e) is at least (1−1/√e)hgip/(C3r). This
distance estimate together with (5.24) implies there exists some constant c ∈ (0, 1) such that
giγ
−1(B(p, r)−B(p, r/√e)) ⊃ B(p′, R)−B(p′, cR).
The number of giγ1∆pi in giγ
−1(B(p, r)−B(p, r/√e)) is at least
VolRk
(
B
(
p′, R− C ′′)−B (p′, cR +C ′′)) /VolRk(gi∆pi)≫ Rk ≫ hkgipr−k, (5.25)
where C ′′ = diam(gi∆pi). A lower bound for µ(B(p, r) − B(p, r/
√
e)) can be obtained using
Lemma 5.12, (5.23) and (5.25).
5.4 Friendliness of PS measure
For any r > 0, set
Nr(∆0) := {x ∈ ∆0 : d(x, ∂∆0) ≤ r}. (5.26)
Lemma 5.27. There exist 0 < ǫ, λ < 1 such that for all r < 1
µ(Nǫr(∆0)) ≤ λµ(Nr(∆0)). (5.28)
Recall from Section 2.3 that ∆0 = BY (C)×∆′0. Let l′ be a facet of ∆′0 and l = BY (C)× l′.
Let γ be the element in Γ∞ identifying l′ with the opposite facet l′′ so γ also identifies BY (C)× l′
with BY (C)× l′′. Set
Nr(l) := {x ∈ ∆0 ∪ γ−1∆0 : d(x, l) ≤ r}.
Lemma 5.27 is deduced from the following lemma.
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Lemma 5.29. There exist 0 < ǫ, λ < 1 such that for all r < 1
µ(Nǫr(l)) ≤ λµ(Nr(l)).
Proof of Lemma 5.27. Assume that∞ is a rank k cusp. If ∞ is not a cusp of maximal rank,
then note that ∂BY (C) ×∆′0 = {|y| = C} ×∆′0 does not intersect ΛΓ. A small neighborhood
of this boundary has zero PS measure. Therefore, we just need to consider the neighborhood of
l’s. Using the quasi-invariance of PS measure and Lemma 5.29, we obtain
µ(Nǫr(∆0)) ≤
∑
l
µ(Nǫr(l)) ≤ λ
∑
l
µ(Nr(l)) ≤ Ckλµ(Nr(∆0)).
We can replace ǫ by ǫn and using Lemma 5.29 repeatedly, which will yield an arbitrary
small λ in Lemma 5.27.
Proof of Lemma 5.29. The proof is similar to the argument of using Lemma 3.11 to deduce
Lemma 3.10 in [16]. Let L be the hyperplane containing l and Nr(L) be the r-neighborhood of
L. [16, Lemma 3.11] is stated in spherical metric but locally spherical metric is equivalent to
the euclidean metric. So [16, Lemma 3.11] implies that there exists ǫ > 0 such that for every
ξ ∈ E := ΛΓ ∩Nǫr(l), there exists 0 < ρξ < 1 satisfying
µ(B(ξ, ρξ) ∩ (Nr(L)−Nǫr(L))) ≥ cµ(B(ξ, ρξ)), (5.30)
where 0 < c < 1 is a constant only depending on Γ. The family {B(ξ, ρξ)}ξ∈E forms a covering of
E. It follows from Vitali covering Lemma that there exists a disjoint subcollection {B(ξ, ρξ)}ξ∈I
with I ⊂ E countable, such that
∪ξ∈IB(ξ, 5ρξ) ⊃ ∪ξ∈EB(ξ, ρξ) ⊃ E.
The set B(ξ, ρξ)∩ (Nr(L)−Nǫr(L)) may not be contained in Nr(l)−Nǫr(l), but we can cover it
by some translations of Nr(l) − Nǫr(l). By elementary computation, we can use no more than
k0 number of elements γj ’s in Γ∞ with k0 depending on ∆0 such that
∪jγj(Nr(l)−Nǫr(l)) ⊃ B(ξ, ρξ) ∩ (Nr(L)−Nǫr(L)).
Using this inclusion, the quasi-invariance of the PS measure, (5.30) and doubling property in
Proposition 5.15, we have
k0µ(Nr(l)−Nǫr(l)) ≥ c
∑
ξ∈I
µ(B(ξ, ρξ) ∩ (Nr(L)−Nǫr(L))
≥c
∑
ξ∈I
µ(B(ξ, ρξ)) ≥ cǫ′
∑
ξ∈I
µ(B(ξ, 5ρξ)) ≥ cǫ′µ(Nǫr(l)),
where ǫ′ > 0 is a constant given in Proposition 5.15. We conclude that
µ(Nǫr(l)) ≤ λµ(Nr(l)).
Definition and property of “flower” Jp
We introduce “flower” Jp, the building block for the coding. Actually, Jp’s are almost
the union of a countable subcollection of open subsets ∆j in the coding. The advantage of
considering Jp is that Jp has a clean boundary which makes it possible to estimate the measure.
For the rest of the section, let p = γ∞ be a parabolic fixed point in ∆ with γ ∈ Γ
a top representation of p and xp = γ
−1∞.. Let η ∈ (0, 1). We define the set Jp,η as follows.
By Lemma 5.3, we have
γ−1B(p, ηhp) = B(xp, 1/η)c.
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p = γ∞
γ
Figure 1: Flower
First suppose that∞ is a parabolic fixed point of maximal rank. Then Rd ⊂ ∂Hd+1 is tessellated
by the translations of ∆0. Take Rp,η to be the smallest parallelotope tiled by the translations
of ∆0 such that it contains B(xp, 1/η). Let
Jp,η = γR
c
p,η, (5.31)
Np = {γ1 ∈ Γ∞ : γ1∆0 ⊂ Rcp,η} = {γ1 ∈ Γ∞ : γγ1∆0 ⊂ Jp,η}. (5.32)
For the general case when ∞ is a rank k cusp, let Z be the affine subspace in ∂Hd+1
described in Lemma 2.3 where elements in Γ∞ act as translations, and ∆0 = BY (C) ×∆′0. So
Z is tessellated by the translations of ∆′0. Take Rp,η in Z to be the smallest parallelotope tiled
by the translations of ∆′0 such that BY (2/η) ×Rp,η contains B(xp, 1/η). Set
Jp,η = γ(BY (2/η) ×Rp,η)c ⊂ B(p, ηhp), (5.33)
Np = {γ1 ∈ Γ∞ : γ1∆0 ⊂ (BY (2/η) ×Rp,η)c} = {γ1 ∈ Γ∞ : γγ1∆0 ⊂ Jp,η}. (5.34)
This construction yields
Jp,η ∩ ΛΓ = γ(∪γ1∈Npγ1(∆0 ∩ ΛΓ)), (5.35)
d((γγ1)
−1∞,∆0) = d(γ−11 xp,∆0) ≥ 1/η for any γ1 ∈ Np. (5.36)
Remark. The shape of Jp,η when p is of maximal rank may be different than that when p is not
of maximal rank. But they satisfy the same property and estimate. Hence we can treat both
cases together.
Lemma 5.37. There exists 0 < c4 < 1 such that
B(p, c4ηhp) ⊂ Jp,η ⊂ B(p, ηhp),
B(xp, 1/η) ⊂ (γ−1Jp,η)c ⊂ B(xp, 1/(c4η)).
Proof. Due to compactness of ∆0, there exists c4 such that (γ
−1Jp,η)c = (BY (2/η) × Rp,η) ⊂
B(xp, 1/(c4η)), which implies the lemma.
In following, we abbreviate Jp,η to Jp. For r > 0, let
Nr(∂Jp) := {x ∈ Jcp : d(x, ∂Jp) ≤ r}, (5.38)
Nr(∂γ
−1Jp) := {x ∈ (γ−1Jp)c : d(x, ∂γ−1Jp) ≤ r}.
Lemma 5.39. Fix C > 1. There exists 0 < c < 1 depending on η such that for any r < hp,
µ(NCηr(∂Jp)) ≤ cµ(Nr(∂Jp)). (5.40)
Moreover, c tends to zero as η tends to zero.
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Proof. We divide into the cases when r lies in different intervals. Let β = C
√
η.
• Case A: r ≤ ηhp
By Lemma 5.3, we have |(γ−1)′x| = hp/d(x, p)2. Using Lemma 5.37, we have
Nr(∂Jp) ⊂ B(p, 2ηhp)−B(p, c4ηhp). (5.41)
Hence for x ∈ Nr(∂Jp)
|(γ−1)′x| ∈ [1/(4η2hp), 1/(c24η2hp)].
Then
Nr/(4η2hp)(∂γ
−1Jp) ⊂ γ−1Nr(∂Jp) ⊂ Nr/(c24η2hp)(∂γ
−1Jp). (5.42)
Notice that ∂γ−1Jp = ∂(BY (2/η) ×Rp,η) and Rp,η is a parallelotope tiled by the transla-
tions of ∆′0.
– Case A1: r ≤ η2hp
Recall that Lemma 5.27 is proved using Lemma 5.29. Using the same argument, we
obtain an analog of Lemma 5.27 for Nr(∂γ
−1Jp). Using this version of Lemma 5.27
with ǫ = 4β/c24 , the inequality r/(4η
2hp) < 1 and (5.42), we have
µ(γ−1Nβr(∂Jp)) ≤ µ(Nβr/(c24η2hp)(∂γ
−1Jp)) ≤ λµ(Nr/(4η2hp)(∂γ−1Jp)) ≤ λµ(γ−1Nr(∂Jp)).
Using Lemma 5.18, we obtain
µ(Nβr(∂Jp))
µ(Nr(∂Jp))
≤ Cµ(γ
−1Nβr(∂Jp))
µ(γ−1Nr(∂Jp))
≤ Cλ,
where λ tends to zero as η tends to zero.
– Case A2: η
3/2hp < r ≤ ηhp
We compute the measure by counting the number of translations of ∆0. Let γ
′∆0
be any fundamental domain contained in γ−1Nr(∂Jp) with γ′ ∈ Γ∞. Using the
quasi-invariance of PS measure and (5.41), we obtain that µ(γ′∆0) ≈ η2δµ(∆0).
By Lemma 5.18, (5.42) and by counting the number of fundamental domains which
intersects the neighborhood of ∂γ−1Jp, we have
µ(Nβr(∂Jp))≪ hδpµ(Nβr/(c24η2hp)(∂γ
−1Jp))≪ hδp · (1/η)k−1 · (βr/(c24η2hp)) · η2δµ(∆0).
Meanwhile, as r/(4η2hp) ≥ 1/4η1/2, we have
µ(Nr(∂Jp))≫ hδpµ(Nr/(4η2hp)(∂γ−1Jp))≫ hδp · (1/η)k−1 · (r/(4η2hp)) · η2δµ(∆0).
Therefore,
µ(Nβr(∂Jp)≪ βµ(Nr(∂Jp)).
• Case B: η1/2hp ≤ r ≤ hp
We handle this case using (5.17). By Lemma 5.37 and the inequality βr ≥ ηhp, we have
µ(Nβr(∂Jp)) ≤ µ(Jp ∪Nβr(∂Jp)) ≤ µ(B(p, ηhp + βr)) ≤ µ(B(p, 2βr))≪ (2βr)2δ−khk−δp .
Meanwhile, we have
µ(Jp ∪Nr(∂Jp)) ≥ µ(B(p, r))≫ r2δ−khk−δp .
Hence
µ(Nr(∂Jp)−Nβr(∂Jp))
µ(Nβr(∂Jp))
=
µ(Jp ∪Nr(∂Jp))− µ(Jp ∪Nβr(∂Jp))
µ(Nβr(∂Jp))
≫ r
2δ−khk−δp − (2βr)2δ−khk−δp
(2βr)2δ−khk−δp
.
Therefore
µ(Nβr(∂Jp))≪ β2δ−kµ(Nr(∂Jp)).
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Now to prove (5.40) we consider η1/2r and r. Then one of them belongs to (0, η2hp)∪[η3/2hp, ηhp]∪
[η1/2hp, hp]. Inequality (5.40) follows from the observation that
µ(NCηr(∂Jp))
µ(Nr(∂Jp))
≤ min
{
µ(NCηr(∂Jp))
µ(Nβr(∂Jp))
,
µ(Nβr(∂Jp))
µ(Nr(∂Jp))
}
.
6 Coding of limit set
In this section, we construct the coding and prove Proposition 4.1, Lemma 4.5 and Lemma 4.8.
6.1 Coding procedure
The visual map π : T1(Hd+1)→ ∂Hd+1 is defined by
π(x) = lim
t→∞Gt(x),
which maps x to the forward endpoint in ∂Hd+1 of the geodesic defined by x.
Recall that we fix p1 as∞ andH∞ is the horoball based at∞ given by Rd×{x ∈ R : x > 1}.
Let H˜∞ be the corresponding unstable horosphere, that is, it is an unstable horosphere based
at ∞ and the basepoints of the unit tangent vectors in H˜∞ form H∞. Set
Ω˜0 = {x ∈ H˜∞ : π(x) ∈ ∆0}.
Take
hn = e
−n,
η ∈ (0, 1) a sufficiently small constant to be specified at the end of the proof of Proposition 6.3.
All the constants appearing later will be independent of η unless we state it explicitly.
Let
Hp(η) be the horoball based at p with height equal to ηhp,
Cη = Γ\ ∪p∈P ΓT1(Hp(η)).
The construction is by induction. Let Ω0 := ∆0.
• For n ∈ N, let
Pn+1 = {p ∈ P : ηhp ∈ (hn+1, hn], B(p, ηhp) ⊂ Ωn, d(p, ∂Ωn) > hn/(4η)}. (6.1)
• For any p ∈ Pn+1, write p = γpi with γ ∈ Γ a top representation of p. If pi = ∞, let
Jp and Np be defined as (5.33) and (5.34) respectively. Otherwise, we use the following
commutative diagram to define Jp:
Hd+1 Hd+1
Hd+1 Hd+1.
gi
Γ giΓg
−1
i
gi
Note that gip = (giγg
−1
i )∞ ∈ gi∆0. So we can define Jgip as (5.33) and set
Jp := g
−1
i Jgip, Np = {γ1 ∈ Γpi : γγ1∆pi ⊂ Jp},
where Γpi is a subgroup of Γ defined in (5.8).
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• Set
Ωn+1 = Ωn −Dn+1 = Ωn − ∪p∈Pn+1Jp,
Ω˜n+1 = {x ∈ Ω˜0 : π(x) ∈ Ωn}.
It is worthwhile to point out that in this construction, we use Lemma 5.37, 5.12 and 5.13
to obtain the relation
B (p, ηhp/C5) ⊂ g−1i B (gip, c4ηhgip) ⊂ Jp ⊂ g−1i B (gip, ηhgip) ⊂ B (p,C5ηhp) , (6.2)
for some constant C5 > 1. Here we can take η to be small enough such that C5η < 1 and
B(p,C5ηhp) ⊂ ∆0.
Using the definition of Jp, (6.2) and the separation property (Lemma 6.4), it can be shown
that the sets Jp’s with p ∈ Pn and n ∈ N are mutually disjoint. In Proposition 6.3, it will be
shown that the union ∪n ∪p∈Pn Jp is conull in ∆0 with respect to PS measure µ. By (5.35) and
the construction of Jp, we have Jp ∩ ΛΓ = ∪γ1∈Npγγ1∆pi ∩ ΛΓ. So the countable disjoint union⋃
n∈N
⋃
p=γpi∈Pn
⋃
γ1∈Np
γγ1∆pi
is also conull in ∆0 with respect to PS measure. On each set γγ1∆pi we have an expanding
map given by (γγ1)
−1 which maps this set to ∆pi. For one cusp case, these are the countable
collection of disjoint open subsets and the expanding map. When there are multi cusps, this is
the first step to construct the coding and the rest will be provided in Section 6.6 and 6.7.
The main result of this section is the following proposition.
Proposition 6.3. There exist ǫ0 > 0 and N > 0 such that for all n > N , we have
µ(Ωn) ≤ (1− ǫ0)n.
For one cusp case, this yields Proposition 4.1 (1). Moreover, the exponential tail (4.2) will
follow from Proposition 6.3 rather directly and it will be proved in Section 6.6. To prove this
proposition, we need a lot of preparations and we postpone its proof to the end of Section 6.5.
6.2 Separation
Lemma 6.4 (Separation property). For any two different parabolic fixed points p, p′, we have
d(p, p′) >
√
hphp′ .
The proof is elementary, due to disjointness of horoballs. This property plays a key role in
the construction of the coding and the proof of Proposition 6.3.
Lemma 6.5. The distance between any two connected components of ∂Ωn is strictly greater
than hn/(2η).
Proof. For any two p, p′ ∈ Pn, using (6.2) and Lemma 6.4, we obtain
√
hphp′ − C5η(hp + hp′) ≥ hn
η
− 2C5hn−1 ≥ hn
2η
.
The distance between Jp and ∂Ωn is also greater than
hn−1
4η
−C5ηhp ≥ hn−1
4η
− C5hn−1 > hn
2η
.
By induction, for different connected components of Ωn, their distance is at least hn/(2η).
This lemma is the reason why we require the parabolic fixed points in Pn+1 away from the
boundary of Ωn. This condition makes different components of ∂Ωn separable, which makes it
possible to apply the friendliness of PS measure in return.
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6.3 Equivalent classes in Qn
We need more knowledge of Ωn and we introduce the following set: for n ∈ N, define
Qn+1 = {p ∈ P : ηhp ∈ (hn+1, hn], B(p, ηhp) ∩ Ωn 6= ∅, d(p, ∂Ωn) ≤ hn/(4η)}.
The points in neighborhoods of Qn+1 correspond to vectors in Ω˜0 entering the cusps around
time interval [n, n+ 1), which is the bad part of Ωn.
We consider a subset of Qn:
Q′n = {p ∈ Qn : B(p,
√
ηhnhp) ∩ ∂Ωn−1 6= ∅}.
The geometric meaning of this artificial radius
√
ηhnhp will be explained in Lemma 6.23.
The proof of Proposition 6.3 consists of estimating the measure µ(B(p,
√
ηhnhp) ∩ Ωn−1).
As the ball B(p,
√
ηhnhp)Ωn−1 may not be a full ball, we will pair it with another partial ball
and use the doubling property of the PS measure. Before going into the details, it will be
illuminating to provide a sketch on the ideas. For p ∈ Q′n, the component in ∂Ωn−1 closest to
it is either ∂Ω0 or some ∂Jq. If it is ∂Ω0, notice that ∂Hd+1 is tessellated by the translations
of ∆0, so the symmetry property of these translations gives the point p
′ to pair with p (if p is
around the corners of ∂Ω0, we may need more than one point to pair with p). If it is some ∂Jq,
write q = γ−1pi with γ−1 ∈ Γ a top representation of q. We map B(p,
√
ηhnhp) and ∂Jq by giγ
and get a picture similar to the previous case: in particular, giγ∂Jq is a parallelotope. We find
the paring point of giγp and map it back to get the one of p. The work lies modifying the radius√
ηhnhp such that it is suitable for both p and its pairing point.
Finding the radius
For Lemma 6.6 - Lemma 6.10, we consider p ∈ Q′n such that the component
in ∂Ωn−1 closest to p is ∂Jq with q ∈ ∪n−1l=1 Pl. Write q = γ−1pi for some γ ∈ Γ a top
representation of q.
Lemma 6.6. There exists C > 1 such that we have
ηhp ≤ hn−1 ≤ Cη3hq, ηhgip
C
≤ hn−1 ≤ Cη3hgiq.
Proof. It follows from Lemma 6.4 that
d(p, q) ≥√hphq ≥√hn−1hq/(eη).
Meanwhile by (6.2), we have
d(p, q) ≤ d(p, ∂Jq) + d(∂Jq , q) ≤ hn−1 + C5ηhq ≤ (1 + C5)ηhq.
So the above two inequalities lead to first statement. The second statement follows easily from
the first statement and Lemma 5.12.
Lemma 6.7. There exists C > 1 such that
B(gip, hgip) ⊂ B(giq, Cηhgiq)−B(giq, ηhgiq/C).
Proof. For any ξ ∈ ∂B(gip, hgip), an upper bound for d(ξ, giq) is given by
d(ξ, giq) ≤d(ξ, gip) + d(gip, ∂Jgiq) + d(∂Jgiq, giq) ≤ hgip + Chn−1 + ηhgiq ≤ Cηhgiq.
A lower bound for d(ξ, giq) is given by
d(ξ, giq) ≥d(giq, ∂Jgiq)− d(gip, ∂Jgiq)− hgip ≥ c4ηhgiq − Chn−1 − hgip ≥ c4ηhgiq − Cη2hgiq.
Hence by taking η sufficiently small, we reach the conclusion.
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Lemma 6.8. There exists C > 1 such that we have
hgip
Cη2hgiq
≤ hgiγp ≤
Chgip
η2hgiq
.
Note that (giγg
−1
i )giq = ∞. This lemma can be shown by a straightforward computation
using Lemma 5.4, 6.6 and 6.7.
For any m ≥ n, set
r˜p,m =
√
hmhgiγp
ηhgiq
. (6.9)
This is almost the replacement for the radius
√
ηhmhp: we consider the radius of the ball
giγB(p,
√
ηhmhp). We use Lemmas 5.3, 5.12, 5.13, 6.7 to estimate the derivative of giγg
−1
i and
use 6.8 further to deduce that this radius is r˜p,m up to a constant. The following lemma is
to pick a correct constant C6 > 1 such that r˜p,m/C6 will guarantee the equivalent classes we
introduce later are well-defined. It will also be clear that another advantage of using r˜p,n/C6 is
that it is independent of the choice of the points in the equivalent classes.
Lemma 6.10. There exists C6 > 1 such that for any point p
′, if d(giγp′, giγ∂Jq) ≤ r˜p,n/C6,
then d(p′, ∂Jq) ≤ hn.
Proof. By Lemma 6.8, 5.12 and 6.6, we have
r˜p,n ≤
C
√
ηhnhgip
η2hgiq
≤ Chgip
ηhgiq
≤ Cη. (6.11)
Hence it follows from Lemma 5.37 that for any C6 > 1, if d(giγp
′, giγ∂Jq) ≤ r˜p,n/C6, then
giγp
′ ∈ B(xgiq, 2/(c4η))−B(xgiq, 1/(2η)).
For any x in the line segment between giγp
′ and giγ∂Jq, we have |(giγ−1g−1i )′x| ≤ 4η2hgiq. By
Lemma 5.13 and (6.11), we obtain
d(p′, ∂Jq) ≤ Cd(gip′, gi∂Jq) ≤ Cη2hgiqd(giγp′, giγ∂Jq) ≤ Cη2r˜p,nhgiq/C6 ≤ Cηhgip/C6.
By taking C6 > 1 large enough, we have d(p
′, ∂Jq) ≤ hn.
Definition of equivalent classes
Now we define equivalent classes in Qn. We define them by induction. For Q1,
• for p ∈ Q1 −Q′1, set the equivalent class C(p) of p to be {p}.
• for p ∈ Q′1, set
C(p) = {γ1p : γ1B(p,
√
ηh1hp) ∩ ∂Ω0 6= ∅, γ1 ∈ Γ∞}.
Set
Q′′1 := ∪p∈Q1C(p),
and for any p ∈ Q′′1 and m ≥ 1, define
rp,m =
√
ηhmhp, Bp,m = B(p, rp,m).
Suppose we have defined Q′′n. We define the equivalent classes in Qn+1 and the set Q′′n+1 as
follows:
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Case 1 for p ∈ Q′n+1 − ∪l≤nQ′′l such that the component in ∂Ωn closest to p is ∂Ω0, set
C(p) = {γ1p : γ1B(p,
√
ηhn+1hp) ∩ ∂Ω0 6= ∅, γ1 ∈ Γ∞}.
For any p′ ∈ C(p) and m ≥ n+ 1, define
rp′,m =
√
ηhmhp′ , Bp′,m = B(p, rp′,m).
Case 2 for p ∈ Q′n+1 − ∪l≤nQ′′l such that the component in ∂Ωn closest to p is some Jq, write
q = γ−1pi with γ−1 a top representation of q. Let r˜p,n and C6 be as given in (6.9) and
Lemma 6.10 respectively. Set
C(p) = {(giγ)−1γ1giγp : γ1B(giγp, r˜p,n/C6) ∩ giγ∂Jq 6= ∅, γ1 ∈ (giΓg−1i )∞}. (6.12)
If C(p) = ∅ under (6.12), let C(p) = {p}. In this case, the point p is near the boundary
but not within the distance given in (6.12).
For any p′ ∈ C(p) and m ≥ n+ 1, define
rp′,m =
1
C6
√
hmhgiγp′
ηhgiq
(which equals rp,m), (6.13)
Bp′,m = (giγ)
−1B(giγp′, rp′,m). (6.14)
Case 3 for p ∈ Qn+1 − ∪l≤nQ′′l such that p does not belong to the union of equivalent classes
defined in the previous two cases, set C(p) = {p} and for any m ≥ n+ 1, define
rp,m =
√
ηhmhp, Bp,m = B(p, rp,m).
Set
Q′′n+1 =
⋃
p∈Qn+1−∪l≤nQ′′l
C(p).
Then ∪1≤l≤(n+1)Q′′l ⊃ ∪1≤l≤(n+1)Ql.
In the following discussion of the points p’s in Q′′n, if the definition of p involves a boundary
component of ∂Ωn−1, we will need to consider this boundary component a lot of the times. For
simplicity, we call the boundary component used to define p ∈ Q′′n the associated boundary
component of p.
Uniformity among equivalent classes
For p ∈ Q′′n, its equivalent class C(p) may contain points whose associated horospheres
don’t appear in the time interval [n− 1, n). In the following lemmas, we show that, up to some
constant, the points in C(p) are “uniform”.
Lemma 6.15. There exists C7 > 1 such that for any p ∈ Q′′n and any p′ ∈ C(p) we have
1/C7 ≤ hp/hp′ ≤ C7.
It suffices to to prove Lemma 6.15 for the case when #C(p) ≥ 2 and the associated compo-
nent of p in ∂Ωn−1 is some ∂Jq. Write q = γ−1pi with γ−1 a top representation of q. Let rp,m
and Bp,m be defined as in (6.13) and (6.14) respectively. We first show the following estimate.
Lemma 6.16 (Location of balls). There exists a constant C > 1 such that
B(giγp, rp,m) ⊂ B (xgiq, C/η) −B(xgiq, 1/(Cη)), (6.17)
giBp,m ⊂ B(giq, Cηhgiq)−B(giq, ηhgiq/C). (6.18)
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Proof. We deduce from Lemma 5.3 and (6.2) that
giγg
−1
i (∂Jgiq,η) ⊂ B(xgiq, 1/(c4η))−B(xgiq, 1/η).
It follows from (6.11) that there exists a point p′ ∈ C(p) such that rp′,n ≤ Cη. Meanwhile, the
construction of the equivalent class C(p) implies that rp,m = rp′,m. Hence we obtain (6.17). We
use Lemma 5.3 again to obtain (6.18).
Proof of Lemma 6.15. We prove the following explicit estimate:
hgip ≈ η2hgiqhgiγp. (6.19)
This together with Lemma 5.12 will lead to Lemma 6.15. Note that hgiγp ≤ C, with C a
constant depending on Γ. Essentially we apply Lemma 5.4 to the points giq = (giγ
−1g−1i )∞,
gip = (giγ
−1g−1i )giγp and the map giγ
−1g−1i to obtain
hgip ≥
hgiqhgiγp
d(giγp, xgiq)
2 + h2giγp
≥ η
2hgiqhgiγp
C
,
hgip ≤
hgiqhgiγp
(d(giγp, xgiq)− hgiγp/2)2
≤ η
2hgiqhgiγp
C
.
Lemma 6.20. There exists C8 > 1 such that for any p ∈ Q′′n and any m ≥ n, the ball Bp,m
satisfies
B(p,
√
ηhphm/C8) ⊂ Bp,m ⊂ B(p,C8
√
ηhphm).
Proof. It is enough to prove the case where #C(p) ≥ 2 and the associated component of p
in ∂Ωn−1 is some ∂Jq. Write q = γ−1pi with γ−1 a top representation of q. Note that by
Lemma 5.3 and 6.16, we have for every x ∈ giBp,m, |(giγg−1i )′x| ≈ 1/(η2hgiq). We use this
derivative estimate and (6.19) to figure out the map giγ
−1g−1i on B(giγp, rp,m) and obtain
B(gip,
√
ηhgiphm/C) ⊂ giBp,m ⊂ B(gip,C
√
ηhgiphm).
We use Lemma 5.12 and 5.13 to finish the proof.
Well-definedness of equivalent classes
Lemma 6.21. For any two equivalent classes C(p′) and C(p′′), they are either the same or
disjoint.
Proof. Assume that these two equivalent classes are not the same and the intersection is nonempty.
Case 1: Suppose one of these two equivalent classes just consists of one point, say #C(p′) =
1 and #C(p′′) ≥ 2. We may assume that p′′ ∈ Q′n for some n. In view of the construction of
equivalent classes, we assume further that the associated component of p′′ is some ∂Jq. Write
q = γ−1pi. The same argument also works for ∂Ω0. As p′ belongs to the equivalent class C(p′′),
it follows from the definition that
B(giγp
′, rp′,n) ∩ giγ∂Jq 6= ∅, B(giγp′′, rp′′,n) ∩ giγ∂Jq 6= ∅, (6.22)
where rp′,n is defined as in (6.13) and equals rp′′,n.
The fact that C(p′) just consists of p′ implies p′ ∈ Ql −∪i<lQ′′i for some l < n. Meanwhile,
as ∂Jq is the associated component of p
′′, by Lemma 6.6 and 6.15, we have
hq ≥ hp′′/(Cη2) ≥ hp′/(Cη2) ≥ hl/(Cη3).
Hence ∂Jq ⊂ ∂Ωl.
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It follows from (6.22) and Lemma 6.10 that
d(p′, ∂Jq) ≤ hn <
√
ηhlhp′ .
So p′ ∈ Q′l − ∪i<lQ′′i . (6.22) yields
B(giγp
′, rp′,l) ∩ giγ∂Jq 6= ∅, B(giγp′′, rp′′,l) ∩ giγ∂Jq 6= ∅.
As l < n, C(p′) contains p′′, which is a contradiction.
Case 2: Suppose that #C(p′), #C(p′′) ≥ 2. Without loss of generality, we may assume
that p′ ∈ Q′m − ∪l<mQ′′l and p′′ ∈ Q′n − ∪l<nQ′′l and m ≤ n.
Let p ∈ C(p′) ∩ C(p′′). Then it follows from the construction of equivalent classes and
Lemma 6.10 that there are boundary components ∂1 and ∂2 in ∂Ωn−1 such that
d(p, ∂1) ≤ hm−1, d(p, ∂2) ≤ hn−1.
On the one hand, as ∂1 and ∂2 are in ∂Ωn−1, if they are distinct, Lemma 6.5 states that their
distance is greater than hn−1/(2η). On the other hand, using Lemma 6.15, we obtain
hn/hm ≥ hp′′/(ehp′) = (hp′/hp)(hp/hp′′) ≥ 1/(eC27 ).
Then
d(∂1, ∂2) ≤ hm−1 + hn−1 ≤ (1 + eC27 )hn−1 < hn−1/(2η).
We conclude that ∂1 = ∂2.
There are two possibilities for ∂1. One possibility is that ∂1 is some ∂Jq. Write q = γ
−1pi
with γ−1 a top representation of q. As giγp is related with giγp′ and giγp′′ by elements in
(giΓg
−1
i )∞, we have γ1giγp
′′ = giγp′ for some γ1 ∈ (giΓg−1i )∞. As m ≤ n, we have
∅ 6= B(gip′′, rp′′,n) ∩ giγ∂Jq ⊂ B(gip′′, rp′′,m) ∩ giγ∂Jq.
As a result, we have C(p′) = C(p′′). The other possibility is that ∂1 = ∂Ω0. It follows directly
from the construction of equivalent classes that
∅ 6= B(p′′, rp′′,n) ∩ ∂Ω0 ⊂ B(p′′, rp′′,m) ∩ ∂Ω0.
Hence C(p′) = C(p′′).
6.4 Auxiliary sets An and Bn in Ωn
We introduce auxiliary sets An and Bn in Ωn. By Lemma 6.21, the set Q
′′
n is disjoint with
∪1≤l≤(n−1)Q′′n. For any p ∈ Q′′n and any m ≥ n, we have defined the ball Bp,m. Note that it
follows from the construction of Q′′n that if #C(p) = 1, then the full ball Bp,n is contained in
Ωn. For each n, we define
Bn = Ωn ∩
⋃
p∈∪1≤l≤nQ′′l
Bp,n and An = Ωn −Bn.
Bn and cusps
We establish the relation between the set Bn and the points in the cusps at time t = n.
Lemma 6.23. For x ∈ Ω˜0, if Gnx ∈ Cη, then there exists a parabolic fixed point p with ηhp > hn
such that
d(π(x), p) <
√
ηhphn.
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Proof. By assumption, in the universal cover T1(Hd+1), the point Gnx is contained in a horoball
Hp(η). Hence hn < ηhp. If hn ≤ ηhp/2, then we can use Pythagorean’s theorem to conclude that
d(π(x), p) ≤√ηhphn (see Figure 2). If hn ≥ ηhp/2, then d(π(x), p) ≤ ηhp/2 ≤√ηhphn.
Lemma 6.24. Fix c9 < min{1/C5, 1/C28}, where C5 and C8 are constants given in (6.2) and
Lemma 6.20 respectively. For any x ∈ Ω˜n, if Gnx ∈ Cc9η, then π(x) ∈ Bn.
Proof. For x ∈ Ω˜n, if Gnx ∈ Cc9η, then it follows from Lemma 6.23 that there exists a parabolic
fixed point p with c9ηhp > hn such that
d(π(x), p) <
√
c9ηhphn ≤ ηhp. (6.25)
By the definition of Pn and Qn, this p must belong to
⋃
j<n(Pj ∪Qj). If p is in some Pj , then
by (6.2) we have
ηhp/C5 < d(π(x), p),
contradicting the assumption that c9 < 1/C5. So p must be in some Qj. We use the construction
of Bn, Lemma 6.20 and (6.25) to conclude that π(x) ∈ Bn.
Parabolic fixed points, Bn and different generations
Lemma 6.26. We have Pn+1 ∩ (∪l≤nQ′′l ) = ∅.
Proof. If not, suppose p ∈ Pn+1 is also contained in an equivalent class C(p′) with p′ ∈ Q′m −
(∪1≤l≤m−1Q′′l ) and m ≤ n. Let ∂ be the associated boundary component of p′. If ∂ is some ∂Jq,
we use Lemma 6.10 to deduce that d(p, Jq) ≤ hm. If ∂ is ∂Ω0, we use the construction of the
equivalent classes to obtain d(p, ∂Ω0) < hm. By Lemma 6.15, we have hm/hn ≤ hp′/hp ≤ C7.
Hence by the definition of Pn+1
d(p, ∂) ≥ hn/(2η) ≥ hm/(2C7η) > hm,
which is a contradiction.
Lemma 6.27. There exists a constant 0 < c10 < 1 such that for any p ∈ Pn+1 ∪Q′′n+1, we have
d(p,Bn) ≥ c10hn/η. (6.28)
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Proof. Let p ∈ Pn+1∪Q′′n+1 and Bq,n be a ball in Bn. By Lemma 6.26, p and q are two different
parabolic fixed points. We have
d(p,Bq,n) ≥ d(p, q)− C
√
ηhqhn (by Lemma 6.20)
≥√hphq − C√ηhqhn (by Lemma 6.4)
=
√
hq(
√
hp − C
√
ηhn)
≥
√
hn/η
(√
hn/(eη) − C
√
ηhn
)
(by Lemma 6.20)
≥ hn/(Cη).
Recall that Dn+1 = ∪p∈Pn+1Jp and Ωn+1 = Ωn −Dn+1.
Lemma 6.29. 1. We have the followings:
Dn+1 ∩Bn = ∅ and
(
∪p∈Q′′n+1Bp,n+1
)
∩Bn = ∅, (6.30)
An+1 = (An −Dn+1 −An ∩Bn+1) ∪ (An+1 ∩Bn),
An ∩Bn+1 = ∪p∈Q′′n+1(Bp,n+1 ∩ Ωn+1), An+1 ∩Bn = Bn −Bn+1. (6.31)
2. For p ∈ Q′′n and m ≥ n, we have Bp,m ∩ Ωm = Bp,m ∩ Ωn.
Proof. We obtain (6.30) using Lemma 5.37, 6.20 and 6.27. The rest of the first statement can
be obtained easily.
For m > l ≥ n, by Dl+1 ∩Bl = ∅ and Bp,m ∩ Ωl ⊂ Bl, we know that
Bp,m ∩Ωl+1 = Bp,m ∩ (Ωl −Dl+1) = Bp,m ∩ Ωl,
which implies the second part of the statement.
6.5 Energy exchange argument
We are ready to prove Proposition 6.3.
Lemma 6.32. There exists c11 > 0 such that
µ(Bn ∩An+1) > c11µ(Bn). (6.33)
The definition of equivalent classes is mainly used in this lemma. The idea is that the left
hand side of (6.33) can be expressed as a sum over equivalent classes and over an equivalent
class, we obtain a full ball whose measure we are able to estimate.
Proof of Lemma 6.32. We claim that for any p, p′ ∈ ∪1≤l≤nQ′′l , we have Bp,n ∩ Bp′,n = ∅. The
first equation in Lemma 6.29 verifies the case when p ∈ Q′′l and p′ ∈ Q′′j with l 6= j.
When p, p′ ∈ Q′′l , using Lemma 6.4, and 6.20, we have
d(Bp,l, Bp′,l) ≥ d(p, p′)− C
√
ηhphl − C
√
ηhp′hl
≥√hphp′ − C√ηhphl − C√ηhp′hl ≥ hl/(Cη) − 2Chl−1 > 0,
showing the claim.
So µ(Bn ∩ An+1) can be divided into the sum over p ∈ ∪1≤l≤nQ′′l . Using Lemma 6.21, we
can further group the sum into equivalent classes. Due to (6.31), µ(Bn∩An+1) = µ(Bn−Bn+1).
Then the proof of (6.33) is reduced to proving that there exists c11 > 0 such that for each
equivalent class C(p), we have∑
p′∈C(p)
µ((Bp′,n −Bp′,n+1) ∩ Ωn) ≥ c11
∑
p′∈C(p)
µ(Bp′,n ∩ Ωn).
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We first consider the equivalent classes defined in Case 1 and Case 3 in page 25. Then by
the definition of equivalent class and quasi-invariance of PS measure, we obtain∑
p′∈C(p) µ((Bp′,n −Bp′,n+1) ∩ Ωn)∑
p′∈C(p) µ(Bp′,n ∩ Ωn)
≥ µ(Bp,n −Bp,n+1)
Cµ(Bp,n)
=
µ(B(p, rp,n)−B(p, rp,n+1))
Cµ(B(p, rp,n))
≥ c
C
,
where the last inequality follows from Lemma 5.19.
Next we consider the equivalent classes defined in Case 2 in page 25. Suppose the associated
boundary component of p is ∂Jq with q = γ
−1pi and γ−1 is a top representation of q. We first
assume that pi =∞. By Lemma 5.18 and (6.18) for any Borel subset E ⊂ Bp,n, we have
hδqµ(γE)/C ≤ µ(E) ≤ Chδqµ(γE).
We have∑
p′∈C(p) µ((Bp′,n −Bp′,n+1) ∩ Ωn)∑
p′∈C(p) µ(Bp′,n ∩ Ωn)
≥
∑
p′∈C(p) µ((B(γp
′, rp′,n)−B(γp′, rp′,n+1)) ∩ γJcq )
C
∑
p′∈C(p) µ(B(γp′, rp′,n) ∩ γJcq )
.
(6.34)
For each p′ ∈ C(p), we can write p′ = γ−1γ1γp with γ1 ∈ Γ∞. We have
µ(B(γp′, rp′,n) ∩ γJcq ) = µ(γ1B(γp, rp,n) ∩ γJcq ) ≈ µ(B(γp, rp,n) ∩ γ−11 γJcq ),
where we use the quasi-invariance of the PS measure and (6.17) to compute the derivate of γ1.
Summing over p′ ∈ C(p), we can get a full ball. Similarly, we have
µ((B(γp′, rp′,n)−B(γp′, rp′,n+1)) ∩ γJcq ) ≈ µ((B(γp, rp,n)−B(γp, rp,n+1)) ∩ γ−11 γJcq ).
We use these two observations and Lemma 5.19 to conclude
(6.34) ≥µ(B(γp, rp,n)−B(γp, rp,n+1))
Cµ(B(γp, rp,n))
≥ c
C
.
For general pi, let gipi =∞ and Γi = giΓg−1i . Using (5.14), we obtain∑
p′∈C(p) µ((Bp′,n −Bp′,n+1) ∩ Ωn)∑
p′∈C(p) µ(Bp′,n ∩Ωn)
≈
∑
p′∈C(p) µΓi(gi(Bp′,n −Bp′,n+1) ∩ giΩn)∑
p′∈C(p) µΓi(giBp′,n ∩ giΩn)
. (6.35)
This fraction can be estimated the same way as we estimate (6.34). So
(6.35) ≥ c/C.
Let C12 = 2C5C3+4C8, where C3, C5 and C8 are constants given by Proposition 5.15, (6.2)
and Lemma 6.20 respectively. Let
Ω′n = {x ∈ Ωn : d(x, ∂Ωn) ≤ C12hn}.
This is the set of points with distance less than C12hn to the boundary of Ωn.
Lemma 6.36 (Boundary estimate). There exists c13 > 0 depending on C12η such that
µ(Ω′n) ≤ c13µ(Ωn)
and c13 tends to 0 as C12η tends to 0.
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Proof. The boundary ∂Ωn consists of ∂Ω0 and ∂Jp with p ∈ ∪1≤l≤nPl. For any p ∈ ∪1≤l≤nPl,
write p = γpi with γ ∈ Γ a top representation of p and Γi = giΓg−1i . Recall the definitions (5.26)
and (5.38). Note that hn/(4η) ≤ hp. It follows from Lemmas 5.12 and 5.13 that there exists
C > 1 such that hn/(Cη) < hgip and
giNC12hn(∂Jp) ⊂ NCC12hn(∂Jgip), Nhn/(Cη)(∂Jgip) ⊂ giNhn/(4η)(∂Jp).
It follows from (5.14), Lemma 5.27 and 5.39 that there exists c > 0 such that
µ(Ω′n) = µ(NC12hn(∂Ω0)) +
∑
p∈∪1≤l≤nPl
µ(NC12hn(∂Jp))
≤cµ(Nhn/(4η)(∂Ω0)) + C ′
∑
p∈∪1≤l≤nPl
µΓi(NCC12hn(∂Jgip))
≤cµ(Nhn/(4η)(∂Ω0)) + cC ′
∑
p∈∪1≤l≤nPl
µΓi(Nhn/(Cη)(∂Jgip))
≤cµ(Nhn/(4η)(∂Ω0)) + cC ′2
∑
p∈∪1≤l≤nPl
µ(Nhn/(4η)(∂Jp)) ≤ cC ′2µ(Ωn),
where the last inequality is due to Lemma 6.5 and C ′ = maxi eδd(o,gio).
Lemma 6.37. There exists 0 < c14 < 1 such that
µ(An ∩ (Dn+1 ∪Bn+1)) ≤ c14µ(An) + µ(Ω′n).
Proof. By Lemma 6.29, we have
An ∩Bn+1 ∩ (Ωn − Ω′n) ⊂
⋃
p∈Q′′n+1
Bp,n+1.
We consider the points p ∈ Q′′n+1 such that Bp,n+1 intersects the set on left. Denote the set of
such points by Q′′′n+1. By Lemma 6.20, we have
Bp,n+1 ⊂ B(p,C8
√
ηhphn+1) ⊂ B(p,C8hn).
Then its distance to ∂Ωn is greater than (C12 − 2C8)hn ≥ C12hn/2. So Q′′′n+1 must be a subset
of points in Case 3 in page 25, and Bp,n+1 = B(p,
√
ηhphn+1) ⊂ B(p, hn).
For p ∈ Pn+1, by (6.2), we have Jp ⊂ B(p,C5ηhp) ⊂ B(p,C5hn).
For points in the set Pn+1 ∪Q′′′n+1, by a similar computation with that in Lemma 6.5, the
balls B(p,C5hn)’s are of distance hn+2/(2η) apart from each other.
By (6.28), for p ∈ Pn+1 ∪Q′′′n+1
d(p,Bn) ≥ c10hn/η ≥ C12hn/2. (6.38)
Hence
B(p,C5hn) ⊂ B(p,C12hn/2) ⊂ An.
Then by doubling property in Proposition 5.15
µ(B(p,C5hn)) ≤ c14µ(B(p,C12hn/2)).
The balls B(p,C12hn/2)’s are disjoint. Adding them together, we obtain
µ(An ∩ (Dn+1 ∪Bn+1)− Ω′n) ≤
∑
p∈Pn+1∪Q′′′n+1
µ(B(p,C5hn))
≤c14
∑
p∈Pn+1∪Q′′′n+1
µ(B(p,C12hn/2)) ≤ c14µ(An).
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Set A′n = An − Ω′n which is the set of points in An with distance at least C12hn to the
boundary ∂Ωn.
Lemma 6.39. There exist N and c15 > 0 depending on η such that
µ(∪Nl=1Dn+l) ≥ c15µ(A′n).
Let A˜n be the subset of Ω˜n such that π(A˜n) = An. The key point of the proof is that
we can use the recurrence property of the geodesic flow on Gn(A˜n), since Lemma 6.24 tells us
that Gn(A˜n) stays in compact subset. We introduce some notations. We assumed that there are
j cusps in M and {pi}1≤i≤j is a complete set of inequivalent parabolic fixed points. We used
the notation Hpi to denote the horoball based at pi. Let H
s
pi ⊂ T1(Hd+1) be the strong stable
horosphere, that is,
Hspi := {x ∈ T1(Hpi) : the basepoint ofx is at ∂Hpi andπ(x) = pi}.
By abusing the notation, we also use Hspi to denote its image in the quotient space T
1(M).
For every x ∈ T1(Hd+1) and ǫ > 0, set W u(x, ǫ) to be the local strong unstable manifold at
x, that is,
W u(x, ǫ) := {y ∈ T1(Hd+1) : lim
t→−∞ d(Gtx,Gty) = 0, d
u(y, x) ≤ ǫ},
where d(·, ·) is the Riemannian metric on T1(Hd+1) and du(·, ·) is the Riemannian metric re-
stricted on the strong unstable manifold.
Denote by W in T1(M) the non-wandering set of the geodesic flow.
Lemma 6.40. Let K be any compact subset in W . Then there exists U0 > 0 such that for every
x in K and every Hspi in T
1(M), there exists a time t ∈ [0, U0] such that Gt(W u(x, 1)) meets
Hspi.
Proof. Let ǫ < 1/10 and consider Z1 = ∪x∈∂HspiW
u(x, ǫ) and Z2 = ∪x∈∂HspiW
u(x, 5ǫ) in T1(M).
Then Z1 is a transversal section to the geodesic flow. By ergodicity of geodesic flow on non-
wandering set W , there exists a point y such that its negative time orbit is dense and there
exists t0 ≥ 0 such that Gt0y ∈ Z1. We can cover the compact set K with a finite number of balls
of radius ǫ. There exists t1 > 0 such that G[−t1,0]y intersects every ball.
Fix any x in K. There exists x′ ∈ W u(x, ǫ) and −s ∈ [−t1, 0] such that d(x′,G−sy) ≤ 2ǫ
and G−sy are in the same strong stable manifold (that is to say, limt→∞ d(Gtx′,Gt(G−sy)) = 0).
Therefore
d(Gs+t0x′,Gt0y) ≤ 2ǫ.
Using Gt0y ∈ Z1 and local product structure, we have Gs+t0x′ ∈ Gs1Z2 for some s1 ∈ [−ǫ, ǫ]. Due
to the definition of Z2, we can find x
′′ ∈W u(x, 6ǫ) such that Gs+t−s1x′′ ∈ Hspi.
The following lemma is a straightforward corollary of Lemma 6.40. Recall that c9 > 0 is
the constant given in Lemma 6.24. Let Kc9η = W − Cc9η. The base of non-wandering set in M
is the convex core C(M) and the base of Cc9η is a union of proper horocusps. By Definition 2.2,
we know that Kc9η is compact.
Lemma 6.41. Let U0 be the constant in Lemma 6.40 with K = Kc9η. For every x in ∆0 ∩ ΛΓ
and n ∈ N, if Gnx˜ is in Kc9η, where x˜ is the point in Ω˜0 such that π(x˜) = x, then the ball
B(x, hn) contains a parabolic fixed point with height in hn[e
−U0 , 1].
Proof. Let B˜ be the set in Ω˜0 such that π(B˜) = B(x, hn). We have GnB˜ = W u(Gnx˜, 1). As
Gnx˜ ∈ Kc9η, by Lemma 6.40, there exists t ∈ [0, U0] such that GtW u(Gnx˜, 1) intersects some Hspi .
Hence in the universal cover T1(Hd+1), the unstable leaf GtW u(Gnx˜, 1) is tangent to a horoball.
Let q be the basepoint of the horoball. Then q is in B(x, hn).
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Proof of Lemma 6.39. Set N = U0 + 2⌊− log η⌋ + 2. We claim that: There exits C ′ > 1
depending on η such that ∪1≤l≤N Pn+l is a C ′hn dense set in A′n ∩ΛΓ. That is to say, for every
x ∈ A′n ∩ ΛΓ, there exists some p ∈
⋃
1≤l≤N Pn+l such that d(x, p) ≤ C ′hn.
Let k = ⌊− log η⌋. Fix any point x ∈ A′n ∩ ΛΓ. We consider the position of x in Ωn+k.
Case 1 Suppose x /∈ Ωn+k. Then x ∈ Jp for some p ∈ ∪1≤l≤kPn+l. So d(x, p) ≤ C5ηhp ≤ C5hn.
Case 2 Suppose x ∈ Ωn+k and d(x, ∂Ωn+k) < 3hn+k/η. As x /∈ Ω′n, we have d(x, ∂Ωn) ≥ C12hn.
Meanwhile, we have 3hn+k/η < C1hn. Consequently, the connected component in ∂Ωn+k
closest to x is some ∂Jp with p ∈ ∪1≤l≤kPn+l. Hence
d(x, p) ≤ d(x, ∂Jp) + d(∂Jp, p) ≤ 3hn+k/η + C5ηhp ≤ Chn.
Case 3 Suppose x ∈ An+k ∩ ΛΓ and d(x, ∂Ωn+k) > 2hn+k/η. By Lemma 6.24, Gn+kx˜ ∈ Kc9η.
It then follows from Lemma 6.41 that B(x, hn+k) contains a parabolic fixed point p with
height in hn+k[e
−U0 , 1]. Let j = ⌊− log(ηhp)⌋, then j ∈ n+2k+ [0, U0 +1]. Let’s consider
the position of p.
– Suppose p ∈ Pj+1. Then d(x, p) ≤ hn+k.
– Suppose p /∈ Pj+1 and p /∈ Ωj. Note that the conditions on x and p ∈ B(x, hn+k)
imply that p ∈ Ωn+k. So there exists some q ∈ ∪j−n−kl=1 Pn+k+j such that p ∈ Jq. We
obtain
d(x, q) ≤ d(x, p) + d(p, q) ≤ hn+k + C5ηhq ≤ Chn+k.
– Suppose p /∈ Pj+1 and p ∈ Ωj. Because ηhp ∈ (hj+1, hj ], we must have p ∈ Qj+1. By
the definition of Qj+1, we have d(p, ∂Ωj) ≤ hj/η. Observe that
d(p, ∂Ωn+k) ≥ d(x, ∂Ωn+k)− d(x, p) > 2hn+k/η − hn+k > hj/η.
So there exists q ∈ ∪j−n−kl=1 Pn+k+l such that d(p, Jq,η) ≤ hj/η. This implies
d(x, q) ≤ d(x, p) + d(p, q) ≤ hn+k + hj/η + C5ηhq ≤ Chn+k.
Case 4 Suppose x ∈ Bn+k and d(x, ∂Ωn+k) ≥ 3hn+k/η. As x ∈ An, we have x ∈ Bn+k − Bn. So
there exists p ∈ ∪1≤l≤kQ′′n+l such that x ∈ Bp,n+k. By (6.20), we have
Bp,n+k ⊂ B(p,C8
√
ηhphn+k) ⊂ B(p,C8
√
hnhn+k).
Since hk ≥ η, for any y ∈ ∂Bn+k, using Lemma 6.20, we have
d(y, ∂Ωn+k) ≥ d(x, ∂Ωn+k)− d(x, y) ≥ 3hn+k/η − 2C8
√
hnhn+k ≥ 2hn+k/η.
So the point y belongs to Case 3. It follows that there exists q ∈ ∪1≤l≤NPn+l such that
d(x, q) ≤ d(x, y) + d(y, q) ≤ C8
√
hnhn+k + d(y, q) ≤ Chn.
Finally, by (6.2) we know that for p ∈ ∪1≤l≤NPn+l, the balls B(p, ηhp/C5) are disjoint.
Using the claim and doubling property (Proposition 5.15),
µ(∪Nl=1Dn+l) ≥
∑
p∈∪1≤l≤NPn+l
µ(B(p, ηhp/C5))
≥c15
∑
p∈∪1≤l≤NPn+l
µ(B(p,C ′hn)) ≥ c15µ(A′n ∩ ΛΓ) = µ(A′n),
finishing the proof.
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Proof of Proposition 6.3. We will prove the following statement and Proposition 6.3 is a
direct consequence of this: for η sufficiently small, there exist N and c0 > 0 depending on η
such that
µ(∪Nl=1Dn+l) ≥ c0µ(Ωn).
Recall that c11, c13 and c14 are the constants given in Lemma 6.32, 6.36 and 6.37 respectively.
We can take c13 small enough such that c13 < c11 and c13 + c14 < 1. Write tn =
µ(An)
µ(Bn)
, which
makes sense even µ(Bn) = 0. Then by Lemma 6.29, 6.32, 6.37, and 6.36
tn+1 =
µ(An+1)
µ(Bn+1)
=
µ(An) + µ(Bn ∩An+1)− µ(An ∩ (Dn+1 ∪Bn+1))
µ(Bn)− µ(Bn ∩An+1) + µ(An ∩Bn+1)
≥ µ(An) + c11µ(Bn)− (c14µ(An) + c13µ(Ωn))
µ(Bn)− c11µ(Bn) + (c14µ(An) + c13µ(Ωn)) =
tn − (c14 + c13)tn + (c11 − c13)
1 + (c14 + c13)tn − (c11 − c13) = f(tn).
Here f is fractional function and of the form f(t) = a1t+a2b1t+b2 with ai, bi > 0, which is a convex
function. Hence
inf
t∈R+
f(t) ≥ min{a1
b1
,
a2
b2
} = min{1− (c14 + c13)
c14 + c13
,
c11 − c13
1− (c11 − c13)} = q(c13).
By tn > 0, there is a uniform lower bound of tn for all n ∈ N.
Then use Lemma 6.39 to obtain the desired statement:
µ(∪Nl=1Dn+l) ≥ c15µ(A′n) ≥ c15(µ(An)− µ(Ω′n))
≥c15(µ(An)− c13µ(Ωn)) = c15( tn
1 + tn
− c13)µ(Ωn).
If c13 is small enough, then
tn
1+tn
≥ q(c13)1+q(c13) > c13. Then we can fix a small η in Lemma 6.36
such that c13 satisfies these restriction.
6.6 Exponential tail
For one cusp case, we have described how to construct the countable collection of disjoint
open subsets in ∆0 and the expanding map in Section 6.1. When there are multi cusps, the
coding is constructed in two steps and we describe the first step here and finish the rest in
Section 6.7.
Suppose that there are j cusps. For each cusp, we apply the construction in Section 6.1
to the group Γi = giΓg
−1
i and the region gi∆pi. In particular, we have Proposition 6.3 holds
for gi∆pi . Mapping this construction back to ∆pi by g
−1
i and putting the construction for each
cusp together, we have: there is a countable collection of disjoint open subsets ⊔i,k∆pi,k in
∆(= ⊔i∆pi) and an expanding map T0 : ⊔i,k∆pi,k → ∆ such that
• ∑i,k µ(∆pi,k) = µ(∆).
• For each ∆pi,k, it is a subset in ∆pi. The expanding map T0 maps ∆pi,k to some ∆pl and
there is an element γ0 ∈ Γ such that ∆pi,k = γ0∆pl and T0 = γ−10 on ∆pi,k. Denote by H0
the set of inverse branches of T0.
For an element γ0 in H0, if γ0 maps ∆pl into some ∆pi,k, then we define
|γ′0|∞ = sup
x∈∆pl
|γ′0(x)|. (6.42)
The infinity norm of the derivative of a composition map is defined similarly. We prove the
following.
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Lemma 6.43. There exists ǫ > 0 such that∑
γ0∈H0
|γ′0|δ−ǫ∞ <∞. (6.44)
For one cusp case, this gives the exponential tail (4.2). When there are multi cusps, (6.44)
can be understood as that the map T0 satisfies the exponential tail property.
We start the proof of Lemma 6.43 with the following result. Denote by ∪nPn the set of
“good parabolic fixed points” which appear in the first step of the construction of the coding
for multi cusp case and are defined similarly as (6.1).
Lemma 6.45. There exists C > 0 such that for any parabolic fixed point p = γpi ∈ ∆0 ∩∪nPn,
we have for any ǫ ∈ (0, δ − k/2),∑
γ1∈Np
|(γγ1)′|δ−ǫ∞ ≤ C(2δ − k − 2ǫ)−1h−ǫp η−2ǫµ(Jp),
where k is the rank of the parabolic fixed point p and Np is defined in (5.34).
Proof. We first consider the case when p = γ∞. By Lemma 5.3, we have for every x ∈ ∆0 and
every γ1 ∈ Np,
|(γγ1)′(x)| = |γ′(γ1x)| = hp
d(γ1x, xγ)2
.
As ∪γ1∈Npγ1∆0 ⊂ B(xγ , 1/η)c where xγ = γ−1∞, we use general polar coordinates to obtain
∑
γ1∈Np
|(γγ1)′|δ−ǫ∞ ≪ hδ−ǫp
∑
γ1∈Np
1
d(γ1∆0, xγ)2δ−2ǫ
≪ h
δ−ǫ
p η
2δ−2ǫ−k
2δ − 2ǫ− k . (6.46)
Meanwhile, by the quasi-invariance of PS measure and (2.1), we have for every γ1 ∈ Np
µ(γγ1∆0) =
∫
x∈∆0
|(γγ1)′(x)|δSndµ(x) ≈
∫
x∈∆0
|(γγ1)′(x)|δdµ(x) ≈
µ(∆0)h
δ
p
d(γ1∆0, xγ)2δ
.
Therefore,
µ(∪γ1∈Npγγ1∆0)≫ µ(∆0)hδp
∑
γ1∈Np
1
d(γ1∆0, xγ)2δ
≫ h
δ
pη
2δ−k
2δ − k . (6.47)
Hence (6.46) and (6.47) together yield the statement for the case when p = γ∞.
For the general case when p = γpi with gipi = ∞. Note that for every γ1 ∈ Np, we have
γγ1 = g
−1
i (giγγ1g
−1
i )gi. Hence by Lemma 5.12 and 5.13
hgip ≈ hp, |(γγ1)′|∞ = sup
x∈∆pi
|(γγ1)′(x)| ≈ sup
x∈gi∆pi
|(giγγ1g−1i )′(x)| = |(giγγ1g−1i )′|∞.
Write Γi = giΓg
−1
i . Using (5.14), we obtain
µ(γγ1∆pi) ≈ µΓi(giγγ1g−1i (gi∆pi)).
We have xgip = (giγg
−1
i )
−1∞ ∈ gi∆pi . Because gip = giγg−1i ∞ and giγ1g−1i (gi∆pi) ⊂ B(xgip, 1/η)
for any γ1 ∈ Np, we are able to compare
∑
γ1
|(giγγ1g−1i )′|∞ with µΓi(∪γ1giγγ1g−1i (gi∆pi)) as
above and this will prove Lemma 6.45 for the general case.
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Proof of Lemma 6.43. We only need to sum the inverse branches in H0 whose images are in
∆0. For a general inverse branches whose image is in ∆pj , we consider the group gjΓg
−1
j and
the inequality can be proved in the same fashion. By Lemma 6.45 and Proposition 6.3, for any
sufficiently small ǫ ∈ (0, 1),∑
n∈N
∑
p=γpi∈Pn∩∆0
∑
γ1∈Np
|(γγ1)′|δ−ǫ∞ ≪
∑
n∈N
∑
p∈Pn
µ(Jp)h
−ǫ
p η
−2ǫ
≤η−2ǫ
∑
n∈N
µ(Ωn)e
ǫ(n+1) ≤ η−2ǫ
∑
n≥N
(1− ǫ0)neǫ(n+1) + η−2ǫ
∑
n<N
µ(Ωn)e
ǫ(n+1).
By choosing an ǫ small enough such that (1− ǫ0)eǫ < 1, the above sum is finite.
6.7 Coding for multi cusps
We caution the readers that the symbol γ was used to denote a top representation in the
previous subsection but it will be used to denote an inverse branch here.
Without loss of generality, we may suppose that T0 is irreducible, which means there doesn’t
exist a nonempty subset of I1 ( {1, · · · , j} such that
T0(∪i∈I1∆pi) ⊂ ∪i∈I1∆pi .
Otherwise, we can restrict T0 to this subcollection and consider the restriction of T0 on it.
For multi cusp case, we use T0 to construct the countable collection of disjoint open subsets
⊔k∆k and the expanding map T : ⊔k∆k → ∆0 in Proposition 4.1. For x ∈ ∆0 = ∆p1 , define the
first return time
n(x) = inf{n ∈ N : T n0 (x) ∈ ∆p1}.
Set n(x) = ∞ if T n0 (x) doesn’t come back to ∆p1 for all n ∈ N or T n0 (x) lies outside of the
domain of definition of T0 for some n. The expanding map T is given by
T (x) = T
n(x)
0 (x) for x such that n(x) <∞.
Recall that we have a countable collection of disjoint open subsets ⊔l,k∆pl,k and T0|∆pl,k = γ−1
for some γ−1 ∈ H0. As T is a composition of multiples of T0’s, we have
• either T (x) = γ−1x with γ ∈ H0 and γ : ∆p1 → ∆p1 ,
• or T (x) = γ−1n(x) · · · γ−11 x with γl ∈ H0 for l = 1, . . . , n(x), γ1 : ∆pk → ∆p1 for some k 6= 1
and γn(x) : ∆p1 → ∆pl for some l 6= 1.
The string γ−1n(x) · · · γ−11 gives an open subset γ1 · · · γn(x)∆p1 , which is an open subset for the
coding, and on this subset, T is given by γ−1n(x) · · · γ−11 .
To prove (1), (3) and (4) in Proposition 4.1, we start with a lemma similar to Lemma 4.8.
Define
Ui = g
−1
i B(gi∆pi , 1/(2η))
c for 1 ≤ i ≤ j.
Lemma 6.48. If γ is an inverse branch in H0 which maps ∆pi into ∆pl, then γ−1Ul ⊂ Ui.
Proof. As γpi ∈ ∆pl, the definition of Ul implies
glUl ⊂ B(glγpi, 1/(2η))c.
Because the maps gi’s are bi-Lipschitz (Lemma 5.13), we obtain
giUl ⊂ B(giγpi, 1)c = B(giγg−1i ∞, 1)c. (6.49)
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By Lemma 5.3, we have
(giγg
−1
i )
−1B(giγg−1i ∞, 1)c = B((giγg−1i )−1∞, hgiγg−1i ∞) ⊆ B((giγg
−1
i )
−1∞, 1). (6.50)
By (5.36), we obtain
d(gi∆pi , (giγg
−1
i )
−1∞) ≥ 1/η. (6.51)
Combining (6.49)-(6.51) together, we conclude that
giγ
−1Ul ⊂ B((giγg−1i )−1∞, 1) ⊂ B(gi∆pi, 1/(2η))c.
We prove Proposition 4.1 (1) and (4.2). The proof is to consider an induced map and reduce
the number of cusps by 1 at a time.
Let q = pj . Denote ∪1≤i≤j−1∆pi = ∆−∆q by X1 and for x ∈ X1, define
n1(x) = inf{n ∈ N : T n0 (x) ∈ X1}.
The map T1 is given by T1(x) = T
n1(x)
0 (x) for x such that n1(x) < ∞. Since T0 is irreducible,
this induced system is also irreducible on X1. Write
Hq := the set of the inverse branches of T0 which are from ∆q to ∆q,
Hp := the set of the inverse branches of T0 which are from X1 to X1,
Hpq := the set of the inverse branches of T0 which are from X1 to ∆q,
Hqp := the set of the inverse branches of T0 which are from ∆q to X1.
As T1 is a composition of multiples of T0’s, we have
• either T1(x) = γ−1x with γ ∈ Hp,
• or T1(x) = γ−1n1(x) · · · γ
−1
1 x with γ1 ∈ Hqp, γn1(x) ∈ Hpq and γl ∈ Hq for l = 2, . . . , n1(x)−1.
The string γ1 · · · γn1(x) is an inverse branch of T1. Set
H1 := the set of all inverse branches of T1,
Hnq := {γ1 · · · γn : γi ∈ Hq for 1 ≤ i ≤ n} for every n ∈ N.
Lemma 6.52. There exists C > 0 such that for every n ∈ N and for every γ ∈ Hnq , we have
|γ′(x)| ≥ |γ′|∞/C for any x ∈ ∆q.
Proof. We first notice that |γ′(x)| ≈ |(gjγg−1j )′(gjx)|. Write p = γpj . By Lemma 5.3, we have
|(gjγg−1j )′(y)| =
hgjp
d(y, gjγ−1pj)2
.
By Lemma 6.48, we have d(gj∆q, gjγ
−1pj) > 1/(2η). Then for every y ∈ gj∆pj = gj∆q, the
distance d(y, gjγ
−1pj) ∈ [d(gj∆q, gjγ−1pj)± diam(gj∆q)], which implies the lemma.
Lemma 6.53. There exist C > 0, ǫ > 0 such that for every l ∈ N∑
1≤k≤l, γk∈Hq
|(γ1 · · · γl)′|δ∞ < C(1− ǫ)l.
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Proof. Claim: there exists ǫ > 0 such that for every n ∈ N and for any h ∈ Hnq , we have∑
γ∈Hq
µ(hγ∆q) ≤ (1− ǫ)µ(h∆q). (6.54)
Proof of the claim: for measurable set E ⊂ ∆q, by Lemma 6.52
µ(hE) =
∫
E
|h′(x)|δSddµ(x) ≈
∫
E
|h′(x)|δdµ(x) ∈ µ(E)|h′|δ∞[1/C, 1]. (6.55)
Write F = ∪γ∈Hqγ∆q. Since T0 is irreducible, we have µ(F ) < µ(∆q). By (6.55)∑
γ∈Hq
µ(hγ∆q) = µ(hF ) ≤ |h′|∞µ(F ) = µ(F )
µ(∆q − F ) |h
′|∞µ(∆q − F ) ≤ C ′µ(h(∆q − F )).
So we have
(1 + 1/C ′)
∑
γ∈Hq
µ(hγ∆q) ≤ µ(hF ) + µ(h(∆q − F )) ≤ µ(h∆q).
Using (6.54), Lemma 6.52 and (6.55) with E = ∆q, we obtain∑
1≤k≤l, γk∈Hq
|(γ1 · · · γl)′|δ∞ ≤ C
∑
1≤k≤l, γk∈Hq
µ(γ1 · · · γl∆q)
≤C
∑
1≤k≤l−1, γk∈Hq
(1− ǫ)µ(γ1 · · · γl−1∆q) ≤ C(1− ǫ)l.
Proof of Proposition 4.1 (1) and (4.2). We first use Proposition 6.3, (6.44), Lemma 6.52
and 6.53 to prove that for the expanding map T1, we have
1. There exists ǫ1 > 0 such that ∑
γ∈H1
|γ′|δ−ǫ1∞ <∞, (6.56)
where |γ′|∞ is defined as in (6.42).
2. There exists ǫ > 0 such that for every n ∈ N,
µ({x ∈ X1 : n1(x) > n+ 1})≪ (1− ǫ)n. (6.57)
The second statement in particular implies that the map T1 is defined almost everywhere in
∆−∆q.
Due to Lemma 6.53, we can find a large l0 such that
∑
1≤k≤l0, γk∈Hq |(γ1 · · · γl0)′|δ∞ < 1.
Then using (6.44) and submultiplicativity |(γ1γ2)′|∞ ≤ |(γ1)′|∞|(γ2)′|∞, we obtain∑
1≤k≤l0, γk∈Hq
|(γ1 · · · γl0)′|δ−ǫ∞ <∞,
where ǫ > 0 is the constant given by (6.44). Hence we can find 0 < ǫ1 < ǫ small such that∑
1≤k≤l0, γk∈Hq
|(γ1 · · · γl0)′|δ−ǫ1∞ < 1.
Using submultiplicativity, we obtain constants C > 0, ρ < 1 such that for l ∈ N∑
1≤k≤l, γk∈Hq
|(γ1 · · · γl)′|δ−ǫ1∞ ≤ Cρl. (6.58)
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Denote
∑
γ∈H1 |γ′|δ−ǫ1∞ by Eq. For every inverse branch of T1, it can be uniquely decomposed
as γ0γ1 · · · γlγl+1 with γl+1 ∈ Hpq, γi ∈ Hq with i = 1, · · · l and γ0 ∈ Hqp. Using this expression
and submultiplicativity, we obtain
Eq ≤
∑
γ∈Hp
|γ′|δ−ǫ1∞ +
∑
l≥1
(
∑
γ0∈Hqp
|γ′0|δ−ǫ1∞ )(
∑
γl+1∈Hpq
|γ′l+1|δ−ǫ1∞ )(
∑
γi∈Hq ,1≤i≤l
|(γ1 · · · γl)′|δ−ǫ1∞ ). (6.59)
Therefore Ep is also finite due to (6.59), (6.58) and (6.44).
The set of x such that T n0 (x) is outside of domain of definition of T0 for some n has zero
PS measure by Proposition 6.3. We only need to consider the set of x such that T n0 (x) is in the
domain of definition for every n. If x ∈ X1 with n1(x) > n+ 1, then x must be in γ0γ1 · · · γn∆q
with γ0 ∈ Hqp and γi ∈ Hq for 1 ≤ i ≤ n. Therefore Lemma 6.53 implies
µ({x ∈ X1 : n1(x) > n+ 1}) ≤
∑
γ0∈Hqp
∑
γi∈Hq ,1≤i≤n
µ(γ0γ1 · · · γn∆q)
≤(
∑
γ0∈Hqp
|γ′0|δ∞)(
∑
γi∈Hq,1≤i≤n
|(γ1 · · · γn)′|δ∞)≪ (1− ǫ)n.
We keep reducing the number of cusps by considering the set X2 := X1 − ∆pj−1 and the
induced map T2 : X2 → X2 which is constructed similar to T1: in particular, the inverse
branches of T2 are compositions of elements in H1. Analogs of Lemma 6.52 and 6.53 for T2 and
the replacements of Proposition 6.3 and (6.44) are (6.57) and (6.56) respectively. Using these
three ingredients, we can show the properties like (6.56) and (6.57) also hold for T2. The proof
of Proposition 4.1(1) and (4.2) will be finished by repeating this.
Now, we will finish proving the rest of results for the coding except Lemma 4.5 (UNI).
Proof of Lemma 4.8. Take
Λ− = ΛΓ ∩ {|x| > 1/(2η)} = ΛΓ ∩ U1. (6.60)
The contracting map γ from ∆0 to ∆0 is a composition of maps in H0, so the inclusion follows
directly from Lemma 6.48. Write p = γ∞. By Lemma 5.3,
|(γ−1)′(x)|Sd =
hp
d(x, p)2
1 + |x|2
1 + |γ−1x|2 .
For x ∈ Λ−, as p = γ∞ ∈ ∆0, we have
1 + |x|2
d(x, p)2
≤ 1 + |x|
2
(|x| − diam(∆0))2 .
The right hand side of the inequality is around 1 as |x| ≥ 1/(2η). For γ−1x ∈ Λ−, we have
|γ−1x| ≥ 1/(2η). Hence |(γ−1)′(x)|Sd ≤ λ for some λ independent of γ.
Proof of Proposition 4.1 (3). By Lemma 5.3, we have
|γ′(x)| = hp
d(x, γ−1∞)2 .
By Lemma 4.8, we have γ−1∞ ∈ Λ−, which implies d(γ−1∞, x) ≥ 1/(2η). Hence
|γ′(x)| ≤ (2η)2hp ≤ 4η2.
Proof of Proposition 4.1 (4). We need the following lemma, which will also be needed
in later sections.
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Lemma 6.61. Let γ be any element in Γ which does not fix ∞. For any x ∈ ∆0 and any unit
vector e ∈ Rd, we have
∂e log |γ′(x)| = −2〈x− ξ, e〉|x− ξ|2
where ξ = γ−1∞.
Proof. It can be shown using Lemma 5.3 and elementary computation.
For γ ∈ H, Proposition 4.1 (4) can be deduced using Lemma 6.61 and the observation that
|γ−1∞| ≥ 1/(2η) (Lemma 4.8 and (6.60)) .
6.8 Verifying UNI
We prove Lemma 4.5 in this part. Let Γf be the semigroup generated by γ in H and Γb
be the semigroup generated by γ−1 with γ ∈ H. Let Λf and Λb be the limit set of Γf and
Γb on ∂Hd+1, that is the set of accumulation points of orbit Γfo and Γbo for some o ∈ Hd+1
respectively. It follows from the definition that the limit set Λf is Γf -invariant and Λb is Γb-
invariant. Due to [21, Proposition 3.19] (convergence property of Mo¨bius transformation), we
have that Λf is a Γf -minimal set and Λb is a Γb-minimal set.
Lemma 6.62. The limit set Λb is not contained in an affine subspace in Rd ∪ {∞} or a sphere
in Rd.
Proof. Let A be an affine subspace or a sphere with minimal dimension which contains Λb.
Because Λb is Γb invariant, the semigroup Γb must preserve A, so does the Zariski closure of Γb.
The Zariski closure of a semigroup is a group (see for example [12, Lemma 6.15]). The Zariski
closures of Γf and Γb are the same. Hence Γf also preserves A and Λf is in A. We claim:
µ(Λf ) = µ(ΛΓ ∩∆0) > 0. Then because Γ is Zariski dense, by [19, Corollary 1.4], we conclude
that µ(A) is non zero if and only if A = Rd, finishing the proof.
Proof of the claim: Let x be any point in ΛΓ ∩ ∆0 such that T nx ∈ ΛΓ ∩ ∆0 for every
n ∈ N. We can write x = γnT n(x) ∈ γn∆0 for some γn ∈ Hn. Fix any y ∈ Λf , it follows from
Proposition 4.1 (3) that d(γny, γnT
n(x))→ 0. So γny → x and x ∈ Λf . Due to Proposition 4.1
(1), the set of x’s such that T nx ∈ ΛΓ ∩∆0 for every n ∈ N is a conull set in ΛΓ ∩∆0. Hence
µ(Λf ) = µ(ΛΓ ∩∆0).
Lemma 6.63. For every x ∈ ΛΓ ∩∆0, there exist pairs of points (ξ1m, ξ2m), m = 1, · · · , kx in
the limit set Λb and ǫ
′
x > 0 such that for every unit vector e ∈ Rd there exists m,
|〈 x− ξ1m|x− ξ1m|2 −
x− ξ2m
|x− ξ2m|2 , e〉| > 2ǫ
′
x > 0.
Proof. The map invx : ξ 7→ x−ξ|x−ξ|2 is an inversion and this map is injective. If there exists a unit
vector e ∈ Rd such that
〈 x− ξ1|x− ξ1|2 −
x− ξ2
|x− ξ2|2 , e〉 = 0
for all ξ1, ξ2 in Λb, then invx(Λb) is contained in an affine subspace parallel to e
⊥. Hence Λb itself
is contained in an affine subspace in Rd∪{∞} or a sphere in Rd, which contradicts Lemma 6.62.
Therefore, for every unit vector e ∈ Rd, there exist ξ1, ξ2 in Λb such that
〈 x− ξ1|x− ξ1|2 −
x− ξ2
|x− ξ2|2 , e〉 6= 0.
We use continuity and compactness to finish the proof.
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Lemma 6.64. Let ξ be any point in Λb. For any ǫ2, ǫ3 > 0, there exists nξ ∈ N such that for
any n ≥ nξ, there exists γ in Hn satisfying
dSd(γ
−1∞, ξ) ≤ ǫ2, |γ′|∞ ≤ ǫ3.
Proof. Since Λb is Γb minimal, for any point ξ
′ ∈ Λ2, there exists a sequence {γ−1n } in Γb such
that γ−1n ξ′ converges to ξ and |γ′n|∞ tends to zero. By Lemma 4.8, we know that γ−1n Λ− also
converges to ξ. Hence we can always find a γ in Γf with |γ′|∞ ≤ ǫ3 and dSd(γ−1Λ−, ξ) ≤ ǫ2. Let
nξ be the unique number such that γ ∈ Hnξ .
For any γ1 ∈ ∪n≥1Hn, we have |(γ1γ)′|∞ ≤ |γ′1|∞|γ′|∞ ≤ |γ′|∞ and
dSd((γ1γ)
−1∞, ξ) = dSd(γ−1(γ−11 ∞), ξ) ≤ dSd(γ−1Λ−, ξ) ≤ ǫ2.
Therefore, for any m = nξ + n, choose any γ1 ∈ Hn and then γ1γ ∈ Hm and it satisfies
Lemma 6.64.
Combining the above two lemmas, by Lemma 6.61 and the formula Rn(γx) = − log |γ′(x)|
for γ ∈ Hn, we have
|∂e(Rn ◦ γ1m −Rn ◦ γ2m)(y)| = |〈 y − γ
−1
1m∞
|y − γ−11m∞|2
− y − γ
−1
2m∞
|y − γ−12m∞|2
, e〉|.
Using this expression, Lemma 6.63, 6.64 and continuity, we obtain
Lemma 6.65. For every x ∈ ΛΓ ∩ ∆0, there exist ǫx, ǫ′x > 0 such that for any ǫ3 > 0, there
exists nx ∈ N such that the following holds for any n ≥ nx. There exist kx ∈ N, γim ∈ Hn with
i = 1, 2 and m = 1, . . . , kx satisfying
• |γ′im| < ǫ3 for every i = 1, 2 and m = 1, . . . , kx.
• for any unit vector e ∈ Rd, there exists m ∈ {1, . . . , kx} such that for any y ∈ B(x, ǫx),
|∂e(Rn ◦ γ1m −Rn ◦ γ2m)(y)| ≥ ǫ′x > 0.
Proof of Lemma 4.5. For every x ∈ ΛΓ ∩ ∆0, we apply Lemma 6.65 to x and get two con-
stants ǫx, ǫ
′
x > 0. Since ΛΓ ∩ ∆0 is compact, we can find a finite set {x1, · · · , xl} such that
∪B(xj, ǫxj/2) ⊃ ΛΓ ∩ ∆0. Let ǫ0 = inf{ǫ′xj} and r = inf{ǫxj/2}. Take ǫ3 = ǫ0/C and
n0 ≥ sup1≤j≤l{nxj}. Fix any n ≥ n0. Then for every xj, there exists a finite set {γim} in
Hn satisfying results in Lemma 6.65. We put all these γim’s together and this is the finite set in
Hn described in Lemma 4.5. For any x ∈ ΛΓ ∩∆0, it is contained in some B(xj , ǫxj/2). Then
B(x, r) ⊂ B(xj, ǫxj ). The family {γim} for xj will satisfy nonvanishing condition on B(x, r),
that is for every unit vector e ∈ Rd there exists m such that for any y ∈ B(x, r)
|∂e(Rn0 ◦ γ1m −Rn0 ◦ γ2m)(y)| ≥ ǫ0 > 0.
Finally, the inequality |Dτim|∞ ≤ C2 is due to (4.4).
7 Spectral gap and Dolgopyat-type spectral estimate
In this section, we prove a Dolgopyat-type spectral estimate and the main result is Proposi-
tion 7.3. Our argument is influenced by the one in [1, 2, 5, 17, 28, 40] and there is some technical
variation in the current setting. The proof involves proving a cancellation lemma (Lemma 7.14)
and using it to obtain L2 contraction. The rough idea is as follows. Denote the set ∆0 ∩ ΛΓ by
Λ0. With the UNI property (Lemma 4.5) available, for each ball B(y, r) with y ∈ Λ0, one uses
the doubling property of the PS measure to find a point x ∈ B(y, r)∩Λ0 such that cancellation
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happens on B(x, r′). Then, to run the classical argument, one needs to find finitely many such
pairwise disjoint balls B(xi, r
′)’s contained in ∆0 such that ⊔B(xi,Dr′) covers ∆0 for some
D > 1. The difficulty lies in that the balls B(xi, r)’s are produced using PS measure so the
position of B(xi, r
′)’s is in some sense random and some B(xi, r′) may not be fully contained in
∆0. To overcome this, we find B(xi, r
′)’s which only cover a subset of ∆0 and divide the proof
of Proposition 7.3 into the cases when the iteration is small and when the iteration is large.
7.1 Twisted transfer operators
For s ∈ C, let Ls be the twisted transfer operator defined by
Ls(u)(x) =
∑
γ∈H
|γ′(x)|δ+su(γx). (7.1)
For u : ∆0 → C, define
‖u‖Lip = max{|u|∞, |u|Lip},
where |u|Lip = supx 6=y |u(x) − u(y)|/d(x, y), where d(·, ·) is the Euclidean distance. Denote by
Lip(∆0) the space of functions u : ∆0 → C with ‖u‖Lip < ∞. We also introduce a family of
equivalent norms on Lip(∆0):
‖u‖b = max{|u|∞, |u|Lip/(1 + |b|)}, b ∈ R.
With Proposition 4.1 available, we obtain the following lemma by a verbatim of the proof
of [1, Proposition 2.5].
Lemma 7.2. Write s = σ + ib. The family s 7→ Ls of operators on Lip(∆0) is continuous on
{s ∈ C : σ > −ǫo}, where ǫo is given as in Proposition 4.1 (4). Moreover, sup|σ|<ǫo‖Ls‖b <∞.
Define the PS measure µE on ∆0 with respect to the Euclidean metric by
dµE(x) = (1 + |x|2)δdµ(x).
Using the quasi-invariance of the PS measure µ, we obtain that the operator L0 preserves the
measure µE by a straightforward computation. Our main result of Dolgopyat argument is the
following L2 contracting proposition.
Proposition 7.3. There exist C > 0, β < 1, ǫ > 0 and b0 > 0 such that for all v in Lip(∆0),
m ∈ N and s = σ + ib with |σ| ≤ ǫ and |b| > b0, we have∫
|Lms v|2dµE ≤ Cβm‖v‖2b .
The proof will be given at the end of Section 7.5.
Recall that ν is the unique T -invariant ergodic probability measure on ∆0 ∩ ΛΓ which is
absolutely continuous with respect to the PS measure µ with a positive Lipschitz density function
f¯0. So ν is also absolutely continuous with respect to µE with a positive Lipschitz density
function f0. Based on these, it is a classical result that the operator L0 acts on Lip(∆0) and has
a spectral gap and a simple isolated eigenvalue at 1 with f0 the corresponding eigenfunction.
For σ ∈ R close enough to 0, Lσ acting on Lip(∆0) is a continuous perturbation of L0 (see
Lemma 7.2). Hence, it has a unique eigenvalue λσ close to 1, and the corresponding eigenfunction
fσ (normalized so that
∫
fσ = 1) belongs to Lip(∆0), strictly positive, and tends to f0 in Lip(∆0)
as σ → 0. Choose a sufficiently small ǫ ∈ (0, ǫo) such that for σ ∈ (−ǫ, ǫ), fσ is well defined and
1/2 ≤ λσ ≤ 2, f0/2 ≤ fσ ≤ 2f0, |f0|Lip/2 ≤ |fσ|Lip ≤ 2|f0|Lip.
For s = σ + ib with |σ| < ǫ and b ∈ R, define a modified transfer operator L˜s by
L˜s(u) = (λσfσ)
−1Ls(fσu). (7.4)
It satisfies L˜σ1 = 1, and |L˜su| ≤ L˜σ|u|.
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Lemma 7.5 (Lasota-Yorke inequality). There is a constant C16 > 1 such that
|L˜ns v|Lip ≤ C16(1 + |b|)|v|∞ + C16λn|v|Lip (7.6)
holds for any s = σ + ib with |σ| < ǫ, and all n ≥ 1, v ∈ Lip(∆0), where λ is given as in
Proposition 4.1.
The proof of this lemma is a verbatim of proof of [1, Lemma 2.7]. The following lemma can
be deduced from Lemma 7.5 by a straightforward computation.
Lemma 7.7. We have ‖L˜ns ‖b ≤ 2C16 for all s = σ + ib with |σ| < ǫ and all n ≥ 1.
7.2 Cancellation lemma
The main result of this subsection is the cancellation lemma (Lemma 7.14) and the proof
is inspired by the proof of analogous results in [28] and [40]. We start with detailing all the
constants.
Let C17 be the constant which will be specified in (7.28). We define the cone
Definition 7.8. For b ∈ R, let
Cb ={(u, v) : u, v ∈ Lip(∆0), u > 0, 0 ≤ |v| ≤ u, | log u|Lip ≤ C17|b|,
|v(x)− v(y)| ≤ C17|b|u(y)d(x, y) for all x, y ∈ ∆0}.
Let r > 0 and ǫ0 > 0 be the same constants as the ones in Lemma 4.5. We apply Lemma 4.5
with C = 16C17. Let n0 be a sufficiently large integer which satisfies Lemma 4.5 and the
inequality
λn0C17(1 + diam(∆0)) ≤ 1. (7.9)
Let γmj , with m = 1, 2, j = 1, . . . , j0 be the inverse branches given by Lemma 4.5.
Let k ∈ N be such that
kǫ0 > 16(C2 + ǫ0), (7.10)
where C2 is given in (4.3).
Note that the measure ν is absolutely continuous with respect to the PS measure µ. Let
D > 0 be such that for all x ∈ ΛΓ ∩∆0 and r′ ≤ 1/C3 with C3 given in Proposition 5.15
ν(B(x,Dr′)) > ν(B(x, (k + 2)r′)). (7.11)
Let ǫ2 > 0 be such that
(2C17ǫ2 + 1/4)e
2C17ǫ2 ≤ 3/4. (7.12)
Let ǫ3 > 0 be such that
ǫ3(D + 2) < min{ǫ2, r, 1/C3}, ǫ3(D + 2)(C2 + ǫ0) < 3π/2, ǫ3kǫ0 < π. (7.13)
Recall the notation τmj introduced in Lemma 4.5. For s = σ + ib ∈ C, define
As,γmj (v)(x) = e
(s+δ)τmj (x)fσ(γmjx)v(γmjx).
Lemma 7.14. There exists 0 < η0 < 1 such that the following holds. For s = σ + ib with
|σ| ≤ ǫ, |b| > 1, for (u, v) ∈ Cb, and for any y ∈ Λ0, there exists x ∈ B(y, ǫ3D/|b|) ∩ ΛΓ such
that we have the following: there exists j ∈ {1, . . . , j0} such that one of the following inequalities
holds on B(x, ǫ3/|b|):
type γ1j : |As,γ1j (v) +As,γ2j (v)| ≤ η0Aσ,γ1j (u) +Aσ,γ2j (u),
type γ2j : |As,γ1j (v) +As,γ2j (v)| ≤ Aσ,γ1j (u) + η0Aσ,γ2j (u).
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We first prove a quick estimate.
Lemma 7.15. Let ǫ2 be the constant defined in (7.12). For any |b| > 1, for (u, v) ∈ Cb and for
a ball Z of radius ǫ2/|b|, we have
1. infZ u ≥ e−2C17ǫ2 supZ u;
2. either |v| ≤ 34u for all x ∈ Z or |v| ≥ 14u for all x ∈ Z.
Proof. The first inequality due to | log u(x)− log u(y)| ≤ C17|b||x− y| for every x, y ∈ ∆0.
Suppose there exists x0 ∈ Z such that |v(x0)| ≤ 14u(x0). Then
|v(x)| ≤ |v(x) − v(x0)|+ 1
4
u(x0) ≤ C17|x− x0||b| sup
Z
u+
1
4
sup
Z
u
≤ (2C17ǫ2 + 1
4
) sup
Z
u ≤ (2C17ǫ2 + 1
4
)e2C17ǫ2 inf
Z
u ≤ 3
4
u(x).
Proof of Lemma 7.14. It follows (7.11) that there exists x0 ∈ (B(y, ǫ3D/|b|)−B(y, (k+2)ǫ3/|b|))∩
ΛΓ. Let B1 = B(y, ǫ3/|b|), B2 = B(x0, ǫ3/|b|) and Bˆ the smallest ball containing B1 ∪ B2. For
all x ∈ B1, x′ ∈ B2, we have
d(x, x′) ∈ ǫ3
b
[k,D + 2]. (7.16)
In view of (7.13), the radius of Bˆ is smaller than ǫ2/|b| and it is contained in B(y, r). Let
e0 = (y − x0)/|y − x0|.
By Lemma 4.5 for the point y there exists j in {1, · · · , j0} such that (4.6) holds for B(y, r)
with e = e0. From now on, j is fixed, so we abbreviate (γ1j , γ2j) to (γ1, γ2) and (τ1j , τ2j) to
(τ1, τ2).
Due to |γ′m|∞ ≤ λ ≤ 1, the radius of γmBˆ is smaller than ǫ2/|b|. So we can apply Lemma 7.15
to γmBˆ and we have that either |v(γmx)| ≥ 14u(γmx) for all x ∈ Bˆ or |v(γmx)| ≤ 34u(γmx) for
all x ∈ Bˆ. Suppose that
|v(γmx)| ≤ 3
4
u(γmx)
holds for some m ∈ {1, 2} for all x ∈ Bˆ. Then Lemma 7.14 can be proved by a straightforward
computation.
Suppose that for x ∈ Bˆ and m = 1, 2
|v(γmx)| ≥ 1
4
u(γmx). (7.17)
Claim: Under the assumption of (7.17), there exists C18 > 0 independent of b and (u, v)
such that for l ∈ {1, 2}, we have
either
∣∣∣∣As,γ1(v)As,γ2(v)
∣∣∣∣ ≤ C18 for all x ∈ Bl or ∣∣∣∣As,γ2(v)As,γ1(v)
∣∣∣∣ ≤ C18 for all x ∈ Bl. (7.18)
Proof of the claim. Fix any x0 ∈ ∆0. Due to |τ ′m|∞ ≤ C2 (see (4.4)), we have for any x ∈ Bˆ,
|τ1(x)− τ2(x)| ≤ |τ1(x0)− τ2(x0)|+ 2C2|x− x0|.
Hence there exists a constant C(τ1, τ2) depending on τ1, τ2 such that∣∣∣∣As,γ1(v)As,γ2(v)
∣∣∣∣ ≤ C(τ1, τ2)fσ(γ1x)u(γ1x)fσ(γ2x)u(γ2x) .
For the middle term,
fσ(γ1x)
fσ(γ2x)
≤ 4sup f0
inf f0
.
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Since the radius of γ2Bl is less than ǫ2/|b|, using Lemma 7.15, we have for every x in Bl
u(γ1x)
u(γ2x)
≤ supBl u(γ1)
infBl u(γ2)
≤ e2C17ǫ2 supBl u(γ1)
supBl u(γ2)
.
Putting these together, we have ∣∣∣∣As,γ1(v)As,γ2(v)
∣∣∣∣ ≤ C18 supBl u(γ1)supBl u(γ2)
where C18 = 4C(τ1, τ2)e
2C17ǫ2 sup f0
inf f0
. We have a similar inequality for
∣∣∣As,γ2 (v)As,γ1 (v) ∣∣∣. Note that either
supBl
u(γ1)
supBl
u(γ2)
≤ 1 or supBl u(γ2)supBl u(γ1) ≤ 1. The proof of the claim finishes .
Now we start to compute the angle and our definitions are only for x ∈ Bˆ. The function
arg(v(γmx)) is well defined because |v(γmx)| ≥ u(γmx)/4 > 0. Let
Θ(x) = b(τ1(x)− τ2(x)), V (x) = arg(v(γ1x))− arg(v(γ2x)),
and let
Φ(x) = Θ(x) + V (x).
We apply Lemma 4.5 to Bˆ and obtain that for x ∈ Bˆ,
|∂e0Θ(x)| ≥ |b|ǫ0, |Θ′(x)| ≤ |b|C2.
For the angle function, by (7.17) and (4.7), we have for i ∈ {1, 2} and x, x′ ∈ Bˆ
| arg v(γix)− arg v(γix′)| = | Im(log v(γix)− log v(γix′))| ≤ |v(γix)− v(γix
′)|
|v(γix)|
≤ C17|b|u(γix)|γix− γix
′|
|v(γix)| ≤ |b|ǫ0|x− x
′|/4.
This implies that for x, x′ ∈ Bˆ
|V (x)− V (x′)| ≤ |b|ǫ0|x− x′|/2.
Combining the estimates for Θ and V , we obtain for x, x′ ∈ Bˆ
|Φ(x)− Φ(x′)| ≤ b(C2 + ǫ0)|x− x′|, (7.19)
and for x, x+ te0 ∈ Bˆ with t ∈ R+,
|Φ(x)− Φ(x+ te0)| ≥ bǫ0t/2.
Hence for x1 = y, x2 = x0 which are the centers of B1 and B2 respectively, by (7.16),
|Φ(x1)− Φ(x2)| ∈ ǫ3[kǫ0/2, (D + 2)(C2 + ǫ0)]. (7.20)
Let ǫ4 = ǫ3kǫ0/8. We claim that there exists l ∈ {1, 2} such that
d(Φ(xl), 2πZ) > ǫ4. (7.21)
If not so, then both the distance from Φ(x1) to 2πZ and that from Φ(x2) to 2πZ are less than
ǫ4. By (7.20) and (7.13)
|Φ(x1)− Φ(x2)| ≤ ǫ3(D + 2)(C2 + ǫ0) ≤ 3π/2 < 2π − 2ǫ4.
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Hence Φ(x1),Φ(x2) are in a ball (2nπ − ǫ4, 2nπ + ǫ4) with n ∈ Z. This implies that
|Φ(x1)− Φ(x2)| ≤ 2ǫ4 = ǫ3kǫ0/4,
contradicting with (7.20).
Without loss of generality, we may assume (7.21) holds for x1. For any x in the ball B1, by
(7.19) and (7.10)
|Φ(x)− Φ(xl)| ≤ (C2 + ǫ0)ǫ3 ≤ kǫ3ǫ0/16 = ǫ4/2.
Combined with (7.21), we have
d(Φ(x), 2πZ) ≥ ǫ4/2. (7.22)
In conclusion, there exists l ∈ {1, 2} such that for all x ∈ Bl, d(Φ(x), 2πZ) > ǫ4/2 and (7.18)
holds. Without loss of generality, we may assume |As,γ1(v)(x)/As,γ2(v)(x)| ≤ C18 for all x ∈ Bl.
By an elementary inequality [28, Lemma 5.12], there exists 0 < η0 < 1 depending on ǫ4 and C18
such that on Bl
|As,γ1(v) +As,γ2(v)| ≤ η0|As,γ1(v)| + |As,γ2(v)| ≤ η0Aσ,γ1(u) +Aσ,γ2(u).
For b with |b| ≥ 1, let
∆b = {x ∈ ∆0| d(x, ∂∆0) > ǫ3(D + 1)|b| }. (7.23)
For any (u, v) ∈ Cb, We can find {xi}1≤i≤l0 ⊂ Λ0 := ΛΓ∩∆0 such that B(xi, ǫ3/|b|)’s are disjoint
balls contained in ∆0,
Λ0 ∩∆b ⊂ ∪1≤i≤l0B(xi, 2ǫ3D/|b|),
and on each B(xi, ǫ3/|b|) one of the 2j0 inequalities in Lemma 7.14 holds. In fact, suppose we
have already found some points xi’s but ∪B(xi, 2ǫ3D/|b|) don’t cover the set Λ0 ∩ ∆b. Then
for a point y ∈ Λ0 ∩ ∆b − ∪B(xi, 2ǫ3D/|b|), we apply Lemma 7.14 to y and obtain a point
x ∈ B(y, ǫ3D/|b|)∩Λ0 such that Lemma 7.14 holds onB(x, ǫ3/|b|). Moreover, the ball B(x, ǫ3/|b|)
is contained in ∆0 and it is disjoint from ∪B(xi, ǫ3/|b|).
Let Bi = B(xi, ǫ3/|b|) and B˜i = B(xi, ǫ3/(3|b|)) for i = 1, · · · , l0. Let η ∈ [η0, 1) and define
a C1 function χ : ∆0 → [η, 1] as follows: it equals 1 outside of ∪m,j,iγmjBi; for each Bi, if Bi is
of type γmj , let χ(γmj(y)) = η for y ∈ B˜i and χ ≡ 1 on other γm′j′Bi. We can choose η close to
1 and independent of b such that |χ′(x)| ≤ |b| for all x ∈ ∆0.
Corollary 7.24. Under the same assumptions as in Lemma 7.14, for (u, v) ∈ Cb and χ =
χ(b, u, v) a C1 function described as above, we have
|L˜n0s v| ≤ L˜n0σ (χu).
Define Ji = B(xi, 2ǫ3D/|b|) for i = 1, · · · , l0 and let B˜ = ∪B˜j.
Proposition 7.25. Suppose that w is a positive Lipschitz function with | logw(x)− logw(y)| ≤
K|b||x− y| for some K > 0. Then ∫
B˜
wdν ≥ ǫ4
∫
∆b
w dν, (7.26)
with ǫ4 = ǫ5e
−4ǫ3DK , where ǫ5 comes from doubling property only depending on D and ν.
Proof. Since ∪jJi covers ∆b, it is sufficient to prove for each i we have a similar inequality.
Due to hypothesis, we obtain infB˜i w ≥ e−4ǫ3DK supJi w. By doubling property, there exists ǫ5
depending on D such that
ν(B˜i) ≥ ǫ5ν(Ji).
Therefore ∫
B˜i
w dν ≥ ν(B˜i) inf
B˜i
w ≥ ǫ5ν(Ji)e−4ǫ3DK sup
Ji
w ≥ ǫ4
∫
Ji
w dν.
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7.3 Invariance of Cone Condition
We define the constants
C ′17 = 16(δ + ǫ)C2|f0|∞|f−10 |∞ + 16|f−10 |∞|f0|Lip + 4C2 + 2, (7.27)
C17 = max{8|f−10 |∞|f0|Lip + (δ + 3)C2 + 1 + 4|f0|∞|f−10 |∞C ′17, 6C16}. (7.28)
Lemma 7.29. Let C17 > 0 be the constant defined in (7.28) and n0 be the constant defined in
(7.9). For s = σ + ib with |σ| < ǫ and |b| > 1, for (u, v) ∈ Cb, we have
(L˜n0σ (χu), L˜
n0
s v) ∈ Cb, (7.30)
where χ = χ(b, u, v) is the same as the one in Corollary 7.24.
The proof is a verbatim of the proof of [1, Lemma 2.12].
7.4 L2 contraction for bounded iterations
In this part, we will prove Proposition 7.3 for the case whenm bounded by log |b|. Compared
with [2], where they can finish the proof of an analog of Proposition 7.3 at this stage, we have
the difficulty about the boundary. More precisely, Proposition 7.25 is one of the ingredients to
obtain Proposition 7.3. Now the integration region of the right hand side of (7.26) is ∆b, which
is smaller than ∆0, so it just enables us to obtain L
2 contraction for bounded iterations. For
large iteration, we will use a Lipschitz contraction lemma (Lemma 7.39) to obtain L2 contraction
in the next subsection.
Lemma 7.31. For |b| > 1 and v ∈ Lip(∆0), if |v|Lip ≥ C17|b||v|∞, then
‖L˜n0s v‖b ≤
9
10
‖v‖b.
Proof. We have
|L˜n0s v|∞ ≤ |v|∞ ≤
1
C17|b| |v|Lip ≤
2
C17
‖v‖b.
By Lemma 7.5, we obtain
|L˜n0s v|Lip ≤ C16(1 + |b|)|v|∞ + C16λn0 |v|Lip ≤ (1 + |b|)(
C16(1 + |b|)
C17|b| +C16λ
n0)‖v‖b.
The proof is complete by using the inequalities C17 ≥ 6C16 and λn0C17 ≤ 1.
Lemma 7.32. There exist C19 > 0 and β < 1 such that for all s = σ + ib with |σ| < ǫ and |b|
large enough and m ≤ [C19 log |b|] ∫
|L˜mn0s v|2dν ≤ βm‖v‖2b . (7.33)
Proof. If for all 0 ≤ p ≤ m− 1, we have |L˜pn0s v|Lip ≥ C17|b||L˜pn0s v|∞, then by Lemma 7.31,∫
|L˜mn0s v|2dν ≤ ‖L˜mn0s v‖2b ≤ (
9
10
)m‖v‖2b .
Otherwise, suppose p is the smallest integer such that |L˜pn0s v|Lip ≤ C17|b||L˜pn0s v|∞. We
consider v′ = L˜pn0s v. Then Lemma 7.31 implies ‖v′‖b ≤ ( 910 )p‖v‖b. We only need to show that∫
|L˜(m−p)n0s v′|2dν ≤ βm−p‖v′‖2b .
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We reduce to the case when p = 0, that is |v|Lip ≤ C17|b||v|∞. Define u0 ≡ 1, v0 = v/|v|∞ and
induitively,
um+1 = L˜
n0
σ (χmum), vm+1 = L˜
n0
s (vm),
where χm = χ(b, um, vm). It is immediate that (u0, v0) ∈ Cb, and it follows from Lemma 7.29
that (um, vm) ∈ Cb for all m. Hence in particular the χm’s are well defined.
We will show that there exist β1 ∈ (0, 1), κ > 0 and C > 0 such that for all m∫
u2m+1dν ≤ β1
∫
u2mdν + C|b|−κ. (7.34)
Then note that
|L˜mn0s v| = |v|∞|L˜mn0s v0| = |v|∞|vm| ≤ |v|∞um.
As a result,∫
|L˜mn0s v|2dν ≤ |v|2∞
∫
u2mdν ≤ |v|2∞(βm1
∫
u20dν+C|b|−κ
∑
0≤l≤m−1
βl1) ≤ (βm1 +C|b|−κ/(1−β1))|v|2∞.
We can find C19 > 0 and β < 1 such that for any large enough |b|, (7.33) holds for all m ≤
[C19 log |b|].
Now we prove (7.34). By definition
um+1(x) = λ
−n0
σ f
−1
σ (x)
∑
γ∈Hn0
|γ′(x)|δ+σfσ(γx)χm(γx)um(γx)
= λ−n0σ f
−1
σ (x)
∑
γ∈Hn0
(
|γ′(x)|δ/2f1/2σ (γx)um(γx)
) (
|γ′(x)|δ/2+σf1/2σ (γx)χm(γx)
)
,
so by Cauchy-Schwarz
u2m+1(x) ≤(λ−n0σ fσ(x))−2
 ∑
γ∈Hn0
|γ′(x)|δfσ(γx)u2m(γx)
 ∑
γ∈Hn0
|γ′(x)|δ+2σfσ(γx)χ2m(γx)

≤ξ(σ)L˜n00 (u2m)L˜n02σ(χ2m)
where (noting that λ0 = 1)
ξ(σ) = (λ−2σ λ2σ)
n0
∣∣∣∣ f0fσ
∣∣∣∣
∞
∣∣∣∣f2σfσ
∣∣∣∣
∞
∣∣∣∣fσf0
∣∣∣∣
∞
∣∣∣∣ fσf2σ
∣∣∣∣
∞
.
As in Proposition 7.25, we write ∆0 = B˜ ⊔ B˜c. Let Hc be the set of inverse branches given by
Lemma 4.5. If y ∈ B˜, then there exists γi ∈ Hc such that
(L˜n02σχ
2
m)(y) ≤λ−n02σ f2σ(y)−1
η2|γ′i(y)|δ+2σf2σ(γiy) + ∑
γ∈Hn0\{γi}
|γ′(y)|δ+2σf2σ(y)χ2m(γy)

=(L˜n02σ1)(y)− (1− η2)λ−n02σ f2σ(y)−1|γ′i(y)|δ+2σf2σ(γiy)
≤1− (1− η2)2−(n0+2) inf f0 · |f0|−1∞ · inf{γi∈Hc} |γ
′
i|δ+2σ = η1 < 1,
In this way we obtain that there exists η1 < 1 such that
u2m+1(y) ≤
{
ξ(σ)η1(L˜
n0
0 u
2
m)(y), y ∈ B˜,
ξ(σ)(L˜n00 u
2
m)(y), y ∈ B˜c.
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Since (um, vm) ∈ Cb, it follows in particular that | log um|Lip ≤ C17|b|. Hence by (7.9),
u2m(γx)/u
2
m(γy) ≤ exp(2C17λn0 |b|d(x, y)) ≤ exp(2|b|d(x, y)).
Let w = L˜n00 (u
2
m). Then
w(x)
w(y)
=
f0(y)
∑
γ∈Hn0 |γ′(x)|δf0(γx)u2m(γx)
f0(x)
∑
γ∈Hn0 |γ′(y)|δf0(γy)u2m(γy)
≤ exp ((2|f−10 |∞|f0|Lip + δC2 + 2|b|) d(x, y)) .
Hence | logw|Lip ≤ K|b| with K = 2|f−10 |∞|f0|Lip + 2C2 + 2. Using Proposition 7.25, we have
(1− η1)
∫
B˜
wdν ≥ ǫ4(1− η1)
∫
∆b
wdν.
Setting β′ = 1− ǫ4(1− η1), we can further write
η1
∫
B˜
wdν +
∫
∆b−B˜
wdν ≤ β′
∫
∆b
wdν ≤ β′
∫
∆0
wdν.
Hence ∫
∆b
u2m+1dν ≤ξ(σ)
(
η1
∫
B˜
L˜n00 (u
2
m)dν +
∫
∆b−B˜
L˜n00 (u
2
m)dν
)
≤ξ(σ)β′
∫
∆0
L˜n00 (u
2
m)dν = ξ(σ)β
′
∫
∆0
u2mdν. (7.35)
By (5.28), (7.23) and |um+1| ≤ 1,∫
∆b−∆0
u2m+1dν ≤ ν(∆0 −∆b) ≤ C|b|−κ. (7.36)
Finally we can shrink ǫ if necessary so that ξ(σ)β′ < 1 for |σ| < ǫ and then (7.35) and (7.36)
imply (7.34).
7.5 Proof of Proposition 7.3
Lemma 7.37. There exist ǫ ∈ (0, 1), τ ∈ (0, 1) and C20 > 0 such that for all s = σ + ib with
|σ| < ǫ, n ≥ 1 and v ∈ Lip(∆0), we have
|L˜ns v|2∞ ≤ C20(1 + |b|)τn|v|∞‖v‖b + C20Bn|v|∞
∫
|v|dν
where B > 1 is a constant depending on ǫ and it tends to 1 as ǫ→ 0.
Proof. We have
|L˜ns v(x)| ≤λ−nσ f−1σ (x)
∑
γ∈Hn
|γ′(x)|δ+σfσ(γx)|v|(γx)
=λ−nσ f
−1
σ (x)
∑
γ∈Hn
(
|γ′(x)|δ/2+σf1/2σ (γx)|v|1/2(γx)
)(
|γ′(x)|δ/2f1/2σ (γx)|v|1/2(γx)
)
.
Using Cauchy-Schwarz, we obtain
|L˜ns v(x)|2 ≤ (λ−2σ λ2σ)nξ(σ)L˜n2σ(|v|)(x) · L˜n0 (|v|)(x),
where ξ(σ) = |f0/fσ|∞|f2σ/fσ|∞|fσ/f0|∞|fσ/f2σ|∞ ≤ 64. Hence
|L˜ns v|2∞ ≤ 64Bn|v|∞|L˜n0 (|v|)|∞, (7.38)
49
where B > 1 is a constant depending on ǫ with B → 1 as ǫ→ 0.
Since L˜0 is a normalized transfer operator for the uniformly expanding map T , there exists
τ1 ∈ (0, 1) such that |L˜n0v|∞ ≤ Cτn1 ‖v‖Lip for all v ∈ Lip(∆0) with
∫
vdν = 0. (This is a
consequence of spectral gap of quasi-compact operator L˜0.) Hence by decomposing |v| into
(|v| − ∫ |v|dν) + ∫ |v|dν, we obtain
|L˜n0 (|v|)|∞ ≤ 2Cτn1 ‖v‖Lip +
∫
|v|dν.
Substituting into (7.38), we have
|L˜ns v|2∞ ≤ 128C(Bτ1)n(1 + |b|)|v|∞‖v‖b + 64Bn|v|∞
∫
|v|dν.
Finally, shrink ǫ if necessary so that τ = Bτ1 < 1.
Lemma 7.39. There exist C > 0, ǫ ∈ (0, 1), A > 0 and β ∈ (0, 1) such that
‖L˜mn0s v‖b ≤ Cβm‖v‖b
for all m ≥ A log |b|, s = σ + ib with |σ| < ǫ and |b| large enough, and all v ∈ Lip(∆0).
Proof. Let N = [C19 log |b|]n0. Using Lemma 7.37 for L˜Ns v and n = lN , Lemma 7.7 and (7.33),
we obtain
|L˜(l+1)Ns v|2∞ ≤ C20(1 + |b|)τ lN |L˜Ns v|∞‖L˜Ns v‖b +C20BlN |L˜Ns v|∞(
∫
|L˜Ns v|2dν)1/2.
≤ 2C16C20(1 + |b|)τ lN |v|∞‖v‖b + 2C16C20BlN |v|∞βN/2‖v‖b.
We fix l depending on τ, C19 and n0 such that (1 + |b|)τ lN/2 ≤ 1. Then by shrinking B if
necessary, there exists β1 < 1, such that
|L˜(l+1)Ns v|∞ ≤ β(l+1)N1 ‖v‖b. (7.40)
For Lipschitz norm, we have
|L˜(l+2)Ns v|Lip ≤ C16(1 + |b|)|L˜(l+1)Ns v|∞ + C16λN |L˜(l+1)Ns v|Lip
≤ C16(1 + |b|)β(l+1)N1 ‖v‖b + C216λN ((1 + |b|)|v|∞ + λ(l+1)N |v|Lip)
≤ C216(1 + |b|)‖v‖b(β(l+1)N1 + λN + λ(l+2)N ) ≤ 3C216(1 + |b|)βN2 ‖v‖b,
for some β2 < 1, where we use Lemma 7.5 to get the first inequality and (7.40) to get the second
one. For the infinity norm, by (7.40) and Lemma 7.7, we obtain
|L˜(l+2)Ns v|∞ ≤ 2C16β(l+1)N1 ‖v‖b.
Combining these two norm estimates, we obtain
‖L˜(l+2)Ns v‖b ≤ C216(2β(l+1)N1 + 3βN2 )‖v‖b ≤ β(l+2)N/n03 ‖v‖b, (7.41)
for some β3 < 1 if |b| is large enough to absorb the constant 6C216.
Let A = 2(l+2)C19 and N1 = (l+2)N/n0 = (l+2)[C19 log |b|] ≤ A log |b|. For m ≥ A log |b|,
we can write m = dN1 + r with r ∈ N and r < N1. Therefore by (7.41) and Lemma 7.7,
‖L˜mn0s v‖b = ‖L˜dN1n0s (L˜rn0s v)‖b ≤ βdN13 ‖L˜rn0s v‖b ≤ 2C16βdN13 ‖v‖b ≤ 2C16(
√
β3)
m‖v‖b.
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Proof of Proposition 7.3. It is sufficient to prove that for all m ∈ N,∫
|L˜mn0s v|2dν ≤ Cβm‖v‖2b . (7.42)
Then for any k ∈ N , suppose k = mn0 + r with 0 ≤ r < n0. We have∫
|Lksv|2dµE ≤ Cλkσ
∫
|L˜ks(f−1σ v)|2dν ≤ Cλkσβm‖L˜rs(f−1σ v)‖2b ≤ Cλkσβm‖f−1σ v‖2b ≤ Cλkσβm‖v‖2b .
By choosing ǫ small such that λn0σ β < 1 for any |σ| < ǫ, we obtain Proposition 7.3.
It remains to prove (7.42). For m > A log |b|, by Lemma 7.39, we obtain∫
|L˜mn0s v|2dν ≤ ‖L˜mn0s v‖2b ≤ Cβm‖v‖2b .
For A log |b| ≥ m ≥ C19 log |b|, by (7.33) and Lemma 7.7, we know∫
|L˜mn0s v|2dν ≤ β[C19 log |b|]‖L˜(m−[C19 log |b|])n0s v‖2b ≤ 2C16β[C19 log |b|]‖v‖2b ≤ 2C16βm1 ‖v‖2b
for some β1 = β
C19/A < 1.
The case when m ≤ C19 log |b| has been verified in Lemma 7.32.
8 Exponential mixing
In this section, we prove Theorem 4.13. As a first step, an analogous result concerning
expanding semiflow will be proved. Let T : Λ+ → Λ+ be the uniformly expanding map and
R : Λ+ → R+ be the roof function as defined in Proposition 4.1. Set ΛR+ = {(x, t) ∈ Λ+ × R :
0 ≤ t < R(x)}. We define a semi-flow Tt : ΛR+ → ΛR+ by Ts(x, t) = (T nx, t+ s−Rn(x)) where n
is the unique integer satisfying Rn(x) ≤ t+s < Rn+1(x). Recall that ν is the unique T -invariant
ergodic probability measure on Λ+. Then the flow Tt preserves the probability measure ν
R =
ν×Leb /(ν×Leb)(ΛR+). We will also use the probability measure µRE = µE×Leb /(µE×Leb)(ΛR+)
on ΛR+. We show that Tt is exponentially mixing.
For a bounded function on ΛR+, we define two norms. Set
‖U‖B0 = |U |∞ + sup
(x,a)6=(x′,a′)∈ΛR+
|U(x, a)− U(x′, a′)|
d(x, x′) + |a− a′| ,
‖V ‖B1 = |V |∞ + sup
x∈Λ+
Var(0,R(x)){t 7→ V (x, t)}
R(x)
,
where Var(0,R(x)){t 7→ V (x, t)} is the total variation of the function t 7→ V (x, t) on the interval
(0, R(x)).
Theorem 8.1. There exist C > 0, ǫ > 0 such that for all t > 0 and for any two functions U, V
on ΛR+ with ‖U‖B0 , ‖V ‖B1 finite, we have∣∣∣∣∫ U · V ◦ TtdµRE − (∫ UdµRE)(∫ V dνR)∣∣∣∣ ≤ Ce−ǫt‖U‖B0‖V ‖B1 .
Remark 8.2. Applying this theorem to the function U(x, t) dνdµE (x), we obtain∣∣∣∣∫ U · V ◦ TtdνR − (∫ UdνR)(∫ V dνR)∣∣∣∣ ≤ Ce−ǫt‖U‖B0‖V ‖B1 . (8.3)
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With Proposition 7.3 available, Theorem 8.1 can be proved essentially along the same lines
as the proof of [2, Theorem 7.3] (see also [2, Section 7.5]). We provide a sketch of the proof
here. For a pair of functions U, V , let ρ(t) =
∫
U · V ◦ TtdµRE be the correlation function and
the observation is that the Laplace transform of ρ, denoted by ρˆ, can be expressed as a sum of
twisted transfer operators Ls [2, Lemma 7.17]. One shows that ρˆ admits an analytic continuation
to a neighborhood of each point s = ib and this part of the argument uses the quasi-compactness
of the twisted transfer operators [2, Lemma 7.21, 7.22]. When |b| is large, the Dolgopyat-type
estimate (Proposition 7.3), which is a replacement of [2, Proposition 7.7] in the current setting,
is used to imply that ρˆ admits an analytic extension to a strip {s = σ + ib ∈ C : |σ| < σ0} for
all sufficiently small σ0 [2, Corollary 7.20]. The result of exponential mixing then follows from
the classical Paley-Wiener theorem [2, Theorem 7.23].
The difference between our result and that in [2] is the classes of functions in concern.
The only adjustment we need to make is [2, Lemma 7.18], which is a norm estimate for C1
functions in their paper, but for functions with finite B0 norm in the current setting. The
precise statement is as follows. For a function U : Λ+ → R with ‖U‖B0 < ∞ and s ∈ C, set
Uˆs(x) =
∫ R(x)
0 e
−tsU(x, t)dt.
Lemma 8.4. There exists C > 0 such that for s = σ + ib with |σ| ≤ ǫo/4 (ǫo is given as in
Proposition 4.1 (5)), the function LsUˆ−s is Lipschitz on ∆0 and
‖LsUˆ−s‖b ≤ C‖U‖B0
max{1, |b|} .
Proof. We first prove for x ∈ Λ+ we have
|Uˆ−s(x)| ≤ Ce
ǫoR(x)/2
max{1, |b|} ‖U‖B0 .
By definition, we have
Uˆ−s(x) =
∫ R(x)
0
U(x, t)etsdt.
The case when |b| ≤ 1 is easy. When |b| > 1, one uses integration by parts and the fact that U
is Lipschitz with respect to t to obtain
|Uˆ−s(x)| ≤ (2|U |∞eǫoR(x)/4 + |U |LipR(x)eǫoR(x)/4)/max{1, |b|}.
Then
|LsUˆ−s| ≤ C‖U‖B0
max{1, |b|}Lσ(e
ǫoR/2).
Observe that by (4.2)
Lσ(e
ǫoR/2) =
∑
γ∈H
|γ′(x)|δ+σeǫoR(γx)/2 ≤
∑
γ∈H
|γ′(x)|δ−3ǫo/4 <∞. (8.5)
So |LsUˆ−s| ≤ C‖U‖B0max{1,|b|} .
We estimate the Lipschitz norm of LsUˆ−s. We have
LsUˆ−s(x)− LsUˆ−s(y) =
∑
γ∈H
|γ′(x)|δ+s(Uˆ−s(γx)− Uˆ−s(γy)) + (|γ′(x)|δ+s − |γ′(y)|δ+s)Uˆ−s(γy).
The term |γ′(x)|δ+s − |γ′(y)|δ+s can be estimated using Proposition 4.1 (4). For the term
Uˆ−s(γx)− Uˆ−s(γy), suppose that R(γx) ≥ R(γy), we use Proposition 4.1 (4) again and get
|Uˆ−s(γx)− Uˆ−s(γy)| ≤ |R(γx)−R(γy)||U |eσR(γx) +
∫ R(γy)
0
|U(γx, t) − U(γy, t)|etσdt
≤ (C1eσR(γx) +R(γy)eσR(γy))‖U‖B0d(x, y).
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Then we use (8.5) to conclude that there exists some C (independent of U) such that
|LsUˆ−s|Lip ≤ C‖U‖B0 .
Proof of Theorem 4.13. Now Theorem 4.13 can be proved using the same lines as the proof
of [2, Theorem 2.7] (see also [2, Section 8.2]). In particular, in the proof of [2, Lemma 8.3], we
use (8.3) to replace [2, Theorem 7.3] and Proposition 4.11 (2) to relate the measures νˆR and
νR.
9 Resonance free region
Recall that Γ is a geometrically finite discrete subgroup in G = SO(d + 1, 1)◦. We begin
by defining the measures mBR, mBR* and mHaar. Recall the definition of the BMS measure on
T1(Hd+1) ∼= ∂2(Hd+1)× R:
dm˜BMS(x, x−, s) = eδβx(o,x∗)eδβx− (o,x∗)dµ(x)dµ(x−)ds,
where x∗ is the based point of the unit tangent vector given by (x, x−, s). We define the measures
m˜BR, m˜BR* and m˜Haar on T1(Hd+1) ∼= ∂2(Hd+1)× R similarly as follows:
dm˜BR(x, x−, s) = edβx(o,x∗)eδβx− (o,x∗)dmo(x)dµ(x−)ds;
dm˜BR*(x, x−, s) = eδβx(o,x∗)eδβx−(o,x∗)dµ(x)dmo(x−)ds;
dm˜Haar(x, x−, s) = edβx(o,x∗)edβx−(o,x∗)dmo(x)dmo(x−)ds,
where mo is the unique probability measure on ∂(Hd+1) which is invariant under the stabilizer
of o in G.
These measures are all left Γ-invariant and induce measures on T1(Γ\Hd+1), which we will
denote by mBR, mBR* and mHaar respectively. Here we do not normalize the BMS measure to
a probability measure, which is different from the previous part.
By [30, Theorem 5.8], Theorem 1.1 implies exponential decay of matrix coefficients.
Theorem 9.1. There exists η > 0 such that for any compactly supported functions φ,ψ ∈
C1(T1(M)), we have
e(d−δ)t
∫
T1(M)
φ · ψ ◦ Gt dmHaar = m
BR*(φ)mBR(ψ)
mBMS(T1(M))
+O(‖φ‖C1‖ψ‖C1e−ηt)
for all t > 0, where O depends on the supports of φ,ψ.
For x, y ∈ Hd+1 and T > 0, let
N(T, x, y) = #{γ ∈ Γ | d(x, γy) ≤ T},
where d is the hyperbolic distance on Hd+1. In [27], it was shown that Theorem 9.1 implies the
following:
Corollary 9.2. There exists η > 0 such that for any x, y ∈ Hd+1 and T > 0, we have
N(T, x, y) = cx,ye
δT +O(e(δ−η)T ),
where cx,y > 0 is a constant depending on x, y.
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Proof of Corollary 1.2. For x, y ∈ Hd+1 and s ∈ C with ℜs > δ, let Ps(x, y) be the Poincare´
series defined by
Ps(x, y) =
∑
γ∈Γ
e−sd(x,γy).
We first prove that Ps(x, y) is meromorphic on ℜs > δ−η with a unique pole s = δ. By Fubini’s
theorem
Ps(x, y) =
∫ ∞
0
1
s
e−sTN(T, x, y)dT =
∫ ∞
0
1
s
e−(s−δ)T cx,ydT+
∫ ∞
0
1
s
e−sT (N(T, x, y)−cx,yeδT )dT.
The first part is a meromorphic function of s having a unique pole at s = δ. The second part, it
follows from Corollary 9.2 that it is absolutely convergence if ℜs > δ− η, hence it is analytic on
ℜs > δ− η. Then we use [20, Theorem 7.3] to deduce that the resolvent RM (s) is also analytic
on {s ∈ C : δ − η < ℜs < δ}.
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