ABSTRACT The multi-homed mobile devices in the mobile cloud computing (MCC) systems can improve their throughput by allocating the application data over several paths simultaneously, enabled by the promising Multipath TCP (MPTCP) technology. Meanwhile, network attacks against current Internet infrastructures are likely to increase, especially with the widely deployment of MCC systems. When a MPTCP connection is under network attacks and becomes a poor-performing path or a broken path, it can significantly affect other stable paths and in the absence of related schemes to handle this, MPTCP will undoubtedly suffer from serious performance degradation. Moreover, applying MPTCP to cloud data delivery may generally lead to higher energy consumption and is not favorable to a power-constrained mobile device. In this paper, we propose MPTCP-La/E 2 , a low-rate distributed denial-of-service (LDDoS) attack-aware energy-efficient MPTCP solution aiming at: 1) avoiding the LDDoS-caused performance degradation of cloud multipath transmission, which has been seldom considered in existing MPTCP solutions and 2) optimizing the energy usage while still maintaining user's perceived quality of cloud multipathing services. The simulation results show that MPTCP-La/E 2 outperforms the baseline MPTCP in terms of QoS and energy-savings in a multihomed MCC network environment.
FIGURE 1.
A typical MPTCP use case in a mobile cloud network.
Despite MPTCP brings many attractive benefits to MCC applications and is recognized as a promising technology for data delivery, it still has many concerns and challenges to be addressed. The first important concern of MPTCP-based data delivery in cloud computing environment is related to preventing the usage of poorperforming paths in the multipath transmission. When applying MPTCP to cloud multipath transmission, each path independently performs cloud traffic delivery according to its own QoS-related networking parameters; nevertheless, allocating cloud application data on a poor-performing path can cause transmission interruptions in the stable paths [10] . That is, a poor-performing path within the multipath transmission session can significantly affect other paths and degrades the application-level performance [11] . Therefore, how to declare a poor-performing path and constrain it from transmitting cloud application data is an important topic for MPTCP-based cloud multipathing services.
Recently, more and more researchers have devoted themselves to the research of poor-performing path detection and multipath management mechanisms [12] - [19] . However, their proposers have ignored that the MPTCP performance can be largely degraded due to cyber attacks, especially lowrate distributed denial-of-service (LDDoS) attacks, who can exploit the vulnerability in MPTCP's TCP-like retransmission timeout (RTO) mechanism to attack a MPTCP subflow (a TCP connection) [20] . Especially with the development of cloud computing, more and more network security studies show that the LDDoS attacks will likely to become more prevalent on future Internet due to its intrinsic natures of relative low-rate and ingenious concealment [21] . Therefore, the design of multipath protocols without considering the LDDoS attacks does not fully investigate the MPTCP performance that are likely to be achieved when it is applied to a MCC system [22] .
Another important concern when applying MPTCP to MCC is the high energy overhead caused by the multipath data transmission. By making use of multiple network resources, MPTCP provides the MCC devices not only with a good goodput performance but also with a high energy cost. Since today's mobile devices have in general very limited power capacity in their batteries, the energy usage becomes an urgent topic worth in-depth investigation. More recently, many academic researchers have concentrated their efforts on the MPTCP energy usage optimization [23] - [28] . To summarize, their solutions mostly trade goodput performance for lower energy consume and longer battery life by shifting the packets required to be sent from a higher energy cost path onto a lower one. However, all well-known solutions do not take into account network attacks-caused transmission behaviors and path states, as we will discuss later.
In this paper, we propose a novel LDDoS attack-aware energy-efficient MPTCP solution (dubbed as MPTCP-La/E 2 ) for multi-homed MCC systems in order to address the issues of LDDoS attacks and mobile energy consumption. The goals of MPTCP-La/E 2 are: (i) to avoid the performance degradation of cloud multipath transmission caused by LDDoS attacks, and (ii) to optimize the energy usage while still maintaining user's perceived quality of cloud multipathing services. The proposed MPTCP-La/E 2 has been evaluated with a wide range of performance metrics. The simulation results demonstrate how MPTCP-La/E 2 outperforms the baseline MPTCP in terms of QoS and energy-savings. More specifically, MPTCP-La/E 2 makes important contributions in the following aspects:
• It is the first study to explore the influence of the famous LDDoS attacks on the MPTCP performance and provides MPTCP with a LDDoS-aware multipath management mechanism.
• It takes into consideration LDDoS-caused transmission behaviors and path states, and thereby introduces an energy-efficient MPTCP-based cloud data scheduling algorithm.
II. PROBLEM STATEMENT
In a MPTCP-based cloud multipathing system, each path has its own congestion window (cwnd), and the sender runs the classic TCP NewReno congestion control mechanisms for each path separately. However, these paths within the MPTCP connection do not work alone but influence each other due to MPTCP's fully-ordered data delivery services. At the same time, it is widely recognized that LDDoS attacks against current network infrastructures are likely to increase, especially when the cloud computing is widely applied [29] . If a network path is under LDDoS attacks, it can frequently and abruptly experience transmission interruptions. This situation can be even worse in MPTCP because other stable paths within the connection are likewise disturbed because of the transmission interruption in the attacked path. Correspondingly, significant application-level performance degradations will occur. To investigate the impact of LDDoS attacks on the performance of MPTCP, a basic dual-dumbbell simulation topology with reasonable LDDoS attack traffic is developed in Network Simulator 3 version 15 (NS-3) [30] , which is illustrated in Fig. 2 . In the topology, the MPTCP sender and receiver connect to the MCC network through two network interfaces. Each router on path A (namely, R 1,1 and R 1,2 ) is attached VOLUME 5, 2017 with 10 edge nodes. These edge nodes are equipped with a single network interface and connect to the routes to generate the LDDoS traffic. The bandwidth between each edge node and its connected router is set to 100Mb with 25ms of propagation delay. The bandwidth between R 1,1 and R 1,2 , as well as R 2,1 and R 2,2 is set to 10Mb with 25ms of propagation delay. The total simulation time is 60 seconds.
Since a LDDoS attack usually leverages the UDP protocol with the Constant Bit Rate (CBR) traffic, all the attackers (Attacker 1, Attacker 2, · · ·, Attacker 10) generate UDP/CBR packets and begin their attack at 5.1 th second of simulation time. The following triple is used to describe the characteristics of LDDoS attacks, LDDoS (T , L, R) = LDDoS (100 ms, 100 ms, 1 Mbps) ,
which T , L, andR are the attack period, the width of attack pulse (attack duration), and the intensity of attack pulse (attack rate), respectively. The settings of T , L, and R are reasonable and ensure the LDDoS traffic can deny bandwidth to normal MPTCP flows while avoiding being detected by counter-DoS solutions. The readers who are interested in the LDDoS attacks can read and get more information from [31] . Fig. 3 shows the cwnd size of path A with and without the LDDoS traffic, respectively. As the figure shows, the cwnd value of path A decreases sharply when LDDoS attacks have been launched (after 5.1 seconds of simulation). This is because that the LDDoS attacks can exploit the MPTCP's TCP-like RTO mechanism and make the MPTCP sender repeatedly experience a RTO event on path A. And what's worse is, the path A's cwnd is set to one segment frequently due to the occurrence of timeout. Fig. 4 presents the overall throughput performance of MPTCP when the LDDoS attackers are enabled and disabled, respectively. From the figure, we can see that the MPTCP throughput performance decreases sharply at the start of LDDoS attacks. This is because that the LDDoS packets attempt to deny bandwidth to the MPTCP subflow (a TCP connection) on path A, and cause a huge path dissimilar between the attacked path A and other stable paths. Unfortunately, MPTCP has not a related mechanism to prevent the usage of poor-performing paths (the attacked paths) in multipath transmission.
Motivated by the fact that an effective multipath management mechanism including a poor-performing path declaring scheme is very beneficial to the MPTCP-based cloud multipathing services, this paper introduces a LDDoS-aware multipath management mechanism by jointly considering the intrinsic characteristics of MPTCP and LDDoS attacks. The goals of our proposed mechanism are (i) to possibly declare a poor-performing (attacked) path and prevent the usage of these paths in the multipath transmission timely, (ii) to possibly enhance the MPTCP throughput performance in a LDDoS-recurrent mobile cloud network environment. This paper also includes a proposal for saving the energy of MPTCP-based MCC systems.
III. THE DETAILED DESIGN OF MPTCP-La/E 2
Fig . 5 shows the architecture of the proposed MPTCP-La/E 2 , which includes a multi-homed cloud application server (an MPTCP sender), a multi-homed mobile device (an MPTCP receiver), and multiple asymmetric paths. On the MPTCP receiver side, the arrival packets will be buffered and re-ordered if the cloud application data is split into a number of segments by the sender. While on the sender 21864 VOLUME 5, 2017 side, there are two newly added components, which are LDDoS-aware multipath manager (LaM 2 ) and energyefficient data scheduler (E 2 DS). The functions of the two components are outlined below:
• The LaM 2 is dedicated to monitoring the transmission quality of each MPTCP path, switching a path to a proper state, and choosing a subset of suitable paths for multipathing
• The E 2 DS is devoted to detecting the energy cost of each path, adaptively achieving bandwidth aggregation and energy-savings by jointly considering per-path's transmission state and energy cost.
A. LDDoS-AWARE MULTIPATH MANAGER
As analyzed in Section II, a path under a LDDoS attack can frequently encounter timeout and easily become a broken path. However, MPTCP path management is very simple and just inherits TCP operations for broken path detection. As a result, the attacked and broken path may still be considered as ''active'' and used for data (re)transmission until the TCP keep-alive time has expired, which needs quite a long time to declare a broken path and thus leads to serious problems: (i) unnecessary retransmissions. When new data is allocated to a broken path for transmission, the sender will inevitably perform unnecessary retransmissions via the broken path; and (ii) performance degradation. The transmission interruptions in the broken path will undoubtedly affect the transmission efficiency of other stable paths and degrade the performance of MPTCP. MPTCP can apply the maximum number of retransmissions (TcpMaxDataRetransmissions) to monitor each path's condition [5] , [32] . The TcpMaxDataRetransmissions controls the number of times that a data segment can be retransmitted by the sender. If the retransmission count (rc) on a path reaches the value of TcpMaxDataRetransmissions, then MPTCP changes the path to the ''inactive'' state. However, the rc-based failure detection mechanism, also called as ''single sample-based failure detection mechanism'', is bound to two ''hot potato'' problems: (i) the time required to declare a broken path need at least 1 + 3 + 6 + 12 + 24 = 46 s (when TcpMaxDataRetransmissions = 5 and RTO = 1 s) or more, which may be too long; and (ii) it can only detect continuous timeout events and complete path failures. Fig. 6 presents the pseudo code of rc-based path failure detection algorithm. The main idea of LaM 2 is to improve on MPTCP by identifying a broken path as quickly as possible and preventing it from being further utilized in the multipath transmission. To this end, LaM 2 introduces a ''path error count'' (pec) concept and a new ''potentially broken'' state to MPTCP. The idea of pec calculation in LaM 2 comes from TCP's exponential backoff mechanism [33] , in which the time between retransmissions is doubled each time. That is, each time when TCP retransmits a packet, it sets:
which RT O i -1 andRT O i are the (i − 1) th and i th timeout interval, respectively. M is a specified upper bound of the RTO. The recommended value for this parameter is 64 [33] . Since the TCP's exponential backoff mechanism increases the retransmission interval (the RTO value) at double once having a retransmission to be launched, inspired by this ''back off the timer'' feature, LaM 2 also increases the pec value at double each time when the retransmission timer expires. Therefore, the use of pec can cause a path under LDDoS attacks and with continuous or burst timeout to quickly reach the TcpMaxDataRetransmissions value, which the standard TCP, also MPTCP does not do:
In MPTCP-La/E 2 , when the pec value on a path reaches the value of TcpMaxDataRetransmissions, namely,
the path will be marked as ''potentially broken'' state. MPTCP-La/E 2 does not use any potentially broken path for application data transmission, it only sends probe packets (e.g., TCP keep-alive probe packet [33] ) to further detect the connectivity of the potentially broken paths. In this way, MPTCP-La/E 2 can not only timely detect different kinds (continuous or burst) of timeout, but also possibly shorten the time for path state detection and transition.
Suppose there are n possible paths (p 1 , p 2 , · · · , p n ) within the MPTCP connection, and let us take path p ψ (1 ≤ ψ ≤ n) for example, LaM 2 declares and transits the state of each path by following the operations below: 1) When MPTCP is initiated, the state of p ψ is marked as ''active'', the rc and pec are set to zero; 2) Each time when the retransmission timer expires, the rc value is incremented by 1, and the pec value is multiplied by 2, respectively; 3) When the pec value reaches the TcpMaxDataRetransmissions, but the rc value does not exceed the value of TcpMaxDataRetransmissions, the state of p ψ is changed from ''active'' to ''potentially broken''; 4) When the rc value reaches the value of TcpMaxDataRetransmissions, the pec value returns to zero, and the state of p ψ is changed from ''potentially broken'' to ''inactive''; 5) If the sender receives an ACK for any probe packet, it switches the state of p ψ from ''potentially broken'' or ''inactive'' to ''active''. Fig. 7 shows the pec-based path failure detection algorithm in LaM 2 . 
B. ENERGY-EFFICIENT DATA SCHEDULER
As mentioned previously, applying MPTCP to a MCC mobile device raises a new concern, namely, the high energy consumption for concurrent use of multiple network interfaces. Meantime, today's mobile devices have very limited supply of power due to the battery storage technology [22] . Unfortunately, the baseline MPTCP only knows the connectivity of paths (i.e., TCP keep alive) and not their energy cost [23] - [25] , it just simply makes fully use of multiple network interfaces for concurrent multipath transmission, without considering the energy consumption of each path. The ''blind'' energy usage in MPTCP can increase the energy consumption of mobile devices and shorten their life cycle. In order to better run MPTCP on a battery power-limited mobile device, it is necessary to optimize the multipath usage and make MPTCP more energy-efficient.
In fact, timely preventing the usage of poor-performing paths (e.g., the paths under LDDoS attacks) and muting the corresponding network interfaces may possibly reduce the energy consumption in the MPTCP. However, the standard MPTCP only knows an active or inactive path, it cannot distinguish the poor-performing paths, and thus further cannot mute the corresponding network interfaces for energy-saving. The goal of E 2 DS is to optimize MPTCP's scheduler and help MPTCP be more energy efficient, by jointly considering the transmission state (active, potentially broken, or inactive) and the energy cost of each path. More precisely, in addition to the paths marked as inactive, E 2 DS also prevents the paths with potentially broken state from being further used by MPTCP. Fig. 8 shows multiple paths that are used by (a) the MPTCP scheduler, and (b) the MPTCP-La/E 2 scheduler for multipathing and energy-saving. To explain the figure in more detail, let us also suppose that there are n paths (p 1 , p 2 , · · · , p n ) within the MPTCP connection, and let PS active , PS potentially broken and PS inactive be the set of active, potentially broken, and inactive paths, respectively. In the existing MPTCP solutions, the scheduler generally uses the following subset of paths for bandwidth aggregation and assigns them appropriate application data traffic for energy saving,
which PS multipathing is a subset of paths that is used by the sender for multipathing. While in the proposed MPTCP-La/E 2 solution, the scheduler can use the following subset of paths for bandwidth aggregation and energy saving,
In addition to muting the potentially broken network interfaces for application data delivery and energy saving, E 2 DS also moves application data as much as possible from a higher energy-consuming path to a lower one in order to attain the purpose of energy-savings. The amount of application data that can be offloaded to the energy-efficient paths depends on each energy-efficient path's own cwnd value. In MPTCP, as we have already known, each of the individual path has its own cwnd to limit the total number of data the sender can assign to it (for congestion control). In MPTCP-La/E 2 , the sender controls the maximum amount of data that can be assigned to a particular path p τ , by using the following equation,
which outstanding p τ is the amount of sent but not yet acknowledged data on path p τ . ABcwnd p τ is the available cwnd value of p τ . E 2 DS uses this parameter to control the data amount that allowed allocating or offloading to p τ . By jointly considering both the transmission state and ABcwnd value of each path, E 2 DS can achieve potential energy-savings, while possibly avoiding the occurrence of network congestion in the multipath transmissions. Moreover, in order to avoid an exception, if all the paths are marked as ''potentially broken'', the path with the lowest energy cost will be used by the sender for data delivery. This operation can ensure that MPTCP-La/E 2 achieves better energy-savings compared to MPTCP when all paths within the MPTCP connection have possibly been attacked. Fig. 9 presents the E 2 DS-based energy-efficient data scheduling algorithm used in MPTCP-La/E 2 . We also define some notations in order to make convenience for understanding the algorithm, as illustrated in Table 1 . 
IV. PERFORMANCE EVALUATION
In this section, we evaluate and analyze the performance and QoS of our MPTCP-La/E 2 solution for traditional FTP-like application data transmission and video content delivery, respectively. In the simulations, we have evaluated two versions of the MPTCP-La/E 2 solution against the baseline MPTCP. The two versions of our solution are: MPTCPLa, in which only LDDoS-aware multipath manager component is used and MPTCP-La/E 2 , in which both the LDDoSaware multipath manager and Energy-efficient data scheduler are deployed.
A. SIMULATION TOPOLOGY
The performance of our solution has been evaluated by using the NS-3 [30] . The simulation topology considered a multihomed heterogeneous cloud network condition which is presented in Fig. 10 . Both the two MPTCP endpoints access the cloud system through three asymmetric wireless access links and then intercommunicate with each other via the wired link. The three asymmetric paths (denoted A, B and C) with different network-related parameters. Path A is set with 10Mbps bandwidth, 10-20ms propagation delay (representative for an IEEE 802.16 link), path B is set with 11Mbps bandwidth with 10-20ms propagation delay (representative for an IEEE 802.11b link), and path C is set with 2Mbps bandwidth with 50-60ms propagation delay (representative for an IEEE 802.11 link). Table 2 shows the major configurations of the three paths. The configurations of MPTCP are set with default parameter values provided by the NS-3 MPTCP patch.
Like [34] , each of the three access links is attached with two loss models, which are Uniform loss model that is used to represent the infrequent continuous loss caused by random contention, and two-state Markov loss model that is used to represent the distributed loss caused by transient failure or stream burst. In addition, the access links of path A and B are attached with a Variable Bit Rate (VBR) traffic generator in order to simulate the cloud background traffic. The packet size of VBR traffic is as follows: 46 percent are 1500 bytes long, 1.2 percent have 576 bytes, 1.7 percent are 1300 bytes, 2.1 percent are 628 bytes, and the other 49 percent are 44 bytes long, in which 90% of the background traffic are carried by TCP and the rest 10% are sent by UDP connections [34] . The background traffic on the two paths occupies randomly between 0-50% of the access bandwidth. The access link of path C is attached with ten CBR traffic generators in order to simulate the LDDoS attack traffic. All the generators begin their attack at 0.1 th second of simulation time and inject the LDDoS traffic with T = 400ms, and L = 200ms. For the attack pulse R, it varies randomly between 0.15-0.25Mbps. The total simulation time is 60 seconds.
B. SIMULATION RESULTS

1) OUT-OF-ORDER DATA SEQUENCE NUMBER
The out-of-order data sequence number (DSN) can be estimated by the offset between the DSNs of two segments consecutively received by the receiver. Fig. 11 presents the comparison of out-of-order DSN when MPTCP and MPTCP-La are used, respectively. As shown in the figure, the baseline MPTCP generates more out-of-order DSN and thus requires larger packet reordering delay than MPTCP-La. This is because the data scheduler of MPTCP splits application packets over all paths within the connection, it cannot declare a broken-prone path (e.g., a path under LDDoS attacked) and further constrain it from transmitting application data. The data transmission delay differences between the broken-prone path and the stable paths will cause large numbers of out-of-order data arrivals and increase the data reordering delay. In contrast, MPTCP-La only transmit application data over the selected paths while constrain the potentially broken paths from data delivery. Therefore, MPTCP-La can provide stable performance and ensure data possible in-order arrive. The average out-of-order data reception at the receiver side is about 4544 and 3657 when using MPTCP and MPTCP-La, respectively. Fig. 12 presents the comparison of throughput performance when the MPTCP and MPTCP-La solutions are used, respectively. Since MPTCP utilizes all the available paths for data transmission, the overall application-level throughput might be degraded if one or more paths are unstable. In contrast, MPTCP-La includes a LDDoS-aware path failure detection mechanism, it can quickly determine a potentially path and timely prevent a potentially broken path from being further used in the multipath transmission. These features make MPTCP-La avoid the throughput performance degradation caused by LDDoS attacks. The subfigure in Fig. 12 shows the cumulative average throughput of the two solutions with a total 60 seconds simulation time. As the subfigure shows, the cumulative average throughput of MPTCP-La is about 22.14% higher than that of MPTCP.
2) AVERAGE THROUGHPUT
3) END-TO-END DELAY
Fig. 14 presents the comparison of end-to-end delay performance when the standard MPTCP and MPTCP-La solutions are used, respectively. As we discussed earlier, MPTCP-La monitors each path's pec value and prevents the usage of a broken-prone path in the multipath transmission if the pec value of the path reaches the value of TcpMaxDataRetransmissions, instead of waiting for five consecutive retransmission timeout expirations. Therefore, MPTCP-La can timely deactivate a broken-prone path for multipath transmission and possibly alleviate unnecessary retransmissions via the broken path. These features help MPTCP-La avoid allocating application data over the broken paths and reduce the overall transmission delay in multipath transmission. From Fig. 14 , it can be observed that MPTCP-La achieves a low-level endto-end delay performance compared to MPTCP. The cumulative average delay of MPTCP-La is approximately 15.76% lower than that of MPTCP. 
4) JITTER COMPARISON
Jitter is a data delivery latency variation caused by network attacks, network failures, or other networking activities effects on transmission performance. It can be calculated by the latency variation between the DSNs of two segments consecutively received by the receiver. Jitter has been widely recognized as one key metric and should be considered when evaluating and analyzing the performance of multipath transport technologies. Higher level of jitter is more likely to occur on a more underperforming multipath technology and vice versa. Fig. 13 shows the comparison results of the jitter performance when using the MPTCP and MPTCP-La solutions, respectively. Because of its efficient path error count-based path failure detection mechanism, MPTCP-La can detect a broken path and choose a subset of stable paths for multipath transmission. Correspondingly, it maintains the latency variation at a lower level and thus outperforms the standard MPTCP scheme in terms of jitter performance.
V. ENERGY EFFICIENCY TESTING A. SIMULATION TOPOLOGY
Since modern mobile devices (e.g., smartphones) are already embedded with wireless Wi-Fi and 4G LTE cellular interfaces simultaneously [35] , [36] , thus we consider that a multihomed mobile device (referred to as UE-B6) is communicating with a cloud application server (referred to as UE-A) by concurrently using two asymmetric paths, which are path 1 that is a Wi-Fi/IEEE 802.11 link with 2Mbps bandwidth and 5-15ms propagation delay, and path 2 that is a 4G/LTE link with 100Mbps bandwidth and 100ms propagation delay [37] , [38] . The distance between the Wi-Fi base station and UE-B6 as well as the LTE base station and UE-B6, is set to 60 meters. The initial battery energy of UE-B6 is 300 Joules. Moreover, we adopt the Log-normal Shadowing Model [39] to simulate the signal attenuations occurred in wireless transmission channels. Fig. 15 presents the simulations topology.
Like previous work [40] , we inject Internet cross traffic generated by nine single-interface mobile terminals VOLUME 5, 2017 (denoted UE-B1, UE-B2, · · · , UE-B10, respectively), in which (UE − B1, · · · , UE − B4) are located in the coverage of LTE network, (UE − B7, · · · , UE − B10) are located in the coverage of Wi-Fi network, and UE-B5 is located in the overlapping coverage of Wi-Fi and LTE networks. All the single-interface mobile terminals and UE-A are intercommunicated via traditional TCP connections. Moreover, path 1 is attached with ten CBR traffic generators in order to simulate the LDDoS traffic. All the generators start their attack at 0.1 th second and inject the LDDoS traffic with the characteristics of (T = 400ms, L = 200ms). In order to convince the E 2 DS component is good and effective, the attack pulse R of these LDDoS attacks only varies randomly between 0-0.2Mbps. Fig. 16 shows the comparison of energy consumption rate (ecr) when using the baseline MPTCP and MPTCP-La/E 2 , respectively. It is obvious from the figure that MPTCP achieves a higher ecr value than MPTCP-La/E 2 . This is because the baseline MPTCP exploits the access diversity of multiple network interfaces for multipath data transmission but fails to consider the energy consumption and use cost of each interface. In contrast, MPTCP-La/E 2 exploits an energy-aware data scheduling mechanism to allocate application traffic to the most energy-efficient path. Moreover, compared with MPTCP-La/E 2 , MPTCP requires additional energy for operating multiple network interfaces, regardless of whether these interfaces are active or potentially broken. Correspondingly, MPTCP requires higher energy consumption than MPTCP-La/E 2 . With a total simulation time of 60 seconds, MPTCP-La/E 2 's energy consumption rate is 19.46% lower than that of MPTCP.
B. SIMULATION RESULTS
1) ENERGY EFFICIENCY COMPARISON
2) THROUGHPUT PERFORMANCE COMPARISON throughput performance. The reason is that MPTCP-La/E 2 needs to calculate both the energy consumption and the current available cwnd size of each path, and then offload a certain amount of data required to be sent from a high energycost path to an energy-efficient one. In contrast, MPTCP does not trade throughput performance for energy-savings, it just simply makes full use of the multipath resources for bandwidth aggregation and data delivery. Although MPTCP-La/E 2 's throughput is lower than that of MPTCP, it should be noted that there is more potential for energysavings in MPTCP-La/E 2 than the MPTCP scheme. After 60 seconds of simulation time, MPTCP-La/E 2 's average throughput is only 4.3% lower than that of MPTCP.
3) USERS' QUALITY OF EXPERIENCE FOR VIDEO STREAMING
We utilize the Peak Signal-to-Noise Ratio (PSNR) to evaluate the video transmission performance. To this end, we compute the PSNR value by using the following Eq. (8) [39] ,
which Bitrate max , Thr exp , and Thr crt are the average bitrate of the video required to be sent, the expected average throughput and the actual average throughput during video transmission, respectively. The values of both Bitrate max and Thr exp are 2Mbps in our tests. Fig. 18 shows the PSNR (dB) comparison when MPTCP and MPTCP-La/E 2 are used, respectively. As shown in the figure, MPTCP attains a higher PSNR than that of the MPTCP-La/E 2 solution. However, as we discussed earlier, MPTCP does not take the energy consumption problem into account during in multipath transmission. We can also observe that the energy-aware scheduling mechanism of the MPTCP-La/E 2 affects directly the PSNR performance which is lower than that of MPTCP. This is actually a necessary 'cost' for applying an energy optimization operation to the MPTCP. We think that this is 'a cost worth paying' for energy consumption reduction and can be acceptable to a mobile cloud user since according to the mentioned relationship between PSNR and Mean Opinion Sore (MOS) in [42] , MPTCP-La/E 2 achieves the same MOS as that of MPTCP does (the average PSNRs of MPTCP and MPTCP-La/E 2 are 29.95 dB and 25.24 dB, respectively, which belong to the same MOS level of '3-Fair').
VI. CONCLUSION
Motivated by the facts that a poor-performing path caused by LDDoS attacks can present a significant impact on MPTCP's performance and quality of service, this paper proposes a novel LDDoS attack-aware energy-efficient MPTCP solution dubbed as MPTCP-La/E2 for multi-homed MCC systems. MPTCP-La/E 2 mainly consists of two components, which are LDDoS-aware multipath manager (LaM 2 ) that is devoted to detecting the transmission quality of each MPTCP path, switching a path to a proper state, and choosing a subset of suitable paths for multipathing, and energy-efficient data scheduler (E 2 DS) that is devoted to achieving bandwidth aggregation and energy-savings by jointly considering the transmission state and energy cost of each path. The simulation results demonstrate that MPTCP with LaM 2 , the potentially broken can be timely detected and the application-level performance is enhanced. When applying E 2 DS to MPTCP, the energy usage is optimized while the users' quality of experience is maintained. 
