The authors of this paper recently introduced a transformation [4] that converts a class of semidefinite programs (SDPs) into nonlinear optimization problems free of matrix-valued constraints and variables. This transformation enables the application of nonlinear optimization techniques to the solution of certain SDPs that are too large for conventional interior-point methods to handle efficiently. Based on the transformation, they proposed a globally convergent, first-order (i.e., gradient-based) log-barrier algorithm for solving a class of linear SDPs. In this paper, we discuss an efficient implementation of the proposed algorithm and report computational results on semidefinite relaxations of three types of combinatorial optimization problems. Our results demonstrate that the proposed algorithm is indeed capable of solving large-scale SDPs and is particularly effective for problems with a large number of constraints.
Introduction
It is well-known in optimization that first-order methods, i.e., those that use only gradient information to calculate their iterates, typically require a large number of iterations to reach a high accuracy, while second-order methods, i.e., those that also use Hessian information, attain the same accuracy in far fewer iterations. On the other hand, iterations of first-order methods are typically much faster than those of the second-order methods.
For many problems, second-order approaches are favored over first-order approaches since a small number of expensive iterations may be less expensive in total than a large number of inexpensive iterations. For other problems, the reverse is true. Clearly, the relative advantages and disadvantages of the two should be determined on a case-by-case basis.
For semidefinite programming, the second-order interior-point methods (either primaldual or dual-scaling) have proven to be very robust for solving small-to medium-sized problems to high accuracy. On large-scale problems, however, their performance has been mostly discouraging because the cost per iteration for those methods increases dramatically with the problem size. In fact, on many problems these methods are inappropriate for obtaining even low accuracy solutions. In contrast, first-order methods have proven capable of obtaining moderate accuracy in a reasonable amount of time for large-scale problems [3, 16, 17] .
Based on a nonlinear transformation, we recently proposed a first-order, log-barrier method for solving a class of large-scale SDPs and established its global convergence [4] . The main purpose of this paper is to study the implementation issues for this algorithm and to report our computational results. This paper is organized as follows. In Section 2, we introduce the class of SDPs to be considered and describe three types of such SDPs that will be used to test the performance of our algorithm. In Section 3, we will introduce the aforementioned nonlinear transformation, describe the log-barrier algorithm, and state essential theoretical results obtained in [4] that are necessary for understanding the properties of the algorithm. In Section 4, we discuss issues involved in our implementation and experimentation, and report our numerical results. Finally, we conclude the paper in Section 5.
Preliminary Notation and Terminology
In this paper, , n , and n×n denote the space of real numbers, real n-dimensional column vectors, and real n × n matrices, respectively. By S n we denote the space of real n × n symmetric matrices, and we define S n + and S n ++ to be the subsets of S n consisting of the positive semidefinite and positive definite matrices, respectively. We write A 0 and A 0 to indicate that A ∈ S n + and A ∈ S n ++ , respectively. We let tr(A) denote the trace of a matrix A ∈ n×n , namely tr(A) denotes the sum of the diagonal elements of A. Moreover, for A, B ∈ n×n , we define A • B ≡ tr(A T B). If I is a finite set, we let |I| denote its cardinality, that is, the number of elements of I. L n denotes the space of real n × n lower triangular matrices, and L n ++ are the subset of L n consisting of those matrices with positive diagonal entries. In addition, we define L n 0 ⊂ L n to be the set of all n × n strictly lower triangular matrices.
The SDP Problem and Three Examples
In this section, we introduce the class of SDP problems to be studied in this paper and describe three subclasses arising from semidefinite relaxations of combinatorial optimization problems. Test instances will be chosen from these three subclasses to test the performance of our algorithm. The key characteristic of the class under consideration is that the diagonal of the primal variable X is fixed. We note that the SDP problem considered here is slightly more general than the class studied in [4] . With some minimal adjustments, however, all the results in [4] still apply in the current context.
The primal-dual SDP pair
Consider the primal SDP
where the variable is X ∈ S n and the data consist of the matrix C ∈ S n , the vectors d ∈ n + , b ∈ m , and h ∈ p , and the linear maps A : S n → m and G : S n → p . It is well-known that there exist unique matrices A 1 , . . . , A m ∈ S n and G 1 , . . . , G p ∈ S n such that, for all X ∈ S n , there hold [
Aside from the primal inequality constraints, (P ) differs from the standard form primal SDP only by the constraint diag(X) = d.
The dual to (P ) is the problem
where (z, y, u, S) ∈ n × m × p × S n are the dual variables and where A * : m → S n and G * : p → S n are the adjoints of the operators A and G, which in terms of the
We denote by F 0 (P ) and F 0 (D) the sets of interior feasible solutions for problems (P ) and (D), respectively, i.e.,
Note that F 0 (D) is nonempty since, for any y and any u > 0, z can be chosen so that the resulting matrix S is positive definite. In addition, the term Diag(z) found in the equality constraint of problem (D) can be rewritten as
, where e i ∈ n is the vector having all zeros except a one in the i-th position. We make the following assumptions throughout our presentation.
As mentioned above, problem (P ) is specialized from the usual standard form problem by the constraint diag(X) = d. Nonetheless, this constraint arises naturally from semidefinite relaxations of quadratic integer programs in binary (or ±1) variables. Given an n-dimensional variable x such that x i ∈ {−1, 1} for each i = 1, . . . , n, the products x i x j for all pairs (i, j) can be conveniently represented as the elements of the rank-one matrix xx T ∈ S n + for which diag(xx T ) = e, where e ∈ n is the vector of all ones. A semidefinite relaxation is then obtained by replacing xx T with the variable matrix X ∈ S n + and requiring diag(X) = e, i.e., by dropping the rank-one restriction.
Numerous combinatorial optimization problems can be cast as quadratic integer programs in ±1 variables, and in particular, many graph theoretic optimization problems can be stated in this way. Each such problem thus has a semidefinite relaxation in the form of (P ), and in this paper, we focus on three specific examples of SDP relaxations of graph optimization problems.
For the examples below, let G = (V, E) be an undirected graph with vertex set V = {1, . . . , r} and edge set E ⊆ V × V , and let W ∈ S r be a weight matrix for G such that w ij = w ji is the weight associated with edge (i, j) ∈ E. For those edges (i, j) ∈ E, we assume w ij = w ji = 0. In addition, we define the Laplacian matrix of G as L(G) ≡ Diag(W e) − W .
Maximum cut relaxation
The maximum cut problem on G is to find a bipartition (V 1 , V 2 ) of V that maximizes the sum of the weights of the edges with one vertex in V 1 and the other in V 2 . The maximum cut problem (or simply "maxcut," for short) is a well-known NP hard combinatorial optimization problem that can be cast as a quadratic integer program in ±1 variables. Its SDP relaxation, which was first given by Goemans and Williamson in [14] , is
which is in the form of (P ) with n = r and A and G nonexistent. Note that Assumption A.1 is satisfied for the maxcut SDP relaxation since the n × n identity matrix I is strictly feasible. In addition, Assumption A.2 is trivially satisfied.
Maximum stable set relaxation
The maximum stable set problem on G is to find a subset V 0 ⊆ V of maximum size such that no two vertices in V 0 are adjacent. The maximum stable set problem can also be formulated as an NP hard quadratic integer program in ±1 variables. The number of binary variables in the integer program is r + 1, i.e., one more than the number of vertices in the graph, and hence the SDP relaxation has a matrix variable X of size (r + 1) × (r + 1). Let
where I r is the identity matrix of dimension r and e is the vector of all ones in r , and let A ij = (e i + e j + e r+1 )(e i + e j + e r+1 ) T where e is the -th coordinate vector in r+1 . Then the SDP relaxation of the maximum stable set problem is given by
which is in the form of (P ) with n = r + 1 and m = |E| (see [19] ). The optimal value of the above SDP relaxation is called the Lovász theta number of G and is denoted by ϑ(G). Therefore, the SDP (2) is called a Lovász theta SDP (there are other equivalent forms). The SDP also satisfies Assumption A.1 (see theorem 1 of [1] ) and clearly satisfies A.2.
Frequency assignment relaxation
Frequency assignment problems arise in wireless communication networks (see [9, 10] , for example). Given a network represented by a graph G, a certain type of frequency assignment problem on G can be relaxed into the following SDP:
where k > 1 is an integer, U ⊆ E and E ij = e i e T j + e j e T i ∈ S r . The SDP (3) is in the form of (P ) with n = r, m = |U | and p = |E \ U |. It is a property of this SDP that one may assume w ij = 0 for all (i, j) ∈ U . Moreover, it is clear that (3) satisfies Assumption A.2, and it is also known that Assumption A.1 is not satisfied in general, that is, (3) does not necessarily have an interior feasible solution. It can be proven [11] , however, that if the subgraph H = (V, U ) of G is (k − 1)-colorable, then an interior feasible solution does exist. We note that all the instances of the frequency assignment problem used in our computational experiments in Section 4 do have interior feasible points.
A First-Order Log-Barrier Algorithm
In this section, we introduce the framework of our first-order, log-barrier algorithm based on a special nonlinear transformation that converts the dual SDP to a nonlinear program with very simple constraints. We will also state the gradient formulas and a global convergence result for this algorithm. All the stated theoretical results have essentially been proven in [4] . We include them here in order to make the present paper reasonably self-contained.
Standard log-barrier subproblems
Under Assumptions A.1 and A.2, it is well-known that for any ν > 0 the standard dual log-barrier subproblem for (D),
and the standard primal log-barrier subproblem for (P ),
have unique optimal solutions (z ν , y ν , u ν , S ν ) ∈ F 0 (D) and X ν ∈ F 0 (P ), respectively. Moreover, together they satisfy
where the operation * defines the Hadamard product and e ∈ p is the vector of all ones. The paths {(z ν , y ν , u ν , S ν ) : ν > 0} and {X ν : ν > 0} are called dual and primal central paths, respectively, and each tends to a dual and a primal optimal solution, respectively, as ν goes to zero. A classic dual log-barrier algorithm is one that approximately solves a sequence of dual log-barrier subproblems (D ν ) corresponding to a set of decreasing ν values.
The nonlinear programming formulation
Our log-barrier algorithm is a dual algorithm. However, instead of solving (D) directly, we will first employ a nonlinear transformation to map the interior feasible set
, and then apply the log-barrier approach to the resulting nonlinear optimization problem in the transformed space. These ideas were first introduced in [4] and [5] . Recall the definition of the interior feasible set for (D):
The transformation from (D) to a nonlinear optimization problem consists of two stages. The first stage is derived from the well-known fact that every S ∈ S n ++ can be uniquely factored into the product LL T , where L is an n × n lower triangular matrix with a positive diagonal, i.e., L ∈ L n ++ . Applying this idea to the equality constraint of (D), we easily see that F 0 (D) is in bijective correspondence with the set
where the numbers of variables and equations remain unchanged after the change of variables from S to L. In order to describe the second stage of the transformation, we decompose
where w ∈ n ++ and L 0 ∈ L n 0 (i.e., it is strictly lower triangular). As such, the set (4) can be rewritten as
Counting the number of variables and equations in the symmetric equality system of (5), we see that there are a total of n + m + p + n(n + 1)/2 variables and n(n + 1)/2 equations. A fundamental observation is that the n(n + 1)/2 equations in (5) can be used to eliminate n(n+1)/2 variables, leaving n+m+p variables and no equations. More specifically, through the equations in (5) the variables z and L 0 can be explicitly defined as functions of the variables w, y and u. Consequently, the sets (5) and F 0 (D) are in bijective correspondence with the set n ++ × m × p ++ . The key results of the two-stage transformation just described are given in the following theorem.
Theorem 3.1 The following statements hold:
(b) the functions L 0 (w, y, u) and z(w, y, u) defined according to (6) 
As an immediate consequence of Theorem 3.1, the problem obtained from (D) by restricting the feasible region to the set F 0 (D) can be recast as the nonlinear program
The transformed dual problem (N LD) differs from the original dual problem (D) in that the nonlinearity has been shifted from the constraints to the objective function. As a result, the feasible region for the transformed problem becomes extremely simple. This shift is likely to have a significant impact on the behavior of the log-barrier approach.
We note that problems (D) and (N LD) have the same optimal values as was shown in [4] , but (N LD) has an open feasible set and in general does not have an optimal solution. In fact, it can be easily seen that if (d, b, h) = 0, then all optimal solutions of (D) lie in the boundary of F 0 (D), and in this case (N LD) does not have an optimal solution. This is not a practical limitation, however, since the algorithm for (N LD) described in this paper maintains its iterates in the open set n ++ × m × p ++ , only approaching the boundary of the feasible set in the limit.
The transformed dual log-barrier subproblem
After the transformation, the dual log-barrier subproblem (D ν ) becomes the following "nonlinear" dual log-barrier subproblem:
where we have used the equalities det(S) = det(
The following theorem is proven in [4] which details the relationship between the transformed dual log-barrier subproblem (N LD ν ) and the original dual log-barrier subproblem (D ν ). It indicates that, although convexity may have been lost during the transformation, the benefits of convexity are basically intact. 
Theorem 3.2 ensures in a theoretical sense that a log-barrier algorithm based on solving a sequence of (N LD ν ) will be well-behaved.
Gradient formulas and more
Since our algorithm will need to use the first derivative information of the function f , we restate the formulas for the gradient of f which were derived in [4] . In particular, we show that, for each (w, y, u) ∈ n ++ × m × p ++ , the gradient formula ∇f (w, y, u) is based on a certain symmetric matrix X(w, y, u) that serves as a primal estimate for the problem (P ).
Associated with a point (w, y, u)
In the following theorem, we summarize the main results of [4] concerning the first derivative of f (w, y, u).
has a unique solution in S n , which we denote by X(w, y, u). Moreover, the matrix
The following corollary of Theorem 3.3, which is a slight adaptation of lemma 5 and theorem 5 of [4] , shows that the matrix X(w, y, u) plays the role of a (possibly infeasible) primal estimate for any feasible point (w, y, u). 
++ , parts (a), (b) and (c) of Corollary 3.4 clearly give necessary and sufficient conditions for X(w, y, u) to be a feasible or strictly feasible solution for (P ), and these conditions are based entirely on the gradient ∇f ≡ ∇f (w, y, u). Moreover, if ∇ w f ≥ 0 and ∇ u f ≥ 0, then the quantities X • S and u T (h − G(X)) are both nonnegative, and hence one can measure the closeness to optimality of (w, y, u) by the magnitude of ∇ y f , w T ∇ w f and u T ∇ u f , which, according to parts (c), (d) and (e) of Corollary 3.4, are a measure of the complementarity of the primal-dual solution (X, z, y, u, S), where
y, u) and S ≡ S(w, y, u).
The reader may have noticed that the definition of X ≡ X(w, y, u) implies that X will be dense in general. Since we have claimed that the algorithm of this paper is designed for solving large-scale SDPs, it is reasonable to question how the gradient ∇f (w, y, u) can be computed efficiently when its computation is dependent upon the dense matrix X. As it turns out, X is not necessary for computing the gradient. In fact, we have proved in [4] the existence of a sparse analogue of X which can be used as an alternative to X in the computation of the gradient.
We briefly describe the sparse analogue of X as follows. Let V ≡ {1, . . . , n}, and define
In other words, F is the collection of nonzero elements of the function L(·, ·, ·). Alternatively, F can be described as the fill-in resulting from the Cholesky factorization of S(w, y, u).
we have the following theorem that describes the sparse analogue of X.
has a unique solutionX ∈ S n , which we denote byX(w, y, u). Moreover, the matrixX satisfies
A Log-barrier framework and global convergence
We now give a generic log-barrier algorithm based on the nonlinear programming formulation (LN D), followed by a global convergence result.
Algorithm GLB:
Let σ ∈ (0, 1) and ν 1 > 0 be given, and set k = 1.
++ to be the set of all points (w, y, u) satisfying
where ∇f ≡ ∇f (w, y, u) and e is the vector of all ones of appropriate dimension. It was shown in [4] that for any ν > 0 the unique minimizer (w ν , y ν , u ν ) of (N LD ν ) is in N (ν), and we will require that our approximate solution (w k , y k , u k ) be in N (ν k ) for k sufficiently large.
The following global convergence result for the generic nonlinear log-barrier algorithm was proven in [4] in a slightly different form. For each k, we define 
and (D), respectively.
The implemented algorithm
In practice, we of course stop the iterations once some stopping criterion is met. Moreover, we will use a first-order, or gradient based, unconstrained minimization algorithm for the task of solving the log-barrier subproblems in Step 1. The following is a more specific and more realistic version of our algorithm, where we define
log u j (11) to be the objective function of (N LD ν k ).
Algorithm LB:
Let σ ∈ (0, 1), , ν 1 > 0 be given, and set k = 1.
Use a version of the limited-memory BFGS algorithm to
and return to step 1. End
It is easy to verify that for any γ 1 , γ 2 and γ 3 in the definition of the neighborhood N (ν) (see (10) ), there exists k > 0 such that ∇φ k (w, y, u) ≤ k implies that (w, y, u) ∈ N (ν k ). Consequently, global convergence will be ensured by Theorem 3.6. In our implementation, however, we will select k based primarily on practical considerations rather than theoretical ones.
Computational Results
In this section, we describe our computational experiences with the first-order log-barrier algorithm of Section 3.6. In particular, we discuss our method for exploiting sparsity of the problem data within the evaluations of f and ∇f . We then consider a number of implementation details and conclude with some computational results showing the effectiveness of our method on a variety of large-scale SDPs.
Function and gradient evaluations
Effectively exploiting sparsity in the data of semidefinite programming is a major concern for any algorithm designed to solve large-scale instances of (P ) and (D), and we now discuss how Algorithm LB proposed in Section 3.6 is able to use the sparsity of the problem to its advantage when evaluating f and ∇f .
Let us fist consider the evaluation of f (w, y, u) for any (w, y, u) ∈ n ++ × m × p ++ . As was shown in [4] , the main work in calculating f (w, y, u) is the computation of L 0 (w, y, u), and this provides a key opportunity to exploit the sparsity of the problem. Indeed, using the standard symbolic Cholesky factorization (see [13] , for example), it is possible to determine in polynomial time the nonzero positions of L 0 (w, y, u) by analyzing the nonzeros of S (w, y, u) . Since the nonzeros of S(w, y, u) do not exceed the aggregate nonzeros of the data matrices
, disregarding possible cancellations the nonzeros of L 0 (w, y, u) can be considered as independent of (w, y, u) so that each L 0 (w, y, u) shares the same set, say F, of nonzeros. Assuming that F has been computed once and is readily available for each evaluation of L 0 (·, ·, ·), it is not difficult to see that the computation of L 0 (w, y, u) can be performed in a similar fashion to a sparse Cholesky factorization that accesses only the nonzeros of L 0 (w, y, u) and the off-diagonal nonzeros of S(w, y, u). (See also lemma 1 of [4] .)
The evaluation of the objective function serves as the primary motivation for exploiting sparsity in Algorithm LB. This sparsity, however, carries over into the evaluation of the gradient as well, as exemplified by Theorem 3.5 in which the formula for ∇f is expressed in terms of the sparse matrixX ≡X(w, y, u). From Theorem 3.5, it is easy to see that, oncê X has been computed, forming the gradient is a simple computation that can exploit the sparsity of the data. So it seems sensible (perhaps necessary) to computeX first and then to compute the gradient. Hence, our implementation efforts have focused on an efficient method for computingX.
From the definition ofX in Theorem 3.5, it is not difficult to develop a straightforward technique for computingX in a right-to-left column-by-column fashion. (See the proof of lemma 3 in [4] , for example.) Such an algorithm may not necessarily be the most efficient, however, since the computations should allow for the exploitation of both the sparsity ofX and the sparsity of L(w, y, u) (upon whichX is defined via the linear system of Theorem 3.5). In our implementation, we have arranged the computation ofX in such a way that sparsity is exploited to the fullest extent. As a result the overall computation of ∇f is often quicker than the evaluation of f .
Special considerations
There are of course many details that contribute to the successful implementation of a given algorithm, and so in this subsection we list and discuss several details concerning our implementation of Algorithm LB.
As with most iterative algorithms, the choice of starting point is a crucial element affecting the performance of Algorithm LB. We believe that the point (w 0 , y 0 , u 0 ) = (e, 0, e), where -with a slight abuse of notation -e ∈ n and e ∈ p are vectors of all ones, is a good generic starting point for Algorithm LB. (If either of the vectors y or u are nonexistent, then the corresponding components are dropped.) The primary motivation for this starting point is that, with w 0 = e and u 0 = e, the value of the function b T y and the value of the log-barrier function are both equal to zero, thus ensuring a good initial balance between the two objective values.
Before we discuss the choice of the initial barrier parameter ν 1 , we first discuss a slight variation of the log-barrier algorithm that we have found carries with it some practical advantages. Recall that in the theoretical development of Algorithm LB, we have introduced the nonlinear program (N LD ν ) , where ν > 0 is the "weight," or barrier parameter, assigned to the barrier terms
In particular, we have assigned a single barrier parameter to both terms. There is, however, no reason why two separate barrier parameters, say ν w > 0 for the first term and ν u > 0 for the second, cannot be used. In fact, it is not difficult to prove that the resulting nonlinear program, called (N LD ν w ν u ), has a unique minimizer and that this minimizer corresponds to the unique extremers of the analogous SDP problem (D ν w ν u ) (whose definition should be self-evident) in a manner similar to that described by Theorem 3.2. A straightforward, convergent variant of Algorithm LB which takes into account the different choices of barrier parameters ν w and ν u can then be easily developed.
To help ensure strong practical performance, we suggest that the above scheme be implemented with different values for ν w and ν u . In particular, in our implementation we set ν w 1 = 1 and then let ν u 1 be calculated as the minimizer of the strictly convex program
where (w 0 , y 0 , u 0 ) is the initial starting point and ∇f 0 ≡ ∇f (w 0 , y 0 , u 0 ). In other words, ν u 1 should be chosen so as to minimize the initial norm of the gradient of the barrier with respect to u. We remark, however, that since the unique minimizer of the above program may not be positive, it may be necessary to override the above choice and set ν u 1 to a safe value such as 1. Nonetheless, in our experiments with the frequency assignment problems, the minimizer was positive in every case and consequently helped to ensure good convergence of the overall algorithm.
The separation of the barrier parameter ν into two parameters ν w and ν u creates another consideration besides just that of initial values. Namely, we must decide when and how to update each of the parameters. Recall that, after the presentation of Algorithm LB, we defined a neighborhood N (ν k ) and updated the parameter ν once the iterates entered the neighborhood (at least for the later stages of the algorithm). In the case of two parameters, the definition of the neighborhood can certainly be generalized to a new neighborhood N (ν w k , ν u k ), and so we have the following theoretical update rule: once the iterates have entered the neighborhood N (ν w k , ν u k ), update the parameters ν w and ν u by multiplying them with the same parameter σ = 0.1.
The above update rule ensures the theoretical convergence of the log-barrier algorithm, but in our experimentation, we found that it was advantageous to replace the theoretical neighborhood N (ν w k , ν u k ) with a more practical neighborhood, one consisting of all points (w, y, u) for which ∇φ k (w, y, u) is "small" as given in Algorithm LB. (Note that this practical neighborhood certainly contains the unique minimizer of the log-barrier function.) In other words, with this practical neighborhood we update the parameters by σ once the norm of the gradient of the barrier function passes below a certain threshold (usually 10 −1 for early stages of the algorithm and 10 −2 for later stages of the algorithm).
Results of the log-barrier algorithm
We implemented the log-barrier algorithm as described in the two previous subsections, and the results are presented in this section. To solve the log-barrier subproblems, we choose a limited-memory BFGS algorithm with strong Wolfe-Powell linesearch and three limited-memory vector updates (see [6] for example). Our sparse data structures were similar to those commonly found in the literature, and in order to increase the sparsity of the Cholesky factor L(w, y, u) in our algorithm, we employed the sparse symmetric matrix reordering subroutines of the external code Metis 4.0.1 [18] . We implemented our code in ANSI C and compared it with the first-order spectral bundle method (SBmethod v1.1.1) of Helmberg, Rendl, and Kiwiel [16, 15] . The default parameters for the spectral bundle method were used, and all tests were run on an SGI Origin2000 with 16 300MHz R12000 processors and 10 Gigabytes of RAM at Rice University, although each code used only one processor.
We decided to compare our method with the spectral bundle method since it is the only other first-order method currently available that can solve a wide range of combinatorial SDPs and since it is a dual-feasible, descent method, which makes for straightforward comparisons with our method. Also, we chose not to compare with any second-order method since our goal was to show the performance of our method on truly large-scale problems that are currently out of reach for second-order methods (which is the case for nearly all test problems presented in this paper).
Since both methods solve the dual problems of the maximization problems given in Sections 2.2, 2.3 and 2.4, we note that, in evaluating the quality of an approximate solution, the smaller the objective value is, the better.
Results on maxcut relaxations
The first set of test problems consists of thirteen instances of the maxcut SDP relaxation (see Section 2.2). Of these thirteen, the first nine come from the so-called Gset of randomly generated graphs first introduced in [16] , and the last four come from the recent Seventh DIMACS Implementation Challenge on Semidefinite and Related Optimization [8] . In Table  1 , we give information concerning the thirteen problems, namely the problem name, the value of n for our formulation (note that m = p = 0), and the density of nonzeros in the lower part of the matrices S(·, ·, ·) and L(·, ·, ·) (including the diagonal entries). We note that, for the maxcut SDP relaxation, n equals the number of vertices in the underlying graph, and the density of S represents roughly the density of edges present in the graph. Table 2 gives the performance of the spectral bundle method (SB) and our method (BMZ) on the thirteen maxcut test graphs. Each method was given an upper bound of ten hours (or 36,000 seconds) of computation time on each instance, although on only one problem (G22 for our method) was this time limit relevant. Our method was terminated once the barrier parameter ν w achieved the value 10 −4 . (Again, note that p = 0 and so ν u is nonexistent for this class of problems.) We remark that both methods solve the dual formulation of the maxcut SDP and moreover that each method is a feasible descent method. Hence, the objective values given in the second and third columns are directly comparable. The times given in the fourth and fifth columns are in seconds, and the iterations given in the last two columns represent the total number of "serious steps" for the spectral bundle method (see [16] ) and the number of inner iterations of our algorithm.
From the table, it is not difficult to see that, for most problems, SB achieves higher accuracy in less time than BMZ. Interestingly, for those problems in which the times for BMZ are relatively close to those for SB, the density of L is not much larger than the density of S, i.e., for these case, the fill-in of the Cholesky factorization is small. On the other hand, when the fill-in is great, there is a great disparity between the times of the two methods. Since the spectral bundle method works only with S while our method works with both S and L, these results seem to indicate that BMZ is most negatively affected by the fill-in of the Cholesky factorization. Of course, the results also indicate that SB converges very well on the maxcut problems, obtaining good accuracy in just a few iterations on most problems.
Results on maximum stable set relaxations
The next set of test problems consists of thirty-one Lovász theta SDPs (see Section 2.3), with the first twelve coming from the same Gset collection as above, the next thirteen coming from the Second DIMACS Challenge on the Maximum Clique problem [7] (for which the Lovász theta number represents an upper bound on the size of a maximum clique), and the final six coming from the Seventh DIMACS Implementation Challenge as mentioned above. The data in Table 3 is similar as in Table 1 , though here we point out that n (the size of the matrices in our formulation) equals one plus the number of vertices of the underlying graph, m (the number of additional primal constraints) equals the number of edges, and the density of S roughly represents the density of edges in the graph. Also, p = 0 for this formulation. Table 4 gives the performance of SB and BMZ on the thirty-one theta test graphs. As before, each method was given an upper bound of ten hours of computation time on each instance. Our method was terminated once ν w became 10 −6 , and again, both methods are dual feasible descent methods. The objective values, times, and iterations are given just as in Table 2 for the maxcut instances. The results indicate that BMZ outperforms SB, obtaining a better objective value in less time on all but two problems. For the remaining It is important to point out that the spectral bundle method, which is applicable to a larger class of SDPs than our method, can also solve a different formulation of the Lovász theta SDP; that is,
where e ∈ n is the vector of all ones. So in Table 5 we also compare our method with the spectral bundle method applied to (12) on the same thirty-one test graphs. We stress again that our method solves the dual of the SDP given in Section 2.3. For ease of comparison, in Table 5 , we reprint the data for our method from Table 4 . We note that although the two formulations are different, both methods are working with approximately the same size of matrices and the same number of constraints.
Concerning the results in Table 5 , we first mention that on ten of the problems, SB computed the theta function in one iteration. This seems to indicate that SB's routine for choosing a starting point performed very well on these problems, and thus these problems may not be a good indicator of the overall performance of SB. Also, on one problem, namely G50, SB seems not to have converged, attaining a value of 1497.0372 when the optimal value is clearly no greater than the value obtained by BMZ, 1494.0997.
On the remaining twenty problems in Table 5 , it is difficult to draw clear conclusions from the data as to which method performed better. On the Gset problems, SB seems to have the edge, achieving a better objective value in ten hours for problems G43-G47 and calculating a slightly worse objective value in less time for problems G51-G54. On the Second DIMACS Challenge graphs, however, BMZ performs better with higher accuracy in less time. Interestingly, the disparity between the densities of S and L still exist for these problems just as they did for the maxcut problems, but in these cases, there seems to be less of a consequence on the running times of the two methods. Perhaps this is a reflection of the higher number of iterations that SB tends to perform on the theta problems as compared with the maxcut problems.
Results on frequency assignment relaxations
Finally, we compare the two methods on a set of twelve frequency assignment relaxations (see Section 2.4) that were obtained from A. Eisenblätter, one of which, fap09, was used in the Seventh DIMACS Implementation Challenge. The statistics for the problems are given in Table 6 , and we point out that n is the number of edges in the underlying graph and that the sum of m and p is the number of edges. In addition, the density of S corresponds to the density of the edges in the graph. Table 7 gives the performance of both methods on the twelve FAPs. Each method was given an upper bound of fifty hours computation time (or 180,000 seconds) on each problem, and our method was stopped once ν w had reached the value 10 −7 . (Recall that ν w and ν u are linked in that they are always updated simultaneously and by the same factor σ = 0.1, and so the given rule is equivalent to stopping once ν u reaches a value that is 10 −7 times its initial value.) Once again, both methods are dual-feasible, descent methods. In each of the twelve problems, BMZ terminated before the fifty-hour time limit with an objective value that was better than that obtained by SB after fifty hours. In some cases, the time taken and the objective value achieved by BMZ were considerably better than those by SB. Overall, the results seem to indicate much stronger performance by BMZ on FAPs of these sizes. Note also that the issue of the differences between the densities between S and L are not relevant for most of the problems but also do not seem to affect fap12, a problem for which the density of S is notably less than the density of L. As with the theta problems, this may be a consequence of the relatively large number of iterations performed by SB.
Final Remarks
Our numerical results have shown that the transformation introduced in [4] is indeed a viable approach to solving some large-scale SDPs from combinatorial optimization. In fact, at present many of the tested problems in our numerical experiments can only be solved, within a reasonable amount of time, by our method and the spectral bundle method [16] . These two methods both have their advantages and disadvantages, depending on problem characteristics, and our method appears to be particularly effective for problems with a large number of constraints. Recently, we have extended the application of our transformation to general SDP problems [5] where the diagonal of the primal matrix variable need not to be fixed. Preliminary numerical results in [5] indicate that the approach also holds promise for general SDP problems.
