In the non-linear situation multisummability of formal power series solutions was independently conjectured by J. Ecalle and the first author, but the first complete proof was only very recently given by B.L.J. Braaksma [3] . In his proof he uses Ecalle's definition of multisummability. Afterwards in [11] the second author outlined another proof based on the cohomological definition of multisummability (cf. B. Malgrange and J.-P. Ramis [7] and W. Balser, B.L.J. Braaksma, J.-P. Ramis and Y. Sibuya [1] ). In this paper we shall present a complete version of this analysis. As we mentioned in [II] , the main problem is to prove Theorem 2.1 of §2, since multisummability of formal power series solutions can be derived from Theorem 2.1 in a manner similar to the proof of Theorem 4.1 of [1] based on Lemma 7.1 of [1] . We shall present a complete proof of Theorem 2.1. Our proof is based on the methods due to M. Hukuhara [5] , M. Iwano [6] , and J.-P. Ramis and Y. Sibuya [10] . We shall also derive explicitely multisummability of formal power series solutions using Malgrange-Ramis definition of multisummability.
Our proof is quite different from Braaksma's. We do not use Laplace transform, acceleration and convolution products. The idea is to perform a sort of analytic continuation across an infinitesimal neighborhood. We get in a finite number of steps a more and more precise estimate of the sum, which is defined up to exponentially small corrections of some order which increases at each step. Our proof is not simpler than the elegant proof of Braaksma but we hope that it will shed a new light on the problem. In particular our approach is based on a very detailed analysis of formal normal forms (in relation with resonances) and Stokes phenomena for non linear systems of differential equations. This analysis extends some works of M. Hukuhara [5] and M. Iwano [6] . It has certainly an independant interest and it would be interesting to investigate more deeply such questions.
Preliminaries.
As in [II] , throughout this paper we shall use the following notations : 
j -^ are not equal to nonzero integers if \j(x) = \h(x);
(h) the 6j are complex numbers such that \j(x) + fij = Aj+i(.r) + /Zj+i if^-^0 ; (in) SR(^.)<0 0=l,2,...,n).
3) The quantity /^ is a positive real number such that /A+SRO^-/^) >0 O',/i=l,2,.-.,n) . [11] 7^ denotes the set of all j such that Aj (a*) is not identically equal to zero; i.e.
4) As in
(1.5) ^ = 0'; W^Q}. be all of the distinct real numbers in the set { TJ ; j G 7^ }; i.e.
{k^"',kp} = {r^ ; j OH}.
7)
We fix an integer q such that 2 < q ^ j? and set where the coefficients G^ are holomorphic and bounded in P(a, 6, ro).
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We assume that the following conditions are satisfied :
(1) there exists a direction argx = d such that
(2) for each j € 7?.^., there exists a direction arg x = dj such that
and that ^A^a;)] changes its sign across the direction arg x = dj (cf. figure 1 ). This means that the direction arg x = d is not singular on the level k.
Case A Case B 
for some positive numbers J<T and ei;
We can choose the a^ and the /^ so that, if j e 7^ and 3t [Aj(.z;)] ^ 0 on (2.9) y^(r) = {rr; a^ ^ arg x ^ ^, 0 < | x \ ^ r} for sufficiently small r > 0, then ^[A^a^e;^)] < -6 on H^(r) for some positive number 6 and a sufficiently small r > 0 . In particular, we can choose the a^ and the {Sy so that
Also we can assume that the directions mgx = dj are not in ^(n) n -i(n) for any v (^ 2).
We can further assume that
As in [11] the main purpose of this paper is to prove the following theorem : 
A formal solution by means of a formal normal form.
As in [11] we consider a differential equation :
where F is a power series in z^i, • • •, Un :
satisfying the following conditions :
is an n x n matrix whose entries are holomorphic and bounded in a sectorial domain :
V(a, (3,r) = { x ; a < arg x < /3, 0 < \x\ < r },
(ii) the F^(x) are n-vectors whose entries are holomorphic and bounded inP(a,/?,r), (iii) the power series F is uniformly convergent for
There exists a nonnegative number L such that 819
In particular,
for (3.8)
Let us also assume the following conditions : .^no-Utilizing notations and assumptions given above, we shall state the following lemma which will be proved in §7. is bounded in T)(a^ /?, r) for some positive number ^ such that
where Ino is the no x no identity matrix and 0 is the {n -no) x no zero matrix;
(ii) the Pfp{x) and S^(x) are holomorphic and bounded in P(a, /8,7*) ;
W^no (v) the formal power series : 
1^2
Note that power series (3.11) in w is a formal solution of differential equation (3.1) in the sense that the following condition is satisfied as power series in w (cf. (7.1)) :
9P(x, w 9w
).
-is an n x riQ
ned by
9P(x,w)9 wno
The left-hand side of this condition comes from a chain-rule by means of differential equation (3.12) . 
C2
Let 5= be an arbitrary constant no-^ctor. If we arrange the
L^noJ
Aj{x) in such a way that (3,r) , a general solution of (3.13) is given Putting (3.14) and (3.16) together, we can find a general solution of (3.12), i.e. 
where (a) EM{X\ c) is holomorphic in a domain : Proof. -Set
Then, since
is a formal solution of differential equation (3.1), we havê 
A normal form of a linear system.
The results in this section will be used in §5 where we shall consider the situation on the intersection of two sectors P(ai, /?i, r) and 'D(a2, /?2^)-Actually Lemmas 3.1 and 3.3 will be used in Step 2 of the proof of Lemma 5.1, whereas Lemma 4.1 will be used in Step 3 of the proof of Lemma 5.1. We shall finish the proof of Lemma 5.1 by utilizing Observations 4.2 and 4.3 in Steps 4 and 5. In this section the intersection of these two sectors is denoted by P(a,/?,r). The notation no of this section and that of §3 are totally unrelated. Rather, no of §3 corresponds to n\ and 712 of this section. Keeping these in mind, we start explaining a normal form of a linear system. .^mO^Cl),
.^0+712(^^2).
be general solutions of the following two differential equations : The following lemma will be proved in §8. 
where V is an n-dimensional row vector, in such a way that
where 
Stokes multipliers.
We shall utilize the same notations as in §2, and consider the following situation : let U^r) = P(c^,A.,r) (^=1,2)
be two subsectors of 'D(a, b, ro) of §2 which satisfy the following conditions :
(iii) there exist a positive number ri and two functions fi(x) and ^{x} such that (c) we have
for some positive numbers K and ei;
(d) for each ^, fy is a solution of differential equation (2.1) in Uy(r\)^ i.e.
As in [11] we want to prove the following basic lemma : 
for some positive numbers K f , 7*2 and 62.
Proof.
Step 1 respectively, where
is a power series which is uniformly convergent in the domain :
for some positive number po ^d the coefBcients Fy^(x) are holomorphic and bounded in U^{r\).
Step 2 : We shall apply Lemmas 3. be general solutions of differential equations (5.7) respectively as constructed in §3.
The most important meaning of differential equations (5.7) is that there exist two formal power series 
Set (5.11) UM^(X,^) = Pvft(x)(j)^{x,Sv) + x^ ^ (j)y{x,SyYPv^(x).

2^|p|^M-l
Then each of differential equations (5.5-^) admits a solution of the form :
UM^(X,E^) = UM^{X^Sy} + EM^(X^S^)
such that (ii) the ^pi ,p2 { x ) are holomorphic and bounded on U\ (r^) H^2 (^M) and the series on the right-hand side of (5.17) is uniformly convergent for Then we can construct two n x n matrices ^ and B of the form (4.5) which satisfy conditions (i) and (ii) of Lemma 4.1 (in particular (4.4)) and equation (5.20) . Note that the matrix <I> is a formal power series. However by utilizing an idea similar to the proof of Lemma 3.3, for any given sufficiently large positive integer M and any positive number p, we can construct an actual solution ^^(^5 ^ii %) of the differential equation 
-^e-^ [l + x^^o(x)] (f^x) -/i(^)).
Step 4 : Suppose that M is sufficiently large. Then letting x tend to zero in U^(TM) n^i(rM) we can compute FA^CI,^). To start calculation, let us denote by ^•(01,02) the j-th entry of FM, i.e. Let us look at Tj for j such that Ty = k and that j e J^(l) 'J ^(2). For such j, we have we conclude that the terms from C^c^ -C\c\ are the only contribution to the terms linear in ci and 02 of Fj (01,02). In this last step we utilize (1), (2) , and (3) together with the structure (4.15) of the matrix B . Thus we can derive (5.31).
Therefore we can fix arbitrary constants ci, ?2 in such a way that r^(ci,C2)=0 for je^(l)U^(2).
This completes the proof of Lemma 5.1.
Proof of Theorem 2.1.
We shall utilize the same notations as in §2, and apply Lemma 5.1 to {^(^1)5 ^i/-i0"i)} and {fy(x)^ fy-^(x}} for each v. To do this, set 
Proof of Lemma 3.1.
Let us consider the following partial differential equation :
9P(x,w)
. where ---;-is an n x no matrix defined by 9w 
=1
Thus we derive from (7.1) the following recurrence relations :
-x^(Po(x)5^x) + JW), where^{ x) = x^P^x)â nd, for each p, the entries of ^(x) are polynomials in the entries of <I>p/ and o?p/ dp'| < |p|) with coefficients holomorphic and bounded in P(o;,/3,r). Note that ^^e^-ee+i = 0 if some entries of p + en -e^+i are negative. We shall determine Po, <&p and a^ by (7.2).
Step 1 can construct a solution X(x) of (7.3) such that x~^X(x) is bounded on V(a, (3,r) . Actually, we can choose // so that /^a^--/^] >0 for ^=l,...,n. Also we can assume recursively that ^^e^-e^+iW = x^P^ee-e^{x), where the entries of P^a-e^W are holomorphic and bounded in P(a, /?, r). As a matter of fact, we have
since X^ = A^+i if ^ -^ 0. Therefore, (3) determines a^ in a form :
where Q^(x} is an no x^ matrix whose entries are holomorphic and bounded in P(a,/3,r) and £^(x) is an no'-vector whose entries are holomorphic and bounded in Z)(a,/3,r) (because of recursive assumption). Now (7.2) yields a system of differential equations : -^Aoo(a-),
where ^y^x) is a polynomial in B^{x) and $p'^(a;) (Ip'il + \^\ < Ipil + \V>2\) with coefficient holomorphic and bounded in 'D(a,/3,r).
Thus we derive the following differential equations :
where ^p, ^ (a-) is a polynomial in B^ ^ (x) and $p^ ^ (a;) (| p'l | + | pa | < I Pi I + |p2|) with coefficient holomorphic and bounded in 'D(a,/3,r) .
Writing the equations on a^<i>pip;> componentwise and utilizing an argument similar to the proof of Lemma 3.1, we can complete the proof of Lemma 4.1.
Multisummability of formal power series solutions of non linear meromorphic differential equations.
We will prove multisummability of formal power series solutions of differential equation (2.1) according to the Malgrange-Ramis definition of multisummability [7] . This definition is slightly different from those of [I], [2] , [3] , [8] : one replaces the notion of multisummability in one direction by the notion of multisummability on a family {Ji,..., In} of nested closed arcs of the unit circle S (or more generally of its universal covering 5'). In this paragraph we will use the definitions and notations of [7] . We will build a sequence (<^i,..., <^p, (j>p+i) with a) (f)j G (r^^l/.A^'""^-1 )) 7 ' 1 by a descending recursion on j.
First we get <^p+i from <^ using the natural isomorphism (cM^r-^A/A^r.
Kp
Now we suppose that we know (<^,..., 0p, ^p+i) for 3 < r < p -j-1 that ^ € (r(^-; A/^-^-1 )) 71 (j = r,... ,p+l), and ^ = (^•+i(^. m ^-k^n forj==r,...,p.
Then we set kr-i = fc and fey-2 == k^ I = J^r-i, d == d^_i.
We can represent ^rjj^-i by a 0-cochain / == {/i,..., f^} asso to a covering {Uy{r)} of a closed sector Wo(^) == {x e (7; [arg re --,0<|a;|<'r} (corresponding to the closed arc I on 5) as in §2 ^iK coboundary of / takes its values in (A^"^) 71 . Then applying Theore we get a 0-cochain g == {^i,...,^v} representing also (f>r\ir-i but that its coboundary takes its values in (A^"^) 71 . Therefore g defin element ^-i € (^(Ir-i^A/A^"^-2 )) 71 ' such that (j)r-\ ^ <?r|Jr-i mo
rA^-kr-i\n
Utilizing the Observation 9.2 we can do the same construction r == 2. Finally we get a sequence (^i,..., 0p, 0p4-i) satisfying our cond
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