Topology optimization by distributing materials in a domain requires stochastic optimizers to solve highly complicated problems. However, solving such problems requires millions of finite element calculations with hundreds of design variables or more involved , whose computational cost is huge and often unacceptable. To speed up computation, here we report a method to integrate deep learning into stochastic optimization algorithm. A Deep Neural Network (DNN) learns and substitutes the objective function by forming a loop with Generative Simulated Annealing (GSA). In each iteration, GSA uses DNN to evaluate the objective function to obtain an optimized solution, based on which new training data are generated; thus, DNN enhances its accuracy and GSA could accordingly improve its solution in next iteration until convergence. Our algorithm was tested by compliance minimization problems and reduced computational time by over two orders of magnitude. This approach sheds light on solving large multi-dimensional optimization problems.
varying signs on gradients or non-linear constraints. 4 To address these difficulties, stochastic methods should be considered since they play a significant role in overcoming the tendency to be trapped into a local minimum. 5 Several researchers have attempted to implement techniques based on stochastic optimizers. For instance, Hajela et al. 6 managed to apply Genetic Algorithm to a truss structure optimization problem by solving two subproblems, obtaining feasible connections among predefined points and then determining cross-sectional area for each connection element. Shim and Manoochehri tried to minimize the material use subject to maximum stress constraints by the Simulated Annealing (SA) approach. 7 Besides these two popular methods, other stochastic algorithms have been investigated as well, such as Ant Colonies 8, 9 , Particle Swarms 10 , Harmony Search 11 , and Bacterial Foraging 12 . As Sigmund mentioned, stochastic methods have four advantages over gradient-based methods: better optima, applicable to discrete designs, free of gradients and efficient to parallelize. 13 However, the major disadvantage of stochastic methods is their high computational cost from calling the objective functions, which becomes prohibitively expensive for large systems. 3 Machine learning has recently demonstrated some capabilities in reducing computational cost of topology optimization. Researchers obtained designs from traditional methods to train neural networks and predicted solutions to the same problems with different boundary conditions or mass fractions; [14] [15] [16] [17] [18] for example, Yu et al. 19 used solutions to a simple compliance problem to train a neural network consisting of Convolutional Neural Network (CNN) and conditional Generative Adversarial Network (cGAN). However, these schemes are separate from topology optimization algorithms; they rely on the latter for training data and also refinement because the designs from the networks are obviously different, although close to, optimal designs.
To take the advantage of the searching abilities of stochastic methods and high speed of Deep Neural Network (DNN), we propose an algorithm integrating DNN into Generalized Simulated Annealing (GSA). A Deep Neural Network is used to map designs to objectives and serves as the function to be optimized by GSA. The optimized design produced by GSA is fed back to DNN for better training. This loops until the optimized design does not change. To investigate its accuracy, we tested the algorithm by a compliance problem with two meshes.
Problem formulation and algorithm description
Consider the following topology optimization problem: in a design domain Ω, find the material distribution ρ(x) that could take either 0 (void) or 1 (solid) at point x to minimize the objective function F , subject to a volume constraint G 0 ≤ 0 and possibly M other constraints G j ≤ 0(j = 1, ..., M ). Mathematically, this problem can be written as 4
where V 0 denotes the given volume. To solve such a problem numerically by the density approach, the domain Ω is discretized into finite elements to describe the density distribution by N elemental or nodal values. Besides, for the sake of numerical applications, ρ(x) is typically assumed to be continuous. Thus, the problem is formulated as
In this paper, we apply our algorithm to solving Eq.(2).
Our method originates from the fact that Deep Neuron Network is powerful in learning non-linear mappings. In many applications, the objective function is quite complicated and time-consuming for calculations, since it requires solving partial deferential equations. To accelerate computation, we try to evaluate the objective function via DNN instead of the regular way. Intuitively, the objective function needs to be called more times for generating data to train the neural network than directly for optimization, since the former requires the information from the entire domain. However, except the details around the global optimum, most information in the domain is redundant. As shown in Figure 1a , in a 1D minimization example, we can generate a small data set at the beginning to train the DNN and refine the mesh around the minimum (obtained from the prediction) to achieve prediction with higher resolution in the place of interest. After several batches, the minimum of the predicted function would converge to that of the objective function. Based on this idea, we designed an algorithm shown in Figure 1b .
Random density arrays ρ satisfying the constraints are generated as training data and inputted into the DNN together with their corresponding objective function values F (ρ) calculated by the Finite Element Method (FEM). At this stage, the DNN has a certain level of abilities to predict the function values based on density arrays. Next, the global minimum of the objective function is calculated by GSA operated in its usual way except F (ρ) is estimated by the DNN instead of solving differential equations. After obtaining the optimized array ρ base , more training data can be generated nearby. The disturbance we add to the array is inspired by the Genetic Algorithm: mutation and crossover. 20 The former means replacing one or several design variables with random numbers; the latter denotes exchanging several values in the array. Constraints will be checked and enforced afterwards.
The stop condition of the loops, i.e. stable solutions, is a little bit subjective. As will be observed in the examples next section, the solutions obtained from each loop are more or less different from each other. We can define a criterion to measure the difference between the solution and those yielded by previous steps and stop the loops when the difference is below a threshold, yet a fact we must consider is a probable non-unique optimal design there are multiple solutions of ρ corresponding to the minimum F (ρ). Therefore, we alter to monitor the objective function value F (ρ base ). 
Examples and results
In this section, we will apply the algorithm to classical 2D compliance minimization problems. As shown in Figure 2a , a 1m×1m domain is divided evenly by a 4 × 4 mesh. A force downwards is applied to the top right edge; the bottom left edge is set as a roller (no vertical displacement); the right boundary is set to be symmetric (no horizontal displacement). There are 25 nodal design variables to control the material density and correspondingly the Youngs modulus in the domain. Our goal is to find the material density distribution ρ i (i = 1, 2, ..., 25), subject to a volume constraint of 0.5, such that the elastic energy of the structure is minimized, equivalent to minimizing compliance or the vertical displacement where the external force is applied. Youngs modulus is related to density by a popular method called SIMP (Simplified Isotropic Material with Penalization) 21 :
where Y denotes modulus, is a small number to avoid numerical singularity and ρ is the material density at a given location interpolated linearly by the nodal values of the element.
A traditional, gradient-based and currently one of the most efficient ways is the Method of Moving Asymptotes (MMA). 21 Its solution is shown in Figure 2d energy is 0.293, defined as the ratio of energy to that of the reference uniform distribution where the material density is 0.5 everywhere in the domain:
As for our proposed algorithm, we assume no prior knowledge of the objective function F (ρ) except that it is a monotonically decreasing function of ρ, thus all random numbers generated in the algorithm have uniform random distribution from zero to one with a weighted average of 0.5 in each matrix. In the following contexts, the algorithm is abbreviated as WL (with loop). For comparison, we also tried a similar approach without feedback abbreviated as NL (no loop): generating numerous random samples to train the DNN once, and obtain the optimized solution based on the network. Figure 2b shows the objective function, elastic energy, in the dimensionless form. The energy from both algorithms, with loops (WL) and without loops (NL), decreases as n train grows. WL is much faster than NL and converges at around n train = 600. The solution with lowest energy among first 600 samples is presented in Figure 2e whose value is 0.298, almost the same as the solution from MMA. As n train grows, the energy approaches that of MMA, shown in Figure 2f , yet the improvement is tiny compared with Figure 2e .
Under our configuration, the GSA needs about 2 × 10 5 function evaluations and serves as the most time consuming part. In each loop (100 incremental samples), our personal computer (CPU: Intel i7 8086k) spent about 40 seconds on FEM calculations, 10˜100 seconds on DNN training (depending on the accumulated training dataset) and 60˜90 seconds on GSA. Although on average this method triples the time cost per sample, it only needs 600 samples instead of 2 × 10 5 , therefore, the approach reduces two orders of magnitude of computation time.
We also assessed the networks from WL and NL by calculating their energy predictions of the DNN inputted ρ base obtained by themselves. The error is shown in Figure 2c , calculated by
where E pre and E true denote energy calculated by DNN and FEM respectively. When n train is small, both networks overestimate the energy since their training datasets, composed of randomly distributed density values, correspond to high energy. As n train grows, the error of WL fluctuates around zero line since solutions with low energy are fed back to the network.
A similar problem with a finer mesh with 11×11 design variables is shown in Figure 3a where the boundary conditions were adjusted based on the mesh. The solution from MMA is shown in Figure 4d whose energy is 0.222. The trends in Figure 3b and c are similar to the course mesh. As shown in Figure 3b , WL converges at around n train withẼ = 0.228 and the design is shown in Figure 3e . In each loop (1000 incremental samples), FEM calculations cost about 500 seconds, training cost 30˜300 seconds and GSA cost around 1,000 seconds to evaluate 4 × 10 6 times of the objective function. Like the result of the coarse mesh, our method reduces the computational cost to less than 1% despite nearly triple computation time per sample.
Conclusions and discussions
There are many high-dimensional optimization problems and topology optimization is an important one. To solve it by stochastic methods, we attempted to use DNN substituting the FEM to calculate the energy corresponding to designs. We used a compliance minimization problem to test our algorithm with two meshes. It was shown that the DNN could map the design with the energy even without feedback, yet training data generated based on feedback would foster the learning process. For the coarse mesh with 25 design variables and the fine mesh with 121 variables, our algorithm converged and produced feasible solutions after 600 and 11,000 FEM calculations, respectively, less than 1/300 of times if applying the GSA directly without the help of DNN. Even if considering additional calculations needed by the algorithm, the computation cost of our algorithm is still less than 1% of the regular GSA. The ratios would decrease more if considering the fact that there is a chance that stochastic methods cannot produce optimal or near optimal results and sometimes need multiple initializations; our algorithm can reveal an abnormal solution by monitoring the outputs. As an amazing property observed from the tests, the number of function evaluations required by the algorithm does not grow exponentially, thus it has a great potential for larger scale applications. This paper demonstrates embedding deep learning in optimization methods and thus brings a new perspective for high-dimensional optimization.
Methods
Enforcement of the fixed volume. All matrices representing the density distribution ρ have the same weighted average N i=1 v i ρ i = V 0 due to the volume constraint where v i denotes the weight of linear Gaussian quadrature. A matrix from the initial batch is generated by three steps:
1. Generate a random matrix with elements uniformly distributed from 0 to 1. 2. Rescale the array to enforce the predefined weighted average. 3. Set the elements greater than one, if any, to 1 and then adjust those elements less than one to maintain the average.
Matrices for the second batch and afterwards add random disturbance to optimized solutions ρ base and will go through Step 2 and 3 above to make sure the volume.
Finite Element Method (FEM). The energy of designs is calculated by FEM as the ground truth to train the DNN. The meshes of FEM are the same as the design variables. Shape functions are set to be second-order (quadratic). Numerical results are obtained from COMSOL Multiphysics 5.4.
Deep Neuron Network (DNN). The structure of the DNN used in this paper is presented in Figure 4 . There are three hidden layers with Leaky ReLU as the activation function. Dropout layers are attached between the hidden layers. The input 2D matrix is flattened to a 1D vector as the input to DNN. All inputs are normalized before training and we introduce batch normalization (BN) 22 within the network as regularization. The output of the DNN is reciprocal of energy to make better resolution at low energy. To optimize the training process of the DNN, we apply the ADAM 23 as the optimizer implemented on the platform of PyTorch 1.2.0 24 . The learning rate is 0.01. The loss function is set as Mean Square Error (MSE) 25 . All models are trained for 1000 epochs with a batch size of 1024. Figure 4 : Structure of the DNN Mutation and crossover. After calculating the optimized array ρ base , more training data can be generated by adding disturbance to it. There are two kinds of disturbance, as shown in Figure 5 .
Mutation means mutating several adjacent cells in the optimized array, i.e., generating random numbers from 0 to 1 to replace the original elements. In a 2D example shown in Figure 5a , the numbers in a 2-by-2 box are set as random. Mutation is more than likely to change the weighted average of the array, so following enforcement of the volume constraint is necessary where the algorithm used in the first batch can be implemented. The volume constraint will be enforced at next step, not shown here.
In the two compliance minimization problems, the ways to generate a new input matrix based on ρ base and their possibilities are:
• mutating one element in ρ base (10%);
• mutating a 2× 2 matrix in ρ base (10%);
• mutating a 3× 3 matrix in ρ base (20%);
• mutating a 4× 4 matrix in ρ base (20%);
• choosing a integer n from one to the number of total elements, selecting n cells in ρ base and exchanging them (20%); • generating a completely random matrix like the initial batch (20%).
Generative Simulated Annealing (GSA). Simulated Annealing (SA) a scholastic method attempting to determine the global minimum of any objective function by simulating the annealing process of a molten metal. 5 GSA is a kind of SA with specific form of visiting function and acceptance probability, and is implemented as follows: 26 1. Generate an initial state ρ 0 = (ρ 0 1 , ρ 0 2 , ..., ρ 0 N ) randomly and obtain its function value E 0 = F (ρ 0 ). An initial temperature T 0 = 5230 is set. imax is set to be 1000. 
where q v denotes a parameter set as 2.6 here and T denotes the artificial temperature calculated by
(b) Calculate the energy difference
(c) Calculate the probability to accept the new state p = min 1, 1 − (1 − q a ) t T (t) ∆E 1 1−qa (9) where q a is a constant set to be -5. Determine whether to accept the new state based on the probability, if not, ρ i = ρ i−1 . 3. Conduct local search to refine the state.
The objective function used in the optimization process is written as ρ base = (ρ 1 , ρ 2 , ..., ρ N ) = arg min
Here c is a constant to transform the constrained problem to an unconstrained problem by adding a penalty term. We take the reciprocal for better DNN predictions at low energy. GSA is operated in its usual way except F (ρ) is evaluated by the DNN instead of solving differential equations.
GSA is implemented via SciPy package with default parameter setting. For more details please refer to its documentation 27 .
