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Vorbemerkung
Das vorliegende Skript ist aus dem Lehrveranstaltungszyklus Theorie und Methodik
der Statistik hervorgegangen, den ich an der Fakultät Wirtschaftswissenschaften der
TU Dresden im Hauptstudium der Diplomstudiengänge und in den Masterstudiengängen
gehalten habe. Es gibt 16 ältere Auflagen, die während mehr als 15 Jahren kontinu-
ierlich überarbeitet, erweitert und korrigiert wurden. Für Hinweise auf Fehler und für
Erweiterungs- und Verbesserungsvorschläge danke ich mehreren Studenten und allen Mit-
arbeitern, die in dieser Zeit am Lehrstuhl für Quantitative Verfahren, insbesondere Sta-
tistik beschäftigt waren.
Die 30 Kapitel verteilen sich auf die fünf Teile Grundlagen, Schätzen und Testen,
Korrelation und Regression, Stochastische Prozesse und Multivariate Verfah-
ren, die jeweils Grundlage einer Lehrveranstaltung waren. Viele Kapitel haben einen ab-
schließenden Abschnitt
”
Weiterführendes“ mit zusätzlichem und ergänzendem Material,
das in der Vorlesung nicht behandelt wurde, sowie zusätzlichen Erläuterungen, Beispielen
und Anmerkungen. Zur verwendeten Notation und zu mathematischen Grundlagen
siehe Anhang A.
Hinweise auf Fehler erbitte ich an stefan.huschens@tu-dresden.de. Eine eventuell
neuere Auflage finden Sie unter https://www.stefan-huschens.de/statistik/.
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Grundlagen
1

Kapitel 1
Daten, Zufallsexperiment und
Wahrscheinlichkeit
1.1 Daten und Merkmale
Bemerkung 1.1 (Experimental- und Beobachtungsdaten)
1. Typische Experimentaldaten (experimental data) sind die Ergebnisse naturwis-
senschaftlicher Experimente mit Wiederholbarkeit und Kontrollierbarkeit des
Experimentumfeldes.
2. Typische nicht-experimentelle Daten oder Beobachtungsdaten (observational da-
ta) sind viele Beobachtungen in den Sozial- und Wirtschaftswissenschaften, z. B.
jährliche oder vierteljährliche Daten der volkswirtschaftlichen Gesamtrechnung.
3. Eine Zwischenstellung nehmen z. B. medizinische Experimente und Daten aus Befra-
gungen ein, bei denen eine eingeschränkte Wiederholbarkeit und Kontrollierbarkeit
des Experimentumfeldes vorliegt.
4. Diese Unterscheidung ist bedeutsam für die Art der stochastischen Modellierung. Bei-
spielsweise ist das Referenzmodell für die Interpretation von Ergebnissen des wieder-
holten Würfelwurfes offensichtlich: die Gleichwahrscheinlichkeit der sechs möglichen
Ergebnisse eines einzelnen Würfelwurfes und die stochastische Unabhängigkeit für
Wiederholungen. Wird dagegen beispielsweise eine Folge von Wechselkursen beob-
achtet, so ist die Art der stochastischen Modellierung nicht offensichtlich.
Bemerkung 1.2 (Datenerfassung im Quer- und Längsschnitt)
1. Wird eine Variable zu einem Zeitpunkt an n Einheiten (Individuen, Haushalte, Fir-
men usw.) beobachtet,
xi ∈ R für i = 1, 2, . . . , n,
so spricht man von Querschnittsdaten (cross-section data).
2. Wird eine Variable zu T verschiedenen Zeitpunkten betrachtet,
xt ∈ R für t = 1, 2, . . . , T,
so liegt eine Zeitreihe (time-series) vor. Im Unterschied zu Querschnittsdaten spricht
man auch von Längsschnittsdaten (longitudinal data).
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3. Die Datenerfassung im Quer- und Längsschnitt führt zu Paneldaten,
xit ∈ R für i = 1, 2, . . . , n, t = 1, 2, . . . , T.
Dabei bezeichnet xit den an der i-ten Einheit zum Zeitpunkt t beobachteten Wert.
4. Werden K Variablen gleichzeitig an jeder Einheit oder zu jedem Zeitpunkt beobach-
tet, so sind die Beobachtungen K-dimensional mit Werten in RK .
Bemerkung 1.3 (Skalen- und Merkmalstypen) Die Merkmalswerte, auch Merkmals-
ausprägungen oder Merkmalsmodalitäten genannt, eines statistischen Merkmals werden
durch reelle Zahlen xi ∈ R dargestellt. In der Literatur wird eine größere Anzahl von Ska-
lentypen (Nominal-, Ordinal-, Intervall-, Differenzen-, Verhältnis-, Absolut- und Kardi-
nalskala) unterschieden, vgl. Bemerkung 1.20. Für die Anwendung statistischer Methoden
sind im Wesentlichen folgende Unterscheidungen ausreichend:
1. Von kategorialen Daten (categorical data) spricht man, wenn die Beobachtungen
nur in endlich vielen Kategorien vorliegen. Dabei kann mit der Bezeichnung der Ka-
tegorien eine Ordnung zum Ausdruck gebracht sein oder nicht.
2. Ein Merkmal, dessen Merkmalswerte keine Ordnung zum Ausdruck bringen, sondern
lediglich zur Unterscheidung dienen, heißt nominales Merkmal (auch qualitatives
Merkmal).
3. Ein Merkmal, dessen Merkmalswerte eine Ordnung zum Ausdruck bringen, heißt
ordinales Merkmal (auch komparatives Merkmal).
4. Ein Merkmal, dessen Merkmalswerte auch sinnvolle Berechnungen erlauben, heißt
metrisches Merkmal (auch quantitatives oder kardinales Merkmal).
1.2 Zufallsexperiment
Bemerkung 1.4 (Zufallsexperiment)
1. Die statistische Methodik beruht, soweit sie nicht rein beschreibend (deskriptiv) ist,
auf der Annahme, dass die beobachteten Daten x1, x2, ..., xn das Ergebnis eines Zu-
fallsexperimentes sind. Dadurch wird dem Stichprobencharakter der Daten Rechnung
getragen oder es werden Messfehler modelliert.
2. Die folgenden Eigenschaften charakterisieren ein Zufallsexperiment (random expe-
riment):
(a) Alle möglichen Ergebnisse ω des Zufallsexperimentes sind a priori bekannt und
können durch die Ergebnismenge Ω beschrieben werden.
(b) Der Experimentausgang ist unbekannt, aber den Ereignissen sind Wahrschein-
lichkeiten zugeordnet.
(c) Das Experiment ist (zumindest gedanklich) wiederholbar.
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Definition 1.5 (Ergebnismenge) Die Menge Ω aller möglichen Ergebnisse (outco-
mes) ω eines Zufallsexperimentes wird als Ergebnismenge (outcomes set) bezeichnet.1
Beispiel 1.6 (Ergebnismengen beim Münzwurf) Die beiden möglichen Ergebnisse
beim Münzwurf werden mit Z für Zahl und R für Rückseite bezeichnet.
1. Einmaliger Münzwurf: Ω1 = {R,Z}
2. Zweimaliger Münzwurf: Ω2 = {(R,R), (R,Z), (Z,R), (Z,Z)}
3. Dreimaliger Münzwurf: Ω3 = {(R,R,R), (R,R,Z), . . . , (Z,Z, Z)}
4. Wiederholter Münzwurf, solange bis erstmalig R erscheint:
Ω4 = {R, (Z,R), (Z,Z,R), (Z,Z, Z,R), . . .}
Definition 1.7 (Ereignisse)
1. Ein Ereignis (event) ist eine Teilmenge der Ergebnismenge.
2. Auch die Ergebnismenge selbst ist ein Ereignis, Ω ist das sichere Ereignis.
3. Die leere Menge ist das unmögliche Ereignis.
4. Die einelementigen Teilmengen {ω} mit ω ∈ Ω sind die Elementarereignisse.
Definition 1.8 (Mengen-Algebra, σ-Algebra, messbarer Raum) Ω sei eine nicht-
leere Menge.
1. Eine Mengen-Algebra (set algebra) A über Ω ist eine Menge von Teilmengen von
Ω mit den folgenden Eigenschaften
(a) Ω ∈ A,
(b) falls A ∈ A, dann gilt auch Ā ∈ A (wobei Ā def= Ω \ A),
(c) falls A,B ∈ A, dann gilt auch A ∪B ∈ A.
Gilt zusätzlich
(d)
⋃∞
i=1 Ai ∈ A, falls Ai ∈ A für i = 1, 2, . . .,
dann heißt A eine σ-Algebra oder ein σ-Feld (σ-field) über Ω.
2. Das Paar (Ω,A), wobei Ω eine nichtleere Menge und A eine σ-Algebra über Ω ist,
heißt messbarer Raum oder Messraum.
Definition 1.9 (Ereignisraum) Ein Ereignisraum (Ereignisfeld, Ereignissystem) ist
eine σ-Algebra über einer Ergebnismenge Ω.
1Bei statistischen Anwendungen resultieren die Ergebnisse eines Zufallsexperimentes häufig aus Stich-
probenziehungen. Außerdem lässt sich die einmalige Durchführung eines Zufallsexperimentes als eine
Stichprobe mit dem Umfang n = 1 interpretieren. Daher wird die Ergebnismenge auch als Stichproben-
raum (sample space) bezeichnet, z. B. [Casella/Berger 2002, S. 1]. Vgl. auch Bemerkung 4.2.
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Beispiel 1.10 (Ereignisräume) Für jede Ergebnismenge Ω sind {∅,Ω} und die Potenz-
menge Pot(Ω) σ-Algebren über Ω und daher Ereignisräume. Für jede σ-Algebra A über
Ω gilt
{∅,Ω} ⊂ A ⊂ Pot(Ω).
Bemerkung 1.11 (Borel’sche σ-Algebra)
1. Für endliche oder abzählbare Mengen Ω kann man in der Regel mit der σ-Algebra
Pot(Ω) arbeiten.
2. Im Fall Ω = R ist Pot(R) für die Angabe von Wahrscheinlichkeiten eine ungeeigne-
te Menge und man arbeitet daher in der Regel mit der sogenannten Borel’schen
σ-Algebra B ⊂ Pot(R). Diese enthält zwar nicht alle Teilmengen von R, aber alle
einelementigen Teilmengen und alle Intervalle der Form ]a, b[ , ]a, b], [a, b[ , [a, b],
]a,∞[ , [a,∞[ , ]−∞, b[ , ]−∞, b]. Zusätzlich sind alle diejenigen Teilmengen von R
in B enthalten, die durch die mengentheoretischen Operationen der Komplementbil-
dung sowie durch die Vereinigung und Durchschnittsbildung von abzählbar unendlich
vielen Mengen gebildet werden können. Die Elemente in der Borel’schen σ-Algebra
B heißen Borelmengen.
1.3 Wahrscheinlichkeitsraum
Definition 1.12 (Wahrscheinlichkeitsmaß) Eine Funktion P , die jedem Ereignis aus
einem Ereignisraum A über einer Ergebnismenge Ω eine Wahrscheinlichkeit in [0, 1] zu-
ordnet und die drei Axiome
(a) P (Ω) = 1,
(b) P (A) ≥ 0 für alle A ∈ A,
(c) für paarweise disjunkte Ereignisse A1, A2, . . . ∈ A gilt
P
(
∞⋃
i=1
Ai
)
=
∞∑
i=1
P (Ai),
erfüllt, heißt Wahrscheinlichkeitsmaß. Das Tripel (Ω,A, P ) heißt dann Wahrschein-
lichkeitsraum. Die Eigenschaft (c) heißt σ-Additivität.
Bemerkung 1.13 Die σ-Additivität impliziert die endliche Additivität:
P (A ∪B) = P (A) + P (B), falls A ∩B = ∅. (1.1)
Aus der endlichen Additivität folgt aber nicht die σ-Additivität.
Beispiel 1.14 (Wahrscheinlichkeitsräume) Ein Zufallsexperiment kann durch die An-
gabe eines Wahrscheinlichkeitsraumes (Ω,A, P ) charakterisiert werden.
1. Einmaliger Münzwurf: (Ω,A, P ) mit
Ω = {R,Z}, A = Pot(Ω), P ({R}) = P ({Z}) = 1/2.
1.4. Weiterführendes 7
2. Beim zweimaligen Münzwurf gibt es die vier gleichwahrscheinlichen Ergebnisse ω1 =
(R,R), ω2 = (R,Z), ω3 = (Z,R) und ω4 = (Z,Z). (Ω,A, P ) ist festgelegt durch
Ω = {ω1, ω2, ω3, ω4}, A = Pot(Ω), P ({ωi}) = 1/4 für i = 1, . . . , 4 .
Bemerkung 1.15 (Wahrscheinlichkeitsrechnung) Beweisbare Folgerungen aus den
Axiomen sind z. B.
P (Ā) = 1− P (A), (1.2)
P (∅) = 0 (1.3)
und
P (A ∪B) = P (A) + P (B)− P (A ∩B). (1.4)
Eine etwas komplexere Schlussfolgerung aus den Axiomen ist die folgende Ungleichung.
Satz 1.16 (Bonferroni-Ungleichung) Für n ≥ 2 Ereignisse A1, . . . , An gilt2
P
(
n⋂
i=1
Ai
)
≥ 1−
n∑
i=1
P (Āi). (1.5)
Bemerkung 1.17 Die Reichhaltigkeit der Ergebnisse der Wahrscheinlichkeitstheorie ba-
siert auf den Konzepten der stochastischen Unabhängigkeit und der Bedingtheit, deren
elementarste Formen in der folgenden Definition angegeben sind.
Definition 1.18 (Stochastische Unabhängigkeit und Bedingtheit)
1. Zwei Ereignisse A und B sind genau dann stochastisch unabhängig, wenn
P (A ∩B) = P (A)P (B) .
2. Es sei B ein Ereignis mit P (B) > 0. Dann heißt
P (A|B) def= P (A ∩B)
P (B)
die bedingte Wahrscheinlichkeit (conditional probability) von A unter der Be-
dingung B oder unter der Hypothese B.
1.4 Weiterführendes
Bemerkung 1.19 (Übung zur Wahrscheinlichkeitsrechnung)
1. Beweisen Sie unter Verwendung von (a) und (b) aus Definition 1.12 und von Gleichung
(1.1) die Gültigkeit der drei Gleichungen aus Bemerkung 1.15.
2. Beweisen Sie (1.5) zunächst für n = 2 und dann durch Induktion für beliebige n > 2.
2 [Casella/Berger 2002, S. 396]
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Bemerkung 1.20 (Skalentypen) Die folgenden Skalentypen werden in der Literatur
unterschieden.3
1. Nominalskala (nominal scale)
Nur Gleichheit/Verschiedenheit (xi = xj, xi 6= xj) ist interpretierbar.
Zulässige Transformation: Bijektion (Umbenennung).
Beispiel: Familienstand (verheiratet, unverheiratet), Geschlecht, Studienrichtung.
2. Ordinalskala (ordinal scale)
Größenvergleiche (xi > xj, xi = xj, xi < xj) sind sinnvoll.
Zulässige Transformation: streng monotone zunehmende Transformation.
Beispiel: Qualitätsklassen bei Lebensmitteln, Ratingskala.
3. Intervallskala (interval scale)
Größenvergleiche sind sinnvoll. Differenzen (xi−xj) können verglichen werden, nicht
aber Verhältnisse (xi/xj), da kein natürlicher Nullpunkt existiert.
Zulässige Transformation: y = a+ bx mit b > 0.
Beispiel: Temperatur in ◦ Celsius oder in Fahrenheit.
4. Differenzenskala (difference scale)
Größenvergleiche sind sinnvoll. Differenzen können verglichen werden, nicht aber
Verhältnisse. Differenzen können sinnvoll interpretiert werden.
Zulässige Transformation: y = a+ x (Verschiebungstransformation, Translation).
Beispiel: Kalenderzeit (bei fixierter Zeiteinheit) und unterschiedlichem Nullpunkt.
5. Verhältnisskala (ratio scale)
Größenvergleiche sind sinnvoll. Differenzen und Verhältnisse können verglichen wer-
den. Verhältnisse können sinnvoll interpretiert werden.
Zulässige Transformation: y = bx mit b > 0 (Skalierung).
Beispiel: Einkommen in Dollar oder in Euro.
6. Absolutskala (absolute scale)
Größenvergleiche, Differenzen und Verhältnisse können sinnvoll interpretiert werden.
Zulässige Transformation: y = x (identische Transformation)
Beispiel: Beschäftigtenzahl.
7. Der Begriff Kardinalskala wird als Oberbegriff für eine Intervall-, Differenzen-,
Verhältnis- oder Absolutskala verwendet.
Beispiel 1.21 (Mengenalgebra, aber keine σ-Algebra) Es sei Ω = N. Dann ist
A
def
= {A ⊂ Ω | A oder Ω \ A ist endlich}
eine Mengen-Algebra, aber keine σ-Algebra. Beispielsweise ist B
def
= {1, 3, 5, . . .} nicht
in A enthalten, während {n} für alle n ∈ N in A enthalten ist. Mit B1
def
= {1}, B2
def
=
{3}, B3
def
= {5}, . . . sieht man auch, dass aus
n⋃
i=1
Bi ∈ A für alle n ∈ N nicht folgt, dass
∞⋃
i=1
Bi ∈ A.
3Vgl. [Rinne 2008, S. 5], [Vogel 2005, S. 9].
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Beispiel 1.22 (Ein Beispiel für Abhängigkeit) Wir betrachten eine Lotterie 2-aus-
49. Dabei wird analog zum Zahlenlotto 6-aus-49 ohne Zurücklegen gezogen und zusätzlich
erfasst, in welcher Reihenfolge die beiden Zahlen gezogen werden. Die Ergebnismenge
enthält dann Zahlenpaare mit jeweils zwei voneinander verschiedenen Zahlen.
Ω = {(1, 2), . . . , (1, 49), (2, 1), (2, 3), . . . , (2, 49), . . . , (49, 1), . . . , (49, 48)}.
Die Ergebnismenge enthält #Ω = 49(49 − 1) = 2352 verschiedene Ergebnisse. Als Er-
eignisraum kann die Potenzmenge A = Pot(Ω) gewählt werden, die 22352 verschiedene
Ereignisse enthält. Die Wahrscheinlichkeitsverteilung kann durch eine Gleichverteilung
auf Ω beschrieben werden, d. h.
P ({ω}) = 1
2352
für alle ω ∈ Ω.
Denn bei der ersten Ziehung gibt es 49 gleichwahrscheinliche Möglichkeiten und bei der
zweiten Ziehung gibt es noch 48 gleichwahrscheinliche Möglichkeiten, da die zuerst gezo-
gene Kugel nicht zurückgelegt wird. Deswegen hat jedes Elementarereignis Aij
def
= {(i, j)}
mit i 6= j die Wahrscheinlichkeit
P (Aij) =
1
49
· 1
48
=
1
2352
.
Das Ereignis
”
i bei der ersten Ziehung“ ist
Ai·
def
= {(i, j) | j ∈ {1, 2, . . . , 49} \ {i}} .
Das Ereignis
”
j bei der zweiten Ziehung“ ist
A·j
def
= {(i, j) | i ∈ {1, 2, . . . , 49} \ {j}} .
Es gilt
P (Ai·) = P (A·j) =
1
49
und
P (Aij) = P (Ai· ∩ A·j) > P (Ai·)P (A·j).
Die Wahrscheinlichkeitsverteilung von A·j unter der Bedingung Ai· ist
P (A·j | Ai·) =
P (Ai· ∩ A·j)
P (Ai·)
=
P (Aij)
P (Ai·)
=
1/2352
1/49
=
1
48
6= P (A·j).
Bemerkung 1.23 (Zur Schreibweise) Die dreifache Klammersetzung bei P (Aij) =
P ({(i, j)}) ergibt sich, da das Argument der Funktion P (·) ein Ereignis, also eine Menge,
ist. Diese Menge enthält in diesem Fall genau ein Element, nämlich das geordnete Paar
(i, j) ∈ Ω. Für diese exakte aber auch umständliche Schreibweise wird abkürzend häufig
P{(i, j)} geschrieben, dies entspricht der vereinfachenden Schreibweise PA für P (A).
Bemerkung 1.24 (Nicht-messbare Mengen) Es ist ein mathematisch tiefliegendes
Ergebnis, dass es Teilmengen von R gibt, die nicht in der Borel’schen σ-Algebra B ent-
halten sind, da sie nicht durch Komplementbildung sowie durch die Vereinigung und
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Durchschnittsbildung von abzählbar unendlich vielen Intervallen gebildet werden können.
Solche Mengen können sogenannte nichtmessbare Mengen (nonmeasurable sets) sein,
denen man kein Wahrscheinlichkeitsmaß widerspruchsfrei zuordnen kann.4 Die Existenz
nichtmessbarer Mengen ist der Grund dafür, dass die Potenzmenge Pot(R) ein ungeeig-
netes Ereignissystem für die Angabe von Wahrscheinlichkeiten ist.
4Zur Konstruktion einer nichtmessbaren Menge siehe [Billingsley 1995, S. 45].
Kapitel 2
Zufallsvariable und
Wahrscheinlichkeitsmodell
2.1 Zufallsvariable und Verteilung
Definition 2.1 (Zufallsvariable) Eine Zufallsvariable auf dem Wahrscheinlichkeits-
raum (Ω,A, P ) ist eine Funktion
X : Ω→ R
mit der Eigenschaft
{ω | X(ω) ≤ x} ∈ A für alle x ∈ R. (2.1)
Bemerkung 2.2 (Messbarkeit) Die durch (2.1) verlangte Eigenschaft ist die soge-
nannte Messbarkeit der Funktion X bezüglich A. Wegen {ω | X(ω) ≤ x} ∈ A ist
P ({ω | X(ω) ≤ x}) definiert. Dadurch können Wahrscheinlichkeiten für alle Borelmen-
gen angegeben werden.1 Nicht jede Funktion X : Ω → R ist also eine Zufallsvariable,
zusätzlich muss die Funktion messbar bezüglich A sein.
Beispiel 2.3 (Beispiel einer nicht messbaren Abbildung) Für Ω = {ω1, ω2, ω3} und
A = {∅, {ω1, ω2}, {ω3},Ω} ist die Abbildung Y : Ω → R mit Y (ω1) = 0 und Y (ω2) =
Y (ω3) = 1 nicht messbar, da
{ω ∈ Ω | Y (ω) ≤ 0} = {ω1} /∈ A.
Wenn also ein Wahrscheinlichkeitsraum (Ω,A, P ) gegeben ist, ist Y keine Zufallsvariable,
da sich P (Y ≤ 0) nicht angeben lässt.
Definition 2.4 (Urbild) Für B ⊂ R heißt die Menge
X−1(B)
def
= {ω | X(ω) ∈ B}
das Urbild (pre-image) von B.
1Etwas allgemeiner formuliert handelt es sich bei der Messbarkeit um eine Bedingung für Funktionen
X : Ω → R, wobei zwei Messräume (Ω,A) und (R,B) gegeben sind. Die Messbarkeit von X bezüglich
der beiden Messräume (Ω,A) und (R,B) besagt
{ω : X(ω) ∈ B} ∈ A für alle B ∈ B.
Man kann zeigen, dass die Messbarkeit in diesem Sinn garantiert ist, wenn (2.1) erfüllt ist.
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Bemerkung 2.5
1. Die Messbarkeit verlangt, dass das Urbild jedes Intervalls der Form ]−∞, x] in A
liegt, d. h.
X−1( ]−∞, x]) = {ω | X(ω) ∈ ]−∞, x]} = {ω | X(ω) ≤ x} ∈ A.
Es lässt sich zeigen, dass dann auch für jede Borelmenge B ∈ B gilt
X−1(B) ∈ A.
2. Man schreibt kürzer
P (X ≤ x) def= P ({ω | X(ω) ≤ x})
und allgemeiner für jede Borelmenge B ∈ B
P (X ∈ B) def= P ({ω | X(ω) ∈ B}).
3. Manchmal ist es auch sinnvoll, den durch die Zufallsvariable X induzierten Wahr-
scheinlichkeitsraum (R,B, PX) zu betrachten. Dabei ist B die Borel’sche σ-Algebra
auf R und PX ist das durch
PX(B)
def
= P (X ∈ B), B ∈ B
definierte Wahrscheinlichkeitsmaß.
4. In der Statistik ist häufig der Bezug auf den zugrundeliegenden Wahrscheinlichkeits-
raum weniger interessant, sondern es steht die Wahrscheinlichkeitsverteilung der
Zufallsvariablen X im Vordergrund, d. h. die Gesamtheit der Wahrscheinlichkeiten
P (X ∈ B) für B ∈ B. Man spricht auch kurz von der Verteilung einer Zufallsva-
riablen.
Definition 2.6 (Gleichheit in Verteilung) Zwei ZufallsvariablenX und Y sind gleich
in Verteilung (equal in distribution) oder identisch verteilt (identically distributed),
falls sie dieselbe Wahrscheinlichkeitsverteilung haben, also
P (X ∈ B) = P (Y ∈ B) für alle B ∈ B
gilt. Notation: X
V
= Y (auch X
d
= Y , d wie distribution, oder X
L
= Y , L wie law).
Definition 2.7 (Verteilungsfunktion) Durch
FX : R→ [0, 1], FX(x) = P (X ≤ x)
ist die Verteilungsfunktion (distribution function) der Zufallsvariablen X definiert.
Bemerkung 2.8 (Eigenschaften)
1. Jede Verteilungsfunktion ist nichtfallend, rechtsseitig stetig und es gilt
lim
x→−∞
FX(x) = 0 und lim
x→∞
FX(x) = 1.
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2. Jede Funktion mit den vier angegebenen Eigenschaften kann als Verteilungsfunktion
einer Zufallsvariablen aufgefasst werden.
3. Durch die Angabe der Verteilungsfunktion liegt die gesamte Wahrscheinlichkeitsver-
teilung einer Zufallsvariablen fest, da sich aus den Wahrscheinlichkeiten FX(x) =
P (X ∈ ]−∞, x]) auch alle Wahrscheinlichkeiten P (X ∈ B) für B ∈ B bestimmen
lassen.2
4. Die Verteilungsfunktion wird auch kumulative Verteilungsfunktion (cumulative dis-
tribution function, cdf) genannt.
Satz 2.9 Für zwei Zufallsvariablen X und Y gilt
X
V
= Y ⇐⇒ FX(t) = FY (t) für alle t ∈ R.
2.2 Dichtefunktion
Definition 2.10 (Dichtefunktion) X sei eine Zufallsvariable mit der Verteilungsfunk-
tion FX . Wenn eine Funktion
fX : R→ [0,∞[
existiert, so dass
FX(x) =
∫ x
−∞
fX(u)du, x ∈ R
gilt, so heißt fX Dichtefunktion
3 (probability density function, pdf) der Zufallsvariablen
X und X wird als stetige Zufallsvariable bezeichnet.
Bemerkung 2.11
1. Es ist üblich, die Dichtefunktion mit der Zufallsvariablen zu indizieren, d. h. die
Dichtefunktion einer stetigen Zufallsvariablen X mit fX zu bezeichnen.
4
2. Eine Dichtefunktion f ist nichtnegativ und es gilt∫ ∞
−∞
f(x)dx = 1 .
3. Für eine nichtnegative Funktion mit dieser Eigenschaft ist durch
F (x)
def
=
∫ x
−∞
f(u)du
eine Verteilungsfunktion definiert.
2Siehe dazu Proposition 1.32 in [Karr 1993].
3Einige Autoren, z. B. [Spanos 1999], verwenden den Begriff Dichtefunktion sowohl für den stetigen
Fall als auch für den diskreten Fall, in dem durch f(x; θ) = P (X = x) eine Wahrscheinlichkeitsfunktion
gegeben ist.
4In [Spanos 1999] wird die wenig überzeugende Notation fx verwendet.
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4. Wenn FX die Verteilungsfunktion einer Zufallsvariablen X mit der Dichtefunktion
fX ist, dann gilt
F ′X(x) = fX(x)
für alle Stellen x, an denen FX differenzierbar ist.
5. Für eine stetige Zufallsvariable gilt
P (X = x) = 0 für alle x ∈ R.
6. Wenn eine Dichtefunktion f nur für den Wertebereich X(Ω)
def
= {X(ω) | ω ∈ Ω} ⊂ R
einer Zufallsvariablen X angegeben wird, so gilt stets∫
X(Ω)
f(x)dx = 1
und f kann durch f(x)
def
= 0 für x ∈ R \ X(Ω) zu einer Dichtefunktion auf R
fortgesetzt werden.
Definition 2.12 (Gleichverteilung) Eine Zufallsvariable X mit der Dichtefunktion
fX(x) =
{
1
β−α , falls x ∈ [α, β],
0, sonst
wobei α, β ∈ R und α < β, heißt gleichverteilt mit den Parametern α und β. Die Vertei-
lung von X heißt Gleichverteilung, auch gleichförmige Verteilung (uniform distri-
bution oder Rechteckverteilung. Notation: X ∼ uni(α, β).
Definition 2.13 (Exponentialverteilung) Eine Zufallsvariable X mit der Dichtefunk-
tion
f(x) =
{
λe−λx, x > 0,
0, sonst,
(2.2)
heißt exponentialverteilt mit dem Parameter λ > 0. Die Verteilung von X heißt Ex-
ponentialverteilung. Notation: X ∼ Exp(λ).
Bemerkung 2.14 Üblich ist auch eine Parametrisierung der Exponentialverteilung mit
β = 1/λ.
Definition 2.15 (Normalverteilung) Eine Zufallsvariable X mit der Dichtefunktion
fX(x) =
1√
2π σ
exp
[
−(x− µ)
2
2σ2
]
, x ∈ R, (2.3)
heißt normalverteilt mit den Parametern µ ∈ R und σ > 0. Die Verteilung von X ist die
Normalverteilung. Notation: X ∼ N(µ, σ2). N(0, 1) ist die Standardnormalverteilung.
Beispiel 2.16 (Dichte- und Verteilungsfunktion der Standardnormalverteilung)
Für X ∼ N(0, 1) ergibt sich die Dichtefunktion
ϕ(x)
def
= fX(x) =
1√
2π
exp
(
−x
2
2
)
, x ∈ R
und die Verteilungsfunktion
Φ(x)
def
=
∫ x
−∞
ϕ(u)du, x ∈ R.
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2.3 Wahrscheinlichkeitsfunktion
Definition 2.17 (Wahrscheinlichkeitsfunktion) Wenn eine Funktion
fX : R→ [0, 1]
existiert, so dass die Menge
TX
def
= {x ∈ R | fX(x) > 0}
endlich oder abzählbar unendlich ist,
P (X = x) = fX(x)
für alle x ∈ R und ∑
x∈TX
fX(x) = 1
gilt, so heißt fX die Wahrscheinlichkeitsfunktion (probability mass function, pmf)
der Zufallsvariablen X und die Zufallsvariable X wird als diskrete Zufallsvariable
bezeichnet. Die Menge TX heißt dann Träger (support) der Wahrscheinlichkeitsverteilung.
Bemerkung 2.18 (Eigenschaften)
1. Wenn X eine diskrete Zufallsvariable mit der Wahrscheinlichkeitsfunktion fX und
der Verteilungsfunktion FX ist, dann gilt
P (X ≤ x) = FX(x) =
∑
u∈TX ,u≤x
fX(u).
2. Wenn eine Wahrscheinlichkeitsfunktion f nur für den Wertebereich X(Ω) ⊂ R einer
diskreten Zufallsvariablen X angegeben wird, so gilt stets∑
x∈TX∩X(Ω)
f(x) = 1
und f kann durch f(x)
def
= 0 für x ∈ R \X(Ω) zu einer Wahrscheinlichkeitsfunktion
auf R fortgesetzt werden.
Definition 2.19 (Degenerierte Zufallsvariable) Eine Zufallsvariable X mit P (X =
c) = 1 für eine Zahl c ∈ R heißt degenerierte Zufallsvariable. Die Verteilung von X
heißt auch Einpunktverteilung.
Definition 2.20 (Bernoulli-Verteilung) Eine Zufallsvariable X mit der Wahrschein-
lichkeitsfunktion
f(x) = P (X = x) =

1− π, x = 0,
π, x = 1,
0, sonst,
heißt Bernoulli-verteilt mit dem Parameter π ∈ ]0, 1[. Die Verteilung von X heißt
Bernoulli-Verteilung. Notation: X ∼ Ber(π).
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Definition 2.21 (Binomialverteilung) Eine Zufallsvariable X mit der Wahrschein-
lichkeitsfunktion
f(x) = P (X = x) =

(
n
x
)
πx(1− π)n−x, x = 0, 1, . . . , n,
0, sonst,
heißt binomialverteilt mit den Parametern n ∈ N und 0 < π < 1. Die Verteilung von
X heißt Binomialverteilung. Notation: X ∼ Bin(n, π).
Bemerkung 2.22 Es gilt Bin(1, π) = Ber(π).
Definition 2.23 (Poisson-Verteilung) Eine Zufallsvariable X mit der Wahrscheinlich-
keitsfunktion
f(x) = P (X = x) =
e−λ
λx
x!
, x = 0, 1, . . . ,
0, sonst,
heißt Poisson-verteilt mit dem Parameter λ > 0. Die Verteilung von X heißt Poisson-
Verteilung. Notation: X ∼ Poi(λ).
2.4 Wahrscheinlichkeitsmodell
Bemerkung 2.24 (Unabhängig und identisch verteilte Beobachtungen)
1. Die statistische Methodik beruht, soweit sie nicht rein beschreibend ist, auf der An-
nahme, dass die beobachteten Daten x1, x2, ..., xn Realisationen von Zufallsvariablen
X1, X2, ..., Xn sind, die auf demselben Wahrscheinlichkeitsraum definiert sind. Wenn
die Zufallsvariablen X1, . . . , Xn auf (Ω,A, P ) definiert sind, ist
{ω | X1(ω) ≤ x1, . . . , Xn(ω) ≤ xn} =
n⋂
i=1
{ω | Xi(ω) ≤ xi}
ein Ereignis in A, dessen Wahrscheinlichkeit P (X1 ≤ x1, . . . , Xn ≤ xn) definiert ist.
2. Viele Methoden beruhen auf der Annahme, dass die Xi stochastisch unabhängig und
identisch verteilt (independent and identically distributed, i. i. d.) sind. Schreibweise:
z. B. Xi
i.i.d.∼ N(0, 1), wenn die Zufallsvariablen stochastisch unabhängig und identisch
standardnormalverteilt sind.
3. Die Zufallsvariablen X1, . . . , Xn sind identisch verteilt, vgl. Definition 2.6 und Satz
2.9, falls FX1 = . . . = FXn .
Definition 2.25 Die auf demselben Wahrscheinlichkeitsraum definierten Zufallsvaria-
blen X1, . . . , Xn sind stochastisch unabhängig, falls
P (X1 ≤ x1, . . . , Xn ≤ xn) =
n∏
i=1
P (Xi ≤ xi) =
n∏
i=1
FXi(xi)
für alle x1, . . . , xn ∈ R gilt.
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Bemerkung 2.26 Wenn die Zufallsvariablen X1, . . . , Xn stochastisch unabhängig und
identisch verteilt mit der Verteilungsfunktion F sind, dann gilt
P (X1 ≤ x1, . . . , Xn ≤ xn) =
n∏
i=1
F (xi) ,
so dass eine erhebliche Vereinfachung dadurch erreicht ist, dass simultane Wahrschein-
lichkeitsaussagen durch eine einzige univariate Verteilungsfunktion F festgelegt sind.
Satz 2.27 Die Zufallsvariablen Xi ∼ Ber(π) für i = 1, . . . , n seien stochastisch un-
abhängig, dann gilt
n∑
i=1
Xi ∼ Bin(n, π).
Zum Beweis siehe [Karr 1993, Proposition 3.32].
Bemerkung 2.28 (Parametrisches Modell)
1. Ein Wahrscheinlichkeitsmodell (probability model) oder Verteilungsmodell ist
eine Familie von Wahrscheinlichkeitsverteilungen für eine Zufallsvariable X.
2. Allgemein erfolgt die Formalisierung eines parametrischen Wahrscheinlichkeits-
modells durch eine Familie von Verteilungsfunktionen F (·; θ) : R→ [0, 1],
F (·; θ), θ ∈ Θ
mit P (X ≤ x) = F (x; θ) für alle reellen x. Dabei ist θ = (θ1, θ2, . . . , θd) ein d-
dimensionaler Parameter und Θ ⊂ Rd der d-dimensionale Parameterraum (pa-
rameter space). Für d = 1 spricht man von einer einparametrigen, für d = 2 von
einer zweiparametrigen Verteilungsfamilie usw.
3. In der Regel gehören zu voneinander verschiedenen Parametern auch verschiedene
Verteilungsfunktionen, θ1 6= θ2 ⇒ F (·; θ1) 6= F (·; θ2). Zu jedem Parameter θ gehört
genau eine Wahrscheinlichkeitsverteilung. Das Wahrscheinlichkeitsmodell kann dann
auch durch die Menge der Verteilungsfunktionen {F (·; θ) | θ ∈ Θ} charakterisiert
werden. Für eine stetige oder diskrete Zufallsvariable ist dann die Formalisierung
des Wahrscheinlichkeitsmodells durch eine Menge {f(·; θ) | θ ∈ Θ} von Dichte- bzw.
Wahrscheinlichkeitsfunktionen möglich.
4. Neben den parametrischen Wahrscheinlichkeitsmodellen gibt es nichtparametri-
sche Wahrscheinlichkeitsmodelle, z. B. charakterisiert durch die Menge aller ste-
tigen Verteilungsfunktionen oder die Menge aller zu einer Stelle x0 symmetrischen
Dichtefunktionen.
Beispiel 2.29 (Normalverteilungsmodell) Für stochastisch unabhängige und identi-
sche verteilte Xi ∼ N(µ, σ2) für i = 1, . . . , n schreibt man kurz Xi
i.i.d.∼ N(µ, σ2). Der
Parameter ist dann zweidimensional
θ
def
= (µ, σ2) ∈ Θ def= R×R>0 .
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Beispiel 2.30 (Binomialverteilungen)
1. Bei Anwendungen ist häufig n ∈ N fixiert und bekannt. Dann ergibt sich die ein-
parametrige Verteilungsfamilie mit dem Parameter θ = π, dem Parameterraum
Θ
def
= ]0, 1[, dem Träger Tn
def
= {0, 1, . . . , n} und der Familie von Wahrscheinlich-
keitsfunktionen
f(x; θ) =
(
n
x
)
θx(1− θ)n−x, x ∈ Tn, θ ∈ Θ .
2. Allgemeiner kann man die zweiparametrige Verteilungsfamilie mit
θ = (θ1, θ2) = (π, n) ∈ Θ
def
= ]0, 1[×N
und Wahrscheinlichkeitsfunktion
f(x; θ) =
(
n
x
)
πx(1− π)n−x, x ∈ Tn = {0, 1, . . . , n},
betrachten. In diesem Fall variiert der Träger der Verteilungen mit dem Parameter
n.5
2.5 Weiterführendes
Bemerkung 2.31 (Begriff der Zufallsvariablen) Die wahrscheinlichkeitstheoretische
Definition einer Zufallsvariablen ist die einer Abbildung von einer abstrakten Ergebnis-
menge, z. B. den sechs Seiten eines Würfels, in die reellen Zahlen. Z. B. wird durch die
Abbildung X(ωi) = i
2 jedem der sechs möglichen Ergebnisse ω1, . . . , ω6 eines Würfel-
wurfes einer der Zahlenwerte in {1, 4, 9, 16, 25, 36} = X(Ω) zugeordnet. In der Statistik
genügt es häufig, eine Zufallsvariable X nur durch ihren Wertebereich X(Ω) ⊂ R und die
zugehörigen Wahrscheinlichkeiten zu charakterisieren. Der Aspekt, dass die Wahrschein-
lichkeiten ursprünglich auf einem abstrakteren Raum definiert sind, wird unterdrückt und
man charakterisiert die Zufallsvariable X durch ihre Wahrscheinlichkeitsverteilung, z. B.
P (X = x) =
1
6
, x ∈ {1, 4, 9, 16, 25, 36}.
Bemerkung 2.32 (Absolut stetige Verteilungsfunktion) Die Verteilungsfunktion
einer stetigen Zufallsvariablen ist stetig, aber nicht zu jeder stetigen Verteilungsfunktion
existiert eine Dichtefunktion. Falls eine Dichtefunktion existiert, heißt die Verteilungs-
funktion FX absolut stetig. Falls FX stetig, aber nicht absolut stetig ist, existiert keine
Dichtefunktion. Manchmal werden in der Literatur Zufallsvariablen bereits dann als stetig
bezeichnet,6 wenn die Verteilungsfunktion FX stetig ist.
Bemerkung 2.33 (Verallgemeinerte Zufallsvariablen) Manchmal werden verallge-
meinerte Zufallsvariablen der Form X : Ω → R ∪ {−∞,∞} betrachtet, wobei P (X =
−∞) > 0 und P (X = ∞) > 0 zugelassen ist. In diesem Fall wird auch das Konzept der
Verteilungsfunktion entsprechend verallgemeinert.
5Zur Schätzung von p und n aus Xi
i.i.d.∼ Bin(n, p) siehe [Rinne 2008, S. 261] und [Casella/Berger
2002, S. 313].
6Z. B. [Casella/Berger 2002, S. 33].
Kapitel 3
Erwartungswert, Varianz und
Momente
3.1 Erwartungswert
Bemerkung 3.1 (Stieltjes-Integral) Eine gemeinsame Verallgemeinerung des Integrals
∞∫
−∞
h(x)f(x)dx für den Fall einer Dichtefunktion f(x) und der Summe
∑
x∈T
h(x)f(x) im Fall
einer Wahrscheinlichkeitsfunktion f(x) = P (X = x) mit dem Träger T ist das Stieltjes-
Integral ∫ ∞
−∞
h(x) dF (x) . (3.1)
Dieses ermöglicht zunächst eine gemeinsame Schreibweise für den stetigen und den diskre-
ten Fall. Darüberhinaus kann mit dem Lebesgue-Stieltjes-Integral-Begriff das Integral
in (3.1) für alle Verteilungsfunktionen F definiert werden.
Definition 3.2 (Erwartungswert) X sei eine Zufallsvariable mit der Verteilungsfunk-
tion F .
1. Der Erwartungswert (expected value, expectation) von X wird durch
E[X] =
∫ ∞
−∞
x dF (x)
definiert, falls das bestimmte Integral im erweiterten Sinn, d. h. in R ∪ {−∞,∞},
existiert; anderenfalls sagt man, dass der Erwartungswert nicht existiert oder nicht
definiert ist.
2. Falls E[X] ∈ R gilt, sagt man, dass der Erwartungswert endlich ist. In diesem Fall
spricht man auch vom Mittelwert (mean) (der Verteilung) von X.
Bemerkung 3.3 (Integral im erweiterten Sinn)
1. Ein bestimmtes Integral im engeren Sinn ist als reelle Zahl definiert; ein bestimmtes
Integral im erweiterten Sinn kann auch die Werte +∞ und −∞ annehmen. Das
bestimmte Integral ∫ ∞
−∞
xdF (x) =
∫ ∞
0
xdF (x)−
∫ 0
−∞
−xdF (x)
19
20 Kapitel 3. Erwartungswert, Varianz und Momente
existiert im erweiterten Sinn, falls mindestens einer der beiden Grenzwerte
µ+
def
=
∫ ∞
0
xdF (x) = lim
c→∞
∫ c
0
xdF (x) ∈ [0,∞]
und
µ−
def
=
∫ 0
−∞
−xdF (x) = lim
c→−∞
∫ 0
c
−xdF (x) ∈ [0,∞]
endlich ist. Man setzt dann∫ ∞
−∞
xdF (x)
def
= µ+ − µ− ∈ R ∪ {−∞,∞} .
Im Fall µ+ = µ− =∞ ist µ+−µ− nicht definiert und das Integral
∫∞
−∞ xdF (x) existiert
nicht. Wenn sowohl µ+ als auch µ− endlich sind, dann ist das Integral endlich.
2. Wenn E[X] existiert, dann existiert E[|X|]. Die Umkehrung ist nicht richtig.
3. E[X] ist genau dann endlich, wenn E[|X|] <∞.
4. Teilweise wird in der Statistik der Erwartungswert nur dann definiert, wenn das
entsprechende Integral endlich ist. Ein großer Teil der weiterführenden Literatur ori-
entiert sich aber am erweiterten Existenzbegriff, der auch −∞ und ∞ umfasst.1
Beispiel 3.4 (Eine Zufallsvariable X mit E[X] =∞) Für die diskrete Zufallsvaria-
ble X mit der Verteilung
P (X = 2n) =
1
2n
, n = 1, 2, . . .
gilt
E[X] = lim
n→∞
n∑
i=1
2i
2i
= lim
n→∞
n =∞ .
Beispiel 3.5 (Eine Zufallsvariable Y ohne Erwartungswert) Für die diskrete Zu-
fallsvariable Y mit der Verteilung
P (Y = 2n) = P (Y = −2n) = 1
2n+1
, n = 1, 2, . . .
existiert der Erwartungswert nicht. Es gilt E[|Y |] = ∞ und |Y | = X mit X aus Beispiel
3.4.
Bemerkung 3.6 (Berechnung des Erwartungswertes)
1. Für eine stetige Zufallsvariable X mit der Dichtefunktion f gilt
E[X] =
∫ ∞
−∞
xf(x)dx.
1Für ein realistisches Beispiel mit E[X] =∞ siehe [Dudewicz/Mishra 1988, Example 5.1.25].
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2. Für eine diskrete Zufallsvariable X mit der Wahrscheinlichkeitsfunktion f und dem
Träger T gilt
E[X] =
∑
x∈T
xf(x).
3. Wenn die Dichtefunktion f einer stetigen Zufallsvariablen X außerhalb der Menge A
den Wert Null hat, dann gilt
E[X] =
∫
A
xf(x)dx
Bemerkung 3.7 (Regeln für das Rechnen mit Erwartungswerten)
1. Der Erwartungswert der degenerierten Zufallsvariablen Xc mit P (Xc = c) = 1 bzw.
der Konstanten c ∈ R ist
E[Xc] = E[c] = c.
2. Falls E[X] existiert, existiert für a, b ∈ R auch E[a+ bX] und es gilt
E[a+ bX] = a+ bE[X] . (3.2)
3. Falls E[X1] und E[X2] endlich sind, ist für a, b ∈ R auch E[aX1 + bX2] endlich und
es gilt
E[aX1 + bX2] = aE[X1] + bE[X2] . (3.3)
Bemerkung 3.8 (Erwartungswert und Modellparameter) Ist eine parametrische
Verteilungsfamilie F (·; θ) mit θ ∈ Θ für eine Zufallsvariable X gegeben, dann hängt
der Erwartungswert
E[X] =
∫ ∞
−∞
xdF (x; θ)
in der Regel vom Parameter θ ab.
Beispiel 3.9
1. Für X ∼ Ber(π) = Bin(1, π) gilt E[X] = π.
2. Für X ∼ Bin(n, π) gilt E[X] = nπ.
3. Für X ∼ Poi(λ) gilt E[X] = λ.
4. Für X ∼ uni(α, β) gilt E[X] = α+β
2
.
5. Für X ∼ Exp(λ) gilt E[X] = 1
λ
.
6. Für X ∼ N(µ, σ2) gilt E[X] = µ.
Bemerkung 3.10 (Transformierte Zufallsvariablen)
1. Häufig interessieren Erwartungswerte von Funktionen h(X) einer Zufallsvariablen X,
z. B. E[eX ], E[X2] oder E[|X|]. Mit X ist auch Y = h(X) eine Zufallsvariable, wenn
h eine (messbare) Funktion ist.
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2. Der Erwartungswert von Y = h(X) kann mit
E[Y ] =
∫ ∞
−∞
y dFY (y)
berechnet werden, indem man zunächst die Verteilungsfunktion von Y aus der Ver-
teilungsfunktion von X bestimmt.2
3. Der Erwartungswert von Y = h(X) kann aber auch mit
E[h(X)] =
∫ ∞
−∞
h(x) dFX(x) (3.4)
direkt aus der Verteilung von X berechnet werden.3
3.2 Varianz und Standardabweichung
Definition 3.11 (Varianz) Falls für eine Zufallsvariable E[X] endlich ist, heißt
V[X]
def
= E[(X − E[X])2]
die Varianz (variance) der Zufallsvariablen X.
Satz 3.12 (Verschiebungssatz) Falls für eine Zufallsvariable X der Erwartungswert
E[X] endlich ist, gilt
V[X] = E[X2]− (E[X])2 .
Bemerkung 3.13
1. Falls E[X2] endlich ist, dann sind auch E[X] und V[X] endlich.
2. Falls E[X] endlich ist, können E[X2] und V[X] unendlich sein. Wenn dies der Fall
ist, so spricht man auch von einer Zufallsvariablen mit unendlicher Varianz.
3. Die Varianz einer Linearkombination stochastisch unabhängiger Zufallsvariablen
ist
V[aX1 + bX2] = a
2V[X1] + b
2V[X2] .
Für die Berechnung dieser Varianz bei Abhängigkeit siehe Bemerkung 13.15.
2Dies ist im Prinzip für jede reelle Zahl y durch
FY (y) = P (Y ≤ y) = P (h(X) ∈ ]−∞, y]) = P (X ∈ h−1( ]−∞, y]) =
∫
h−1( ]−∞,y])
1dFX(x)
möglich, da h messbar ist. Weiterführendes findet sich in Kapitel 4.4.
3Die zentrale Formel (3.4) wird in der statistischen Literatur häufig zur Definition von E[h(X)] ver-
wendet, vgl. z. B. [Casella/Berger 2002, S. 55]. Bei einer maßtheoretischen Fundierung findet sie sich als
Theorem, vgl. z. B. [Shorack 2000, S. 44].
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Beispiel 3.14
1. Für X ∼ Ber(π) gilt E[X] = E[X2] = π und daher V[X] = π(1− π).
2. Für X ∼ Bin(n, π) gilt V[X] = nπ(1− π).
3. Für X ∼ Poi(λ) gilt V[X] = λ.
4. Für X ∼ uni(α, β) gilt V[X] = (β−α)
2
12
.
5. Für X ∼ Exp(λ) gilt V[X] = 1
λ2
.
6. Für X ∼ N(µ, σ2) gilt E[X2] = σ2 + µ2 und daher V[X] = σ2.
7. Für eine Konstante c ∈ R gilt V[c] = 0. Für eine degenerierte Zufallsvariable Xc mit
P (Xc = c) = 1 für eine Zahl c ∈ R gilt V[Xc] = 0.
Definition 3.15 (Standardabweichung) X sei eine Zufallsvariable mit der endlichen
Varianz V[X]. Dann heißt
σ[X]
def
=
√
V[X]
die Standardabweichung (standard deviation) von X. Falls σ[X] > 0, heißt die Zufalls-
variable
X̃
def
=
X − E[X]
σ[X]
standardisierte Zufallsvariable.4
Bemerkung 3.16
1. Für eine standardisierte Zufallsvariable X̃ gilt
E[X̃] = 0
und
V[X̃] = σ[X̃] = 1.
2. Für X ∼ N(µ, σ2) ist X̃ standardnormalverteilt, d. h. X̃ ∼ N(0, 1).
3. Die Bildung von Ẋ
def
= X − E[X] wird auch als Zentrierung bezeichnet.
3.3 Momente
Definition 3.17 (Gewöhnliches und zentrales Moment) Falls die jeweiligen Erwar-
tungswerte existieren, heißt
E[Xk], k = 1, 2, . . .
k-tes gewöhnliches Moment (raw moment) und
E[(X − E[X])k], k = 1, 2, . . .
k-tes zentrales Moment (central moment) der Zufallsvariablen X.
4In [Spanos 1999] wird X/σ[X] – eher unüblich – als standardisierte Zufallsvariable bezeichnet.
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Satz 3.18 Falls E[Xk] endlich ist, dann sind auch E[Xj] für j = 1, 2, . . . , k − 1 endlich.
Bemerkung 3.19 In der Regel wird µ oder µX als Bezeichnung für E[X] verwendet. Für
die ersten beiden zentralen Momente gilt
E[X − E[X]] = 0, E[(X − E[X])2] = V[X].
3.4 Symmetrie, Schiefe und Wölbung
Definition 3.20 (Symmetrische Verteilung) Eine Zufallsvariable X heißt symme-
trisch verteilt, falls X
V
= −X. Eine Zufallsvariable X heißt symmetrisch zu a ∈ R
verteilt, falls X − a symmetrisch verteilt ist.
Bemerkung 3.21 Die Verteilung einer Zufallsvariablen X mit Dichte- oder Wahrschein-
lichkeitsfunktion f ist symmetrisch zu a ∈ R, falls
f(a− x) = f(a+ x), x ∈ R.
Falls die Verteilung von X zu a symmetrisch ist und der Erwartungswert von X existiert,
muss a = E[X] gelten.
Beispiel 3.22 (Drittes zentrales Moment einer Normalverteilung) Die Dichtefunk-
tion von X ∼ N(µ, σ2), siehe (2.3), ist symmetrisch zu µ. Wegen der zu E[X] = µ sym-
metrischen Dichtefunktion gilt
E[(X − E[X])3] = 0. (3.5)
Definition 3.23 (Schiefe) Für eine Zufallsvariable X heißt
α3
def
= α3[X]
def
=
E[(X − E[X])3]
(σ[X])3
Schiefe (skewness) (nach Pearson).
Bemerkung 3.24 Falls E[(X−µ)3] für eine symmetrische Verteilung existiert, gilt α3 =
0. Aus α3 = 0 folgt aber nicht, dass die Verteilung symmetrisch ist.
Definition 3.25 (Wölbung und Exzess) Für eine Zufallsvariable X mit viertem zen-
tralen Moment E[(X − E[X])4] heißt
α4
def
= α4[X]
def
=
E[(X − E[X])4]
(V[X])2
Wölbung (nach Pearson) oder Kurtosis (kurtosis) und
α∗4
def
= α∗4[X]
def
= α4[X]− 3
heißt Überschusswölbung oder Exzess. Eine Verteilung heißt mesokurtisch, falls
α∗4 = 0, leptokurtisch, falls α
∗
4 > 0, und platykurtisch, falls α
∗
4 < 0.
Bemerkung 3.26 (Viertes zentrales Moment einer Normalverteilung) FürX ∼
N(µ, σ2) gilt
E[(X − µ)4] = 3σ4 (3.6)
und daher α4[X] = 3 und α
∗
4[X] = 0. Dies motiviert die Definition von α
∗
4[X].
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3.5 Lage- und Skalenparameter
Definition 3.27 Eine reellwertige Maßzahl M [X] für Zufallsvariablen heißt
1. lageinvariant, falls
M [X + c] = M [X] für alle c ∈ R,
2. lageäquivariant, falls
M [X + c] = M [X] + c für alle c ∈ R,
3. skaleninvariant, falls
M [dX] = M [X] für alle d > 0,
und
4. skalenäquivariant, falls
M [dX] = dM [X] für alle d > 0 .
Bemerkung 3.28
1. Die typischen Eigenschaften einer Lagemaßzahl oder eines Lageparameters (lo-
cation parameter) sind die Lageäquivarianz und die Skalenäquivarianz.
2. Die typischen Eigenschaften eines Skalenparameters (scale parameter) sind die
Lageinvarianz und die Skalenäquivarianz.
Beispiel 3.29
1. Die Maßzahl E[X] ist lage- und skalenäquivariant.
2. Für die Familie der Normalverteilungen ist µ ein Lage- und σ ein Skalenparameter.
3. Die Maßzahlen E[(X −E[X])k] für k = 1, 2, . . . und damit auch die aus diesen gebil-
deten Maßzahlen α3, α4 und α
∗
4 sind lageinvariant.
4. Die Maßzahlen α3, α4 und α
∗
4 sind skaleninvariant.
Definition 3.30 (Modus) Falls eine Dichte- oder Wahrscheinlichkeitsfunktion an einer
Stelle m ∈ R ein globales und eindeutiges Maximum besitzt, heißt die Stelle m der Modus
(mode) der Verteilung.
Bemerkung 3.31 Der Modus heißt auch Modalwert, dichtester Wert, wahrscheinlichster
Wert.
Definition 3.32 (Median) Falls es eine eindeutige Stelle xMed mit der Eigenschaft
P (X ≥ xMed) ≥ 1/2, P (X ≤ xMed) ≥ 1/2
gibt, heißt xMed Median der Zufallsvariablen X oder der Verteilung von X.
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Beispiel 3.33
1. Falls X eine stetige und streng monotone Verteilungsfunktion F besitzt, dann legt
F (x 1
2
) = P (X ≤ x 1
2
) = 1/2 bzw. x 1
2
= F−1(1/2) den Median fest.
2. Für die Zufallsvariable X mit P (X = i) = 1
3
für i = 1, 2, 3 gilt xMed = 2 und
P (X ≥ xMed) > 1/2, P (X ≤ xMed) > 1/2 .
3. Für die Zufallsvariable X mit P (X = i) = 1
4
für i = 1, . . . , 4 ist
P (X ≥ x) ≥ 1/2, P (X ≤ x) ≥ 1/2
für alle x ∈ [2, 3] erfüllt, so dass keine Eindeutigkeit vorliegt.
Definition 3.34 (Quantile) X sei eine Zufallsvariable mit der Verteilungsfunktion F .
Für p ∈ ]0, 1[ heißt die Stelle
xp
def
= min{x ∈ R | F (x) ≥ p}
das p-Quantil der Verteilung von X. Die Stellen xp für p = 1/4, 1/2, 3/4 sind die Quar-
tile.
Bemerkung 3.35
1. Falls es mehrere Stellen x mit F (x) = p gibt, ist die obige Definition insofern unbefrie-
digend, als willkürlich die kleinste Stelle mit dieser Eigenschaft als p-Quantil definiert
wird. In diesem Fall könnte man auch von einer Mehrdeutigkeit des p-Quantils spre-
chen.
2. Synonyme Bezeichnungen für das p-Quantil sind p-Fraktil oder Perzentil der Ord-
nung p. Manchmal wird das (1− p)-Quantil als p-Fraktil bezeichnet.
3. Im Zusammenhang mit Konfidenzintervallen und statistischen Tests sind die Quantile
x1−α für kleine α, z. B. für α = 1%, von besonderem Interesse. Dann wird manchmal
in der Literatur5 und in Tabellen die abweichende Notation xα für die Stelle mit
P (X > xα) = α verwendet.
4. Häufig verwendete Quantile sind die Quantile zp = Φ
−1(p) einer standardnormalver-
teilten Zufallsvariablen Z ∼ N(0, 1). Wegen der Symmetrie der Dichtefunktion gilt
zp = −z1−p.
Bemerkung 3.36 (Streuungsmaße)
1. Die am häufigsten verwendeten Streuungsmaße sind die Varianz V[X] und die Stan-
dardabweichung σ[X]
def
=
√
V[X].
2. V[X] ist zwar lageinvariant, aber nicht skalenäquivariant. σ[X] ist ein Skalenpara-
meter.
5Vgl. z. B. [Casella/Berger 2002, S. 386] für diese Notation im Zusammenhang mit der Normalvertei-
lung, der t-Verteilung und der Chiquadratverteilung.
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3. Alternative Streuungsmaße sind der Quartilsabstand
x3/4 − x1/4
und die mittlere Quartilsabweichung
|x3/4 − x1/2|
2
+
|x1/4 − x1/2|
2
=
x3/4 − x1/4
2
.
Beide Maßzahlen sind lageinvariant und skalenäquivariant und damit Skalenparame-
ter.
3.6 Ungleichungen
Satz 3.37 (Markoff’sche Ungleichung) X sei eine Zufallsvariable. Falls E[|X|p] für
ein p > 0 endlich ist, dann gilt für alle ε > 0
P (|X| ≥ ε) ≤ E[|X|
p]
εp
.
Zum Beweis siehe [Shorack 2000, S. 49].
Satz 3.38 (Tschebyscheff’sche Ungleichung) X sei eine Zufallsvariable mit endli-
cher Varianz V[X]. Dann gilt für alle ε > 0
P (|X − E[X]| ≥ ε) ≤ V[X]
ε2
.
Zum Beweis siehe [Karr 1993, Theorem 4.40].
Bemerkung 3.39 Die Tschebyscheff’sche Ungleichung ergibt sich aus der Markoff’schen
Ungleichung für p = 2 und die Zufallsvariable Ẋ = X − E[X].
Satz 3.40 (Jensen’sche Ungleichung) X sei eine Zufallsvariable. Für eine konvexe
Funktion g seien E[X] und E[g(X)] endlich, dann gilt
g(E[X]) ≤ E[g(X)].
Zum Beweis siehe [Karr 1993, Theorem 4.39].
Beispiel 3.41
1. Mit g(X) = X2 gilt (E[X])2 ≤ E[X2] und daher V[X] ≥ 0.
2. Für eine konkave Funktion f gilt f(E[X]) ≥ E[f(X)], da g = −f konvex ist.
3. Bei strikter Konvexität (Konkavität) steht für nichtdegenerierte Zufallsvariablen das
strikte Ungleichheitszeichen.
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3.7 Momenterzeugende Funktion
Definition 3.42 (Momenterzeugende Funktion) Für eine ZufallsvariableX heißt die
Funktion
mX(t)
def
= E[etX ]
momenterzeugende Funktion (moment generating function) von X, falls es ein h > 0
gibt, so dass der Erwartungswert E[etX ] für alle t ∈ ]−h, h[ endlich ist. Anderenfalls sagt
man, die momenterzeugende Funktion existiert nicht.
Bemerkung 3.43
1. Falls X eine Zufallsvariable mit der Dichtefunktion f ist, dann gilt
E[etX ] =
∫ ∞
−∞
etxf(x)dx.
2. Falls X eine diskrete Zufallsvariable mit der Wahrscheinlichkeitsfunktion f und dem
Träger T ist, dann gilt
E[etX ] =
∑
x∈T
etxf(x).
3. Falls eine momenterzeugende Funktion existiert, sind alle Momente E[Xn] für n ∈ N
endlich und können mit Hilfe der momenterzeugenden Funktion bestimmt werden.
4. Es gibt Verteilungen, für die zwar alle Momente endlich sind, aber die momenterzeu-
gende Funktion nicht existiert. Ein Beispiel ist die Lognormalverteilung.6
Satz 3.44 (Momentenbestimmung) Wenn für X die momenterzeugende Funktion mX
existiert, dann gilt E[|Xk|] <∞ für alle k ∈ N und es gilt
E[Xk] =
dk
dtk
mX(t)
∣∣∣∣
t=0
, k = 1, 2, . . . .
Zum Beweis siehe [Karr 1993, Proposition 6.28].
Beispiel 3.45 Für X ∼ Bin(1, π) = Ber(π) ist
mX(t) = 1− π + πet, t ∈ R
die momenterzeugende Funktion. Die k-te Ableitung nach t ist πet für alle k ∈ N. Daher
gilt
E[Xk] = πe0 = π, k ∈ N.
Satz 3.46 (Momenterzeugende Funktion von X + Y ) Wenn für die stochastisch un-
abhängigen Zufallsvariablen X und Y die momenterzeugenden Funktionen mX(t) und
mY (t) existieren, dann existiert die momenterzeugende Funktion von X+Y und ist durch
mX+Y (t) = mX(t)mY (t)
gegeben.
6Vgl. Definition 6.5 und [Casella/Berger 2002, S. 81]
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Beweis Es sei mX(t) endlich in ]−a, a[ mit a > 0 und mY (t) endlich in ]−b, b[ mit b > 0.
Es sei h = min{a, b}, dann gilt mX+Y (t) = E[et(X+Y )] = E[etXetY ] = E[etX ]E[etY ] =
mX(t)mY (t) für alle t ∈ ]−h, h[.
Beispiel 3.47
1. Für X ∼ Exp(λ) gilt
mX(t) =
λ
λ− t
, falls t < λ.
2. Für X ∼ N(µ, σ2) gilt mX(t) = etµ+σ
2t2/2.
3. Für X ∼ Poi(λ) gilt mX(t) = eλ(e
t−1).
4. Die momenterzeugende Funktion einer binomialverteilten Zufallsvariablen Y ∼ Bin(n, π)
ergibt sich wegen der Sätze 2.27 und 3.46 als
mY (t) =
n∏
i=1
(1− π + πet) = (1− π + πet)n.
3.8 Charakteristische Funktion
Definition 3.48 (Charakteristische Funktion) X sei eine Zufallsvariable mit Vertei-
lungsfunktion F . Die komplexwertige Funktion
cX(t)
def
= E[eitX ] =
∫ ∞
−∞
eitxdF (x), t ∈ R
heißt charakteristische Funktion (characteristic function) von X. Dabei ist i die so-
genannte imaginäre Einheit, d. h. die komplexe Zahl mit i =
√
−1 und i2 = −1.
Bemerkung 3.49 Die charakteristische Funktion existiert zu jeder Zufallsvariablen, auch
dann, wenn die momenterzeugende Funktion nicht existiert7. Dabei ist die Zuordnung zwi-
schen Verteilungsfunktion und charakteristischer Funktion umkehrbar eindeutig,8 d. h. die
charakteristische Funktion charakterisiert die Verteilung einer Zufallsvariablen.9
Beispiel 3.50
1. X ∼ Exp(λ) ⇐⇒ cX(t) = λλ−it .
2. X ∼ N(µ, σ2) ⇐⇒ cX(t) = eitµ−σ
2t2/2.
3. X ∼ Poi(λ) ⇐⇒ cX(t) = eλ(e
it−1).
4. X ∼ Bin(n, π) ⇐⇒ cX(t) = (1− π + πeit)n.
Satz 3.51 (Charakteristische Funktion von a+ bX) Wenn X eine Zufallsvariable
mit der charakteristischen Funktion cX ist, dann ist
ca+bX(t) = e
iatcX(bt), t ∈ R
die charakteristische Funktion von a+ bX.
7 [Shorack 2000, S. 341]
8 [Shorack 2000, S. 348]
9Für Beispiele von charakteristischen Funktionen siehe [Shorack 2000, S. 343] und [Karr 1993, S. 164].
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Beweis Für alle t gilt ca+bX(t) = E[e
it(a+bX)] = E[eitaeitbX ] = eiatE[eibtX ] = eiatcX(bt).
Satz 3.52 Für X ∼ N(µ, σ2) und a ∈ R, b 6= 0 gilt
a+ bX ∼ N(a+ bµ, b2σ2).
Beweis Für alle t gilt ca+bX(t) = e
iatcX(bt) = e
iateitbµ−b
2σ2t2/2 = eit(a+bµ)−(b
2σ2)t2/2.
Bemerkung 3.53 Die charakteristische Funktion ist ein Hilfsmittel zur Bestimmung von
Faltungen.
Satz 3.54 (Charakteristische Funktion von X + Y ) Für stochastisch unabhängige Zu-
fallsvariablen X und Y mit den charakteristischen Funktionen cX und cY ist
cX+Y (t) = cX(t)cY (t), t ∈ R
die charakteristische Funktion von X + Y .
Beweis Für alle t gilt cX+Y (t) = E[e
it(X+Y )] = E[eitXeitY ] = E[eitX ]E[eitY ] = cX(t)cY (t).
Satz 3.55 Die Zufallsvariablen X ∼ N(µX , σ2X) und Y ∼ N(µY , σ2Y ) seien stochastisch
unabhängig. Dann gilt
X + Y ∼ N(µX + µY , σ2X + σ2Y ).
Beweis Für alle t gilt cX+Y (t) = e
itµX−σ2X t
2/2eitµY −σ
2
Y t
2/2 = eit(µX+µY )−(σ
2
X+σ
2
Y )t
2/2 . Da
die charakteristische Funktion die Verteilung festlegt, gilt X+Y ∼ N(µX +µY , σ2X +σ2Y ).
Bemerkung 3.56 Wenn die momenterzeugende Funktion existiert, giltmX(t) = cX(−it).
3.9 Weiterführendes
Bemerkung 3.57 Üblich sind auch die Notationen
µ′k
def
= µ′k[X]
def
= E[Xk] und µk
def
= µk[X]
def
= E[(X − E[X])k].
Bemerkung 3.58 (Übung) Beweisen Sie die Aussagen in Beispiel 3.9, in Bemerkung
3.13, und in Bemerkung 3.16.1 sowie 3.16.2.
Bemerkung 3.59 (Vertauschung von Differentiation und Integration) Interessiert
man sich für die Ableitung
dµθ
dθ
, falls
µθ
def
=
∫ ∞
−∞
xf(x; θ) dx,
so stellt sich die Frage, ob die Rechnung
dµθ
dθ
=
d
dθ
∫ ∞
−∞
xf(x; θ) dx =
∫ ∞
−∞
x
df(x; θ)
dθ
dx
zulässig ist. Die Vertauschung von Differentiation und Integration bzw. Erwartungswert
ist erlaubt, wenn die Voraussetzung von Lebesgues Theorem der dominierten Konvergenz
erfüllt ist10.
10Siehe dazu [Casella/Berger 2002, S. 69-70]. Zur Vertauschung von Limes und Integral siehe [Casel-
la/Berger 2002, S. 69].
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Bemerkung 3.60 (Integrierbarkeit)
1. E[X] ist genau dann endlich, wenn E[|X|] < ∞. In diesem Fall nennt man X auch
integrierbar.
2. Falls E[X] existiert (E[X] ∈ R∪{−∞,∞}), nennt manX auch quasi-integrierbar11.
3. Falls E[|X|p] < ∞ für eine reelle Zahl p > 0, schreibt man auch X ∈ Lp. Dabei
bezeichnet Lp alle Lebesgue-integrierbaren Funktionen der Ordnung p. Für X ∈ Lp
ist die Lp-Norm durch
||X||p
def
= (E[|X|p])1/p
definiert.
Beispiel 3.61 (Unendliche Erwartungswerte)
1. Wenn die Erwartungswerte in (3.3) nicht endlich sind, gilt die Gleichung nur, falls
aE[X1] + bE[X2] in [−∞,∞] definiert ist.
2. Für die Zufallsvariable X aus Beispiel 3.4 gilt E[X] = ∞. Für die Zufallsvariable
Y
def
= 1−X ergibt sich mit der Regel (3.2)
E[Y ] = 1− E[X] = 1−∞ = −∞ .
Es gilt E[X+Y ] = E[1] = 1 wegen X+Y = 1. Die Regel (3.3) kann nicht angewendet
werden, da E[X] + E[Y ] =∞−∞ nicht definiert ist.
Bemerkung 3.62 (Was heißt
”
Der Erwartungswert existiert“?)
Da der Gebrauch in der statistischen Literatur uneinheitlich ist, empfiehlt es sich immer
zu überprüfen, was der jeweilige Autor mit
”
der Erwartungswert existiert“ oder
”
das
Integral existiert“ meint.
1. Von einigen Autoren12 wird der Erwartungswert nur als reelle Zahl definiert. Von
vielen Autoren13 wird der Erwartungswert im erweiterten Sinn, wie in Definition
3.2, definiert. Bei der erweiterten Definition ist zwischen der Existenz eines Erwar-
tungswertes und dessen Endlichkeit zu unterscheiden. Ein dritter Ansatz14 besteht
darin, E[X] durch E[X] = µ+ − µ− zu definieren, falls µ+ und µ− endlich sind, und
E[X] = ∞ bzw. E[X] = −∞ nur für Zufallsvariablen mit X ≥ 0 bzw. X ≤ 0 zu
definieren. Mit diesem Ansatz ist es dann möglich, den Ausdrücken E[|X|] =∞ und
E[X2] = ∞ einen Sinn zu geben. Allerdings ist z. B. für eine Zufallsvariable mit
X ≥ 0, E[X] = ∞ und P (0 ≤ X ≤ 17) > 0, der Erwartungswert E[X − 17] nicht
definiert und kann nicht als E[X]− 17 berechnet werden.
11Z. B. [Elstrodt 2009, S. 130], [Meintrup/Schäffler 2005, S. 92], [Bauer 1992, S. 74].
12Z. B. [Bamberg/Baur/Krapp 2009, S. 111], [Casella/Berger 2002, S. 55], [Dodge 2003, S. 139], [Müller
1991, S. 105], [Doob 1953, S. 8], [Gouriéroux/Monfort 1995b, S. 446].
13Z. B. [Athreya/Lahiri 2006, S. 193], [Bierens 2004, S. 49], [Lehmann/Romano 2005, S. 31],
[Meintrup/Schäffler 2005, S. 92], [Resnick 1999, S. 126], [Billingsley 1995], [Ruppert 2004, S. 13],
[Bickel/Doksum 2001, S. 455], [Shorack 2000], [Witting 1985, S. 517], [Bauer 2002, S. 16], [Van der
Vaart 1998], [Davidson 1994, S. 128], [Witting 1978, S. 207].
14 [Karr 1993]
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2. Häufig findet sich bei der Definition des Erwartungswertes nur ein Hinweis auf die
Existenz der Summe oder des Integrals15, wodurch die Unklarheit aber nur verlagert
wird, da die Existenz eines Integrals in der Literatur uneinheitlich definiert wird.
3. Als Faustregel kann gelten, dass je mathematisch elementarer ein Lehrbuch ist, es um-
so wahrscheinlicher ist, dass mit der Existenz von Erwartungswerten oder Integralen
die Existenz im Sinne einer reellen Zahl gemeint ist.
Bemerkung 3.63 (Momentenproblem) Mit dem Begriff Momentenproblem sind in
der Literatur zwei Fragestellungen verbunden.
1. Kann aus den Momenten E[Xn] für n ∈ N die Verteilungsfunktion eindeutig gewon-
nen werden?
Die Antwort lautet nein.16 Z. B. sind für eine lognormalverteilte Zufallsvariable alle
Momente endlich, aber die momenterzeugende Funktion existiert nicht und es gibt
andere Verteilungen mit denselben Momenten.17
2. Welche zusätzlichen Bedingungen sind erforderlich, damit sich aus den Momenten
eindeutig die Verteilungsfunktion ergibt?
Hinreichende Bedingungen sind z. B. ein beschränkter Träger oder die Existenz der
momenterzeugenden Funktion.18
Bemerkung 3.64 (Zur Definition der momenterzeugenden Funktion) Manchmal
wird die momenterzeugende Funktion etwas allgemeiner definiert,19 nämlich als die Funk-
tion mX(t) =
∫∞
−∞ e
txdF (x) für alle t, für die das Integral endlich ist. Da dies für t = 0
immer der Fall ist, gibt es in diesem erweiterten Sinn momenterzeugende Funktionen, die
nur für t = 0 definiert sind. Wenn oben von der Existenz der momenterzeugenden Funk-
tion im Sinn von Definition 3.42 die Rede ist, ist im Sinn der allgemeineren Definition die
Existenz der momenterzeugenden Funktion in einer Umgebung von 0 gemeint.
Bemerkung 3.65 (Weitere erzeugende Funktionen) Verwandte Konzepte zur mo-
menterzeugenden Funktion sind die wahrscheinlichkeitserzeugende Funktion (pro-
bability generating function)
wX(t)
def
= E
[
tX
]
, −1 < t < 1
für positive ganzzahlige Zufallsvariablen und die kumulantenerzeugende Funktion
(cumulant generating function)
kX(t)
def
= ln (mX(t))
für Zufallsvariablen mit momenterzeugender Funktion mX .
20
Bemerkung 3.66 (Charakteristische Funktion) Für eine Zufallsvariable X mit zu
Null symmetrischer Verteilung, d. h. −X V= X, ist die charakteristische Funktion reell-
wertig.
15Z. B. [Judge et al. 1988, S. 37], [Hartung/Elpelt 2007, S. 32]
16 [Casella/Berger 2002, S. 64]
17 [Casella/Berger 2002, S. 81], [Billingsley 1995, S. 388]
18 [Casella/Berger 2002, S. 65], [Karr 1993, S. 177]
19Siehe z. B. [Meintrup/Schäffler 2005, S. 100], [Billingsley 1995, S. 278].
20Vgl. [Müller 1991, S. 106].
Kapitel 4
Stichprobe und Grundgesamtheit
4.1 Stichprobe und empirische Verteilungsfunktion
Definition 4.1 (Stichprobe und Zufallsstichprobe)
1. Die X1, . . . , Xn seien identisch verteilt, dann heißt der Zufallsvektor (X1, . . . , Xn)
Stichprobe (sample) vom Umfang n.
2. Sind die X1, . . . , Xn zusätzlich stochastisch unabhängig, dann heißt der Zufallsvektor
(X1, . . . , Xn) Zufallsstichprobe (random sample) vom Umfang n.
1
Bemerkung 4.2 (Stichproben und Grundgesamtheit)
1. Die Annahme, dass die Xi stochastisch unabhängig und identisch verteilt (indepen-
dent and identically distributed, i. i. d.) sind, heißt auch i. i. d.-Annahme.
2. Die Verteilung, der jedes einzelne Xi folgt, ist die Verteilung der Grundgesamt-
heit. Sie ist im Allgemeinen durch eine Verteilungsfunktion F charakterisiert.
3. Der Stichprobenraum (sample space) X ist die Menge der möglichen Stichpro-
benwerte (sample realizations)
(x1, . . . , xn) ∈ X ⊆ Rn.
Mit xi ist eine Realisation der i-ten Stichprobenvariablen Xi bezeichnet. Es gilt
P ((X1, . . . , Xn) ∈ X ) = 1.
4. Im i. i. d.-Fall liegt die Verteilung von (X1, . . . , Xn) vollständig durch die Angabe der
eindimensionalen Verteilung fest. Wenn F die Verteilungsfunktion der einzelnen Xi
ist, dann ist die n-dimensionale Verteilungsfunktion von (X1, . . . , Xn) durch
FX1,...,Xn(x1, . . . , xn) = P (X1 ≤ x1, . . . , Xn ≤ xn) =
n∏
i=1
P (Xi ≤ xi) =
n∏
i=1
F (xi)
1Häufig wird in diesem Fall von einer einfachen Zufallsstichprobe gesprochen. Der Begriff einfache
Zufallsstichprobe (simple random sampling) wird teilweise aber auch als Bezeichnung für das Ziehen
ohne Zurücklegen (sampling without replacement) aus einer endlichen Grundgesamtheit verwendet,
bei dem die Beobachtungen nicht unabhängig sind, vgl. z. B. [Casella/Berger 2002, S. 204].
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für alle (x1, . . . , xn) ∈ Rn gegeben. Für die n-dimensionale Wahrscheinlichkeits- oder
Dichtefunktion des Zufallsvektors (X1, . . . , Xn) gilt entsprechend
fX1,...,Xn(x1, . . . , xn) =
n∏
i=1
f(xi)
für alle (x1, . . . , xn) ∈ Rn.
5. Bei parametrischen Verteilungsmodellen hängt die Verteilungsfunktion F (·; θ) bzw.
die Wahrscheinlichkeits- oder Dichtefunktion f(·; θ) vom Parameter θ ∈ Θ ab, der
im Parameterraum (parameter space) Θ liegt.
Definition 4.3 (Empirische Verteilungsfunktion)
1. Für Stichprobenwerte (x1, . . . , xn) ∈ Rn = R1×n heißt die Funktion
F̂n : R→
{
0,
1
n
,
2
n
, . . . ,
n− 1
n
, 1
}
,
F̂n(x)
def
=
1
n
n∑
i=1
1]−∞,x](xi) =
Anzahl der Beobachtungen mit xi ≤ x
n
empirische Verteilungsfunktion.
2. Die durch
F̃n(x)
def
=
1
n
n∑
i=1
1]−∞,x](Xi) x ∈ R
aus einer Stichprobe (X1, . . . , Xn) gebildete Größe ist eine Zufallsgröße (nämlich eine
zufällige Verteilungsfunktion), die ebenfalls als empirische Verteilungsfunktion
bezeichnet wird.
Bemerkung 4.4
1. Durch die empirische Verteilungsfunktion wird an jeder Stelle x die theoretische Ver-
teilungsfunktion F (x) = P (Xi ≤ x) approximiert, falls die Beobachtungen xi Reali-
sationen von i. i. d.-Zufallsvariablen Xi mit der Verteilungsfunktion F sind.
2. Auf der Basis der geordneten Stichprobenwerte
x1:n ≤ x2:n ≤ · · · ≤ xn:n
kann die empirische Verteilungsfunktion auch durch
F̂n(x)
def
=

0 x < x1:n
k
n
für xk:n ≤ x < xk+1:n, k = 1, 2, . . . , n− 1
1 x ≥ xn:n
definiert werden.
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3. Für eine i. i. d. Stichprobe mit stetiger Verteilungsfunktion F gilt mit Wahrschein-
lichkeit 1 (fast sicher)
x1:n < x2:n < · · · < xn:n,
d. h. die Wahrscheinlichkeit für Bindungen (ties) (xi:n = xi+1:n) ist Null. Die empiri-
sche Verteilungsfunktion hat n Sprungstellen der Höhe 1/n und es gilt
F̂n(xk:n) =
k
n
, k = 1, . . . , n.
Definition 4.5 (Quantilfunktion) F sei eine Verteilungsfunktion. Die Funktion
F← : ]0, 1[→ R
mit
F←(p)
def
= min{x ∈ R | F (x) ≥ p} = xp
heißt (die zu F gehörige) Quantilfunktion. Die zu einer empirischen Verteilungsfunktion
gehörige Quantilfunktion heißt empirische Quantilfunktion, die zugehörigen Quantile
heißen empirische Quantile oder Stichprobenquantile.
Bemerkung 4.6 (Umkehrfunktion)
Falls für alle p ∈ ]0, 1[ die Menge {x ∈ R : F (x) = p} einelementig ist, gibt es eine
Umkehrfunktion (inverse Funktion) F−1(·) : ]0, 1[ → R, so dass F (F−1(p)) = p für
alle p ∈ ]0, 1[ gilt. In diesem Fall ist die Quantilfunktion F← mit der Umkehrfunktion F−1
identisch, weshalb die Quantilfunktion auch verallgemeinerte Inverse genannt wird
und in der Literatur auch mit F− oder F−1 bezeichnet wird.
Bemerkung 4.7 Die empirische Verteilung von n Beobachtungen (Stichprobenwerten)
ist immer diskret mit maximal n verschiedenen Trägerpunkten. Falls die theoretische
Verteilung (Verteilung der Grundgesamtheit) diskret ist, ist es sinnvoll, die theoretische
Verteilung durch die Verteilung der relativen Häufigkeiten zu approximieren. Falls die
theoretische Verteilung dagegen stetig ist, ist für die Approximation der Dichtefunktion
ein Histogramm geeigneter.
Definition 4.8 (Histogramm) Gegeben sind n Beobachtungen x1, . . . , xn in ]a, b[. Durch
Zahlen c0, c1, . . . , cm mit
a = c0 < c1 < · · · < cm = b
werden m disjunkte Intervalle (oder Klassen) der Form ]ci−1, ci], oder seltener auch der
Form [ci−1, ci[, für i = 1, . . . ,m definiert. Mit ni sei die Anzahl der Beobachtungen im
i-ten Intervall bezeichnet. Das Histogramm ist die Treppenfunktion
g(x)
def
=
{
fi, x ∈ ]ci−1, ci], i = 1, . . . ,m
0 sonst,
mit der im i-ten Intervall konstanten Histogrammhöhe
fi
def
=
ni
n(ci − ci−1)
.
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Bemerkung 4.9
1. Die Fläche über dem i-ten Intervall ist identisch mit der relativen Häufigkeit der
Beobachtungen in diesem Intervall,
(ci − ci−1)fi = ni/n.
2. Die Gesamtfläche unter dem Histogramm ist daher
m∑
i=1
ni
n(ci − ci−1)
(ci − ci−1) =
m∑
i=1
ni
n
= 1.
3. Das Histogramm besitzt somit die Eigenschaften einer Dichtefunktion.
4. Falls alle Beobachtungen i. i. d. mit derselben Dichtefunktion f sind, wird mit zu-
nehmender Anzahl der Beobachtungen und feiner werdender Intervalleinteilung die
Dichtefunktion f immer besser durch das Histogramm g approximiert.
5. Mit Methoden der Kerndichteschätzung2 werden Histogramme geglättet, um eine
bessere Anpassung an die Dichtefunktion zu erhalten.
4.2 Stichprobenfunktion und Stichprobenverteilung
Definition 4.10 Eine Zufallsvariable
Y = h(X1, . . . , Xn)
heißt Stichprobenfunktion oder Statistik (statistic). Ihre Wahrscheinlichkeitsvertei-
lung wird Stichprobenverteilung (sampling distribution) genannt.
Beispiel 4.11 (Stichprobenfunktionen) Beispiele von Stichprobenfunktionen sind der
Stichprobenmittelwert (sample mean) oder das Stichprobenmittel
X̄
def
=
1
n
n∑
i=1
Xi,
die Stichprobenvarianz (sample variance) oder empirische Varianz
S2
def
=
1
n
n∑
i=1
(Xi − X̄)2 (4.1)
und die Stichprobenstandardabweichung (sample standard deviation)
S
def
=
√
S2 .
Manchmal wird auch die korrigierte Stichprobenvarianz
S∗2
def
=
1
n− 1
n∑
i=1
(Xi − X̄)2 (4.2)
als Stichprobenvarianz bezeichnet. Die korrigierte Stichprobenstandardabweichung ist
S∗
def
=
√
S∗2. (4.3)
2 [Spanos 1999, S. 205-212]
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Bemerkung 4.12
1. Eine Stichprobenfunktion verdichtet die in einer Stichprobe (X1, . . . , Xn) enthaltene
Information zu einer eindimensionalen Zufallsvariablen.
2. In der Schätztheorie heißen geeignete Statistiken, deren Realisationen in der Regel
im Parameterraum liegen, Schätzer (estimator) oder Schätzfunktionen. Ziel der
Schätzung ist es, von Realisationen des Schätzers auf den Parameter θ zu schließen.
3. In der Testtheorie heißen geeignete Statistiken Testfunktionen oder Prüfvaria-
blen. Mit deren Realisationen werden Hypothesen über den Parameter verworfen
oder nicht verworfen.
Bemerkung 4.13
1. Die Beobachtung einer Stichprobe (x1, . . . , xn) vom Umfang n führt zu einer Reali-
sation der Stichprobenfunktion, z. B. zu einer Realisation x̄ von X̄, einer Realisation
s2 von S2 oder einer Realisation s von S.
2. Um statistische Verfahren beurteilen zu können, ist man an der Wahrscheinlichkeits-
verteilung der Stichprobenfunktion, d. h. an der Stichprobenverteilung, interessiert.
Im Allgemeinen kann es schwierig sein, die Stichprobenverteilung zu bestimmen, da
diese von der Verteilung des Zufallsvektors (X1, . . . , Xn) und von der speziellen Ge-
stalt der Funktion h abhängt. Bei Unabhängigkeit lässt sich für spezielle Verteilungen
und spezielle Funktionen h die Stichprobenverteilung einfach bestimmen bzw. auf be-
kannte Verteilungen zurückführen.
Beispiel 4.14 (Binomialverteilung als Stichprobenverteilung)
1. (X1, X2) bezeichne das zufällige Ergebnis von zwei unabhängigen fairen Münzwürfen.
Der Stichprobenraum ist
{(0, 0), (0, 1), (1, 0), (1, 1)} ⊆ R×R.
Die Summe Y = h(X1, X2) = X1 + X2 ist eine binomialverteilte Zufallsvariable mit
den Parametern n = 2 und π = 1/2,
Y ∼ Bin(n, π).
2. Für Xi
i.i.d.∼ Ber(π) mit 0 < π < 1 gilt
∑n
i=1Xi ∼ Bin(n, π), vgl. Satz 2.27.
Satz 4.15 (Normalverteilung als Stichprobenverteilung) Für Xi
i.i.d.∼ N(µ, σ2) gilt
X̄ ∼ N
(
µ,
σ2
n
)
.
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Beweis Es gilt
∑n
i=1Xi ∼ N(nµ, nσ2), vgl. Satz 3.55. Mit Satz 3.52 folgt X̄ ∼ N
(
µ, σ
2
n
)
.
Satz 4.16 (Transformation stochastisch unabhängiger Zufallsvariablen) Die Zu-
fallsvariablen X1, . . . , Xn seien stochastisch unabhängig und Y1 = h1(X1), . . . , Yn = hn(Xn)
seien Zufallsvariablen, dann sind Y1, . . . , Yn stochastisch unabhängig.
Zum Beweis siehe [Karr 1993, Corollary 3.11].
Beispiel 4.17
1. Wenn die Zufallsvariablen X1, . . . , Xn stochastisch unabhängig sind, dann sind die
Zufallsvariablen X21 , . . . , X
2
n stochastisch unabhängig.
2. Wenn die Zufallsvariablen X und Y stochastisch unabhängig sind, dann sind die
Zufallsvariablen X und −Y stochastisch unabhängig.
Definition 4.18 (Chiquadratverteilung) Es sei Zi
i.i.d.∼ N(0, 1) und ν ∈ N. Dann heißt
die Verteilung von
Y
def
=
ν∑
i=1
Z2i
(zentrale) Chiquadratverteilung mit ν Freiheitsgraden.3 Schreibweise: Y ∼ χ2(ν).
Das α-Quantil einer χ2(ν)-Verteilung wird mit χ2ν,α bezeichnet.
Bemerkung 4.19 (Dichtefunktion der Chiquadratverteilung) Die Zufallsvariable
Y ∼ χ2(ν) mit ν ∈ N hat die Dichtefunktion
fY (x) =

1
2ν/2Γ(ν/2)
xν/2−1e−x/2, für x > 0,
0, sonst.
(4.4)
Dabei bezeichnet Γ(·) die Gammafunktion, siehe Definition A.29.
Satz 4.20 (Erwartungswert und Varianz der Chiquadratverteilung)
Für Y ∼ χ2(ν) gilt
E[Y ] = ν und V[Y ] = 2ν. (4.5)
Beweis Mit der Darstellung aus Definition 4.18 gilt
E[Y ] = E
[
ν∑
i=1
Z2i
]
=
ν∑
i=1
E[Z2i ] =
ν∑
i=1
1 = ν
und
V[Y ] = V
[
ν∑
i=1
Z2i
]
=
ν∑
i=1
V[Z2i ] = νV[Z21 ] = ν
(
E[Z41 ]− (E[Z21 ])2
)
= ν(3− 1) = 2ν,
siehe (3.6) wegen E[Z41 ] = 3.
3Siehe [Rinne 2008, S. 319].
4.2. Stichprobenfunktion und Stichprobenverteilung 39
Bemerkung 4.21 Wenn für stochastisch unabhängige und identisch verteilte Beobach-
tungen X1, . . . , Xn der gemeinsame Erwartungswert E[X1] = µ ∈ R bekannt ist, kann die
Stichprobenfunktion
S2µ
def
=
1
n
n∑
i=1
(Xi − µ)2 (4.6)
gebildet werden.
Satz 4.22 (Chiquadratverteilung als Stichprobenverteilung) Für Xi
i.i.d.∼ N(µ, σ2)
gilt
nS2µ
σ2
∼ χ2(n) (4.7)
und
nS2
σ2
=
(n− 1)S∗2
σ2
∼ χ2(n− 1). (4.8)
Beweis Die erste Aussage ergibt sich aus
nS2µ
σ2
=
n∑
i=1
(Xi − µ)2
σ2
=
n∑
i=1
(
Xi − µ
σ
)2
=
n∑
i=1
Z2i
mit Zi
def
= Xi−µ
σ
. Wegen Satz 3.52 sind die Zi standardnormalverteilt und wegen 4.16
stochastisch unabhängig. Zum Beweis der zweiten Aussage siehe [Casella/Berger 2002,
Theorem 5.3.1 c.].
Beispiel 4.23 Für X1, X2
i.i.d.∼ N(µ, σ2) erhält man X̄ = (X1 +X2)/2 und
2S2
σ2
=
2∑
i=1
(Xi − X̄)2
σ2
=
(X1 −X2)2
4σ2
+
(X2 −X1)2
4σ2
=
(X1 −X2)2
2σ2
∼ χ2(1).
Die letzte Aussage ergibt sich da X1−X2 ∼ N(0, 2σ2), so dass (X1−X2)/
√
2σ2 ∼ N(0, 1).
Definition 4.24 (t-Verteilung) Die Zufallsvariablen Z ∼ N(0, 1) und Y ∼ χ2(ν) seien
stochastisch unabhängig. Dann heißt die Verteilung von
T
def
=
Z√
Y
ν
(Student’sche) t-Verteilung mit ν Freiheitsgraden.4 Schreibweise: T ∼ t(ν). Das α-
Quantil einer t(ν)-Verteilung wird mit tν,α bezeichnet.
Bemerkung 4.25 (Eigenschaften der t-Verteilung) Die Zufallsvariable T ∼ t(ν) mit
ν ∈ N hat die Dichtefunktion
fT (x) =
Γ[(ν + 1)/2]√
νπ Γ(ν/2)
(
1 +
x2
ν
)−(ν+1)/2
, x ∈ R.
Dabei bezeichnet Γ(·) die Gammafunktion, siehe Definition A.29. Für T ∼ t(ν) gilt E[T ] =
0, falls ν > 1, und V[T ] = ν
ν−2 , falls ν > 2.
4Siehe [Rinne 2008, S. 326], [Spanos 1999, S. 144, 583].
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Satz 4.26 (Stochastische Unabhängigkeit von X̄ und S∗2) Für Xi
i.i.d.∼ N(µ, σ2) sind
X̄ und S∗2 stochastisch unabhängig.
Zum Beweis siehe [Casella/Berger 2002, Theorem 5.3.1 a.].
Satz 4.27 (t-Verteilung als Stichprobenverteilung) Für Xi
i.i.d.∼ N(µ, σ2) gilt
X̄ − µ
S∗
√
n =
X̄ − µ
S
√
n− 1 ∼ t(n− 1).
Beweis
X̄ − µ
S∗
√
n =
U√
V
n−1
mit U =
X̄ − µ
σ
√
n, V =
(n− 1)S∗2
σ2
.
U ∼ N(0, 1) folgt aus Satz 4.15 und V ∼ χ2(n− 1) folgt aus Satz 4.22. Aus der stochasti-
schen Unabhängigkeit von X̄ und S∗2, vgl. Satz 4.26, folgt die stochastische Unabhängig-
keit von U und V , vgl. Satz 4.16. Damit folgt U√
V
n−1
∼ t(n− 1).
4.3 Summen unabhängiger Zufallsvariablen
Satz 4.28 Die Zufallsvariablen X1, . . . , Xn seien stochastisch unabhängig und es sei S
def
=∑n
j=1Xj. Dann gilt
1. Xj ∼ N(µj, σ2j ), j = 1, . . . , n =⇒ S ∼ N
(
n∑
j=1
µj,
n∑
j=1
σ2j
)
,
2. Xj ∼ Bin(nj, π), j = 1, . . . , n =⇒ S ∼ Bin
(
n∑
j=1
nj, π
)
,
3. Xj ∼ Poi(λj), j = 1, . . . , n =⇒ S ∼ Poi
(
n∑
j=1
λj
)
,
4. Xj ∼ χ2(νj), j = 1, . . . , n =⇒ S ∼ χ2
(
n∑
j=1
νj
)
.
Beweis
1. Die erste Aussage folgt unmittelbar aus Satz 3.55.
2. Für die charakteristische Funktion von S =
∑n
j=1Xj folgt
cS(t) =
n∏
j=1
cXj(t) =
n∏
j=1
(1− π + πeit)nj = (1− π + πeit)
∑n
j=1 nj .
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3. Für die charakteristische Funktion von S =
∑n
j=1Xj folgt
cS(t) =
n∏
j=1
cXj(t) =
n∏
j=1
exp{λj(eit − 1)} = exp
{
n∑
j=1
λj(e
it − 1)
}
.
4. cY (t) sei die charakteristische Funktion von Y = Z
2 mit Z ∼ N(0, 1). Dann gilt
cXj = (cY (t))
νj und somit
cS(t) =
n∏
j=1
cXj(t) =
n∏
j=1
(cY (t))
νj = cY (t)
n∑
j=1
νj
.
Definition 4.29 (Faltung) Wenn die ZufallsvariablenX und Y stochastisch unabhängig
sind, dann heißt die Verteilung der Summe X + Y die Faltung (convolution) der Vertei-
lungen von X und Y . Man schreibt
FX+Y = FX ∗ FY
für die Verteilungsfunktionen und
fX+Y = fX ∗ fY
für die Dichte- oder Wahrscheinlichkeitsfunktionen.
Satz 4.30 (Faltungsformeln) Die Zufallsvariablen X und Y seien stochastisch un-
abhängig. Die Zufallsvariable
Z
def
= X + Y
besitzt dann die Verteilungsfunktion
FZ(z) =
∫ ∞
−∞
FX(z − y)dFY (y) =
∫ ∞
−∞
FY (z − x)dFX(x).
Sind X und Y stetig mit den Dichtefunktionen fX und fY , dann ist Z stetig mit der
Dichtefunktion5
fZ(z) =
∫ ∞
−∞
fX(z − y)fY (y)dy =
∫ ∞
−∞
fY (z − x)fX(x)dx. (4.9)
Zum Beweis siehe [Karr 1993, Theorem 3.12] und [Karr 1993, Theorem 4.31].
Bemerkung 4.31 In anderer Schreibweise lauten die Faltungsformeln
FZ(z) = E[FX(z − Y )] = E[FY (z −X)]
und
fZ(z) = E[fX(z − Y )] = E[fY (z −X)].
5 [Casella/Berger 2002, S. 215]
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4.4 Transformierte Zufallsvariablen
Bemerkung 4.32 Gegeben sei eine Zufallsvariable X und eine Funktion h, so dass auch
Y = h(X) eine Zufallsvariable ist. Um die Verteilung der Zufallsvariablen Y aus der
Verteilung der Zufallsvariablen X bei gegebener Funktion h zu bestimmen, ist
FY (y) = P (Y ≤ y) = P (h(X) ≤ y), y ∈ R
zu berechnen.
Beispiel 4.33 X sei eine stetige Zufallsvariable mit der Verteilungsfunktion FX .
1. Gesucht ist die Verteilungsfunktion von Y = h(X) mit h(x) = ex.
Für y ≤ 0 gilt
FY (y) = P (e
X ≤ y) = 0.
Für y > 0 gilt
FY (y) = P (e
X ≤ y) = P (X ≤ ln(y)) = FX(ln(y)).
2. Gesucht ist die Verteilungsfunktion von Y = h(X) mit h(x) = e−x.
Für y ≤ 0 gilt
FY (y) = P (e
−X ≤ y) = 0.
Für y > 0 gilt
FY (y) = P (e
−X ≤ y) = P (−X ≤ ln(y)) = P (X ≥ − ln(y)) = 1− FX(− ln(y)).
3. Gesucht ist die Verteilungsfunktion von Y = h(X) mit h(x) = x2.
Für y < 0 gilt
FY (y) = P (X
2 ≤ y) = 0.
Für y ≥ 0 gilt
FY (y) = P (X
2 ≤ y) = P (−√y ≤ X ≤ √y) = FX(
√
y)− FX(−
√
y).
4. Gesucht ist die Verteilungsfunktion von Y = h(X) mit h(x) = −x2.
Für y < 0 gilt
FY (y) = P (−X2 ≤ y) = P (X2 ≥ −y) = P (X ≥
√
−y) + P (X ≤ −
√
−y)
= 1− FX(
√
−y) + FX(−
√
−y).
Für y ≥ 0 gilt
FY (y) = P (−X2 ≤ y) = 1.
Satz 4.34 (Transformationssatz für Dichtefunktionen) X sei eine stetige Zufalls-
variable mit der Dichtefunktion fX . I sei ein offenes Intervall mit P (X ∈ I) = 1. Die
Funktion h sei stetig differenzierbar in I und es sei h′(x) 6= 0 für alle x ∈ I. h−1 sei
die Umkehrfunktion von h auf h(I) = {h(x) | x ∈ I}. Dann ist Y = h(X) eine stetige
Zufallsvariable mit der Dichtefunktion
fY (y) =
∣∣∣∣ ddyh−1(y)
∣∣∣∣ fX(h−1(y)), y ∈ h(I).
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Zum Beweis siehe [Karr 1993, Theorem 2.41].
Beispiel 4.35 (Dichte für lineare Transformation) X sei eine stetige Zufallsvaria-
ble mit der Dichtefunktion fX . Für b 6= 0 hat die Funktion h(x) = a + bx die Umkehr-
funktion h−1(y) = (y − a)/b und es gilt h′(x) = b 6= 0 für alle x ∈ R. Also hat die
Zufallsvariable Y = a+ bX mit b 6= 0 die Dichtefunktion
fY (y) =
1
|b|
fX
(
y − a
b
)
, y ∈ R.
4.5 Weiterführendes
Bemerkung 4.36 (L-, M-, Q-, R-, U- und V-Statistiken) Die fortgeschrittene sta-
tistische Schätztheorie, insbesondere die asymptotische Statistik, beruht auf der Unter-
scheidung verschiedener Grundtypen von Statistiken, für die einheitliche Theorien ent-
wickelt werden können.
1. L-Statistiken sind Linearkombinationen von Ordnungsstatistiken, d. h. der aufstei-
gend (oder alternativ absteigend) geordneten Beobachtungen X1:n ≤ X2:n ≤ · · · ≤
Xn:n, z. B.
Ln =
X1:n +Xn:n
2
.
2. M-Statistiken sind Lösungen von Maximierungs- oder Minimierungsproblemen, wie
z. B. ein Maximum-Likelihood-Schätzer.
3. Q-Statistiken sind quadratische Funktionen von Ordnungsstatistiken.
4. R-Statistiken sind Funktionen der Ränge. Der Rang einer Beobachtung ist die Po-
sition bei aufsteigender (oder alternativ absteigender) Ordnung der Beobachtungen.
5. U-Statistiken (
”
U“ steht für den ersten Buchstaben des englischen Wortes unbia-
sed) sind durch die Erwartungstreue motiviert und typischerweise Mittelwerte von
Funktionen der Art g(Xi), h(Xi, Xj), . . . ; beispielsweise S
∗2 als erwartungstreuer
Schätzer für σ2.
6. V-Statistiken (
”
V“ steht für den Namen des Statistikers von Mises) sind z. B. von
der Form
Vn =
∞∫
−∞
g(x)dF̃n(x) =
1
n
n∑
i=1
g(Xi).
Dabei bezeichnet F̃n die empirische Verteilungsfunktion und Vn ist ein Schätzer für
∞∫
−∞
g(x)dF (x) .
Bemerkung 4.37 (Multivariate Transformationstechnik für Dichten) Die Trans-
formationstechnik im mehrdimensionalen Fall basiert auf einer invertierbaren Zuordnung
zwischen den Zufallsvektoren (X1, . . . , Xn) und (Y1, . . . , Yn) mit gleicher Dimension n.
6
6Vgl. [Bol 2001, Kap. 13], [Spanos 1999, Kap. 11.7].
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1. Ausgangspunkt ist die Dichtefunktion fX1,...,Xn(x1, . . . , xn) und die Menge
X def= {(x1, . . . , xn) | fX1,...,Xn(x1, . . . , xn) > 0}.
2. Man benötigt eine injektive Funktion h : X → Rn mit dem Definitionsbereich
X ⊂ Rn und den Komponenten hi : X → R für i = 1, . . . , n, durch welche Rea-
lisationen (x1, . . . , xn) von (X1, . . . , Xn) in Realisationen (y1, . . . , yn) von (Y1, . . . , Yn)
transformiert werden,
y1 = h1(x1, . . . , xn), y2 = h2(x1, . . . , xn), . . . , yn = hn(x1, . . . , xn) .
Diese Funktion hat den Bildbereich
Y def= h(X ) = {(h1(x1, . . . , xn), . . . , hn(x1, . . . , xn)) | (x1, . . . , xn) ∈ X}.
Die zugehörige Umkehrfunktion h−1 : Y → X besteht aus den Komponenten h−1i :
Y → R für i = 1, . . . , n. Durch die Umkehrfunktion werden Bildpunkte (y1, . . . , yn) ∈
Y in (x1, . . . , xn) ∈ X zurücktransformiert,
x1 = h
−1
1 (y1, . . . , yn), x2 = h
−1
2 (y1, . . . , yn), . . . , xn = h
−1
n (y1, . . . , yn).
Die Komponentenfunktionen hi sind in der Regel keine invertierbaren Funktionen
und die Komponente h−1i ist in der Regel nicht die Umkehrfunktion von hi.
3. Wenn die Komponenten h−1i der Umkehrfunktion partiell stetig differenzierbar sind
und die Determinante D(y1, . . . , yn) der n× n-Matrix der partiellen Ableitungen7
∂h−1i (y1, . . . , yn)
∂yj
, i, j = 1, . . . , n
für alle y1, . . . , yn von Null verschieden ist, dann ist eine Dichtefunktion von (Y1, . . . , Yn)
durch
fY1,...,Yn(y1, . . . , yn) = |D(y1, . . . , yn)|fX1,...,Xn(h−11 (y1, . . . , yn), . . . , h−1n (y1, . . . , yn))
für alle (y1, . . . , yn) ∈ Y gegeben.
7Diese Matrix heißt Jacobimatrix (Jacobian matrix ) oder Funktionalmatrix (functional matrix ).
Vgl. [Bronstein et al. 2006, S. 653]. Die Determinante der Jacobimatrix heißt Jacobideterminante
(Jacobian determinant). Man beachte, dass D(y1, . . . , yn) die Determinante der Jacobimatrix und nicht
die Jacobimatrix bezeichnet.
Kapitel 5
Konvergenz und Grenzwertsätze
Beispiel 5.1 (Idealer Würfel)
1. Das stochastische Modell für den wiederholten Wurf eines idealen Würfels ist eine
Folge stochastisch unabhängiger und identisch verteilter Zufallsvariablen Xi mit der
Verteilung
P (Xi = k) =
1
6
für k = 1, ..., 6 .
2. Der Parameter
µ
def
= E[Xi] =
6∑
k=1
k
6
= 3.5
kann aus einer Folge beobachteter Werte x1, x2, ... durch das arithmetische Mittel
x̄n
def
=
1
n
n∑
i=1
xi
approximiert werden.
3. Die Gesetze der großen Zahlen geben an, in welchem Sinn x̄n für n → ∞ gegen
µ konvergiert.
4. Der Zentrale Grenzwertsatz der Statistik charakterisiert die Wahrscheinlich-
keitsverteilung von X̄n für n→∞.
5.1 Konvergenz in Wahrscheinlichkeit
Satz 5.2 Die Zufallsvariablen X1, X2, . . . seien stochastisch unabhängig und identisch
verteilt mit µ
def
= E[X1] und endlicher Varianz σ
2 def= V[X1]. Für die Mittelwerte
X̄n
def
=
1
n
n∑
i=1
Xi
gilt dann
E[X̄n] = µ, (5.1)
lim
n→∞
V[X̄n] = 0 (5.2)
und
lim
n→∞
P (|X̄n − µ| < c) = 1 für alle c > 0. (5.3)
45
46 Kapitel 5. Konvergenz und Grenzwertsätze
Beweis
1. Die Aussage (5.1) folgt aus
E[X̄n] = E
[
1
n
n∑
i=1
Xi
]
=
1
n
E
[
n∑
i=1
Xi
]
=
1
n
nµ = µ.
2. Die Aussage (5.2) folgt aus
V[X̄n] = V
[
1
n
n∑
i=1
Xi
]
=
1
n2
V
[
n∑
i=1
Xi
]
=
1
n2
nσ2 =
σ2
n
.
3. Die Aussage (5.3) ergibt sich mit der Ungleichung von Tschebyscheff, vgl. Satz 3.38,
da
1− σ
2
nc2
≤ P (|X̄n − µ| < c) ≤ 1.
Bemerkung 5.3
1. Für wachsenden Stichprobenumfang konzentriert sich die Verteilung von X̄n um µ.
2. Die Aussage (5.3) ist äquivalent zu
lim
n→∞
P (|X̄n − µ| ≥ c) = 0 ∀ c > 0. (5.4)
3. Bei der Konvergenz einer Folge von Zufallsvariablen, die durch (5.3) und (5.4) be-
schrieben ist, spricht man von Konvergenz in Wahrscheinlichkeit1 der Folge von Zu-
fallsvariablen X̄1, X̄2, . . . gegen µ.
Definition 5.4 (Konvergenz in Wahrscheinlichkeit) Eine Folge von Zufallsvariablen
Y1, Y2, . . . konvergiert gegen Y in Wahrscheinlichkeit (converges to Y in probability),
wenn
lim
n→∞
P (|Yn − Y | ≥ c) = 0 für alle c > 0
gilt. Notation:
Yn
P→ Y.
Bemerkung 5.5
1. Wenn Y eine degenerierte Verteilung (Einpunktverteilung) besitzt,
P (Y = y) = 1,
ergibt sich die Konvergenz in Wahrscheinlichkeit gegen die Konstante y.
2. In der Ökonometrie ist für Yn
P→ Y auch die Notation plim Yn = Y gebräuchlich.2
Für Yn
P→ 0 wird auch Yn = op(1) geschrieben; für Yn
P→ Y wird auch Yn−Y = op(1)
geschrieben.
1Andere Bezeichnungen sind Konvergenz nach Wahrscheinlichkeit, Wahrscheinlichkeitskonvergenz
oder stochastische Konvergenz. Der letzte Begriff wird auch als Oberbegriff für verschiedene Arten der
Konvergenz von Zufallsvariablen und Verteilungen verwendet (z. B. [Davidson 1994, S. 281]) und ist daher
am ehesten missverständlich.
2Z. B. [Frohn 1995, S. 29].
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5.2 Gesetz der großen Zahlen
Bemerkung 5.6 Der folgende Satz ist allgemeiner als Satz 5.2, da er nicht voraussetzt,
dass die Varianz der Xi endlich ist.
Satz 5.7 (Schwaches Gesetz der großen Zahlen) Die Zufallsvariablen X1, X2, . . .
seien i. i. d. mit endlichem Erwartungswert µ
def
= E[X1]. Dann gilt X̄n
P→ µ.
Beweis Der Satz folgt durch Kombination der Sätze 5.12 und 5.14.
Satz 5.8 (Spezialfall von Bernoulli (1713)) Für Xi
i.i.d.∼ Ber(π) gilt X̄n
P→ π.
Zum Beweis siehe [Karr 1993, Theorem 5.30].
Bemerkung 5.9 FürXi
i.i.d.∼ Ber(π) ist π = P (Xi = 1) = E[Xi] der Bernoulli-Parameter,
der die Erfolgswahrscheinlichkeit angibt,
n∑
i=1
Xi ∼ Bin(n, π)
ist die Anzahl (= absolute Häufigkeit) der Erfolge und X̄n ist die relative Häufigkeit der
Erfolge.
Bemerkung 5.10 Die Konvergenzaussage des schwachen Gesetzes der großen Zahlen
(weak law of large numbers, WLLN ) beruht auf dem Konzept der Konvergenz in Wahr-
scheinlichkeit. Das weiter unten angegebene starke Gesetz der großen Zahlen (strong law
of large numbers, SLLN ) beruht auf folgendem stärkeren Konvergenzkonzept.
Definition 5.11 (Fast sichere Konvergenz) Eine Folge von Zufallsvariablen Y1, Y2, . . .
heißt fast sicher konvergent (almost sure convergent) oder konvergent mit Wahr-
scheinlichkeit Eins (convergent with probability one) gegen Y , wenn
P
(
lim
n→∞
Yn = Y
)
= 1
gilt. Notation:
Yn
f.s.→ Y
(engl.:
a.s.→ oder wp1→ ).
Satz 5.12 Falls Xn
f.s.→ X, dann Xn
P→ X.
Zum Beweis siehe [Karr 1993, Proposition 5.10].
Bemerkung 5.13 Die umgekehrte Implikation ist nicht richtig.3
Satz 5.14 (Starkes Gesetz der großen Zahlen, Kolmogoroff (1930)) Die X1, X2,
. . . seien i. i. d. mit endlichem Erwartungswert µ
def
= E[X1]. Dann gilt X̄n
f.s.→ µ.
Zum Beweis siehe [Karr 1993, Theorem 7.7].
3Zu einem Gegenbeispiel siehe [Karr 1993, S. 141].
48 Kapitel 5. Konvergenz und Grenzwertsätze
5.3 Hauptsatz der Mathematischen Statistik
Bemerkung 5.15
1. Realisationen der zufälligen empirischen Verteilungsfunktion
F̃n(x) =
1
n
n∑
i=1
1]−∞,x](Xi), x ∈ R
sind konkrete empirische Verteilungsfunktionen der Form
F̂n(x) =
1
n
n∑
i=1
1]−∞,x](xi), x ∈ R.
2. Für Xi
i.i.d.∼ F folgt aus dem starken Gesetz der großen Zahlen, dass
|F̃n(x)− F (x)|
f.s.→ 0
für jede Stelle x gilt, da F̃n(x) eine relative Häufigkeit ist, die aus n unabhängigen
Bernoulli-Variablen Yi = 1]−∞,x](Xi) mit demselben Bernoulli-Parameter F (x) be-
rechnet ist. Damit konvergiert die empirische Verteilungsfunktion F̃n an jeder Stelle
fast sicher gegen die theoretische Verteilungsfunktion F .
Satz 5.16 (Satz von Gliwenko und Cantelli) Es sei Xi
i.i.d.∼ F . Dann gilt
Dn
def
= sup
x∈R
|F̃n(x)− F (x)|
f.s.→ 0.
Zum Beweis siehe [Karr 1993, Theorem 7.28].
Bemerkung 5.17 Der Satz von Gliwenko und Cantelli, auch Hauptsatz der Mathe-
matischen Statistik genannt, zeigt, dass |F̃n(x) − F (x)| nicht nur punktweise für alle
x ∈ R, sondern sogar gleichmäßig gegen 0 konvergiert. Zur gleichmäßigen Konvergenz
siehe A.21.
5.4 Zentraler Grenzwertsatz
Satz 5.18 (Zentraler Grenzwertsatz der Statistik) Die X1, X2, . . . seien i. i. d.
mit Varianz 0 < σ2
def
= V[X1] <∞ und Erwartungswert µ
def
= E[X1]. Für die standardi-
sierten Zufallsvariablen
Yn
def
=
X̄n − E[X̄n]√
V[X̄n]
=
X̄n − µ
σ
√
n
gilt dann
lim
n→∞
P (Yn ≤ x) = Φ(x) für alle x ∈ R.
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Beweis Die Folge der Xn − µ erfüllt die so genannte Lindeberg-Bedingung, siehe [Karr
1993, Definition 7.12] und [Karr 1993, Example 7.16]. Daher ergibt sich Satz 5.18 als
Spezialfall des zentralen Grenzwertsatzes von Lindeberg-Feller, vgl. [Karr 1993, Theorem
7.17].
Bemerkung 5.19
1. FYn(x) = P (Yn ≤ x) ist die Verteilungsfunktion von Yn und Φ(x) ist die Verteilungs-
funktion der Standardnormalverteilung jeweils an der Stelle x.
2. Im Spezialfall Xi
i.i.d.∼ N(µ, σ2) gilt Yn ∼ N(0, 1), so dass FYn(x) = Φ(x) für alle
x ∈ R und alle n ∈ N gilt.
3. Für
”
große“ n ist Yn näherungsweise N(0, 1)-verteilt und X̄n näherungsweise
N(µ, σ
2
n
)-verteilt.
4. Eine bessere Bezeichnung wäre
”
Grenzverteilungssatz“. Man sagt auch:
”
Die Folge
X̄n ist asymptotisch normalverteilt“.
5. Es gibt allgemeinere Sätze mit schwächeren Voraussetzungen.
6. Bei der Konvergenz der Verteilungen von Yn gegen eine Standardnormalverteilung
im Zentralen Grenzwertsatz der Statistik (Central Limit Theorem, CLT) handelt
es sich um ein Beispiel der sogenannten Verteilungskonvergenz (convergence in
distribution).
Definition 5.20 (Konvergenz in Verteilung) Eine Folge von Zufallsvariablen Y1, Y2, . . .
konvergiert in Verteilung gegen eine Zufallsvariable Y mit der Verteilungsfunktion F
genau dann, wenn
lim
n→∞
P (Yn ≤ x) = F (x)
an allen Stetigkeitsstellen von F gilt. Notation:
Yn
V→ Y
(engl.:
Law→ , L→, D→ oder d→, d wie distribution).
Beispiel 5.21 Y habe eine Einpunktverteilung auf 0 mit der Verteilungsfunktion
FY (x) =
{
0, x < 0,
1, x ≥ 0.
Es sei Yn ∼ N(0, 1/n) für n ∈ N. Dann gilt
lim
n→∞
FYn(x) = lim
n→∞
Φ(x
√
n) =

0, x < 0,
1/2, x = 0,
1, x > 0,
und damit Yn
V→ Y .
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Satz 5.22 Falls Xn
P→ X, dann Xn
V→ X.
Zum Beweis siehe [Karr 1993, Proposition 5.13].
Bemerkung 5.23 Die umgekehrte Implikation ist nicht richtig. Im Spezialfall der Kon-
vergenz gegen eine Konstante c ∈ R (degenerierte Zufallsvariable) sind Konvergenz in
Wahrscheinlichkeit und Konvergenz in Verteilung äquivalent.
Satz 5.24 Falls Xn
V→ c, dann Xn
P→ c.
Zum Beweis siehe [Karr 1993, Proposition 5.14].
Beispiel 5.25 Im Beispiel 5.21 gilt also auch Yn
P→ 0.
5.5 Weiterführendes
Satz 5.26 (Theorem von Slutsky) Aus Xn
V→ X und Yn
V→ c ∈ R folgt
YnXn
V→ cX und Xn + Yn
V→ X + c.4
Zum Beweis siehe [Karr 1993, Theoreme 5.20 und 5.22].
Definition 5.27 (Konvergenz im quadratischen Mittel) Eine Folge von Zufallsva-
riablen Xn konvergiert im quadratischen Mittel (converges in quadratic mean) gegen
X, wenn
lim
n→∞
E[(Xn −X)2] = 0
gilt. Notation:
Xn
(2)→ X
(auch
q.m.→ oder L2→).
Definition 5.28 (Konvergenz im Betragsmittel) Eine Folge von ZufallsvariablenXn
konvergiert im Betragsmittel gegen X, wenn
lim
n→∞
E[|Xn −X|] = 0
gilt. Notation:
Xn
(1)→ X
(auch
L1→).
Satz 5.29 (Beziehungen zwischen Konvergenzarten)
1. Falls Xn
(2)→ X, dann Xn
(1)→ X.
2. Falls Xn
(1)→ X, dann Xn
P→ X.
4Siehe z. B. [Casella/Berger 2002, S. 239f.].
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Zum Beweis siehe [Karr 1993, Propositionen 5.11 und 5.12].
Satz 5.30 (Stetige Abbildungen) g : R→ R sei eine stetige Funktion. Dann gilt
Xn → X =⇒ g(Xn)→ g(X)
für → = P→, für → = f.s.→ und für → = V→.
Zum Beweis siehe [Karr 1993, Theorem 5.23].
Satz 5.31 (Summen) Es gilt
(Xn → X, Yn → Y ) =⇒ Xn + Yn → X + Y
für → = P→, für → = f.s.→, für → = (1)→ und für → = (2)→.
Zum Beweis siehe [Karr 1993, Theoreme 5.19].
Satz 5.32 (Produkte) Es gilt
(Xn
P→ X, Yn
P→ Y ) =⇒ XnYn
P→ XY,
(Xn
f.s.→ X, Yn
f.s.→ Y ) =⇒ XnYn
f.s.→ XY,
(Xn
(2)→ X, Yn
(2)→ Y ) =⇒ XnYn
(1)→ XY.
Zum Beweis siehe [Karr 1993, Theoreme 5.21].
Satz 5.33 Es gilt Xn
V→ X genau dann, wenn
lim
n→∞
E[f(Xn)] = E[f(X)]
für jede beschränkte, stetige Funktion f : R→ R gilt.
Zum Beweis siehe [Karr 1993, Theoreme 5.8].
Beispiel 5.34 (Würfel) Das stochastische Modell des wiederholten Würfelns mit einem
fairen Würfel besteht aus einer Folge von unabhängig und identisch verteilten Zufallsva-
riablen X1, X2, . . . mit P (X1 = k) =
1
6
für k = 1, ..., 6. Es gilt
µ = E[X1] =
1
6
(1 + 2 + 3 + 4 + 5 + 6) =
7
2
,
E[X2i ] =
1
6
(1 + 22 + 32 + 42 + 52 + 62) =
91
6
,
σ2 = V[Xi] =
91
6
−
(
7
2
)2
=
35
12
.
Allgemein gilt für den Mittelwert
E[X̄n] = µ, V[X̄n] =
σ2
n
, σ[X̄n] =
√
V[X̄n].
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Speziell für n = 600 gilt
V[X̄600] =
35
7200
= 0.00486, σ[X̄600] = 0.0697.
X̄600 besitzt approximativ die Verteilung N(µX̄600 , σ
2
X̄600
) mit
µX̄600 = 3.5, σ
2
X̄600
= 0.00486.
µX̄600 − 2σX̄600 = 3.36, µX̄600 + 2σX̄600 = 3.64
µX̄600 − 3σX̄600 = 3.29, µX̄600 + 3σX̄600 = 3.71 .
Bemerkung 5.35 (Zum Gesetz der großen Zahlen)
1. Die Eigenschaft
lim
n→∞
P (|X̄n − a| ≥ c) = 0 ∀ c > 0 (5.5)
mit einer geeigneten Konstante a ∈ R ist unter Umständen auch für Xi i. i. d.
erfüllt, ohne dass ein endlicher Erwartungswert der Xi existiert. Außerdem spricht
man allgemeiner von einem schwachen Gesetz der großen Zahlen, wenn mit einer
Zahlenfolge an die Bedingung
lim
n→∞
P (|X̄n − an| ≥ c) = 0 ∀ c > 0 (5.6)
erfüllt ist.5
2. Das starke Gesetz der großen Zahlen findet man auch als Kolmogoroffs zweites Gesetz
der großen Zahlen (Kolmogorov’s second SLLN 6)
3. Es gibt verschiedene Varianten des Gesetzes der großen Zahlen für unabhängige und
nicht identisch verteilte Zufallsvariablen mit E[Xn] = µn.
7 Unter zusätzlichen Vor-
aussetzungen an die Varianzen gilt
X̄n −
1
n
n∑
i=1
µi
f.s.→ 0.
4. Varianten und Verallgemeinerungen des Gesetzes der großen Zahlen sind die Gesetze
der großen Zahlen von Poisson, Tschebyscheff, Markoff, Bernstein und Kolmogoroff.8
5. Es gibt Verallgemeinerungen des Gesetzes der großen Zahlen für abhängige Be-
obachtungen: Starkes Gesetz der großen Zahlen für Martingale, für Martingal-
Differenzen und für α-mischende strikt stationäre Prozesse.9
5 [Serfling 1980, S. 27]
6Siehe [Spanos 1999, 9.4.2, S. 479]. Dort muss es allerdings in Bedingung (D) anstatt E[|Xk|] = µ <∞
richtig heißen:
E[|Xk|] <∞, E[Xk] = µ, k = 1, 2, . . . .
Die erste Bedingung impliziert endliche Erwartungswerte, die zweite Bedingung bedeutet, dass alle Va-
riablen denselben Erwartungswert haben. Im Allgemeinen ist E[|Xk|] 6= E[Xk].
7Siehe dazu [Spanos 1999, 9.4, S. 477-478].
8Siehe [Spanos 1999, 9.3.2-6, S. 471-476].
9Siehe [Spanos 1999, 9.4.3, S. 479-481].
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Bemerkung 5.36 (Zum Zentralen Grenzwertsatz)
1. Aussagen über die Geschwindigkeit der Konvergenz macht das Gesetz vom iterier-
ten Logarithmus (law of iterated logarithm, LIL).10
2. Für eine beliebige stetige Verteilungsfunktion konvergiert
√
nDn mit Dn aus Satz
5.16 in Verteilung gegen die sogenannte Kolmogoroff-Verteilung, siehe Definition
12.10.
3. F sei eine stetige Verteilungsfunktion mit der Quantilfunktion F←, F̃n(F
←(0))
def
= 0,
F̃n(F
←(1))
def
= 1. Dann konvergiert der Prozess
Zn(t)
def
=
√
n (F̃n(F
←(t))− t), 0 ≤ t ≤ 1
gegen eine Brown’sche Brücke.11
4. Es gibt multivariate Verallgemeinerungen des zentralen Grenzwertsatzes.12
Bemerkung 5.37 Bei der Konvergenzart in Verteilung spricht man auch von der schwa-
chen Konvergenz der zugehörigen Verteilungen. Teilweise wird in der Literatur die Aus-
sage des Satzes 5.33 zur Definition der Konvergenz in Verteilung verwendet. Notation:
Fn
w→ F für die Verteilungsfunktionen, Pn
w→ P für die zugehörigen Wahrscheinlichkeits-
maße. Das w steht für weakly (schwach).
Beispiel 5.38 (Zur Konvergenz der Momente) Aus der Konvergenz in Wahrschein-
lichkeit oder der Konvergenz in Verteilung folgt wenig über die Konvergenz der Momente.
1. Ein Beispiel mit Xn
P→ 0 und E[Xn] = 0 und V[Xn] = 1 für n ∈ N:
Für Xn mit
P (Xn = −n) = P (Xn = n) =
1
2n2
, P (Xn = 0) = 1−
1
n2
,
gilt
E[Xn] = 0, V[Xn] = 1
und
lim
n→∞
P (Xn = 0) = lim
n→∞
(
1− 1
n2
)
= 1 .
2. Ein Beispiel mit Xn
P→ 0 und E[Xn] = 1 für n ∈ N und limn→∞V[Xn] =∞:
Für Xn mit
P (Xn = n) =
1
n
, P (Xn = 0) = 1−
1
n
gilt
E[Xn] =
n
n
= 1, E[X2n] =
n2
n
= n, V[Xn] = n− 1
und
lim
n→∞
P (Xn = 0) = lim
n→∞
(
1− 1
n
)
= 1 .
10 [Spanos 1999, 9.5, S. 481-482]
11 [Spanos 1999, S. 456, 538]
12Siehe dazu [Spanos 1999, 9.7, S. 491-495].
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3. Ein Beispiel mit Xn
P→ 0 und limn→∞E[Xn] = limn→∞V[Xn] =∞:
Für Xn mit
P (Xn = n
2) =
1
n
, P (Xn = 0) = 1−
1
n
gilt
E[Xn] =
n2
n
= n, E[X2n] =
n4
n
= n3, V[Xn] = n
3 − n2
und
lim
n→∞
P (Xn = 0) = lim
n→∞
(
1− 1
n
)
= 1 .
4. Den angegebenen Beispielen ist gemeinsam, dass kein Intervall [a, b] ⊂ R mit P (a ≤
Xn ≤ b) = 1 für n = 1, 2, . . . existiert. Wenn ein solches Intervall existiert, folgt aus
der Konvergenz der Verteilungen auch die Konvergenz der Momente.
Kapitel 6
Univariate Verteilungen und
Verteilungsfamilien
6.1 Univariate Verteilungen
Bemerkung 6.1 (Zählen von Ereignissen) Betrachtet werden stochastisch unabhängi-
ge Bernoulli-Experimente mit demselben Erfolgsparameter π, Xi
i.i.d.∼ Ber(π).
1. Der Zusammenhang zwischen der Bernoulli- und der Binomialverteilung ergibt
sich über das Zählen von Erfolgen. Aus Xi
i.i.d.∼ Ber(π) folgt
∑n
i=1Xi ∼ Bin(n, π).
2. Die zufällige Anzahl von Misserfolgen vor dem k-ten Erfolg hat eine Pascal-Ver-
teilung1 oder negative Binomialverteilung mit den Parametern π und k ∈ N.
3. Die zufällige Anzahl von Versuchen bis zum ersten Erfolg hat eine geometrischen
Verteilung2 mit dem Parameter π ∈ ]0, 1[ und mit der Wahrscheinlichkeitsfunktion
f(x) = π(1− π)x−1, x = 1, 2, . . . .
Abweichend von dieser Definition wird auch die Verteilung der Anzahl von Versuchen
vor dem ersten Erfolg mit der Wahrscheinlichkeitsfunktion
f(x) = π(1− π)x, x = 0, 1, 2, . . . .
als geometrische Verteilung bezeichnet3. Diese zweite Verteilung ist der Spezialfall
der negativen Binomialverteilung für k = 1.
Bemerkung 6.2 (Urnenmodell) Betrachtet wird eine Urne mit M weißen und N−M
schwarzen Kugeln. Die Anzahl der bei n Versuchen (Ziehungen) gezogenen weißen Kugeln
wird mit X bezeichnet.
1. Beim Ziehen mit Zurücklegen ist X binomialverteilt mit den Parametern n und
π = M/N .
2. Beim Ziehen ohne Zurücklegen sind die Bernoulli-Experimente abhängig und X
besitzt eine hypergeometrische Verteilung4 mit den Parametern n, M und N .
1Siehe [Rinne 2008, S. 265].
2Siehe [Rinne 2008, S. 265].
3Siehe z. B. den Eintrag Geometric Distribution in [Encyclopedia of Statistical Sciences 2006, S. 2779]
und den Eintrag geometrische Verteilung in [Müller 1991].
4Siehe [Rinne 2008, S. 267], [Casella/Berger 2002, S. 622] , [Spanos 1999, S. 136].
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Bemerkung 6.3 (Gleichverteilungen)
1. Die Modellierung eines fairen Würfels führt zur diskreten Gleichverteilung5 auf
{1,2,3,4,5,6}.
2. Die Modellierung eines Glücksrades mit dem Umfang u ∈ R führt zur stetigen
Gleichverteilung6 auf dem Intervall ]0, u[, vgl. Definition 2.12.
Bemerkung 6.4 (Transformation von Normalverteilungen)
1. Für X ∼ N(µ, σ2), a ∈ R und b 6= 0 gilt
a+ bX ∼ N(a+ bµ, b2σ2).
2. Für Xi
i.i.d.∼ N(0, 1) gilt
∑n
i=1X
2
i ∼ χ2(n), vgl. Definition 4.18.
3. X ∼ N(0, 1) und Y ∼ χ2(ν) seien stochastisch unabhängig, dann gilt, vgl. Definition
4.24,
X√
Y/ν
∼ t(ν).
Definition 6.5 (Lognormalverteilung) Für X ∼ N(µ, σ2) folgt Y = eX einer Log-
normalverteilung7 mit den Parametern µ und σ2. Notation: Y ∼ LN(µ, σ2).
Bemerkung 6.6 (Eigenschaften der Lognormalverteilung) Für Y ∼ LN(µ, σ2) gilt
E[Y k] = ekµ+k
2σ2/2, k ∈ N,
insbesondere gilt
E[Y ] = eµ+σ
2/2, V[Y ] = e2µ+σ2(eσ2 − 1).
Definition 6.7 (F-Verteilung) Wenn X ∼ χ2(m) mit m ∈ N und Y ∼ χ2(n) mit
n ∈ N stochastisch unabhängig sind, dann hat der Quotient
Q =
X/m
Y/n
die (Fisher’sche) F-Verteilung mit m Zählerfreiheitsgraden und n Nennerfreiheitsgra-
den8. Notation: Q ∼ F (m,n). Das α-Quantil einer F (m,n)-Verteilung wird mit Fm,n,α
bezeichnet.
Bemerkung 6.8 (Eigenschaften der F-Verteilung) Es sei Q ∼ F (m,n).
1. Die Zufallsvariable Q hat die Dichtefunktion
fQ(x) =

Γ[(m+ n)/2]
Γ(m/2)Γ(n/2)
(m
n
)m/2 xm2 −1
[1 +mx/n](m+n)/2
, x ≥ 0,
0, sonst.
Dabei bezeichnet Γ(·) die Gammafunktion, siehe Definition A.29.
5Siehe [Spanos 1999, S. 137].
6Siehe [Spanos 1999, S. 14].
7Siehe [Rinne 2008, S. 306], [Spanos 1999, S. 141, 582].
8Siehe [Rinne 2008, S. 330], [Spanos 1999, S. 139, 583].
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2. Es gilt E[Q] =∞, falls n ∈ {1, 2}, und E[Q] = n/(n− 2), falls n > 2.
3. Aus T ∼ t(ν) folgt T 2 ∼ F (1, ν).
Definition 6.9 (Cauchy-Verteilung) Eine Zufallsvariable X mit der Dichtefunktion
f(x) =
1
π
λ
λ2 + (x− µ)2
, x ∈ R
heißt cauchyverteilt mit den Parametern µ ∈ R und λ > 0. Die Verteilung von X heißt
Cauchy-Verteilung.9 Notation: X ∼ C(µ, λ).
Bemerkung 6.10 (Eigenschaften der Cauchy-Verteilung)
1. X ∼ C(µ, λ) hat die Verteilungsfunktion
F (x) = 1/2 + (1/π) arctan
(
x− µ
λ
)
, x ∈ R. (6.1)
Die Funktion arctan (auch als tan−1 bezeichnet) ist stetig, streng monoton und nimmt
alle Werte zwischen −π/2 und π/2 an. Es gilt tan(arctan(x)) = x.
2. X ∼ C(µ, λ) hat die charakteristische Funktion
cX(t) = e
iµt−λ|t|, t ∈ R. (6.2)
3. Aus X ∼ C(µ, λ), a ∈ R, b > 0 folgt a+ bX ∼ C(a+ bµ, bλ).
4. Aus X ∼ C(0, 1) folgt µ+ λX ∼ C(µ, λ).
5. Wenn X ∼ N(0, 1) und Y ∼ N(0, 1) stochastisch unabhängig sind, dann gilt X/Y ∼
C(0, 1).
6. Es gilt C(0, 1) = t(1).
7. Der Median von X ∼ C(µ, λ) ist µ, aber weder E[X] noch V[X] existieren.
Satz 6.11 Für T ∼ t(1) = C(0, 1) gilt E[|T |] =∞.
Beweis Da für die Dichtefunktion fT (−x) = fT (x) gilt, folgt
E[|T |] = 2 lim
c→∞
c∫
0
xfT (x)dx =
1
π
lim
c→∞
c∫
0
2x
1 + x2
dx
=
1
π
lim
c→∞
[ln(1 + x2)]c0 =
1
π
lim
c→∞
ln(1 + c2) =∞.
Satz 6.12 Für stochastisch unabhängige Zufallsvariablen X1 ∼ C(µ1, λ1) und X2 ∼
C(µ2, λ2) gilt
X1 +X2 ∼ C(µ1 + µ2, λ1 + λ2).
9Siehe [Rinne 2008, S. 347], [Müller 1991, S.47], [Spanos 1999, S. 138, 583].
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Beweis cX1+X2(t) = cX1(t)cX2(t) = e
iµ1t−λ1|t|eiµ2t−λ2|t| = ei(µ1+µ2)t−(λ1+λ2)|t|
Satz 6.13 Die Xi ∼ C(µ, λ) für i = 1, . . . , n seien stochastisch unabhängig. Dann gilt
X̄ ∼ C(µ, λ).
Beweis Aus Satz 6.12 folgt
∑n
i=1Xi ∼ C(nµ, nλ). Mit Bemerkung 6.10.3 folgt dann
X̄ ∼ C(µ, λ).
Definition 6.14 (Gammaverteilungen) Eine Zufallsvariable X mit der Dichtefunkti-
on
f(x) =

λα
Γ(α)
xα−1e−λx, x > 0,
0, sonst
heißt gammaverteilt mit den Parametern α > 0 und λ > 0. Die Verteilung von X heißt
Gammaverteilung.10 Dabei ist die Konstante Γ(α) der Funktionswert der Gammafunk-
tion an der Stelle α, siehe Definition A.29.
Bemerkung 6.15 (Eigenschaften von Gammaverteilungen)
1. Wenn X gammaverteilt mit den Parametern α und λ ist, dann ist die momenterzeu-
gende Funktion11
mX(t) =
(
λ
λ− t
)α
, falls t < λ
und die charakteristische Funktion
cX(t) =
(
λ
λ− it
)α
, falls t ∈ R.
2. Im Spezialfall α = 1 ergibt sich die einparametrige Familie der Exponentialvertei-
lungen mit dem Parameter λ, vgl. Definition 2.13.
3. Im Spezialfall α = ν/2 und λ = 1/2 ergibt sich die einparametrige Familie der
Chiquadratverteilungen mit dem Parameter ν ∈ N, vgl. Definition 4.18.
Definition 6.16 (Betaverteilungen) Eine Zufallsvariable X mit der Dichtefunktion
f(x) =
xα−1(1− x)β−1
B(α, β)
, 0 < x < 1,
heißt betaverteilt mit den Parametern α > 0 und β > 0. Die Verteilung von X heißt
Betaverteilung.12 Dabei ist die Konstante B(α, β) der Funktionswert der Betafunktion
an der Stelle (α, β), siehe Definition A.29.
Bemerkung 6.17 (Mischung)
10Vgl. z. B. [Casella/Berger 2002, S. 99], [Rinne 2008, S. 291], [Karr 1993, S. 58].
11Vgl. [Casella/Berger 2002, S.63] mit der Parametrisierung β = 1/λ.
12Vgl. z. B. [Casella/Berger 2002, S. 106], [Rinne 2008, S. 340].
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1. Für zwei Verteilungsfunktionen F1 und F2 und α ∈ ]0, 1[ ist durch
F (x)
def
= αF1(x) + (1− α)F2(x)
eine Mischungsverteilung definiert. Häufig ist dies eine Mischung über alternative
Parameterwerte einer Verteilung
F (x)
def
= αF (x; θ1) + (1− α)F (x; θ2).
Solche Mischungsverteilungen entstehen auf natürliche Art bei zweistufigen Zufallsex-
perimenten. Auf der ersten Stufe wird mit der Wahrscheinlichkeit α das Experiment
1 und mit der Wahrscheinlichkeit 1−α das Experiment 2 für die zweite Experiment-
stufe gewählt. Die Verteilung des Ergebnisses des zweistufigen Experimentes ist dann
durch F beschrieben.
2. Mischungen von Verteilungen dürfen nicht verwechselt werden mit Konvexkombi-
nationen von Zufallsvariablen. Für α ∈ ]0, 1[ , X1 mit der Verteilungsfunktion F1
und X2 mit der Verteilungsfunktion F2 ist die Verteilung von αX1 + (1 − α)X2 im
Allgemeinen nicht durch die Verteilungsfunktion αF1 + (1− α)F2 charakterisiert.
3. Ist Xd eine diskrete Zufallsvariable mit der Wahrscheinlichkeitsfunktion fd und der
Verteilungsfunktion Fd und Xs eine stetige Zufallsvariable mit der Dichtefunktion
fs und der Verteilungsfunktion Fs, dann ist eine Zufallsvariable mit der Verteilungs-
funktion αFd + (1− α)Fs weder diskret noch stetig.
Bemerkung 6.18 (Grenzübergänge)
1. Bin(n, p) kann für festes p und n → ∞ durch eine Normalverteilung mit den
Parametern µ = np und σ2 = np(1− p) approximiert werden.13
2. Bin(n, p) geht für konstantes λ = np und n → ∞ (damit p → 0) in eine Poisson-
Verteilung mit dem Parameter λ über.14
3. Die t-Verteilung mit m Freiheitsgraden geht für m → ∞ in die Standardnormalver-
teilung über.
4. Poi(λ) kann für λ→∞ durch N(λ, λ) approximiert werden.
6.2 Lage- und Skalen-Familien
Bemerkung 6.19
1. X sei eine Zufallsvariable mit der Verteilungsfunktion FX . Für die Zufallsvariable
Y
def
= m+ sX
13 Betrachtet man Yn = (Xn − np)/
√
n mit Xn ∼ Bin(n, p), dann konvergiert Yn in Verteilung gegen
N(0, p(1− p)), daher kann die Verteilung von Yn durch die Normalverteilung N(0, p(1− p)) approximiert
werden und die Verteilung vonXn kann durch die NormalverteilungN(np, np(1−p)) approximiert werden.
14Siehe [Spanos 1999, S. 137].
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mit m ∈ R und s > 0 gilt dann
FY (x) = P (m+ sX ≤ x) = P
(
X ≤ x−m
s
)
= FX
(
x−m
s
)
, x ∈ R .
Falls X eine Dichtefunktion fX besitzt, hat Y die Dichtefunktion
fY (x) =
1
s
fX
(
x−m
s
)
, x ∈ R.
2. Wenn F eine Verteilungsfunktion ist, dann ist für m ∈ R und s > 0 auch
F (x;m, s)
def
= F
(
x−m
s
)
, x ∈ R
eine Verteilungsfunktion. Wenn f eine Dichtefunktion ist, dann ist für m ∈ R und
s > 0 auch
f(x;m, s)
def
=
1
s
f
(
x−m
s
)
, x ∈ R
eine Dichtefunktion.
Definition 6.20 (Lagefamilie) f sei eine Dichtefunktion. Die durch den Parameter m
indizierte Familie von Dichtefunktionen
f(x;m) = f(x−m), x ∈ R
heißt Lagefamilie (location family) mit dem Lageparameter (location parameter) m ∈
R.
Beispiel 6.21 Die Familie der Normalverteilungen {N(µ, 1) | µ ∈ R} ist eine Lagefamilie
mit dem Lageparameter µ. Die Dichtefunktionen sind
ϕ(x;µ) =
1√
2π
exp
(
−(x− µ)
2
2
)
= ϕ(x− µ), µ ∈ R.
Für µ = 0 ergibt sich die Dichtefunktion der Standardnormalverteilung.
Bemerkung 6.22 Der Lageparameter beeinflusst die Lage der Verteilungen. Verschie-
bungen der Verteilung entsprechen Änderungen des Lageparameters. Häufig ist der Lage-
parameter der Erwartungswert oder der Median der Verteilung.
Definition 6.23 (Skalenfamilie) f sei eine Dichtefunktion. Die durch den Parameter
s indizierte Familie von Dichtefunktionen
f(x; s) =
1
s
f
(x
s
)
, x ∈ R
heißt Skalenfamilie (scale family) mit dem Skalenparameter (scale parameter) s > 0.
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Beispiel 6.24 Die Familie der Exponentialverteilungen, vgl. Definition 2.13, mit der
Parametrisierung s = 1/λ hat die Dichtefunktionen
f(x; s) =
1
s
e−
x
s , x ≥ 0
und ist eine Skalenfamilie mit dem Skalenparameter s > 0. Für X ∼ Exp(1/s) gilt
E[X] = σ[X] = s.
Bemerkung 6.25 Der Skalenparameter verändert die Skalierung. Häufig ist der Skalen-
parameter die Standardabweichung.
Definition 6.26 (Lage-Skalenfamilie) Die durch die beiden Parameter m und s indi-
zierte Familie von Dichtefunktionen
f(x;m, s) =
1
s
f
(
x−m
s
)
x ∈ R
heißt Lage-Skalenfamilie (location-scale family) mit dem Lageparameter m ∈ R und
dem Skalenparameter s > 0. Die Dichtefunktion f(x; 0, 1) heißt Standarddichte der
Lage-Skalenfamilie.
Beispiel 6.27 Die Familie der Normalverteilungen ist eine Lage-Skalenfamilie mit dem
Lageparameter µ und dem Skalenparameter σ.
Bemerkung 6.28 In einer Lage-Skalenfamilie mit endlicher Varianz können der Erwar-
tungswert als Lageparameter und die Standardabweichung als Skalenparameter gewählt
werden, so dass für eine Zufallsvariable Z mit der Standarddichte f(·; 0, 1) gilt
E[Z] = 0, V[Z] = 1.
6.3 Weiterführendes
Bemerkung 6.29 (Übung)
1. Beweisen Sie die Bemerkung 6.4.1.
2. Beweisen Sie Bemerkung 6.10.3 einmal mit Hilfe der Verteilungsfunktion und einmal
mit Hilfe der charakteristischen Funktion.
Bemerkung 6.30 (Pearson-Verteilungsfamilie) Die vierparametrige Pearson15-Ver-
teilungsfamilie ist durch die Differentialgleichung
f ′(x; θ) =
x− θ0
θ1 + θ2x+ θ3x2
f(x; θ)
mit θ = (θ0, θ1, θ2, θ3) charakterisiert. Ihre Definition beruht darauf, dass die Dichtefunk-
tion
ϕ(x;µ, σ) =
1
σ
ϕ
(
x− µ
σ
)
15Benannt nach Karl Pearson, 1857-1936.
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einer Normalverteilung mit den Parametern µ und σ2 durch die Differentialgleichung
ϕ′(x;µ, σ) = −
(
x− µ
σ2
)
ϕ(x;µ, σ)
charakterisiert werden kann. Somit enthält die Pearson-Verteilungsfamilie alle Normal-
verteilungen als Spezialfall für θ0 = µ, θ1 = −σ2 und θ2 = θ3 = 0.
Bemerkung 6.31 (Stabile Verteilungen) Eine weitere Verteilungsfamilie, die neben
den Normalverteilungen auch Verteilungen enthält, die keine endliche Varianz besitzen,
ist die Familie der stabilen Verteilungen (stable distributions).16
Bemerkung 6.32 Für verschiedene Fragestellungen sind zahlreiche weitere univariate
diskrete17, multivariate diskrete18 und stetige Verteilungen19 entwickelt worden.
16Vgl. [Rinne 2008, S. 388].
17Z. B. Logarithmische-Reihen-Verteilung [Spanos 1999, S. 137].
18 Z. B. Multinomialverteilung [Rinne 2008, S. 77],
19Z. B. Beta-Verteilungen erster und zweiter Art [Rinne 2008, S. 340], Cauchy-Verteilung [Rinne 2008, S.
349], Doppelexponentialverteilung [Casella/Berger 2002, S. 623], Exponentialverteilung [Rinne 2008, S.
288], Dirichlet-Verteilung [Rinne 2008, S. 350], F-Verteilungen [Rinne 2008, S. 330], Gumbels Extremwert-
verteilung [Rinne 2008, S. 352], Laplace-Verteilung [Rinne 2008, S. 355], Logistische Verteilung [Rinne
2008, S. 357], Lognormal-Verteilung [Rinne 2008, S. 306], Nichtzentrale Chiquadrat-Verteilung [Rinne
2008, S. 323], Nichtzentrale t-Verteilung [Rinne 2008, S. 328], Pareto-Verteilung [Rinne 2008, S. 361],
Potenz-Exponentialverteilung [Spanos 1999, S. 143], Verallgemeinerte Gamma-Verteilung [Rinne 2008, S.
294], Weibull-Verteilung [Rinne 2008, S. 295].
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Kapitel 7
Endliche Eigenschaften von
Schätzern
7.1 Schätzer
Bemerkung 7.1
1. In diesem Kapitel werden Eigenschaften von Schätzern für endlichen Stichproben-
umfang n behandelt1. Asymptotische Eigenschaften von Schätzern, die sich für n→
∞ ergeben, werden im Kapitel 8 behandelt.
2. Ausgangspunkt ist eine Zufallsvariable X mit einer Verteilungsfunktion F , die für
ein interessierendes statistisches Merkmal in der Grundgesamtheit steht. In der para-
metrischen Statistik wird angenommen, dass die Wahrscheinlichkeitsverteilung bzw.
die Verteilungsfunktion bis auf einen unbekannten d-dimensionalen Parameter (Pa-
rametervektor) θ bekannt ist, der Werte in einem Parameterraum Θ ⊂ Rd annimmt.
Mit Hilfe einer Stichprobe soll einer der Parameter θ ∈ Θ und damit eine der Vertei-
lungsfunktionen {F (·; θ) | θ ∈ Θ} geschätzt werden.
3. Gegeben ist eine zufällige Stichprobe (X1, . . . , Xn) vom Umfang nmit Werten (x1, . . . , xn)
im Stichprobenraum X ⊂ Rn. Dabei sind die n Stichprobenvariablen X1, . . . , Xn un-
abhängig und identisch verteilt mit der Verteilungsfunktion F (·; θ).
4. Mit einer Realisation (x1, . . . , xn) ∈ X der zufälligen Stichprobe (X1, . . . , Xn) soll der
unbekannte Parameter θ ∈ Θ ⊂ Rd geschätzt werden.
Beispiel 7.2 Die Xi sind unabhängig und identisch verteilt mit Xi ∼ Ber(θ) mit θ ∈
Θ = ]0, 1[ ⊂ R für i = 1, . . . , n. Es ist d = 1. Die Verteilungsfunktion ist
F (x; θ) = Pθ(Xi ≤ x) =

0, x < 0
1− θ, 0 ≤ x < 1
1, x ≥ 1
.
Die zufällige Stichprobe (X1, . . . , Xn) hat Realisationen (x1, . . . , xn) ∈ X = {0, 1}n ⊂ Rn.
Der übliche Schätzwert für θ ist x̄ = 1
n
∑n
i=1 xi, der eine Realisation des Schätzers X̄ =
1Vgl. [Casella/Berger 2002, 6.2, 7.1, 7.3].
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1
n
∑n
i=1Xi ist. Mit der Funktion h : X → R,
h(x1, . . . , xn) =
1
n
n∑
i=1
xi
gilt x̄ = h(x1, . . . , xn) und X̄ = h(X1, . . . , Xn).
Definition 7.3 (Schätzer, Schätzwert) Es sei θ ∈ Θ ⊆ Rd und X ⊂ Rn der Stichpro-
benraum. Für eine Funktion h : X → Rd, deren Werte
θ̂ = h(x1, . . . , xn)
als Schätzwerte (estimates) für den Parameter θ interpretiert werden, heißt die Zufalls-
variable
θ̂ = h(X1, . . . , Xn)
Schätzer (estimator) oder Schätzfunktion für den Parameter θ.
Beispiel 7.4 Es sei n > 1 und Xi
i.i.d.∼ N(µ, σ2) für i = 1, . . . , n.
1. Beispiele für Dimension d, Parameter θ, Parameterraum Θ, Schätzwert und Schätzer:
Nr. d θ Θ Schätzwert Schätzer
1 1 µ R µ̂ = x̄ = 1
n
n∑
i=1
xi µ̂ = X̄ =
1
n
n∑
i=1
Xi
2 1 σ2 R> σ̂2 = s
2 = 1
n
n∑
i=1
(xi − x̄)2 σ̂2 = S2 = 1n
n∑
i=1
(Xi − X̄)2
3 1 σ2 R> s
∗2 = 1
n−1
n∑
i=1
(xi − x̄)2 S∗2 = 1n−1
n∑
i=1
(Xi − X̄)2
4 1 σ2 R> s
2
µ =
1
n
n∑
i=1
(xi − µ)2 S2µ = 1n
n∑
i=1
(Xi − µ)2
5 1 σ R> σ̂ = s =
√
s2 σ̂ = S =
√
S2
6 1 σ R> s
∗ =
√
s∗2 S∗ =
√
S∗2
7 1 σ R> sµ =
√
s2µ Sµ =
√
S2µ
8 2 (µ, σ2) R×R> (x̄, s2) (X̄, S2)
9 2 (µ, σ2) R×R> (x̄, s∗2) (X̄, S∗2)
10 2 (µ, σ) R×R> (x̄, s) (X̄, S)
11 2 (µ, σ) R×R> (x̄, s∗) (X̄, S∗)
In den Fällen Nr. 4 und 7 ist vorausgesetzt, dass der Parameter µ bekannt ist.
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2. Es gilt
E[X̄] = µ, V[X̄] =
σ2
n
, (7.1)
E[S2] =
n− 1
n
σ2, V[S2] =
n− 1
n
2σ4
n
, (7.2)
E[S∗2] = σ2, V[S∗2] =
2σ4
n− 1
. (7.3)
und
E[S2µ] = σ
2, V[S2µ] =
2σ4
n
. (7.4)
Die Aussagen in (7.2), (7.3) und (7.4) erhält man aus (4.5), (4.7) und (4.8).
Bemerkung 7.5
1. Das Symbol θ̂ wird sowohl für den Schätzer als auch für den Schätzwert verwendet.
2. Ein Schätzwert ist eine Realisation des Schätzers. Man bezeichnet den Schätzer auch
als Schätzung und den Schätzwert als Ergebnis der Schätzung.
3. Die Schätztheorie als Theorie optimaler Schätzverfahren basiert auf Eigenschaften
der Zufallsvariablen h(X1, . . . , Xn), z. B. X̄, bzw. deren Wahrscheinlichkeitsvertei-
lung, nicht aber auf Eigenschaften einer einzelnen Realisation h(x1, . . . , xn), z. B. x̄.
Eine wünschenswerte Eigenschaft eines Schätzers ist z. B., dass alle Schätzwerte im
Parameterraum liegen.
7.2 Erwartungstreue (Unverzerrtheit)
Definition 7.6 (Erwartungstreue) Ein Schätzer θ̂ heißt erwartungstreu oder un-
verzerrt (unbiased) für den Parameter θ, wenn
E[θ̂] = θ
gilt. Anderenfalls heißt der Schätzer verzerrt (biased). Die Verzerrung (bias) ist
b(θ̂; θ)
def
= E[θ̂]− θ.
Satz 7.7 Die Zufallsvariablen X1, . . . , Xn seien identisch verteilt mit µ
def
= E[Xi] ∈ R.
Dann ist X̄ ein erwartungstreuer Schätzer für µ, d. h. E[X̄] = µ.
Beweis Zu zeigen ist E[X̄] = µ. Es gilt
E[X̄] = E
[
1
n
n∑
i=1
Xi
]
=
1
n
E
[
n∑
i=1
Xi
]
=
1
n
n∑
i=1
E[Xi] =
1
n
n∑
i=1
µ =
1
n
nµ = µ.
Bemerkung 7.8 In Satz 7.7 ist keine Unabhängigkeitsannahme erforderlich. Damit er-
gibt sich die Erwartungstreue des Schätzers X̄ für den Paramter µ auch bei allgemeineren
Stichprobenverfahren, wie z. B. beim Ziehen ohne Zurücklegen, bei dem die einzelnen
Stichprobenvariablen identisch verteilt, aber nicht stochastisch unabhängig sind.
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Satz 7.9 Die Zufallsvariablen X1, . . . , Xn seien stochastisch unabhängig und identisch
verteilt (i. i. d.) mit σ2
def
= V[Xi] ∈ [0,∞[. Dann gilt:
1. Die korrigierte Stichprobenvarianz S∗2 ist ein erwartungstreuer Schätzer für σ2, d. h.
E[S∗2] = σ2.
2. Die Stichprobenvarianz S2 ist kein erwartungstreuer Schätzer für σ2, da
E[S2] =
n− 1
n
σ2 6= σ2.
Beweis Für Qn
def
=
∑n
i=1(Xi − X̄)2 gilt
E[Qn] =
n∑
i=1
E[(Xi − X̄)2]
=
n∑
i=1
E[X2i − 2XiX̄ + X̄2]
=
n∑
i=1
E[X2i ]−
2
n
n∑
i=1
E
[
Xi
n∑
j=1
Xj
]
+
1
n
E
( n∑
i=1
Xi
)2
= nE[X21 ]−
2
n
(
n∑
i=1
E[X2i ] + n(n− 1)µ2
)
+
1
n
(nE[X21 ] + n(n− 1)µ2)
= (n− 1)(E[X21 ]− µ2)
= (n− 1)σ2.
Daraus folgt
E[S∗2] = E
[
Qn
n− 1
]
=
(n− 1)σ2
n− 1
= σ2,
E[S2] = E
[
Qn
n
]
=
1
n
(n− 1)σ2 = n− 1
n
σ2.
Bemerkung 7.10 Die Verzerrung des Schätzers S2 für σ2 ist
b(S2;σ2) = E[S2]− σ2 = n− 1
n
σ2 − σ2 = −σ
2
n
und konvergiert für wachsenden Stichprobenumfang gegen Null, da
lim
n→∞
b(S2;σ2) = lim
n→∞
−σ
2
n
= 0.
Diese Eigenschaft ist eine Form asymptotischer Unverzerrtheit, siehe Definition 8.2.
Bemerkung 7.11
1. Wenn θ̂ ein unverzerrter Schätzer für θ ist, dann ist g(θ̂) in der Regel kein unverzerrter
Schätzer für g(θ).
2. Beispielsweise ist S∗2 ein erwartungstreuer Schätzer für σ2, aber mit der Ungleichung
von Jensen, siehe Satz 3.40, folgt
E[S∗] = E
[√
S∗2
]
<
√
E[S∗2] =
√
σ2 = σ,
so dass S∗ kein erwartungstreuer Schätzer für σ ist.
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7.3 Effizienz
Definition 7.12 (Relative Effizienz) θ̂1 und θ̂2 seien erwartungstreue Schätzer für θ ∈
R. θ̂1 heißt wirksamer oder effizienter (relatively more efficient) als θ̂2, falls
0 < V[θ̂1] < V[θ̂2]
gilt. Der Quotient
V[θ̂1]
V[θ̂2]
> 0
heißt relative Effizienz von θ̂1 bzgl. θ̂2.
Beispiel 7.13 Die Zufallsvariablen X1, . . . , Xn seien i. i. d. mit µ
def
= E[X1] und endlicher
Variannz σ2
def
= V[X1]. Es sei
Y
def
=
X1 +Xn
2
.
Dann sind Y und X̄ erwartungstreue Schätzer für µ, da
E[Y ] = µ = E[X̄].
Für n > 2 gilt
V[X̄] =
σ2
n
< V[Y ] =
σ2
2
.
Die relative Effizienz von X̄ bzgl. Y ist also
V[X̄]
V[Y ]
=
σ2/n
σ2/2
=
2
n
.
Satz 7.14 Die Zufallsvariablen X1, . . . , Xn seien i. i. d. mit µ
def
= E[Xi] und endlicher
Varianz σ2
def
= V[Xi]. Dann ist S
2
µ ein erwartungstreuer Schätzer für σ
2.
Beweis Es gilt
E[S2µ] = E
[
1
n
n∑
i=1
(Xi − µ)2
]
=
1
n
n∑
i=1
E[(Xi − µ)2] =
1
n
n∑
i=1
σ2 = σ2.
Bemerkung 7.15 Falls µ bekannt ist und die Beobachtungen normalverteilt sind, sind
S2µ und S
∗2 konkurrierende Schätzer für σ2. Beide Schätzer sind normalverteilt, aber der
Schätzer S2µ ist S
∗2 vorzuziehen, da er effizienter ist, denn es gilt
V[S2µ] =
2σ4
n
< V[S∗2] =
2σ4
n− 1
.
Definition 7.16 (Effizienz) Es sei d = 1. Ein unverzerrter Schätzer θ̂? für den Para-
meter θ heißt effizient (efficient) oder wirksamst, wenn für jeden anderen unverzerrten
Schätzer θ̂ für den Parameter θ gilt, dass
V[θ̂?] ≤ V[θ̂] für alle θ ∈ Θ.
Bemerkung 7.17 Ein effizienter Schätzer heißt auch UMVU-Schätzer (uniformly mi-
nimum variance unbiased estimator, UMVUE) oder bester unverzerrter (best unbiased)
Schätzer.
Beispiel 7.18 Es sei Xi
i.i.d.∼ N(µ, σ2) für i = 1, . . . , n. Dann ist X̄ ein UMVU-Schätzer
für µ.
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7.4 Fisher-Information und Cramér-Rao-Effizienz
Definition 7.19 (Fisher-Information) Es sei d = 1. Wenn für {f(·; θ), θ ∈ Θ} be-
stimmte Regularitätsbedingungen2 erfüllt sind, spricht man von einem regulären
Wahrscheinlichkeitsmodell.
Für eine Stichprobe (X1, . . . , Xn) mit Xi
i.i.d.∼ f(·; θ), θ ∈ Θ, wobei das Wahrscheinlich-
keitsmodell regulär ist, heißen
I(θ)
def
= E
[(
d ln f(Xi; θ)
dθ
)2]
Fisher-Information einer einzelnen Beobachtung und
In(θ)
def
= nI(θ)
Fisher-Information der i. i. d.-Stichprobe.
Beispiel 7.20 Für Xi
i.i.d.∼ N(θ, 1) gilt
d ln f(x; θ)
dθ
=
d
[
ln
(
1√
2π
)
− (x−θ)
2
2
]
dθ
= x− θ
und daher
I(θ) = E
[
(Xi − θ)2
]
= 1.
Satz 7.21 (Cramér-Rao-Unterschranke) Wenn In(θ) existiert und positiv für alle
θ ∈ Θ ist, dann gilt
V[θ̂] ≥ CR(θ) def= 1
In(θ)
für jeden unverzerrten Schätzer θ̂.
Beispiel 7.22 Für Xi
i.i.d.∼ N(θ, 1), i = 1, . . . , n, gilt In(θ) = n und CR(θ) = 1n .
Definition 7.23 (Cramér-Rao-Effizienz) CR(θ) heißt Cramér-Rao-Unterschranke
(Cramér-Rao lower bound). Ein unverzerrter Schätzer θ̂ für θ heißt Cramér-Rao-effizient
(fully efficient), falls
V[θ̂] = CR(θ) .
Beispiel 7.24 Für Xi
i.i.d.∼ N(θ, 1), i = 1, . . . , n, gilt
E[X̄] = θ, V[X̄] =
1
n
= CR(θ),
also ist X̄ Cramér-Rao-effizient.
2 [Spanos 1999, S. 610]
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Beispiel 7.25 Für Xi
i.i.d.∼ Ber(θ), i = 1, . . . , n, mit 0 < θ < 1 gilt f(x; θ) = θx(1− θ)1−x
für x ∈ {0, 1},
d ln f(x; θ)
dθ
=
d [x ln(θ) + (1− x) ln(1− θ)]
dθ
=
x− θ
θ(1− θ)
und daher
I(θ) = E
[
(Xi − θ)2
θ2(1− θ)2
]
=
1
θ(1− θ)
,
In(θ) =
n
θ(1− θ)
, CR(θ) =
θ(1− θ)
n
.
Die relative Häufigkeit X̄ als Schätzer für θ ist unverzerrt mit der Varianz θ(1− θ)/n und
daher Cramér-Rao-effizient.
Beispiel 7.26 Für Xi
i.i.d.∼ N(µ, θ) mit bekanntem Parameter µ gilt
d ln f(x; θ)
dθ
=
d
[
ln
(
1√
2π
)
− 1
2
ln(θ)− (x−µ)
2
2θ
]
dθ
= − 1
2θ
+
(x− µ)2
2θ2
=
(x− µ)2 − θ
2θ2
.
Daher gilt mit Yi
def
= Xi − µ
I(θ) =
E[(Y 2i − θ)2]
4θ4
=
E[Y 4i ]− 2E[Y 2i ]θ + θ2
4θ4
=
3θ2 − 2θ2 + θ2
4θ4
=
1
2θ2
und
CRn(θ) =
2θ2
n
.
Für S2µ gilt E[S
2
µ] = θ und V[S2µ] = 2θ
2
n
= CRn(θ). Daher ist S
2
µ Cramér-Rao-effizient.
Bemerkung 7.27 Die Berechnung der Cramér-Rao-Unterschranke wird häufig durch die
folgende Beziehung erleichtert. Für ein reguläres Wahrscheinlichkeitsmodell mit X ∼
f(·; θ) gilt
E
[(
d ln f(X; θ)
dθ
)2]
= E
[
−d
2 ln f(X; θ)
dθ2
]
.
7.5 Mittlerer quadratischer Fehler
Bemerkung 7.28 Während das Effizienzkonzept die Unverzerrtheit der Schätzer voraus-
setzt, ermöglicht das Konzept des mittleren quadratischen Fehlers auch den Vergleich von
verzerrten Schätzern. Für unverzerrte Schätzer stimmen mittlerer quadratischer Fehler
und Varianz überein.
Definition 7.29 (MSE) Es sei d = 1. θ̂ sei ein Schätzer für θ. Dann heißt
MSE(θ̂; θ)
def
= E
[
(θ̂ − θ)2
]
mittlerer quadratischer Fehler (mean square error) des Schätzers θ̂ für θ.
72 Kapitel 7. Endliche Eigenschaften von Schätzern
Definition 7.30 (Gleichmäßig bester Schätzer) Ein Schätzer θ̂? heißt gleichmäßig
bester Schätzer (minimum MSE estimator), wenn für jeden anderen Schätzer θ̂ gilt:
MSE(θ̂?; θ) ≤ MSE(θ̂; θ), θ ∈ Θ.
Satz 7.31 (MSE-Zerlegung) Es gilt
MSE(θ̂; θ) = V[θ̂] + (b(θ̂; θ))2 .
Beispiel 7.32 Für normalverteilte Beobachtungen hat der verzerrte Schätzer S2 für σ2
den mittleren quadratischen Fehler
MSE(S2;σ2) = V[S2] + (b(S2;σ2))2 =
n− 1
n
2σ4
n
+
σ4
n2
=
σ4(2n− 1)
n2
.
Beispiel 7.33 Für normalverteilte Beobachtungen und bekannten Parameter µ hat der
unverzerrte Schätzer S2µ für σ
2 den mittleren quadratischen Fehler
MSE(S2µ;σ
2) = V[S2µ] =
2σ4
n
.
Es gilt
MSE(S2;σ2) =
(
2
n
− 1
n2
)
σ4 < MSE(S2µ;σ
2) =
2σ4
n
,
d. h. obwohl S2µ Cramér-Rao-effizient ist, hat S
2 den kleineren MSE.
7.6 Suffizienz
Bemerkung 7.34 (Grundidee der Suffizienz)
1. Eine suffiziente Stichprobenfunktion fasst die gesamte in einer Stichprobe über den
Parameter θ enthaltene Information zusammen.
2. Im Bernoulli-Modell mit Xi
i.i.d.∼ Ber(θ) für i = 1, . . . , n können die Stichprobenwerte
(x1, . . . , xn) = (1, 0, 0, 1, . . . , 0, 1) ∈ X = {0, 1}n
zur Schätzung des Parameters θ in y =
∑n
i=1 xi zusammengefasst werden. y ist Rea-
lisation der suffizienten Stichprobenfunktion Y =
∑n
i=1Xi. Für die Schätzung des
Erfolgsparameters θ genügt die in Y enthaltene Information über die Anzahl der Er-
folge. Andere Eigenschaften der Daten, wie z. B. der genaue Wert von X1 oder die
Reihenfolge der Nullen und Einsen, enthalten keine relevante Information.
Definition 7.35 (Suffizienz) Eine Statistik Y = h(X1, . . . , Xn) heißt suffiziente Sta-
tistik für den Parameter θ genau dann, wenn die bedingte Verteilung der Stichprobe
(X1, . . . , Xn) gegeben Y = y nicht von θ abhängt:
fX1,...,Xn|Y=y(x1, . . . , xn; θ) = q(x1, . . . , xn), (x1, . . . , xn) ∈ X , θ ∈ Θ.
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Beispiel 7.36 Im Bernoulli-Modell (Notation wie in Bemerkung 7.34) ergibt sich die
bedingte Verteilung der Stichprobe (X1, . . . , Xn) gegeben Y = y als
P (X1 = x1, . . . , Xn = xn | Y = y) =
P (X1 = x1, . . . , Xn = xn, Y = y)
P (Y = y)
=
P (X1 = x1, . . . , Xn = xn)
P (Y = y)
=
∏n
i=1 θ
xi(1− θ)1−xi(
n
y
)
θy(1− θ)n−y
=
θy(1− θ)n−y(
n
y
)
θy(1− θ)n−y
=
1(
n
y
) .
Da dieser Ausdruck nicht von θ abhängt, ist Y eine suffiziente Statistik für θ.
Satz 7.37 (Faktorisierungssatz) Eine Statistik h(X1, . . . , Xn) ist genau dann suffizi-
ent für θ, falls sich die Dichte- bzw. Wahrscheinlichkeitsfunktion folgendermaßen in nicht-
negative Faktoren zerlegen lässt:
f(x1, . . . , xn; θ) = g(h(x1, . . . , xn); θ) · ν(x1, . . . , xn), (x1, . . . , xn) ∈ X , θ ∈ Θ.
Beispiel 7.38 Im Bernoulli-Modell ist die Wahrscheinlichkeitsfunktion der Stichprobe
f(x1, . . . , xn; θ) =
n∏
i=1
θxi(1− θ)1−xi = θy(1− θ)n−y = g(y, θ) · ν(x1, . . . , xn)
mit
y
def
= h(x1, . . . , xn)
def
=
n∑
i=1
xi, g(y, θ) = θ
y(1− θ)n−y, ν(x1, . . . , xn) = 1.
Also ist h(X1, . . . , Xn) =
∑n
i=1Xi eine suffiziente Statistik für θ.
7.7 Exponentialfamilien
Definition 7.39 (Exponentialfamilie) Eine Familie von Dichte- oder von Wahrschein-
lichkeitsfunktionen mit einem ein- oder mehrdimensionalen Parameter θ heißt Exponen-
tialfamilie, wenn sie in der Form
f(x; θ) = c(θ)η(x) exp
(
k∑
j=1
gj(θ)τj(x)
)
, x ∈ R
darstellbar ist, wobei η(x) ≥ 0, τ1(x),. . . ,τk(x) reellwertige Funktionen von x sind und
c(θ) > 0, g1(θ),. . . ,gk(θ) reellwertige Funktionen von θ sind.
Beispiel 7.40 Mit k = 1, c(θ) = θ > 0, η(x) = 1]0,∞[(x), g1(θ) = −θ und τ1(x) = x
ergibt sich
f(x; θ) = 1]0,∞[(x)θe
−θx.
Mit der Umbenennung θ = λ sind dies die Dichtefunktionen von Exponentialverteilungen,
vgl. Definition 2.13. Die Exponentialverteilungen bilden also eine Exponentialfamilie.
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Bemerkung 7.41 Viele in der Statistik verwendete Verteilungsfamilien bilden Exponen-
tialfamilien, z. B. die Familie der Binomialverteilungen Bin(n, θ) für ein fixiertes n und
0 < θ < 1 und die Familie der Normalverteilungen mit θ = (µ, σ), µ ∈ R, σ > 0.
Bemerkung 7.42 (Suffiziente Statistik und Exponentialfamilie) Die X1, . . . , Xn
seien i. i. d. mit der Dichte- oder Wahrscheinlichkeitsfunktion f(·; θ) aus einer Exponen-
tialfamilie mit θ ∈ Θ ⊂ Rd. Die gemeinsame Dichte- oder Wahrscheinlichkeitsfunktion
ist
f(x1, . . . , xn; θ) =
n∏
i=1
f(xi; θ) = (c(θ))
n ·
n∏
i=1
η(xi) · exp
(
k∑
j=1
(
gj(θ)
n∑
i=1
τj(xi)
))
.
Nach dem Faktorisierungssatz ist (h1, . . . , hk) mit den Komponenten
hj = hj(X1, . . . , Xn) =
n∑
i=1
τj(Xi), j = 1, . . . , k
eine k-dimensionale suffiziente Statistik für den Parametervektor θ. Die gesamte in n Beob-
achtungen enthaltene Information über den Parameter θ ist in den k Größen h1(x1, . . . , xn),
. . ., hk(x1, . . . , xn) enthalten. Dabei ist in der Regel n erheblich größer als k. Es ist k ≥ d,
wobei d die zu schätzende Anzahl der Parameter ist.
7.8 Weiterführendes
Beispiel 7.43 (Grundgesamtheit und Stichprobe) Gegeben ist die endliche Grund-
gesamtheit Ω = {ω1, . . . , ωN}, die aus den N Studenten im Hörsaal besteht. X bezeichnet
das binäre statistische Merkmal Geschlecht mit der Kodierung 0 für männlich und 1 für
weiblich, d. h. die Funktion X : Ω→ {0, 1},
X(ωi) =
{
0, ωi ist männlich
1, ωi ist weiblich
, i = 1, . . . , N.
1. Die absolute Häufigkeit der Frauen bzw. der Männer in der Grundgesamtheit ist
F
def
=
∑N
i=1X(ωi) bzw. N − F . Die relative Häufigkeit der Frauen (Frauenanteil) in
der Grundgesamtheit ist
µ
def
=
F
N
=
1
N
N∑
i=1
X(ωi).
Dies ist zugleich das arithmetische Mittel des Merkmals X in der Grundgesamtheit.
Die relative Häufigkeit der Männer (Männeranteil) in der Grundgesamtheit ist 1−µ.
Die Varianz des Merkmals X in der Grundgesamtheit ist
σ2X =
1
N
N∑
i=1
(X(ωi)− µ)2 = µ(1− µ).
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2. Betrachtet man zufälliges gleichwahrscheinliches Ziehen aus der Grundgesamtheit Ω,
dann bildet Ω die Ergebnismenge eines Zufallsexperimentes mit
P ({ωi}) =
1
N
, i = 1, . . . , N.
Die Funktion X : Ω→ {0, 1} kann als eine Zufallsvariable aufgefasst werden, wobei
P (X = 0) = P ({ω | X(ω) = 0}) = 1− µ
und
P (X = 1) = P ({ω | X(ω) = 1}) = µ
gilt. Die Zufallsvariable X ist Bernoulli-verteilt mit dem Parameter µ, siehe Definition
2.20. Es gilt also X ∼ Ber(µ) = Bin(1, µ) mit E[X] = µ und V[X] = µ(1 − µ). Die
Anteile 1− µ und µ in der Grundgesamtheit sind zu Wahrscheinlichkeiten geworden
und µ ist ein Parameter der Wahrscheinlichkeitsverteilung von X.
3. Formal etwas ausführlicher ist durch zufälliges gleichwahrscheinliches Ziehen ein Wahr-
scheinlichkeitsraum (Ω,A, P ) festgelegt (Definition 1.12). Dabei ist Ω die Ergebnis-
menge (Definition 1.5), A = Pot(Ω) ist der Ereignisraum (Definition 1.9), dessen
Elemente die Ereignisse (Definition 1.7) sind, und P ist das durch
P (A) =
N∑
i=1
1A(ωi)P ({ωi}) =
1
N
N∑
i=1
1A(ωi), A ∈ A
für alle Ereignisse definierte Wahrscheinlichkeitsmaß (Definition 1.12). Die Funktion
X kann als Zufallsvariable auf diesem Wahrscheinlichkeitsraum aufgefasst werden.
4. Für die statistische Inferenz bezüglich des Parameters µ der Grundgesamtheit genügt
häufig die Charakterisierung der Grundgesamtheit durch die Bernoulli-verteilte Zu-
fallsvariable X ∼ Ber(µ).
Eine Zufallsstichprobe vom Umfang n im Sinn von Definition 4.1 kann z. B. durch Zie-
hen mit Zurücklegen realisiert werden. Sie besteht aus n stochastisch unabhängigen
und identisch verteilten Zufallsvariablen X1, . . . , Xn mit X1 ∼ Ber(µ). Der Parameter
µ der Grundgesamtheit ist typischerweise unbekannt.
(a) Die Zufallsvariable K =
∑n
i=1Xi ist eine Stichprobenfunktion (Definition 4.10)
und gibt die zufällige Anzahl der Frauen in der Stichprobe an. Die Zufallsvariable
K ist binomialverteilt (Definition 2.21). Es gilt K ∼ Bin(n, µ) mit
P (K = k) =
(
n
k
)
µk(1− µ)n−k, k ∈ {0, 1, . . . , n},
P (K ∈ {0, 1, . . . , n}) = 1, E[K] = nµ und V[K] = nµ(1− µ).
(b) Die Zufallsvariable X̄ = 1
n
∑n
i=1Xi ist die zufällige relative Häufigkeit der Frauen
in der Stichprobe und ein Schätzer für den Parameter µ der Grundgesamtheit.
Die Wahrscheinlichkeitsverteilung von X̄ kann durch die Verteilung von K be-
stimmt werden. Es gilt
P
(
X̄ =
k
n
)
= P (K = k), k = 0, 1, . . . , n,
P (X̄ ∈ {0, 1/n, . . . , (n− 1)/n, 1}) = 1, E[X̄] = µ und V[X̄] = µ(1−µ)
n
.
76 Kapitel 7. Endliche Eigenschaften von Schätzern
(c) (x1, . . . , xn) ist eine Realisation von (X1, . . . , Xn). x̄ =
1
n
∑n
i=1 xi ist eine Reali-
sation von X̄.
Bemerkung 7.44 In den Abschnitten zur Effizienz, zur Fisher-Information und zum
mittleren quadratischen Fehler wurde nur der Fall d = 1 behandelt. Es gibt Verallgemei-
nerungen dieser Konzepte für d > 1.
Beispiel 7.45 (Unverzerrte Schätzung der Standardabweichung) Die Xi für i =
1, . . . , n seien i. i. d. normalverteilt. Dann ist für n > 1 der Schätzer cnS
∗ mit
cn
def
=
√
n− 1 Γ((n− 1)/2)√
2 Γ(n/2)
ein unverzerrter Schätzer für σ.3 Dabei bezeichnet Γ die Gammafunktion aus Definition
A.29.
Bemerkung 7.46 Es gibt Fälle, in denen kein unverzerrter Schätzer existiert.4
Bemerkung 7.47 Suffiziente Stichprobenfunktionen werden auch als erschöpfend5 oder
hinreichend6 bezeichnet.
Bemerkung 7.48 (Stichprobe ohne Zurücklegen) Bei einer Stichprobe ohne Zurück-
legen vom Umfang n aus einer Grundgesamtheit vom Umfang N gilt7
E[X̄n] = µ, V[X̄n] =
N − n
N − 1
σ2
n
.
Bemerkung 7.49 (Nichtparametrische Konzepte) Im Rahmen der parametrischen
Modellierung zielt ein statistisches Inferenzverfahren auf die Schätzung eines Parame-
ters. Bei nichtparametrischer Modellierung ergibt sich die Aufgabe der Schätzung
der gesamten Verteilungs- oder Dichtefunktion.8 Die Begriffe nichtparametrisch (non-
parametric) und verteilungsfrei (distribution-free) werden in der Literatur häufig wenig
unterschieden, dabei beschreibt das Wort nichtparametrisch die Art der Problembeschrei-
bung und Modellierung und das Wort verteilungsfrei beschreibt die Methode der Pro-
blemlösung.
3Vgl. [Hogg/Tanis 2006, S. 343].
4Siehe [Spanos 1999, S. 608].
5 [Schaich/Münnich 2001a, S. 201]
6 [Müller 1991, S. 434]
7 [Rinne 2008, S. 455]
8Für Methoden der nichtparametrischen Modellierung siehe [Bickel et al. 1993]; zur Kritik an der
nichtparametrischen Modellierung siehe [Spanos 1999, S. 553-555].
Kapitel 8
Asymptotische Eigenschaften von
Schätzern
Bemerkung 8.1 (Asymptotische Eigenschaften) In diesem Kapitel werden Eigen-
schaften eines Schätzers θ̂n für einen Parameter θ ∈ Θ ⊂ R für wachsenden Stichpro-
benumfang (n → ∞) behandelt.1 Genauer geht es um Eigenschaften einer Folge von
Schätzern (θ̂n)n=1,2,... mit
θ̂1 = h1(X1), θ̂2 = h2(X1, X2), . . . , θ̂n = hn(X1, . . . , Xn), . . . .
Ein Beispiel ist die Folge
θ̂n
def
= X̄n
def
=
1
n
n∑
i=1
Xi, n = 1, 2, . . . .
Im Folgenden wird häufig vom
”
Schätzer θ̂n“ gesprochen, wenn es eigentlich ausführlicher
und genauer
”
die Folge von Schätzern (θ̂n)n=1,2,...“ heißen müsste.
8.1 Asymptotische Unverzerrtheit
Definition 8.2 (Asymptotische Unverzerrtheit) Ein Schätzer θ̂n heißt asympto-
tisch erwartungstreu oder asymptotisch unverzerrt (asymptotically unbiased) für
θ, falls
lim
n→∞
b(θ̂n; θ) = 0 oder (äquivalent) lim
n→∞
E[θ̂n] = θ .
Beispiel 8.3 Für unabhängig und identisch verteilte Xi mit V[Xi] = σ
2 <∞ ist durch
θ̂n
def
=
1
n
n∑
i=1
(Xi − X̄)2
ein verzerrter, aber asymptotisch unverzerrter Schätzer für θ = σ2 gegeben, vgl. Bemer-
kung 7.10.
Bemerkung 8.4 Jeder unverzerrte Schätzer ist auch asymptotisch unverzerrt.
1Vgl. [Casella/Berger 2002, 6.2, 7.1, 7.2.1-2, 10.1.2], [Spanos 1999, 12.4]. Für die in diesem Kapitel
behandelten Konzepte gibt es multivariate Verallgemeinerungen, siehe [Fahrmeir/Hamerle/Tutz 1996,
Kap. 3].
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8.2 Konsistenz
Bemerkung 8.5 In der Regel sind nur solche Schätzer θ̂n für den Parameter θ von In-
teresse, die in Wahrscheinlichkeit gegen den Parameter θ konvergieren.
Definition 8.6 (Konsistenz) Ein Schätzer θ̂n heißt konsistent (consistent) für θ, falls
θ̂n in Wahrscheinlichkeit gegen θ konvergiert,
Beispiel 8.7 (Konsistente Schätzer)
1. Für Xi i. i. d. mit Erwartungswert µ = E[Xi] ist X̄n ein konsistenter Schätzer für µ.
Dies folgt aus dem schwachen Gesetz der großen Zahlen.
2. Für Xi i. i. d. mit Varianz σ
2 = V[Xi] sind S2 und S∗2 konsistente Schätzer für σ2.
Beispiel 8.8 (Nicht konsistenter Schätzer) Für eine Folge cauchyverteilter Zufalls-
variablen Xi
i.i.d.∼ C(θ, 1), vgl. Definition 6.9, ist X̄n kein konsistenter Schätzer für den
Parameter θ, obwohl die Dichtefunktion von Xi symmetrisch zu θ ist und θ der Median
und der Modus von Xi ist. Es gilt vielmehr X̄n ∼ C(θ, 1) für alle n ∈ N, siehe Satz 6.13.2
Der Mittelwert X̄n hat also dieselbe Verteilung wie jedes einzelne Xi.
Bemerkung 8.9 Häufig lässt sich das folgende Konsistenzkonzept, das stärker als die
gewöhnliche Konsistenz ist, leichter überprüfen.
Definition 8.10 (Konsistenz im quadratischen Mittel) Ein Schätzer θ̂n heißt kon-
sistent im quadratischen Mittel oder MSE-konsistent (mean-square consistent),
falls
lim
n→∞
E
[
(θ̂n − θ)2
]
= lim
n→∞
MSE(θ̂n, θ) = 0.
Bemerkung 8.11
1. Wegen
E
[
(θ̂n − θ)2
]
= V[θ̂n] +
(
E[θ̂n]− θ
)2
liegt Konsistenz im quadratischen Mittel genau dann vor, wenn
lim
n→∞
E[θ̂n] = θ und lim
n→∞
V[θ̂n] = 0
gilt. Konsistenz im quadratischen Mittel impliziert also, dass die Varianz und die
Verzerrung des Schätzers asymptotisch verschwinden.
2. Konsistenz im quadratischen Mittel ist hinreichend, aber nicht notwendig für Konsi-
stenz.
3. Die gewöhnliche Konsistenz wird zur Unterscheidung von der starken Konsistenz,
einem weiteren Kosistenzkonzept, das auf der fast sicheren Konvergenz beruht, auch
schwache Konsistenz genannt. Wenn in der Literatur nur von Konsistenz die Rede
ist, ist die schwache Konsistenz gemeint.
2Interessant ist auch die Beobachtung von X̄n durch Simulation. Zufallszahlen aus C(θ, 1) können mit
Hilfe der Bemerkungen 6.10.4 und 6.10.5 erzeugt werden.
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8.3 Asymptotische Verteilung
Bemerkung 8.12 Häufig existieren geeignete positive Konstanten cn, so dass cn(θ̂n− θ)
in Verteilung gegen eine nichtdegenerierte Wahrscheinlichkeitsverteilung, die sogenann-
te asymptotische Verteilung des Schätzers θ̂n, konvergiert. Für Xi
i.i.d.∼ Ber(θ) und den
Schätzer θ̂n = X̄n gilt beispielsweise
√
n(θ̂n − θ)
V→ N(0, θ(1− θ)).
Definition 8.13 (Asymptotische Verteilung) Man sagt, der Schätzer θ̂n besitzt eine
asymptotische Verteilung, falls es Konstanten an und Konstanten bn > 0 gibt, so dass
θ̂n − an
bn
in Verteilung gegen eine nichtdegenerierte Grenzverteilung konvergiert.
Definition 8.14 (Asymptotische Normalverteilungverteilung) Der Schätzer θ̂n heißt
asymptotisch normalverteilt (asymptotically normal), falls es Konstanten an und Kon-
stanten bn > 0 gibt, so dass
θ̂n − an
bn
V→ N(0, σ2)
mit σ2 > 0.3
Bemerkung 8.15
1. Es besteht die Gefahr eines Missverständnisses, da
”
θ̂n ist asymptotisch normalver-
teilt“ nicht bedeutet, dass θ̂n in Verteilung gegen eine Normalverteilung konvergiert.
In der Regel konvergiert θ̂n in Verteilung gegen eine Einpunktverteilung.
2. Häufig liegt der Spezialfall
√
n(θ̂n − θ)
V→ N(0, σ2(θ))
mit σ2(θ) > 0 vor. Der Schätzer θ̂n ist dann konsistent und asymptotisch normalver-
teilt. Manchmal wird dieser Spezialfall zur Definition der asymptotischen Normalität
verwendet. Dadurch ist dann ein engeres Konzept als durch die Definition 8.13 fest-
gelegt.4
Beispiel 8.16 Im Bernoulli-Modell mit Xi
i.i.d.∼ Ber(θ) ist θ̂n = X̄n der Standardschätzer
für θ. Der zentrale Grenzwertsatz der Statistik impliziert
√
n(θ̂n − θ)
V→ N(0, θ(1− θ)).
Also ist θ̂n in diesem Modell asymptotisch normalverteilt.
3 [Serfling 1980] verwendet folgende Begriffe: Eine Folge von Zufallsvariablen Xn heißt asymptotisch
normalverteilt, wenn es Folgen an ∈ R und bn > 0 mit
Xn − an
bn
V→ N(0, 1)
gibt. Dafür wird in [Serfling 1980] die Schreibweise
”
Xn is AN(an, b
2
n)“ verwendet.
4Vgl. z. B. [Dudewicz/Mishra 1988, S. 370], [Spanos 1999, 12.4.3].
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Beispiel 8.17 Für unabhängig und identisch verteilte Xi mit E[Xi] = θ und V[Xi] =
σ2 <∞ ist θ̂n = X̄n der Standardschätzer für θ. Der zentrale Grenzwertsatz der Statistik
impliziert √
n(θ̂n − θ)
V→ N(0, σ2).
Also ist θ̂n in diesem Modell asymptotisch normalverteilt.
8.4 Asymptotische Effizienz
Bemerkung 8.18 Das Effizienzkonzept kann auf die asymptotische Verteilung von Schät-
zern übertragen werden.5 Hier wird nur der Fall einer i. i. d.-Stichprobe aus einer regulären
parametrischen Verteilungsfamilie mit der positiven Fisher-Information I(θ) behandelt
und vorausgesetzt, dass
√
n(θ̂n − θ) eine Normalverteilung als Grenzverteilung hat.
Definition 8.19 (Asymptotische Effizienz) Für eine i. i. d.-Stichprobe mit der posi-
tiven Fisher-Information I(θ) ist
Ias(θ)
def
= I(θ)
die asymptotische Fisher-Information (asymptotic Fisher information) und
CRas(θ)
def
=
1
Ias(θ)
ist die asymptotische Cramér-Rao-Unterschranke (asymptotic Cramér-Rao lower
bound). Ein Schätzer θ̂n heißt asymptotisch effizient (asymptotically efficient), Fisher-
effizient (Fisher efficient) oder bester asymptotisch normalverteilter Schätzer
(best asymptotically normal, BAN ) für θ , falls
√
n(θ̂n − θ)
V→ N(0, 1/I(θ)) .
Bemerkung 8.20 Ein asymptotisch effizienter Schätzer ist konsistent und asymptotisch
normalverteilt.
Beispiel 8.21 Im Bernoulli-Modell mit Xi
i.i.d.∼ Ber(θ) ist θ̂n = X̄n der Standardschätzer
für θ. Dieser ist asymptotisch effizient, da
1/I(θ) = θ(1− θ)
und √
n(θ̂n − θ)
V→ N(0, θ(1− θ)).
Beispiel 8.22 Im NormalverteilungsmodellXi
i.i.d.∼ N(θ, 1) ist θ̂n = X̄n der Standardschätzer
für θ. Dieser ist asymptotisch effizient, da
1/I(θ) = 1
und √
n(θ̂n − θ)
V→ N(0, 1).
5Siehe [Casella/Berger 2002, 10.1.2], [Spanos 1999, 12.4.4].
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9.1 Momentenmethode
Bemerkung 9.1 (Nichtparametrische Momentenmethode)
1. Die theoretischen Momente E[Xk] einer Zufallsvariablen X für k ∈ N können, falls sie
endlich sind, aus einer Zufallsstichprobe (X1, . . . , Xn) mit X1
V
= X, vgl. Definition 2.6,
durch die empirischen Momente 1
n
∑n
i=1X
k
i erwartungstreu und konsistent geschätzt
werden, da
E
[
1
n
n∑
i=1
Xki
]
= E[Xk] und
1
n
n∑
i=1
Xki
P→ E[Xk].
2. Allgemeiner kann z. B. die Varianz V[X] = E[X2]− (E[X])2 durch
S2 =
1
n
n∑
i=1
X2i − X̄2
konsistent geschätzt werden.
Bemerkung 9.2 (Parametrische Momentenmethode)
1. Die parametrische Momentenmethode1 (method of moments) wurde zuerst von
K. Pearson für eine spezielle Familie von Verteilungen mit vier Parametern, die soge-
nannte Pearson-Verteilungsfamilie (vgl. Bemerkung 6.30), vorgeschlagen, später
dann auf andere parametrische Verteilungsklassen übertragen.
2. Bei der Schätzung eines Parameters θ wird dieser als Funktion von gewöhnlichen
Momenten möglichst niedriger Ordnung dargestellt, z. B. durch
θ = h(E[X]).
Dann wird der Momentenschätzer für θ durch
θ̂ = h(X̄)
gebildet.
1Siehe [Spanos 1999, 13.4], [Casella/Berger 2002, 7.2.1].
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3. Bei zwei unbekannten Parametern θ1 und θ2 werden zwei Gleichungen, z. B.
θ1 = h1(E[X],E[X
2]) und θ2 = h2(E[X],E[X
2])
benötigt. Die Momentenschätzer für θ1 und θ2 sind dann
θ̂1 = h1
(
X̄,
1
n
n∑
i=1
X2i
)
und θ̂2 = h2
(
X̄,
1
n
n∑
i=1
X2i
)
.
4. Analog werden im Fall von k Parametern die Momente E[X],E[X2], . . . ,E[Xk] und
die entsprechenden Stichprobenmomente 1
n
∑n
i=1X
j
i für j = 1, . . . , k verwendet.
5. Als wesentliche Eigenschaft ergibt sich bei Stetigkeit der Transformationen und für
Zufallsstichproben die Konsistenz der parametrischen Momentenschätzer.
9.2 Methode der kleinsten Quadrate
Bemerkung 9.3
1. Ausgangspunkt des Prinzips der kleinsten Quadrate2 ist die Lösung eines Appro-
ximationsproblems. Die Beobachtungen y1, . . . , yn sollen durch Beobachtungen
x1, . . . , xn mit einer Funktion y = g(x) aus einer vorgewählten Klasse von Funk-
tionen möglichst gut erklärt werden. Das Optimalitätskriterium ist die Minimierung
der Summe der Fehlerquadrate
∑n
i=1(yi − g(xi))2.
2. Für vorgewählte bekannte Funktionen g0(x), g1(x), . . . ,gk(x) sollen Parameter b0,
b1,. . . , bk so gewählt werden, dass die yi durch die Funktion
g(xi) =
k∑
j=0
bjgj(xi)
approximiert werden. Z. B. erhält man für
g0(x) = 1, g1(x) = x, . . . , gk(x) = x
k
und beliebige Parameter b0, . . . , bk alle Polynome k-ter Ordnung,
g(x) = b0 +
k∑
j=1
bjx
j.
3. Die Methode der kleinsten Quadrate besteht darin, die Koeffizienten b0, b1,. . . ,
bk so zu wählen, dass die Summe
`(β0, β1, . . . , βk)
def
=
n∑
i=1
(
yi −
k∑
j=0
βjgj(xi)
)2
minimal wird, also
`(b0, b1, . . . , bk) = min
β0,β1,...,βk
`(β0, β1, . . . , βk)
gilt.
2 [Casella/Berger 2002, 11.3.1], [Spanos 1999, 13.3.1]
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Beispiel 9.4 (Arithmetischer Mittelwert) Im Spezialfall k = 0 und g0(x) = 1 ist
`(β0) =
n∑
i=1
(yi − β0)2
bezüglich β0 zu minimieren. Es gilt
`(ȳ) = min
β0∈R
`(β0).
Der arithmetische Mittelwert b0 = ȳ ist also die beste Approximation der Beobachtungen
durch eine Konstante im Sinn des Prinzips der kleinsten Quadrate.
Beispiel 9.5 (Regressionsgerade) Der Spezialfall k = 1, g0(x) = 1 und g1(x) = x
führt zur Minimierung der Zielfunktion
`(β0, β1)
def
=
n∑
i=1
(yi − (β0 + β1xi))2. (9.1)
Wenn nicht alle xi identisch sind, ist die Minimalstelle (b0, b1) eindeutig mit den Kompo-
nenten
b1
def
=
1
n
∑n
i=1(xi − x̄)(yi − ȳ)
1
n
∑n
i=1(xi − x̄)2
=
sxy
s2x
, (9.2)
b0
def
= ȳ − b1x̄ . (9.3)
Wenn alle xi identisch sind, dann minimiert jedes Koeffizientenpaar (b0, b1), das die Be-
dingung
b0 + b1x = ȳ
mit x
def
= x1 = . . . = xn erfüllt, die Funktion `(β0, β1).
Definition 9.6 (KQ-Schätzwerte) Für gegebene Beobachtungen x1, . . . , xn und vor-
spezifizierte Funktionen g0(x), g1(x), . . ., gk(x) heißen die Komponenten bj einer Mini-
malstelle (b0, b1, . . . , bk) der Funktion
`(β0, β1, . . . , βk)
def
=
n∑
i=1
(
yi −
k∑
j=0
βjgj(xi)
)2
Schätzwerte für die Parameter β0, β1, . . . , βk nach dem Prinzip der kleinsten Qua-
drate oder kurz KQ-Schätzwerte.
Bemerkung 9.7 Unter bestimmten Voraussetzungen können für die zugehörigen KQ-
Schätzer Optimalitätseigenschaften angegeben werden, die im sogenannten Gauß-Markoff-
Theorem zusammengefasst sind.3 Dazu wird für die Beobachtungen (xi, yi), i = 1, . . . , n
die folgende Annahme getroffen.
3Vgl. [Casella/Berger 2002, 11.3.2], [Spanos 1999, 13.3.2].
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Annahme 9.8
a) Die x1, . . . , xn sind bekannte fixierte Werte.
b) Mindestens zwei xi sind voneinander verschieden.
c) Die y1, . . . , yn sind Realisationen von Zufallsvariablen Yi mit
E[Yi] = β0 + β1xi,
V[Yi] = σ
2 <∞.
d) Die Zufallsvariablen Yi sind unkorreliert.
Bemerkung 9.9 (KQ-Schätzer) Bestimmt man in diesem Modell nach dem Prinzip
der kleinsten Quadrate b0 und b1 so, dass die Quadratsumme (9.1) minimiert wird, dann
resultieren die KQ-Schätzwerte (9.2) und (9.3). Die entsprechenden KQ-Schätzer sind
B1 =
1
n
∑n
i=1(xi − x̄)(Yi − Ȳ )
1
n
∑n
i=1(xi − x̄)2
(9.4)
und
B0 = Ȳ −B1x̄. (9.5)
Die KQ-Schätzer B0 und B1 sind lineare Funktionen der Yi, nicht aber der xi.
Definition 9.10 (Linearer Schätzer) Wenn Y1, . . . , Yn die beobachtbaren Zufallsvaria-
blen sind, dann ist ein linearer Schätzer (linear estimator) von der Form
n∑
i=1
diYi,
wobei d1, . . . , dn bekannte, fixierte Konstanten sind.
Definition 9.11 (BLUE) Ein Schätzer heißt bester linearer unverzerrter Schätzer
(best linear unbiased estimator, BLUE ), wenn er in der Klasse der linearen unverzerrten
Schätzer die kleinste Varianz besitzt.
Satz 9.12 (Gauß-Markoff-Theorem) Unter Annahme 9.8 sind die KQ-Schätzer B0
und B1 beste lineare unverzerrte Schätzer für β0 bzw. β1.
Bemerkung 9.13
1. Das Gauß-Markoff-Theorem gilt analog auch in dem allgemeineren Fall
E[Yi] =
k∑
j=0
βjgj(xi)
mit K + 1 Regressoren. Dabei muss die Annahme 9.8 b) so verallgemeinert werden,
dass die Lösung der KQ-Minimierungsaufgabe eindeutig ist.
2. Wenn zusätzlich zu Annahme 9.8 unterstellt wird, dass (Y1, . . . , Yn) multivariat nor-
malverteilt ist, gilt sogar, dass die KQ-Schätzer beste unverzerrte Schätzer (best
unbiased estimator, BUE ) sind.
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Bemerkung 9.14 Anstelle der Modellierung in Annahme 9.8 bevorzugt man häufig die
folgende äquivalente Modellierung mit stochastischen Störvariablen:
Annahme 9.15
a) Die x1, . . . , xn sind bekannte fixierte Werte.
b) Mindestens zwei xi sind voneinander verschieden.
c) Die y1, . . . , yn sind Realisationen von Zufallsvariablen
Yi = β0 + β1xi + Ui .
d) E[Ui] = 0 und V[Ui] = σ
2 <∞ für i = 1, . . . , n.
e) Die Zufallsvariablen Ui sind unkorreliert.
Bemerkung 9.16 (Stochastischer Regressor) Wenn die xi Realisationen von Zufalls-
variablen Xi sind und die (Xi, Yi) gleichzeitig beobachtet werden, liegt der schwierigere
Fall eines stochastischen Regressors vor, der im Kapitel 17 behandelt wird.
9.3 Maximum-Likelihood-Methode
Bemerkung 9.17 Es wird ein parametrisches Modell vorausgesetzt, in dem zu jedem
Parameter θ ∈ Θ genau eine Wahrscheinlichkeitsverteilung gehört. Zu je zwei verschiede-
nen Parametern gehören in der Regel (im Fall identifizierbarer Parameter) verschiedene
Wahrscheinlichkeitsverteilungen. Verschiedene Wahrscheinlichkeitsverteilungen führen für
konkrete Beobachtungen x1, . . . , xn in der Regel zu unterschiedlichen Wahrscheinlichkei-
ten fX1,...,Xn(x1, . . . , xn; θ) = P (X1 = x1, . . . , Xn = xn; θ) im diskreten Fall oder unter-
schiedlichen Dichten fX1,...,Xn(x1, . . . , xn; θ) im stetigen Fall. Die Likelihoodfunktion
4
entsteht, indem die gemeinsame Dichte- bzw. Wahrscheinlichkeitsfunktion für gegebene
Beobachtungen als Funktion des unbekannten Parameters aufgefasst wird.
Definition 9.18 (Likelihoodfunktion) Für gegebene Beobachtungen (x1, . . . , xn) ist
L : Θ→ [0,∞[ , Ln(θ)
def
= L(θ;x1, . . . , xn)
def
= fX1,...,Xn(x1, . . . , xn; θ)
die Likelihoodfunktion (likelihood function) und
l : Θ→ {−∞} ∪R, ln(θ)
def
= l(θ;x1, . . . , xn)
def
= ln(L(θ;x1, . . . , xn))
die Loglikelihoodfunktion.
Bemerkung 9.19 (Maximum-Likelihood-Methode)
1. Bei der Kurzschreibweise Ln bzw. ln soll der Index n an die Abhängigkeit von den
Stichprobenwerten x1, . . . , xn erinnern.
2. Die Maximum-Likelihood-Methode5 (method of maximum likelihood) besteht
darin, für gegebene Beobachtungen (x1, . . . , xn) denjenigen Schätzwert θ̂ für θ zu
wählen, der die Likelihoodfunktion Ln(θ) maximiert. Für θ̂ gilt also
Ln(θ̂) = max
θ∈Θ
Ln(θ)
4Siehe [Casella/Berger 2002, 6.2.1], [Spanos 1999, 13.5.1].
5Vgl. [Casella/Berger 2002, 7.2.2], [Spanos 1999, 13.5.2-3].
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3. Häufig lässt sich der ML-Schätzwert einfacher durch Maximieren von ln als durch
Maximieren von Ln bestimmen.
4. Für n i. i. d.-Beobachtungen mit derselben univariaten Dichte- oder Wahrschein-
lichkeitsfunktion f(·; θ) ergibt sich
Ln(θ) =
n∏
i=1
f(xi; θ) und ln(θ) =
n∑
i=1
ln(f(xi; θ)).
Definition 9.20 (Maximum-Likelihood-Schätzer) Für Beobachtungen (x1, . . . , xn)
heißt eine Stelle θ̂ = h(x1, . . . , xn) mit
Ln(θ̂) = max
θ∈Θ
Ln(θ)
Maximum-Likelihood-Schätzwert (maximum likelihood estimate) für θ. Die Zufallsva-
riable θ̂ = h(X1, . . . , Xn) ist der Maximum-Likelihood-Schätzer (maximum likelihood
estimator, MLE ) für θ.
Bemerkung 9.21 Es wird hier eine unscharfe, aber durchaus übliche, Notation verwen-
det, indem dasselbe Symbol θ̂ für den Schätzwert und den Schätzer verwendet wird.
Beispiel 9.22 (ML-Schätzer für den Bernoulli-Parameter) FürXi
i.i.d.∼ Ber(θ), i =
1, . . . , n, θ ∈ Θ def= ]0, 1[ gilt
Ln(θ) = θ
k(1− θ)n−k, mit k def=
n∑
i=1
xi
und
ln(θ) = k ln(θ) + (n− k) ln(1− θ).
Es gilt6
ln
(
k
n
)
= max
θ∈Θ
ln(θ).
Daher ist k
n
der ML-Schätzwert und
θ̂ =
∑n
i=1Xi
n
= X̄
ist der ML-Schätzer für θ.
6Für die Funktion ln(θ) gilt
l′n(θ) =
k
θ
− n− k
1− θ
und
l′′n(θ) = −
k
θ2
− n− k
(1− θ)2
< 0.
Aus l′n(θ̂) = 0 erhält man θ̂ = k/n.
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Beispiel 9.23 (Eine binomialverteilte Beobachtung) Es sei X ∼ Bin(n, θ) mit θ ∈
Θ
def
= ]0, 1[ und bekanntem Parameter n. Dann gilt
L1(θ) =
(
n
x
)
θx(1− θ)n−x
und
l1(θ) = ln
((
n
x
))
+ x ln(θ) + (n− x) ln(1− θ).
Es ergibt sich der ML-Schätzwert x/n und der ML-Schätzer X/n für θ. Manchmal sind
ML-Schätzer also sogar dann sinnvoll, wenn diese nur auf einer Beobachtung beruhen.
Beispiel 9.24 (ML-Schätzer im Normalverteilungsmodell) Im FallXi
i.i.d.∼ N(µ, σ2)
können drei grundsätzliche Fälle unterschieden werden.7
1. µ unbekannt, σ2 bekannt: Der ML-Schätzer für µ ist
µ̂ = X̄ =
1
n
n∑
i=1
Xi .
2. µ bekannt, σ2 unbekannt: Der ML-Schätzer für σ2 ist
σ̂2 = S2µ =
1
n
n∑
i=1
(Xi − µ)2.
Der ML-Schätzer für σ ist
σ̂ = Sµ =
√√√√ 1
n
n∑
i=1
(Xi − µ)2.
3. µ unbekannt, σ2 unbekannt: Der ML-Schätzer für θ = (µ, σ2) ist
θ̂ =
(
µ̂, σ̂2
)
=
(
X̄,
1
n
n∑
i=1
(Xi − X̄)2
)
.
Der ML-Schätzer für θ = (µ, σ) ist
θ̂ = (µ̂, σ̂) =
X̄,
√√√√ 1
n
n∑
i=1
(Xi − X̄)2
 .
Wird die Normalverteilung durch θ = (E[X],E[X2]) = (µ, σ2 + µ2) parametrisiert,
dann ergibt sich der ML-Schätzer
θ̂ =
(
X̄,
1
n
n∑
i=1
X2i
)
.
7Siehe z. B. [Rüger 1999, S. 171].
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Satz 9.25 (Invarianzeigenschaft für ML-Schätzer) Wenn θ̂ der ML-Schätzer von
θ ∈ Θ ist und wenn durch g(θ) ∈ g(Θ) = {g(θ) | θ ∈ Θ} eine Reparametrisierung
gegeben ist, dann ist g(θ̂) der ML-Schätzer von g(θ).
Bemerkung 9.26
1. Im Satz 9.25 ist implizit vorausgesetzt, dass g(θ) als Parameter identifizierbar ist und
die Funktion g injektiv ist. Damit ist die Zuordnung zwischen Θ und g(Θ) umkehr-
bar und jedem g(θ) ist eindeutig die Likelihood Ln(g(θ)) = Ln(θ) zugeordnet. Aus
Ln(θ̂) ≥ Ln(θ) für alle θ ∈ Θ und aus Ln(g(θ)) = L(θ) für alle θ ∈ Θ folgt dann
Ln(g(θ̂)) ≥ Ln(g(θ)) für alle g(θ) ∈ g(Θ).
2. In den Fällen 2. und 3. von Beispiel 9.24 gilt
(σ̂)2 = σ̂2.
Diese Aussage spiegelt die Invarianzeigenschaft des ML-Schätzers wider und ist ei-
ne gewisse Rechtfertigung für die häufig verwendete Schreibweise σ̂2 anstatt σ̂2 in
Zusammenhängen, bei denen es um die Schätzung von σ2 geht.
Bemerkung 9.27 (Eigenschaften von ML-Schätzern)
1. Unter Regularitätsbedingungen8 sind ML-Schätzer konsistent, asymptotisch nor-
malverteilt9 und asymptotisch effizient. Im Allgemeinen ist ein ML-Schätzer
nicht unverzerrt. Dies ergibt sich aus der Invarianzeigenschaft und daraus, dass
im Allgemeinen E[g(θ̂)] 6= g(E[θ̂]). Wenn in einem regulären statistischen Modell ein
bester unverzerrter Schätzer existiert, der die Cramér-Rao-Unterschranke erreicht,
dann ist dieser ein ML-Schätzer.
2. Es gibt Fälle, in denen der ML-Schätzer nicht existiert, weil die Likelihoodfunktion
auf dem Parameterraum kein Maximum annimmt beschränkt ist.
3. Es gibt Fälle, in denen der ML-Schätzer nicht eindeutig ist, weil es mehrere globale
Maxima der Likelihoodfunktion auf dem Parameterraum gibt.
4. Häufig lässt sich für den ML-Schätzer kein geschlossener funktionaler Ausdruck der
Beobachtungen angeben. Ein ML-Schätzwert wird dann durch numerisches Maxi-
mieren der Likelihoodfunktion oder der Loglikelihoodfunktion gewonnen.
9.4 Weiterführendes
Bemerkung 9.28 (Bernoulli-Parameter) Es sei X1,. . . , Xn
i.i.d.∼ Ber(π). Dann ist
π̂n
def
=
1
n
n∑
i=1
Xi
1. der Maximum-Likelihood-Schätzer für π (vgl. Beispiel 9.22),
8Vgl. [Spanos 1999, S. 671-672].
9Für ein einfaches Beispiel eines ML-Schätzers, dessen asymptotische Verteilung keine Normalvertei-
lung ist, siehe [Huschens 1995, S. 281-282].
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2. der Momenten-Schätzer für π,
3. der KQ-Schätzer für π = E[X1], vgl. Beispiel 9.4,
4. ein linearer und erwartungstreuer Schätzer für π,
5. ein konsistenter Schätzer für π, da π̂n
P→ π (schwaches Gesetz der großen Zahlen),
6. ein stark konsistenter Schätzer für π, da π̂n
f.s.→ π (starkes Gesetz der großen Zahlen),
7. ein asymptotisch normalverteilter Schätzer für π, da der zentrale Grenzwertsatz
π̂n − π
σn
V→ Z ∼ N(0, 1) (9.6)
mit σn =
√
V[π̂n] =
√
π(1−π)
n
gilt.
Bemerkung 9.29 (Lokale Eigenschaft der empirischen Verteilungsfunktion) Es
seien X1, . . . , Xn
i.i.d.∼ F , wobei F eine beliebige Verteilungsfunktion ist. An einer festen
Stelle x ∈ R ist die relative Häufigkeit
π̂n
def
= F̃n(x)
def
=
1
n
n∑
i=1
1 ]−∞,x](Xi)
ein Schätzer für die Wahrscheinlichkeit π
def
= F (x) ∈ [0, 1], da 1 ]−∞,x](Xi)
i.i.d.∼ Ber(π) gilt.
Bemerkung 9.30 (Momentenanpassung) Wenn die unbekannte Verteilung einer Stich-
probenfunktion durch eine Verteilung aus einer vorgegebenen Verteilungsklasse approxi-
miert wird, indem man die Momente zur Übereinstimmung bringt, so spricht man von
Momentenanpassung (moment matching)10.
Bemerkung 9.31 (Verallgemeinerte Momentenmethode) In der Ökonometrie ist
eine Methode mit der Bezeichnung
”
verallgemeinerte Momentenmethode“ (Generalized
Method of Moments, GMM) populär geworden.11 Dabei wird die Momentenmethode in
zwei Schritten verallgemeinert.
1. Wenn für eine Funktion g gilt, dass
E[g(Xi, θ)] = 0, i = 1, . . . , n,
dann ist unter geeigneten Voraussetzungen durch die Gleichung
1
n
n∑
i=1
g(Xi, θ̂n) = 0 (9.7)
implizit ein konsistenter Schätzer θ̂n für den Parameter θ definiert.
10Vgl. [Casella/Berger 2002, S. 314].
11Vgl. [Greene 2008, Kap. 15], [Hall 2005].
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2. Die Gleichung (9.7) kann auch als Bestimmungsgleichung für ein Minimum der Funk-
tion
h(θ) = cθ
(
1
n
n∑
i=1
g(xi, θ)
)2
bzgl. θ interpretiert werden, wobei cθ eine positive Konstante ist, die von θ abhängt.
3. Bei der k-dimensionalen Version der verallgemeinerten Momentenmethode wird eine
quadratische Form
h(θ) =
(
1
n
n∑
i=1
g(xi, θ)
)′
Cθ
(
1
n
n∑
i=1
g(xi, θ)
)
bezüglich θ = (θ1, . . . , θk) minimiert. Dabei ist Cθ ∈ Rk×k eine positiv definite Matrix
und g(xi, θ) ∈ Rk×1.
Bemerkung 9.32 (Suffizienz und ML-Schätzer) Der ML-Schätzer ist eine Funkti-
on jeder suffizienten Statistik. Dies bedeutet aber nicht, dass der ML-Schätzer selbst
eine suffiziente Statistik ist. Das folgende Beispiel12 eines ML-Schätzers, der nicht suffizi-
ent ist, benötigt den Begriff der Minimalsuffizienz.
Definition 9.33 (Minimalsuffiziente Statistik) Eine suffiziente Statistik h(X1, . . . , Xn)
heißt minimalsuffizient13 (minimal sufficient), wenn für jede andere suffiziente Statistik
τ(X1, . . . , Xn) gilt, dass h(x1, . . . , xn) eine Funktion von τ(x1, . . . , xn) ist.
Beispiel 9.34 (Beispiel von Zacks) X1, . . . , Xn seien unabhängig und identisch ver-
teilte Zufallsvariablen mit einer gleichförmigen Verteilung auf [θ, 2θ], 0 < θ <∞. X1:n ≤
· · · ≤ Xn:n bezeichne die Ordnungsstatistik. Eine minimalsuffiziente Statistik in diesem
Modell ist (X1:n, Xn:n). Der ML-Schätzer für θ ist θ̂ = Xn:n/2 und somit eine Funkti-
on der minimalsuffizienten Statistik. θ̂ ist aber keine suffiziente Statistik, da sich die
minimalsuffiziente Statistik nicht als Funktion von θ̂ darstellen lässt.
Die Likelihoodfunktion im Beispiel ist
Ln(θ) =
1
θn
n∏
i=1
1[θ,2θ](xi) = θ
−n1[θ,2θ](x1:n)1[θ,2θ](xn:n).
Wegen θ ≤ x1:n ≤ xn:n ≤ 2θ ist die Likelihoodfunktion nur positiv, falls xn:n ≤ 2θ.
Andererseits muss θ möglichst klein sein, damit der Faktor θ−n maximal wird. Also ist
xn:n/2 der ML-Schätzwert und Xn:n/2 der ML-Schätzer für θ.
Definition 9.35 (Scorefunktion) Die zufällige Funktion s(θ;X1, . . . , Xn) mit
s(θ;x1, . . . , xn)
def
=
dl(θ;x1, . . . , xn)
dθ
=
d lnL(θ;x1, . . . , xn)
dθ
heißt Scorefunktion (score function).
Bemerkung 9.36 Die Scorefunktion spielt eine Rolle im Zusammenhang mit der Fisher-
Information und bei der Konstruktion von Tests.14
12Vgl. [Zacks 1971, S. 224].
13Siehe [Casella/Berger 2002, 6.2.2], [Spanos 1999, 12.6.3].
14Vgl. [Spanos 1999, S. 663], [Rüger 1999, S. 93].
Kapitel 10
Statistische Intervalle
10.1 Wahrscheinlichkeitsintervalle und statistische In-
tervalle
Bemerkung 10.1 (Wahrscheinlichkeitsintervalle) Für eine Zufallsvariable mit be-
kannter Wahrscheinlichkeitsverteilung können Wahrscheinlichkeitsaussagen dafür gemacht
werden, dass die Zufallsvariable in einem nichtstochastischen Intervall liegt. Für X ∼
N(µ, σ2) mit bekannten Parametern µ und σ gilt z. B.
P (X ∈ I1) = 1− p
mit dem nichtstochastischen Intervall
I1
def
=
[
µ− z1−p/2σ, µ+ z1−p/2σ
]
, (10.1)
wobei zα das α-Quantil einer standardnormalverteilten Zufallsvariablen bezeichnet. Solche
Intervalle werden Wahrscheinlichkeitsintervalle, Zufallsstreubereiche oder Schwan-
kungsintervalle1 genannt.
Beispiel 10.2 (Wahrscheinlichkeitsintervalle) Es seiXi
i.i.d.∼ N(µ, σ2) für i = 1, . . . , n
und die Parameter µ und σ seien bekannt.
1. Für X̄
def
= 1
n
∑n
i=1Xi gilt
P (X̄ ∈ I2) = 1− p
mit dem nichtstochastischen Intervall
I2
def
=
[
µ− z1−p/2
σ√
n
, µ+ z1−p/2
σ√
n
]
.
2. Für n > 1 und S∗2 aus (4.2) gilt
P (S∗2 ∈ I3) = 1− p
mit dem nichtstochastischen Intervall
I3
def
=
[
χ2n−1,p/2
n− 1
σ2 ,
χ2n−1,1−p/2
n− 1
σ2
]
.
1Vgl. [Rinne 2008, S. 303].
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Bemerkung 10.3 (Statistische Intervalle) Wenn unbekannte Parameter geschätzt wer-
den, die bei der Konstruktion der Intervalle verwendet werden, entstehen statistische
Intervalle (statistical intervals). Im Folgenden werden Konfidenzintervalle für einen Pa-
rameter und Prognoseintervalle für eine zukünftige Beobachtung behandelt.2
10.2 Konfidenzintervalle
Bemerkung 10.4 (Konfidenzintervalle)
1. Ein Konfidenzintervall (confidence interval) ist ein von der Stichprobe abhängen-
des, zufälliges Intervall I = I(X1, . . . , Xn) für einen festen, unbekannten Parameter
θ ∈ Θ. Das zufällige Intervall heißt auch Intervallschätzer (interval estimator). Ei-
ne Realisation des Intervallschätzers heißt Intervallschätzwert (interval estimate),
konkretes Konfidenzintervall oder Wert des Konfidenzintervalls.
2. Die Wahrscheinlichkeit P (θ ∈ I), mit der ein Parameter θ im Konfidenzintervall I
liegt, heißt Überdeckungswahrscheinlichkeit (coverage probability). Diese kann
vom unbekannten Parameter θ abhängen.
3. Eine vorgegebene Untergrenze 1− α für die Überdeckungswahrscheinlichkeit, d. h.
P (θ ∈ I) ≥ 1− α für alle θ ∈ Θ
heißt Konfidenzniveau (confidence level).
4. Die minimale Überdeckungswahrscheinlichkeit
inf
θ∈Θ
P (θ ∈ I)
heißt Konfidenzkoeffizient (confidence coefficient)3 des Konfidenzintervalls.
5. Häufig hängt die Überdeckungswahrscheinlichkeit nicht von θ ab und es lässt sich zu
vorgegebenem Konfidenzniveau 1−α ein Konfidenzintervall mit der konstanten Über-
deckungswahrscheinlichkeit 1−α angeben, die dann mit dem Konfidenzkoeffizienten
identisch ist. Ein Konfidenzintervall mit der Eigenschaft
P (θ ∈ I) = 1− α für alle θ ∈ Θ
heißt auch (1− α)-Konfidenzintervall für den Parameter θ.
Beispiel 10.5 Es sei Xi
i.i.d.∼ N(µ, σ2) mit µ ∈ R und σ > 0.
1. Bei bekanntem Parameter σ ist das zufällige Intervall[
X̄ − z1−α/2
σ√
n
, X̄ + z1−α/2
σ√
n
]
ein (1− α)-Konfidenzintervall für den Parameter µ.
2Eine dritte Art statistischer Intervalle sind Toleranzintervalle. Siehe dazu Abschnitt 10.4.
3 [Casella/Berger 2002, S. 418]
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2. Für n > 1 ist das zufällige Intervall[
X̄ − tn−1,1−α/2
S∗√
n
, X̄ + tn−1,1−α/2
S∗√
n
]
ein (1 − α)-Konfidenzintervall für den Parameter µ, wobei tν,α das α-Quantil einer
t-Verteilung mit dem Parameter ν bezeichnet.
3. Für n > 1 ist das zufällige Intervall[
(n− 1)S∗2
χ2n−1,1−α/2
,
(n− 1)S∗2
χ2n−1,α/2
]
=
[
nS2
χ2n−1,1−α/2
,
nS2
χ2n−1,α/2
]
ein (1− α)-Konfidenzintervall für den Parameter σ2.
4. Für n > 1 ist das zufällige Intervall[√
n− 1
χ2n−1,1−α/2
S∗,
√
n− 1
χ2n−1,α/2
S∗
]
=
√ n
χ2n−1,1−α/2
S,
√
n
χ2n−1,α/2
S

ein (1− α)-Konfidenzintervall für den Parameter σ.
Bemerkung 10.6 (Konfidenzbereich) Die mehrdimensionale Verallgemeinerung der
Konfidenzintervalle führt zu Konfidenzbereichen, die auch Konfidenzmengen (con-
fidence sets)4 oder Konfidenzregionen (confidence regions) heißen, für einen Parame-
tervektor θ = (θ1, . . . , θd) ∈ Θ ⊂ Rd. Ein zufälliger Konfidenzbereich C = C(X1, . . . , Xn)
in Rd mit dem Konfidenzniveau 1− α überdeckt den Parametervektor θ mindestens mit
der Wahrscheinlichkeit 1− α, d. h.
P (θ ∈ C) ≥ 1− α für alle θ ∈ Θ.
Der Konfidenzbereich C heißt (1− α)-Konfidenzbereich, falls
P (θ ∈ C) = 1− α für alle θ ∈ Θ.
Für ein Beispiel siehe Bemerkung 15.19.
10.3 Prognoseintervalle
Bemerkung 10.7 (Prognoseintervall und Trefferwahrscheinlichkeit)
1. Ein Prognoseintervall5 oder Vorhersageintervall (prediction interval) ist ein
zufälliges, von der Stichprobe X1, . . . , Xn abhängendes Intervall I = I(X1, . . . , Xn)
für eine zukünftige Beobachtung Y = Xn+k oder allgemeiner für eine Funktion
Y = g(Xn+1, . . . , Xn+m) zukünftiger Beobachtungen.
4 [Casella/Berger 2002, S. 419]
5 [Miller 1980, S. 114-116], [Sachs 1984, S. 443-444], [Hahn/Meeker 1991]
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2. Die Abhängigkeit von der Stichprobe entsteht dadurch, dass Verteilungsparameter
von Y unbekannt sind und geschätzt werden müssen.
3. Ein Prognoseintervall I für Y mit
P (Y ∈ I) = 1− α
heißt (1−α)-Prognoseintervall für Y und 1−α ist die Trefferwahrscheinlichkeit.
Die Wahrscheinlichkeitsaussage bezieht sich auf die gemeinsame Verteilung von Y und
X1, . . . , Xn.
Beispiel 10.8 (Prognoseintervalle) Es sei Xi
i.i.d.∼ N(µ, σ2) für i = 1, . . . , n, . . . , n+m
für n,m ∈ N. Die Beobachtungen liegen für i = 1, . . . , n vor. Es ist X̄ = 1
n
∑n
i=1Xi,
S∗ =
√
1
n−1
∑n
i=1(Xi − X̄)2 für n > 1. Gegeben ist 0 < α < 1.
1. Es sei Y = Xn+k für k ∈ {1, . . . ,m}. Bei bekanntem Parameter σ ist das zufällige
Intervall [
X̄ − z1−α/2
√
1 +
1
n
σ, X̄ + z1−α/2
√
1 +
1
n
σ
]
ein (1−α)-Prognoseintervall für Y . Bei unbekanntem Parameter σ und n > 1 ist das
zufällige Intervall[
X̄ − tn−1,1−α/2
√
1 +
1
n
S∗, X̄ + tn−1,1−α/2
√
1 +
1
n
S∗
]
ein (1− α)-Prognoseintervall für Y .
2. Es sei Y = 1
m
∑m
i=1Xn+i. Bei bekanntem Parameter σ ist das zufällige Intervall[
X̄ − z1−α/2
√
1
m
+
1
n
σ, X̄ + z1−α/2
√
1
m
+
1
n
σ
]
ein (1−α)-Prognoseintervall für Y . Bei unbekanntem Parameter σ und n > 1 ist das
zufällige Intervall[
X̄ − tn−1,1−α/2
√
1
m
+
1
n
S∗, X̄ + tn−1,1−α/2
√
1
m
+
1
n
S∗
]
ein (1− α)-Prognoseintervall für Y .
10.4 Weiterführendes
Bemerkung 10.9 In der Literatur finden sich Konfidenzintervalle für die Parameter vie-
ler Wahrscheinlichkeitsverteilungen, z. B. für den Bernoulli-Parameter6, den Parameter
der Poisson-Verteilung7, den Korrelationsparameter einer zweidimensionalen Normalver-
teilung8 oder das p-Quantil einer Verteilung mit stetiger Verteilungsfunktion9.
6 [Rinne 2008, S. 469], [Casella/Berger 2002, Example 10.4.2]
7 [Rinne 2008, S. 470]
8 [Rinne 2008, S. 470]
9 [Rinne 2008, S. 471]
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Bemerkung 10.10 (Simultane Konfidenzintervalle) Spezielle Konfidenzbereiche sind
simultane Konfidenzintervalle der Form
P (θ1 ∈ I1, . . . , θd ∈ Id) ≥ 1− α. (10.2)
1. Ein Standardansatz zur Bestimmung simultaner Konfidenzintervalle basiert auf der
Bonferroni-Ungleichung (1.5). Mit dieser erhält man
P (θ1 ∈ I1, . . . , θd ∈ Id) ≥ 1−
d∑
i=1
(1− P (θi ∈ Ii)). (10.3)
Die Ungleichung (10.2) folgt dann aus
P (θi ∈ Ii) ≥ 1−
α
d
, für i = 1, . . . , d.
2. In bestimmten Spezialfällen10 gilt die Ungleichung
P (θ1 ∈ I1, . . . , θd ∈ Id) ≥
d∏
i=1
P (θi ∈ Ii),
die schärfer als die Ungleichung (10.3) ist. Mit dieser folgt (10.2) aus
P (θi ∈ Ii) ≥ (1− α)
1
d , für i = 1, . . . , d.
3. Bei stochastischer Unabhängigkeit der I1,. . . ,Id gilt
P (θ1 ∈ I1, . . . , θd ∈ Id) =
d∏
i=1
P (θi ∈ Ii).
Aus P (θi ∈ Ii) = (1− α)
1
d für i = 1, . . . , d folgt dann
P (θ1 ∈ I1, . . . , θd ∈ Id) = 1− α.
Bemerkung 10.11 (Toleranzintervalle) Toleranzintervalle spielen eine Rolle bei der
statistischen Qualitätskontrolle, wenn die Forderung aufgestellt wird, dass der Anteil von
Teilen, deren Kennwerte innerhalb der geforderten Toleranzen liegt, mindestens gleich β
ist und diese Forderung mit Wahrscheinlichkeit 1 − α erfüllt werden soll. Ein Toleran-
zintervall11 ist ein zufälliges, von der Stichprobe abhängendes Intervall mit der Eigen-
schaft, dass die Wahrscheinlichkeit dafür, dass dieses Intervall mindestens den Anteil β
der Grundgesamtheit enthält, 1−α ist. 1−α heißt Sicherheitswahrscheinlichkeit und
β heißt minimale Trefferwahrscheinlichkeit. Toleranzintervalle werden auch statisti-
sche Anteilsbereiche genannt.12
10Z. B. für bestimmte Mischungsverteilungen, siehe Theorem 5.3.3 in [Tong 1980, S. 97], und für um
Null symmetrische Intervalle im Fall einer multivariaten Normalverteilung, siehe Theorem 2.2.4 in [Tong
1980, S. 20].
11Vgl. [Hartung/Elpelt/Klösener 2009, Kap. IV, 1.3.3], [Krishnamoorthy/Mathew 2009], [Rinne 2008,
S. 474], [Encyclopedia of Statistical Sciences 2006, S. 8643], [Zacks 1971, S. 516], [Hahn/Meeker 1991].
12 [Rinne 2008, S. 474]
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Beispiel 10.12 (Toleranzintervalle) Es sei Xi
i.i.d.∼ N(µ, σ2).
1. Bei bekanntem Parameter σ ist das zufällige Intervall
IT
def
=
[
X̄ − gα,β,nσ, X̄ + gα,β,nσ
]
(10.4)
mit
P{P (Xn+1 ∈ IT |X̄) ≥ β)} = 1− α (10.5)
ein Toleranzintervall mit Sicherheitswahrscheinlichkeit 1 − α für den zentrierten
Anteil β der Verteilung. In (10.5) bezieht sich die äußere Wahrscheinlichkeitsaussage
auf die Verteilung von X̄ und die innere Wahrscheinlichkeitsaussage auf die Verteilung
von Xn+1 bedingt auf X̄. Der sogenannte Toleranzfaktor gα,β,n bestimmt sich aus
der Gleichung13
Φ
(
z1−α/2√
n
+ gα,β,n
)
− Φ
(
z1−α/2√
n
− gα,β,n
)
= β .
Für gα,β,n liegen Tabellen vor.
14
2. Bei unbekanntem σ und n > 1 ist das zufällige Intervall
IT
def
=
[
X̄ − hα,β,nS∗, X̄ + hα,β,nS∗
]
(10.6)
mit
P{P (Xn+1 ∈ IT |(X̄, S∗)) ≥ β)} = 1− α
ein Toleranzintervall mit Sicherheitswahrscheinlichkeit 1 − α für den zentrierten
Anteil β der Verteilung. Für hα,β,n liegen Tabellen vor.
15
Bemerkung 10.13 (Allgemeinere Toleranzintervalle) Im Fall der Normalverteilung
hängen Toleranzintervalle nur über die Verteilungen der beiden Statistiken X̄ und S∗ von
der Stichprobe (X1, . . . , Xn) ab, vgl. (10.4) und (10.6). In allgemeineren Fällen wird für
ein Toleranzintervall IT
P {P (Xn+1 ∈ IT | (X1, . . . , Xn)) ≥ β} = 1− α
verlangt. Im Allgemeinen kann die äußere Wahrscheinlichkeitsaussage von unbekannten
Verteilungsparametern abhängen, so dass man nur
P{P (Xn+1 ∈ IT |(X1, . . . , Xn)) ≥ β)} ≥ 1− α
verlangen kann.
13 [Hartung/Elpelt/Klösener 2009, S. 164]
14Tabellierte Werte von gα,β,n für n = 2(1)20(2)30(5)50(10)100(20)200(50)500(500)2000(2000)10000,
α ∈ {1%, 5%} und β ∈ {90%, 95%, 99%} finden sich in [Rinne 2008, S. 477].
15Tabellierte Werte von hα,β,n für n = 2(1)20(2)30(5)50(10)100(20)200(50)500(500)2000(2000)10000,
α ∈ {1%, 5%} und β ∈ {90%, 95%, 99%} finden sich in [Rinne 2008, S. 479].
Kapitel 11
Grundlagen statistischer Tests
11.1 Hypothesen und Testfunktion
Bemerkung 11.1 (Hypothesen)
1. Aufgabe eines Tests ist die Überprüfung einer Hypothese. In einem parametrischen
Modell ist dies eine Aussage über einen Parameter θ der Grundgesamtheit, z. B. in
der Form θ = θ0 oder θ > θ0 mit fixiertem und gegebenem θ0.
2. Die Basis der hier dargestellten Testtheorie von Neyman-Pearson1 ist die Un-
terscheidung zwischen der Nullhypothese (null hypothesis) H0 und der Alterna-
tivhypothese (alternative hypothesis) oder Gegenhypothese H1.
3. In parametrischen Modellen werden Hypothesen mit disjunkten Teilmengen des Pa-
rameterraumes Θ formuliert,
H0 : θ ∈ Θ0, H1 : θ ∈ Θ1, Θ0 ∩Θ1 = ∅ .
Häufig bilden die Hypothesen eine Zerlegung von Θ, d. h. Θ = Θ0 ∪Θ1.
4. Wenn Θ0 oder Θ1 einelementig ist, spricht man von einer einfachen (simple), ande-
renfalls von einer zusammengesetzten (composite) Hypothese.
5. Im Fall Θ ⊂ R sind θ ≤ θ0, θ > θ0 usw. einseitige (one-sided) Hypothesen und
θ ∈ ]−∞, θ0[ ∪ ]θ0,∞[ ist eine zweiseitige (two-sided) Alternativhypothese.
Bemerkung 11.2 (Rückweisungs- und Annahmebereich)
1. Ein Testverfahren legt fest, für welche Stichprobenwerte (x1, . . . , xn) ∈ X die Null-
hypothese H0 als wahr angenommen (accepted) wird und für welche Stichprobenwer-
te die Nullhypothese zugunsten der Alternativhypothese zurückgewiesen (rejected)
wird. Somit ist ein Testverfahren (eine Testentscheidung) durch eine Zerlegung des
Stichprobenraums X mit X = X0 ∪ X1 und X0 ∩ X1 = ∅ definiert.
2. Der Rückweisungsbereich (rejection region) X1 legt diejenigen Stichprobenwerte
fest, die zu einer Verwerfung der Nullhypothese führen. Der Rückweisungsbereich
1Vgl. [Casella/Berger 2002, 8.1], [Spanos 1999, 14.3.1].
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heißt auch kritischer Bereich (critical region), Verwerfungsbereich, Ablehn-
bereich oder Ablehnungsbereich. Das Komplement des Rückweisungsbereiches
X0
def
= X \ X1 heißt Annahmebereich (acceptance region).2
Bemerkung 11.3 (Testfunktion)
1. In der Regel erfolgt die Testdurchführung mit Hilfe einer reellwertigen Testfunktion
T = τ(X1, . . . , Xn) mit
τ : X → R.
Ein Testfunktionswert t = τ(x1, . . . , xn) ist eine Realisation von T .
2. Die Nullhypothese wird abgelehnt, falls (x1, . . . , xn) ∈ X1, bzw. dazu äquivalent, falls
t ∈ B def= τ(X1)
def
= {τ(x1, . . . , xn) ∈ R | (x1, . . . , xn) ∈ X1}.
Die Nullhypothese wird nicht abgelehnt, falls (x1, . . . , xn) ∈ X0 = X \ X1 bzw., dazu
äquivalent, falls t /∈ B.
3. Die Testfunktion (test statistic) heißt auch Prüfgröße3, Testgröße, Testvariable,
Prüfvariable oder Teststatistik.
4. Nicht nur X1 ⊂ X , sondern auch B ⊂ R wird Rückweisungsbereich genannt.4 Es gilt
also
{(X1, . . . , Xn) ∈ X1} ⇐⇒ {T ∈ B} ⇐⇒ {H0 wird abgelehnt} .
11.2 Fehlerwahrscheinlichkeit, Signifikanz und Macht
Bemerkung 11.4 Als Ergebnis der Testentscheidung, die Null- oder die Alternativhy-
pothese zu akzeptieren, können zwei Fehler auftreten.5
Definition 11.5 (Fehler erster und zweiter Art) Der Fehler, dassH0 abgelehnt wird,
obwohl H0 richtig ist, heißt Fehler erster Art (error of the first kind, type I error). Der
Fehler, dass H0 nicht abgelehnt wird, obwohl H0 falsch ist, heißt Fehler zweiter Art
(error of the second kind, type II error). Die Wahrscheinlichkeit, den Fehler erster bzw.
zweiter Art zu begehen, heißt Fehlerwahrscheinlichkeit erster bzw. zweiter Art.
Bemerkung 11.6
1. Wenn T die Testfunktion und B der Rückweisungsbereich ist, dann ist
P (T ∈ B; θ), θ ∈ Θ0
die Fehlerwahrscheinlichkeit erster Art, die im Allgemeinen mit θ ∈ Θ0 variiert, und
P (T /∈ B; θ), θ ∈ Θ1
ist die Fehlerwahrscheinlichkeit zweiter Art, die im Allgemeinen mit θ ∈ Θ1 variiert.
2Vgl. [Casella/Berger 2002, 8.1], [Spanos 1999, 14.3.2].
3Z. B. [Rüger 1996], [Mosler/Schmidt 2008].
4In [Bamberg/Baur/Krapp 2009, Kap. 14] heißt B Verwerfungsbereich oder Ablehnungsbereich. In
[Rüger 1996, S. 235] heißt B Ablehnbereich oder kritischer Bereich.
5Vgl. [Casella/Berger 2002, 8.3.1], [Spanos 1999, 14.3.3].
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2. In der deutschsprachigen Literatur werden die Fehlerwahrscheinlichkeiten auch Irr-
tumswahrscheinlichkeiten genannt.6 Dabei ist mit Irrtumswahrscheinlichkeit mei-
stens die Fehlerwahrscheinlichkeit erster Art gemeint.
3. Der Rückweisungsbereich wird so konstruiert, dass die Fehlerwahrscheinlichkeit erster
Art eine vorgegebene kleine Wahrscheinlichkeit nicht überschreitet.
Definition 11.7 (Test zum Niveau α) Eine vorgegebene Zahl α ∈ ]0, 1[ (z. B. α =
0.05 oder α = 0.01) mit der Eigenschaft, dass die Fehlerwahrscheinlichkeit erster Art den
Wert α nicht überschreitet, heißt Signifikanzniveau (significance level, level of signifi-
cance). Ein Test mit der Eigenschaft
P (T ∈ B; θ) ≤ α für alle θ ∈ Θ0
heißt (Signifikanz-)Test zum Niveau α oder kurz Niveau-α-Test (level α test).7
Bemerkung 11.8
1. In der deutschsprachigen Literatur wird das Signifikanzniveau auch als zugelassene
Irrtumswahrscheinlichkeit des Tests bezeichnet. Dabei ist mit Irrtumswahrschein-
lichkeit die Fehlerwahrscheinlichkeit erster Art angesprochen.
2. Je größer die Fehlerwahrscheinlichkeit erster Art ist, umso kleiner ist im Allgemeinen
die Fehlerwahrscheinlichkeit zweiter Art und umgekehrt. Bei vorgegebenem Signifi-
kanzniveau und vorgegebenem Stichprobenumfang gibt man einem Test den Vorzug,
der das vorgegebene Signifikanzniveau als Gleichung erreicht. Man sagt dann auch:
der Test schöpft das vorgegebene Signifikanzniveau aus. Vom vorgegebenen Signifi-
kanzniveau, das eine Obergrenze für die Wahrscheinlichkeit des Fehlers erster Art
ist, ist also die tatsächlich erreichte maximale Fehlerwahrscheinlichkeit erster Art zu
unterscheiden.
Definition 11.9 (Test mit Umfang α) Die Zahl supθ∈Θ0 P (T ∈ B; θ) heißt Umfang
des Tests (size of the test). Ein Test mit der Eigenschaft
sup
θ∈Θ0
P (T ∈ B; θ) = α
heißt Test mit Umfang α oder kurz Umfang-α-Test (size α test).
Bemerkung 11.10
1. Einige Autoren unterscheiden nicht zwischen Signifikanzniveau und Umfang des Tests
und verlangen, dass ein Test zum Niveau α auch den Umfang α hat.8
2. Wenn die Nullhypothese nicht verworfen wird, verwenden viele Autoren Formulie-
rungen der Art:
”
H0 kann beibehalten werden.“ ”
H0 kann nicht verworfen werden
(fail to reject).“
”
H0 ist mit den Beobachtungen verträglich.“ Diese Formulierungen
verweisen darauf, dass in diesem Fall die Wahrscheinlichkeit für den Fehler zweiter
Art unbekannt ist, da im Testverfahren nur der Fehler erster Art kontrolliert wird.
6Vgl. z. B. [Bosch 2007, S. 180].
7Zur Terminologie siehe z. B. [Casella/Berger 2002], [Rüger 1996], [Rüger 1999].
8Z. B. definiert [Spanos 1999, S. 704] das Signifikanzniveau als maximalen Wert, den die Fehlerwahr-
scheinlichkeit 1. Art annimmt, d. h. den Umfang des Tests. Analog [Mosler/Schmidt 2008, S. 242].
100 Kapitel 11. Grundlagen statistischer Tests
Definition 11.11 (Macht und Gütefunktion) Die Macht eines Tests (power of the
test) für einen bestimmten Wert θ1 ∈ Θ1 ist die Wahrscheinlichkeit, H0 zu verwerfen, falls
θ = θ1, also H1 richtig ist,
P (T ∈ B; θ1).
Die Funktion
Pn(θ)
def
= P (T ∈ B; θ), θ ∈ Θ
heißt Gütefunktion oder Machtfunktion (power function) des Tests. Die Funktion
OCn(θ)
def
= 1− Pn(θ)
heißt Operationscharakteristik (OC-Kurve). Der tiefgestellte Index n bezeichnet den
Stichprobenumfang, von dem beide Funktionen abhängen.
Bemerkung 11.12
1. Für θ ∈ Θ0 ist Pn(θ) die Fehlerwahrscheinlichkeit erster Art. Diese ist bei zusam-
mengesetzten Nullhypothesen in der Regel nicht konstant. Für θ ∈ Θ1 ist 1− Pn(θ)
die Fehlerwahrscheinlichkeit zweiter Art. Wünschenswert ist zu vorgegebenem Signi-
fikanzniveau eine möglichst kleine Wahrscheinlichkeit für den Fehler zweiter Art, d. h.
eine möglichst große Macht des Tests.
2. Die Macht eines Tests wird auch als Teststärke oder (sprachlich hässlich) einge-
deutscht als Power bezeichnet.
3. Für einen Niveau-α-Test ist die Wahrscheinlichkeit, eine richtige Nullhypothese zu
verwerfen, höchstens α. Die Wahrscheinlichkeit, eine falsche Nullhypothese zu ver-
werfen, sollte möglichst groß sein, jedenfalls aber nicht unter α sinken; dies ist die
Forderung nach der Unverfälschtheit eines Tests.
Definition 11.13 (Unverfälschtheit eines Tests) Ein Test zum Niveau α heißt un-
verfälscht (unbiased), falls
Pn(θ) ≥ α für alle θ ∈ Θ1.
Bemerkung 11.14 Durch Erhöhung des Stichprobenumfangs sollte es möglich sein, durch
ein Testverfahren eine falsche Nullhypothese zu verwerfen. Dies führt zur Forderung nach
der Konsistenz eines Tests.
Definition 11.15 (Konsistenz eines Tests) Ein Test heißt konsistent (consistent),
falls
lim
n→∞
Pn(θ) = 1 für alle θ ∈ Θ1.
11.3 Der p-Wert
Bemerkung 11.16 Häufig werden Tests mit Hilfe des so genannten p-Wertes (p-value)
durchgeführt. Diese Tests sind in der Regel Umfang-α-Tests, bei denen der Rückweisungs-
bereich monoton mit α wächst, d. h. die Beziehung
α ≤ α′ =⇒ B(α) ⊂ B(α′). (11.1)
gilt. Z. B. hat der einseitige Gauß-Test mit Umfang α den Rückweisungsbereich B(α) =
]z1−α,∞[ , sodass (11.1) gilt.
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Beispiel 11.17 (Zweiseitiger Gauß-Test) Für Xi
i.i.d.∼ N(µ, σ2) soll H0 : µ = µ0 ver-
sus H1 : µ 6= µ0 zu vorgegebenem Signifikanzniveau α überprüft werden. σ2 sei bekannt.
H0 wird verworfen, falls
Tn =
√
n
X̄n − µ0
σ
∈ B(α) = ]−∞,−z1−α/2[ ∪ ]z1−α/2,∞[
bzw. falls |Tn| > z1−α/2.
Definition 11.18 (p-Wert) Für gegebene Hypothesen H0 und H1, für einen gegebenen
Wert t der Testfunktion und für gegebene Rückweisungsbereiche B(α) für 0 < α < 1
heißt
p = max{0 < α < 1 | t /∈ B(α)},
d. h. das größte Signifikanzniveau, zu dem die Nullhypothese H0 nicht zugunsten von H1
abgelehnt werden kann, p-Wert oder empirisches Signifikanzniveau.
Bemerkung 11.19
1. Ein Test mit vorgegebenem Signifikanzniveau α wird durchgeführt, indem H0 zugun-
sten von H1 abgelehnt wird, falls α > p. Aus α > p und der Monotonieeigenschaft
(11.1) folgt t ∈ B(α).
2. Je kleiner der p-Wert ist, umso mehr sprechen die Daten gegen H0 und für H1, da
H0 für umso kleinere α verworfen werden kann.
3. Wenn im Beispiel 11.17 ein Wert t beobachtet wurde, dann gilt t /∈ B(α) für hinrei-
chend kleine α. Genau für |t| = z1−α/2 liegt t auf der Grenze des Rückweisungsberei-
ches. Es gilt dann p = P (|T | > z1−α/2) = α. Falls |t| > z1−α/2 gilt t ∈ B(α).
4. Für den zweiseitigen Gaußtest mit H0 : µ = µ0 versus H1 : µ 6= µ0 ist der p-Wert die
Wahrscheinlichkeit
p1 = P (|T | ≥ |t|;µ0) = P (T ≥ |t|;µ0) + P (T ≤ −|t|;µ0).
Für den einseitigen Gaußtest mit H0 : µ = µ0 versus H1 : µ > µ0 ist der p-Wert die
Wahrscheinlichkeit
p2 = P (T ≥ t ;µ0) .
Für den einseitigen Gaußtest mit H0 : µ = µ0 versus H1 : µ < µ0 ist der p-Wert die
Wahrscheinlichkeit
p3 = P (T ≤ t ;µ0) .
In Standardsoftware wird in der Regel unabhängig von irgendwelchen Hypothesen-
formulierungen entweder die Wahrscheinlichkeit p2 oder die Wahrscheinlichkeit p3
berechnet und als
”
Signifikanz“ oder mit ähnlicher Bezeichnung ausgegeben. Wegen
p2 + p3 = 1 muss je nach Richtung der einseitigen Gegenhypothese von der ausgege-
benen Wahrscheinlichkeit die Gegenwahrscheinlichkeit als p-Wert genommen werden.
Zur Durchführung eines zweiseitigen Test muss p3 verdoppelt werden, falls t < 0, und
p2 verdoppelt werden, falls t ≥ 0, um den p-Wert p1 des zweiseitigen Gaußtestes zu
erhalten. Da T unter H0 symmetrisch verteilt ist, kann p1 als
p1 = 2 min{p2, p3}
berechnet werden.
102 Kapitel 11. Grundlagen statistischer Tests
11.4 Optimaler Test und Neyman-Pearson-Lemma
Bemerkung 11.20 Wenn verschiedene Tests für dieselben Hypothesen mit demselben
Umfang zur Wahl stehen, führt das Ziel, die Fehlerwahrscheinlichkeit zweiter Art zu mi-
nimieren, zum Konzept des gleichmäßig besten Tests9.
Definition 11.21 (UMP-Test) Ein Test mit dem Umfang α und der Gütefunktion
P∗n(θ) heißt gleichmäßig bester Test oder gleichmäßig mächtigster Test (uniformly
most powerful test, UMP test), falls für jeden anderen Test mit dem Umfang α und der
Gütefunktion Pn(θ) gilt
P∗n(θ) ≥ Pn(θ) für alle θ ∈ Θ1 .
Bemerkung 11.22 Das Neyman-Pearson-Lemma10 (oder Fundamentallemma der
Testtheorie) macht eine Aussage über die Konstruktion und die Existenz eines gleichmäßig
besten Tests in der Grundsituation, dass beide Hypothesen einfach sind.
Satz 11.23 (Neyman-Pearson-Lemma) Gegeben seien einfache Hypothesen H0 : θ =
θ0 und H1 : θ = θ1 und die n-dimensionalen Dichte- oder Wahrscheinlichkeitsfunktionen
fX1,...,Xn(x1, . . . , xn; θ0) und fX1,...,Xn(x1, . . . , xn; θ1). Für ein k ≥ 0 gelte
X1 =
{
(x1, . . . , xn) ∈ X
∣∣∣∣fX1,...,Xn(x1, . . . , xn; θ1)fX1,...,Xn(x1, . . . , xn; θ0) > k
}
(11.2)
und
α = P ((X1, . . . , Xn) ∈ X1; θ0) . (11.3)
Dann ist durch X1 ein gleichmäßig bester Test von H0 gegen H1 zum Niveau α gegeben.
Bemerkung 11.24 Für die Testfunktion
T
def
= τ(X1, . . . , Xn)
def
=
fX1,...,Xn(X1, . . . , Xn; θ1)
fX1,...,Xn(X1, . . . , Xn; θ0)
ergibt sich der Rückweisungsbereich B = τ(X1) = ]k,∞[. H0 wird also verworfen, falls
T > k.
11.5 Likelihoodverhältnis-Test
Bemerkung 11.25
1. Der Likelihoodverhältnis-Test11 oder Likelihood-Quotienten-Test (likelihood
ratio test) basiert wie das Neyman-Pearson-Lemma auf dem Quotienten von Dichte-
oder Wahrscheinlichkeitsfunktionen als relatives Maß für die Stützung alternativer
Hypothesen. In der folgenden Definition bezeichnet
L(θ;x1, . . . , xn)
def
= fX1,...,Xn(x1, . . . , xn; θ), θ ∈ Θ, (x1, . . . , xn) ∈ X
die Likelihoodfunktion. Dabei bezeichnet Θ den Parameterraum und X ⊂ Rn den
Stichprobenraum.
9Vgl. [Casella/Berger 2002, 8.3.2], [Spanos 1999, 14.3.6].
10Vgl. [Casella/Berger 2002, 8.3.2], [Spanos 1999, 14.3.7].
11Vgl. [Casella/Berger 2002, 8.2.1], [Spanos 1999, 14.3.7].
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2. Ersetzt man in L(θ;x1, . . . , xn) eine Realisation (x1, . . . , xn) durch den Zufallsvektor
(X1, . . . , Xn), so resultiert die Zufallsvariable L(θ;X1, . . . , Xn).
Definition 11.26 (Likelihoodverhältnis-Test) Die Likelihoodverhältnis-Statistik
(likelihood ratio test statistic) für einen Test der Nullhypothese H0 : θ ∈ Θ0 gegen
H1 : θ ∈ Θ1 mit Θ = Θ0 ∪Θ1 ist
Λn(X1, . . . , Xn)
def
=
supθ∈Θ L(θ;X1, . . . , Xn)
supθ∈Θ0 L(θ;X1, . . . , Xn)
.
Ein Likelihoodverhältnis-Test ist jeder Test mit einem Rückweisungsbereich der Form
X1 = {(x1, . . . , xn) ∈ X | Λn(x1, . . . , xn) ≥ k},
wobei k ≥ 1.
Bemerkung 11.27
1. Alternative Bezeichnungen für Likelihoodverhältnis sind Likelihood-Quotient oder
Dichtequotient.
2. Ein Wert Λn(x1, . . . , xn) ist eine Realisation der Zufallsvariablen Λn(X1, . . . , Xn).
3. Es gilt Λn(x1, . . . , xn) ≥ 1 für jede Realisation (x1, . . . , xn) von (X1, . . . , Xn).
Beispiel 11.28 (Zweiseitiger Gauß-Test als Likelihoodverhältnis-Test) FürXi
i.i.d.∼
N(µ, σ2) soll der Likelihoodverhältnis-Test für die Hypothesen H0 : µ = µ0 versus
H1 : µ 6= µ0 hergeleitet werden. σ2 sei bekannt. Es gilt
sup
µ∈R
L(µ;x1, . . . , xn) = sup
µ∈R
n∏
i=1
1
σ
ϕ
(
xi − µ
σ
)
=
n∏
i=1
1
σ
ϕ
(
xi − x̄
σ
)
,
da x̄ der Maximum-Likelihood-Schätzwert für µ ∈ R ist. Damit ergibt sich
Λn(x1, . . . , xn) =
supµ∈R L(µ;x1, . . . , xn)
L(µ0;x1, . . . , xn)
=
∏n
i=1
1
σ
ϕ
(
xi−x̄
σ
)∏n
i=1
1
σ
ϕ
(
xi−µ0
σ
)
Mit einigen Umformungen ergibt sich
Λn(x1, . . . , xn) = exp
(
n
2
(x̄− µ0)2
σ2
)
und
Λn(X1, . . . , Xn) = exp
(
n
2
(X̄ − µ0)2
σ2
)
= exp
(
1
2
T 2n
)
mit der Teststatistik Tn aus Beispiel 11.17. Die Verwerfung von H0 erfolgt für große Werte
von Λn(X1, . . . , Xn) und damit für große Werte von T
2
n bzw. |Tn|.
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Bemerkung 11.29 Eine äquivalente Charakterisierung12 eines Likelihoodverhältnis-Test
ergibt sich mit der in der Literatur ebenfalls als Likelihoodverhältnis bezeichneten Stati-
stik
λn(X1, . . . , Xn)
def
=
supθ∈Θ0 L(θ;X1, . . . , Xn)
supθ∈Θ L(θ;X1, . . . , Xn)
=
1
Λn(X1, . . . , Xn)
und dem Rückweisungsbereich
X1
def
= {(x1, . . . , xn) ∈ X | λn(x1, . . . , xn) ≤ k∗ = 1/k}
mit k∗ ∈ [0, 1]. Dabei gilt λn(x1, . . . , xn) ≤ 1 für jede Realisation (x1, . . . , xn) von
(X1, . . . , Xn).
11.6 Asymptotisch begründete Testverfahren
Bemerkung 11.30
1. Häufig lassen sich für Tests nur asymptotische Optimalitätsaussagen machen,13
weil sich die Verteilung der Teststatistik nur für n→∞ bestimmen lässt.
2. Falls für einen Test mit einfacher Nullhypothese
lim
n→∞
Pn(θ0) = α
gilt, spricht man vom asymptotischen Niveau α.
3. In der Praxis verwendet man z. B. einen Gauß-Test häufig auch dann, wenn die Be-
obachtungen nicht normalverteilt sind. Die Rechtfertigung ergibt sich aus der asym-
ptotischen Normalverteilung der Gauß-Statistik.
Bemerkung 11.31 (Asymptotische Verteilung des Likelihoodverhältnisses) Un-
ter Regularitätsbedingungen konvergiert die Verteilung von
2 ln(Λn(X1, . . . , Xn)) = −2 ln(λn(X1, . . . , Xn))
gegen eine Chiquadratverteilung, falls die Nullhypothese richtig ist, so dass man damit
einen Test mit asymptotischem Umfang α konstruieren kann14.
11.7 Weiterführendes
Beispiel 11.32 (Einseitiger Gauß-Test) Es sei Xi
i.i.d.∼ N(µ, σ2) und σ2 bekannt. Wir
betrachten einen einseitigen Gauß-Test zum Niveau α. Die Beobachtungen seien un-
abhängig identisch normalverteilt. Der Parameter, über den eine Hypothese zu prüfen
ist, sei θ = µ ∈ Θ = R.
Die Nullhypothese ist
H0 : θ ≤ θ0, θ ∈ Θ0
def
= ]−∞, θ0],
12Siehe z. B. [Casella/Berger 2002, 8.2.1].
13Vgl. dazu [Casella/Berger 2002, 10.3.1-2], [Spanos 1999, 14.4].
14 [Casella/Berger 2002, Kap. 10.3.1]
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die Alternativhypothese ist
H1 : θ > θ0, θ ∈ Θ1
def
= ]θ0,∞[,
die Testfunktion ist die sogenannte Gauß-Statistik
T = τ(X1, . . . , Xn) =
X̄n − θ0
σ
√
n,
der Rückweisungsbereich als Teilmenge des Stichprobenraums ist
X1 = {(x1, . . . , xn) ∈ X | τ(x1, . . . , xn) > z1−α},
wobei z1−α = Φ
−1(1 − α) das (1 − α)-Quantil der Standardnormalverteilung ist. Der
Rückweisungsbereich für die Testfunktion T ist
B = τ(X1) = ]z1−α,∞[ ⊂ R.
Die Gütefunktion des Tests ist
Pn(θ) = 1− Φ
(
z1−α −
θ − θ0
σ
√
n
)
,
da
Pn(θ) = P (T > z1−α; θ)
= P
(
X̄n − θ0
σ
√
n > z1−α ; θ
)
= P
(
X̄n − θ
σ
√
n > z1−α −
θ − θ0
σ
√
n ; θ
)
= 1− Φ
(
z1−α −
θ − θ0
σ
√
n
)
.
Die Macht des Tests an der Stelle θ1 ∈ Θ1 ist
Pn(θ1) = 1− Φ
(
z1−α −
θ1 − θ0
σ
√
n
)
.
und die Operationscharakteristik des Tests ist
OCn(θ) = 1− Pn(θ) = Φ
(
z1−α −
θ − θ0
σ
√
n
)
.
Es gilt
Pn(θ) < Pn(θ0), θ < θ0
und
max
θ∈Θ0
Pn(θ) = Pn(θ0) = α,
so dass der Test nicht nur das Niveau, sondern auch den Umfang α hat. Wegen
Pn(θ) = 1− Φ
(
z1−α −
θ − θ0
σ
√
n
)
> α für alle θ ∈ Θ1
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ist der Test unverfälscht. Wegen
lim
n→∞
Pn(θ) = lim
n→∞
[
1− Φ
(
z1−α −
θ − θ0
σ
√
n
)]
= 1 für alle θ ∈ Θ1.
ist der Test konsistent.
Bemerkung 11.33 (Ein Irrtum)
Manchmal wird die Position vertreten, große Stichprobenumfänge seien beim Testen
”
nicht
sinnvoll“, da man
”
dann jede richtige Nullhypothese verwerfen könne“. Dieser Irrtum be-
ruht vermutlich auf einer Fehlinterpretation des folgenden Sachverhaltes. Bei einem Gauß-
Test kann die Nullhypothese H0 : µ ≤ 0, falls sie richtig ist, mit zunehmendem Stichpro-
benumfang bei immer kleineren Werten von x̄n > 0 abgelehnt werden. Dies bedeutet
aber nicht, dass eine richtige Nullhypothese mit größerer Wahrscheinlichkeit abgelehnt
wird, wenn der Stichprobenumfang zunimmt. Der Gauß-Test beruht nämlich nicht auf
X̄n, sondern auf der standardisierten Statistik
X̄n
σ
√
n.
Das Signifikanzniveau, d. h. die Fehlerwahrscheinlichkeit 1. Art im Fall µ = 0, ist für
jeden Stichprobenumfang
Pn(0) = 1− Φ (z1−α) = α.
Im Fall µ < 0 ist die Fehlerwahrscheinlichkeit 1. Art, also die Wahrscheinlichkeit einer
Ablehnung einer richtigen Nullhypothese,
Pn(µ) = 1− Φ
(
z1−α −
µ
σ
√
n
)
< α
mit
∂Pn(µ)
∂n
< 0 .
Diese Fehlerwahrscheinlichkeit 1. Art sinkt also mit wachsendem Stichprobenumfang. Im
Fall µ > 0 ist die Fehlerwahrscheinlichkeit 2. Art,
1− Pn(µ) = Φ
(
z1−α −
µ
σ
√
n
)
mit
∂(1− Pn(µ))
∂n
< 0 .
Die Fehlerwahrscheinlichkeit 2. Art sinkt also mit wachsendem Stichprobenumfang. Jede
zusätzliche Beobachtung ist also wertvoll, da sie die Fehlerwahrscheinlichkeiten 1. und 2.
Art bei konstantem Signifikanzniveau vermindert.
Bemerkung 11.34 (Grundidee des Wald-Tests)
1. Im Modell
Xi = β + Ui, Ui
i.i.d.∼ N(0, σ2), i = 1, . . . , n
gilt
β̂ = X̄ ∼ N
(
β,
σ2
n
)
,
√
n
β̂ − β
σ
∼ N(0, 1), n(β̂ − β)
2
σ2
∼ χ2(1) .
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Mit einem konsistenten Schätzer σ̂2n = σ̂
2
n(X1, . . . , Xn) für σ
2 gilt
n
(β̂ − β)2
σ̂2n
V→ χ2(1) .
Diese asymptotische Verteilungsaussage gilt auch unter weitaus allgemeineren Vor-
aussetzungen, entscheidend ist, dass
√
n β̂−β
σ
asymptotisch standardnormalverteilt ist
und σ2 konsistent geschätzt werden kann.
2. Für die Hypothese H0 : β = β0 ist,
Wn
def
= n
(β̂ − β0)2
σ̂2n
die Wald-Teststatistik. Falls H0 richtig ist, gilt Wn
V→ χ2(1); falls H0 falsch ist, gilt
Wn
f.s.→ ∞. H0 wird verworfen, falls Wn > χ21−α(1).
3. Für einen Parametervektor β = (β1, . . . , βk)
′ ∈ Rk×1 mit dem Schätzer B, für den
√
n(B− β) V→ Nk(0,Σ)
gilt, wobei Σ eine reguläre Kovarianzmatrix ist, die durch Σ̂n konsistent geschätzt
wird, ist die Wald-Teststatistik
Wn
def
= n(B− β0)′Σ̂−1n (B− β0) .
Falls H0 : β = β0 richtig ist, gilt Wn
V→ χ2(k), falls H0 falsch ist, gilt Wn
f.s.→ ∞.
Bemerkung 11.35 Gleichmäßig beste Tests für den Fall einseitiger Hypothesen über
eindimensionale Parameter können in einem Wahrscheinlichkeitsmodell mit monotonem
Likelihoodverhältnis15 angegeben werden.
Definition 11.36 (Monotones Likelihoodverhältnis) Eine Familie von Dichte- oder
Wahrscheinlichkeitsfunktionen {fT (t; θ) : θ ∈ Θ ⊂ R} für eine univariate Zufallsvariable T
mit Parameter θ hat ein monotones Likelihoodverhältnis (monotone likelihood ratio,
MLR), falls für jedes θ2 > θ1 das Likelihoodverhältnis g(t)
def
= fT (t; θ2)/fT (t; θ1) eine
nichtfallende Funktion auf dem Definitionsbereich {t | fT (t; θ1) > 0} ∪ {t | fT (t; θ2) > 0}
mit Funktionswerten in [0,∞] ist, wobei c/0 def= ∞, falls c > 0.
Satz 11.37 (Karlin-Rubin) Beim Testproblem H0 : θ ≤ θ0 gegen H1 : θ > θ0 sei T eine
suffiziente Statistik für θ. Die Familie von Dichte- oder Wahrscheinlichkeitsfunktionen
fT (t; θ) mit θ ∈ Θ habe ein monotones Likelihoodverhältnis. Dann ist für jedes t0 ein
Test, der H0 genau für T > t0 verwirft, ein gleichmäßig bester Test zum Niveau α =
P (T > t0; θ0).
15Siehe [Casella/Berger 2002, 8.3.2, S. 391], [Spanos 1999, 14.3.7, S. 711].
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Bemerkung 11.38 Für viele Verteilungsfamilien existieren für einen Parameter suffi-
ziente Statistiken mit monotonem Likelihoodverhältnis. Dies gilt beispielsweise für die
Normalverteilung bei bekannter Varianz und unbekanntem Mittelwert, für die Poisson-
Verteilung und für die Binomialverteilung.
Beispiel 11.39 Es seien X1, . . . , Xn
i.i.d.∼ Ber(θ) mit θ ∈ Θ ⊂ [0, 1]. T =
∑n
i=1Xi ist eine
suffiziente Statistik für θ. Das Likelihoodverhältnis, berechnet aus der Wahrscheinlich-
keitsfunktion von T , ist
g(t)
def
=
fT (t; θ2)
fT (t; θ1)
=
θt2(1− θ2)n−t
θt1(1− θ1)n−t
=
(
θ2
θ1
)t(
1− θ2
1− θ1
)n−t
.
Für θ2 > θ1 ist die Funktion g zunehmend in t. Damit ist ein Test von H0 : θ ≤ θ0 gegen
H1 : θ > θ0, der H0 genau für T > t0 verwirft, ein gleichmäßig bester Test zum Niveau
α = P (T > t0; θ0).
Bemerkung 11.40
1. Tests mit zweiseitiger Alternativhypothese sind nicht notwendig gleichmäßig beste
Tests, auch wenn die entsprechenden einseitigen Tests gleichmäßig beste Tests sind.
2. Häufig existieren bei zweiseitigen Testproblemen keine gleichmäßig besten Tests. Aber
es gibt dann häufig einen gleichmäßig besten Test in der Klasse aller unverfälschten
Tests.16
Beispiel 11.41 (Zweiseitiger t-Test) Es sei Xi
i.i.d.∼ N(µ, σ2) für i = 1, . . . , n. Die
Hypothese H0 : µ = µ0 wird zugunsten von H1 : µ 6= µ0 auf dem Signifikanzniveau α
abgelehnt, falls ∣∣∣∣X̄n − θ0S∗ √n
∣∣∣∣ > tn−1,1−α/2.
Der zweiseitige t-Test ist unverfälscht, gleichmäßig bester Test in der Klasse der
unverfälschten Tests und konsistent.17
Bemerkung 11.42 (Der Fisher-Ansatz zur Testtheorie) Die dominierende Neyman-
Pearson-Testtheorie hat den Fisher-Ansatz18 zur Testtheorie fast vollständig verdrängt.
Dieser ist durch die drei Komponenten Nullhypothese: H0 : θ = θ0, Verteilung einer
Prüfvariablen und p-Wert (p-value) charakterisiert. Es erfolgt keine Bezugnahme auf
eine Alternativhypothese.
Beispiel 11.43 (Zum Fisher-Ansatz) Für Xi
i.i.d.∼ N(µ, σ2) mit bekanntem σ2 soll die
Nullhypothese H0 : µ = µ0 überprüft werden. Die Variable
T =
√
n
X̄n − µ
σ
16Vgl. [Casella/Berger 2002, S.392].
17 [Spanos 1999, S. 706]
18Siehe [Casella/Berger 2002, 8.3.4], [Spanos 1999, 14.1-2].
11.7. Weiterführendes 109
ist standardnormalverteilt. Bei einer Fixierung von µ auf µ0 wird der p-Wert als
p = P (|T | ≥ |t| ;µ0)
mit t =
√
n x̄n−µ0
σ
berechnet. Dabei wird |T | als Abstand zwischen dem
”
besten“ Schätzer
X̄n für µ0 und dem hypothetischen Parameter µ0 interpretiert. Ein großer Abstand und
damit ein kleiner p-Wert spricht gegen die Richtigkeit von H0. Bei dem Fisher-Ansatz zur
Testtheorie steht die Interpretation von T als Pivotgröße im Vordergrund und nicht die
einer Testgröße mit alternativen Verteilungen für alternative Parameter.
Definition 11.44 (Pivotgröße) Eine Pivotgröße (pivotal function) oder Pivotvariable
ist eine Funktion
T : X ×Θ→ R, ((x1, . . . , xn), θ) 7→ T (x1, . . . , xn; θ)
mit der Eigenschaft, dass die Verteilung der Zufallsgröße T (X1, . . . , Xn, θ) für alle θ ∈ Θ
dieselbe ist und damit nicht von θ abhängt.
Bemerkung 11.45 Pivotgrößen spielen eine Rolle bei der Konstruktion von Testverfah-
ren und von Konfidenzintervallen.
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Kapitel 12
Testverfahren
Bemerkung 12.1 (Kritischer Bereich für eine Teststatistik)
1. In der Regel basieren Testverfahren auf einer reellwertigen Statistik (Testfunktion)
Tn = τ(X1, . . . , Xn) und der Angabe eines RückweisungsbereichesB ⊂ R so, dass eine
Ablehnung von H0 zugunsten von H1 genau dann erfolgt, falls tn = τ(x1, . . . , xn) ∈ B
gilt.
2. Ein solcher Test ist damit durch die Angabe der HypothesenH0 undH1, der Testfunk-
tion Tn und des Rückweisungsbereiches B spezifiziert. B hängt vom vorgegebenen
Signifikanzniveau α ab und kann von n abhängen.
12.1 Gauß-Test, t-Test und Varianztest
Bemerkung 12.2 Die drei Tests in diesem Abschnitt gehen von i. i. d. normalverteilten
Beobachtungen aus. Sie sind Beispiele von parametrischen Testverfahren.
Satz 12.3 (Gauß-Test) Es seien X1, . . . , Xn
i.i.d.∼ N(µ, σ2). σ2 sei bekannt. Dann ist ein
unverfälschter Test mit Umfang α für die Hypothesen
H0 : µ = µ0 gegen H1 : µ 6= µ0
durch die Testfunktion
Tn =
X̄ − µ0
σ
√
n
mit dem Rückweisungsbereich
B = ]−∞, zα/2[ ∪ ]z1−α/2,∞[
gegeben. Ein Test mit Umfang α für die Hypothesen
H0 : µ ≤ µ0 gegen H1 : µ > µ0
basiert auf derselben Teststatistik Tn und dem Rückweisungsbereich B = ]z1−α,∞[.
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Beweis Falls H0 richtig ist, gilt µ = µ0 und X̄ ∼ N(µ0, σ2/n). Daraus folgt Tn ∼
N(0, 1),
P (−z1−α/2 ≤ Tn ≤ z1−α/2) = 1− α
und somit P (Tn ∈ B) = α. Der Test hat also den Umfang α. Allgemein gilt Tn ∼
N
(√
nµ−µ0
σ
, 1
)
, woraus sich P (Tn ∈ B) ≥ α ergibt, so dass der Test unverfälscht ist.
Satz 12.4 (t-Test) Es sei X1, . . . , Xn
i.i.d.∼ N(µ, σ2). Dann ist ein Test mit Umfang α
für
H0 : µ = µ0 gegen H1 : µ 6= µ0
durch
Tn =
X̄ − µ0
S∗
√
n, B = ]−∞, tn−1,α/2[ ∪ ]tn−1,1−α/2,∞[
gegeben. Ein Test mit Umfang α für die Hypothesen
H0 : µ ≤ µ0 gegen H1 : µ > µ0
basiert auf derselben Teststatistik Tn und dem Rückweisungsbereich B = ]tn−1,1−α,∞[.
Beispiel 12.5 (Gauß-Test und t-Test für DAX-Jahresrendite) Die durchschnitt-
liche stetige Rendite (p. a.) des DAX in einem Zeitraum von 25 Jahren sei x̄ = 10%.
Es wird das Standardmodell der geometrischen Brown’schen Bewegung unterstellt (vgl.
Abschnitt 24.3), das auch in der Optionspreistheorie verwendet wird. In diesem Modell
sind die stetigen Jahresrenditen Xt für t = 1, . . . , 25 stochastisch unabhängig und iden-
tisch normalverteilt mit Xt ∼ N(µ, σ2). Dabei ist σ die Volatilität (p. a.).
1. Die Volatilität von σ = 25% sei bekannt und das Signifikanzniveau α = 5% sei
vorgegeben. Kann auf der Basis von x̄ bei n = 25 Beobachtungen die Nullhypothese
H0 : µ = 0 zugunsten von H1 : µ 6= 0 verworfen werden?
Die Hypothese H0 : µ = 0 wird zugunsten von H1 : µ 6= 0 verworfen, da z0.975 = 1.96
und
t =
x̄
σ
√
n =
0.10
0.25
√
25 = 2 ∈ B = ]−∞,−1.96[ ∪ ]1.96,+∞[ .
Man sagt dann auch (etwas unscharf): x̄ ist signifikant (α = 5%) von Null verschieden.
2. Die Volatilität sei durch s∗ = 25% aus den 25 Beobachtungen geschätzt. Kann auf
der Basis von x̄ bei n = 25 Beobachtungen die Nullhypothese H0 : µ = 0 zugunsten
von H1 : µ 6= 0 verworfen werden?
Die Hypothese H0 : µ = 0 kann nicht zugunsten von H1 : µ 6= 0 verworfen werden,
da t24,0.975 = 2.063 und
t =
x̄
s∗
√
n =
0.10
0.25
√
25 = 2 /∈ B = ]−∞,−2.063[ ∪ ]2.063,+∞[ .
3. Die stetige Rendite einer festverzinslichen Anlage in diesen 25 Jahren betrug 4% (p.
a.). Es soll die Frage beantwortet werden, ob die Rendite der Aktienanlage signifikant
(α = 5%) größer als µ0 = 4% war, wenn eine bekannte Volatilität von σ = 25%
unterstellt wird.
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Die Hypothese H0 : µ ≤ µ0 kann nicht zugunsten von H1 : µ > µ0 verworfen werden,
da z0.95 = 1.645 und
t =
x̄− µ0
σ
√
n =
0.06
0.25
√
25 = 1.2 /∈ B = ]1.645,+∞[ .
Es ist statistisch nicht gesichert, dass die erwartete Rendite des DAX höher ist als
4%.
Bei σ = 30% sinkt der Testfunktionswert sogar auf 1. Bei σ = 25% würde eine
durchschnittliche DAX-Rendite aus 25 Jahren in Höhe von 12.5% zu einem Test-
funktionswert von 1.7 und damit zu einer Verwerfung von H0 führen. Bei einer aus
25 Beobachtungen geschätzten Volatilität von s∗ = 0.25 erhält man aus einer t-
Verteilung mit 24 Freiheitsgraden den Wert 1.711 anstatt 1.645.
Satz 12.6 (Varianz-Test) Es seien X1, . . . , Xn
i.i.d.∼ N(µ, σ2).
(a) Dann ist ein Test mit Umfang α für
H0 : σ
2 ≥ σ20 gegen H1 : σ2 < σ20
gegeben durch
Tn =
(n− 1)S∗2
σ20
, B = [0, χ2n−1,α[ .
(b) Ist µ bekannt, dann ist ein Test mit Umfang α für dieselben Hypothesen gegeben durch
Tn =
nS2µ
σ20
, B = [0, χ2n,α[.
Bemerkung 12.7 (Approximation für große ν) Für C ∼ χ2(ν) gilt
E[C] = ν, V[C] = 2ν, C ≈ N(ν, 2ν), P
(
C − ν√
2ν
≤ zα
)
≈ α
und daher gilt für große ν die Approximation
χ2ν,α ≈ ν + zα
√
2ν.
Beispiel 12.8 (t-Test und Varianz-Test für Renditen von Kupferpreisen) Es sei-
en n = 5612 Tagesrenditen von Kupferpreisen sowie die Schätzwerte x̄ = 0.0000338 und
s∗ = 0.0159 gegeben. Die Modellannahme ist: Xi
i.i.d.∼ N(µ, σ2) für i = 1, . . . , n. Das
vorgegebene Signifikanzniveau ist α = 0.05.
1. t-Test
H0 : µ = 0 kann nicht zugunsten von H1 : µ 6= 0 abgelehnt werden, da
tn =
x̄
s∗
√
n = 0.1594 /∈ B = ]−∞,−1.96[ ∪ ]1.96,∞[
und
−t5611,0.025 = t5611,0.975 = 1.9604237 ≈ z0.975 = 1.9599640.
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2. Varianz-Test
Untersucht werden die Hypothesen H0 : σ ≥ σ0 und H1 : σ < σ0 mit σ0 = 0.02 bzw.
äquivalent dazu die Hypothesen
H0 : σ
2 ≥ 0.0004, H1 : σ2 < 0.0004 .
Der Testfunktionswert ist
tn =
(n− 1)s∗2
σ20
=
5611(0.0159)2
0.0004
= 3546.3
und der Rückweisungsbereich ist
B = [0, χ25611,0.05[ ≈ [0, 5436.7[,
da
χ25611,0.05 ≈ 5611 + z0.05
√
11222 = 5611− 1.645
√
11222 = 5436.7 .
Wegen tn ∈ B5612 wird H0 abgelehnt. Dabei ist die Fehlerwahrscheinlichkeit 1. Art
durch α = 5% nach oben beschränkt.
12.2 Kolmogoroff-Smirnoff-Test
Bemerkung 12.9 Der Kolmogoroff-Smirnoff-Test beruht auf der zufälligen empirischen
Verteilungsfunktion
F̃n(x)
def
=
1
n
n∑
i=1
1 ]−∞,x](Xi), x ∈ R,
vgl. Definition 4.3. Er ist ein Beispiel eines nichtparametrischen Testverfahrens, dessen
Idee auf der Konvergenz der empirischen Verteilungsfunktion gegen die theoretische Ver-
teilungsfunktion beruht. Der Hauptsatz der Mathematischen Statistik, vgl. Abschnitt 5.3,
besagt, dass
Dn
def
= sup
x∈R
|F̃n(x)− F (x)|
für n→∞ fast sicher gegen Null konvergiert. Während die Verteilung von Dn für n→∞
immer weiter zu einer Einpunktverteilung degeneriert, konvergiert die Verteilung von√
nDn gegen die Kolmogoroff-Verteilung.
Definition 12.10 (Kolmogoroff-Verteilung) Eine Zufallsvariable K mit der Vertei-
lungsfunktion
FK(t) = P (K ≤ t) =
0, t ≤ 01− 2 ∞∑
i=1
(−1)i−1e−2i2t2 , t > 0
besitzt die Kolmogoroff-Verteilung1.
1 [Spanos 1999, S. 538]
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Satz 12.11 (Kolmogoroff) Es seien X1, . . . , Xn
i.i.d.∼ F . Ist F stetig, dann hängt die
Verteilung der Zufallsvariablen
Kn
def
=
√
nDn
nicht von F ab und es gilt
Kn
V→ K
wobei K die Kolmogoroff-Verteilung besitzt.
Bemerkung 12.12 (Kolmogoroff-Verteilung)
1. Für kleine Stichproben finden sich in der Literatur teils Tabellen mit Quantilen der
Verteilung von Kn,
2 teils mit Quantilen der Verteilung von Dn,
3
2. Häufig verwendete Quantile der Kolmogoroff-Verteilung sind k1−α = 1.63, 1.36, 1.22
für α = 0.01, 0.05, 0.10.4
Satz 12.13 (Kolmogoroff-Smirnoff-Test) Es seien X1, . . . , Xn
i.i.d.∼ F und F sei ste-
tig.
1. Ein Test mit Umfang α für
H0 : F = F0 gegen H1 : F 6= F0
ist durch
Tn =
√
n sup
x∈R
|F̃n(x)− F0(x)|, B = ]kn,1−α,∞[
gegeben. Dabei bezeichnet kn,1−α ein Quantil der Verteilung von Kn.
2. Ein asymptotischer Test mit Umfang α für
H0 : F = F0 gegen H1 : F 6= F0
ist durch
Tn =
√
n sup
x∈R
|F̃n(x)− F0(x)|, B = ]k1−α,∞[
gegeben. Dabei ist k1−α ein Quantil der Kolmogoroff-Verteilung.
Bemerkung 12.14
1. F = F0 bedeutet F (x) = F0(x) für alle x ∈ R. F 6= F0 bedeutet F (x) 6= F0(x) an
mindestens einer Stelle x ∈ R.
2Siehe [Hartung/Elpelt/Klösener 2009, S. 183f.], wo das p-Quantil von Kn mit dn;p bezeichnet ist.
3Siehe [Rinne 2008, S. 577, 961f.], wo das (1 − α)-Quantil von Dn mit ∆n;1−α/2 bezeichnet ist, [Bei-
chelt/Montgomery 2003, S. 287, 416], wo das p-Quantil von Dn mit kn,p bezeichnet ist, und [Müller
1991, S. 187, 625f.], wo das p-Quantil von Dn mit kn;p bezeichnet ist.
4 [Dudewicz/Mishra 1988, S. 670]
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2. Die Verteilungsfunktion F0 ist bekannt und vollständig spezifiziert. Beispielsweise ist
durch
F0(x) = Φ
(
x− µ0
σ0
)
die Verteilungsfunktion einer speziellen Normalverteilung mit spezifizierten, bekann-
ten Parametern µ0 und σ0 festgelegt. In diesem Spezialfall gilt
Dn = sup
x∈R
∣∣∣∣F̃n(x)− Φ(x− µ0σ0
)∣∣∣∣ = sup
y∈R
∣∣∣∣∣ 1n
n∑
i=1
1[ Xi−µ0
σ0
,∞
[ (y)− Φ(y)
∣∣∣∣∣ .
Der Kolmogoroff-Smirnoff-Test mit einer bekannten Normalverteilung als Nullhypo-
these kann daher auch durchgeführt werden, indem die empirische Verteilungsfunkti-
on standardisierter Daten mit der Verteilungsfunktion der Standardnormalverteilung
verglichen wird.
3. Eine Variante des Kolmogoroff-Smirnoff-Tests mit der Nullhypothese, dass irgendei-
ne Normalverteilung vorliegt und der Gegenhypothese, dass keine Normalverteilung
vorliegt, ist der weiter unten behandelte Lilliefors-Test, siehe Abschnitt 12.5. Bei
diesem sind die Parameter µ0 und σ0 nicht spezifiziert, sondern werden aus denselben
Daten geschätzt, mit denen der Test auf Normalverteilung durchgeführt wird.
12.3 Test über eine Wahrscheinlichkeit
Satz 12.15 (Asymptotischer Test über eine Wahrscheinlichkeit) Es seien X1,. . . ,
Xn
i.i.d.∼ Ber(π). Dann ist ein Test für die Hypothesen
H0 : π = π0 gegen H1 : π 6= π0
mit asymptotischem Umfang α durch die Testfunktion
Tn =
√
n
π̂n − π0√
π0(1− π0)
mit π̂n =
1
n
∑n
i=1Xi und dem Ablehnungsbereich
B = ]−∞, zα
2
[ ∪ ]z1−α
2
,∞[
gegeben.
Beweis Wenn H0 richtig ist, gilt E[X1] = π0, V[X1] = π0(1− π0) und damit Tn
V→ Z ∼
N(0, 1), vgl. (9.6). Daraus folgt limn→∞ P (Tn ∈ B) = α.
Bemerkung 12.16 Der oben angegebene Test beruht darauf, dass X1 die Standardab-
weichung
σ
def
=
√
π0(1− π0)
hat, falls die Nullhypothese richtig ist. Einen alternativen asymptotischen Test erhält man
basierend auf dem ML-Schätzer
σ̂n
def
=
√
π̂n(1− π̂n)
für σ.
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Satz 12.17 (Asymptotischer Test über eine Wahrscheinlichkeit) Es seien X1, . . .,
Xn
i.i.d.∼ Ber(π). Dann ist ein Test für
H0 : π = π0 gegen H1 : π 6= π0
mit asymptotischem Umfang α durch die Testfunktion
T ?n =
√
n
π̂n − π0√
π̂n(1− π̂n)
mit dem Ablehnungsbereich
B = ]−∞, zα
2
[∪ ]z1−α
2
,∞[ .
gegeben.
Beweis Falls H0 richtig ist, gilt π̂n
P→ π0. Wegen
T ?n = Tn
σ
σ̂n
und
σ
σ̂n
P→ 1
ergibt sich mit dem Theorem von Slutsky, siehe Satz 5.26, dass T ?n dieselbe Grenzverteilung
wie Tn hat. Falls H0 richtig ist, gilt also T
?
n
V→ N(0, 1) und daraus folgt
lim
n→∞
P (T ?n ∈ B) = α.
Bemerkung 12.18 Falls H0 richtig ist, gilt Tn
V→ N(0, 1) und T ?n
V→ N(0, 1), aber kei-
ner der beiden Tests ist dem anderen gleichmäßig überlegen, da sich die Gütefunktionen
kreuzen.5 Dabei ist der Test aus Satz 12.15 besser, wenn |π − π0| klein ist, während der
Test aus Satz 12.17 besser ist, wenn |π − π0| groß ist.
12.4 Tests auf Fehlspezifikation
Bemerkung 12.19 Die Voraussetzung Xi
i.i.d.∼ N(µ, σ2), die z. B. beim Gauß-Test, beim
t-Test oder beim Chiquadrat-Varianztest gemacht wird, wird in diesen Testverfahren
grundsätzlich als richtig unterstellt und kann durch diese Testverfahren selbst nicht über-
prüft werden. Ein Testverfahren, dass die Modellvoraussetzungen eines Test- oder Schätz-
verfahrens überprüft, wird als Test auf Fehlspezifikation des Modells (misspecifiction
testing) bezeichnet.6 Es handelt sich um Testverfahren, die über einen gegebenen Modell-
rahmen hinausgreifen müssen, um den Modellrahmen selbst zu überprüfen.
Bemerkung 12.20 (Das Prinzip der Modelleinbettung) Bei einem parametrischen
Schätzproblem wird häufig der Ansatz der eingebetteten oder geschachtelten Mo-
delle (nested models) gewählt. Dabei wird das postulierte Modell in ein umfassendes
Modell (encompassing model) eingebettet. Bei speziellen Parameterkonstellationen des
umfassenden Modells ergibt sich das postulierte Modell als Spezialfall und man testet, ob
diese Parameterkonstellationen mit den Daten verträglich sind.
5Vgl. [Casella/Berger 2002, S. 493f.].
6 [Spanos 1999, Kap. 15]
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Beispiel 12.21 (Homogene lineare Einfachregression) Ein postuliertes homogenes
lineares Regressionsmodell
Yi = β1xi + Ui, i = 1, . . . , n
mit festen xi und Ui
i.i.d.∼ N(0, σ2) kann in das allgemeinere Regressionsmodell
Yi = β0 + β1xi + Ui
eingebettet werden. Es wird dann im umfassenden Modell die Hypothese der Homogenität
H0 : β0 = 0 gegen H1 : β0 6= 0 getestet. Der entsprechende Test basiert auf den KQ-
Schätzern B0 und B1 für β0 und β1 aus (9.5) und (9.4). Für die Testfunktion
T =
B0
σ̂[B0]
,
wobei σ̂[B0] die geschätzte Standardabweichung des Schätzers B0 ist, vgl. (14.5), gilt
T ∼ t(n − 2), falls H0 richtig ist. Falls die Nullhypothese, auch bei relativ großer (!)
eingeräumter Fehlerwahrscheinlichkeit 1. Art, nicht verworfen wird, gilt dies als eine teil-
weise Bestätigung der Modellannahme der Homogenität (β0 = 0). Dieser Test überprüft
nur einen Aspekt des Modells, da das stochastische Modell Ui
i.i.d.∼ N(0, σ2) und die Linea-
rität des Zusammenhanges vorausgesetzt werden. Auch dann, wenn H0 nicht verworfen
werden kann, können andere Verletzungen der Modellvoraussetzungen vorliegen.
Beispiel 12.22 Das postulierte Modell
Xt
i.i.d.∼ N(µ, σ2), t = 1, . . . , n
kann in das umfassende Modell mit multivariat normalverteiltem Vektor (X1, . . . , Xn)
und den Annahmen
Xt ∼ N(µ, σ2), t = 1, . . . , n
und
Cov[Xt, Xs] =

%σ2, |t− s| = 1
falls
0, |t− s| > 1
eingebettet werden. Der Spezialfall % = 0 im umfassenden Modell entspricht dann dem
postulierten Modell. Ein Test von H0 : % = 0 im umfassenden Modell kann daher als eine
Überprüfung der Unabhängigkeitsannahme im postulierten Modell aufgefasst werden. Zu
beachten ist, dass nur eine sehr spezielle Abhängigkeitsstruktur untersucht wird.
Bemerkung 12.23 (Voraussetzungen im Normalverteilungsmodell) Die Voraus-
setzung Xi
i.i.d.∼ N(µ, σ2) kann in drei Annahmen zerlegt werden, die voneinander logisch
unabhängig sind:
A1 Die Xi sind normalverteilt, Xi ∼ N(µi, σ2i ).
A2 Die Xi sind stochastisch unabhängig.
A3 Die Xi sind identisch verteilt.
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Diese drei Annahmen können nicht isoliert getestet werden. Bei einem Test der Annahme
A1 werden z. B. die Annahmen A2 und A3 als Voraussetzungen gemacht. Getestet werden
können aber auch Implikationen der drei Annahmen, z. B., dass die Beobachtungen i. i. d.
sind, d. h. dass A2 und A3 gleichzeitig erfüllt sind. Eine testbare Implikation von A3 ist,
dass die Erwartungswerte identisch sind, falls diese existieren. Eine testbare Implikation
von A2 ist die Unkorreliertheit.
12.5 Lilliefors-Test auf Normalverteilung
Bemerkung 12.24 Der Lilliefors-Test auf Normalverteilung7 überprüft die Normalver-
teilungshypothese (A1) und setzt dabei die i. i. d.-Eigenschaft (A2 und A3) voraus. Er
basiert auf einer Verallgemeinerung des Kolmogoroff-Smirnoff-Tests.
1. Falls getestet werden soll, ob die Beobachtungen X1, . . . , Xn aus einer Normalvertei-
lung N(µ, σ2) kommen, wobei die unbekannten Parameter µ und σ durch X̄ und S∗
geschätzt werden, dann folgen die Statistiken
D?n
def
= sup
x∈R
∣∣∣∣F̃n(x)− Φ(x− X̄S∗
)∣∣∣∣ (12.1)
und
K?n
def
=
√
nD?n
nicht den analogen Verteilungen von
Dn
def
= sup
x∈R
∣∣∣∣F̃n(x)− Φ(x− µσ
)∣∣∣∣
bzw. Kn =
√
nDn aus dem Kolmogoroff-Smirnoff-Test
8.
2. Wenn F̃ ?n die empirische Verteilungsfunktion der transformierten Daten
X?i
def
=
Xi − X̄
S∗
bezeichnet, dann ergibt sich eine alternative Darstellung für die Statistik D?n als
D?n = sup
x∈R
∣∣∣F̃ ?n(x)− Φ(x)∣∣∣ . (12.2)
In der letzten Form ist die Statistik als Lilliefors-Teststatistik bekannt.9
3. Die Verteilung der Teststatistik D?n hängt nicht von den Parametern µ und σ ab.
10
4. Die Ablehnung der Nullhypothese erfolgt für große Werte der Teststatistik D?n.
11
7 [Gibbons/Chakraborti 2011, S. 126], [Lilliefors 1967]
8 [Hartung/Elpelt/Klösener 2009, S. 184], [Dudewicz/Mishra 1988, S. 670]
9 [Dudewicz/Mishra 1988, S. 671]
10 [Lehmann/Romano 2005, S. 589]
11Kritische Werte von D?n für α = 0.05, 0.01 und n = 10, 15, 20, 30, 50, 100 finden sich in [Vogel 2005, S.
309].
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5. K?n =
√
nD?n konvergiert in Verteilung gegen eine Zufallsvariable K
?. Quantile von
K? sind z. B. k?1−α = 1.031, 0.886, 0.805 für α = 0.01, 0.05, 0.10.
12 Im Vergleich dazu
sind die analogen Quantile der Kolmogoroff-Statistik weitaus größer; es gilt k1−α =
1.63, 1.36, 1.22 für α = 0.01, 0.05, 0.10.13
12.6 Run-Test auf Zufälligkeit
Bemerkung 12.25 Tests zur Überprüfung der i. i. d.-Eigenschaft (A2 und A3 gleichzei-
tig) werden als Tests auf Zufälligkeit (randomness) bezeichnet.
1. Run-Tests beruhen auf der Anzahl der runs up und der runs down der Länge k < n.
Ein run up der Länge k, beginnend mit Xi, liegt vor, wenn für k + 1 aufeinanderfol-
gende Beobachtungen
Xi < Xi+1 < . . . < Xi+k
gilt, wobei entweder i = 1 oder Xi−1 > Xi, falls i > 1, und entweder i + k = n oder
Xi+k > Xi+k+1. Analog besteht ein run down der Länge k aus k + 1 aufeinander-
folgenden fallenden Beobachtungen. Wenn die Xi jeweils stetig verteilt sind, ist bei
Unabhängigkeit die Wahrscheinlichkeit für das Auftreten von Bindungen (ties) der
Form Xi = Xi+1 Null.
2. Der einfachste Run-Test setzt voraus, dass die Beobachtungen Xi jeweils Realisatio-
nen stetiger Zufallsvariablen sind. Er beruht auf der zufälligen Gesamtanzahl R aller
runs, die den Erwartungswert
E[R] =
2n− 1
3
,
die Varianz
V[R] =
16n− 29
90
hat und asymptotisch normalverteilt ist. Es gilt
P (R ∈ {1, 2, . . . , n− 1}) = 1.
Die asymptotisch standardnormalverteilte Teststatistik ist daher
Tn =
R− E[R]√
V[R]
,
wobei die Nullhypothese verworfen wird, falls |tn| > z1−α/2.
12.7 Weiterführendes
Bemerkung 12.26 (Zur Äquivalenz von (12.1) und (12.2)) Für jeden Beobachtungs-
vektor x1, . . . , xn gilt
sup
x∈R
∣∣∣∣F̂n(x)− Φ(x− x̄s∗
)∣∣∣∣ = sup
x∈R
∣∣∣∣∣ 1n
n∑
i=1
1[xi,∞[(x)− Φ
(
x− x̄
s∗
)∣∣∣∣∣
12 [Dudewicz/Mishra 1988, S. 671]
13 [Dudewicz/Mishra 1988, S. 670]
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= sup
y∈R
∣∣∣∣∣∣∣
1
n
n∑
i=1
1[xi − x̄
s∗
,∞
[(y)− Φ(y)
∣∣∣∣∣∣∣ .
Bemerkung 12.27 (Optimaler Stichprobenumfang) Berücksichtigt man die Kosten
der Stichprobenerhebung, so kann ein optimaler Stichprobenumfang bestimmt werden,
wenn man bereit ist, eine Fehlerwahrscheinlichkeit 2. Art in einer vorgegebenen Höhe
zuzulassen.
Bemerkung 12.28 (Relevanz und Signifikanz) Manchmal sind bei Anwendungen
kleine Differenzen zwischen der Null- und der Gegenhypothese irrelevant, auch wenn diese
statistisch signifikant sind. Die Tatsache, dass es mit großen Stichproben möglich ist, auch
zwischen sehr nahe beieinander liegenden Hypothesen zu differenzieren, könnte zu dem
Schluss verleiten, dass in einer solchen Situation kleine Stichproben nützlicher als große
sind.
Dies ist aber ein Trugschluss. Vielmehr ist es sinnvoll, den Test so durchzuführen,
dass eine Verwerfung der Nullhypothese erst ab einer gewissen Schwelle erfolgt. Dadurch
ist es möglich, das gewünschte Signifikanzniveau einzuhalten und durch die Wahl des
Stichprobenumfangs die Wahrscheinlichkeit für den Fehler zweiter Art zu kontrollieren.
Sind z. B. beim Gauß-Test kleine Abweichungen des Erwartungswertes µ von einer vor-
gegebenen Zielgröße µopt nach oben irrelevant, während größere Abweichungen nach oben
relevant sind, so kann ein entsprechender Sicherheitsabstand c > 0 zur Gegenhypothese
eingebaut werden. Es kann dann z. B. mit den Hypothesen
H0 : µ ≤ µ0
def
= µopt + c, H1 : µ > µ0,
der Testfunktion
T =
X̄ − µ0
σ
√
n
und dem Verwerfungsbereich B = ]z1−α,∞[ gearbeitet werden. Die modifizierte Nullhy-
pothese wird nur dann verworfen, wenn x̄ signifikant größer als µ0 und damit erst recht
größer als µopt = µ0 − c ist.
Jede zusätzliche Beobachtung ist in diesem Fall wertvoll, da sie entweder bei festem Si-
cherheitsabstand c die Fehlerwahrscheinlichkeiten vermindert oder genutzt werden kann,
um bei gleichen vorgegebenen Fehlerwahrscheinlichkeiten mit einem höheren Sicherheits-
abstand c zu arbeiten.
Bemerkung 12.29 (Kolmogoroff-Smirnoff-Zweistichprobentest) Beim Vergleich
von zwei unabhängigen Stichproben mit den Verteilungsfunktionen F und G und den
Stichprobenumfängen m und n führt der Test der Nullhypothese H0 : F = G zur Test-
statistik
Dm,n = sup
x∈R
∣∣∣F̃m(x)− G̃n(x)∣∣∣ ,
wobei F̃m und G̃n die empirischen Verteilungsfunktionen sind.
14 Für n → ∞, m → ∞,√
mn
m+n
→∞ konvergiert
√
mn
m+n
Dm,n in Verteilung gegen die Kolmogoroff-Verteilung.
14 [Dudewicz/Mishra 1988, S. 673]
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Bemerkung 12.30 (Pearson’scher Chiquadrat-Test) Ausgangspunkt für diesen auch
als χ2-Anpassungstest bezeichneten Test ist die Verteilung der Häufigkeiten X0, X1, . . .,
XK in K + 1 Kategorien mit den K + 1 Wahrscheinlichkeiten θ1, . . . , θK und θ0 =
1 −
∑K
k=1 θk. Wegen X0 = n −
∑K
k=1Xk genügt es, die Verteilung von (X1, . . . , XK)
zu betrachten. Der Vektor (X1, . . . , XK) ist multinomialverteilt mit der Wahrschein-
lichkeitsfunktion15
fX1,...,XK (x1, . . . , xK) =
n!
x0!x1! · · · xK !
K∏
k=0
θxkk .
Der Test mit den Hypothesen H0 : (θ1, . . . , θk) = (p1, . . . , pk) und H1 : (θ1, . . . , θk) 6=
(p1, . . . , pk), wobei zwei Vektoren ungleich sind, falls diese sich in mindestens einer Kom-
ponente unterscheiden, basiert auf der Teststatistik
Cn
def
=
K∑
k=0
(Xk − npk)2
npk
,
die für n→∞ asymptotisch chiquadratverteilt mit K Freiheitsgraden ist, falls die Null-
hypothese richtig ist, und Pearson’sches Chiquadrat heißt. Das Neyman’sche Chi-
quadrat
C̃n
def
=
K∑
k=0
(Xk − npk)2
Xk
ist ebenfalls asymptotisch chiquadratverteilt mit K Freiheitsgraden, falls die Nullhypo-
these richtig ist.
Bemerkung 12.31 (Test auf Unabhängigkeit) Unter der Voraussetzung normalver-
teilter und zeitlich geordneter Beobachtungen können zeitliche Abhängigkeitsstrukturen
als Alternativhypothesen zur Unabhängigkeit formuliert werden. Ein AR(1)-Modell führt
zu einem t-Test.16 Ein AR(m)-Modell führt zu einem F -Test.17
Bemerkung 12.32 (Test auf Unkorreliertheit) Voraussetzung ist, dass die Beobach-
tungen einem schwach stationären stochastischen Prozess folgen. Für den Test von
H0 : 0 = %(1) = %(2) = . . . = %(m)
mit m < n − 1 sind die Teststatistiken von Box/Pierce18, von Ljung/Box19 und
von McLeod/Li20 jeweils asymptotisch chiquadratverteilt mit m Freiheitsgraden, falls
die Nullhypothese richtig ist.
Bemerkung 12.33 (Tests auf Normalverteilung) Die Tests von D’Agostino und
Pearson21 beruhen auf der Schiefe und Wölbung der Verteilung. Der Test von An-
derson/Darling22 beruht auf der empirischen Verteilungsfunktion. Der Shapiro-Wilk-
Test23 beruht auf der geordneten Stichprobe.
15 [Rinne 2008, S. 277]
16 [Spanos 1999, S. 759]
17 [Spanos 1999, S. 760, 770]
18 [Spanos 1999, S. 748]
19 [Spanos 1999, S. 749, 770]
20 [Spanos 1999, S. 749, 770]
21 [Spanos 1999, S. 745]
22 [Spanos 1999, S. 772]
23 [Spanos 1999, S. 744, 772]
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Bemerkung 12.34 (Tests auf identische Verteilung) Die Xi seien stochastisch un-
abhängig mit den Verteilungsfunktionen Fi. Dann ist die Nullhypothese:
H0 : Fi = Fj, i, j = 1, . . . , n .
Im Rahmen eines parametrischen Modells werden anstatt der allgemeinen Gegenhypo-
these
H1 : Fi 6= Fj für mindestens ein Paar (i, j)
spezielle Heterogenitätsmodelle formuliert, z. B. kann die Heterogenität des Lageparame-
ters durch
Fi(x− µ0 − iδ) = F (x), i = 1, . . . , n
modelliert werden und dann H0 : δ = 0 getestet werden.
Nichtparametrische Tests auf identische Verteilung basieren z. B. auf den Vorzei-
chen der Differenzen Xi −Xj. Mit den Indikatorvariablen Sij = 1, falls Xi > Xj, Sij = 0
sonst, ergeben sich die Teststatistiken von Mann
M =
∑
1≤i≤j≤n
Sij
und von Daniels24
D =
∑
1≤i≤j≤n
(j − i)Sij .
Bemerkung 12.35 (Levene-Test auf Zufälligkeit) Der Levene-Test auf Zufälligkeit25
reagiert auf Abweichungen von der Nullhypothese in verschiedene Richtungen. Er beruht
auf denm zufälligen runs up und denm zufälligen runs down der Länge k für k = 1, . . . ,m.
Dabei ist m < n die Länge des längsten beobachteten run. Die 2m Zufallsvariablen
mit den Anzahlen der runs up und runs down werden in einem (2m)-dimensionalen
Zufallsvektor Y = (Y1, . . . , Y2m)
′ zusammengefasst, für den der Erwartungswertvektor
µ = (E[Y1], . . . ,E[Y2m])
′ und die Kovarianzmatrix Σ = [Cov[Yi, Yj]i,j=1,...,2m] bei Richtig-
keit der Nullhypothese angegeben werden können. Die Teststatistik
L = (Y − µ)′Σ−1(Y − µ)
ist asymptotisch (für fixiertes m und für n→∞) chiquadratverteilt mit 2m Freiheitsgra-
den, falls die Nullhypothese richtig ist.
Bemerkung 12.36 (Zur Formulierung
”
Test auf ... “)
1. Die deutsche Formulierung
”
Test auf ...“ ist eine sprachliche Verkürzung von
”
Test
auf das Vorliegen von ... in der Grundgesamtheit“ oder
”
Test über das Vorliegen
von ... in der Grundgesamtheit“. So wird von Test auf Unabhängigkeit, Test auf
Normalverteilung, Test auf Heteroskedastizität usw. gesprochen.
2. Bei Bezeichnungen von Tests in der Literatur bedeutet
”
Test auf ...“ dass die Eigen-
schaft
”
...“
(a) entweder durch die Nullhypothese behauptet wird (z. B. Prüfung auf stochasti-
sche Unabhängigkeit26, Test auf Unabhängigkeit27, Test auf Normalverteilung28,
24Siehe [Spanos 1999, S. 750].
25Siehe [Spanos 1999, S. 213, 751, 771].
26 [Witting 1978]
27 [Büning/Trenkler 1994], [Rüger 2002, S. 220], [Rinne 2008, S. 566]
28 [Hartung/Elpelt/Klösener 2009, S. 1131]
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Tests auf Homogenität29)
(b) oder durch die Gegenhypothese behauptet wird (Tests auf Schiefe und Exzess30
haben die Nullhypothese, dass der Schiefe- bzw. Exzessparameter den Wert Null
hat; Tests auf Heteroskedastizität31 haben die Nullhypothese der Homogenität).
3. Ein anderer Ansatz ist es, durch die Formulierung
”
Test auf ... “ kontextabhängig
zum Ausdruck zu bringen, welche Eigenschaft durch den Forscher bestätigt werden
soll. Wenn also
”
auf Abhängigkeit getestet wird“, dann wird formal ein Unabhängig-
keitstest, der auch Test auf Unabhängigkeit heißt, mit dem Ziel durchgeführt, die
Nullhypothese der Unabhängigkeit zu verwerfen.
4. Die Formulierung
”
Test auf ... “ hat keine direkte Entsprechung im Englischen. Dort
gibt es
”
testing for ...“ (z. B. testing for normality32, testing for independence33,
testing for symmetry34) und
”
test of ...“ (z. B. test of normality35, tests of indepen-
dence36, test of randomness37).
29 [Beichelt/Montgomery 2003, S. 288]
30 [Hartung/Elpelt/Klösener 2009, S. 189]
31 [Assenmacher 2002, S. 187]
32 [Thode 2002]
33 [Lehmann/Romano 2005, S. 127]
34 [Encyclopedia of Statistical Sciences 2006, S. 8579]
35 [Encyclopedia of Statistical Sciences 2006, S. 8583]
36 [Lehmann/Romano 2005, S. 636], [Gouriéroux/Monfort 1995b, S. 111]
37 [Encyclopedia of Statistical Sciences 2006, S. 8586]
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Kapitel 13
Unabhängigkeit und Korrelation
Bemerkung 13.1
1. Zwei statistische Merkmale in der Grundgesamtheit werden charakterisiert durch Zu-
fallsvariablen X und Y mit einer gemeinsamen Wahrscheinlichkeitsverteilung (kurz:
gemeinsamen Verteilung).
2. Die beobachteten Werte (xi, yi) für i = 1, . . . , n sind realisierte Wertepaare von n
Zufallsvektoren (Xi, Yi). Diese Zufallsvektoren sind unabhängig und identisch verteilt
mit der Verteilung von (X, Y ) und bilden eine Zufallsstichprobe vom Umfang n.
13.1 Gemeinsame Verteilung
Bemerkung 13.2 Die gemeinsame Verteilung von zwei Zufallsvariablen X und Y liegt
fest, wenn alle Wahrscheinlichkeiten der Form P (X ≤ x, Y ≤ y) für x ∈ R und y ∈ R
berechnet werden können, die durch die Verteilungsfunktion angegeben sind.
Definition 13.3 Die gemeinsame Verteilungsfunktion der Zufallsvariablen X und
Y ist die Funktion FX,Y : R×R→ [0, 1] mit
FX,Y (x, y) = P (X ≤ x, Y ≤ y), x ∈ R, y ∈ R.
Bemerkung 13.4 Im Spezialfall einer gemeinsamen diskreten Verteilung gibt es eine
abzählbare Teilmenge T ⊂ R×R mit
P ((X, Y ) ∈ T ) = 1
und durch fX,Y (x, y)
def
= P ((X, Y ) = (x, y)) ist die gemeinsame Wahrscheinlichkeits-
funktion definiert.
Bemerkung 13.5 Im Spezialfall einer gemeinsamen stetigen Verteilung gibt es eine
gemeinsame Dichtefunktion fX,Y : R×R→ [0,∞[ mit∫ ∞
−∞
∫ ∞
−∞
fX,Y (x, y) dx dy = 1
und
FX,Y (x, y) =
∫ y
−∞
∫ x
−∞
fX,Y (u, v) du dv.
Die folgende Verteilung ist ein Beispiel einer zweidimensionalen stetigen Verteilung.
127
128 Kapitel 13. Unabhängigkeit und Korrelation
Definition 13.6 (Bivariate Normalverteilung) Der Zufallsvektor (X, Y ) ist bivari-
at normalverteilt mitRäubernest, Räuberbande, Wilde Waldtraut, Viktor der verschla-
gen den fünf Parametern µX ∈ R, σX > 0, µY ∈ R, σY > 0 und % ∈ ]−1,+1[ , falls die
gemeinsame Dichtefunktion durch
fX,Y (x, y) =
(1− %2)−1/2
2πσXσY
exp
(
− x̃
2 − 2%x̃ỹ + ỹ2
2(1− %2)
)
(13.1)
mit
x̃
def
=
x− µX
σX
, ỹ
def
=
y − µY
σY
gegeben ist. Im Spezialfall µX = µY = 0 und σX = σY = 1 liegt eine bivariate Stan-
dardnormalverteilung mit dem Parameter % vor.
Bemerkung 13.7 (Randverteilungen)
1. FX,Y sei die Verteilungsfunktion des Zufallsvektors (X, Y ), dann ergibt sich die Rand-
verteilung (marginal distribution) von X aus:
FX(x) = P (X ≤ x) = P (X ≤ x,−∞ < Y <∞) = lim
y→∞
FX,Y (x, y).
2. Bei Existenz einer zweidimensionalen Dichtefunktion fX,Y (x, y) gilt
fX(x) =
∫ ∞
−∞
fX,Y (x, y) dy.
3. Bei Existenz einer zweidimensionalen Wahrscheinlichkeitsfunktion fX,Y (x, y) gilt
fX(x) =
∑
y∈R
fX,Y (x, y).
Beispiel 13.8 (Bivariate Normalverteilung) Die Randverteilungen der bivariaten Nor-
malverteilung mit den Parametern µX , σX , µY , σY und % und der Dichtefunktion aus
(13.1) sind
X ∼ N(µX , σ2X), Y ∼ N(µY , σ2Y )
mit den Dichtefunktionen
fX(x) =
1√
2πσX
exp
(
−(x− µX)
2
2σ2X
)
, fY (y) =
1√
2πσY
exp
(
−(y − µY )
2
2σ2Y
)
. (13.2)
Bemerkung 13.9 Wenn X und Y jeweils univariat normalverteilt sind, dann impliziert
dies im Allgemeinen nicht, dass (X, Y ) bivariat normalverteilt ist.
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13.2 Unabhängigkeit
Definition 13.10 (Stochastische Unabhängigkeit) Die ZufallsvariablenX und Y hei-
ßen stochastisch unabhängig, falls
P (X ∈ A, Y ∈ B) = P (X ∈ A)P (Y ∈ B)
für beliebige Mengen A und B gilt.
Bemerkung 13.11 (Kriterien für Unabhängigkeit) Ein notwendiges und hinreichen-
des Kriterium für die stochastische Unabhängigkeit von zwei Zufallsvariablen ist die Fak-
torisierung der gemeinsamen Verteilungsfunktion, d. h.
FX,Y (x, y) = FX(x)FY (y), x ∈ R, y ∈ R .
Im stetigen oder diskreten Fall ist die Faktorisierung der gemeinsamen Dichte- bzw. Wahr-
scheinlichkeitsfunktion,
fX,Y (x, y) = fX(x)fY (y), x ∈ R, y ∈ R,
ein notwendiges und hinreichendes Kriterium für die stochastische Unabhängigkeit.
Beispiel 13.12 (Bivariate Normalverteilung) Für % = 0 ergibt sich aus (13.1) die
Faktorisierung fX,Y (x, y) = fX(x)fY (y) mit den Dichtefunktionen fX und fY aus (13.2),
so dass in diesem Fall X und Y stochastisch unabhängig sind. Im Fall der bivariaten
Normalverteilung folgt also aus % = 0 die Unabhängigkeit.
13.3 Kovarianz und Korrelation
Bemerkung 13.13 Für eine Zufallsvariable g(X, Y ) kann der Erwartungswert E[g(X, Y )]
durch
E[g(X, Y )] =
∫ ∞
−∞
∫ ∞
−∞
g(x, y) dFX,Y (x, y)
aus der gemeinsamen Verteilungsfunktion FX,Y bestimmt werden. Im stetigen Fall steht
dFX,Y (x, y) für fX,Y (x, y) dy dx.
Definition 13.14 (Kovarianz und Korrelation)
1. Für V[X] <∞ und V[Y ] <∞ ist
Cov[X, Y ]
def
= E[(X − E[X])(Y − E[Y ])]
die Kovarianz zwischen den Zufallsvariablen X und Y .
2. Für 0 < V[X] <∞ und 0 < V[Y ] <∞ ist
Corr[X, Y ]
def
=
Cov[X, Y ]√
V[X]V[Y ]
die Korrelation zwischen den Zufallsvariablen X und Y .
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3. Im Fall Cov[X, Y ] = 0 heißen X und Y unkorreliert.
4. Die empirische Kovarianz zwischen den Merkmalen X und Y ist
sxy
def
=
1
n
n∑
i=1
(xi − x̄)(yi − ȳ) .
5. Falls s2x = sxx > 0 und s
2
y = syy > 0 ist
rxy
def
=
sxy√
s2xs
2
y
die empirische Korrelation zwischen den Merkmalen X und Y .
6. Zwei Merkmale X und Y heißen empirisch unkorreliert, falls sxy = 0.
Bemerkung 13.15 (Eigenschaften der Kovarianz) Es sei E[X2] < ∞, E[Y 2] < ∞,
E[Z2] <∞ und a, b ∈ R. Dann gilt:
1. Cov[X, Y ] = E[XY ]− E[X]E[Y ],
2. Cov[X, Y ] = Cov[Y,X],
3. Cov[X,X] = V[X],
4. Cov[a+X, b+ Y ] = Cov[X, Y ],
5. Cov[aX + bY, Z] = aCov[X,Z] + bCov[Y, Z],
6. V[aX + bY ] = a2V[X] + b2V[Y ] + 2abCov[X, Y ].
Satz 13.16 (Cauchy-Schwarz’sche Ungleichung) Es sei E[X2] < ∞ und E[Y 2] <
∞. Dann gilt
E[|XY |] ≤
√
E[X2]E[Y 2].
Zum Beweis siehe [Karr 1993, Corollary 4.36].
Satz 13.17 X und Y seien Zufallsvariablen mit V[X] <∞ und V[Y ] <∞. Dann gilt
−
√
V[X]V[Y ] ≤ Cov[X, Y ] ≤
√
V[X]V[Y ].
Beweis Für Ẋ
def
= X − E[X] und Ẏ def= Y − E[Y ] gilt E[Ẋ2] = V[X] < ∞ und
E[Ẏ 2] = V[Y ] < ∞. Mit der Jensen’schen Ungleichung (Satz 3.40) und mit Satz 13.16
folgt
|Cov[X, Y ]| = |E[ẊẎ ]| ≤ E[|ẊẎ |] ≤
√
E[Ẋ2]E[Ẏ 2] =
√
V[X]V[Y ].
Bemerkung 13.18 (Eigenschaften der Korrelation) Es sei 0 < V[X] < ∞, 0 <
V[Y ] <∞ und a, b, c, d ∈ R. Dann gilt:
1. Corr[X, Y ] = Corr[Y,X],
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2. Corr[X,X] = 1,
3. −1 ≤ Corr[X, Y ] ≤ 1,
4. Corr[a+ bX, c+ dY ] = bd|bd|Corr[X, Y ], b 6= 0, d 6= 0.
Bemerkung 13.19 (Empirische Verteilung) Empirische Kovarianzen und Korrela-
tionen können formal als Spezialfälle der theoretischen Kovarianzen und Korrelationen
gesehen werden, so dass die Eigenschaften aus Bemerkung 13.15, Satz 13.17 und Be-
merkung 13.18 analog gelten. Für gegebene beobachtete Werte (xi, yi) für i = 1, . . . , n
betrachtet man zwei Zufallsvariablen X∗ und Y ∗, deren zweidimensionale diskrete Wahr-
scheinlichkeitsverteilung die so genannte empirische Verteilung ist, d. h.
P (X∗ = x, Y ∗ = y)
def
=
#{i | (xi, yi) = (x, y)}
n
, x, y ∈ R.
Dann gilt
E[X∗] = x̄, V[X∗] = s2x, E[Y ∗] = ȳ, V[Y ∗] = s2y, Cov[X∗, Y ∗] = sxy
und
Corr[X∗, Y ∗] = rxy .
Bemerkung 13.20 (Linearer Zusammenhang) Durch die Korrelation wird ein spe-
zieller Aspekt der Abhängigkeit, der auch als linearer Zusammenhang bezeichnet wird,
erfasst.
1. Falls für zwei Zufallsvariablen X und Y mit 0 < V[X] <∞ und 0 < V[Y ] <∞
P (Y = a+ bX) = 1
gilt, dann gilt Corr[X, Y ] = 1, falls b > 0, und Corr[X, Y ] = −1, falls b < 0.
2. Falls s2x > 0, s
2
y > 0 und alle beobachten (xi, yi)-Werte auf einer Geraden liegen,
yi = a+ bxi, i = 1, . . . , n,
dann gilt rxy = 1, falls b > 0, und rxy = −1, falls b < 0.
Beispiel 13.21 (Bivariate Normalverteilung)
1. Wenn (X, Y ) bivariat normalverteilt mit der Dichtefunktion aus (13.1) ist, gilt
E[X] = µX , V[X] = σ
2
X , E[Y ] = µY , V[Y ] = σ
2
Y , Corr[X, Y ] = %.
2. Wenn (X, Y ) bivariat standardnormalverteilt ist, dann sind X und Y standardnor-
malverteilt und % ist der einzige Parameter, wobei
Corr[X, Y ] = Cov[X, Y ] = E[XY ] = %.
Der Parameter % bestimmt die Art des Zusammenhangs1.
1Vgl. [Spanos 1999, Abb. 6.4-6.7, 6.26, 6.27].
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(a) Für % > 0 liegt ein positiver, für % < 0 ein negativer Zusammenhang vor.
(b) Für % → 1 (% → −1) konzentriert sich die Wahrscheinlichkeitsmasse um die
durch x = y (x+ y = 0) beschriebene Gerade im (x, y)-Diagramm.
(c) Der Fall % = 1 (bzw. % = −1) kann als degenerierte bivariate Standardnormal-
verteilung mit
P (X = Y ) = 1 (bzw. P (X + Y = 0) = 1)
aufgefasst werden.
Bemerkung 13.22 (Unabhängigkeit impliziert Unkorreliertheit) Bei stochastischer
Unabhängigkeit der Zufallsvariablen X und Y gilt
E[g(X)h(Y )] = E[g(X)]E[h(Y )]
für Zufallsvariablen g(X) und h(Y ). Insbesondere gilt daher
E[XY ] = E[X]E[Y ]
und somit
Cov[X, Y ] = E[XY ]− E[X]E[Y ] = 0.
Bemerkung 13.23 (Korrelation und stochastische Unabhängigkeit) Im Allgemei-
nen folgt aus der Unkorreliertheit nicht die stochastische Unabhängigkeit. Selbst bei de-
terministischer Abhängigkeit ist Cov[X, Y ] = 0 möglich, wie das folgende Beispiel zeigt.
Beispiel 13.24 (Zwei abhängige, aber unkorrelierte Zufallsvariablen) Es sei Y
def
=
X2 mit X ∼ N(0, 1). Es gilt E[X] = E[X3] = 0, E[X2] = 1 und E[X4] = 3, vgl. (3.5) und
(3.6). Es gilt
Cov[X, Y ] = E[XY ]− E[X]E[Y ] = E[X3]− E[X]E[X2] = 0− 0 · 1 = 0,
so dass X und Y unkorreliert sind. Weiter gilt
E[Y X2] = E[X4] = 3 6= E[Y ]E[X2] = (E[X2])2 = 1,
so dass X und Y nicht stochastisch unabhängig sein können.
13.4 Schätzen und Testen
Bemerkung 13.25 (Schätzer für Kovarianz und Korrelation)
1. Die empirischen Maßzahlen sxy und rxy sind natürliche Schätzwerte für Cov[X, Y ] und
Corr[X, Y ], wenn man die empirische Verteilung als Approximation der unbekannten
Verteilung in der Grundgesamtheit ansieht. Dies ist das so genannte Prinzip der
Analogschätzung. Die zugehörigen Schätzer
Sxy
def
=
1
n
n∑
i=1
(Xi − X̄)(Yi − Ȳ )
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und
Rxy
def
=
Sxy√
SxxSyy
=
n∑
i=1
(Xi − X̄)(Yi − Ȳ )√
n∑
i=1
(Xi − X̄)2
n∑
i=1
(Yi − Ȳ )2
können auch als (nichtparametrische) Momentenschätzer für Cov[X, Y ] und Corr[X, Y ]
aufgefasst werden.
2. Sxx, Syy, Sxy und Rxy sind konsistente Schätzer für V[X], V[Y ], Cov[X, Y ] und
Corr[X, Y ], vgl. Sätze 5.30 bis 5.32.
3. Die Verteilung von Rxy ist selbst dann sehr kompliziert, wenn (X, Y ) bivariat nor-
malverteilt ist.2
Bemerkung 13.26 (Test über den Korrelationskoeffizenten) Die (Xi, Yi) für i =
1, . . . , n mit n ≥ 3 seien unabhängig und identisch bivariat normalverteilt mit dem Korre-
lationskoeffizenten % = Corr(X1, Y1). Die Hypothese H0 : % = 0 wird mit der Teststatistik
T =
√
n− 2 R√
1−R2
überprüft.3 Dabei ist R = Rxy der übliche Schätzer für den Parameter %. Falls H0 richtig
ist, gilt T ∼ t(n−2) und T 2 ∼ F (1, n−2). Ein Signifikanzniveau 0 < α < 1 sei vorgegeben.
1. H0 wird zugunsten von H1 : % 6= 0 verworfen, falls |T | > tn−2,1−α/2 bzw. T 2 >
F1,n−2,1−α.
2. H0 wird zugunsten von H1 : % > 0 verworfen, falls T > tn−2,1−α.
3. H0 wird zugunsten von H1 : % < 0 verworfen, falls T < −tn−2,1−α = tn−2,α.
13.5 Zufallsvektoren
Bemerkung 13.27 (n-dimensionale Verteilungen)
1. Es gibt n-dimensionale Verallgemeinerungen der zweidimensionalen Konzepte.
Ein n-dimensionaler Zufallsvektor (X1, . . . , Xn) besteht aus n Zufallsvariablen Xi,
i = 1, . . . , n, die eine gemeinsame Wahrscheinlichkeitsverteilung besitzen. Durch
FX1,...,Xn(x1, . . . , xn)
def
= P (X1 ≤ x1, . . . , Xn ≤ xn)
ist die gemeinsame Verteilungsfunktion definiert.
2. Die Zufallsvariablen X1, . . . , Xn seien stochastisch unabhängig und identisch verteilt
mit der Verteilungsfunktion F . Dann gilt
FX1,...,Xn(x1, . . . , xn) =
n∏
i=1
FXi(xi) =
n∏
i=1
F (xi)
2 [Rinne 2008, S. 470]
3 [Anderson 2003, S. 120-121]
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mit FXi = F für i = 1, . . . , n. Für Dichte- bzw. Wahrscheinlichkeitsfunktionen gilt
analog
fX1,...,Xn(x1, . . . , xn) =
n∏
i=1
fXi(xi) =
n∏
i=1
f(xi),
wobei fXi = f die Dichte- bzw. Wahrscheinlichkeitsfunktion der Zufallsvariablen Xi
bezeichnet.
Satz 13.28 (Verteilung von Maximum und Minimum) Die Zufallsvariablen X1, . . .,
Xn seien stochastisch unabhängig und identisch verteilt mit der Verteilungsfunktion F . Die
Verteilungsfunktionen der Zufallsvariablen Xmax
def
=
n
max
i=1
Xi und Xmin
def
=
n
min
i=1
Xi sind
FXmax(x) = F (x)
n
und
FXmin(x) = 1− (1− F (x))n .
Beweis
FXmax(x) = P (
n
max
i=1
Xi ≤ x) = P (X1 ≤ x, . . . , Xn ≤ x) =
n∏
i=1
P (Xi ≤ x) = F (x)n,
FXmin(x) = P
(
n
min
i=1
Xi ≤ x
)
= 1− P
(
n
min
i=1
Xi > x
)
= 1− P (X1 > x,X2 > x, . . . , Xn > x)
= 1−
n∏
i=1
P (Xi > x) = 1− (P (X1 > x))n = 1− (1− F (x))n.
13.6 Weiterführendes
Bemerkung 13.29 (Übungsaufgabe zur bivariaten Normalverteilung) Die sto-
chastischen Renditen X und Y von zwei Anlagen seien bivariat normalverteilt mit E[X] =
E[Y ] = 0, V[X] = V[Y ] = 0.02 und %XY = 0.9. Die Rendite eines Portfolios, das aus
diesen beiden Anlagen besteht, ist
Z = pX + (1− p)Y,
wobei p und 1−p die Anteile des in die jeweilige Anlage investierten Betrages am gesamten
investierten Betrag sind. Bestimmen Sie E[Z], V[Z] und %ZX = Corr[Z,X] für p = 1/2.
Definition 13.30 (Theoretische und empirische Momente)
1. Die theoretischen nichtzentralen gemeinsamen Momente sind
E[XkY m], k,m = 0, 1, 2, . . . .
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2. Die theoretischen zentralen gemeinsamen Momente sind
E[(X − E[X])k(Y − E[Y ])m], k,m = 0, 1, 2, . . . .
3. Die empirischen nichtzentralen gemeinsamen Momente sind
1
n
n∑
i=1
xki y
m
i , k,m = 0, 1, 2, . . . .
4. Die empirischen zentralen gemeinsamen Momente sind
1
n
n∑
i=1
(xi − x̄)k(yi − ȳ)m, k,m = 0, 1, 2, . . . .
5. Die gemeinsamen Momente heißen auch Kreuzmomente.
Bemerkung 13.31 (Theoretische und empirische Momente) Die theoretischen Mo-
mente aus Definition 13.30 sind Eigenschaften der zweidimensionalen Wahrscheinlichkeits-
verteilung von X und Y , die im Kontext statistischer Inferenzverfahren für die Grund-
gesamtheit steht. Die empirischen Analogien, wenn Beobachtungen (xi, yi), i = 1, . . . , n
vorliegen, beruhen auf der formalen Ersetzung des Erwartungswertes durch die Mittelwert-
bildung aus Beobachtungen. Die empirische Analogie zu E[g(X)] ist dann 1
n
∑n
i=1 g(xi).
Siehe auch Bemerkung 13.19 und das Konzept der V-Statistiken in Bemerkung 4.36.
Bemerkung 13.32 (Geordnete Stichprobe) Bei dem Konzept der geordneten Stich-
probe (order statistics) sind die i. i. d.-Stichprobenvariablen X1, . . . , Xn aufsteigend ge-
ordnet und mit
X1:n ≤ X2:n ≤ · · · ≤ Xn:n
bezeichnet.4 In der Literatur sind auch die Notationen X(1) ≤ X(2) ≤ · · · ≤ X(n) und
X[1] ≤ X[2] ≤ · · · ≤ X[n] üblich. Obwohl die i. i. d.-Stichprobenvariablen X1, . . . , Xn
stochastisch unabhängig und identisch verteilt sind, sind die Variablen der geordneten
Stichprobe weder identisch verteilt noch unabhängig.
Satz 13.33 (Verteilung von Xr:n) Die Zufallsvariablen X1, . . ., Xn seien stochastisch
unabhängig und identisch verteilt mit der Verteilungsfunktion F . Die Verteilungsfunktio-
nen der Zufallsvariablen Xr:n für r ∈ {1, . . . , n} ist
FXr:n(x) =
n∑
i=r
(
n
i
)
(F (x))i(1− F (x))n−i, x ∈ R.
4 [Casella/Berger 2002, 5.4].
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Beweis [Gibbons/Chakraborti 2011, Theorem 2.4.1]
Bemerkung 13.34 Der Definitionsbereich einer Verteilungsfunktion F kann von R auf
R̄
def
= R ∪ {−∞,∞} ausgedehnt werden, indem man F (−∞) def= limx→−∞ F (x) = 0 und
F (∞) def= limx→∞ F (x) = 1 festlegt. Der Definitionsbereich der Quantilfunktion F← kann
von ]0, 1[ auf [0, 1] ausgedehnt werden, indem man F←(0)
def
= inf{x ∈ R | F (x) ≥ 0},
inf R
def
= −∞, F←(1) def= inf{x ∈ R | F (x) ≥ 1} = inf{x ∈ R | F (x) = 1} und inf ∅ def=
∞ festlegt. Analog kann der Definitionsbereich einer zweidimensionalen Verteilung auf
R̄× R̄ ausgedehnt werden.
Definition 13.35 (Copula) F : R̄× R̄→ [0, 1] sei eine zweidimensionale stetige Vertei-
lungsfunktion mit den Randverteilungsfunktionen FX und FY und den Quantilfunktionen
F←X und F
←
Y , dann heißt die Funktion d : [0, 1]
2 → [0, 1],
d(z1, z2) = F (F
←
X (z1), F
←
Y (z2))
Abhängigkeitsfunktion oder Copula.5
Bemerkung 13.36 Die beiden Randverteilungen und die Abhängigkeitsfunktion enthal-
ten zusammen die gesamte Information über die gemeinsame Verteilungsfunktion. Es gilt
F (x, y) = d(FX(x), FY (y)).
Die Abhängigkeitsfunktion d ist die Verteilungsfunktion einer zweidimensionalen Wahr-
scheinlichkeitsverteilung auf ]0, 1[2 mit gleichverteilten Randverteilungen.
Bemerkung 13.37 Für zwei Zufallsvariablen X und Y , die auf demselben Wahrschein-
lichkeitsraum (Ω,A, P ) definiert sind, sagt man, dass sie eine gemeinsame Verteilung
besitzen. Es werden die Schreibweisen
P (X ∈ A, Y ∈ B) def= P ({ω | X(ω) ∈ A, Y (ω) ∈ B})
= P ({ω | X(ω) ∈ A} ∩ {ω | Y (ω) ∈ B})
und
P ((X, Y ) ∈ C) def= P ({ω | (X(ω), Y (ω)) ∈ C})
festgelegt.
Die Unabhängigkeit von zwei Zufallsvariablen X und Y impliziert
P (X ∈ A, Y ∈ B) = P (X ∈ A)P (Y ∈ B)
für beliebige Borelmengen A und B. Für die Ereignisse A′
def
= {ω | X(ω) ∈ A} = {X ∈ A}
und B′
def
= {ω | Y (ω) ∈ B} = {Y ∈ B} bedeutet dies
P (A′ ∩B′) = P (A′)P (B′).
5Siehe [Mari/Kotz 2001], [Nelsen 2006].
Kapitel 14
Lineare Einfachregression
Bemerkung 14.1 (Begriffsklärung)
1. Bei der Einfachregression wird eine erklärte Variable Y (der Regressand) durch
einen beobachtbaren Regressor X erklärt. Bei der Mehrfachregression wird Y
durch mehrere Regressoren erklärt. Regressoren können nichtstochastisch (mit festen
Werten) oder stochastisch (als Zufallsvariable) modelliert sein. In diesem Kapitel wird
die lineare Einfachregression mit nichtstochastischem Regressor behandelt.
Zur linearen Mehrfachregression mit nichtstochastischen Regressoren siehe Kapitel
15. Zu Modellen mit stochastischen Regressoren siehe Kapitel 17.
2. Es gibt drei Zugänge zur linearen Einfachregression:
(a) Für beobachtete Werte (xi, yi), i = 1, . . . , n kann deskriptiv mit Hilfe der Me-
thode der kleinsten Quadrate eine Gerade y = b0 + b1x bestimmt werden.
(b) Zu gegebenen fixierten x-Werten werden die yi als Realisationen von Zufallsva-
riablen Yi aufgefasst. Dies ist der Ansatz in diesem Kapitel.
(c) Die beobachteten Werte (xi, yi) für i = 1, . . . , n werden als Realisationen von
unabhängig und identisch verteilten Zufallsvektoren (Xi, Yi) mit einer zweidi-
mensionalen Verteilung aufgefasst.
14.1 Modellannahme
Bemerkung 14.2 (Lineare Einfachregression) Bei der linearen Einfachregressi-
on mit nichtstochastischem Regressor werden die beobachteten Werte (xi, yi), i =
1, . . . , n durch ein lineares Modell erklärt, bei dem die xi nichtstochastisch sind, während
die yi Realisationen von Zufallsvariablen Yi sind.
Annahme 14.3
1. Die y1, . . . , yn sind Realisationen von Zufallsvariablen
Yi = β0 + β1xi + Ui, i = 1, . . . , n (14.1)
mit β0 ∈ R, β1 ∈ R.
2. Die x1, . . . , xn sind bekannte fixierte (nichtstochastische) Werte.
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Annahme 14.4
1. E[Ui] = 0 und V[Ui] = σ
2 mit 0 < σ2 <∞ für i = 1, . . . , n.
2. Die Zufallsvariablen U1, . . . , Un sind unkorreliert.
Bemerkung 14.5 Die Annahmen 14.3 und 14.4 seien erfüllt.
1. Die stochastischen Eigenschaften der Zufallsvariablen Yi ergeben sich aus den Eigen-
schaften der unbeobachtbaren Störvariablen Ui. Es gilt
E[Yi] = β0 + β1xi und V[Yi] = σ2 für i = 1, . . . , n.
2. Die Yi haben zwar dieselbe Varianz, sind aber im Allgemeinen nicht identisch verteilt,
da sich z. B. E[Yi] 6= E[Yj] ergibt, falls xi 6= xj und β1 6= 0.
14.2 Parameterschätzung
Bemerkung 14.6 (KQ-Methode) Die Annahmen 14.3 und 14.4 seien erfüllt.
1. Die zu schätzenden Parameter sind β0, β1 und σ
2. Die Parameter β0 und β1 werden
mit der Methode der kleinsten Quadrate, vgl. Abschnitt 9.2, geschätzt. Die
resultierenden Schätzwerte und Schätzer heißen KQ-Schätzwerte und -Schätzer.
2. Die KQ-Schätzwerte b0 und b1 für β0 und β1 werden so bestimmt, dass
n∑
i=1
(yi − b0 − b1xi)2 = min
β0,β1
n∑
i=1
(yi − β0 − β1xi)2
für gegebene Beobachtungen (xi, yi), i = 1, . . . , n gilt.
Annahme 14.7 Nicht alle xi sind identisch, d. h. es gilt s
2
x =
1
n
n∑
i=1
(xi − x̄)2 > 0.
Bemerkung 14.8 (Punktschätzung) Die Annahmen 14.3, 14.4 und 14.7 seien erfüllt.
1. Aus Annahme 14.7 folgt, dass das Minimum eindeutig ist. Dann sind
b1 =
sxy
s2x
und b0 = ȳ − b1x̄ (14.2)
die KQ-Schätzwerte für β1 und β0, wobei
x̄ =
1
n
n∑
i=1
xi, ȳ =
1
n
n∑
i=1
yi, sxy =
1
n
n∑
i=1
(xi − x̄)(yi − ȳ).
2. Die entsprechenden KQ-Schätzer für β1 und β0 sind die Zufallsvariablen
B1 =
1
n
∑n
i=1(xi − x̄)(Yi − Ȳ )
s2x
und B0 = Ȳ −B1x̄, (14.3)
wobei
Ȳ =
1
n
n∑
i=1
Yi .
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3. Da die Yi im Allgemeinen nicht identisch verteilt sind, lässt sich der Parameter σ
2 =
V[Yi] nicht direkt aus den beobachteten y-Werten schätzen. Die Realisationen ui der
Ui sind zwar unbeobachtbar, können aber durch die Abweichungen
ûi = yi − b0 − b1xi
der yi von den Werten b0 + b1xi auf der Regressionsgeraden indirekt beobachtet
werden. Die ûi heißen Residuen (residuals) der Regression. Für die Zufallsvariablen
Ûi = Yi −B0 −B1xi
gilt E[Ûi] = 0, so dass die û
2
i zur Schätzung von σ
2 verwendet werden können. Der
übliche Schätzwert für σ ist
s∗
def
=
√√√√ 1
n− 2
n∑
i=1
û2i .
Der Faktor 1/(n− 2) ist dadurch motiviert, dass
S∗2 =
1
n− 2
n∑
i=1
Û2i (14.4)
ein erwartungstreuer Schätzer für σ2 ist.
Bemerkung 14.9 (Genauigkeit der Parameterschätzer) Die Annahmen 14.3, 14.4
und 14.7 seien erfüllt.
1. Die Standardabweichungen der Parameterschätzer B0 und B1 sind
σ[B0]
def
=
√
V[B0] =
√
1
n
∑n
i=1 x
2
i
ns2x
σ und σ[B1]
def
=
√
V[B1] =
√
1
ns2x
σ.
Die üblichen Schätzer für diese Standardabweichungen sind
σ̂[B0] =
√
1
n
∑n
i=1 x
2
i
ns2x
S∗, σ̂[B1] =
√
1
ns2x
S∗. (14.5)
2. Die Standardabweichungen der Parameterschätzer werden auch auch als Standard-
fehler bezeichnet. Allerdings werden auch die Schätzer in (14.5) und bei Anwendun-
gen auch die zugehörigen Schätzwerte als Standardfehler der Parameterschätzungen
bezeichnet, so dass dieser Begriff eher unscharf ist.
3. Die Kovarianz der Schätzer B0 und B1 ist
Cov[B0, B1] = −
x̄
ns2x
σ2
und die Korrelation der Schätzer B0 und B1 ist
Corr[B0, B1] =
Cov[B0, B1]√
V[B0]V[B1]
= − x̄√
1
n
∑n
i=1 x
2
i
.
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4. Zur Herleitung der Varianzen und der Kovarianz siehe (15.17) und (15.18).
5. Die KQ-Schätzer B0 und B1 sind beste lineare unverzerrte Schätzfunktionen für die
Parameter β0 bzw. β1, d. h. sie haben die kleinsten Varianzen in der Klasse aller
linearen und unverzerrten Schätzfunktionen für den jeweiligen Parameter. Unter der
zusätzlichen Annahme 14.12 sind die KQ-Schätzer B0 und B1 sogar beste unverzerrte
Schätzfunktionen für die Parameter β0 bzw. β1.
Bemerkung 14.10 (Multikollinearität) Falls Annahme 14.7 verletzt ist, also alle xi
identisch sind, liegt strenge Multikollinearität vor. In diesem Fall sind alle Parameter-
kombinationen (b0, b1), für die ȳ = b0 + b1x1 gilt, KQ-Schätzwerte, das Minimum ist also
nicht eindeutig. Da es verschiedene Parameterkombinationen gibt, die zur selben Vertei-
lung der Yi führen, kann aus den beobachteten y-Werten nicht eindeutig auf die Parameter
β0 und β1 geschlossen werden. Diese Problematik ist unter dem Begriff der Nichtiden-
tifizierbarkeit der Modellparameter bekannt. Falls die xi näherungsweise gleich sind,
liegt Multikollinearität vor, die zu großen Schätzfehlern und eventuell zu numerischen
Problemen bei der Berechnung der KQ-Schätzwerte führt.
Bemerkung 14.11 Häufig wird angenommen, dass die Ui stochastisch unabhängig und
normalverteilt sind, um bestimmte Schätz- und Testverfahren anwenden zu können. Die
Annahme 14.4 wird dann durch die folgende schärfere Annahme ersetzt.
Annahme 14.12 Die Ui sind stochastisch unabhängig und identisch normalverteilt mit
Ui
i.i.d.∼ N(0, σ2), i = 1, . . . , n. (14.6)
Bemerkung 14.13 (Verteilungen der Schätzer) Die Annahmen 14.3, 14.7 und 14.12
seien erfüllt.
1. Da die Ui stochastisch unabhängig und normalverteilt sind, sind auch die Yi stocha-
stisch unabhängig und normalverteilt.
2. Dann gilt
B0 ∼ N(β0, σ2[B0]), B1 ∼ N(β1, σ2[B1]),
(n− 2)S∗2
σ2
∼ χ2(n− 2), B0 − β0
σ̂[B0]
∼ t(n− 2), B1 − β1
σ̂[B1]
∼ t(n− 2) . (14.7)
14.3 Tests
Bemerkung 14.14 (Tests für die Parameter) Die Annahmen 14.3, 14.7 und 14.12
seien erfüllt. Dann können Tests für die Parameter β0, β1 und σ
2 mit vorgegebenem
Signifikanzniveau 0 < α < 1 durchgeführt werden.
1. Es sei βi ∈ {β0, β1}. Der Test für die Hypothese H0 : βi = 0 basiert auf der Teststa-
tistik
T =
Bi
σ̂[Bi]
.
Falls H0 richtig ist, gilt T ∼ t(n − 2) und T 2 ∼ F (1, n − 2). H0 wird zugunsten
der Alternativhypothese H1 : βi 6= 0 abgelehnt, falls |T | > tn−2,1−α/2 bzw. falls
T 2 > F1,n−2,1−α. Bei einseitigen Testproblemen ist T
2 als Testfunktion ungeeignet,
da die Information über das Vorzeichen verloren geht.
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2. Der Test für die Hypothese H0 : σ
2 = σ20 basiert auf der Teststatistik
T =
(n− 2)S∗2
σ20
.
Falls H0 richtig ist, gilt T ∼ χ2(n − 2). H0 wird zugunsten der Alternativhypothese
H1 : σ
2 > σ20 abgelehnt, falls T > χ
2
n−2,1−α.
14.4 Konfidenzintervalle
Bemerkung 14.15 (Konfidenzintervalle für die Parameter) Die Annahmen 14.3,
14.7 und 14.12 seien erfüllt. Dann ergeben sich aus den Verteilungen in (14.7) die folgenden
Konfidenzintervalle für die Parameter β0, β1 und σ
2.
1. Es sei βi ∈ {β0, β1}. Ein Konfidenzintervall für den Parameter βi mit dem Konfidenz-
niveau 1− α ist durch das Intervall
[Bi − tn−2,1−α/2σ̂[Bi], Bi + tn−2,1−α/2σ̂[Bi]]
gegeben, d. h.
P
(
Bi − tn−2,1−α/2σ̂[Bi] ≤ βi ≤ Bi + tn−2,1−α/2σ̂[Bi]
)
= 1− α .
2. Ein Konfidenzintervall für den Parameter σ2 mit dem Niveau 1− α ist durch[
(n− 2)S∗2
χ2n−2,1−α/2
,
(n− 2)S∗2
χ2n−2,α/2
]
,
gegeben, d. h.
P
(
(n− 2)S∗2
χ2n−2,1−α/2
≤ σ2 ≤ (n− 2)S
∗2
χ2n−2,α/2
)
= 1− α .
3. Für die drei angegebenen Konfidenzintervalle hängen die Überdeckungswahrschein-
lichkeiten nicht von den Parametern β0, β1 und σ
2 ab und sind konstant gleich 1−α.
Damit ist 1− α in diesen drei Fällen auch der Konfidenzkoeffizient.
Bemerkung 14.16 (Konfidenzintervalle für die lineare Einfachregression) Die An-
nahmen 14.3, 14.7 und 14.12 seien erfüllt. Dann ergeben sich aus den Verteilungen in (14.7)
die folgenden Konfidenzintervalle.
1. Ein (1 − α)-Konfidenzintervall für β0 mit konstanter Überdeckungswahrschein-
lichkeit
P (β0 ∈ I0) = 1− α
ist
I0
def
=
[
B0 − tn−2,1−α/2
√
1
n
+
x̄2
ns2x
S∗, B0 + tn−2,1−α/2
√
1
n
+
x̄2
ns2x
S∗
]
.
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2. Ein (1 − α)-Konfidenzintervall für β1 mit konstanter Überdeckungswahrschein-
lichkeit
P (β1 ∈ I1) = 1− α
ist
I1
def
=
[
B1 − tn−2,1−α/2
1√
ns2x
S∗, B1 + tn−2,1−α/2
1√
ns2x
S∗
]
.
3. Ein (1 − α)-Konfidenzintervall für β0 + β1x an einer vorgegebenen Stelle x mit
konstanter Überdeckungswahrscheinlichkeit
P (β0 + β1x ∈ I(x)) = 1− α
ist1
I(x)
def
=
[
B0 +B1x− tn−2,1−α/2
h(x)√
n
S∗, B0 +B1x+ tn−2,1−α/2
h(x)√
n
S∗
]
, (14.8)
mit
h(x)
def
=
√
1 +
(x− x̄)2
s2x
, x ∈ R. (14.9)
Es gilt h(x) ≥ 1 und h(x̄) = 1.
4. Simultane Konfidenzintervalle für β0 +β1x an m vorgegebenen Stellen x1, . . . , xm
mit der simultanen Überdeckungswahrscheinlichkeit
P (β0 + β1xi ∈ Ik(xi), i = 1, . . . ,m) ≥ 1− α,
d. h. mit Konfidenzniveau 1− α, sind durch
Ik(xi)
def
=
[
B0 +B1xi − tn−2,1−α/(2m)
h(xi)√
n
S∗, B0 +B1xi + tn−2,1−α/(2m)
h(xi)√
n
S∗
]
mit der Funktion h aus 14.9 gegeben. Diese Intervalle basieren auf der Bonferroni-
Ungleichung. Im Vergleich zum Konfidenzintervall für eine einzelne Stelle ist tn−2,1−α/2
durch den größeren Wert tn−2,1−α/(2m) ersetzt. Die simultane Konfidenzaussage muss
von den m individuellen Konfidenzaussagen
P (β0 + β1xi ∈ I(xi)) = 1− α, i = 1, . . . ,m
unterschieden werden.
5. Die Intervalle I0, I1, I(x) und Ik(xi) sind zufällige Intervalle, die über B0, B1 und S
∗
von den Zufallsvariablen Y1, . . . , Yn abhängen.
Bemerkung 14.17 (Konfidenzband) Die Annahmen 14.3, 14.7 und 14.12 seien erfüllt.
1Siehe [Miller 1980, S. 59].
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1. Ein Konfidenzband mit dem Konfidenzniveau 1−α für die lineare Einfachregression
β0 + β1x mit der Eigenschaft
P (β0 + β1x ∈ K(x) für alle x ∈ R) ≥ 1− α
ist2
K(x)
def
=
[
B0 +B1x−
√
2F2,n−2,1−α
h(x)√
n
S∗, B0 +B1x+
√
2F2,n−2,1−α
h(x)√
n
S∗
]
, x ∈ R.
2. Das Konfidenzband K(x) ist ein zufälliger Bereich, der über B0, B1 und S
∗ von den
Zufallsvariablen Y1, . . . , Yn abhängt.
3. Im Vergleich zum Konfidenzintervall (14.8) für eine einzelne Stelle ist tn−2,1−α/2 durch
den größeren Wert
√
2F2,n−2,1−α ersetzt.
14.5 Prognose
Bemerkung 14.18 (Prognose)
1. Wenn das Ziel der Regressionsberechnung nicht nur die Schätzung der Parameter ist,
sondern für eine zukünftige (oder potentielle) Beobachtung x0 ein zugehöriger Wert
y0 prognostiziert werden soll, ist als Punktprognose der Wert auf der geschätzten
Regressionsgeraden
ŷ0 = b0 + b1x
0
naheliegend. Dabei kann auch x0 = xi für einen der beobachteten Werte x1, . . . , xn
gelten. Die Punktprognose ŷ0 ist eine Realisation von
Ŷ 0 = B0 +B1x
0.
Die Verteilung von Ŷ 0 berücksichtigt die Unsicherheit über die Parameter als Folge
der Parameterschätzung.
2. Unter den Annahmen 14.3, 14.4 und 14.7 gilt
E[Ŷ 0] = β0 + β1x
0
und
V[Ŷ 0] = σ2
∑n
i=1(xi − x0)2∑n
i=1(xi − x̄)2
= σ2
(
1 +
(x0 − x̄)2
s2x
)
= σ2h2(x0)
mit der Funktion h aus 14.9. Wenn anstelle von Annahme 14.4 die Annahme 14.12
gilt, dann ist Ŷ 0 normalverteilt.
3. Die Abweichung der Punktprognose ŷ0 vom zukünftigen Wert y0 ist im doppelten Sinn
zufällig: ŷ0 ist Realisation von Ŷ 0 und y0 ist die Realisation einer Zufallsvariablen
Y 0. Um den mittleren quadratischen Prognosefehler E[(Ŷ 0− Y 0)2] bestimmen
2Siehe [Miller 1980, S. 111].
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zu können, wird angenommen, dass das Modell (14.1) mit den Annahmen 14.3 und
14.7 analog für Y 0 und x0 gilt, d. h.
Y 0 = β0 + β1x
0 + U0
mit E[U0] = 0, V[U0] = σ2 und Cov[U0, Ui] = 0 für i = 1, . . . , n. Es gilt dann die
Zerlegung
E[(Ŷ 0 − Y 0)2] = V[Ŷ 0] + σ2.
Die erste Komponente ist auf den Schätzfehler zurückzuführen, die zweite Kom-
ponente ist die Varianz von Up. Man bezeichnet
√
V[Ŷ 0] als durchschnittlichen
Prognosefehler, D0
def
= Y 0 − Ŷ 0 als Prognoseabweichung und die Standardab-
weichung
σ[D0] =
√
E[D02] =
√
V[Ŷ 0] + σ2 = σ
√
h2(x0) + 1
als individuellen Prognosefehler. Da σ2 unbekannt ist, erhält man den geschätzten
individuellen Prognosefehler als
σ̂[D0] = S∗
√
h2(x0) + 1.
4. Unter den Annahmen 14.3, 14.7, 14.12 und der zusätzlichen Annahme, dass U0 ∼
N(0, σ2) und U0 unabhängig von U1, . . . , Un ist, gilt
D0
σ̂[D0]
∼ t(n− 2).
Daher ist zu einer vorgegebenen (kleinen) Fehlerwahrscheinlichkeit 0 < α < 1 durch[
Ŷ 0 − tn−2,1−α/2σ̂[D0], Ŷ 0 + tn−2,1−α/2σ̂[D0]
]
ein Prognoseintervall für Y 0 mit der Trefferwahrscheinlichkeit 1−α gegeben, d. h.
P
(
Ŷ 0 − tn−2,1−α/2σ̂[D0] ≤ Y 0 ≤ Ŷ 0 + tn−2,1−α/2σ̂[D0]
)
= 1− α.
5. D0 kann als eine Approximation von U0 gesehen werden, so dass auch die Bezeichnung
Û0 sinnvoll wäre.
14.6 Weiterführendes
Bemerkung 14.19 Die folgenden Themen werden im nächsten Kapitel für die lineare
Mehrfachregression behandelt, welche die lineare Einfachregression als Spezialfall umfasst:
1. die Messung der Güte der Anpassung (goodness of fit) durch das Bestimmtheitsmaß,
2. die Bestimmung von ML-Schätzern (Schätzer nach der Maximum-Likelihood-Methode),
3. die Angabe simultaner Konfidenzbereiche für β0 und β1,
4. die Durchführung simultaner Tests für die Parameter β0 und β1.
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Bemerkung 14.20 (Linearer Trend) Der Spezialfall eines linearen Trends
Yt = β0 + β1t+ Ut, t = 1, . . . , n
ergibt sich mit xt = t für t = 1, . . . , n.
1. Mit den bekannten Formeln
n∑
t=1
t =
n(n+ 1)
2
,
n∑
t=1
t2 =
n(n+ 1)(2n+ 1)
6
erhält man
t̄ =
n+ 1
2
und s2t =
(n+ 1)2
12
.
Damit ergeben sich einige Vereinfachungen und Spezialisierungen.
2. Für die Schätzer B0 und B1 ergibt sich
V[B0] =
1
n
∑n
t=1 t
2
ns2t
σ2 =
12(n+ 1)(2n+ 1)
6n(n+ 1)2
σ2 =
2(2n+ 1)
n(n+ 1)
σ2,
V[B1] =
1
ns2t
σ2 =
12
n(n+ 1)2
σ2,
Cov[B0, B1] = −
t̄
ns2t
σ2 = − 6
n(n+ 1)
σ2,
Corr[B0, B1] = −
6
n(n+ 1)
√
n(n+ 1)
2(2n+ 1)
n(n+ 1)2
12
= −
√
3
2
n+ 1
2n+ 1
.
Beispielsweise ergibt sich für n = 50 die Korrelation Corr[B0, B1] = −
√
153
202
= −0,870
der beiden Schätzer B0 und B1. Es gilt
lim
n→∞
V[B0] = lim
n→∞
V[B1] = lim
n→∞
Cov[B0, B1] = 0
und
lim
n→∞
Corr[B0, B1] = −
√
3
2
= −0.877.
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Kapitel 15
Lineare Mehrfachregression
15.1 Modellannahme
Bemerkung 15.1 (Lineare Mehrfachregression)
1. Bei der Mehrfachregression oder multiplen Regression wird die erklärte Variable
Y durch mehrere Regressoren X1, . . . , XK erklärt. In diesem Kapitel wird der Fall
der linearen Mehrfachregression mit nichtstochastischen Regressoren behandelt;
zur linearen Mehrfachregression mit stochastischen Regressoren siehe Kapitel 17.
2. Bei der linearen Mehrfachregression oder multiplen linearen Regression mit
K nichtstochastischen Regressoren werden beobachtete Werte (xi1, . . . , xiK , yi) für
i = 1, . . . , n durch ein lineares Modell erklärt, bei dem alle xij nichtstochastisch
sind, während die yi Realisationen von Zufallsvariablen Yi sind. Die Regressorwerte
xij können auch aus nichtlinearen Transformationen anderer beobachtbarer Variablen
resultieren, z. B.
xij = z
j
i , i = 1, . . . , n, j = 1, . . . , K
oder
xij = hj(zij) i = 1, . . . , n, j = 1, . . . , K .
Annahme 15.2
1. Die y1, . . . , yn sind Realisationen von Zufallsvariablen
Yi = β0 + β1xi1 + · · ·+ βKxiK + Ui, i = 1, . . . , n (15.1)
mit β0 ∈ R, β1 ∈ R, . . . , βK ∈ R.
2. Die xij für i = 1, . . . , n und j = 1, . . . , K sind bekannte fixierte Werte.
Bemerkung 15.3 (Störvariablen) Für die Verteilung der Störvariablen wird die An-
nahme 14.4 oder die stärkere Normalverteilungsannahme 14.12 gemacht.
Bemerkung 15.4 (Lineare Mehrfachregression) Die Annahmen 15.2 und 14.4 seien
erfüllt. Dann sind die Zufallsvariablen Yi unkorreliert mit
E[Yi] = β0 + β1xi1 + · · ·+ βKxiK und V[Yi] = σ2.
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Bemerkung 15.5 (Vektor- und Matrixschreibweise) Mit der erweiterten Datenma-
trix
X
def
= [xij]i=1,...,n;j=0,1,...,K ∈ Rn×(K+1), (15.2)
xi0 = 1 für i = 1, . . . , n,
dem Parametervektor β
def
= (β0, β1, . . . , βK)
′ und den Zufallsvektoren Y = (Y1, . . . , Yn)
′
und U = (U1, . . . , Un)
′ ergibt sich die Darstellung
Y = Xβ + U. (15.3)
Entsprechend gilt die Gleichung
y = Xβ + u
für die Realisationen y = (y1, . . . , yn)
′ und u = (u1, . . . , un)
′.
15.2 Parameterschätzung
Bemerkung 15.6 (KQ-Schätzwerte) DieK+2 zu schätzenden Parameter des Modells
sind β0, β1, . . . , βK und σ
2. Der Parametervektor β im Modell (15.3) wird in der Regel
mit der Methode der kleinsten Quadrate, siehe Abschnitt 9.2, geschätzt. Die KQ-
Schätzwerte für β ergeben sich, indem für gegebene y und X die Quadratsumme
`(β) = (y −Xβ)′(y −Xβ) (15.4)
bezüglich β minimiert wird. Das Minimum ist eindeutig, wenn die folgende Annahme
erfüllt ist.
Annahme 15.7 Die Matrix X′X ∈ R(K+1)×(K+1) ist invertierbar.
Satz 15.8 (KQ-Schätzung) Die Annahmen 15.2, 14.4 und 15.7 seien erfüllt. Dann ist
b = (b0, b1, . . . , bK)
′ = (X′X)−1X′y . (15.5)
der eindeutige (K + 1)-dimensionale KQ-Schätzwert und der Zufallsvektor
B = (B0, B1, . . . , BK)
′ = (X′X)−1X′Y (15.6)
ist der zugehörige KQ-Schätzer für den Parametervektor β.
Beweis Für die Funktion `(β) ist der Gradient (d. h. der Spaltenvektor der ersten
partiellen Ableitungen)
∂`(β)
∂β
= −2X′y + 2X′Xβ.
Die Matrix der zweiten partiellen Ableitungen ist 2X′X. Diese ist immer positiv semi-
definit, aber nicht nicht notwendig positiv definit. Mit Annahme 15.7 folgt, dass X′X
invertierbar ist. Damit ist die Matrix 2X′X positiv definit, so dass die Funktion `(β)
strikt konvex ist. Der Gradient verschwindet für X′y = X′Xβ. Da X′X invertierbar ist,
gibt es die eindeutige Lösung (15.5).
15.2. Parameterschätzung 149
Bemerkung 15.9 (Zur Annahme 15.7)
1. Die Matrix X′X ist genau dann invertierbar, wenn die erweiterte Datenmatrix X
aus (15.2) den Rang K + 1 hat. Es darf also keine lineare Abhängigkeit der Spalten
von X geben. Eine notwendige Bedingung für die Invertierbarkeit ist n ≥ K + 1. Im
Fall n < K + 1 ist daher die Annahme 15.7 stets verletzt. Im Fall n ≥ K + 1 ist
die Annahme 15.7 dann verletzt, wenn es irgendeine Linearkombination der K + 1
Spalten mit (c1, . . . , cK+1) 6= (0, . . . , 0) und
K+1∑
j=1
cjxij = 0, i = 1, . . . , n
gibt. Denn dann ist der Rang von X kleiner als K + 1 und damit X′X nicht inver-
tierbar.
2. Falls X′X nicht invertierbar ist, dann ist das Minimum der Funktion ` aus (15.4)
nicht eindeutig, da die Funktion ` zwar konvex, aber nicht strikt konvex ist. An-
ders interpretiert sind die Parameter des Modells nicht identifizierbar, d. h. es gibt
verschiedene Parameterkonstellationen mit derselben Verteilung der Y -Variablen, so
dass von den Beobachtungen nicht eindeutig auf die Parameter geschlossen werden
kann. Der Fall der Nichtinvertierbarkeit von X′X wird als strenge Multikollinea-
rität bezeichnet.
Bemerkung 15.10 (Parameterschätzung und Kovarianzmatrix)
1. Aus n Beobachtungen (yi, xi1, . . . , xiK) werden die empirische Kovarianzmatrix
S
def
= [sjk]j,k=1,...,K ∈ RK×K
mit den Komponenten
sjk
def
=
1
n
n∑
i=1
(xij − x̄j)(xik − x̄k), x̄j
def
=
1
n
n∑
i=1
xij
und der Vektor der Kovarianzen
sxy
def
= (sx1y, . . . , sxKy)
′
mit den Komponenten
sxky
def
=
1
n
n∑
i=1
(xik − x̄k)(yi − ȳ), ȳ
def
=
1
n
n∑
i=1
yi
berechnet.
2. Die Kovarianzmatrix S ist genau dann invertierbar, wenn X′X invertierbar ist.
3. Die Annahmen 14.4, 15.2 und 15.7 seien erfüllt. Für die KQ-Schätzwerte aus (15.5)
gilt dann
(b1, . . . , bK)
′ = S−1sxy, und b0 = ȳ −
K∑
k=1
bkx̄k . (15.7)
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Bemerkung 15.11 (Schätzwerte und Schätzer) Die Annahmen 14.4, 15.2 und 15.7
seien erfüllt.
1. Für den KQ-Schätzer B gilt
E[B] = β.
Die Kovarianzmatrix ΣB
def
= [Cov[Bj, Bk]]j,k=0,1,...,K des Zufallsvektors B ist
ΣB = σ
2(X′X)−1 .
Der Schätzer B ist bester linearer unverzerrter Schätzer (BLUE) für den Vektor β.
2. Der Vektor der geschätzten y-Werte (Werte auf der geschätzten Regressionsebene)
ŷ = (ŷ1, . . . , ŷn)
′ def= Xb
ist eine Realisation von
Ŷ = (Ŷ1, . . . , Ŷn)
′ def= XB,
wobei b der Schätzwert und B der Schätzer für β ist. Es gilt
ŷi =
K∑
j=0
bjxij und Ŷi =
K∑
j=0
Bjxij für i = 1, . . . , n.
Unter Verwendung von (15.5) ergibt sich
ŷ = Hy
mit der Matrix
H
def
= X(X′X)−1X′ ∈ Rn×n,
die in diesem Zusammenhang Hat-Matrix heißt, siehe auch Definition 26.36.
Bemerkung 15.12 (Schätzung der Varianz)
1. Die Realisationen ui der Störvariablen Ui sind unbeobachtbar, können aber durch die
Werte
ûi = yi − ŷi, i = 1, . . . , n
indirekt beobachtet werden. Für den Vektor û = (û1, . . . , ûn)
′ gilt
û = y − ŷ = y −Hy = (In −H)y . (15.8)
Die ûi sind Realisationen der Zufallsvariablen
Ûi = Yi − Ŷi = Yi −
K∑
j=0
Bjxij .
2. Im Folgenden wird die Bezeichnung
N
def
= n−K − 1 (15.9)
verwendet und N > 0 vorausgesetzt. Im Fall N = 0 ist keine statistische Inferenz
möglich, da alle Beobachtungen auf der Regressionsebene liegen und ŷ = y gilt.
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3. Der übliche Schätzer für σ2 ist
σ̂2 =
1
N
n∑
i=1
Û2i =
Û
′
Û
N
. (15.10)
Dieser ist ein erwartungstreuer Schätzer für σ2. Der Schätzwert√
û′û
N
für die Standardabweichung der Fehlervariablen Ui wird auch als Restfehler bezeich-
net.
Bemerkung 15.13 (Schätzung der Kovarianzmatrix)
1. Ein erwartungstreuer Schätzer für die Kovarianzmatrix ΣB = σ
2(X′X)−1 ist
Σ̂B = σ̂2(X
′X)−1
mit σ̂2 aus (15.10).
2. σ[Bk] bezeichnet die Standardabweichung des Schätzers Bk, d. h. die Wurzel aus dem
entsprechenden Diagonalelement V[Bk] der Kovarianzmatrix ΣB.
3. σ̂[Bk] bezeichne den entsprechenden Schätzer für σ[Bk]. σ̂[Bk] ist die Wurzel aus dem
entsprechenden Diagonalelement des Schätzers Σ̂B für ΣB.
4. Die Standardabweichung des Schätzers σ[Bk], der Schätzer dieser Standardabwei-
chung σ̂[Bk] und bei Anwendungen häufig auch der zugehörige Schätzwert werden
auch als Standardfehler des Schätzers Bk für den Parameter βk bezeichnet.
Satz 15.14 (ML-Schätzer) Die Annahmen 15.2, 15.7 und 14.12 seien erfüllt. Dann ist
(B, σ̂2ML) mit B aus (15.6) und mit
σ̂2ML =
Û
′
Û
n
der ML-Schätzer für (β, σ2).
Beweis Die gemeinsame Dichtefunktion von Y an der Stelle y ist
fY(y) = (2πσ
2)−n/2 exp
{
− 1
2σ2
(y −Xβ)′(y −Xβ)
}
.
Die logarithmierte Likelihoodfunktion ergibt sich daraus als
l(β, σ2) = −n
2
ln(2π)− n
2
ln(σ2)− 1
2σ2
(y −Xβ)′(y −Xβ)
mit den partiellen Ableitungen
∂l(β, σ2)
∂β
=
1
σ2
X′(y −Xβ),
∂l(β, σ2)
∂σ2
= − n
2σ2
+
1
2σ4
(y −Xβ)′(y −Xβ) .
Wenn X′X invertierbar ist, verschwinden die partiellen Ableitungen an den Stellen b =
(X′X)−1X′y und 1
n
û′û mit û = y −Xb.
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Bemerkung 15.15 (Verteilungen der Schätzer) Die Annahmen 15.2, 15.7 und 14.12
seien erfüllt. Dann gilt
Û
′
Û
σ2
∼ χ2(N), (15.11)
Bk − βk
σ[Bk]
∼ N(0, 1), k = 0, . . . , K,
Bk − βk
σ̂[Bk]
∼ t(N), k = 0, . . . , K, (15.12)
(B− β)′Σ−1B (B− β) =
(B− β)′X′X(B− β)
σ2
∼ χ2(K + 1),
N(B− β)′X′X(B− β)
(K + 1)Û
′
Û
∼ F (K + 1, N). (15.13)
Für die Teilvektoren β∗ = (β1, . . . , βK)
′ und B∗ = (B1, . . . , BK)
′ gilt
N(B∗ − β∗)′(nS)(B∗ − β∗)
KÛ
′
Û
∼ F (K,N). (15.14)
15.3 Tests
Bemerkung 15.16 (Parametertests) Die Annahmen 15.2, 15.7 und 14.12 seien erfüllt.
Dann können Tests für die Parameter βk und σ
2 mit vorgegebenem Signifikanzniveau α
durchgeführt werden.
1. Der Test für die Hypothese H0 : βk = 0 basiert auf der Teststatistik
T =
Bk
σ̂[Bk]
.
Falls H0 richtig ist, gilt T ∼ t(N) und T 2 ∼ F (1, N). H0 wird zugunsten der Alter-
nativhypothese H1 : βk 6= 0 abgelehnt, falls |T | > tN,1−α/2 bzw. falls T 2 > F1,N,1−α.
2. Der Test für die Hypothese H0 : σ
2 = σ20 basiert auf der Teststatistik
T =
Nσ̂2
σ20
.
Falls H0 richtig ist, gilt T ∼ χ2(N). H0 wird zugunsten der Alternativhypothese
H1 : σ
2 > σ20 abgelehnt, falls T > χ
2
N,1−α.
3. Der Test für die simultane Hypothese H0 : β = 0 basiert auf der Teststatistik
T =
NB′X′XB
(K + 1)Û
′
Û
=
NŶ
′
Ŷ
(K + 1)Û
′
Û
.
Falls H0 richtig ist, gilt T ∼ F (K + 1, N). H0 wird zugunsten von H1 : β 6= 0
abgelehnt, falls T > FK+1,N,1−α.
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4. Der Test für die simultane Hypothese H0 : β∗ = 0 basiert auf der Teststatistik
T =
NB′∗(nS)B∗
KÛ
′
Û
=
N
∑n
i=1(Ŷi − Ȳ )2
KÛ
′
Û
.
Falls H0 richtig ist, gilt T ∼ F (K,N). H0 wird zugunsten von H1 : β∗ 6= 0 abgelehnt,
falls T > FK,N,1−α.
Bemerkung 15.17 (Test einer linearen Hypothese)
1. Der Test für die lineare Hypothese
H0 : Rβ = r,
mit einer q × (K + 1)-Koeffizientenmatrix R mit Rang(R) = q ≤ K + 1 und einem
Koeffizientenvektor r ∈ Rq×1 beruht auf der Teststatistik
T =
(RB− r)′(R(X′X)−1R′)−1(RB− r)
qS∗2
mit
S∗ =
√
Û
′
Û
N
. (15.15)
Falls H0 richtig ist, gilt T ∼ F (q,N). H0 wird zugunsten von H1 : Rβ 6= r verworfen,
falls T > Fq,N,1−α.
2. Im Spezialfall q = K + 1, R = IK+1 und r = β0 ergibt sich
T =
(B− β0)′X′X(B− β0)
(K + 1)S∗2
als Teststatistik für die Hypothese
H0 : β = β0.
Falls H0 richtig ist, gilt T ∼ F (K + 1, N). Für β0 = 0 ergibt sich der in Bemerkung
15.18 Nr. 3 angesprochene Fall des Tests der Hypothese
H0 : β = 0.
3. Im Spezialfall q = K, R = [0K |IK ] ∈ RK×(K+1) und r = (0,β′0∗)′ ergibt sich die
Teststatistik für die Hypothese
T =
(B∗ − β0∗)′(R(X′X)−1R′)−1(B∗ − β0∗)
KS∗2
für die Hypothese
H0 : β∗ = β0∗.
Dabei sind β∗ und B∗ die Teilvektoren aus Bemerkung 15.15. Mit der Zerlegung
X = [1|X∗] und Regeln für die Inversion partitionierter Matrizen erhält man
R(X′X)−1R′ = (X′∗CnX∗)
−1
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mit der Zentrierungsmatrix Cn = In − 1n11
′, siehe Definition 26.2. Dies ergibt für T
die äquivalenten Darstellungen
T =
(B∗ − β0∗)′X′∗CnX∗(B∗ − β0∗)
KS∗2
=
(B∗ − β0∗)′Ẋ
′
∗Ẋ∗(B∗ − β0∗)
KS∗2
=
n(B∗ − β0∗)′S(B∗ − β0∗)
KS∗2
.
Dabei ist Ẋ∗ die zentrierte Datenmatrix und S =
1
n
Ẋ∗Ẋ
′
∗ die empirische Kovarianz-
matrix. Für β0∗ = 0 ergibt sich als Spezialfall die Teststatistik aus Bemerkung 15.16
für die Hypothese H0 : β∗ = 0.
15.4 Konfidenzintervalle
Bemerkung 15.18 (Konfidenzintervalle) Die Annahmen 15.2, 15.7 und 14.12 seien
erfüllt und 0 < α < 1 sei gegeben. Dann ergeben sich aus den Verteilungen (15.11) und
(15.12) die folgenden Konfidenzintervalle für die Parameter βk und σ
2.
1. Ein (1− α)-Konfidenzintervall für den Parameter βk ist gegeben durch das zufällige
Intervall [
Bk − tN,1−α/2σ̂[Bk], Bk + tN,1−α/2σ̂[Bk]
]
,
d. h.
P
(
Bk − tN,1−α/2σ̂[Bk] ≤ βk ≤ Bk + tN,1−α/2σ̂[Bk]
)
= 1− α .
2. Ein (1− α)-Konfidenzintervall für den Parameter σ2 ist gegeben durch das zufällige
Intervall [
Û
′
Û
χ2N,1−α/2
,
Û
′
Û
χ2N,α/2
]
,
d. h.
P
(
Û
′
Û
χ2N,1−α/2
≤ σ2 ≤ Û
′
Û
χ2N,α/2
)
= 1− α .
Bemerkung 15.19 (Konfidenzbereiche) Die Annahmen 15.2, 15.7 und 14.12 seien
erfüllt und 0 < α < 1 sei gegeben. Dann ergeben sich aus den Verteilungen (15.13) und
(15.14) die folgenden (1− α)-Konfidenzbereiche für die Parametervektoren β und β∗.
1. Für einen gegebenen Beobachtungsvektor y ist
C(y)
def
=
{
x ∈ R(K+1)×1
∣∣∣∣ N(b− x)′X′X(b− x)(K + 1)û′û ≤ FK+1,N,1−α
}
ein Ellipsoid in RK×1 mit Mittelpunkt b. Dabei sind b und û Funktionen von X und
y, vgl. (15.5) und (15.8). Ein Konfidenzbereich (Konfidenzellipsoid) für den Para-
metervektor β mit konstanter Überdeckungswahrscheinlichkeit 1 − α ist durch den
zufälligen Bereich C(Y) gegeben, wobei dann b und û durch die von Y abhängenden
Zufallsvektoren B und Û zu ersetzen sind, d. h.
P (β ∈ C(Y)) = 1− α .
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2. Für einen gegebenen Beobachtungsvektor y ist
C∗(y)
def
=
{
x ∈ RK×1
∣∣∣∣ N(b∗ − x)′(nS)(b∗ − x)Kû′û ≤ FK,N,1−α
}
ein Ellipsoid in RK×1 mit Mittelpunkt b∗. Ein Konfidenzbereich (Konfidenzellipsoid)
für den Parametervektor β∗ mit konstanter Überdeckungswahrscheinlichkeit 1−α ist
durch den zufälligen Bereich C∗(Y) gegeben, d. h.
P (β∗ ∈ C∗(Y)) = 1− α .
Bemerkung 15.20 (Konfidenzintervall für eine Linearkombination) Das zufälli-
ge Intervall
Ix =
[
x′B− tN,1−α/2
√
x′(X′X)−1xS∗,x′B + tN,1−α/2
√
x′(X′X)−1xS∗
]
mit S∗ aus (15.15) und N aus (15.9) ist ein (1− α)-Konfidenzintervall für x′β, d. h.
P (x′β ∈ Ix) = 1− α.
Bemerkung 15.21 (Konfidenzband) Ein Konfidenzband für die lineare Mehrfach-
regression x′β erhält man1 als
Kx
def
= [x′B−∆x,x′B + ∆x]
mit
∆x
def
=
√
(K + 1)FK+1,N,1−α
√
x′(X′X)−1xS∗
für
x = (1, x1, . . . , xK)
′, x1, . . . , xK ∈ R.
Das Konfidenzband Kx ist ein zufälliger Bereich, der über B und S
∗ von den Zufallsva-
riablen Y1, . . . , Yn abhängt und die Eigenschaft
P (x′β ∈ Kx,x = (1, x1, . . . , xK)′ für alle x1, . . . , xK ∈ R) ≥ 1− α
hat.
15.5 Güte der Anpassung
Bemerkung 15.22 (Varianzzerlegung) Für die empirischen Varianzen
s2y =
1
n
n∑
i=1
(yi − ȳ)2, s2ŷ =
1
n
n∑
i=1
(ŷi − ¯̂y)2, s2û =
1
n
n∑
i=1
(ûi − ¯̂u)2
gilt die Varianzzerlegung
s2y = s
2
ŷ + s
2
û . (15.16)
Dabei gilt ¯̂y = ȳ und ¯̂u = 0. Diese Varianzzerlegung motiviert die folgende Definition.
1Siehe [Miller 1980, S. 111].
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Definition 15.23 (Bestimmtheitsmaß) Falls s2y > 0 heißt
R2 = 1− s
2
û
s2y
= 1− û
′û
n∑
i=1
(yi − ȳ)2
=
sŷ2
s2y
Bestimmtheitsmaß, Determinationskoeffizient (coefficient of determination) oder
R-Quadrat (R-squared).
Bemerkung 15.24 (Eigenschaften) Das Bestimmtheitsmaß wird als Maß für die Güte
der Anpassung (goodness of fit) interpretiert.
1. Es gilt 0 ≤ R2 ≤ 1, wobei R2 der Anteil der empirischen Varianz der y-Werte ist, der
durch die geschätzte Regression erklärt wird.
2. Wenn alle Beobachtungen auf einer geschätzten Regressionsgeraden liegen, dann gilt
û = 0 und damit û′û = 0. Gilt zusätzlich bk 6= 0 für mindestens ein k ∈ {1, . . . , K},
dann gilt s2y > 0 und R
2 = 1.
3. Im Fall b1 = . . . = bK = 0 gilt s
2
ŷ = 0 und R
2 = 0.
4. Im Fall K = 1 gilt R2 = r2, wobei r die empirische Korrelation zwischen den xi1 und
den yi bezeichnet.
15.6 Prognose
Bemerkung 15.25 (Punktprognose und Prognoseabweichung)
1. Auf der Basis des geschätzten linearen Zusammenhangs und eines Vektors x0 =
(1, x01, . . . , x
0
k) sollen der Erwartungswert E[Y
0] = x0β und die Realisation von Y 0 =
E[Y 0] + U0 prognostiziert werden.
2. Zu einem vorgegebenen Vektor x0 muss die Prognose des mittleren Wertes E[Y 0] =
x0β und der individuellen Beobachtung Y 0 = x0β+U0 unterschieden werden. Dabei
ist U0 als stochastisch unabhängig von (U1, . . . , Un) vorausgesetzt, d. h. selbst dann,
wenn der Vektor x0 identisch mit einem der Vektoren x1, . . . ,xn ist, stellt sich das
Problem der Prognose von E[Y 0] und von Y 0.
3. Für die Punktprognose ergibt sich in beiden Fällen
Ŷ 0 = x0B
mit
E[Ŷ 0] = x0β, V[Ŷ 0] = x0(X′X)−1x0′σ2.
Dabei enthält die Matrix X nur die Variablen x1, . . . ,xn aus dem Beobachtungszeit-
raum.
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4. Zur Bestimmung der Genauigkeit wird die Prognoseabweichung, d. h. die Abwei-
chung der Punktprognose Ŷ 0 vom zu prognostizierenden Wert E[Y 0] bzw. von der zu
prognostizierenden Variable Y 0 betrachtet. Die Abweichung der Punktprognose x0B
von x0β ist aus statistisch-methodischer Sicht bereits durch die Konfidenzaussagen in
den Bemerkungen 15.20 und 15.21 erfasst. Für einen vorgegebenen Vektor x0 erhält
man aus Bemerkungen 15.20 ein Intervall Ix0 mit
P (x0β ∈ Ix0) = 1− α.
Für mehrere vorgegebene Vektoren lassen sich analog zu Bemerkung 14.16 simultane
Konfidenzintervalle konstruieren, die als Prognoseintervalle für die Erwartungswerte
interpretiert werden können. Für beliebige Stellen erhält man aus Bemerkung 15.21
ein Konfidenzband, dass als ein Prognoseband für den Erwartungswert interpretiert
werden kann.
Bemerkung 15.26 (Prognoseintervall für Y 0 an der Stelle x0)
1. Für die Prognose des individuellen Wertes Y 0 durch Ŷ 0 ergibt sich die Prognoseab-
weichung (der zufällige Prognosefehler)
D0 = Ŷ 0 − Y 0
mit dem Erwartungswert
E[D0] = E[Ŷ 0]− E[Y 0] = 0
und der Varianz
V[D0] = V[Ŷ 0]− 2Cov[Ŷ 0, Y 0] + V[Y 0] = (x0(X′X)−1x0 + 1)σ2.
Ein Schätzer für die Standardabweichung σ[D0] ist
S0
def
= σ̂[D0] =
√
x0(X′X)−1x0 + 1 S∗.
2. Mit der Normalverteilungsannahme für die Störvariablen ergibt sich
D0 = Ŷ 0 − Y 0 ∼ N
(
0,V[D0]
)
,
Ŷ 0 − Y 0
σ[D0]
∼ N(0, 1)
und
Ŷ 0 − Y 0
S0
∼ t(N).
Daher ist
I0 =
[
x0B− tN,1−α/2S0,x0B + tN,1−α/2S0
]
ein Prognoseintervall für Y 0 mit vorgegebener Trefferwahrscheinlichkeit 1−α für Y 0,
d. h.
P (Y 0 ∈ I0) = 1− α.
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Bemerkung 15.27 (Mehrere Prognosestellen)
1. Für m Vektoren x0i = (1, x
0
i1, . . . , x
0
iK) ∈ RK+1 mit i = 1, . . . ,m sollen die Erwar-
tungswerte E[Y 0i ] bzw. die Variablen Y
0
i prognostiziert werden. Die m Vektoren x
0
i
werden zur Matrix X0 und die m Variablen Y 0i zum m-dimensionalen Vektor Y
0
zusammengefasst. Die Punktprognose ist dann
Ŷ0 = X0B
mit
E[Ŷ0] = X0β, V[Ŷ
0
] = X0V[B]X0′ = X0(X′X)−1X0′σ2.
2. Mit der Normalverteilungsannahme für die Störvariablen und mit
H0
def
= X0(X′X)−1X0′ ∈ Rm×m
ergibt sich
Ŷ0 − E[Ŷ0] = X0B−X0β ∼ Nm(0,H0σ2).
Falls H0 positiv definit und damit invertierbar ist, gilt
(X0B−X0β)′(H0)−1(X0B−X0β)
σ2
∼ χ2(m)
und
(X0B−X0β)′(H0)−1(X0B−X0β)
mS∗2
∼ F (m,N).
3. Zu vorgegebener Trefferwahrscheinlichkeit 1−α ist der zufällige m-dimensionale Be-
reich
C
def
=
{
x ∈ Rm
∣∣∣∣(X0B− x)′(H0)−1(X0B− x)mS∗2 ≤ Fm,N,1−α
}
ein simultaner Prognosebereich für den m-dimensionalen Vektor E[Y0], d. h.
P (E[Y0] ∈ C) = 1− α.
4. Die Projektion dieses m-dimensionalen Bereiches auf die m Koordinatenachsen ergibt
die m Intervalle
I0i =
[
x0iB−
√
mFm,N,1−αciS
∗,x0iB +
√
mFm,N,1−αciS
∗
]
mit
ci
def
=
√
x0i (X
′X)−1x0i
′, i = 1, . . . ,m.
Die Intervalle haben die Eigenschaft
P (E[Y 0i ] ∈ Ii) ≥ 1− α, i = 1, . . . ,m;
es gilt aber auch simultan
P (E[Y0] ∈ I1 × · · · × Im) ≥ 1− α.
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5. Für die Abweichung zwischen Ŷ0 = X0B und Y0 gilt unter Normalverteilungsan-
nahme für die Störvariablen
Ŷ0 −Y0 = Ŷ
0
− E[Y0]−U0 = X0B−X0β −U0 ∼ Nm(0, (H0 + Im)σ2).
Zu vorgegebener Trefferwahrscheinlichkeit 1−α ist dann der zufällige m-dimensionale
Bereich
C∗
def
=
{
x ∈ Rm
∣∣∣∣(X0B− x)′(H0 + Im)−1(X0B− x)mS2 ≤ Fm,N,1−α
}
ein simultaner Prognosebereich für den m-dimensionalen Vektor Y0, d. h.
P (Y0 ∈ C∗) = 1− α.
6. Durch Projektion dieses m-dimensionalen Bereiches auf die m Koordinatenachsen
ergeben sich die m Intervalle
I∗i =
[
xiB−
√
mFm,N,1−αc
∗
iS
∗,xiB +
√
mFm,N,1−αc
∗
iS
∗
]
mit
c∗i
def
=
√
xi(X
′X)−1x′i + 1, i = 1, . . . ,m.
mit der Eigenschaft
P (Yi ∈ I∗i ) ≥ 1− α, i = 1, . . . ,m
für die auch simultan
P (Y0 ∈ I∗1 × · · · × I∗m) ≥ 1− α
gilt.
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Beispiel 15.28 (Lineare Einfachregression als Spezialfall) Im Fall der linearen Ein-
fachregression gilt X = [xij]i=1,...,n;j=0,1 mit xi0 = 1 und xi1 = xi für i = 1, . . . , n. Es
ergeben sich die Matrizen
X′X =
[
n
∑n
i=1 xi∑n
i=1 xi
∑n
i=1 x
2
i
]
und
(X′X)−1 =
1
n
∑n
i=1 x
2
i − (
∑n
i=1 xi)
2
[ ∑n
i=1 x
2
i −
∑n
i=1 xi
−
∑n
i=1 xi n
]
=
n
n2( 1
n
∑n
i=1 x
2
i − x̄2)
[
1
n
∑n
i=1 x
2
i −x̄
−x̄ 1
]
=
1
ns2x
[
1
n
∑n
i=1 x
2
i −x̄
−x̄ 1
]
=
1
ns2x
[
s2x + x̄
2 −x̄
−x̄ 1
]
.
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sowie die Kovarianzmatrix
V[B] =
[
V[B0] Cov[B0, B1]
Cov[B1, B0] V[B1]
]
= σ2(X′X)−1
mit den Komponenten
V[B0] =
1
n
∑n
i=1 x
2
i
ns2x
σ2 =
s2x + x̄
2
ns2x
σ2 =
(
1
n
+
x̄2
ns2x
)
σ2,
V[B1] =
1
ns2x
σ2,
Cov[B0, B1] = Cov[B1, B0] = −
x̄
ns2x
σ2 (15.17)
und
Corr[B0, B1] =
Cov[B0, B1]√
V[B0]V[B1]
= − x̄√
1
n
∑n
i=1 x
2
i
. (15.18)
Definition 15.29 (Empirischer multipler Korrelationskoeffizient) y ∈ Rn×1 sei
der Vektor der beobachteten Werte einer erklärten Variablen und ŷ ∈ Rn×1 mit den
Komponenten
ŷi = b0 + b1xi1 + . . . bKxiK , i = 1, . . . , n
sei der Vektor der geschätzten y-Werte einer linearen Regression der Variablen Y auf die
Regressoren X1,. . . ,XK . Falls s
2
y > 0 und s
2
ŷ > 0 heißt
rY.X1,...,XK
def
= ryŷ =
syŷ√
s2ys
2
ŷ
empirischer multipler Korrelationskoeffizient (multiple correlation coefficient) einer
linearen Regression von Y auf die Regressoren X1,. . . ,XK .
Bemerkung 15.30 Es gilt R2 = r2Y.X1,...,XK .
Definition 15.31 (Empirischer partieller Korrelationskoeffizient) Mit û1.3,...,m und
û2.3,...,m seien die Residuen linearer Regressionen von X1 und X2 jeweils auf X3, . . . , Xm
bezeichnet,
xi1 = b10 + b13xi3 + . . . b1mxim + ûi,1.3,...,m, i = 1, . . . , n,
xi2 = b20 + b23xi3 + . . . b1mxim + ûi,2.3,...,m, i = 1, . . . , n .
Dann heißt
r12.3,...,m
def
= rû1.3,...,m,û2.3,...,m =
∑n
i=1 ûi,1.3,...,mûi,2.3,...,m√∑n
i=1 û
2
i,1.3,...,m
∑n
i=1 û
2
i,2.3,...,m
(empirischer) partieller Korrelationskoeffizient (partial correlation coefficient).
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Bemerkung 15.32 Der partielle Korrelationskoeffizient r12.3,...,m misst die lineare Ab-
hängigkeit von X1 und X2 nach der Ausschaltung linearer Einflüsse von X3, . . . , Xm auf
X1 und X2. Man nennt diese Korrelation auch ”
die Korrelation zwischen X1 und X2 unter
Partialisierung von X3, . . . , Xm“.
2
Bemerkung 15.33 (Homogene Regression) Im Fall β0 = 0 liegt ein homogenes Re-
gressionsmodell oder ein Modell ohne Absolutglied (no intercept term model) vor. In
diesem Fall ist
b∗ = (X
′
∗X∗)
−1X′∗y
mit
X∗
def
= [xij]i=1,...,n;j=1,...,K ∈ Rn×K
der eindeutige KQ-Schätzwert für den Parametervektor β∗ = (β1, . . . , βK)
′, falls X′∗X∗
invertierbar ist. Es gilt zwar die Zerlegung
y′y = ŷ′ŷ + û′û,
aber nicht die Varianzzerlegung (15.16), so dass der Determinationskoeffizient als
R2 = 1− û
′û
y′y
definiert wird.3
Bemerkung 15.34 (Heteroskedastizität und Autokorrelation)
1. Die Annahme V[U1] = . . . = V[Un] heißt auch Annahme der Homoskedastizität.
Methoden unter Aufgabe dieser Annahme zugunsten einer allgemeineren Hetero-
skedastizität werden in der Ökonometrie behandelt.4
2. Ebenso kann die Annahme Cov[Ui, Uj] = 0 für alle i 6= j gelockert werden.
3. Ein Test der Hypothese H0 : Cov[Ui, Uj] = 0 für alle i 6= j mit der speziellen Ge-
genhypothese der Autokorrelation erster Ordnung ist der Durbin-Watson-Test.5
Diese Gegenhypothese ist nur bei zeitlichen geordneten Beobachtungen sinnvoll.
Bemerkung 15.35 (Stichprobenregressionsfunktion) Mit dem Schätzwert b aus (15.5)
ergibt sich die lineare Stichprobenregressionsfunktion (sample regression function)
ĝ : RK → R,
ĝ(x1, . . . , xK) = b0 +
K∑
k=1
bkxk
als empirische Entsprechung zur unbekannten linearen Grundgesamtheitsregressions-
funktion (population regression function) g : RK → R,
g(x1, . . . , xK) = β0 +
K∑
k=1
βkxk .
2 [Hartung/Elpelt/Klösener 2009, S. 561].
3 [Rao et al. 2008, S. 23].
4 [Huschens 2008]
5 [Toutenburg 2003, S. 318]
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Bemerkung 15.36
1. Der Schätzer in (15.10) ist die beste quadratische unverzerrte Schätzfunktion für σ2,
d. h. er ist varianzminimal in der Klasse aller unverzerrten Schätzfunktionen der Form∑n
i=1
∑n
j=1 cijYiYj.
2. Für den Vektor Ŷ gilt
E[Ŷ] = E[HY] = HE[Y] = HXβ = Xβ,
ΣŶ
def
= [Cov[Ŷi, Ŷj]]i,j=1,...,n = σ
2H .
3. Für den Vektor Û gilt
E[Û] = 0,
ΣÛ
def
= [Cov[Ûi, Ûj]]i,j=1,...,n = σ
2(In −H) .
4. Es gelten die Orthogonalitätsbeziehungen
X′û = 0, E[X′Û] = 0, ŷ′û = 0 und E[Ŷ
′
Û] = 0 .
Kapitel 16
Bedingtheit
16.1 Bedingte Wahrscheinlichkeiten
Bemerkung 16.1 (Abhängigkeit und bedingte Wahrscheinlichkeit)
1. Zwei Ereignisse A und B sind abhängig (nicht stochastisch unabhängig), falls
P (A ∩B) 6= P (A)P (B) . (16.1)
Da aus P (A) = 0 auch P (A∩B) = 0 folgt, muss in (16.1) sowohl P (A) > 0 als auch
P (B) > 0 gelten. Aus (16.1) folgt daher auch
P (A|B) def= P (A ∩B)
P (B)
6= P (A) und P (B|A) def= P (A ∩B)
P (A)
6= P (B).
2. Zwei Zufallsvariablen X und Y sind abhängig, falls es mindestens ein Paar (x, y)
mit
P (X ≤ x, Y ≤ y) 6= P (X ≤ x)P (Y ≤ y) (16.2)
gibt. Es muss dann auch
P (X ≤ x|Y ≤ y) 6= P (X ≤ x) und P (Y ≤ y|X ≤ x) 6= P (Y ≤ y)
gelten.
3. Bedingte Wahrscheinlichkeiten enthalten also Information über die Abhängigkeit.
16.2 Bedingte Verteilungen
Bemerkung 16.2 (Bedingte Verteilungen)
1. Gesucht ist die Verteilung von Y unter der Bedingung X = x, eine sogenannte
bedingte Verteilung der Zufallsvariablen Y (conditional distribution of Y given
X = x).
2. Die Zufallsvariable Y besitzt unter unterschiedlichen Bedingungen X = x, d. h. für
verschiedene x ∈ R, in der Regel unterschiedliche bedingte Verteilungen.
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Definition 16.3 (Bedingte Verteilung im diskreten Fall) Wenn eine gemeinsame Wahr-
scheinlichkeitsfunktion fX,Y vorliegt, kann für jedes x mit P (X = x) > 0 eine Verteilung
von Y unter der Bedingung X = x definiert werden. Die bedingte Wahrscheinlich-
keitsfunktion ist
fY |X=x(y)
def
= P (Y = y | X = x) = P (Y = y,X = x)
P (X = x)
=
fX,Y (x, y)
fX(x)
und die bedingte Verteilungsfunktion ist
FY |X=x(y)
def
= P (Y ≤ y | X = x) = P (Y ≤ y,X = x)
P (X = x)
=
∑
v:v≤y
fY |X=x(v) .
Definition 16.4 (Bedingte Verteilung im stetigen Fall) Wenn eine gemeinsame Dich-
tefunktion fX,Y vorliegt, kann für jedes x mit fX(x) > 0 eine Verteilung von Y unter der
Bedingung X = x definiert werden. Die bedingte Dichtefunktion ist
fY |X=x(y)
def
=
fX,Y (x, y)
fX(x)
und die bedingte Verteilungsfunktion ist
FY |X=x(y)
def
=
∫ y
−∞
fY |X=x(v)dv .
Bemerkung 16.5
1. Alternative in der Literatur verwendete Bezeichnungsweisen sind
FY |X(y|x)
def
= FY (y|X = x)
def
= FY |X=x(y)
für bedingte Verteilungsfunktionen und
fY |X(y|x)
def
= fY (y|X = x)
def
= fY |X=x(y)
für bedingte Wahrscheinlichkeits- und Dichtefunktionen.
2. Die Gleichheit von bedingten und unbedingten Wahrscheinlichkeits- bzw. Dichtefunk-
tionen, d. h.
fY |X=x(y) = fY (y), y ∈ R,
für alle x ∈ R mit fX(x) > 0, ist ein Kriterium für die stochastische Un-
abhängigkeit der Zufallsvariablen X und Y .
3. Wenn X und Y eine gemeinsame Wahrscheinlichkeitsverteilung besitzen, dann kann
ein System von bedingten Verteilungsfunktionen {(FY |X=x(·), x) | x ∈ R} so konstru-
iert werden, dass
FY (y) =
∫
R
FY |X=x(y)dFX(x), y ∈ R
und
FX,Y (x, y) =
x∫
−∞
FY |X=t(y)dFX(t), x, y ∈ R
gilt.
16.3. Bedingter Erwartungswert 165
Bemerkung 16.6 (Bedingte Verteilungen im allgemeinen Fall) Der Zufallsvektor
(X1, . . . , Xn, Y1, . . . , Ym) besitze eine gemeinsame Wahrscheinlichkeitsverteilung. Für die
Vektoren X = (X1, . . . , Xn) und Y = (Y1, . . . , Ym) können bedingte Verteilungsfunktionen
FY|X=x(y), y = (y1, . . . , ym) ∈ Rm
für alle x = (x1, . . . , xn) ∈ Rn so konstruiert werden, dass
FY(y) =
∫
Rn
FY|X=x(y)dFX(x), y ∈ Rm
und
FX,Y(x,y) =
∫
]−∞,x1 ]×···× ]−∞,xn ]
FY|X=t(y)dFX(t1, . . . , tn), x ∈ Rn, y ∈ Rm
gilt.
Beispiel 16.7 (Bivariate Normalverteilung) Alle bedingten Verteilungen einer biva-
riaten Normalverteilung mit den Parametern µX , σX , µY , σY und % und der Dichtefunktion
aus (13.1) sind Normalverteilungen.
1. Für alle x ∈ R gilt
Y | X = x ∼ N
(
µY +
%σY
σX
(x− µX), (1− %2)σ2Y
)
. (16.3)
2. Genau für % = 0 sind alle bedingten Verteilungen identisch mit den unbedingten
Verteilungen, es liegt dann also stochastische Unabhängigkeit vor.
16.3 Bedingter Erwartungswert
Bemerkung 16.8 (Bedingter Erwartungswert)
1. Wenn X und Y eine gemeinsame Wahrscheinlichkeitsverteilung besitzen, wobei E[Y ]
endlich ist, dann sind die bedingten Erwartungswerte
E[Y |X = x] =
∫ ∞
−∞
ydFY |X=x(y)
für verschiedene x jeweils reelle Zahlen. Die Funktion
h(x) = E[Y |X = x]
ist z. B. im Fall der bivariaten Normalverteilung von der Form
h(x) = β0 + β1x.
2. Für die Zufallsvariable h(X), z. B. β0 + β1X, schreibt man auch E[Y |X]. Die
Zufallsvariable E[Y |X] wird auch bedingte Erwartung genannt. Neben E[Y |X] ist
in der wahrscheinlichkeitstheoretischen Literatur auch die Bezeichnung E[Y |σ(X)]
gebräuchlich.
166 Kapitel 16. Bedingtheit
3. Analog kann die bedingte Varianz von Y gegeben X = x durch
V[Y |X = x] def= E[(Y − E[Y |X = x])2|X = x] = E[Y 2|X = x]− (E[Y |X = x])2
definiert werden. Die Funktion g(x)
def
= V[Y |X = x] heißt Streuungsfunktion.
Beispiel 16.9 (Bivariate Normalverteilung) Im Spezialfall der bivariaten Normal-
verteilung folgt aus (16.3)
E[Y |X = x] = µY +
%σY
σX
(x− µX) und V[Y |X = x] = (1− %2)σ2Y . (16.4)
Somit ist E[Y |X = x] eine lineare Funktion von x, während die bedingte VarianzV[Y |X =
x] konstant ist. Beide Eigenschaften sind Besonderheiten der bivariaten Normalverteilung
und können bei einer beliebigen zweidimensionalen Verteilung nicht erwartet werden.
Bemerkung 16.10 (Rechnen mit bedingten Erwartungswerten)
1. Wenn die Zufallsvariablen X und Y stochastisch unabhängig sind, gilt
E[Y |X = x] = E[Y ],
E[Y |X] = E[Y ],
E[g(Y,X)|X = x] = E[g(Y, x)]
und damit insbesondere
E[Y + h(X)|X = x] = E[Y + h(x)] = E[Y ] + h(x).
2. Für zwei Zufallsvariablen X und Y gilt
E[g(Y,X)|X = x] = E[g(Y, x)|X = x].
3. Gesetz vom iterierten Erwartungswert1
E[E[Y |X]] = E[Y ] (16.5)
4. Linearität2
E[aX + bY + c|Z] = aE[X|Z] + bE[Y |Z] + c (16.6)
5. Herausziehen bekannter Faktoren3
E[Y g(X)|X] = g(X)E[Y |X] (16.7)
Beispielsweise gilt
E[X|X] = X, E[g(X)|X] = g(X) und E[g(X)|X,Z] = g(X).
1Siehe [Karr 1993, Prop. 8.13].
2Siehe [Karr 1993, Prop. 8.22, 8.27].
3Siehe [Karr 1993, Prop. 8.24 , 8.34].
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6. Schachtelung (Korsetteigenschaft)4
E[E[Y |X,Z]|X] = E[Y |X] (16.8)
E[E[Y |X]|X,Z] = E[Y |X] (16.9)
Satz 16.11 (Varianzzerlegung) Für zwei Zufallsvariablen X und Y gilt
V[Y ] = E[V[Y |X]] + V[E[Y |X]], (16.10)
falls die Erwartungswerte existieren.
Zum Beweis siehe [Casella/Berger 2002, Theorem 4.4.7].
16.4 Weiterführendes
Bemerkung 16.12 (Zu (16.8) und (16.9))
1. Wegen (16.5) gilt
E[E[Y |Z]] = E[Y ].
Für die auf X = x bedingte gemeinsame Verteilung von Y und Z gilt analog auch
E[E[Y |Z,X = x]|X = x] = E[Y |X = x]
und somit gilt (16.8) für eine Zufallsvariable X.
2. Da E[Y |X] eine Funktion von X, nicht aber von Y ist, folgt
E[E[Y |X]|X,Z] = E[Y |X]E[1|X,Z] = E[Y |X]
durch Herausziehen des bekannten Faktors E[Y |X] und somit ergibt sich (16.9).
Bemerkung 16.13 Es gelten die beiden Implikationen
X, Y sind stochastisch unabhängig =⇒ E[Y |X] = E[Y ] =⇒ X, Y sind unkorreliert,
während die Umkehrungen im Allgemeinen nicht gelten.5
Beispiel 16.14 (Beispiel zur Unabhängigkeit und Bedingtheit) X1 ∼ Ber(1/2) und
X2 ∼ Ber(1/2) seien stochastisch unabhängig. Außerdem gelte
[X3|X1 = 0, X2 = 0] ∼ Ber(3/4), [X3|X1 = 0, X2 = 1] ∼ Ber(1/2),
[X3|X1 = 1, X2 = 0] ∼ Ber(1/4), [X3|X1 = 1, X2 = 1] ∼ Ber(1/2).
Dann gilt:
1. Die Wahrscheinlichkeitsverteilung von (X1, X2, X3) ist vollständig spezifiziert.
4Siehe [Karr 1993, Theoreme 8.23, 8.33].
5Vgl. dazu die Definition der first-order independence in [Spanos 1999, 6.4.2] und der regressiven
Unabhängigkeit in [Steyer 2003, S. 85].
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2. X3 ∼ Ber(1/2)
3. X2 und X3 sind stochastisch unabhängig.
4. X1 und X3 sind nicht stochastisch unabhängig.
5. Es gilt X2|X1 ∼ Ber(1/2) und X3|X2 ∼ Ber(1/2).
Bemerkung 16.15
1. Das Beispiel 16.14 zeigt, dass aus der stochastischen Unabhängigkeit von X1 und X2
einerseits und von X2 und X3 andererseits nicht folgt, dass X1 und X3 stochastisch
unabhängig sind.
2. Im Beispiel gilt X1 ∼ Ber(1/2), X2|X1 ∼ Ber(1/2) und X3|X2 ∼ Ber(1/2). Diese
drei Verteilungen ergeben sich z. B. auch bei stochastischer Unabhängigkeit der drei
Zufallsvariablen Xi ∼ Ber(1/2) für i = 1, 2, 3.
Bemerkung 16.16 (Übungsaufgabe zum bedingten Erwartungswert)
Es sei P (X = 0) = P (X = 1) = P (Y = 0) = P (Y = 1) = 1/2 und P (X = 0, Y = 0) =
1/3.
Bestimmen Sie die Wahrscheinlichkeiten P (X = 0, Y = 1), P (X = 1, Y = 0), P (X =
1, Y = 1), die Erwartungswerte E[X], E[Y ], die bedingten Erwartungswerte E[X|Y = 0],
E[X|Y = 1], E[Y |X = 0], E[Y |X = 1], die zufälligen bedingten Erwartungswerte E[X|Y ],
E[Y |X], E[E[X|Y ]|X], die Erwartungswerte E[E[X|Y ]], E[XY ], die Kovarianz Cov[X, Y ],
die Korrelation Corr[X, Y ], die Varianzen V[X], V[Y ], die bedingten Varianzen V[X|Y =
0], V[X|Y = 1], die zufällige bedingte Varianz V[X|Y ], den Erwartungswert E[V[X|Y ]]
und die Varianz V[E[X|Y ]].
Bemerkung 16.17 (Fehlerquellen) Bei Berechnungen mit bedingten Erwartungswer-
ten sind im Allgemeinen die drei Größen E[Z|Y,X], E[E[Z|Y ]|X] und E[E[Z|X]|Y ] von-
einander verschieden. Dies ergibt sich daraus, dass im Allgemeinen E[Z|Y,X] eine Funkti-
on von Y und X ist, E[E[Z|Y ]|X] eine Funktion von X ist und E[E[Z|X]|Y ] eine Funktion
von Y ist.
Definition 16.18 (Bedingte Kovarianz und bedingte Korrelation) Die aus der ge-
meinsamen Verteilung von (X, Y ) gegeben Z = z berechnete Kovarianz
Cov[X, Y |Z = z] def= E[(X − E[X|Z = z])(Y − E[Y |Z = z])|Z = z]
heißt bedingte Kovarianz und
Corr[X, Y |Z = z] def= Cov[X, Y |Z = z]√
V[X|Z = z]V[Y |Z = z]
heißt bedingte Korrelation, falls 0 < V[X|Z = z] <∞ und 0 < V[Y |Z = z] <∞.
Bemerkung 16.19
1. Im Allgemeinen variieren Cov[X, Y |Z = z], V[X|Z = z] und V[Y |Z = z], wenn z
geändert wird. Es handelt sich also im Allgemeinen um Funktionen von z.
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2. Es ist eine Besonderheit der multivariaten Normalverteilung, dass zwar E[X|Z = z]
von z abhängt, die bedingten Varianzen, Kovarianzen und Korrelationen aber nicht
von Z abhängen und damit konstant sind.
3. Manchmal wird eine gemittelte bedingte Korrelation, z. B.
E[Corr[X, Y |Z]],
gebildet und (missverständlich) als partielle Korrelation bezeichnet, vgl. Definition
17.29.
Beispiel 16.20 (Trivariate Standardnormalverteilung) Ein dreidimensionaler Zu-
fallsvektor X = (X1, X2, X3)
′ hat eine trivariate (dreidimensionale) Standardnormalver-
teilung mit den drei Parametern %12, %23 und %13, falls die Dichtefunktion durch
fX(x) = (2π)
− 3
2 |P|−
1
2 e−
1
2
x′P−1x, x ∈ R3
gegeben ist, vgl. Definition 26.27. Dabei ist die symmetrische Matrix P = [%jk]j,k=1,2,3 eine
Korrelationsmatrix mit %jj = 1 für j = 1, 2, 3.
1. Die Randverteilungen der Zufallsvariablen X1, X2 und X3 sind Standardnormalver-
teilungen.
2. Die gemeinsame Verteilung von Xj und Xk mit j 6= k ist eine bivariate Standardnor-
malverteilung mit dem Parameter %jk.
3. Die gemeinsame Verteilung von X1 und X2, gegeben X3 = x3, ist eine bivariate
Normalverteilung mit den Randverteilungen
X1|X3 = x3 ∼ N(%13x3, 1− %213),
X2|X3 = x3 ∼ N(%23x3, 1− %223)
und dem bedingten Korrelationskoeffizienten
%12|3
def
= Corr[X1, X2|X3 = x3] =
%12 − %13%23√
1− %213
√
1− %223
, (16.11)
der nicht von x3 abhängt.
4. Die bedingte Korrelation ist in diesem Fall konstant und der bedingte Korrelati-
onskoeffizient %12|3 ist hier identisch mit dem partiellen Korrelationskoeffizi-
enten %12.3.
5. Die Regression von X1 auf X2 und X3 ist linear,
E[X3|X1, X2] = %13|2X1 + %23|1X2
mit den bedingten Korrelationskoeffizienten %13|2 und %23|1, die analog zu %12|3 defi-
niert sind.
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6. Im Spezialfall der Gleichkorrelationsmatrix mit
%
def
= %12 = %13 = %23
ergibt sich
%12.3 = %13.2 = %23.1 =
%− %2
1− %2
=
%
1 + %
,
E[X3|X1, X2] =
%
1 + %
(X1 +X2).
Definition 16.21 Zwei Ereignisse A und B sind bedingt unabhängig gegeben C mit
P (C) > 0, falls
P (A ∩B|C) = P (A|C)P (B|C).
Definition 16.22 Zwei Zufallsvariablen X und Y sind bedingt unabhängig gegeben
Z, wenn sich für jede Realisation von Z die gemeinsame Verteilungsfunktion von X und
Y gegeben Z = z faktorisieren lässt, d. h., wenn für alle z ∈ R
FX,Y |Z=z(x, y) = FX|Z=z(x)FY |Z=z(y), x, y ∈ R
gilt.
Bemerkung 16.23 Für Dichte- und Wahrscheinlichkeitsfunktionen bedeutet dies
fX,Y |Z=z(x, y) = fX|Z=z(x)fY |Z=z(y),
bzw.
fY |X=x,Z=z(y) = fY |Z=z(y).
Beispiel 16.24 (Abhängigkeitsmodellierung bei bedingter Unabhängigkeit)
Gegeben seien zwei Kredite mit Bernoulli-verteilten Ausfallvariablen
A1 ∼ Ber(p1) = Bin(1, p1), A2 ∼ Ber(p2).
Das Ereignis Ai = 1 wird als Ausfall des Kredites i interpretiert un pi ist die Ausfallwahr-
scheinlichkeit des Kredites i. Bei stochastischer Unabhängigkeit der Ausfallvariablen ist
die Wahrscheinlichkeit, dass beide Kredite ausfallen,
P (A1 = 1, A2 = 1) = P (A1 = 1)P (A2 = 1) = p1p2.
1. Die Ausfallwahrscheinlichkeiten mögen in Abhängigkeit von einem Faktor Z mit der
Verteilung
P (Z = z1) = 3/4, P (Z = z2) = 1/4,
der zum Beispiel die konjunkturelle Situation widerspiegelt, variieren.
2. Die bedingten Ausfallwahrscheinlichkeiten sind
pi|j
def
= P (Ai = 1|Z = zj)
mit
p1|1 < p1|2, p2|1 < p2|2,
d. h. für beide Kredite höhere Ausfallwahrscheinlichkeit, falls Z = z2.
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3. Unter der Annahme, dass die Ausfallvariablen A1 und A2 bedingt auf Z unabhängig
sind, gilt
P (A1 = A2 = 1|Z = z1) = P (A1 = 1|Z = z1)P (A2 = 1|Z = z1) = p1|1p2|1
und
P (A1 = A2 = 1|Z = z2) = P (A1 = 1|Z = z2)P (A2 = 1|Z = z2) = p1|2p2|2.
Die unbedingten Ausfallwahrscheinlichkeiten sind (Satz von der totalen Wahrschein-
lichkeit)
P (Ai = 1) = P (Ai = 1|Z = z1)P (Z = z1) + P (Ai = 1|Z = z2)P (Z = z2)
= pi|1
3
4
+ pi|2
1
4
.
4. Bedingte Unabhängigkeit impliziert nicht (unbedingte) Unabhängigkeit.
P (A1 = A2 = 1) = p1|1p2|1
3
4
+ p1|2p2|2
1
4
6=
(
p1|1
3
4
+ p1|2
1
4
)(
p2|1
3
4
+ p2|2
1
4
)
= P (A1 = 1)P (A2 = 1)
5. Es lässt sich zeigen, dass die Zufallsvariablen A1 und A2 positiv korreliert sind, d. h.
E[A1A2] > E[A1]E[A2].
Bemerkung 16.25 Analog zum bedingten Erwartungswert können die Funktionen
gk(x)
def
= E
[
(Y − E[Y |X = x])k |X = x
]
für k = 2, 3, . . .
definiert werden. Dabei ist g2 die Streuungsfunktion.
Beispiel 16.26 (Bivariate Standardnormalverteilung) WennX und Y bivariat stan-
dardnormalverteilt sind, gilt Y |X = x ∼ N(%x, 1− %2), so dass die Funktionen gk(x) für
k = 2, 3, . . . konstant sind.
Beispiel 16.27 (Gestutzte Verteilung) Gegeben sei die Zufallsvariable X mit
P (X = −7) = P (X = −1) = 0.1, P (X = 1) = 0.8.
Dann gilt E[X] = 0 und V[X] = 5.8. Durch
P (X ≤ x | X ≤ 0) def= P (X ≤ x,X ≤ 0)
P (X ≤ 0)
ist eine auf ]−∞, 0] gestutzte (truncated) Verteilung definiert. Es gilt
E[X | X ≤ 0] = −4, V[X | X ≤ 0] = 9.
Das Beispiel lehrt, dass einseitige Stutzung (truncation) nicht immer zur Verringerung
der Varianz führt.
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Bemerkung 16.28 (Gestutzte Normalverteilung) Wenn X normalverteilt ist, dann
gilt für jedes c ∈ R die Ungleichung6
V[X | X ≤ c] < V[X].
Bemerkung 16.29 (Bedingtheit im multivariaten Fall) Wenn die Wahrscheinlich-
keiten der bedingenden Ereignisse positiv sind, gelten allgemein die Darstellungen
P (A ∩B) = P (A)P (B|A), P (A ∩B ∩ C) = P (A)P (B|A)P (C|A ∩B), usw.
Entsprechend erhält man für Wahrscheinlichkeits- oder Dichtefunktionen
f(x, y, z) = fX(x)fY |X=x(y)fZ|X=x,Y=y(z)
und allgemeiner
f(x1, x2, . . . , xn) = fX1(x1)fX2|X1=x1(x2) · · · fXn|X1=x1,X2=x2,...,Xn−1=xn−1(xn) .
6Weitere Eigenschaften gestutzter Normalverteilungen finden sich in [Gouriéroux/Monfort 1995b,
B.3.4].
Kapitel 17
Stochastische Regressoren
Bemerkung 17.1 (Nichtstochastischer versus stochastischer Regressor)
1. Der Modellierungsansatz
Yi = β0 + β1xi + Ui,
mit nichtstochastischen Werten xi ist geeignet, wenn die y-Werte Beobachtungen aus
geplanten Experimenten sind, bei denen die Werte der x-Variablen gesetzt wer-
den (experimental design). Bei biometrischen Anwendungen sind die x-Werte z. B.
Dosierungen eines Düngemittels oder Medikaments. Bei geplanten Experimenten, wie
in der Biometrie, Medizinstatistik usw., ist eine nichtstochastische Modellierung der
Regressoren angebracht, wenn die Werte der erklärenden Variablen durch den Experi-
mentator variiert werden. Dieser Modellierungsansatz wird wegen seiner Einfachheit
in vielen Anwendungsfeldern (z. B. Ökonometrie und Psychometrie) aber auch dann
verwendet, wenn die Annahme fester x-Werte nicht gerechtfertigt ist.
2. Ziel der Regression ist bei ökonometrischen Anwendungen die Schätzung der Para-
meter eines ökonomischen Modells, z. B. der Zusammenhang zwischen der Höhe der
Konsumausgaben Y und der Höhe des Einkommens X,
Y = β0 + β1X + U.
Die Variable U erfasst dabei Abweichungen vom linearen Zusammenhang in der
Grundgesamtheit. Bei einer mikroökonomischen Untersuchung können Einkommens-
werte vorgewählt werden und die zugehörigen Konsumausgaben erfasst werden, so
dass das gewöhnliche Regressionsmodell adäquat ist. Häufig, insbesondere bei ma-
kroökonomischen Variablen, entstammen aber die (x, y)-Werte einer gemeinsamen
Stichprobe, so dass ein Modell adäquat ist, bei dem die (x, y)-Werte als Stichproben-
werte aus einer zweidimensionalen Grundgesamtheit aufgefasst werden.1
3. Im Folgenden wird der Regressor X einer Einfachregression von Y auf X als Zu-
fallsvariable (stochastischer Regressor) modelliert. Die Variablen X und Y besitzen
eine gemeinsame Wahrscheinlichkeitsverteilung, welche die Grundgesamtheit cha-
rakterisiert. Statistische Inferenzverfahren basieren auf Beobachtungen (xi, yi), die
Realisationen von i. i. d.-Zufallsvektoren (Xi, Yi) mit der Verteilung der Grundge-
samtheit sind.
1Die Monographie [Wooldridge 2002] geht durchgängig von dem Konzept aus, auch die Regressoren
als Stichprobenwerte aufzufassen.
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17.1 Einfachregression erster Art
Definition 17.2 (Regressionsfunktion und Regression erster Art) Der Zufallsvek-
tor (X, Y ) besitze eine zweidimensionale Verteilung und E[Y |X = x] sei endlich für alle
x ∈ R. Die Funktion h : R→ R,
h(x)
def
= E[Y |X = x]
heißt Regressionsfunktion einer Regression von Y auf X oder Regression erster Art
von Y auf X.
Bemerkung 17.3
1. Im Allgemeinen ist h(x) eine nichtlineare Funktion von x und die Schätzung dieser
Funktion erfolgt im Rahmen nichtparametrischer Ansätze2.
2. Falls V[X] < ∞ und V[Y ] < ∞ gilt, dann minimiert die Regressionsfunktion h(x)
den mittleren quadratischen Fehler E[(Y − f(X))2], d. h. es gilt
E[(Y − h(X))2] = min
f∈F
E[(Y − f(X))2],
wobei F die Menge aller Funktionen f : R→ R ist.
Beispiel 17.4 (Bivariate Normalverteilung) Der Zufallsvektor (X, Y ) sei bivariat nor-
malverteilt mit den Parametern µX , µY , σ
2
X , σ
2
Y und %.
1. Mit
β1
def
=
%σY
σX
=
Cov[X, Y ]
σ2X
und β0
def
= µY − β1µX
gilt, vgl. (16.3) und (16.4),
E[Y |X = x] = β0 + β1x.
Im Fall der bivariaten Normalverteilung ist also die Regression erster Art linear.
2. Außerdem ist die Streuungsfunktion g(x) = V[Y |X = x] = (1 − %2)σ2Y konstant.
Wenn die Streuungsfunktion, wie hier, konstant ist, spricht man von Homoskeda-
stizität, anderenfalls von Heteroskedastizität.
17.2 Einfachregression zweiter Art
Annahme 17.5 Die Zufallsvariablen X und Y besitzen eine zweidimensionale Verteilung
mit 0 < V[X] <∞ und 0 ≤ V[Y ] <∞.
Definition 17.6 (Lineare Regression von Y auf X oder Regression zweiter Art)
Annahme 17.5 sei erfüllt.
2 [Li/Racine 2007]
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1. Die lineare Funktion
hL(x)
def
= β0 + β1x
mit
β1
def
=
Cov[X, Y ]
V[X]
und β0
def
= E[Y ]− β1E[X]. (17.1)
heißt Regression zweiter Art oder lineare Regression von Y auf X. Die Koef-
fizienten β0 und β1 heißen theoretische Regressionskoeffizienten oder Regres-
sionskoeffizienten der Grundgesamtheit.
2. Die Variable
U
def
= Y − hL(X) = Y − β0 − β1X (17.2)
heißt Residualvariable der linearen Regression von Y auf X.
Bemerkung 17.7 (Beste lineare Approximation) Die lineare Regression von Y auf
X kann als beste lineare Approximation interpretiert werden. Unter Annahme 17.5
hat die Funktion hL(x) die Minimierungseigenschaft
E[(Y − (β0 + β1X))2] = min
(a0,a1)∈R×R
E[(Y − (a0 + a1X))2].
Satz 17.8 Annahme 17.5 sei erfüllt. Für die Residualvariable U aus (17.2) gilt dann
E[U ] = 0, (17.3)
Cov[X,U ] = 0 (17.4)
und
V[U ] = V[Y ](1− (Corr[X, Y ])2). (17.5)
Beweis
1. Mit (17.1) folgt
E[U ] = E[Y − β0 − β1X] = E[Y ]− β0 − β1E[X] = 0 .
2.
Cov[X,U ] = E[(X − E[X])U ] = E[(X − E[X])(Y − β0 − β1X)]
= E[(X − E[X])(Y − E[Y ]− β1(X − E[X]))]
= Cov[X, Y ]− β1V[X] = 0.
3.
V[U ] = V[Y − β0 − β1X] = V[Y ]− 2β1Cov[X, Y ] + β21V[X]
= V[Y ]− (Cov[X, Y ])
2
V[X]
= V[Y ]− (Corr[X, Y ])2V[Y ].
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Bemerkung 17.9 (Bivariate Normalverteilung) Der Zufallsvektor (X, Y ) sei biva-
riat normalverteilt mit den Parametern µX , µY , σ
2
X , σ
2
Y und %.
1. Im Fall der bivariaten Normalverteilung fallen die Konzepte der Regression er-
ster und zweiter Art zusammen.
2. Die Residualvariable U = Y − β0 − β1X ist normalverteilt mit
U ∼ N
(
0, σ2U
)
, σ2U = (1− %2)σ2Y .
Die Zufallsvariablen X und U sind gemeinsam zweidimensional normalverteilt. Daher
folgt aus der Unkorreliertheit, Cov[X,U ] = 0, auch die stochastische Unabhängigkeit
von X und U .
17.3 Lineares Modell für die Einfachregression mit
stochastischem Regressor
Bemerkung 17.10 Ein weiterer Zugang zur linearen Einfachregression mit stochasti-
schem Regressor3 ist die Postulierung eines linearen Modells für die Grundgesamtheit
mit bestimmten Eigenschaften. Dabei ist Y die erklärte Variable, X ist die erklärende
Variable, U ist eine stochastische Störvariable und β0 und β1 sind unbekannte Parameter.
Die Variablen X und Y sind beobachtbar, die Variable U ist unbeobachtbar.
Annahme 17.11 Für die gemeinsame Verteilung von X und Y gelte
Y = β0 + β1X + U (17.6)
mit β0, β1 ∈ R,
0 < V[X] <∞, V[U ] <∞,
E[U ] = 0, (17.7)
Cov[X,U ] = 0. (17.8)
Satz 17.12 Annahme 17.11 sei erfüllt. Dann gilt
β1 =
Cov[X, Y ]
V[X]
und β0 = E[Y ]− β1E[X]. (17.9)
Beweis Aus (17.6) und (17.7) erhält man
E[Y ] = β0 + β1E[X] (17.10)
und
Y − E[Y ] = β1(X − E[X]) + U.
Multiplikation mit X − E[X] ergibt
(Y − E[Y ])(X − E[X]) = β1(X − E[X])2 + U(X − E[X]).
3Siehe dazu z. B. [Frohn 1995, 2.2, S. 23; 2.6, S. 142ff.], [Schönfeld 1971, Kapitel 8].
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Daraus folgt
E[(Y − E[Y ])(X − E[X])] = β1E(X − E[X])2 + E[U(X − E[X])]
und
Cov[X, Y ] = β1V[X] + Cov[X,U ].
Mit (17.8) ergibt sich die Formel für β1 und aus (17.10) die Formel für β0.
Bemerkung 17.13 (Lineares Modell für die Grundgesamtheit) Wenn X und Y
die Annahme 17.5 erfüllen, dann ist mit den durch (17.1) definierten Parametern β0 und β1
und der durch (17.2) definierten Residualvariablen U auch Annahme 17.11 erfüllt. Damit
ist die Postulierung des linearen Modells durch Annahme 17.11 keine Einschränkung der
zugelassenen zweidimensionalen Verteilungen im Vergleich zu Annahme 17.5.
Bemerkung 17.14 (Statistische Inferenz) Im einfachsten Fall wird angenommen, dass
die beobachteten Werte (xi, yi) die Realisationen von stochastisch unabhängigen und iden-
tisch verteilten Zufallsvektoren (Xi, Yi) sind, für die jeweils Annahme 17.11 gilt.
Annahme 17.15 Die beobachteten Werte (xi, yi) für i = 1, . . . , n sind die Realisationen
von stochastisch unabhängigen und identisch verteilten Zufallsvektoren (Xi, Yi). Für die
gemeinsame Verteilung von Xi und Yi gelte
Yi = β0 + β1Xi + Ui, i = 1, . . . , n (17.11)
mit β0, β1 ∈ R,
0 < V[Xi] <∞,
E[Ui] = 0, V[Ui] <∞, i = 1, . . . , n, (17.12)
Cov[Xi, Ui] = 0, i = 1, . . . , n. (17.13)
Bemerkung 17.16 (Statistische Inferenz)
1. Da die (Xi, Yi) stochastisch unabhängig und identisch verteilt sind, sind auch die
U1, . . . , Un stochastisch unabhängig und identisch verteilt. Außerdem sind Ui und Xj
mit j 6= i stochastisch unabhängig. Daher gilt insbesondere Cov[Xj, Ui] = 0 für i 6= j.
2. Aus (17.9) ergeben sich die Momentenschätzer
B1 =
1
n
∑n
i=1(Xi − X̄)(Yi − Ȳ )
1
n
∑n
i=1(Xi − X̄)2
und B0 = Ȳ −B1X̄, (17.14)
für die Parameter β1 und β0. Die Schätzwerte b0 und b1 sind formal identisch mit den
üblichen KQ-Schätzwerten b0 und b1 aus 14.2. Allerdings hängen die Verteilungen
der Schätzer aus (17.14) jetzt auch in nichtlinearer Form von den Zufallsvariablen
X1, . . . , Xn ab. Die Voraussetzungen des Gauß-Markov-Theorems sind nicht erfüllt.
Die Schätzer sind ohne zusätzliche Annahmen nicht unverzerrt.
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3. Unter Annahme 17.15 folgt, dass die üblichen Schätzer B0 und B1 aus (17.14) für die
Parameter β0 und β1 konsistent
4 und asymptotisch normalverteilt5 sind. Statistische
Inferenzmethoden basieren dann auf den asymptotischen Normalverteilungen dieser
Schätzer.
4. Wenn (17.13) verletzt ist, dann ist die Konsistenz der Schätzer B0 und B1 für die
Parameter β0 und β1 nicht gewährleistet.
6
Bemerkung 17.17 (Annahmen über bedingte Erwartungswerte)
1. In der Regel ist für ein lineares Modell der Form (17.6) die Interpretation
E[Y |X = x] = β0 + β1x (17.15)
gewünscht. Dies bedeutet, dass die Regression zweiter Art zugleich die Regression
erster Art ist. Dies kann nicht allgemein erwartet werden, da aus (17.6) zunächst nur
E[Y |X = x] = β0 + β1x+ E[U |X = x].
Es gilt aber nicht, dass aus Cov[X,U ] = 0 und E[U ] = 0 auch E[U |X = x] = 0 folgt,
siehe dazu Beispiel 17.36.
2. Die Gleichung (17.15) gilt, wenn anstelle von (17.8) die stärkere Annahme
E[U |X] = 0
gemacht wird.
3. Eine hinreichende, aber nicht notwendige, Bedingung für E[U |X] = E[U ] ist, dass X
und U stochastisch unabhängig sind. Die Gleichung (17.15) gilt also auch dann, wenn
anstelle von (17.8) die stärkere Annahme gemacht wird, dass X und U stochastisch
unabhängig sind.
4. In der Ökonometrie findet man zwei Ansätze zum Umgang mit stochastischen Re-
gressoren. Beim ersten Ansatz werden die Regressoren als Zufallsvariablen behandelt
und asymptotische Eigenschaften der KQ-Schätzer verwendet.7 Beim zweiten Ansatz
wird durch eine bedingte Interpretation, wobei auf eine Realisation aller x-Werte
bedingt wird, eine formale Rückführung auf das Regressionsmodell mit nichtstocha-
stischen Regressoren erreicht. Bei dieser bedingten Interpretation wird anstelle von
(17.12) die stärkere Annahme
E[Ui|Xi] = 0, V[Ui|Xi] = σ2, i = 1, . . . , n, (17.16)
erforderlich, damit die Annahmen des linearen Regressionsmodells mit nichtstocha-
stischen Regressoren für jeweils gegebene x-Werte erfüllt sind.
4Siehe [Wooldridge 2002, S. 53].
5Siehe [Wooldridge 2002, S. 55].
6Vgl. [Frohn 1995, S. 144].
7Dieser Ansatz wird ausführlich in [Wooldridge 2002] verfolgt.
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5. Eine Gefahr bei der Verwendung der bedingten Interpretation ist die Fehlinterpretati-
on der bedingten statistischen Inferenzverfahren. Bedingt auf Xi = xi für i = 1, . . . , n
ist bei der linearen Einfachregression die Varianz des Schätzers B0 für den Parameter
β0 durch
V[B0|X1 = x1, . . . , Xn = xn] = σ2
1
n
∑n
i=1 x
2
i∑n
i=1(xi − x̄)2
gegeben. Diese Varianz beschreibt die Variabilität des Schätzers B0 bei variierenden
y-Werten zu denselben fixierten x-Werten. Andere x-Werte führen zu anderen be-
dingten Varianzen. Bei wiederholter unabhängiger Stichprobenziehung von jeweils n
(x, y)-Werten aus einer zweidimensionalen Verteilung ist die Varianz des Schätzers
B0 die unbedingte Varianz
V[B0] = E[V[B0|X1, . . . , Xn]] + V[E[B0|X1, . . . , Xn]]
= E[V[B0|X1, . . . , Xn]]
= σ2E
[ 1
n
∑n
i=1X
2
i∑n
i=1(Xi − X̄)2
]
.
Diese unbedingte Varianz beschreibt die Variabilität des Schätzers bezogen auf wie-
derholte Stichprobenziehung aus der zweidimensionalen Verteilung.
17.4 Mehrere stochastische Regressoren
Bemerkung 17.18 (Regression erster Art) Die Verallgemeinerung der Regression er-
ster Art aus Definition 17.2 für mehrere Regressoren ist die Regressionsfunktion h : RK →
R,
h(x1, . . . , xK) = E[Y |X1 = x1, . . . , XK = xK ],
die im Allgemeinen nichtlinear ist.
Bemerkung 17.19 Die folgende Definition verallgemeinert die Regression zweiter Art
aus Definition 17.6 für den Fall mehrerer Regressoren.
Annahme 17.20 Der Zufallsvektor (X1, . . . , XK , Y ) besitzt eine (K + 1)-dimensionale
Verteilung mit 0 < V[Xk] < ∞ für k = 1, . . . , K und 0 ≤ V[Y ] < ∞ und die Kovarianz-
matrix der Regressoren
Σ
def
= [Cov[Xj, Xk]]j,k=1,...,K (17.17)
ist invertierbar.
Definition 17.21 (Regression zweiter Art) Es gelte Annahme 17.20. Dann heißt die
lineare Funktion hL : R
K → R,
hL(x1, . . . , xK)
def
= β0 + β1x1 + . . .+ βKxK
mit
(β1, . . . , βK)
′ def= Σ−1(Cov[X1, Y ], . . . ,Cov[XK , Y ])
′ (17.18)
und
β0
def
= E[Y ]− β1E[X1]− . . .− βKE[XK ] (17.19)
Regression zweiter Art von Y auf X1, . . . , XK oder lineare Regression von Y auf
die K Regressoren X1, . . . , XK .
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Bemerkung 17.22 (Beste lineare Approximation) Unter Annahme 17.20 hat die
Funktion hL(x1, . . . , xK) die Minimierungseigenschaft
E[(Y − (β0 + β1X1 + . . .+ βKXK))2] = min
a0,a1,...,aK
E[(Y − (a0 + a1X1 + . . .+ aKXK))2].
Annahme 17.23 Die beobachteten Werte (xi1, . . . , xiK , yi) , i = 1, . . . , n sind die Reali-
sationen von stochastisch unabhängigen und identisch verteilten (K + 1)-dimensionalen
Zufallsvektoren (Xi1, . . . , XiK , Yi). Für die gemeinsame Verteilung von (Xi1, . . . , XiK , Yi)
gelte
Yi = β0 + β1Xi1 + . . .+ βKXiK + Ui, i = 1, . . . , n (17.20)
mit β0, β1, . . . , βK ∈ R.
Bemerkung 17.24 Aus Annahme 17.23 folgt, dass die U1, . . . , Un stochastisch unabhängig
und identisch verteilt sind und dass für jedes k ∈ {1, . . . , K} die n Zufallsvariablen X1k,
. . . , Xnk stochastisch unabhängig und identisch verteilt sind. Dagegen müssen für ein
i ∈ {1, . . . , n} die Zufallsvariablen Xi1, . . . , XiK nicht unabhängig sein. Die im Folgenden
für X1k bzw. U1 gemachten Annahmen gelten daher auch für andere Xik bzw. Ui.
Annahme 17.25 Es gilt
V[X1k] <∞, k = 1, . . . , K,
E[U1] = 0, V[U1] <∞, (17.21)
Cov[X1k, U1] = 0, k = 1, . . . , K (17.22)
und
Σ
def
= [Cov[X1j, X1k]]j,k=1,...,K ist invertierbar.
Bemerkung 17.26 (Parameterschätzung) Mit der Matrix von Regressorvariablen
X̃
def
= [Xij]i=1,...,n;j=0,1,...,K ∈ Rn×(K+1), (17.23)
Xi0 = 1 für i = 1, . . . , n,
ist
B = (B0, B1, . . . , BK)
′ = (X̃
′
X̃)−1X̃
′
Y
der übliche Schätzer für den Parametervektor β = (β0, β1, . . . , βK)
′ ∈ RK+1. Dieser
Schätzer hat folgende Eigenschaften.
1. Die Realisationen sind formal identisch mit den KQ-Schätzwerten b aus (15.5) für
nichtstochastische Regressoren.
2. Er ist ein Schätzer nach der Momentenmethode. Eine wesentliche Voraussetzung
für deren Konsistenz ist die Unkorreliertheit von X1, . . . , XK und U .
8
3. Wenn anstelle der Annahme (17.21) die stärkeren Annahmen E[U1|X11, . . . , X1K ] = 0
und V[U1|X11, . . . , X1K ] = σ2 <∞ gelten, dann ist der Schätzer unter den Annahmen
17.23 und 17.25 bedingt auf Realisationen der erklärenden Variablen X1, . . . , XK
bester linearer unverzerrter Schätzer für β.
4. Er ist unter zusätzlichen Normalverteilungs- und Unabhängigkeitsannahmen Maxi-
mum-Likelihood-Schätzer für β.
8 [Gouriéroux/Monfort 1995a, S. 291]
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17.5 Multiple und partielle Korrelation
Definition 17.27 (Theoretischer multipler Korrelationskoeffizient) Für Y und
Ŷ = β0 + β1X1 + . . .+ βKXK mit β0, β1, . . . , βK aus (17.18) und (17.19) heißt
%Y.X1,...,XK
def
= %Y,Ŷ = Corr[Y, Ŷ ]
der theoretische multiple Korrelationskoeffizient einer linearen Regression von Y
auf die Regressoren X1,. . . ,XK .
Bemerkung 17.28 (Zur multiplen Korrelation) Die multiple Korrelation maximiert
die gewöhnliche Korrelation zwischen Y und einer Linearkombination d1X1 + . . .+dKXK
bezüglich beliebiger Koeffizienten d1,. . . ,dK der Regressoren.
Definition 17.29 (Theoretischer partieller Korrelationskoeffizient) Mit U1.3,...,m
und U2.3,...,m seien die Residualvariablen linearer Regressionen von X1 und X2 jeweils auf
X3, . . . , Xm bezeichnet,
Xj = βj0 + βj3X3 + . . .+ βjmXm + Uj.3,...,m, j = 1, 2.
Dann heißt
Cov[X1, X2.X3, . . . , Xm]
def
= Cov[U1.3,...,m, U2.3,...,m]
(theoretische) partielle Kovarianz und
%12.3,...,m
def
= Corr[X1, X2.X3, . . . , Xm]
def
= Corr[U1.3,...,m, U2.3,...,m]
heißt (theoretischer) partieller Korrelationskoeffizient (partial correlation coefficient).9
Bemerkung 17.30 (Zur partiellen Korrelation) Der partielle Korrelationskoeffizient
%12.3,...,m misst die lineare Abhängigkeit von X1 und X2 nach der Ausschaltung linearer
Einflüsse von X3, . . . , Xm auf X1 und X2.
17.6 Weiterführendes
Bemerkung 17.31 (Weiteres zur multiplen Korrelation)
1. Für den multiplen Korrelationskoeffizienten aus Definition 17.27 gilt
%Y.X1,...,XK =
√
a′Σ−1a
V[Y ]
=
√
b′P−1b
mit dem Vektor a = (Cov[X1, Y ], . . . ,Cov[XK , Y ])
′, der positiv definiten Kovarianz-
matrix Σ = [Cov[Xj, Xk]]j,k=1,...,K , dem Vektor b = (Corr[X1, Y ], . . . ,Corr[XK , Y ])
′
und der Korrelationsmatrix P = [Corr[Xj, Xk]]j,k=1,...,K .
9Vgl. [Anderson 2003, S. 41] und [Müller 1991, S. 3-4], dort befindet sich aber in der Formel für %ij.34
ein Druckfehler.
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2. Eine Verallgemeinerung der multiplen Korrelation ist das Konzept der kanonischen
Korrelation (canonical correlation)10, wobei ein kanonischer Korrelationskoeffizient
die Korrelation zwischen zwei Linearkombinationen c1Y1 + . . . + cJYJ und d1X1 +
. . .+ dJXJ bezüglich beliebiger Koeffizienten c1,. . . ,cJ und d1,. . . ,dK maximiert.
Bemerkung 17.32 (Weiteres zur partiellen Korrelation)
1. Es gilt
%12.3 =
%12 − %13%23√
1− %213
√
1− %223
. (17.24)
Für m > 3 gilt die Rekursionsformel
%12.3,...,m =
%12.3,...,m−1 − %1m.3,...,m−1%2m.3,...,m−1√
1− %21m.3,...,m−1
√
1− %22m.3,...,m−1
. (17.25)
Die Formel (17.24) wird häufig wird auch zur Definition der partiellen Korrelati-
on verwendet. Die Formeln (17.24) und (17.25) gelten analog auch für empirische
Korrelationen.
2. Manchmal wird für die partielle Korrelation die Notation %12|3 anstatt %12.3 verwendet.
Diese führt zusammen damit, dass sich im Fall einer multivariaten Normalverteilung
dieselbe Formel für einen bedingten Korrelationskoeffizienten ergibt, vgl. (16.11), zu
einiger Konfusion in der Literatur, wobei die bedingte Korrelation mit der partiellen
Korrelation verwechselt wird.11
Bemerkung 17.33 (Bivariate Normalverteilung) Eine bivariate Normalverteilung für
(X, Y ) mit den Parametern µX , µY , σ
2
X , σ
2
Y und % lässt sich äquivalent durch das lineare
Modell
Y = β0 + β1X + U
mit den Annahmen
X ∼ N(µX , σ2X), U ∼ N(0, σ2U), X und U sind stochastisch unabhängig
und den fünf Parametern β0, β1, µX , σ
2
X und σ
2
U beschreiben.
Bemerkung 17.34 (Regression zweiter Art) (X, Y ) besitze eine zweidimensionale
Verteilung mit V[X] <∞ und V[Y ] <∞. Im Fall V[Y ] = 0 kann hL(x) = E[Y ] als Regres-
sion von Y auf X aufgefasst werden. Im Fall V[X] = 0 ist die Lösung des Minimierungs-
problems min
a0,a1
E[(Y − (a0 + a1X))2] nicht eindeutig. Alle (β0, β1) mit β0 + β1E[X] = E[Y ]
sind Minimalstellen.
Bemerkung 17.35 (Annahmen für abhängige Beobachtungen)
1. Wenn die (Xi, Yi) bzw. die Ui nicht stochastisch unabhängig sind, dann sind die
Annahmen (17.16) nicht ausreichend, da z. B. U1 von X2, . . . , Xn abhängen kann.
10 [Mardia/Kent/Bibby 1979, Kap. 10], [Anderson 2003, Kap. 12], [Everitt 2005, Kap. 8], [Giri 1996,
Kap. 11]
11 [Encyclopedia of Statistical Sciences 2006, S. 5943-5945]
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2. Die weitgehende Annahme, dass der Zufallsvektor (X1, . . . , Xn) und die Störvariablen
U1, . . . , Un stochastisch unabhängig sind
12, impliziert für jede Realisation (x1, . . . , xn)
von (X1, . . . , Xn)
(Ui|X1 = x1, . . . , Xn = xn) ∼ Ui .
und insbesondere
E[Ui|X1 = x1, . . . , Xn = xn] = 0 und V[Ui|X1 = x1, . . . , Xn = xn] = σ2.
3. Bedingt auf den jeweiligen Beobachtungsvektor (X1, . . . , Xn) = (x1, . . . , xn) erhält
man ein zum Modell mit nichtstochastischen Regressoren analoges Modell. Die Opti-
malitätseigenschaften der KQ-Schätzer gelten dann unter jeder möglichen Bedingung
(X1, . . . , Xn) = (x1, . . . , xn) und übertragen sich auch auf die unbedingte Betrach-
tungsweise. Z. B. folgt für eine Schätzfunktion θ̂ = g(Y1, . . . , Yn) mit
E[θ̂|X1 = x1, . . . , Xn = xn] = θ
wegen
E[θ̂] = E[E[θ̂|X1, . . . , Xn]] = E[θ] = θ
aus der bedingten Erwartungstreue auch die unbedingte Erwartungstreue.
4. Die Annahme der stochastischen Unabhängigkeit kann zur Annahme
E[Ui|X1, . . . , Xn] = 0 und V[Ui|X1, . . . , Xn] = σ2 (17.26)
abgeschwächt werden. Daraus folgt mit (16.5) und (16.10) auch E[Ui] = 0 und
V[Ui] = σ
2.
5. Die beiden Momentbedingungen (17.26) implizieren nicht die stochastische Unabhän-
gigkeit, aber die Unkorreliertheit. Wegen
E[XiUj] = E[E[XiUj|X1, . . . , Xn]] = E[XiE[Uj|X1, . . . , Xn]] = E[Xi · 0] = 0
und E[Uj] = 0 gilt Cov[XiUj] = 0.
13 Die Unkorreliertheit ist also notwendig für die
Erfüllung der Momentbedingung E[Ui|X1, . . . , Xn] = 0. Andererseits ist die Unkorre-
liertheit nicht hinreichend für die Gültigkeit von E[Ui|X1, . . . , Xn] = 0, siehe Beispiel
17.36.
Beispiel 17.36 (Cov[X,U ] = E[U ] = 0 impliziert nicht E[U |X] = 0) Es seiX ∼ N(0, 1)
und U = X2−1. Dann gilt E[U ] = 0, E[UX] = E[X3−X] = 0 und damit Cov[U,X] = 0,
aber
E[U |X = x] = x2 − 1
und damit E[U |X] = X2 − 1 = U .
Bemerkung 17.37 (Lineares Modell für die Grundgesamtheit) Die beiden folgen-
den Annahmen definieren das Modell der multiplen linearen Regression für die Grundge-
samtheit.
12Siehe dazu z. B. [Frohn 1995, 2.6.2].
13Vgl. auch [Schönfeld 1971, S. 21], [Spanos 1999, 6.4.2].
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Annahme 17.38 Für die gemeinsame Verteilung von X1, . . . , XK und Y gelte
Y = β0 + β1X1 + . . .+ βKXK + U (17.27)
mit β0, β1, . . . , βK ∈ R.
Annahme 17.39
1. Die Momente E[X21 ], . . . ,E[X
2
K ] und E[U
2] sind endlich.
2. E[U ] = 0 und V[U ] > 0.
3. Die Regressoren X1, . . . , XK und die Zufallsvariable U sind unkorreliert, d. h.
Cov[X1, U ] = . . . = Cov[XK , U ] = 0.
4. Die Kovarianzmatrix der Regressoren Σ ist invertierbar.
Bemerkung 17.40 (Matrixschreibweise) Mit den Parametervektoren
β = (β0, β1, . . . , βK)
′ ∈ RK+1, β∗ = (β1, . . . , βK)′ ∈ RK
und den Zufallsvektoren
X = (1, X1, . . . , XK)
′, X∗ = (X1, . . . , XK)
′
ergibt sich
Y = X ′β + U = β0 +X
′
∗β∗ + U. (17.28)
Satz 17.41 Unter den Annahmen 17.38 und 17.39 gilt
β∗ = Σ
−1Cov[X∗, Y ], (17.29)
β0 = E[Y ]− E[X∗]′β∗ (17.30)
und
β = E[XX ′]−1E[XY ]. (17.31)
Dabei ist
Cov[X∗, Y ] = (Cov[X1, Y ], . . . ,Cov[XK , Y ])
′ (17.32)
und
E[XX ′] = E[[XjXk]j,k=1,...,K ] = [E[XjXk]]j,k=1,...,K .
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Beweis
1. Aus (17.28) und E[U ] = 0 folgt
E[Y ] = E[β0 +X
′
∗β∗ + U ] = E[β0] + E[X∗]
′β∗ + E[U ] = β0 + E[X∗]
′β∗
und damit (17.30).
2. Wird E[Y ] = β0 + E[X∗]
′β∗ von (17.28) subtrahiert, so ergibt sich
Y − E[Y ] = (X∗ − E[X∗])′β∗ + U.
Daraus erhält man
Cov[X∗, Y ] = E[(X∗ − E[X∗])(Y − E[Y ])]
= E[(X∗ − E[X∗])((X∗ − E[X∗])′β∗ + U)]
= E[(X∗ − E[X∗])(X∗ − E[X∗])′β∗] + E[(X∗ − E[X∗])U ]
= Σβ∗ + (Cov[X1, U ], . . . ,Cov[XK , U ])
′
= Σβ∗ .
Durch Linksmultiplikation mit Σ−1 ergibt sich (17.29).
3. Durch Linksmultiplikation von (17.28) mit X ergibt sich
XY = XX ′β +XU
und daraus
E[XY ] = E[XX ′]β + E[XU ].
Aus den Annahmen für U und X1, . . . , XK folgt
E[XU ] = Cov[X,U ] = 0K+1
und damit
E[XY ] = E[XX ′]β.
Mit (A.30) erhält man |E[XX ′]| = |E[X∗X ′∗] − E[X∗]E[X∗]′| = |V[X∗]| = |Σ|, so
dass die Invertierbarkeit von Σ äquivalent zur Invertierbarkeit der Momentenmatrix
E[XX ′] ist. Durch Linksmultiplikation mit E[XX ′]−1 folgt (17.31).
Bemerkung 17.42 (Bedingte Interpretation) Falls für die Gleichung (17.28) die In-
terpretation
E[Y |X] = X ′β und V[Y |X] = σ2 (17.33)
erwünscht ist, müssen anstatt der Annahmen E[U ] = 0 und V[U ] = σ2 > 0 die stärkeren
Annahmen
E[U |X] = 0 und V[U |X] = σ2 > 0
formuliert werden, aus denen dann (17.33) folgt. Aus E[U |X] = 0 folgt E[U ] = E[E[U |X]] =
0, während die Umkehrung nicht gilt.
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Kapitel 18
Kategoriale erklärte Variablen
Bemerkung 18.1 Wenn die erklärte Variable Y kategorial mit den beiden Ausprägungen
0 und 1 ist, nennt man sie auch binär oder dichotom. Es gilt dann Y ∼ Ber(π) = Bin(1, π)
mit
P (Y = 1) = π und P (Y = 0) = 1− π .
Die erklärenden Variablen werden zur Erklärung der Verteilung von Y und damit des
Erwartungswertes
E[Y ] = π
verwendet. Für die Varianz gilt V[Y ] = π(1−π); sie ist also in diesem Fall deterministisch
von π abhängig und kann nicht analog zur linearen Regression als Varianz einer additiven
Residualvariablen modelliert werden.
Bemerkung 18.2 (Logit- und Probitmodelle: feste x-Werte)
1. Im Fall nichtstochastischer Regressoren sind die beobachteten y-Werte y1, . . . , yn Rea-
lisationen von stochastisch unabhängigen Zufallsvariablen Yi ∼ Ber(πi) mit
E[Yi] = πi
def
= G
(
β0 +
K∑
k=1
βkxik
)
, i = 1, . . . , n. (18.1)
Dabei hat die Funktion G : R→ ]0, 1[ die formalen Eigenschaften einer stetigen und
streng monotonen – damit auch invertierbaren – Verteilungsfunktion. Logit- und
Probitmodelle unterscheiden sich durch die Wahl von G.
2. Wird für G die logistische Funktion verwendet, d. h. gilt
G(z) = (1 + e−z)−1, z ∈ R,
dann führt dies zum Modell der logistischen Regression oder Logitmodell. Die
Verwendung von G = Φ, wobei Φ die Verteilungsfunktion der Standardnormalvertei-
lung ist, führt zum sogenannten Probitmodell.
3. Der Notation in Kapitel 15 folgend bezeichnen β = (β0, β1, . . . , βK)
′ den Parameter-
vektor und y = (y1, . . . , yn)
′ den Vektor der beobachteten y-Werte.
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4. Die Schätzung von β erfolgt durch die numerische Maximierung der Likelihoodfunk-
tion
L(β; y) =
n∏
i=1
P (Yi = yi) =
n∏
i=1
πyii (1− πi)1−yi . (18.2)
Dabei sind die πi durch (18.1) Funktionen der x-Werte und der β-Parameter mit
vorgegebener Funktion G.
Bemerkung 18.3 (Mehr als zwei Kategorien) Wenn die erklärte Variable nicht nur
zwei, sondern endlich viele Werte annehmen kann, ergeben sich z. B. die Modelle der
multinomialen oder polytomen logistischen Regression (polytomous logistic regres-
sion) und der ordinalen logistischen Regression (ordinal logistic regression), falls eine
Ordnung der Kategorien interpretierbar ist.
Bemerkung 18.4 (Logit- und Probitmodelle: stochastische Regressoren)
1. Im Fall stochastischer Regressoren wird für die Grundgesamtheit die Modellgleichung
(Y |X1 = x1, . . . , XK = xK) ∼ Ber(π)
mit
E[Y |X1 = x1, . . . , XK = xK ] = π
def
= G
(
β0 +
K∑
k=1
βkxk
)
und bekannter Funktion G postuliert.
2. Die beobachteten Werte (xi1, . . . , xiK , yi) für i = 1, . . . , n werden als Realisationen
von n stochastisch unabhängigen und identisch verteilten (K + 1)-dimensionalen Zu-
fallsvektoren (Xi1, . . . , XiK , Yi) aufgefasst, welche die Verteilung der Grundgesamt-
heit besitzen.
3. Die Parameterschätzung erfolgt in der Regel durch numerische Maximierung einer
bedingten Likelihoodfunktion
L(β; y,X) =
n∏
i=1
P (Yi = yi|Xi1 = xi1, . . . XiK = xiK) =
n∏
i=1
πyii (1− πi)1−yi ,
die formal identisch zu (18.2) ist. Dabei bezeichnet X die Matrix der Regressorwer-
te, vgl. (15.2). Diese Maximierung der bedingten Likelihoodfunktion führt zu sinn-
vollen Schätzern für den Parametervektor β, wenn die gemeinsame Verteilung von
(X1, . . . , XK) nicht vom Parametervektor β abhängt.
Kapitel 19
Kategoriale erklärende Variablen
19.1 Varianzanalyse
Bemerkung 19.1 (Grundidee und Arten der Varianzanalyse)
1. Die Modelle der Varianzanalyse kommen zur Anwendung, wenn die erklärten Varia-
blen metrisch skaliert sind und die erklärenden Variablen, die dann auch Fakto-
ren heißen, kategorial mit endlich vielen Kategorien sind.
2. Die Varianzanalyse geht typischerweise von einem geplanten Experiment aus, bei dem
endlich viele Faktorstufen oder Behandlungen (treatments) vorgegeben (kontrol-
liert) werden, die unterschiedlichen Experimentanordnungen entsprechen. Die Wir-
kungen der Behandlungen auf die erklärte Variable heißen Behandlungseffekte
(treatment effects).
3. Nach der Anzahl der erklärten Variablen wird die univariate Varianzanalyse (analy-
sis of variance, ANOVA) und die multivariate Varianzanalyse (multivariate analysis
of variance, MANOVA) unterschieden. Zu Letzterer siehe Kapitel 28.3.
4. Nach der Anzahl der Faktoren unterscheidet man einfaktorielle und mehrfakto-
rielle Modelle der Varianzanalyse. Bei ein bzw. zwei Faktoren spricht man von ein-
facher bzw. zweifacher Varianzanalyse oder von 1-Weg-Klassifikation (1-way
classification) bzw. 2-Weg-Klassifikation (2-way classification).
5. Die Behandlungseffekte werden als feste Effekte (fixed effects) oder als zufällige
Effekte (random effects) aufgefasst. Das Modell mit festen Effekten heißt auch Mo-
dell I der Varianzanalyse und das Modell mit zufälligen Effekten heißt auch Modell
II der Varianzanalyse. Ein Modell mit gemischten Effekten (mixed-effects models)
enthält sowohl feste als auch zufällige Effekte.
Bemerkung 19.2 (Einfache Varianzanalyse mit festen Effekten)
1. Die Faktorstufen wirken sich auf das Niveau der beobachtbaren erklärten Variablen
aus. Die Modellgleichungen für nj Beobachtungen mit der j-ten Faktorstufe sind
Yij = µj + Uij, i = 1, . . . , nj, j = 1, . . . , J .
Die insgesamt n =
∑J
j=1 nj Fehlervariablen Uij
i.i.d.∼ N(0, σ2) beschreiben individuelle
Abweichungen von den jeweiligen Erwartungswerten µj der J Faktorstufen.
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2. Für j = 1, . . . , J gilt
Yij
i.i.d.∼ N(µj, σ2), i = 1, . . . , nj .
Dies ergibt die Interpretation als J unabhängige Stichproben aus normalverteil-
ten Grundgesamtheiten mit derselben Varianz. Diese Varianzhomogenität ist eine
wesentliche und restriktive Voraussetzung der Varianzanalyse.
3. Im Spezialfall n1 = n2 = . . . = nJ spricht man von balancierten Daten (balanced
data), andernfalls von unbalancierten Daten (unbalanced data). Bei balancierten
Daten ergeben sich erhebliche Vereinfachungen der Berechnungen.
Bemerkung 19.3 (Parameterschätzung)
1. Die zu schätzenden Parameter bei der einfachen Varianzanalyse mit festen Effekten
sind die J Erwartungswerte µ1, . . . , µJ und der gemeinsame Varianzparameter σ
2.
2. Die J Gruppenmittelwerte (Messreihenmittelwerte, Klassenmittelwerte)
Ȳj =
1
nj
nj∑
i=1
Yij ∼ N
(
µj,
σ2
nj
)
, j = 1, . . . , J
sind erwartungstreue Schätzer für die Parameter µj.
3. Zur Schätzung von σ2 kann der auf allen Beobachtungen beruhende erwartungstreue
Schätzer
S2U =
J∑
j=1
nj∑
i=1
(Yij − Ȳj)2
n− J
verwendet werden. Dabei gilt
(n− J)S2U
σ2
∼ χ2(n− J).
Bemerkung 19.4 (Test auf Mittelwertunterschiede)
1. Bei der einfachen Varianzanalyse mit festen Effekten wird typischerweise die Nullhy-
pothese
H0 : µ1 = µ2 = . . . = µJ
mit dem Ziel getestet, diese abzulehnen, um signifikante Unterschiede zwischen den
Behandlungen nachzuweisen, die sich in voneinander verschiedenen Erwartungswer-
ten µj niederschlagen.
2. Es gilt E[Ȳj] = µj für j = 1, . . . , J . Der Gesamtmittelwert (grand mean)
Ȳ =
1
n
J∑
j=1
nj∑
i=1
Yij
hat den Erwartungswert
E[Ȳ ] =
J∑
j=1
nj
n
µj. (19.1)
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3. Falls H0 richtig ist, gilt
E[Ȳ ] = E[Ȳ1] = . . . = E[ȲJ ],
die Statistik
S2B =
J∑
j=1
nj(Ȳj − Ȳ )2
J − 1
ist ein erwartungstreuer Schätzer von σ2 mit
(J − 1)S2B
σ2
∼ χ2(J − 1),
die Statistiken S2U und S
2
B sind stochastisch unabhängig und
T =
S2B
S2U
∼ F (J − 1, n− J) (19.2)
ist die Teststatistik eines Likelihoodverhältnis-Testes.1 Während die Verteilung des
Nenners von T nicht auf eine Verletzung der Nullhypothese reagiert, wird der Zähler
von T bei Verletzung der Nullhypothese tendenziell größer. Bei einem Test mit vor-
gegebenem Signifikanzniveau 0 < γ < 1 wird H0 verworfen, falls T > FJ−1,n−J,1−γ.
4. Für J = 2 ist dieser Test äquivalent zur Durchführung eines Zwei-Stichproben-t-
Testes mit der Nullhypothese µ1 = µ2 und der Gegenhypothese µ1 6= µ2.
Bemerkung 19.5 (Effektdarstellung)
1. Die Effektdarstellung der einfachen Varianzanalyse mit festem Effekt ist
Yij = µ+ αj + Uij, i = 1, . . . , nj, j = 1, . . . , J (19.3)
mit Uij
i.i.d.∼ N(0, σ2). Dabei wird αj als Effekt der j-ten Faktorstufe interpretiert.
2. Diese Darstellung erfordert eine zusätzliche Parameterrestriktion, damit die Parame-
ter identifizierbar sind, da eine Änderung von µ sonst nicht von einer Änderung aller
αj in gleicher Höhe unterscheidbar ist. Die Reparametrisierungsbedingung
2
J∑
j=1
njαj = 0
ist so gewählt, dass
E[Ȳ ] = µ und E[Ȳj − Ȳ ] = αj
gilt. Im Fall balancierter Daten vereinfacht sich die Reparametrisierungsbedingung
zu
J∑
j=1
αj = 0 .
1 [Toutenburg 2003, S. 133 u. 200]
2Vgl. [Toutenburg 2003, S. 197].
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3. In der Effektdarstellung ergeben sich die Parameterschätzer
µ̂ = Ȳ und α̂j = Ȳj − Ȳ (j = 1, . . . , J) .
Bemerkung 19.6 (Zweifaktorielle Varianzanalyse mit festen Effekten) Bei den
mehrfaktoriellen Modellen unterscheidet man zwischen solchen mit Interaktion (oder
Wechselwirkung) und ohne Interaktion.
1. Zweifaktorielles Modell ohne Interaktion: Für zwei Faktoren mit J und K
Faktorstufen ist die Effektdarstellung
Yijk = µ+ αj + βk + Uijk, i = 1, . . . , njk, j = 1, . . . , J, k = 1, . . . , K
mit Uijk
i.i.d.∼ N(0, σ2). Die Parameter αj und βk sind die Faktoreffekte.
2. Zweifaktorielles Modell mit Interaktion: Für zwei Faktoren mit J und K Fak-
torstufen ist die Effektdarstellung
Yijk = µ+ αj + βk + γjk + Uijk, i = 1, . . . , njk, j = 1, . . . , J, k = 1, . . . , K
mit Uijk
i.i.d.∼ N(0, σ2). Die Parameter αj und βk heißen Haupteffekte und die Pa-
rameter γjk heißen Interaktionseffekte.
19.2 Weiterführendes
Bemerkung 19.7 (Einfache Varianzanalyse mit zufälligen Effekten)
1. Die einfache Varianzanalyse mit zufälligen Effekten besitzt die Effektdarstellung
Yij = µ+ α̃j + Uij, i = 1, . . . , nj, j = 1, . . . , J .
Die J unbeobachtbaren zufälligen Effekte α̃j
i.i.d.∼ N(0, σ2α) und die n unbeobachtbaren
Fehlervariablen Uij
i.i.d.∼ N(0, σ2U) sind als stochastisch unabhängig vorausgesetzt.
2. Die Interpretation als zufälliger oder fester Effekt ist kontextabhängig. Es gibt Fälle,
in denen beide Interpretationen möglich sind. Beispiel: An fünf Universitäten wird
jeweils von 100 Studenten das monatliche verfügbare Einkommen ermittelt. Wenn nur
die Unterschiede zwischen den fünf Universitäten berücksichtigt werden sollen, wird
eine Varianzanalyse mit festem Effekt durchgeführt. Werden die fünf Universitäten
als Stichprobe aus einer größeren Anzahl von Universitäten aufgefasst, so wird eine
Varianzanalyse mit zufälligem Effekt durchgeführt.
3. Es gilt
Yij ∼ N(µ, σ2α + σ2U) .
Die beiden unbekannten Varianzen σ2α und σ
2
U sind die so genannten Varianzkom-
ponenten (variance components). Die J Zufallsvektoren Yj = (Y1j, . . . , Ynjj) sind
stochastisch unabhängig, aber die Komponenten eines Vektors Yj sind korreliert, da
Cov[Yij, Yi′j] = σ
2
α falls i 6= i′.
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4. Für die nj Beobachtungen der j-ten Gruppe gilt
Yij|α̃j = αj
i.i.d.∼ N(µ+ αj, σ2U), i = 1, . . . , nj.
Die einfache Varianzanalyse mit zufälligem Effekt kann daher durch ein zweistu-
figes Stichprobenschema erklärt werden. Die erste Stufe besteht in einer Stich-
probe vom Umfang J aus der Grundgesamtheit N(0, σ2α), die zu den Realisationen
α1, . . . , αJ führt. Die zweite Stufe besteht dann aus J unabhängigen Stichproben mit
den Umfängen nj aus N(µ+ αj, σ
2
U) für j = 1, . . . , J .
5. Innerhalb der j-ten Gruppe liegt zwar bedingte Unabhängigkeit, gegeben eine Rea-
lisation αj von α̃j, vor, aber es besteht keine unbedingte Unabhängigkeit. Für i 6= i′
ergibt sich die Intraklassenkorrelation (intra-class correlation)
Corr[Yij, Yi′j] =
σ2α
σ2α + σ
2
U
.
6. Eigentlich handelt es sich nicht mehr um ein Modell mit kategorialen Variablen. Die
erklärende Variable (der zufällige Effekt) ist stetige Variable, lediglich die Beobach-
tungen liegen kategorial bzw. in Stufen vor.
Bemerkung 19.8 (Inferenz für Varianzkomponente)
1. Die Schätzung der Varianzkomponenten ist nicht elementar. Es gibt verschiedene
konkurrierende Ansätze.3
2. Die so genannte ANOVA-Methode zur Schätzung der Varianzkomponenten beruht
auf der Momentenmethode und der Gleichsetzung bestimmter quadratischer Funk-
tionen der Beobachtungen mit den Varianzen. Für balancierte Daten mit
m =
n
J
haben die beiden Quadratsummen
SSA
def
=
J∑
j=1
m(Ȳj − Ȳ )2 und SSE
def
=
J∑
j=1
m∑
i=1
(Yij − Ȳj)2
die Erwartungswerte
E[SSA] = (J − 1)(mσ2α + σ2U)
und
E[SSE] = J(m− 1)σ2U .
Die beiden Bestimmungsgleichungen für die Schätzer σ̂2α und σ̂
2
U sind
SSA = (J − 1)(mσ̂2α + σ̂2U)
und
SSE = J(m− 1)σ̂2U .
3Ein Standardwerk zu dieser Thematik ist [Searle/Casella/McCulloch 1992]. Zur Maximum-
Likelihood-Schätzung siehe [Searle/Casella/McCulloch 1992, Kap. 3.7].
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Die resultierenden Schätzer sind erwartungstreu. Allerdings sind negative Schätzwer-
te für die Varianz σ2α möglich.
4 Es gilt die Quadratsummenzerlegung
SSA + SSE = SST
def
=
J∑
j=1
m∑
i=1
(Yij − Ȳ )2 .
3. Es wird typischerweise die Nullhypothese H0 : σ
2
α = 0 gegen H1 : σ
2
α > 0 mit dem
Ziel getestet, diese abzulehnen, um eine signifikante Wirkung des zufälligen Effektes
nachzuweisen. Für die Statistik T aus (19.2) gilt für balancierte Daten
T
σ2U
σ2U +
n
J
σ2α
∼ F (J − 1, n− J) .
Unter H0 gilt T ∼ F (J − 1, n − J). Bei vorgegebenem Signifikanzniveau 0 < γ < 1
wird H0 verworfen, falls T > FJ−1,n−J,1−γ.
Bemerkung 19.9 (Zur Varianzanalyse)
1. Varianzanalytische Modelle können unter Verwendung von Dummy-Regressoren5
als spezielles lineares Modell dargestellt werden.6 Ein Dummy-Regressor ist eine er-
klärende Variable X mit Werten xi ∈ {0, 1} für alle Beobachtungen.
2. Es gibt Verallgemeinerungen der Varianzanalyse für abhängige Stichproben. Da-
bei gilt n1 = . . . = nJ und die beobachteten Werte sind Realisationen eines J-
dimensionalen Zufallsvektors, bei denen Niveauunterschiede der J Dimensionen ver-
glichen werden können. Z. B. liegen für jede der n Einheiten J Messwiederholun-
gen vor. Damit sind die Ui1, . . . , UiJ der i-ten Einheit nicht mehr stochastisch un-
abhängig.7
3. Die Varianzanalyse ist aus Fragestellungen der Experimentplanung entstanden. Sie
wird aber auch eingesetzt, wenn die Gruppenzugehörigkeit durch eine Zufallsstich-
probe bestimmt ist. Für die einfache Varianzanalyse mit festen Effekten ergibt sich
dann die Modellgleichung
Y =
J∑
j=1
µj1{j}(X) + U ,
für die Grundgesamtheit mit J > 1, wobei die erklärende Variable X kategorial mit
P (X ∈ {1, . . . , J}) = 1 ist und die µj unbekannte, zu schätzende Parameter sind.
X und U sind stochastisch unabhängig und es ist U ∼ N(0, σ2) vorausgesetzt. Eine
Stichprobe vom Umfang n führt dann zu
Yi =
J∑
j=1
µj1{j}(Xi) + Ui, i = 1, . . . , n
mit zufälligen ñj =
∑n
i=1 1{j}(Xi). Es ergeben sich die bedingten Verteilungen
Yi|Xi = j ∼ N(µj, σ2), j = 1, . . . , J .
4 [Searle/Casella/McCulloch 1992, S. 61]
5Zur Verwendung von Dummy-Regressoren [Huschens 2008, Kap. 13].
6Vgl. [Toutenburg 2003, S. 197].
7Vgl. [Clauß/Finze/Partzsch 2002, S. 320].
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Kapitel 20
Grundbegriffe stochastischer
Prozesse
Bemerkung 20.1 (Muster ökonomischer Zeitreihen)
1. Realwirtschaftliche Zeitreihen mit Saisonmuster werden in der Regel deskriptiv-statistisch
mit Zerlegungs- und Saisonbereinigungsverfahren behandelt.
2. Finanzmarktzeitreihen haben in der Regel keinen glatten Trend, keine Saisonalität
und eine hohe Unregelmäßigkeit. Diese werden in der Regel durch stochastische Mo-
delle beschrieben.
20.1 Konzept des stochastischen Prozesses
Bemerkung 20.2 Allgemein kann ein stochastischer Prozess als eine Familie von
Zufallsvariablen mit einem Zeitindex t in einer Indexmenge T definiert werden:
(Xt)t∈T.
Die Zufallsvariablen sind dabei auf demselben Wahrscheinlichkeitsraum definiert und neh-
men Werte in demselben Wertebereich als Teilmenge von R an, der in diesem Zusammen-
hang auch als Zustandsraum bezeichnet wird.
Definition 20.3 Der Prozess heißt zeitdiskret, falls die Indexmenge T abzählbar (end-
lich oder abzählbar unendlich) ist, z. B.
T = {1, 2, . . . , n}, T = N def= {1, 2, . . .}, T = {0, 1, 2, . . .}.
Der Prozess heißt zeitstetig, falls die Indexmenge T ein Teilintervall von R ist, z. B.
T = [0, T ], T = [0,∞[.
Falls der Zustandsraum abzählbar ist, nennt man den Prozess zustandsdiskret. Falls
der Zustandsraum ein Teilintervall von R ist, nennt man den Prozess zustandsstetig.
Bemerkung 20.4 Es ergeben sich somit vier Grundtypen von Prozessen:
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1. zeitdiskret-zustandsdiskret
2. zeitdiskret-zustandsstetig
3. zeitstetig-zustandsdiskret
4. zeitstetig-zustandsstetig
Bemerkung 20.5 Für den Prozess (Xt)t∈T ergeben sich zwei Sichtweisen:
1. Für jeden festen Zeitindex t ∈ T ist Xt eine gewöhnliche reellwertige Zufallsvariable.
2. Eine Realisation des Prozesses ist eine Funktion
x : T→ R,
z. B. eine reellwertige Zahlenfolge (x1, x2, . . .) mit xt
def
= x(t), falls T = N, oder eine
Funktion x : [0,∞[→ R, falls T = [0,∞[.
Die Realisationen heißen auch Pfade oder Trajektorien.
Bemerkung 20.6 (Verteilung eines stochastischen Prozesses)
1. Die Verteilung eines stochastischen Prozesses (Xt)t∈T wird festgelegt über die Spezi-
fikation aller endlichdimensionalen Verteilungen, d. h. aller Verteilungen von Zufalls-
vektoren (Xt1 , . . . , Xtn) für {t1, . . . , tn} ⊂ T und n ∈ N.
2. Die Verteilung eines stochastischen Prozesses (Xt)t∈N liegt fest durch die Spezifikation
der Folge aller endlichdimensionalen Verteilungen von (X1, . . . , Xn) für n ∈ N.
3. Die Modellierung der Verteilung erfolgt durch
(a) Annahmen über die Abhängigkeit:
Stochastische Unabhängigkeit oder spezielle Abhängigkeitsstrukturen.
(b) Annahmen über die Homogenität:
Identische Verteilung, Stationarität, spezielle Korrelationsstrukturen.
(c) Definitorische Rückführung auf einfache Grundprozesse:
Beispielsweise sei (Xt)t∈N ein Prozess unabhängiger und identisch verteilter Zu-
fallsvariablen, z. B. Xt
i.i.d.∼ N(0, 1). Durch
Dt = Xt −Xt−1, X0 = 0
ist ein neuer Prozess (Dt)t∈N mit einer speziellen Abhängigkeitsstruktur definiert.
Definition 20.7 (Unabhängiger Prozess) Ein Prozess (Xt)t∈T heißt unabhängig,
falls jede endliche Teilfamilie von ZufallsvariablenXt1 , . . . ,Xtn mit n ∈ N und {t1, . . . , tn} ⊂
T stochastisch unabhängig ist.
Definition 20.8 (Identische Verteilung) Der Prozess (Xt)t∈T heißt identisch ver-
teilt, falls alle Xt dieselbe Verteilung besitzen.
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Definition 20.9 (IID-Prozess) Ein unabhängiger und identisch verteilter Prozess heißt
IID-Prozess.
Bemerkung 20.10 (Zur Korrelation)
1. Einen Teilaspekt der Abhängigkeit erfassen Korrelationen, die einen Prozess mit end-
lichen zweiten Momenten voraussetzen, d. h. E[X2t ] < ∞ für alle t ∈ T . Wenn die
zweiten Momente endlich sind, so sind auch die ersten Momente und die Varianzen
endlich.
2. Falls die Varianzen von Xt und Xs endlich sind, ist auch Cov[Xs, Xt] endlich. Falls
beide Varianzen positiv sind, ist die Korrelation durch
Corr[Xs, Xt]
def
=
Cov[Xs, Xt]√
V[Xs]V[Xt]
definiert. Falls mindestens eine Varianz den Wert Null hat, gilt Cov[Xs, Xt] = 0.
Definition 20.11 (Unkorreliertheit) Ein Prozess (Xt)t∈T mit T ⊂ R und endlichen
zweiten Momenten heißt unkorreliert, falls
Cov[Xt, Xs] = 0, t 6= s, t, s ∈ T .
Bemerkung 20.12 (Unkorreliertheit und Unabhängigkeit)
1. Aus der Unabhängigkeit von zwei Zufallsvariablen folgt die Unkorreliertheit (Existenz
der Momente vorausgesetzt). Die Umkehrung gilt nicht.
2. Ein unabhängiger Prozess mit endlichen zweiten Momenten ist auch ein unkorrelierter
Prozess; die Umkehrung dieser Aussage gilt nicht.
20.2 Stationarität
Definition 20.13 (Strikte Stationarität) Der Prozess (Xt)t∈T mit T ⊂ R heißt strikt
stationär (strictly stationary, strongly stationary), falls für alle n ≥ 1, für alle t1,. . . ,tn
∈ T und für alle τ ∈ R, so dass t1 + τ ,. . . ,tn + τ ∈ T gilt, die n-dimensionalen Zufalls-
vektoren (Xt1 , . . . , Xtn) und (Xt1+τ , . . . , Xtn+τ ) dieselbe Verteilung besitzen.
Bemerkung 20.14 (Eigenschaften)
1. Strikte Stationarität bedeutet, dass für alle j1, . . . , jn die gemeinsame Verteilung von
Xt, Xt+j1 , . . . , Xt+jn nicht von t, sondern nur von (j1, . . . , jn) abhängt.
2. Somit ist ein strikt stationärer Prozess insbesondere identisch verteilt. Ein identisch
verteilter Prozess ist aber nicht notwendig strikt stationär.
3. Ein IID-Prozess ist strikt stationär.
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Definition 20.15 (Mittelwertstationarität) Der Prozess (Xt)t∈T mit T ⊂ R heißt
mittelwertstationär (mean-stationary) oder stationär erster Ordnung, falls
E[Xt] = E[Xs] ∈ R
für alle t und s in T gilt.
Definition 20.16 (Varianzstationarität) Der Prozess (Xt)t∈T mit T ⊂ R heißt vari-
anzstationär (variance-stationary), falls
V[Xt] = V[Xs] ∈ R
für alle t und s in T gilt.
Bemerkung 20.17 Ein mittelwertstationärer Prozess ist genau dann varianzstationär,
wenn
E[X2t ] = E[X
2
s ] ∈ R
für alle t und s in T gilt.
Definition 20.18 (Kovarianzstationarität) Der Prozess (Xt)t∈T mit T ⊂ R heißt
kovarianzstationär (covariance-stationary), falls
Cov[Xt, Xs] = Cov[Xt+τ , Xs+τ ] ∈ R
für alle t, s, t+ τ und s+ τ in T gilt.
Bemerkung 20.19
1. Ein kovarianzstationärer Prozess ist nicht notwendig auch mittelwertstationär.
2. Ein mittelwertstationärer Prozess ist genau dann kovarianzstationär, wenn
E[XtXs] = E[Xt+τXs+τ ] ∈ R
für alle t, s, t+ τ und s+ τ in T gilt.
3. Ein kovarianzstationärer Prozess ist auch varianzstationär mit V[Xt] = Cov[Xt, Xt].
Definition 20.20 (Schwache Stationarität) Der Prozess (Xt)t∈T mit T ⊂ R heißt
schwach stationär (weakly stationary), falls er mittelwert- und kovarianzstationär ist.
Bemerkung 20.21 (Eigenschaften)
1. Wenn die zweiten Momente ein strikt stationären Prozesses endlich sind, ist die-
ser Prozess auch schwach stationär. Im allgemeinen folgt aus der strikten nicht die
schwache Stationarität, da für einen strikt stationären Prozess die zweiten Momen-
ten unendlich sein können oder nicht existieren müssen. Beispielsweise ist eine i. i.
d.-Folge von Cauchy-verteilten Zufallsvariablen zwar strikt, aber nicht schwach sta-
tionär, da die zweiten Momente nicht existieren.1
1Die allgemeine Aussage
”
Strictly stationary implies stationary“ in [Taylor 1986, S. 18] ist also falsch.
Dort wird unter Stationarität die schwache Stationarität im Sinn von Definition 20.18 verstanden.
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2. Aus der schwachen folgt nicht die strikte Stationarität, da z. B. die dritten Momente
und allgemeinere Eigenschaften der Verteilungen nicht zeitinvariant sein müssen.
Definition 20.22 (Autokovarianz und -korrelation) (Xt)t∈T sei ein kovarianzstati-
onärer Prozess.
1. Durch
γh
def
= γ(h)
def
= Cov[Xt, Xt−h], t, t− h ∈ T
ist die Autokovarianz zur Verzögerung h gegeben. Die Funktion γ(h), h ∈ R heißt
Autokovarianzfunktion (autocovariance function).
2. Für 0 < γ(0) <∞ ist durch
%h
def
= %(h)
def
=
Cov[Xt, Xt−h]√
V[Xt]V[Xt−h]
=
γ(h)√
γ(0)γ(0)
=
γ(h)
γ(0)
, t, t− h ∈ T,
die Autokorrelation zur Verzögerung h gegeben. Die Funktion %(h), h ∈ R heißt
Autokorrelationsfunktion (autocorrelation function).
Bemerkung 20.23 (Eigenschaften)
1. Wegen Cov[Xt, Xt+h] = Cov[Xt+h, Xt] = Cov[Xt′ , Xt′−h] mit t
′ def= t+ h gilt
γ(h) = γ(−h) und %(h) = %(−h) .
2. Es gilt %(0) = 1.
3. Zu einer allgemeineren Definition der Autokovarianzfunktion für nicht kovarianzsta-
tionäre Prozesse siehe Bemerkung 20.30.
20.3 Gaußscher Prozess
Definition 20.24 (Gaußscher Prozess) Der Prozess (Xt)t∈T heißt normal oder gauß-
scher Prozess (Gaussian process), falls für alle n ∈ N und alle {t1, . . . , tn} ⊂ T die
gemeinsame Verteilung von Xt1 , . . . , Xtn eine multivariate Normalverteilung ist.
Bemerkung 20.25
1. Ein gaußscher Prozess heißt auch Gauß-Prozess oder Normalprozess.
2. Für einen gaußschen Prozess sind insbesondere die Xt für alle t ∈ T univariat nor-
malverteilt. Es genügt aber nicht, dass die eindimensionalen Verteilungen der Xt für
t ∈ T Normalverteilungen sind. Es müssen auch alle bivariaten, trivariaten usw.
Verteilungen multivariate Normalverteilungen sein.
3. Wenn alle Xt univariat normalverteilt und paarweise unkorreliert sind, dann ist (Xt)
nicht notwendig ein gaußscher Prozess.
4. Wenn die Xt univariat normalverteilt und stochastisch unabhängig sind, dann ist
(Xt) ein gaußscher Prozess.
5. Ein gaußscher Prozess ist genau dann schwach stationär, wenn er strikt stationär ist,
da mit den ersten und zweiten Momenten alle mehrdimensionalen Normalverteilungen
festliegen.
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20.4 Weißes Rauschen
Definition 20.26 (Weißes Rauschen)
1. Ein stochastischer Prozess (Xt)t∈T mit
E[Xt] = µ ∈ R, 0 < V[Xt] = σ2 <∞, t ∈ T
und
Cov[Xt, Xs] = 0, s, t ∈ T, t 6= s (20.1)
heißt weißes Rauschen2 (white noise) oder White-noise-Prozess.
2. Ist das weiße Rauschen (Xt)t∈T ein unabhängiger Prozess, dann heißt der Prozess
unabhängiges weißes Rauschen (independent white noise)3.
3. Strikt stationäres weißes Rauschen heißt auch striktes weißes Rauschen.
Bemerkung 20.27
1. Für weißes Rauschen ist die Spektraldichtefunktion4 konstant, so dass alle Frequen-
zen im gleichen Ausmaß vertreten sind. Dies führte bei technischen Anwendungen
(Spektralzerlegung von weißem Licht, Spektraldarstellung von Rauschprozessen bei
der Funkübertragung) zur Namensgebung.
2. Weißes Rauschen setzt im Allgemeinen weder stochastische Unabhängigkeit noch
identische Verteilung der Xt voraus. Für gaußsches weißes Rauschen (Xt)t∈T sind
die Xt auch stochastisch unabhängig und identisch verteilt,
5 so dass ein gaußscher
IID-Prozess mit Xt
i.i.d.∼ N(µ, σ2) vorliegt.
3. Manchmal wird nur der Spezialfall mit E[Xt] = 0 als weißes Rauschen bezeichnet.
4. Weißes Rauschen ist schwach, aber nicht notwendig strikt stationär.
5. Stochastische Unabhängigkeit insgesamt ist eine stärkere Annahme als die paarweise
stochastische Unabhängigkeit. Die paarweise Unabhängigkeit der Xt impliziert die
Unkorreliertheit (20.1).
6. Striktes weißes Rauschen ist nicht notwendig unabhängiges weißes Rauschen. Un-
abhängiges weißes Rauschen ist nicht notwendig strikt stationär.
Bemerkung 20.28 (Alternative Bezeichnungen)
1. Manchmal wird unabhängiges weißes Rauschen als striktes weißes Rauschen be-
zeichnet.6.
2Vgl. [Spanos 1999, 8.6.2, S. 433].
3Z. B. [Hamilton 1994, S. 46].
4Diese ergibt sich als Fouriertransformation der Autokorrelationsfunktion.
5Für eine multivariate Normalverteilung folgt aus der Unkorreliertheit die stochastische Unabhängig-
keit.
6Z. B. in [Taylor 1986, S. 19] Mit dieser Bezeichnungsweise ist striktes weißes Rauschen nicht notwendig
strikt stationär. Allerdings wird in demselben Buch auf S. 52 striktes weißes Rauschen strenger definiert,
indem zusätzlich identische Verteilungen verlangt werden.
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2. Der Begriff weißes Rauschen wird in der Literatur uneinheitlich auch für unabhängiges
weißes Rauschen oder für unabhängiges, striktes weißes Rauschen verwendet.
3. Teilweise wird weißes Rauschen sogar für einen i. i. d.-Prozess ohne Anforderungen
an die Existenz der zweiten Momente verwendet,7 obwohl dann weder die schwache
Stationarität noch die Existenz der Spektraldichtefunktion gewährleistet ist.
20.5 Weiterführendes
Bemerkung 20.29 (Alternative Bezeichnungen)
1. Ein schwach stationärer Prozess im Sinne von Definition 20.20 wird auch stationär
zweiter Ordnung (second order stationary), stationär im weiteren Sinn8 (wide
sense stationary, stationary in wide sense ) oder einfach nur stationär9 genannt.
2. Strikt stationäre Prozesse im Sinne von Definition 20.13 werden auch als stationär
im engeren Sinne (stationary in strong sense), verteilungsstationär oder zei-
tinvariant bezeichnet.
3. Manchmal wird die schwache Stationarität im Sinne von Definition 20.20 als Kova-
rianzstationarität bezeichnet.10 Dies beruht möglicherweise auf dem Irrtum, aus der
Stationarität der Kovarianzen folge auch die Stationarität der Mittelwerte.
4. Manchmal wird Kovarianzstationarität im Sinne von Def. 20.18 als schwache Statio-
narität bezeichnet.11
5. Wenn in der Literatur ein Prozess als stationär bezeichnet wird, ist teilweise die
schwache12 und teilweise die strikte13 Stationarität gemeint.
6. Autokorrelationen werden auch als serielle Korrelationen (serial correlations) be-
zeichnet.
Bemerkung 20.30 (Autokovarianzfunktion) Für einen Prozess (Xt)t∈T mit V[Xt] <
∞ für alle t ∈ T kann die allgemeine, von zwei Zeitpunkten als Argumenten abhängende
Autokovarianzfunktion
γX(r, s) = Cov[Xr, Xs], r, s ∈ T
definiert werden.14 Wenn der Prozess schwach stationär ist, kann die nur von einem Argu-
ment, der Zeitdifferenz, abhängende Autokovarianzfunktion γ(h) = γX(t, t−h) = γX(h, 0)
gebildet werden, die in Definition 20.22 angegeben ist.
7Vgl. [Rinne 2008, S. 402], [Schlittgen/Streitberg 2001, S. 92].
8Z. B. [Bhagavan 1985, S. 312].
9Z. B. [Brockwell/Davis 1991, S. 11].
10Z. B. [Tremayne 2006], [Hamilton 1994, S. 45], [Fuller 1985].
11Z. B. [Bhagavan 1985, S. 312].
12Z. B. [Brockwell/Davis 1991, S. 12], [Taylor 1986, S. 17], [Schlittgen/Streitberg 2001, S. 104].
13Z. B. [Bauer 2002, S. 383].
14Z. B. [Brockwell/Davis 1991, S. 11].
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Bemerkung 20.31 (Prozesse k-ter Ordnung) Ein Prozess mit endlichen ersten Mo-
menten (E[|Xt|] <∞) wird manchmal auch Prozess erster Ordnung genannt und ein
Prozess mit endlichen zweiten Momenten (E[X2t ] < ∞) wird manchmal auch Prozess
zweiter Ordnung genannt. Ein Prozess heißt k-ter Ordnung, falls die Momente bis
zur k-ten Ordnung endlich sind.
Bemerkung 20.32 (Stationarität k-ter Ordnung) Man kann Stationarität höherer
Ordnungen über Eigenschaften von Kreuzmomenten höherer Ordnungen definieren15, de-
ren Endlichkeit und Zeitinvarianz vorausgesetzt werden.
Definition 20.33 (Unkorreliertheit m-ter Ordnung) Ein Prozess (Xt)t∈T mit T ⊂
R mit endlichen zweiten Momenten heißt unkorreliert m-ter Ordnung für ein m ∈
{1, 2, . . .}, falls
Corr[Xt, Xs] = 0, |t− s| > m, t, s ∈ T
und falls
Corr[Xt, Xs] 6= 0
für mindestens ein Paar (Xt, Xs) mit |t− s| = m und t, s ∈ T.
Definition 20.34 (Asymptotische Unkorreliertheit) Ein Prozess (Xt)t∈T mit T ⊂
R mit endlichen zweiten Momenten heißt asymptotisch unkorreliert, falls
lim
h→∞
Corr[Xt, Xt+h] = 0, t ∈ T.
Definition 20.35 (Austauschbarkeit) Der Prozess (Xt)t∈T heißt austauschbar (ex-
changeable), falls für jede endliche Teilfamilie Xt1 , . . . , Xtn mit {t1, . . . , tn} ⊂ T und n ∈ N
die gemeinsame Verteilung bei Umordnung der Zufallsvariablen dieselbe bleibt.
Bemerkung 20.36 (Eigenschaften)
1. Austauschbarkeit impliziert identische Verteilung für alle Xt, zusätzlich aber auch
identische gemeinsame Verteilungen für alle Paare (Xt1 , Xt2), alle Tripel (Xt1 , Xt2 , Xt3)
usw. von Zufallsvariablen Xt.
2. Aus der Austauschbarkeit folgt nicht die stochastische Unabhängigkeit.
3. Ein IID-Prozess ist austauschbar.
4. Aus der Austauschbarkeit folgt die strikte Stationarität, die Umkehrung gilt nicht.16
15Vgl. [Spanos 1999, 8.5.5, S. 429].
16(X0, X1, X2, . . .) sei ein IID-Prozess. Dann ist (Y1, Y2, . . .) mit
Yt
def
= Xt −Xt−1
ein strikt stationärer, aber nicht austauschbarer Prozess.
Kapitel 21
Zeitdiskrete stochastische Prozesse
21.1 Random-walk-Prozess
Definition 21.1 (Partialsummen-Prozess) Der durch
Xt
def
=
t∑
i=1
Ui, t = 1, 2, . . .
definierte Prozess (Xt)t∈N heißt der zu dem Prozess (Ut)t∈N gehörige Partialsummen-
Prozess.
Bemerkung 21.2 (Differenzengleichung und Zuwächse)
1. Der Partialsummen-Prozess (Xt)t∈N kann durch die Differenzengleichung
Xt = Xt−1 + Ut, t = 1, 2, . . .
mit dem nichtstochastischen Startwert X0 = 0 dargestellt werden.
2. Die Xt −Xt−1 = Ut heißen auch Zuwächse oder Inkremente (increments) des Pro-
zesses (Xt)t∈N.
Definition 21.3 (Random-walk-Prozess) Der Partialsummen-Prozess eines IID-Pro-
zesses heißt Random-walk-Prozess (random walk process) oder stochastische Irr-
fahrt.
Bemerkung 21.4 (Eigenschaften eines Random-walk-Prozesses)
1. Für einen Random-walk-Prozess (Xt)t∈N, welcher der Partialsummenprozess des IID-
Prozesses (Ut)t∈N ist, sind die Zuwächse Ut stochastisch unabhängig und identisch
verteilt.
2. Ein Random-walk-Prozess ist nicht strikt stationär.
3. Ein Random-walk-Prozess hat die Markoff-Eigenschaft, vgl. dazu Definition 21.10,
Xt|Xt−1 = xt−1, . . . , X1 = x1 ∼ Xt|Xt−1 = xt−1 . (21.1)
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4. (Ut)t∈N sei ein IID-Prozess mit endlichen ersten und zweiten Momenten µ
def
= E[Ut]
und σ2
def
= V[Ut] > 0. Für den zugehörigen Partialsummen-Prozess (Xt)t∈N gilt
E[Xt] = tµ,
V[Xt] = tσ
2
und
Cov[Xt, Xs] = min(t, s)σ
2.
Der Zusammenhang
σ[Xt] =
√
tσ
für den Random-walk-Prozess ist auch als Quadratwurzelgesetz bekannt.
(a) Man nennt µ auch den Drift-Parameter und spricht in den Fällen µ = 0 bzw.
µ 6= 0 von einem Random-walk-Prozess ohne bzw. mit Drift.
(b) Im Fall µ = 0 ist der Prozess zwar mittelwert-, aber nicht varianzstationär.
(c) Der Prozess lässt sich auch in der Form
Xt = µ+Xt−1 + U̇t, X0 = 0, (21.2)
wobei jetzt (U̇t) ein IID-Prozess mit E[U̇t] = 0 und V[U̇t] = V[Ut] ist, darstellen.
(d) Es gilt
E[Xt|Xt−1] = µ+Xt−1 (21.3)
und
V[Xt|Xt−1] = σ2. (21.4)
(e) Für einen Random-walk-Prozess mit µ 6= 0 gilt1
Xt
f.s.→ ∞, falls µ > 0
und
Xt
f.s.→ −∞, falls µ < 0 .
5. Die stochastische Unabhängigkeit der Zuwächse Ut ist wesentlich für die Eigen-
schaften (21.1), (21.3) und (21.4). Diese gelten nicht notwendig, wenn die Zuwächse
Ut nur unkorreliert, aber nicht stochastisch unabhängig sind. Es genügt also für diese
Eigenschaften nicht, den Prozess (Ut) als striktes weißes Rauschen vorauszusetzen.
Definition 21.5 (Zeitdiskreter Wiener-Prozess) Der Partialsummen-Prozess eines
gaußschen IID-Prozesses heißt zeitdiskreter Wiener-Prozess.
Bemerkung 21.6 Ein Wiener-Prozess ist also ein Random-walk-Prozess mit unabhängi-
gen identisch normalverteilten Zuwächsen.
1Dies ist nicht so trivial, wie es zunächst erscheint. Aus der Darstellung
Xt = µt+
t∑
i=1
U̇i
erhält man
Xt
t
= µ+
1
t
t∑
i=1
U̇i .
Das starke Gesetz der Großen Zahlen impliziert 1t
∑t
i=1 U̇i
f.s.→ 0 und damit Xtt
f.s.→ µ.
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21.2 Martingal-Prozesse
Definition 21.7 (Martingal) Ein Prozess (Xt)t∈N mit
E[|Xt|] <∞, t ∈ N (21.5)
heißt (diskreter) Martingal-Prozess (oder kurz Martingal), falls
E[Xt|Xt−1, . . . , X1] = Xt−1, t = 2, 3, . . . . (21.6)
Beispiel 21.8 (Ut)t∈N sei ein IID-Prozess mit E[Ut] = 0, dann ist durch
Xt = Xt−1 + Ut, X0 = 0
ein Martingal-Prozess definiert.
Beispiel 21.9 (Diskontierter Preisprozess) Bei Anwendungen in der Finanzmarkt-
stochastik wird häufig angenommen, dass ein diskontierter Preisprozess ein Martingal bil-
det. (Pt)t∈N sei ein Preisprozess und (Xt)t∈N mit Xt
def
= e−rtPt der zugehörige diskontierte
Preisprozess bei gegebenem kontinuierlichem Zinssatz r. Aus der Martingaleigenschaft er-
gibt sich z. B.
E[Xt+1|Xt, Xt−1, . . . , X1] = Xt
bzw.
e−r(t+1)E[Pt+1|Xt, Xt−1, . . . , X1] = e−rtPt
und, da die Kenntnis von (Xt, . . . , X1) mit der Kenntnis von (Pt, . . . , P1) äquivalent ist,
E[Pt+1|Pt, Pt−1, . . . , P1] = erPt .
21.3 Markoff-Prozesse
Definition 21.10 (Markoff-Prozess) Ein Prozess (Xt)t=0,1,... heißt
1. Markoff-Prozess (erster Ordnung), falls
Xt|Xt−1 = xt−1, . . . , X0 = x0 ∼ Xt|Xt−1 = xt−1
für t = 1, 2, . . . gilt,
2. Markoff-Prozess m-ter Ordnung für ein m ∈ N, falls die bedingten Verteilungen
von
Xt|Xt−1 = xt−1, . . . , X0 = x0
und
Xt|Xt−1 = xt−1, . . . , Xt−m = xt−m
für t = m+ 1,m+ 2, . . . identisch sind.
3. Falls der Zustandsraum diskret ist, heißt ein Markoff-Prozess erster Ordnung auch
Markoff-Kette (markov chain).
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Bemerkung 21.11 (Eigenschaften eines Markoff-Prozesses) Für die Dichte- oder
Wahrscheinlichkeitsfunktionen eines Markoff-Prozesses erster Ordnung gilt
f(x0, x1, . . . , xt) = fX0(x0)fX1|X0=x0(x1)fX2|X1=x1(x2) · · · fXt|Xt−1=xt−1(xt).
Im Fall eines homogenen Markoff-Prozesses ändert sich zusätzlich die Art der Abhängig-
keit im Zeitablauf nicht, es gilt also
fX1|X0=x(y) = fX2|X1=x(y) = fX3|X2=x(y) = . . . .
Beispiel 21.12 (Random-walk-Prozess als Markoff-Prozess) Ein Random-walk-Prozess
mit standardnormalverteilten Zuwächsen ist durch
Xt = Xt−1 + Ut, X0 = x0 = 0, t = 1, 2, . . . ,
festgelegt, wobei die Ut stochastisch unabhängig und standardnormalverteilt sind. Es gilt
die Markoff-Eigenschaft
Xt|Xt−1 = xt−1, Xt−2 = xt−2, . . . , X0 = x0 ∼ Xt|Xt−1 = xt−1
und die Homogenitätseigenschaft
Xt|Xt−1 = xt−1 ∼ N(xt−1, 1), t = 1, 2, . . . .
Daher liegt ein homogener Markoff-Prozess erster Ordnung mit der bedingten Dichtefunk-
tion
fXt|Xt−1=xt−1(x) = ϕ(x− xt−1), x ∈ R
vor. Durch rekursives Einsetzen erhält man die Darstellung
Xt =
t∑
i=1
Ui ∼ N(0, t).
Bemerkung 21.13 (Eigenschaften einer Markoff-Kette)
1. Eine Markoff-Kette ist ein zeitdiskreter und zustandsdiskreter Markoff-Prozess erster
Ordnung. Der Zustandsraum ist in der Regel eine Teilmenge von {0, 1, 2, . . .}.
2. Für eine Markoff-Kette ergibt sich die gemeinsame Verteilung von (X0, X1, . . . , Xn)
als
P (X0 = x0, X1 = x1, . . . , Xn = xn) = P (X0 = x0)
n∏
t=1
P (Xt = xt|Xt−1 = xt−1).
3. Somit genügt es, für eine Markoff-Kette die Startverteilung, d. h. die Wahrschein-
lichkeitsverteilung von X0, oder einen Startwert, z. B. P (X0 = x0) = 1, und die
bedingten Verteilungen von Xt gegeben Xt−1 = xt−1 zu spezifizieren.
4. Der Begriff Markoff-Kette wird in der Literatur auch in einem weiteren Sinn, teils
als Oberbegriff für zeitdiskrete Markoff-Prozesse, teils für zustandsdiskrete Markoff-
Prozesse verwendet.
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Definition 21.14 (Übergangswahrscheinlichkeiten) Für eine Markoff-Kette (Xt)t∈N
sind
P (Xt = j|Xt−1 = i), t ∈ N,
die einstufigen Übergangswahrscheinlichkeiten von Zustand i nach Zustand j und
P (Xt = j|Xt−n = i), t ∈ N,
die n-stufigen Übergangswahrscheinlichkeiten von Zustand i nach Zustand j.
Definition 21.15 (Homogene Markoff-Kette) Eine Markoff-Kette heißt homogen,
wenn die einstufigen Übergangswahrscheinlichkeiten nicht zeitabhängig sind,
pij
def
= P (X1 = j|X0 = i) = P (X2 = j|X1 = i) = . . . = P (Xt = j|Xt−1 = i) = . . . .
Bemerkung 21.16
1. Eine homogene Markoff-Kette mit endlichem Zustandsraum ist durch die Startvertei-
lung und die Matrix der einstufigen Übergangswahrscheinlichkeiten charakterisiert.
2. Für eine homogene Markoff-Kette sind auch die n-stufigen Übergangswahrscheinlich-
keiten nicht zeitabhängig. Diese lassen sich aus den einstufigen Übergangswahrschein-
lichkeiten berechnen.
21.4 Ergodische Prozesse
Bemerkung 21.17 (Ergodizität) Hier wird die Problematik der Ergodizität nur für
zeitdiskrete Prozesse mit der Indexmenge T = N und am Beispiel der Mittelwert- und
Kovarianzergodizität behandelt.
1. Kann für einen mittelwertstationären Prozess, d. h. einen Prozess mit E[Xt] = µ
für alle t ∈ N, der Parameter µ durch einen empirischen Mittelwert aus einer Pro-
zessrealisation (x1, x2, . . .) geschätzt werden?
2. Kann für einen schwach stationären Prozess die Autokovarianzfunktion aus einer
Prozessrealisation (x1, x2, . . .) geschätzt werden?
Definition 21.18 (Mittelwertergodizität) Ein mittelwertstationärer Prozess (Xt)t∈N
mit µ = E[X1] heißt mittelwertergodisch, falls
X̄n
def
=
1
n
n∑
t=1
Xt
für n→∞ in Wahrscheinlichkeit gegen µ konvergiert, d. h. X̄n
P→ µ.
Definition 21.19 (Kovarianzergodizität) Ein schwach stationärer Prozess (Xt)t∈N mit
µ = E[X1] und Autokovarianzfunktion γ(h) = Cov[X1, X1+h] für alle h = 0, 1, . . . heißt
kovarianzergodisch, falls für n→∞
γ̂(h) =
1
n
n−h∑
t=1
(Xt − X̄n)(Xt+h − X̄n)
P→ γ(h)
für alle h = 0, 1, . . . gilt.
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Bemerkung 21.20 Wenn ein ergodischer Prozess vorliegt, ist es ausreichend, eine Pro-
zessrealisation hinreichend lange zu beobachten, um stationäre Eigenschaften der Rand-
verteilung der Xt oder der gemeinsamen Verteilung von (Xt, Xt+h) zu schätzen. Im Fall
eines nichtergodischen Prozesses sind viele Prozessrealisationen erforderlich.
Definition 21.21 (Absolut summierbare Autokovarianzfunktion) (Xt)t∈N sei ein
schwach stationärer Prozess mit der Autokovarianzfunktion γ(h) = Cov[X1, X1+h] für alle
h = 0, 1, . . .. Falls
∞∑
h=0
|γ(h)| <∞
gilt, heißt die Autokovarianzfunktion absolut summierbar.
Satz 21.22 Ein schwach stationärer Prozess (Xt)t∈N mit absolut summierbarer Autoko-
varianzfunktion ist mittelwertergodisch.
Beweis Aus der absoluten Summierbarkeit folgt limn→∞V[X̄n] = 0, siehe dazu Lemma
5.2.1 in [Schlittgen/Streitberg 2001]. Wegen E[X̄n] = µ folgt die Konsistenz von X̄n für
µ im quadratischen Mittel und aus dieser die Konsistenz von X̄n für µ, vgl. Bemerkung
8.11.
Satz 21.23 Ein schwach stationärer gaußscher Prozess (Xt)t∈N mit absolut summierbarer
Autokovarianzfunktion ist kovarianzergodisch.
Beweis Zum Beweis siehe [Schlittgen/Streitberg 2001, Satz 5.1.4].
Bemerkung 21.24 Eng zusammenhängend mit der Ergodizität stationärer Prozesse ist
die Frage nach der asymptotischen Unabhängigkeit von Folgen von Zufallsvariablen.
Dabei geht es darum, dass die Abhängigkeit von zwei Zufallsvariablen Xt und Xt+τ mit
größer werdendem Abstand τ verschwindet. Für Beweise im Zusammenhang mit der
Gültigkeit des Gesetzes der großen Zahlen für abhängige Beobachtungen und der Er-
godizität werden sogenannte Mischungsbedingungen (mixing conditions) benötigt, die
verschiedene Aspekte der asymptotischen Unabhängigkeit formalisieren.2
21.5 Lineare Prozesse
Definition 21.25 (Filter) Es sei T = Z = {. . . ,−1, 0, 1, . . .}. Ein Filter F beschreibt
die Verknüpfung
yt = F (. . . , xt−1, xt, xt+1, . . .), t ∈ T
zwischen einer Inputzeitreihe (xt)t∈T und einer Outputzeitreihe (yt)t∈T.
Beispiel 21.26 (Gleitende Mittelung) Bei der gleitenden Mittelung der Ordnung 3,
yt =
xt−1 + xt + xt+1
3
, t ∈ T,
ist der Filter durch F (. . . , xt−1, xt, xt+1, . . .) =
xt−1+xt+xt+1
3
gegeben.
2Vgl. Definition 21.42, [Davidson 2006, 5.5.4, S. 191-192], [Spanos 1999, 8.4.3, S. 422-424] .
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Definition 21.27 (Linearer Filter) Besteht zwischen (xt)t∈T und (yt)t∈T die Bezie-
hung
yt =
∞∑
i=−∞
aixt−i = . . .+ a2xt−2 + a1xt−1 + a0xt + a−1xt+1 + a−2xt+2 + . . . ,
so spricht man von einem linearen Filter. Dabei heißen die ai Filterkoeffizienten. Die
Folge der Filterkoeffizienten
(at)t∈T
def
= (. . . , a2, a1, a0, a−1, a−2, . . .)
heißt auch Impulsantwortfunktion. Ein kausaler linearer Filter liegt vor, wenn yt
nicht von zukünftigen x-Werten abhängt, d. h. a−1 = a−2 = . . . = 0 gilt.
Bemerkung 21.28 (Kausale lineare Filter)
1. Ein kausaler linearer Filter besitzt die Darstellung
yt = a0xt + a1xt−1 + a2xt−2 + . . . =
∞∑
i=0
aixt−i.
2. Die 38- und 200-Tage-Linien
x
(38)
t =
37∑
i=0
1
38
xt−i, x
(200)
t =
199∑
i=0
1
200
xt−i
bei der technischen Analyse (Chartanalyse) sind Beispiele kausaler linearer Filter.
3. Die exponentielle Glättung
yt = (1− λ)(xt + λxt−1 + λ2xt−2 + . . .)
mit 0 < λ < 1 ist ein Beispiel eines kausalen linearen Filters.
Definition 21.29 (Absolute Summierbarkeit) Die Filterkoeffizienten (at)t∈T heißen
absolut summierbar, falls
∞∑
t=−∞
|at| <∞.
Bemerkung 21.30 Falls nur endlich viele Koeffizienten von Null verschieden sind, ist die
absolute Summierbarkeit trivial erfüllt. Anderenfalls muss die Folge der Partialsummen
S0
def
= |a0|, S1
def
= |a−1|+ |a0|+ |a1|, . . . St
def
= |a0|+
t∑
i=1
(|a−i|+ |ai|), . . .
für t→∞ konvergieren.
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Definition 21.31 (Allgemeiner linearer Prozess) (Ut) sei weißes Rauschen mit E[Ut] =
µU , V[Ut] = σ
2
U und Cov[Ut, Us] = 0 für t 6= s. Die Filterkoeffizienten (ai)i∈T seien absolut
summierbar. Dann heißt
Xt =
∞∑
i=−∞
aiUt−i, t ∈ T
allgemeiner linearer Prozess.
Bemerkung 21.32
1. Die absolute Summierbarkeit garantiert, dass die Summen
∑∞
i=−∞ ai und
∑∞
i=−∞ a
2
i
endlich sind.
2. Der allgemeine lineare Prozess ist schwach stationär mit
E[Xt] = µU
∞∑
i=−∞
ai, V[Xt] = σ
2
U
∞∑
i=−∞
a2i .
Definition 21.33 Der Backshift-Operator mit der Eigenschaft
Bxt
def
= xt−1
heißt auch Lag-Operator, Backwardshift-Operator oder Shift-Operator. Er wird
in der Regel mit den Buchstaben B oder L bezeichnet.
Bemerkung 21.34 (Eigenschaften)
1. Es gilt
Bxt = xt−1, B
2xt = B(Bxt) = Bxt−1 = xt−2, . . . , B
kxt = xt−k.
2. Beispiel:
yt = a0xt + a1xt−1 + a2xt−2 = a0xt + a1Bxt + a2B
2xt = (a0 + a1B + a2B
2)xt
yt = A2(B)xt,
dabei ist
A2(B) = a0 + a1B + a2B
2
ein Polynom zweiter Ordnung im Backshift-Operator.
3. Ein kausaler endlicher linearer Filter kann somit mit dem zugehörigen Operatorpo-
lynom identifiziert werden.
4. Regeln:
B(cxt) = cBxt
B(xt + zt) = Bxt + Bzt
(a+ bB)Bxt = (aB + bB
2)xt
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21.6 Weiterführendes
Bemerkung 21.35 (Übungsaufgabe zum Random-walk-Prozess)
Es sei Ut
i.i.d.∼ N(µ, σ2) für t ∈ N und
X0
def
= 0, Xt
def
= Xt−1 + Ut, t ∈ N .
a) Warum gilt Xt ∼ N(tµ, tσ2) für t ∈ N?
b) Zeigen3 und interpretieren Sie:
Für µ > 0 und c ∈ R gilt limt→∞ P (Xt ≤ c) = 0.
Für µ < 0 und c ∈ R gilt limt→∞ P (Xt ≥ c) = 0.
Für µ = 0 und c ∈ R gilt limt→∞ P (Xt ≤ c) = limt→∞ P (Xt ≥ c) = 1/2.
Für µ = 0 und −∞ < a < b <∞ gilt limt→∞ P (a ≤ Xt ≤ b) = 0.
c) Welche Wahrscheinlichkeitsverteilung hat Yt
def
= eXt?
d) Überprüfen Sie die folgenden Aussagen4:
Für µ > 0 und c > 0 gilt limt→∞ P (Yt ≤ c) = 0.
Für µ < 0 und c > 0 gilt limt→∞ P (Yt ≥ c) = 0.
Für µ = 0 und c > 0 gilt limt→∞ P (Yt ≥ c) = limt→∞ P (Yt ≤ c) = 1/2.
Für µ = 0 und 0 < a < b <∞ gilt limt→∞ P (a ≤ Yt ≤ b) = 0.
Bemerkung 21.36
1. Das Beispiel 16.14 zeigt, dass aus der stochastischen Unabhängigkeit von Xt und
Xt+1 einerseits und von Xt+1 und Xt+2 andererseits nicht folgt, dass Xt und Xt+2
stochastisch unabhängig sind.
2. Bei einem Markoff-Prozess erster Ordnung gilt
P (Xt = xt, . . . , X1 = x1, X0 = x0) =
t∏
i=1
P (Xi = xi|Xi−1 = xi−1)P (X0 = x0),
so dass mit den bedingten Wahrscheinlichkeiten P (Xi = xi|Xi−1 = xi−1) für i =
1, . . . , t und der Wahrscheinlichkeit P (X0 = x0) auch die gemeinsame Wahrschein-
lichkeit festliegt.
3. Durch die Angabe der Verteilungen von X1, von X2|X1 und von X3|X2 liegt im
Allgemeinen nicht die gemeinsame Wahrscheinlichkeitsverteilung von X1, X2 und X3
fest. Z. B. sind mit
X1 ∼ Ber(1/2), X2|X1 ∼ Ber(1/2), X3|X2 ∼ Ber(1/2)
3Hinweis: Für Xt ∼ N(tµ, tσ2) gilt
P (Xt ≤ x) = Φ
(
x− tµ√
tσ
)
,
wobei Φ die Verteilungsfunktion der Standardnormalverteilung ist.
4Hinweis: Für c > 0 gilt
P (Yt ≤ c) = P (ln(Yt) ≤ ln(c)) .
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sowohl die in Beispiel 16.14 angegebene gemeinsame Verteilung von (X1, X2, X3)
als auch die gemeinsame Verteilung von (X1, X2, X3) verträglich, die sich aus Xi ∼
Ber(1/2) für i = 1, 2, 3 und der stochastischen Unabhängigkeit von (X1, X2, X3)
ergibt.
Beispiel 21.37 (Ein mittelwert- und kovarianzergodischer Prozess) Der Prozess
(Xt)t=1,2,..., wobei die Xt unabhängig und identisch normalverteilt sind, ist strikt stationär,
mittelwertergodisch und kovarianzergodisch.
Beispiel 21.38 (Ein strikt stationärer, aber nicht mittelwertergodischer Prozess)
Der Prozess (Xt)t∈N mit identisch verteilten Xt ∼ N(µ, σ2) und
X1 = X2 = . . . = Xt = . . .
ist strikt stationär und nicht mittelwertergodisch, da für alle Realisationen
x1 = x2 = . . . = xt = . . .
gilt. Siehe auch Beispiel 21.51.
Beispiel 21.39 (Mittelwertstationär, aber nicht mittelwertergodisch) Ein Ran-
dom-walk-Prozess (Xt)t=1,2,... mit Startwert X0 = 0 und unabhängigen normalverteilten
Zuwächsen
Ut = Xt −Xt−1 ∼ N(0, σ2)
mit σ2 > 0 ist mittelwertstationär. Es gilt
X̄t
def
=
1
t
t∑
i=1
Xi ∼ N(0, σ2t )
mit
σ2t
def
= V[X̄t] =
1
t2
t∑
i=1
i2σ2 =
t(t+ 1)(2t+ 1)
6t2
σ2 =
(t+ 1)(2t+ 1)
6t
σ2
und daher
lim
t→∞
σ2t =∞.
Es gilt
P (|X̄t| ≥ 1) = 2(1− Φ(1/σt))
und daher
lim
t→∞
P (|X̄t| ≥ 1) = lim
t→∞
2(1− Φ(1/σt)) = 1 .
Damit ist X̄t
P→ 0 nicht möglich, die Verteilung von X̄t konzentriert sich nicht um den
Erwartungswert Null, so dass der Prozess (Xt)t=1,2,... nicht mittelwertergodisch ist.
Definition 21.40 (Randverteilungsergodizität) Ein strikt stationärer Prozess (Xt)t∈N
heißt randverteilungsergodisch, falls für alle Funktionen h : R → R mit der Eigen-
schaft E[|h(X1)|] <∞ gilt, dass
1
n
n∑
t=1
h(Xt)
P→ E[h(X1)] .
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Bemerkung 21.41 Die Ergodizitätsdefinition 21.40 ist insofern speziell, dass sie sich
nur auf die eindimensionale Randverteilung eines strikt stationären Prozesses bezieht,
aber nichts über die Schätzbarkeit der Momente mehrdimensionaler Randverteilungen
aus einer Prozessrealisation aussagt.
Definition 21.42 (α-mischender Prozess) Der Prozess (Xt)t∈N heißt stark mischend,
streng mischend (strong mixing) oder α-mischend (α-mixing), falls es eine Folge
αn ≥ 0 mit
lim
n→∞
αn = 0
gibt, so dass für jedes n ≥ 1 gilt
|P (Xk ≤ x,Yk+n ≤ y)− P (Xk ≤ x)P (Yk+n ≤ y)| ≤ αn
mit Xk
def
= (X1, . . . , Xk), Yk+n
def
= (Xk+n, Xk+n+1, . . .) für alle k ≥ 1 und alle x =
(x1, . . . , xk) ∈ Rk und alle y
def
= (xk+n, xk+n+1, . . .) ∈ R∞.5
Definition 21.43 (m-Abhängigkeit) Die Zufallsvariablen eines Prozesses (Xt)t∈N hei-
ßen für ein gegebenes m ∈ {0, 1, . . .} m-abhängig, falls die Vektoren (X1, . . . , Xk) und
(Xk+n, Xk+n+1, . . .) für alle n > m und alle k ≥ 1 stochastisch unabhängig sind.
Beispiel 21.44 Die Folge Y1, Y2, . . . sei unabhängig. Definiere für ein m ∈ {0, 1, . . .} und
eine Funktion f : Rm+1 → R die Folge
Xn
def
= f(Yn, Yn−1, . . . , Yn−m), n = m+ 1,m+ 2, . . . .
Dann ist die Folge der Xn m-abhängig.
Bemerkung 21.45
1. Die Idee der Definition derm-Abhängigkeit ist, dass zwei Zufallsvariablen bei genügend
großem zeitlichen Abstand unabhängig sind.
2. Eine unabhängige Folge ist 0-abhängig.
3. Eine unabhängige Folge ist α-mischend mit αn = 0 für n ≥ 1.
4. Eine m-abhängige Folge ist α-mischend mit αn = 0 für n > m.
Definition 21.46 (Martingal-Differenzen-Prozess) Ein Prozess (Xt)t∈N heißt Mar-
tingal-Differenzen-Prozess6, falls
E[|Xt|] <∞, t ∈ N
und
E[Xt|Xt−1, . . . , X1] = 0, t ∈ N .
5Diese Bedingung wird in der Regel durch
|P (An ∩Bn)− P (An)P (Bn)| ≤ αn
für alle An ∈ σ(X1, . . . , Xk), für alle Bn ∈ σ(Xk+n, Xk+n+1, . . .) ausgedrückt.
6 [Spanos 1999, 8.9.2, S. 441-442]
216 Kapitel 21. Zeitdiskrete stochastische Prozesse
Bemerkung 21.47
1. Wenn (Yt)t∈N ein Martingal-Prozess ist, dann ist durch
Xt = Yt − Yt−1, Y0 = 0, t ∈ N
ein Martingal-Differenzen-Prozess definiert.
2. Umgekehrt kann ein Martingal-Prozess als Partialsummen-Prozess eines Martingal-
Differenzen-Prozesses dargestellt werden.
Definition 21.48 (Innovationsprozess) Ein Prozess (Ut)t∈N heißt Innovationspro-
zess7, falls
E[U2t ] <∞, t = 1, 2, . . . ,
E[Ut|Ut−1, . . . , U1] = 0. t ∈ N,
und
E[U2t |Ut−1, . . . , U1] = σ2. t ∈ N .
Satz 21.49 Ein Innovationsprozess ist weißes Rauschen.
Beweis Für alle t gilt
E[Ut] = E[E[Ut|Ut−1, . . . , U1]] = E[0] = 0,
E[U2t ] = E[E[U
2
t |Ut−1, . . . , U1]] = E[σ2] = σ2.
Für alle t und für 1 ≤ s < t gilt
E[UtUs] = E[E[UtUs|Ut−1, . . . , U1]]
= E[UsE[Ut|Ut−1, . . . , U1]] = E[Us0] = 0
und somit Cov[Ut, Us] = 0 für s < t. Wegen Cov[Ut, Us] = Cov[Us, Ut] gilt Cov[Ut, Us] = 0
für alle s 6= t.
Bemerkung 21.50 Zwar folgt aus E[Xt|Xt−1] = α auch E[Xt] = α, aber V[Xt|Xt−1] =
β impliziert nicht V[Xt] = β, da
V[Xt] = E[V[Xt|Xt−1]] +V[E[Xt|Xt−1]] .
Beispiel 21.51 (Deterministische Pfade) Gegeben sei der Prozess (Xt)t∈N mit
Xt = A cos(ωt) +B sin(ωt),
wobei ω ∈ ]0, π[ eine Konstante ist und A,B unkorrelierte Zufallsvariablen mit Erwar-
tungswert 0 und Varianz σ2 > 0 sind.8
1. Der Prozess (Xt)t∈N ist schwach stationär mit E[Xt] = 0 und der Autokovarianzfunk-
tion γ(h) = σ2 cos(ωh).
2. Die Prozessrealisationen sind deterministisch und fehlerfrei prognostizierbar, da für
diesen Prozess
Xt+2 = 2 cos(ω)Xt+1 −Xt, t ∈ N
gilt. Für die Prognose X̂3 = 2 cos(ω)X2 −X1 gilt E[(X3 − X̂3)2] = 0.
7 [Spanos 1999, 8.9.3, S. 443-444]
8Vgl. [Brockwell/Davis 1991, S. 54].
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ARMA-Prozesse
Bemerkung 22.1 Bei der Bildung der folgenden Prozesse bezeichnet jeweils (Ut) ein
weißes Rauschen mit E[Ut] = 0, 0 < V[Ut] = σ
2
U <∞ und Cov[Ut, Us] = 0 für t 6= s.
22.1 MA-Prozesse
Definition 22.2 (MA(q)-Prozess) Ein stochastischer Prozess (Xt)t∈N heißt Moving-
average-Prozess der Ordnung q, kurz MA(q)-Prozess, wenn er sich in der Form
Xt = µ+ Ut + β1Ut−1 + β2Ut−2 + . . .+ βqUt−q
mit weißem Rauschen (Ut)t≥−q+1 und µ, β1, . . . , βq ∈ R darstellen lässt.
Satz 22.3 Ein MA(q)-Prozess ist schwach stationär, d. h. mittelwertstationär mit
E[Xt] = µ, t ∈ N
und kovarianzstationär mit der Autokovarianzfunktion
γh =

σ2U(1 +
∑q
i=1 β
2
i ), h = 0,
σ2U(βh +
∑q−h
i=1 βiβi+h), 1 ≤ h < q,
σ2Uβq, h = q,
0, h > q.
Beispiel 22.4 (MA(1)-Prozess) Für den durch
Xt = µ+ Ut + βUt−1
mit µ, β ∈ R und weißem Rauschen (Ut)t≥0 definierten Moving-average-Prozess erster
Ordnung verifiziert man die folgenden Eigenschaften:
E[Xt] = µ, γ0 = V[Xt] = (1 + β
2)σ2U ,
γ1 = Cov[Xt, Xt−1] = βσ
2
U ,
γh = Cov[Xt, Xt−h] = 0, h = 2, 3, . . . ,
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%1 =
Cov[Xt, Xt−1]
V[Xt]
=
β
1 + β2
,
β ≥ 0 =⇒ 0 ≤ %1 ≤ 1/2,
β ≤ 0 =⇒ −1/2 ≤ %1 ≤ 0,
%1 = 0 gilt genau dann, wenn β = 0. Die extremen Korrelationen −1/2 und +1/2 ergeben
sich für β = −1 und β = +1.1 Für %1 ∈ ]−1/2, 0[ ∪ ]0, 1/2[ gibt es jeweils zwei β-Parameter
mit derselben Autokorrelation erster Ordnung.
Bemerkung 22.5
1. Für bestimmte statistische Schätz- und Testverfahren sind zusätzliche Voraussetzun-
gen erforderlich, beispielsweise, dass die Ut identisch verteilt sind, dass der Prozess
(Ut) unabhängig ist oder dass der Prozess (Ut) ein Gauß-Prozess ist, woraus in diesem
Fall auch die Unabhängigkeit und identische Verteilung der Ut folgt.
2
2. Manchmal wird in der Literatur nicht erkannt3, dass für bestimmte Eigenschaften
der bedingten Verteilungen die Annahme eines weißen Rauschens nicht ausreichend
ist, sondern zusätzlich Unabhängigkeitsannahmen erforderlich sind, z. B. gilt nicht
automatisch
E[Ut+1 | U1 = u1, U2 = u2, . . . Ut = ut] = 0 .
Vgl. dazu Beispiel 22.37.
3. Es ist allerdings auch eine reichhaltige Theorie der Zeitreihenanalyse ohne Bezugnah-
me auf Verteilungen oder bedingte Erwartungswerte möglich.4 Prognosen beruhen
dann auf besten linearen Prädiktoren5, die sich durch Minimierung der Prognoseva-
rianz ergeben.
Satz 22.6 Wenn (Ut) ein Gauß-Prozess ist, dann ist der MA(q)-Prozess ein Gauß-Prozess.
Satz 22.7 Ein gaußscher MA(q)-Prozess ist strikt stationär.
Bemerkung 22.8 (Interpretation als Filter)
Xt = µ+Bq(B)Ut,
dabei ist
Bq(B) = 1 + β1B + ...+ βqB
q .
1Hinweis: Bestimme die Maximal- und die Minimalstelle der Funktion f(x) = x/(1 + x2).
2Aus der Unkorreliertheit eines Gauß-Prozesses folgt die Unabhängigkeit. Da univariate Normalvertei-
lungen durch die ersten beiden Momente vollständig parametrisiert sind, folgt die identische Verteilung.
3Vgl. z. B. die Definition weißen Rauschens in [Enders 2010, S. 51] und die nicht weiter begründeten
Aussagen über bedingte Erwartungswerte auf S. 81.
4Vgl. [Brockwell/Davis 1991].
5Siehe dazu insbesondere [Brockwell/Davis 1991, § 2.8].
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Definition 22.9 (MA(∞)-Prozess) Ein stochastischer Prozess (Xt) heißt Moving-
average-Prozess unendlicher Ordnung, kurz MA(∞)-Prozess, wenn er sich in der
Form
Xt = µ+ Ut +
∞∑
j=1
βjUt−j = µ+ Ut + β1Ut−1 + β2Ut−2 + . . .
mit absoluter Summierbarkeit der Koeffizienten, d. h.
∞∑
i=1
|βi| = lim
n→∞
n∑
i=1
|βi| <∞,
darstellen lässt.
Bemerkung 22.10 Die absolute Summierbarkeit der Koeffizienten (βi) garantiert, dass
Xt definiert ist, und impliziert, dass der Prozess Xt endliche erste und zweite Momente
hat.
22.2 AR-Prozesse
Definition 22.11 (AR(p)-Prozess) Ein stochastischer Prozess (Xt) heißt autoregres-
siver Prozess p-ter Ordnung, kurz AR(p)-Prozess, wenn er sich in der Form
Xt = c+ α1Xt−1 + α2Xt−2 + . . .+ αpXt−p + Ut
darstellen lässt, wobei (Ut) mit E[Ut] = 0 weißes Rauschen ist und c, α1, . . . , αp ∈ R.
Bemerkung 22.12 (Stationarität eines AR(1)-Prozesses)
1. In der Regel interessiert man sich für AR(1)-Prozesse
Xt = c+ α1Xt−1 + Ut,
die schwach stationär sind. Dies ist nur bei bestimmten Parameterkonstellationen
möglich. Z. B. ergibt sich für α1 = 1 und X0 = 0 der nicht varianzstationäre Random-
walk-Prozess Xt = c+Xt−1 + Ut.
2. Falls eine mittelwertstationäre Lösung mit dem stationären Erwartungswert
µX
def
= E[Xt]
existiert, muss dieser Erwartungswert die Gleichung
µX = c+ α1µX (22.1)
erfüllen. Für die Abweichungen vom Mittelwert,
Ẋt
def
= Xt − µX ,
ergibt sich daher
Ẋt = α1Ẋt−1 + Ut (22.2)
und in Operatorschreibweise
(1− α1B)Ẋt = Ut.
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3. Genau dann, wenn die Stationaritätsbedingung
−1 < α1 < +1
erfüllt ist, ist der AR(1)-Prozess ein schwach stationärer, d. h. mittelwert- und kova-
rianzstationärer, Prozess.
Bemerkung 22.13 (Eigenschaften eines AR(1)-Prozesses)
1. Im Fall der schwachen Stationarität (|α1| < 1) hat der AR(1)-Prozess die folgenden
Eigenschaften6:
µX
def
= E[Xt] =
c
1− α1
,
σ2X
def
= V[Xt] =
σ2U
1− α21
,
γj
def
= Cov[Xt, Xt−j] = α
j
1σ
2
X , j = 0, 1, 2, ...
%j = α
j
1, j = 0, 1, 2, ...
Für α1 = 0 liegt als Spezialfall weißes Rauschen vor. Die letzten beiden Formeln
gelten mit der Festlegung 00 = 1.
2. Bei stochastischer Unabhängigkeit der Ut gilt:
Xt|Xt−1 = xt−1, Xt−2 = xt−2 . . . ∼ Xt|Xt−1 = xt−1 ∼ c+ α1xt−1 + Ut,
E[Xt|Xt−1 = xt−1] = c+ α1xt−1
und
V[Xt|Xt−1 = xt−1] = σ2U .
6Aus (22.1) bestimmt sich µX . Aus (22.2) folgt durch Quadrieren beider Seiten
Ẋ2t = α
2
1Ẋ
2
t−1 + 2α1Ẋt−1Ut + U
2
t .
Die Bildung des Erwartungswertes ergibt
σ2X = α
2
1σ
2
X + 2α1Cov[Xt−1, Ut] + σ
2
U .
Es gilt Cov[Xt−1, Ut] = 0, wegen der zeitlichen Unkorreliertheit der Ut und der MA(∞)-Darstellung für
Xt−1, vgl. dazu Bemerkung 22.32. Analog erhält man aus
ẊtẊt−j = α1Ẋt−1Ẋt−j + UtẊt−j
durch Bildung des Erwartungswertes auf beiden Seiten und unter Berücksichtigung, dass Ut und Xt−j
unkorreliert sind,
γj = α1γj−1 .
Die Lösung dieser homogenen Differenzengleichung erster Ordnung ist
γj = α
j
1γ0 .
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3. Wenn die Ut stochastisch unabhängig und normalverteilt sind und |α1| < 1 gilt, dann
existiert ein strikt stationärer gaußscher Prozess mit den univariaten Verteilungen
Xt ∼ N(µX , σ2X).
Alle mehrdimensionalen Verteilungen sind multivariate Normalverteilungen. Auch
bedingte Verteilungen sind uni- bzw. multivariate Normalverteilungen, z. B.
Xt|Xt−1 = xt−1 ∼ N(c+ α1xt−1, σ2U) .
Bemerkung 22.14 (Schwache Stationarität eines AR(2)-Prozesses)
1. Für bestimmte Parameterkonstellationen existieren schwach stationäre Lösungen.
2. Eine mittelwertstationäre Lösung (Xt) mit µX = E[Xt] muss
µX = c+ α1µX + α2µX
erfüllen. Im Fall 1 6= α1 + α2 gilt dann
µX =
c
1− α1 − α2
.
Im Fall 1 = α1 + α2 kann es nur im Fall c = 0 mittelwertstationäre Lösung geben.
3. Falls eine schwach stationäre Lösung existiert, gilt für
Ẋt
def
= Xt − µX ,
d. h. für die Abweichungen vom stationären Mittelwert, die Gleichung
Ẋt = α1Ẋt−1 + α2Ẋt−2 + Ut
bzw. in Operator-Schreibweise
(1− α1B− α2B2)Ẋt = Ut.
4. Die Gleichung
1− α1z − α2z2 = 0
in z ∈ C heißt charakteristische Gleichung.
5. Die Stationaritätsbedingung ist erfüllt, falls alle Lösungen (Wurzeln) der charak-
teristischen Gleichung betragsmäßig größer als Eins sind,
|z| > 1.
Dabei müssen auch komplexe Lösungen der Form z = a+ ib berücksichtigt werden.7
Wenn |z| > 1 für jede Lösung z ∈ C der charakteristischen Gleichung gilt, sagt man:
Die Wurzeln der charakteristischen Gleichung liegen außerhalb des Einheitskreises.
7Zu komplexen Zahlen siehe Bemerkung A.9.
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Beispiel 22.15 (Stationärer AR(2)-Prozess) Zu dem AR(2)-Prozess
Xt = 0.7Xt−1 − 0.1Xt−2 + Ut
gehört die charakteristische Gleichung
1− 0.7z + 0.1z2 = 0
mit den Lösungen z1 = 2 und z2 = 5. Also ist die Stationaritätsbedingung erfüllt.
Beispiel 22.16 (Stationärer AR(1)-Prozess) Zu dem AR(1)-Prozess
Xt = c+ α1Xt−1 + Ut,
mit α1 6= 0 gehört die charakteristische Gleichung
1− α1z = 0
mit der Lösung z = 1/α1. Die Stationaritätsbedingung ist erfüllt für |z| > 1 bzw. |α1| < 1.
Satz 22.17 (Yule-Walker-Gleichungen) Für einen schwach stationären AR(p)-Prozess
gelten die Yule-Walker Gleichungen
γj = α1γj−1 + · · ·+ αpγj−p, j = 1, 2, . . . (22.3)
für die Autokovarianzen und
%j = α1%j−1 + · · ·+ αp%j−p, j = 1, 2, . . . . (22.4)
für die Autokorrelationen.
Beweis Aus
Xt = α0 + α1Xt−1 + · · ·+ αpXt−p + Ut
erhält man durch Erwartungswertbildung
µX = α0 + α1µX + · · ·+ αpµX .
Die Differenz der Gleichungen ist
Ẋt = α1Ẋt−1 + · · ·+ αpẊt−p + Ut .
Multiplikation mit Ẋt−j ergibt
ẊtẊt−j = α1Ẋt−1Ẋt−j + · · ·+ αpẊt−pẊt−j + UtẊt−j .
Erwartungswertbildung und Berücksichtigung von E[Ẋt−iẊt−j] = γj−i und E[UtẊt−j] =
Cov[Ut, Xt−j] = 0 führt für j = 1, 2, . . . zu (22.3). Division durch γ0 ergibt (22.4).
Bemerkung 22.18
1. Die Yule-Walker-Gleichungen sind hilfreich bei der Berechnung von Autokovarianzen
aus gegebenen Parametern. Siehe dazu Bemerkung 22.38.
22.2. AR-Prozesse 223
2. Bei der Parameterschätzung können die Yule-Walker-Gleichungen genutzt werden,
um aus geschätzten Autokovarianzen γ̂j Schätzwerte α̂j für die Parameter zu erhalten.
Dazu wird z. B. im Fall eines AR(2)-Prozesses das lineare Gleichungssystem
γ̂1 = α̂1γ̂0 + α̂2γ̂1,
γ̂2 = α̂1γ̂1 + α̂2γ̂0
nach α̂1 und α̂2 aufgelöst.
Bemerkung 22.19 (Operatordarstellung eines AR(p)-Prozesses)
Xt − α1Xt−1 − α2Xt−2 − . . .− αpXt−p = Ap(B)Xt = c+ Ut
Bemerkung 22.20 (Bedingte Verteilungen für einen AR(p)-Prozess)
Bei stochastischer Unabhängigkeit der Ut gilt:
E[Xt |Xt−1 = xt−1, Xt−2 = xt−2, . . .] = c+ α1xt−1 + α2xt−2 + . . .+ αpxt−p
und
V[Xt |Xt−1 = xt−1, Xt−2 = xt−2, . . .] = σ2U .
Bemerkung 22.21 (Stationaritätsbedingung für einen AR(p)-Prozess)
1. Wenn alle Lösungen der charakteristischen Gleichung
Ap(z) = 0, z ∈ C,
(mit anderen Worten alle Wurzeln des charakteristischen Polynoms Ap(z)) außerhalb
des Einheitskreises liegen, d. h. Ap(z) = 0 =⇒ |z| > 1, dann existieren schwach
stationäre Lösungen.
2. Falls (Ut)t∈N ein gaußscher IID-Prozess mit Ut
i.i.d.∼ N (0, σ2) ist und die Stationa-
ritätsbedingung erfüllt ist, dann existiert ein strikt stationärer gaußscher Prozess als
Lösung.
3. Ein gaußscher AR(p)-Prozess ist nur für bestimmte Parameterkonstellationen und
bestimmte stochastische Startwerte strikt stationär. Beispielsweise ist ein AR(1)-
Prozess
Xt = c+ α1Xt−1 + Ut, t ∈ N
mit −1 < α1 < 1 genau dann strikt stationär, falls
X0 ∼ N
(
c
1− α1
,
σ2
1− α21
)
.
Definition 22.22 (1-Schritt-Prognose im AR(p)-Modell) Der Prognosewert für
t + 1 auf der Basis der zum Zeitpunkt t vorliegenden beobachteten Werte x1, x2, . . . , xt
mit t > p− 1 ist
x̂t+1|t
def
= c+ α1xt + α2xt−1 + . . .+ αpxt−p+1 .
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Bemerkung 22.23
1. X̂t+1|t
def
= c+α1Xt+α2Xt−1+. . .+αpXt−p+1 ist diejenige affin lineare Funktion aller
Xt, Xt−1, . . . , Xt−p+1, . . . , X1 mit kleinstem mittleren quadratischen Prognosefehler
E
[
(X̂t+1|t −Xt+1)2
]
.
In die Prognose gehen also nur die letzten p Beobachtungen ein.
2. Falls die Ut stochastisch unabhängig sind, gilt
x̂t+1|t = E[Xt+1 |Xt = xt, Xt−1 = xt−1, . . . , X1 = x1] ,
d. h. X̂t+1|t minimiert unter allen Funktionen der Xt, Xt−1, . . . , Xt−p+1 den mittleren
quadratischen Prognosefehler.
Definition 22.24 (Partielle Autokovarianz- und Autokorrelationsfunktion) Der
Prozess (Xt)t∈N sei schwach stationär. Durch
γ∗(1)
def
= Cov[X1, X2]
und
γ∗(k)
def
= Cov[X1, Xk+1.X2, . . . , Xk] für k ≥ 2
ist die partielle Autokovarianzfunktion (partial autocovariance function) definiert.
Durch
%∗(1)
def
= Corr[X1, X2]
und
%∗(k)
def
= Corr[X1, Xk+1.X2, . . . , Xk] für k ≥ 2
ist die partielle Autokorrelationsfunktion (partial autocorrelation function) definiert.8
Bemerkung 22.25 (Partielle Autokorrelationsfunktion)
1. Der partielle Autokorrelationskoeffizient %∗(k) ist die Korrelation der beiden Resi-
dualvariablen der linearen Regressionen von X1 und Xk+1 auf die dazwischenliegen-
den Variablen X2, . . . , Xk.
2. Für einen schwach stationären AR(p)-Prozess gilt %∗(k) = 0 für k > p. Daher kann
eine Schätzung der partiellen Autokorrelationsfunktion als Hilfsmittel bei der Iden-
tifikation der Ordnung eines AR(p)-Prozesses verwendet werden.
8Zur Definition der partiellen Kovarianzen Cov[X1, Xk+1.X2, . . . , Xk] und der partiellen Korrelations-
koeffizienten Corr[X1, Xk+1.X2, . . . , Xk] siehe Definition 17.29.
22.3. ARMA-Prozesse 225
22.3 ARMA-Prozesse
Definition 22.26 (ARMA(p,q)) Ein stochastischer Prozess (Xt) heißt Autoregressiver-
Moving-Average-Prozess der Ordnung (p,q), kurz ARMA(p,q)-Prozess9, wenn er
sich in der Form
Xt = c+ α1Xt−1 + α2Xt−2 + . . .+ αpXt−p + Ut + β1Ut−1 + . . .+ βqUt−q
darstellen lässt, wobei (Ut) weißes Rauschen mit E[Ut] = 0 ist.
Bemerkung 22.27 (Operator-Schreibweise)
Ap(B)Xt = c+Bq(B)Ut
mit
Ap(B) = 1− α1B− α2B2 − . . .− αpBp
und
Bq(B) = 1 + β1B + β2B
2 + . . .+ βqB
q .
Bemerkung 22.28 (Stationarität)
1. Die Stationarität eines ARMA(p,q)-Prozesses hängt nur von den Parametern α1, . . . ,
αp des autoregressiven Teiles ab.
2. Stationaritätsbedingung: Alle Lösungen der charakteristischen Gleichung
Ap(z) = 0, z ∈ C,
(mit anderen Worten alle Wurzeln des charakteristischen Polynoms Ap(z)) liegen
außerhalb des Einheitskreises, d. h. Ap(z) = 0 =⇒ |z| > 1.
22.4 ARIMA-Prozesse
Bemerkung 22.29
1. In der Regel interessiert man sich für stationäre ARMA-Prozesse. Nichtstationa-
rität im Mittelwert kann durch integrierte ARMA-Prozesse, sogenannte ARIMA-
Prozesse, modelliert werden.
2. Der Differenzenoperator ∆ wird durch
∆xt
def
= xt − xt−1
∆2xt
def
= ∆(∆xt) = ∆xt −∆xt−1
...
∆dxt
def
= ∆(∆d−1xt) = ∆
d−1xt −∆d−1xt−1
definiert.
9Vgl. [Hamilton 1994, 3.5], [Schlittgen/Streitberg 2001, 2.3.5].
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3. Es gilt ∆ = 1−B.
Definition 22.30 (ARIMA(p,d,q)) Der Prozess (Xt) ist ein ARIMA(p,d,q)-Prozess,
falls ∆dXt ein ARMA(p,q)-Prozess ist.
Beispiel 22.31 Ein Random-walk-Prozess Xt ist ein spezieller ARIMA(0,1,0)-Prozess.
Dabei ist ∆Xt = Xt − Xt−1 ein ARMA(0,0)-Prozess (damit auch AR(0)- und MA(0)-
Prozess), d. h. Weißes Rauschen.
22.5 Weiterführendes
Bemerkung 22.32 (MA(∞)-Darstellung eines AR(1)-Prozesses)
1. Die Darstellung
Xt = c(1 + α1 + α
2
1 + . . .) + Ut + α1Ut−1 + α
2
1Ut−2 + α
3
1Ut−3 + . . .
ergibt sich durch rekursives Einsetzen oder formal aus
(1− α1B)−1 = 1 + α1B + α21B2 + α31B3 + . . . .
indem
(1− α1B)Xt = c+ Ut
von links mit (1− α1B)−1 multipliziert wird.
2. Absolute Summierbarkeit der Koeffizienten 1, α1, α
2
1, . . . liegt genau dann vor, wenn
die Stationaritätsbedingung erfüllt ist.
Bemerkung 22.33 (Alternative Formulierung der Stationaritätsbedingung)
Die Stationaritätsbedingung eines AR(2)-Prozesses kann alternativ über die Eigenwerte
der (2 × 2)-Matrix A mit den Elementen a11 = α1, a12 = α2, a21 = 1, a22 = 0 definiert
werden. Die Matrix A ergibt sich als Koeffizientenmatrix, wenn man die Gleichung zweiter
Ordnung als System von zwei Gleichungen erster Ordnung schreibt:
Xt = α1Xt−1 + α2Yt−1 + Ut
Yt = Xt−1
Die Stationaritätsbedingung ist erfüllt, falls
|λ| < 1
für alle (eventuell komplexen) Eigenwerte10 der Matrix A gilt. Zur Bestimmung der Ei-
genwerte dient die Gleichung
det(A− λI2) = 0.
10Ein Vektor g heißt Eigenvektor der Matrix A und λ heißt der zugehörige Eigenwert, falls die Gleichung
Ag = λg
erfüllt ist. Dabei ist für g der Nullvektor nicht zugelassen.
22.5. Weiterführendes 227
Diese führt zu
λ2 − α1λ− α2 = 0.
Im Beispiel 22.15 ergeben sich die Lösungen von
λ2 − 0.7λ+ 0.1 = 0
als
λ1 =
1
2
, λ2 =
1
5
.
Bemerkung 22.34 (AR(∞)-Darstellung für MA(1))
Für einen MA(1)-Prozess
Xt = Ut − βUt−1
erhält man über
βXt−1 = βUt−1 − β2Ut−2
...
βkXt−k = β
kUt−k − βKUt−k−1
die Darstellung
Xt + βXt−1 + β
2Xt−2 + . . . = Ut,
die als AR(∞)-Darstellung des MA(1)-Prozesses bezeichnet wird.
Bemerkung 22.35 (Halbstrenge ARMA-Prozesse) Der durch
Ap(B)Xt = Bq(B)Ut
festgelegte Prozess (Xt) heißt halb-streng (semi-strong), falls das weiße Rauschen (Ut),
das in diesem Zusammenhang auch Innovationsprozess, vgl. Definition 21.48, heißt, ein
Martingal-Differenzen-Prozess ist.
Bemerkung 22.36 (Strenge ARMA-Prozesse) Der durch
Ap(B)Xt = Bq(B)Ut
festgelegte Prozess (Xt) heißt streng (strong), falls das weiße Rauschen (Ut) ein un-
abhängiger Prozess ist.
Beispiel 22.37
1. Für die gemeinsame Verteilung von U1 und U2 gelte
P (U1 = u1, U2 = u2) = 1/8 für (u1, u2) ∈ {(−1,−1), (−1, 0), (1,−1), (1, 0)}
und
P (U1 = u1, U2 = u2) = 1/4 für (u1, u2) ∈ {(0, 0), (0, 1)} .
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2. Dann folgt
P (Ui = −1) = P (Ui = 1) =
1
4
, P (Ui = 0) =
1
2
, i = 1, 2,
E[U1] = E[U2] = 0, V[U1] = V[U2] =
1
2
,
Cov[U1, U2] = E[U1U2] = 0,
aber
E[U2 | U1 = −1] = E[U2 | U1 = 1] = −
1
2
, E[U2 | U1 = 0] =
1
2
.
Bemerkung 22.38 (Autokovarianzen eines AR(2)-Prozesses) Wenn man für bei-
de Seiten von
Ẋt = α1Ẋt−1 + α2Ẋt−2 + Ut
die Varianz berechnet und
γ0 = V[Xt] = V[Xt−1] = . . .
berücksichtigt, erhält man
γ0 = α
2
1γ0 + 2α1α2γ1 + α
2
2γ0 + σ
2
U . (22.5)
Unter Berücksichtigung der Symmetriebeziehung γ−1 = γ1 ist
γ1 = α1γ0 + α2γ1 (22.6)
die Yule-Walker-Gleichung für j = 1. Es stehen die zwei Gleichungen (22.5) und (22.6)
zur Bestimmung von γ0 und γ1 zur Verfügung. Einsetzen von
γ1 =
α1
1− α2
γ0
aus (22.6) in (22.5) und Auflösen nach γ0 ergibt
11
γ0 =
(1− α2)σ2U
(1− α21 − a22)(1− α2)− 2α21α2
.
Alle weiteren Autokovarianzen können rekursiv aus den Yule-Walker-Gleichungen be-
stimmt werden:
γj = α1γj−1 + α2γj−2, j = 2, 3, . . . .
11In [Hamilton 1994, S. 58] ist die Formel
γ0 =
(1− α2)σ2U
(1 + α2) ((1− α2)2 − α21)
für die Varianz angegeben, die dort auf einem etwas anderen Weg berechnet wird. Durch Umformungen
des Nenners kann gezeigt werden, dass beide Formeln für γ0 äquivalent sind.
Kapitel 23
ARCH-Prozesse
Bemerkung 23.1
1. Während ARMA-Prozesse zur zeitabhängigen Modellierung des bedingten Erwar-
tungswertes
µt = E[Xt|Xt−1, Xt−2, . . .]
bei zeitinvarianter bedingter Varianz V[Xt|Xt−1, Xt−2, . . .] geeignet sind, werden
ARCH-Prozesse zur zeitabhängigen Modellierung der bedingten Varianz
σ2t = V[Xt|Xt−1, Xt−2, . . .]
verwendet.1 ARCH steht für autoregressive conditional heteroskedastic.
2. Wichtige Anwendungsbereiche von ARCH-Prozessen sind die Modellierung von Preis-
änderungen auf Finanzmärkten und des Störprozesses in Regressionsmodellen.
3. Im Folgenden bezeichnet (Zt) stets unabhängiges und identisch verteiltes weißes
Rauschen mit
E[Zt] = 0 und V[Zt] = 1,
kurz notiert als
Zt
i.i.d.∼ (0, 1) .
Häufig wird zusätzlich angenommen, dass die Zt normalverteilt sind.
23.1 ARCH(1)-Prozess
Definition 23.2 (ARCH(1)) Es sei Zt
i.i.d.∼ (0, 1). Ein durch
Xt =
√
ω + αX2t−1 Zt (23.1)
mit ω ≥ 0, α ≥ 0 und ω + α > 0 definierter Prozess (Xt) heißt ARCH(1)-Prozess.
Bemerkung 23.3
1. Für α = 0 gilt Xt
i.i.d.∼ (0, ω). Für α > 0 ergeben sich die interessierenden Fälle.
1Siehe [Baillie 2006], [Schlittgen/Streitberg 2001, 8.2.2], [Hamilton 1994, 21.1, 21.2].
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2. Es gibt zwei Interpretationen des zeitlichen Definitionsbereiches. Bei der er-
sten Interpretation startet der Prozess mit t = 1 und es wird ein Startwert für
t = 0 benötigt. Dieser Startwert kann deterministisch sein, z. B. X0 = 0, oder sto-
chastisch sein. Existiert eine strikt stationäre Lösung, dann ergibt sich die stationäre
Lösung für t ≥ 1, wenn X0 die stationäre (unbedingte) Verteilung der Xt besitzt.
Bei der zweiten Interpretation stellt man sich vor, dass der Prozess bereits un-
endlich lange läuft. Der Prozess ist dann für t = ...,−2,−1, 0, 1, 2, ... definiert. Diese
Interpretation ist nur dann sinnvoll, wenn die Prozessrealisationen nicht im Zeitab-
lauf explodieren oder in einem Punkt kollabieren. Bei beiden Interpretationen ist Zt
stochastisch unabhängig von allen zeitlich zurückliegenden Xt−1, Xt−2,. . . .
Bemerkung 23.4 (Bedingte Verteilung)
1. Die Verteilung von Xt bedingt auf die Prozessvergangenheit Xt−1, Xt−2, . . . hängt nur
von Xt−1 ab:
Xt|Xt−1, Xt−2, . . . ∼ Xt|Xt−1.
2. Für den Prozess (Xt) gilt
E[Xt|Xt−1, Xt−2, . . .] = E[Xt|Xt−1] = 0
und
V[Xt|Xt−1, Xt−2, . . .] = V[Xt|Xt−1] = E[X2t |Xt−1] = ω + αX2t−1.
Der Parameter ω ist also eine Untergrenze für die bedingte Varianz. Wegen
V[Xt|Xt−1 = 0] = ω
kann der Prozess im Fall ω = 0 im Nullpunkt kollabieren.
Bemerkung 23.5 (Äquivalente Definition)
1. Mit der Notation2
σt
def
=
√
V[Xt|Xt−1, Xt−2, . . .]
für die Standardabweichung der bedingten Verteilung zum Zeitpunkt t lässt sich der
ARCH(1)-Prozess auch durch die beiden Gleichungen
Xt = σtZt, (23.2)
σ2t = ω + αX
2
t−1 (23.3)
definieren.
2. Die Standardabweichung der bedingten Verteilung, σt, darf nicht mit der Standard-
abweichung der unbedingten Verteilung,
√
V[Xt], verwechselt werden. Während σt
immer existiert, existiert
V[Xt] =
ω
1− α
nur im Fall der schwachen Stationarität, der bei der Parameterkonstellation ω > 0
und 0 < α < 1 vorliegt.
2Eine etwas ausführlichere Notation für σt wäre σt|t−1 oder σt|t−1,t−2,....
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Bemerkung 23.6 (Stationaritätseigenschaften)
1. Jeder ARCH(1)-Prozess ist mittelwertstationär mit
E[Xt] = E [E[Xt|Xt−1, Xt−2, . . .]] = E[0] = 0.
2. Ein ARCH(1)-Prozess mit ω > 0 ist genau dann kovarianzstationär (und somit
schwach stationär), falls 0 < α < 1 gilt.3
3. Im Fall der schwachen Stationarität gilt für die schwach stationäre Lösung:
V[Xt] =
ω
1− α
und
Cov[Xt, Xt−j] = 0, j = 1, 2, . . . .
(Xt) ist also weißes Rauschen (eine Folge unkorrelierter Zufallsvariablen mit kon-
stantem Erwartungswert). Die Xt sind aber nicht voneinander unabhängig, wobei
die Abhängigkeitsstruktur über die bedingten Varianzen und höheren Momente be-
steht.
4. Durch die beiden Gleichungen (23.2) und (23.3) sind auch stochastische Prozesse
für die bedingten Varianzen σ2t und die quadrierten Beobachtungen X
2
t beschrieben.
Durch Einsetzen erhält man einerseits
σ2t = ω + ασ
2
t−1Z
2
t−1
und andererseits
X2t = (ω + αX
2
t−1)Z
2
t .
Die Prozesse (X2t ) und (σ
2
t ) besitzen ähnliche Eigenschaften wie ein AR(1)-Prozess,
z. B. gilt
E[X2t |X2t−1] = ω + αX2t−1
und
E[σ2t |σ2t−1] = ω + ασ2t−1.
Im Fall der schwachen Stationarität von (Xt), sind die Prozesse (X
2
t ) und (σ
2
t ) mit-
telwertstationär.4
3Im Fall ω = 0 existiert nur eine schwach stationäre Lösung für α = 1, siehe Bemerkung 23.16. Für
ω > 0 und α ≥ 1 existieren für nicht zu große Werte von α strikt stationäre Lösungen ohne endliche
Varianz, d. h. strikt stationäre Lösungen, die nicht schwach stationär sind. Wenn α hinreichend groß ist,
werden die Lösungen explosiv.
4Die Kovarianzstationarität der Prozesse (X2t ) und (σ
2
t ) ist nur gegeben, wenn zusätzlich die Existenz
und Stationarität der vierten Momente von Xt gesichert ist.
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23.2 GARCH(1,1)-Prozess
Definition 23.7 (GARCH(1,1))
1. Ein durch
Xt = σtZt
und
σ2t = ω + αX
2
t−1 + βσ
2
t−1
definierter Prozess (Xt) mit ω ≥ 0, α ≥ 0, β ≥ 0 heißt GARCH(1,1)-Prozess.
2. Ein GARCH(1,1)-Prozess mit ω = 0 heißt GARCH(1,1)-Prozess ohne Trend
(oder ohne Drift).
3. Ein GARCH(1,1)-Prozess mit ω > 0 heißt GARCH(1,1)-Prozess mit (positivem)
Trend (oder mit Drift).
Bemerkung 23.8
1. GARCH steht für generalized ARCH.
2. Für β = 0 ergibt sich ein ARCH(1)-Prozess. Der Spezialfall α = 0 ist wenig interes-
sant, da dann die bedingten Varianzen σt der deterministischen Differenzengleichung
σ2t = ω + βσ
2
t−1
folgen.
Bemerkung 23.9 (Stationaritätseigenschaften)
1. Ein GARCH(1,1)-Prozess ist mittelwertstationär mit
E[Xt] = E [E[Xt|Xt−1, Xt−2, . . .]] = 0.
2. Für GARCH(1,1)-Prozesse mit ω > 0 gibt es in Abhängigkeit von der Konstellation
der Parameter α und β und von der Verteilungsform der Zt drei Möglichkeiten
5:
1. X2t →∞,
2. Xt ist strikt und schwach stationär oder
3. Xt ist strikt stationär, aber nicht kovarianzstationär.
3. Ein GARCH(1,1)-Prozess ist genau dann kovarianzstationär (und somit schwach sta-
tionär), falls ω > 0 und 0 < α + β < 1 gilt.
5Die Fallunterscheidungen ergeben sich aus folgendem Satz (Theorem 2 in [Nelson 1990]).
Satz 23.10 Es sei ω > 0 und C
def
= E[ln(ω + αZ2t )]. Falls C ≥ 0, gilt σ2t
f.s.→ ∞. Für C < 0 gibt es eine
strikt stationäre Lösung.
Die strikt stationäre Lösung besitzt nur in Spezialfällen endliche Momente.
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23.3 ARCH(q)-Prozess
Definition 23.11 (ARCH(q)) Ein durch
Xt = σtZt
und
σ2t = ω +
q∑
i=1
αiX
2
t−i
definierter Prozess (Xt) mit ω ≥ 0, α1 ≥ 0, . . . , αq−1 ≥ 0 und αq ≥ 0 heißt ARCH(q)-
Prozess.
Bemerkung 23.12 Für αq > 0 ergeben sich die interessierenden Fälle. Für αq = 0 ergibt
sich ein ARCH(q − 1)-Prozess.
23.4 GARCH(p,q)-Prozess
Definition 23.13 (GARCH(p,q) Ein durch
Xt = σtZt
und
σ2t = ω +
q∑
i=1
αiX
2
t−i +
p∑
j=1
βjσ
2
t−j
definierter Prozess (Xt) mit ω ≥ 0, α1 ≥ 0, . . . , αq−1 ≥ 0, αq ≥ 0, β1 ≥ 0, . . . , βp−1 ≥ 0
und βp ≥ 0 heißt GARCH(p,q)-Prozess.
Bemerkung 23.14 Für βp > 0 und αq > 0 ergeben sich die interessierenden Fälle. Für
βp = 0 ergibt sich ein GARCH(p−1,q)-Prozess. Üblich ist die Festlegung GARCH(0,q)
def
= ARCH(q).
23.5 Weiterführendes
Bemerkung 23.15 (Nichtstationäre ARCH(1)-Prozesse) Wenn die Stationaritäts-
bedingung nicht erfüllt ist, kann ein ARCH(1)-Prozess in Abhängigkeit von dem Para-
meter α und der Verteilungsannahme für die Zt sehr unterschiedliche Verhaltensmuster
aufweisen.
Der Fall ω > 0 wurde von Nelson mit folgendem Ergebnis untersucht:6
1. Für E[ln(αZ2t )] ≥ 0 gilt
σ2t
f.s.→ ∞,
so dass die Realisationen von Xt ein explodierendes Verhalten zeigen.
6 [Nelson 1990]
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2. Für E[ln(αZ2t )] < 0 gibt es strikt stationäre Lösungen für die Prozesse (Xt) und (σ
2
t ),
wobei die unbedingte Varianz
V[Xt] = E[σ
2
t ]
nur im Spezialfall7 α < 1 endlich ist.
Bei Annahme der Normalverteilung für Zt können im Fall ω > 0 drei Fälle unterschieden
werden. Dabei gibt es eine von α abhängende Konstante α?, die zu drei Parameterberei-
chen für α führt.
• 0 < α < 1: Es gibt eine strikt stationäre Lösung mit endlicher Varianz (die also
zugleich schwach stationär ist).
• 1 ≤ α < α?: Es gibt eine strikt stationäre Lösung mit unendlicher Varianz.
• α? ≤ α: Es gibt nur explodierende Lösungen.
Bemerkung 23.16 (ARCH(1) mit ω = 0) Der Fall ω = 0 lässt sich analysieren, in-
dem man den Prozess (X2t ) untersucht:
Aus (23.1) erhält man
X2t = αX
2
t−1 Z
2
t
und
ln(X2t ) = ln(X
2
t−1) + ln(αZ
2
t ).
Mit
Yt
def
= ln(X2t ), Ut
def
= ln(αZ2t )
erhält man den Random-walk-Prozess
Yt = Yt−1 + Ut.
Entscheidend für die langfristige Entwicklung von Yt ist die Größe von
E[Ut] = E[ln(αZ
2
t )].
1. Für E[ln(αZ2t )] > 0 liegt für Yt ein Random-walk-Prozess mit positiver Drift vor. Die
Realisationen von Yt konvergieren dann fast sicher
8 gegen ∞, so dass X2t und damit
die bedingte Varianz von Xt unendlich groß wird,
Yt
f.s.→ ∞, X2t
f.s.→ ∞ und σ2t
f.s.→ ∞.
Somit zeigen die Realisationen von Xt ein explodierendes Verhalten,
|Xt|
f.s.→ ∞.
7Aus der Jensenschen Ungleichung und der strikten Konkavität von ln(x) folgt
E[ln(αZ2t )] < ln(E[αZ
2
t ]) = ln(α).
Für α < 1 gilt ln(α) < 0, so dass der Fall mit E[ln(αZ2t )] < 0 vorliegt.
8D. h. es gibt einzelne Realisationen als Ausnahme, die nicht konvergieren, die aber insgesamt die
Wahrscheinlichkeit Null haben.
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2. Für E[ln(αZ2t )] < 0 liegt für Yt ein Random-walk-Prozess mit negativer Drift vor.
Die Realisationen von Yt konvergieren dann fast sicher gegen −∞, so dass X2t und
damit die bedingte Varianz gegen Null konvergieren,
Yt
f.s.→ −∞, X2t
f.s.→ 0 und σ2t
f.s.→ 0.
Somit kollabieren alle Prozesse Xt im Nullpunkt,
Xt
f.s.→ 0.
Speziell für α = 1 gilt E[ln(Z2t )] < ln(E[Z
2
t ]) = 0 und somit liegt der Fall E[ln(αZ
2
t )] <
0 vor. Durch
Xt =
√
X2t−1Zt = |Xt−1|Zt, X0 = x0 ∈ R
ist ein schwach stationärer Prozess mit
E[Xt] = 0, V[Xt] = X
2
0 , t ∈ N
gegeben.
3. Im Fall E[ln(αZ2t )] = 0 liegt für Yt ein Random-walk-Prozess ohne Drift vor. Ausge-
hend von einem Startwert erreichen die Realisationen von Yt für wachsendes t den
gesamten Bereich (−∞,∞). Dabei konzentriert sich die Wahrscheinlichkeitsmasse auf
den Verteilungsenden. X2t ist nichtstationär. Es existiert weder eine stationäre Lösung
für Yt noch für Xt. Der Träger der Verteilung von X
2
t ist für wachsendes t schließlich
(0,∞), wobei sich die Wahrscheinlichkeitsmasse auf die Ränder konzentriert.
Welcher der Fälle 1., 2. oder 3. vorliegt, hängt von der Verteilungsannahme für Zt ab. In
der Regel wird Zt als normalverteilt unterstellt. Für eine standardnormalverteilte Zufalls-
variable Z gilt9
E[ln(αZ2)] = ln(2α) + ψ,
wobei ψ eine Konstante ist,
ψ = −1.96351.
Die drei Fälle 1., 2. und 3. entsprechen daher den Parameterkonstellationen ln(2α)+ψ > 0,
ln(2α) + ψ < 0 und ln(2α) + ψ = 0 bzw.
α > α?, 0 < α < α?, α = α?
mit
α? =
e−ψ
2
= 3.562.
Bemerkung 23.17 (GARCH(1,1) mit ω = 0) Für GARCH(1,1)-Prozesse mit ω = 0
gibt es in Abhängigkeit von der Konstellation der Parameter α und β und von der Ver-
teilungsform der Zt drei Möglichkeiten:
1. X2t
f.s.→ ∞,
2. X2t
f.s.→ 0 oder
3. X2t hat keine stationäre Verteilung. Die Verteilung von X
2
t wird für wachsendes t immer
flacher auf dem Intervall (0,∞) mit einer zunehmenden Konzentration der Wahrschein-
lichkeitsmasse auf den Verteilungsenden.10
9 [Nelson 1990, S. 184]
10Die Fallunterscheidungen ergeben sich aus folgendem Satz (Theorem 1 in [Nelson 1990]).
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Definition 23.19 (IGARCH(1,1)) Ein GARCH(1,1)-Prozess mit der Parameterkon-
stellation α + β = 1 heißt IGARCH(1,1)-Prozess.
Bemerkung 23.20 (IGARCH(1,1) ohne Trend)
1. IGARCH steht für integrated GARCH.
2. Ein IGARCH(1,1)-Prozess ohne Trend, d. h. mit ω = 0, besitzt keine stationären
Lösungen und es gilt11
X2t
f.s.→ 0 und σ2t
f.s.→ 0.
3. Für einen IGARCH(1,1)-Prozess ohne Trend, d. h. mit ω = 0, gilt
E
[
σ2t+1 | σ2t
]
= σ2t ,
d. h. der Prozess (σ2t ) ist ein Martingal-Prozess und insofern einem Random-walk-
Prozess ähnlich.
Bemerkung 23.21 (IGARCH(1,1)-Modelle in RiskMetrics) In RiskMetrics wird
das folgende Grundmodell12 für die stetigen Renditen (Xt) zugrundegelegt. (Xt) folgt
dem IGARCH(1,1)-Modell ohne Trend
σ2t = (1− λ)X2t−1 + λσ2t−1.
(Zt) ist gaußsches Weißes Rauschen und für den Parameter λ gilt
0 < λ < 1.
Standardwerte für λ sind λ = 0.94 für Tagesdaten und λ = 0.97 für Monatsdaten.
Ein modifiziertes RiskMetrics-Modell13 für die stetigen Renditen Xt unterstellt an-
stelle der Normalverteilung einen allgemeineren Verteilungstyp für die Zt. Diese folgen
der sogenannten verallgemeinerten Fehlerverteilung (generalized error distribution, GED-
Verteilung), die einen Parameter ν > 0 besitzt, der die Wölbung der Verteilung charak-
terisiert. Für ν = 2 ergibt sich als Spezialfall die Standardnormalverteilung.
Bemerkung 23.22 Ein IGARCH(1,1)-Prozess mit Trend, d. h. mit ω > 0, ist strikt
stationär.
Satz 23.18 Es sei ω = 0 und C
def
= E[ln(β + αZ2t )]. Dann gilt
σ2t
f.s.→ 0 ⇐⇒ C < 0,
σ2t
f.s.→ ∞ ⇐⇒ C > 0,
lim
t→∞
supσ2t =∞ und lim
t→∞
inf σ2t = 0 f.s. ⇐⇒ C = 0.
Die Größe von C hängt von der Konstellation der Parameter α und β und der Verteilung von Z2t ab.
11Aus der Jensen’schen Ungleichung folgt
E[ln(β + αZ2t )] < ln(E[β + αZ
2
t ]) = ln(1) = 0.
Mit Satz 23.18 folgt
σ2t
f.s.→ 0.
12Vgl. [Morgan/Reuters 1996a, S. 89, 101, 236], [Morgan/Reuters 1996b, S. 21].
13Vgl. [Morgan/Reuters 1996a, S. 238-240], [Morgan/Reuters 1996b, S. 23-24].
Kapitel 24
Zeitstetige stochastische Prozesse
24.1 Poisson-Prozess
Definition 24.1 (Poisson-Prozess) (Xn)n∈N sei ein IID-Prozess von exponentialver-
teilten Zufallsvariablen mit X1 ∼ Exp(λ) und λ > 0 . (Sn)n∈N sei der zugehörige Partial-
summen-Prozess ergänzt durch S0
def
= 0. Dann heißt der durch
N(t)
def
= max{n ∈ N ∪ {0} | Sn ≤ t}, t ∈ [0,∞[
definierte Prozess Poisson-Prozess mit Parameter λ.1 In diesem Zusammenhang hei-
ßen die Zufallsvariablen Xn Zwischenereigniszeiten und die Zufallsvariablen Sn heißen
Ereigniszeitpunkte.
Bemerkung 24.2 (Zur Interpretation)
1. Durch einen Poisson-Prozess wird das Zählen von zufälligen Ereignissen im Zeitin-
tervall [0,∞[ modelliert.
2. Ein Poisson-Prozess ist ein zeitstetiger und zustandsdiskreter Prozess.
3. Die Xn sind die zufälligen Zeiten zwischen zwei Ereignissen. Diese sind exponential-
verteilt mit E[X1] =
1
λ
und V[X1] = 1λ2 .
4. Der Parameter λ ist die Intensitätsrate. Dieser gibt die durchschnittliche Anzahl der
Ereignisse (im Sinn eines Erwartungswertes) in einem Intervall der Länge 1 an. Der
Kehrwert 1/λ ist entsprechend die durchschnittliche Zwischenereigniszeit im Sinn des
Erwartungswertes, es gilt E[Xi] = 1/λ für i ∈ N.
5. Für die zufälligen Ereigniszeitpunkte 0 = S0 < S1 < S2 < · · · gilt
Sn =
n∑
i=1
Xi, n = 1, 2, . . .
und
Xn = Sn − Sn−1, n = 1, 2, . . . .
1 [Spanos 1999, 8.11, S. 458-460]
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6. N(t) ist die zufällige Anzahl von Ereignissen im Intervall [0, t]. Dabei gilt N(t) = n
für t ∈ [Sn, Sn+1[ .
7. Die zufällige Anzahl der Ereignisse in einem Intervall mit vorgegebener Länge ist
Poisson-verteilt. Für die zufällige Anzahl der Ereignisse in einem Intervall der Länge
1 gilt
M
def
= N(t+ 1)−N(t) ∼ Poi(λ)
mit E[M ] = λ und V[M ] = λ.
24.2 Brown’sche Bewegung
Definition 24.3 (Standardisierte Brown’sche Bewegung) Ein stochastischer Pro-
zess (B(t))t∈[0,∞[ heißt standardisierte Brown’sche Bewegung, falls
1. Startwert:
B(0) = 0,
2. Normalverteilte Zuwächse:
B(t+ h)−B(t) ∼ N(0, h), t ∈ [0,∞[ , h > 0,
3. Stochastisch unabhängige Zuwächse:
Für alle n und 0 = t0 < t1 < . . . < tn sind die n Zuwächse B(ti)−B(ti−1), i = 1, . . . , n
stochastisch unabhängig.
Bemerkung 24.4
1. Es gilt B(t) ∼ N(0, t) für t > 0 mit der Verteilungsfunktion
P (B(t) ≤ x) = Φ(x/
√
t), x ∈ R.
2. Bei Anwendungen in der Finanzmarkttheorie interessieren die Verteilungen vonB∗(t)
def
=
max
0≤s≤t
B(s) und B∗(t)
def
= min
0≤s≤t
B(s) für eine standardisierte Brown’sche Bewegung
(B(t))t∈[0,∞[. Aus dem sogenannten Reflektionsprinzip
2 ergibt sich
P (B∗(t) ≥ x) = 2P (B(t) ≥ x) = P (|B(t)| ≥ x) für x ≥ 0
und damit die Verteilungsfunktion
P (B∗(t) ≤ x) =

0 x < 0
für
2Φ(x/
√
t)− 1 x ≥ 0
für B∗(t). Da die Prozesse B(t) und −B(t) dieselbe Verteilung haben, gilt
P (B∗(t) ≤ −x) = P (B∗(t) ≥ x) für x ≥ 0
2Siehe z. B. [Steele 2001, S. 67]
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und es ergibt sich die Verteilungsfunktion
P (B∗(t)) ≤ x) =
 2Φ(x/
√
t) x ≤ 0
für
1 x > 0.
für B∗(t).
Definition 24.5 (Brown’sche Bewegung) Ein stochastischer Prozess (X(t))t∈[0,∞[ heißt
Brown’sche Bewegung mit Drift µ und Varianz σ2 > 0, falls
X(t) = µt+ σB(t), t ∈ [0,∞[,
wobei (B(t))t∈[0,∞[ eine standardisierte Brown’sche Bewegung ist.
Bemerkung 24.6
1. Für eine Brown’sche Bewegung gilt X(0) = 0. Alle Zuwächse sind normalverteilt.
Zuwächse in disjunkten Zeitintervallen sind stochastisch unabhängig.
2. Eine Brown’sche Bewegung ist ein gaußscher Prozess mit X(t) ∼ N(tµ, tσ2) für t > 0
und der Kovarianzfunktion
Cov[X(t), X(s)] = min(t, s)σ2, t, s ≥ 0.
3. Eine Brown’sche Bewegung ist ein homogener Markoffprozess.
4. Die Brown’sche Bewegung ergibt sich als Grenzprozess bei der Aggregation von Pro-
zessen mit nicht normalverteilten Zuwächsen, vgl. Satz 24.18.
5. Teilweise werden die Begriffe Brown’sche Bewegung und Wiener-Prozess synonym
verwendet.
6. Die Brown’sche Bewegung ist das zeitstetige Analogon zum zeitdiskreten Wiener-
Prozess, vgl. Definition 21.5.
24.3 Geometrische Brown’sche Bewegung
Definition 24.7 (Geometrische Brown’sche Bewegung) Ein stochastischer Prozess
(Y (t))t∈[0,∞[ heißt geometrische Brown’sche Bewegung, falls
Y (t) = exp(X(t)), t ∈ [0,∞[,
wobei (X(t))t∈[0,∞[ eine Brown’sche Bewegung ist.
Bemerkung 24.8 (Eigenschaften)
1. Die geometrische Brown’sche Bewegung ist der Standardprozess zur Modellierung
von Aktienkursen.
2. Es gilt Y (0) = 1 und Y (t) > 0 für alle t ≥ 0.
3. Y (t) ist lognormalverteilt, Y (t) ∼ LN(tµ, tσ2), vgl. Definition 6.5.
4. ln(Y (t)) folgt einer gewöhnlichen Brown’schen Bewegung.
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24.4 Lévy-Prozesse
Definition 24.9 (Prozess mit unabhängigen Zuwächsen) Der stochastische Prozess
(Xt)0≤t≤T hat unabhängige Zuwächse (independent increments), falls für alle m ≥ 1
und alle 0 ≤ t0 ≤ · · · < tm ≤ T die Zufallsvariablen
Xt1 −Xt0 , Xt2 −Xt1 , . . . , Xtm −Xtm−1
stochastisch unabhängig sind.
Definition 24.10 (Prozess mit stationären Zuwächsen) Der stochastische Prozess
(Xt)0≤t≤T hat stationäre Zuwächse (stationary increments), falls für alle 0 ≤ s < t ≤ T
die Zufallsvariablen Xt −Xs und Xt−s dieselbe Verteilung haben.
Definition 24.11 (Cadlag-Funktionen) Es sei T > 0. Eine reellwertige Funktion x
auf [0, T ] heißt Cadlag-Funktion, falls
(a) limt↓t0 x(t) = x(t0) für alle t0 ∈ [0, T [, d. h. die Funktion ist rechtsseitig stetig (conti-
nuous from the right), und
(b) limt↑t0 x(t) existiert für alle t0 ∈ ]0, T ], d. h. die Funktion besitzt linksseitige Grenz-
werte (x has limits from the left).
D(0, T ) bezeichnet die Menge der Cadlag-Funktionen auf [0, T ].
Bemerkung 24.12
1. Cadlag ist eine Abkürzung für continue à droite, limites à gauche. Eine alternative
Bezeichnung ist RCLL (right continuous, left limits).
2. C(0, T ), die Menge der stetigen Funktionen auf [0, T ], ist eine Teilmenge von D(0, T ).
3. Wenn D(0, T ) mit einer geeigneten Metrik versehen ist, spricht man vom Skoro-
khod-Raum.
Definition 24.13 (Lévy-Prozess) Ein Prozess (Xt)0≤t≤T mit stationären unabhängi-
gen Zuwächsen heißt Lévy-Prozess, falls die Pfade in D(0, T ) liegen.3
Bemerkung 24.14 Beispiele für Lévy-Prozesse sind die Brown’sche Bewegung und der
Poisson-Prozess. In beiden Fällen ist die Verteilung der Zuwächse eine unendlich teil-
bare Verteilung4 (infinitely divisible distribution).
Bemerkung 24.15 (α-stabile Bewegung) Eine Teilklasse der Lévy-Prozesse werden
durch die α-stabilen Bewegungen (α-stable motion)5 mit α ∈ (0, 2] gebildet, wobei
die Zuwächse α-stabile Verteilungen6 mit dem Lageparameter Null haben. Für α = 2
ergibt sich die Brown’sche Bewegung als Spezialfall mit Pfaden in C(0, T ). Die Pfade
einer α-stabilen Bewegung mit 0 < α < 2 liegen zwar in D(0, T ), die Sprungstellen liegen
aber dicht in [0, T ],7 ähnlich wie die rationalen Zahlen dicht in den reellen Zahlen liegen.
Daher befinden sich in jedem noch so kleinen Intervall unendlich viele Sprungstellen und
zwischen je zwei Sprungstellen findet sich eine weitere Sprungstelle. Es gibt also keine
noch so kleine Zeitspanne, in welcher der Pfad konstant ist.
3 [Cont/Tankov 2004, Kap. 2]
4 [Embrechts/Klüppelberg/Mikosch 1997, S. 81], [Shorack 2000, Kap. 15.1]
5 [Embrechts/Klüppelberg/Mikosch 1997, S. 93]
6 [Embrechts/Klüppelberg/Mikosch 1997, S. 71], [Shorack 2000, Kap. 15.2]
7Vgl. [Embrechts/Klüppelberg/Mikosch 1997, S. 94].
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24.5 Weiterführendes
Bemerkung 24.16 (Funktionaler zentraler Grenzwertsatz) Der funktionale zentra-
le Grenzwertsatz (functional central limit theorem, FCLT ) wird auch als Invarianzprin-
zip (invariance principle) oder als Theorem von Donsker bezeichnet. Der Inhalt ist
die Konvergenz einer zufälligen Funktionenfolge gegen eine Brown’sche Bewegung.
Bemerkung 24.17 (Konstruktion) Die Xi seien i. i. d. mit E[Xi] = 0 und V[Xi] = σ
2.
Durch
Yn(t)
def
=
1√
n
[nt]∑
i=1
Xi, t ∈ [0, 1]
ist für n = 1, 2, . . . eine Folge zufälliger Funktionen mit konstanten Teilstücken und
Sprüngen an den Stellen i/n für i = 1, 2, . . . , n definiert.8 Dabei bezeichnet [x] den so-
genannten ganzen Teil von x, dies ist die größte ganze Zahl, die kleiner als oder gleich
x ist. Mit wachsendem n wird die Anzahl der Sprünge größer, aber die Varianz bleibt
beschränkt, da nach Konstruktion
V[Yn(0)] = 0 ≤ V[Yn(t)] ≤ V[Yn(1)] = σ2.
Für jedes t ∈ [0, 1] gilt nach dem zentralen Grenzwertsatz der Statistik (ZGWS):
Yn(t)
V→ Z(t) ∼ N(0, σ2t).
Eine geglättete Variante ohne Sprungstellen ist
Y ∗n (t)
def
=
1√
n
[nt]∑
i=1
Xi + (nt− [nt])X[nt]+1, t ∈ [0, 1].
Satz 24.18 (Theorem von Donsker) Die Xi seien i. i. d. mit E[Xi] = 0 und V[Xi] =
σ2. Dann gilt
Y ∗n (·)
σ
V→ B(·),
wobei (B(t))t∈[0,1] eine auf [0, 1] definierte standardisierte Brown’sche Bewegung ist.
Bemerkung 24.19 Für die Konvergenz gegen die Brown’sche Bewegung ist keine Nor-
malverteilungsvoraussetzung erforderlich, sondern nur die Annahme identischer Vertei-
lungen mit endlicher Varianz. Die Unabhängigkeit von der speziellen Verteilungsgestalt
motiviert die Bezeichnung Invarianzprinzip. Hieraus ergibt sich die Rolle der Brown’schen
Bewegung als Grundmodell für die Dynamik von Finanzmarktzeitreihen.9
Bemerkung 24.20 (Weiterführende Konzepte) Häufig verwendete allgemeinere Pro-
zesse sind der Ornstein-Uhlenbeck-Prozess10 und die zusammengesetzten Poisson-
Prozesse11 (compound Poisson process).
8Vgl. z. B. [Spanos 1999, Abb. 9.2, S. 497].
9Zur graphischen Darstellung der Prozesse Yn für n = 20 und Y
∗
n für n = 20, 50, 100, 200, 1000
siehe [Spanos 1999, Fig. 9.3-9.7]. Siehe [Embrechts/Klüppelberg/Mikosch 1997, Fig. 2.4.3] für eine Visua-
lisierung von Y ∗n für n = 5, 10, 20, 50.
10 [Spanos 1999, 8.10.6, S. 456], [Embrechts/Klüppelberg/Mikosch 1997, S. 548]
11 [Embrechts/Klüppelberg/Mikosch 1997, S. 98]
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Algebraische Grundlagen der
multivariaten Statistik
25.1 Orthogonale Matrizen
Definition 25.1 (Orthogonale Vektoren und Matrizen)
1. Ein Vektor x ∈ Rn×1 heißt normiert, falls x′x = 1.
2. Zwei Vektoren x, y ∈ Rn×1 heißen orthogonal (zueinander), falls x′y = 0.
3. Zwei Vektoren x, y ∈ Rn×1 heißen orthonormal, falls sie normiert und orthogonal
zueinander sind.
4. Eine quadratische Matrix A ∈ Rn×n heißt orthogonal, falls A′A = In.
Bemerkung 25.2
1. Für einen Vektor x ∈ Rn×1 ist
√
x′x =
√
n∑
i=1
x2i die Länge des Vektors.
2. Normierte Vektoren haben die Länge 1. Für einen Vektor x 6= 0 ist
x∗ =
x√
x′x
der zugehörige normierte Vektor.
3. Die Spalten (und die Zeilen) einer orthogonalen Matrix sind paarweise orthonormal.
Umgekehrt können n beliebige paarweise orthonormale Vektoren aus Rn×1 zu einer
orthogonalen Matrix zusammengesetzt werden.
Beispiel 25.3
1. Die Einheitsvektoren e1, . . . , en, vgl. Bemerkung A.12.17, sind paarweise orthonor-
mal.
2. Die Vektoren x = ( 1√
2
, 1√
2
)′ ∈ R2×1 und y = ( 1√
2
,− 1√
2
)′ ∈ R2×1 sind orthonormal.
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3. Beispiele orthogonaler Matrizen sind
In,
1√
2
[
1 1
−1 1
]
und
1√
25
[
3 4
−4 3
]
.
Satz 25.4 (Eigenschaften orthogonaler Matrizen) Für eine orthogonale Matrix A ∈
Rn×n gilt
1. AA′ = In,
2. A′ = A−1,
3. Rang(A) = n und
4. |A| ∈ {−1,+1}.
Beweis Aus 1 = |In| = |A′A| = |A′||A| = |A|2 folgt |A| ∈ {−1,+1}. Aus |A| 6= 0 folgt
Rang(A) = n und die Existenz von A−1. Rechtsmultiplikation von A′A = In mit A
−1
ergibt A′ = A−1. Hieraus folgt durch Linksmultiplikation mit A die Aussage AA′ = In.
Bemerkung 25.5 (Rotation) Die Multiplikation von Vektoren x ∈ Rn×1 mit einer or-
thogonalen Matrix A ∈ Rn×n ist geometrisch gesehen eine Rotation (Drehung) des
Koordinatensystems. Für die Einheitsvektoren ei gilt ai = Aei für i = 1, . . . , n mit
A = [a1|a2| . . . |an]; dabei sind a1,. . . ,an die n Spalten der Matrix A. Die Einheitsvekto-
ren werden also in die Spalten von A abgebildet. Aus y = Ax folgt y′y = x′A′Ax = x′x,
d. h. die Länge der Vektoren x und y ist gleich.
25.2 Positiv semidefinite Matrizen
Definition 25.6 (Positiv semidefinite Matrix) Eine symmetrische Matrix A ∈ Rn×n
heißt positiv semidefinit (positive semidefinite), falls
x′Ax ≥ 0 für alle x ∈ Rn×1 , (25.1)
und positiv definit (positive definite), falls
x′Ax > 0 für alle x ∈ Rn×1 \ {0n} .
Bemerkung 25.7
1. Symmetrische Matrizen A mit der Eigenschaft (25.1) werden in der Literatur un-
einheitlich teils, wie hier, als positiv semidefinit1, teils als nichtnegativ definit
(non-negative definite)2 bezeichnet. Im zweiten Fall werden in der Regel3 Matrizen
1Z. B. [Hartung/Elpelt 2007, S. 64], [Wooldridge 2009, S. 794], [Bierens 2004, S. 277], [Anderson
2003, S. 628], [Giri 1996, S. 6], [Mardia/Kent/Bibby 1979, S. 461], [Opitz 2004, S. 323], [Schmidt 2000, S.
135].
2Z. B. [Khuri 2003, S. 40], [Toutenburg 2003, S. 494], [Kemény 1996, S. 817] [Rao/Toutenburg 1995, S.
298], [Shorack 2000, S. 191], [Schmidt/Trenkler 2006, S. 96], [Searle 1982, S. 77].
3Eine Ausnahme ist [Judge et al. 1985, S. 960], wo die Begriffe nichtnegativ definit und positiv semi-
definit nicht unterschieden werden.
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als positiv semidefinit bezeichnet, falls (25.1) und zusätzlich x′Ax = 0 für mindestens
ein x 6= 0n gilt. Positiv semidefinite Matrizen werden manchmal auch als Gramsche
Matrizen (Gramian matrices)4 bezeichnet.
2. Wenn im Folgenden eine Matrix als positiv semidefinit oder als positiv definit be-
zeichnet wird, impliziert dies immer, dass diese Matrix symmetrisch ist.
Beispiel 25.8
1. Die quadratischen Matrizen In, 0n,n und 1n1
′
n, die Matrizen A
′A und AA′ für
A ∈ Rn×m, eine Zentrierungsmatrix In − 1n1n1
′
n (vgl. Definition 26.3), eine Matrix
A(A′A)−1A′ (vgl. Definition 26.36), eine empirische Kovarianzmatrix S und eine
empirische Korrelationsmatrix R sind Beispiele positiv semidefiniter Matrizen.
2. Für einen Zufallsvektor X = (X1, . . . , Xp)
′ sind die Matrizen E[XX ′], E[X]E[X]′,
die Kovarianzmatrix V[X] und die Korrelationsmatrix %[X] positiv semidefinit.
3. Beispiele positiv definiter Matrizen sind die Einheitsmatrix In und die Matrix In+A,
falls A ∈ Rn×n positiv semidefinit ist.
Definition 25.9 (Untermatrizen)
1. Die Untermatrizen (submatrices) einer Matrix A ∈ Rm×n sind die Matrix A selbst
und alle Matrizen, die aus A durch Streichen von Zeilen und/oder Spalten entstehen.
2. Die Hauptuntermatrizen (principal submatrices) einer quadratischen Matrix A ∈
Rn×n sind die Matrix A selbst und alle quadratischen Untermatrizen, die entstehen,
indem Zeilen und Spalten mit demselben Index gestrichen werden.
3. Die führenden Hauptuntermatrizen (leading principal submatrices) einer qua-
dratischen Matrix A ∈ Rn×n sind die Matrix A selbst und die n − 1 Hauptunter-
matrizen, die entstehen, wenn die letzen n− r Zeilen und Spalten gestrichen werden
(r = 1, . . . , n− 1).
Satz 25.10 (Determinantenkriterium für positive Definitheit) Eine symmetrische
Matrix A ∈ Rn×n ist genau dann positiv definit, wenn die Determinanten der n führenden
Hauptuntermatrizen positiv sind.5
Satz 25.11 (Determinantenkriterium für positive Semidefinitheit) Eine symme-
trische Matrix A ∈ Rn×n ist genau dann positiv semidefinit, wenn die Determinanten aller
Hauptuntermatrizen nichtnegativ sind.6
Bemerkung 25.12 Der Satz 25.11 ist als hinreichendes Kriterium für positive Semide-
finitheit nur für kleine n einsetzbar, da es 2n − 1 verschiedene Hauptuntermatrizen gibt.
Als notwendiges, aber nicht hinreichendes Kriterium für positive Semidefinitheit ergibt
sich aus Satz 25.11 z. B., dass die Determinanten der n führenden Hauptuntermatrizen
nichtnegativ sein müssen.
4Vgl. [Kemény 1996, S. 817].
5Dies ist Theorem 14.9.5 in [Harville 2008, S.250].
6Dies ist Theorem 14.9.11 in [Harville 2008, S.255].
248 Kapitel 25. Algebraische Grundlagen der multivariaten Statistik
25.3 Eigenwerte und -vektoren symmetrischer Matri-
zen
Bemerkung 25.13
1. Die Eigenwerte (eigenvalues) und Eigenvektoren (eigenvectors) von positiv semi-
definiten Matrizen spielen in der multivariaten Statistik eine zentrale Rolle.
2. Das Konzept der Eigenwerte und Eigenvektoren wird hier nur für symmetrische
Matrizen behandelt. Für symmetrische Matrizen sind die Eigenwerte reelle Zah-
len und die Eigenvektoren reellwertige Vektoren.
3. Allgemeiner lassen sich für nichtsymmetrische Matrizen komplexe Eigenwer-
te und komplexwertige Eigenvektoren definieren. Für nichtsymmetrische Matrizen
können die Eigenvektoren im Allgemeinen nicht orthogonal gewählt werden.
Definition 25.14 Die p Lösungen der Gleichung
|A− λIp| = 0
für λ sind die Eigenwerte einer symmetrischen Matrix A ∈ Rp×p.
Bemerkung 25.15 (Eigenschaften)
1. Für eine Matrix A ∈ Rp×p heißt das Polynom p-ter Ordnung in λ
fA(λ)
def
= |A− λIp|
charakteristisches Polynom von A. Die Lösungen von fA(λ) = 0 lassen sich mit
der Faktorzerlegung als
∏p
j=1(λ−λj) = 0 darstellen, wobei die Eigenwerte λj der Ma-
trix A die Polynomwurzeln sind, die auch charakteristische Wurzeln (characteristic
roots) genannt werden. Dabei werden mehrfache Lösungen, so genannte algebraische
Vielfachkeiten (algebraic multiplicity), als verschiedene Eigenwerte erfasst.
2. Eine symmetrische Matrix A ∈ Rp×p hat p reellwertige Eigenwerte λj für j =
1, . . . , p.7
Definition 25.16 Ein zu einem Eigenwert λ einer symmetrischen Matrix A ∈ Rp×p
gehörender Eigenvektor ist ein Vektor γ ∈ Rp×1 \ {0p} mit
Aγ = λγ . (25.2)
Satz 25.17 Die Eigenvektoren einer symmetrischen Matrix A ∈ Rp×p können orthonor-
mal gewählt werden.8
7Zum Beweis siehe [Bierens 2004, S. 275].
8Zum Beweis siehe [Bierens 2004, S. 276].
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Bemerkung 25.18 Zur symmetrischen Matrix A ∈ Rp×p gibt es p Paare (λj, γj) von
Eigenwerten λj und zugehörigen Eigenvektoren γj mit
Aγj = λjγj, j = 1, . . . , p, (25.3)
wobei die Eigenvektoren so gewählt werden können, dass γ′jγj = 1 für j = 1, . . . , p und
γ′jγk = 0 für j 6= k gilt. Dann bilden die Eigenvektoren eine orthogonale Matrix
Γ
def
= [γ1|γ2| · · · |γp] ∈ Rp×p .
Mit der Diagonalmatrix Λ ∈ Rp×p der Eigenwerte lauten die Gleichungen (25.3)
AΓ = ΓΛ . (25.4)
Satz 25.19 (Spektralzerlegungstheorem) Für eine symmetrische Matrix A mit der
Diagonalmatrix Λ der Eigenwerte und der orthogonalen Matrix Γ zugehöriger Eigenvek-
toren gilt
A = ΓΛΓ′ (25.5)
und
A =
p∑
j=1
λjγjγ
′
j = λ1γ1γ
′
1 + λ2γ2γ
′
2 + · · ·+ λpγpγ′p . (25.6)
Beweis Die Gleichung (25.5) erhält man mit ΓΓ′ = Ip aus (25.4) durch Multiplikation
mit Γ′ von rechts. Die Gleichung (25.6) ist eine einfache Umformung von (25.5).
Bemerkung 25.20 (Eigenwert- und Spektralzerlegung)
1. Die Darstellung (25.5) wird als Eigenwertzerlegung bezeichnet. Die Darstellung
(25.6), manchmal auch bereits (25.5), wird als Spektralzerlegung (spectral decom-
position) bezeichnet.
2. Jede der p Matrizen Mj = γjγ
′
j in der Spektralzerlegung (25.6) ist eine positiv semi-
definite Matrix aus Rp×p mit Rang(Mj) = 1 und MjMj = Mj.
9
3. Aus den Eigenwertgleichungen (25.4) erhält man
Γ′AΓ = Λ (25.7)
mit Γ′Γ = Ip durch Multiplikation mit Γ
′ von links.10
Beispiel 25.21 Für die Matrix A =
[
1 2
2 1
]
ist
fA(λ) = (1− λ)2 − 4
9Die letzte Eigenschaft ist die Idempotenz, vgl. Definition 25.33.
10Die Darstellung (25.7) mit einer orthogonalen Matrix Γ und einer Diagonalmatrix Λ heißt kano-
nische Form unter orthogonaler Ähnlichkeit (canonical form under orthogonal similarity) und
existiert für alle symmetrischen Matrizen.
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das charakteristische Polynom mit den beiden Nullstellen λ1 = 3 und λ2 = −1. Zu λ1
kann der Eigenvektor γ1 =
1√
2
(1, 1)′ und zu λ2 der Eigenvektor γ2 =
1√
2
(1,−1)′ bestimmt
werden. Die Eigenvektoren sind eindeutig bis auf Multiplikation mit −1. Die Spektralzer-
legung von A ist
A =
3
2
[
1 1
1 1
]
+
(−1)
2
[
1 −1
−1 1
]
.
Beispiel 25.22 Für die Matrix A =
[
1 2
2 4
]
ist
fA(λ) = (1− λ)(4− λ)− 4
das charakteristische Polynom mit den beiden Nullstellen λ1 = 5 und λ2 = 0. Zu λ1
kann der Eigenvektor γ1 =
1√
5
(1, 2)′ und zu λ2 der Eigenvektor γ2 =
1√
5
(2,−1)′ bestimmt
werden. Die Eigenvektoren sind eindeutig bis auf Multiplikation mit −1. Die Spektralzer-
legung von A ist
A = λ1γ1γ
′
1 =
(
1
2
)
(1, 2) .
Satz 25.23 (Spur, Determinante und Eigenwerte) A ∈ Rp×p sei eine symmetri-
sche Matrix mit der Eigenwertzerlegung (25.5).
1. Für die Spur von A gilt
Spur(A) = Spur(Λ) =
p∑
j=1
λj.
2. Für die Determinante von A gilt
|A| = |Λ| =
p∏
j=1
λj.
3. A ist genau dann invertierbar, wenn alle Eigenwerte von Null verschieden sind.
4. Wenn A invertierbar ist, dann hat A−1 die Eigenwertzerlegung A−1 = ΓΛ−1Γ′.
Beweis
1. Mit (25.5) und (A.24) folgt
Spur(A) = Spur(ΓΛΓ′) = Spur(Γ′ΓΛ) = Spur(Λ) =
p∑
j=1
λj .
2. Mit (25.5), (A.20) und (A.31) folgt
|A| = |ΓΛΓ′| = |Γ||Λ||Γ′| = |Λ||Γ′||Γ| = |Λ||Γ′Γ| = |Λ| =
p∏
j=1
λj .
3. A ist genau dann invertierbar, wenn |A| 6= 0, d. h. wenn
∏p
j=1 λj 6= 0.
4. Wird (25.5) von links mit A−1 multipliziert, so resultiert I = A−1ΓΛΓ′. Rechtsmul-
tiplikation mit Γ ergibt Γ = A−1ΓΛ. Rechtsmultiplikation mit Λ−1 ergibt ΓΛ−1 =
A−1Γ. Rechtsmultiplikation mit Γ′ ergibt A−1 = ΓΛ−1Γ′.
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25.4 Eigenwerte und -vektoren positiv semidefiniter
Matrizen
Satz 25.24 (Eigenwertkriterium für positive Semidefinitheit) A ∈ Rp×p sei eine
symmetrische Matrix.
1. A ist genau dann positiv semidefinit, wenn alle Eigenwerte nichtnegativ sind.
2. A ist genau dann positiv definit, wenn alle Eigenwerte positiv sind.
Beweis
1. A sei positiv semidefinit. Dann folgt aus (25.3) durch Linksmultiplikation mit γ′j,
dass γ′jAγj = λj ≥ 0, so dass alle Eigenwerte einer positiv semidefiniten Matrix nicht
negativ sind.
Falls alle λj nichtnegativ sind, folgt mit (25.6) aus
x′Ax =
p∑
j=1
λjx
′γjγ
′
jx =
p∑
j=1
λj(x
′γj)
2 ≥ 0
die positive Semidefinitheit, da (x′γj)
2 nichtnegative Skalare sind.
2. A sei positiv definit. Dann ist A auch positiv semidefinit und alle Eigenwerte sind
nicht negativ. Falls λi = 0, dann folgt mit (25.3), dass Aγi = λiγi = 0 und somit
γ′iAγi = 0 mit γi 6= 0 im Widerspruch zur positiven Definitheit.
Falls alle λj positiv sind, folgt mit (25.6), dass x
′Ax =
∑p
j=1 λj(γ
′
jx)
2 ≥ 0. Das
Gleichheitszeichen ist nur möglich, falls x′γj = 0 für j = 1, . . . , p bzw. Γx = 0.
Linksmultiplikation mit Γ′ ergibt x = 0, so dass A positiv definit sein muss.
Satz 25.25 (Diagonalelemente, Spur und Determinante) Die Matrix A ∈ Rp×p
sei positiv semidefinit. Dann gilt:
1. ajj ≥ 0 für j = 1, . . . , p.
2. Spur(A) ≥ 0.
3. |A| ≥ 0.
4. Wenn A positiv definit ist, dann steht in 1., 2. und 3. das >-Zeichen anstelle des
≥-Zeichens.
Beweis
1. Angenommen, es sei aii < 0 für einen Index i. Dann folgt mit dem Einheitsvektor ei,
dass e′iAei = aii < 0 im Widerspruch zur positiven Semidefinitheit von A.
2. Spur(A) =
∑p
j=1 ajj ≥ 0, da alle ajj ≥ 0.
3. |A| = |Λ| =
∏p
j=1 λj ≥ 0, da alle λj ≥ 0.
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4. Aus aii ≤ 0 folgt e′iAei = aii ≤ 0 im Widerspruch zur positiven Definitheit von A.
Wenn alle ajj positiv sind, ist Spur(A) > 0. Wenn A positiv definit ist, sind alle
Eigenwerte positiv und es gilt |A| =
∏p
j=1 λj > 0.
Definition 25.26 Für eine Diagonalmatrix D = [dij]i,j=1,...,n ∈ Rn×n mit nichtnegativen
Diagonalelementen wird D1/2 komponentenweise definiert,
D1/2
def
= [d
1/2
ij ]i,j=1,...,n .
Satz 25.27 (Zerlegung einer positiv semidefiniten Matrix) Die Matrix A ∈ Rp×p
sei positiv semidefinit, dann existiert eine positiv semidefinite Matrix B ∈ Rp×p mit
A = BB.
Wenn A positiv definit ist, dann ist auch B positiv definit.
Beweis Setze B = ΓΛ1/2Γ′, dann gilt
BB = ΓΛ1/2Γ′ΓΛ1/2Γ′ = ΓΛ1/2IpΛ
1/2Γ′ = ΓΛΓ′ = A .
Wenn B nicht invertierbar ist, dann ist auch BB nicht invertierbar, da |BB| = |B||B|.
Definition 25.28 (Quadratwurzel) Die Matrix A ∈ Rp×p sei positiv semidefinit mit
der Eigenwertzerlegung A = ΓΛΓ′. Die Matrix
A1/2
def
= ΓΛ1/2Γ′
wird als Quadratwurzel der positiv semidefiniten Matrix A bezeichnet.
Bemerkung 25.29 (Absteigende Ordnung) Eine übliche Konvention ist es, die Ei-
genwerte einer positiv semidefiniten Matrix A ∈ Rp×p absteigend zu sortieren, so dass
λ1 ≥ λ2 ≥ . . . ≥ λp ≥ 0 .
Beispiel 25.30 Die Korrelationsmatrix
P =
[
1 %
% 1
]
∈ R2×2
mit −1 ≤ % ≤ 1 hat das charakteristische Polynom
fP(λ) = |P− λI2| = (1− λ)2 − %2
mit den beiden Nullstellen λ1,2 = 1± %. Diese sind die Eigenwerte der Matrix P. Es gilt
λ1 + λ2 = 2 = Spur(P)
und
λ1λ2 = (1 + %)(1− %) = 1− %2 = |P| .
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1. Im Spezialfall % = 0 gilt P = I2, λ1 = λ2 = 1. Die zugehörigen Eigenvektoren γ
müssen Pγ = λγ und damit
I2γ = 1γ
erfüllen. Als Eigenvektoren können also beliebige orthonormale Vektoren γ1 und γ2
gewählt werden.
2. Für % 6= 0 muss ein Eigenvektor x zum Eigenwert λ1 = 1 + % das Gleichungssystem
Px = (1 + %)x
erfüllen. Das Gleichungssystem führt zu x1 = x2 und die Normierung des Vektors x
zu x1 = x2 =
1√
2
. Ein Eigenvektor zum Eigenwert λ1 ist daher
γ1 = (γ11, γ21)
′ =
1√
2
(1, 1)′ .
Ein alternativer Eigenvektor ist −γ1. Analog erhält man
γ2 = (γ12, γ22)
′ =
1√
2
(1,−1)′
als Lösung von
Px = (1− %)x .
Diese Lösung ist nicht eindeutig. Ein alternativer Eigenvektor zu λ2 ist −γ2.
3. Die Eigenwerte bilden die orthogonale Matrix
Γ = [γ1|γ2] =
1√
2
[
1 1
1 −1
]
. (25.8)
Die Spektralzerlegung von P ist
P = λ1γ1γ
′
1 + λ2γ2γ
′
2 =
1 + %
2
[
1 1
1 1
]
+
1− %
2
[
1 −1
−1 1
]
.
Definition 25.31 Für eine Diagonalmatrix D = [dij]i,j=1,...,n ∈ Rn×n mit positiven Dia-
gonalelementen wird D−1/2 komponentenweise definiert,
D−1/2
def
= [d
−1/2
ij ]i,j=1,...,n .
Bemerkung 25.32 Die Diagonalmatrix D ist genau dann invertierbar, wenn alle Dia-
gonalelemente positiv sind. In diesem Fall gilt
(D1/2)−1 = D−1/2 = (D−1)1/2 .
25.5 Idempotente Matrizen
Definition 25.33 (Idempotente Matrizen) Eine quadratische Matrix A heißt idem-
potent, falls
AA = A .
Satz 25.34 (Potenz idempotenter Matrizen) Für eine idempotente Matrix A gilt
An = A für alle n ∈ N.
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Beweis Klar ist zunächst A1 = A. Aus An−1 = A folgt An = An−1A = AA = A, so
dass durch vollständige Induktion die Behauptung An = A für alle n ≥ 1 folgt.
Beispiel 25.35
1. Die Einheitsmatrix In ist idempotent.
2. Der Vektor a ∈ Rn×1 sei normiert, d. h. a′a = 1. Dann ist die Matrix A def= aa′ ∈ Rn×n
idempotent, da
AA = aa′aa′ = a1a′ = aa′ = A .
3. Beispiele symmetrischer und idempotenter Matrizen sind die quadratischen Matrizen
In, 0n,n und
1√
n
1n1
′
n, eine Zentrierungsmatrix In− 1n1n1
′
n (vgl. Definition 26.3), eine
Hat-Matrix A(A′A)−1A′ (vgl. Definition 26.36) und die Matrix In − A(A′A)−1A′
(die Zentrierungsmatrix ergibt sich als Spezialfall für A = 1n).
25.6 Weiterführendes
Satz 25.36 (Eigenschaften idempotenter Matrizen)
1. Für eine idempotente Matrix A gilt
(a) |A| ∈ {0, 1} und
(b) Rang(A) = Spur(A).
2. Jede symmetrische, idempotente Matrix ist positiv semidefinit.
3. Die einzigen invertierbaren idempotenten Matrizen sind die Einheitsmatrizen.
Beweis
1. (a) |A| = |AA| = |A||A| = |A|2. Aus |A| = |A|2 folgt |A| ∈ {0, 1}.
(b) Für eine symmetrische Matrix lässt sich der Beweis mit Hilfe der Eigenwerte
führen. Aus Ax = λx mit einem Paar (λ, x) von Eigenwert und zugehörigem
Eigenvektor folgt AAx = λ2x und damit λ2 = λ, so dass die Eigenwerte ei-
ner idempotenten Matrix 0 oder 1 sind und Spur(A) die Anzahl der von Null
verschiedenen Eigenwerte ist. Diese ist zugleich Rang(A). Zum Beweis für eine
nicht notwendig symmetrische idempotente Matrix siehe [Harville 2008, S. 135].
2. Es gilt x′Ax = x′AAx = x′AA′x ≥ 0.
3. Falls A−1 existiert, folgt A = I aus AA = A durch Linksmultiplikation mit A−1.
Beispiel 25.37 Mit Satz 25.36 und (A.9) folgt
Rang(A) = Spur(A) = Spur(a′a) = 1
für die Matrix A aus Beispiel 25.35.
Kapitel 26
Statistische und stochastische
Grundlagen der multivariaten
Statistik
26.1 Deskriptiv-statistische Grundlagen
Bemerkung 26.1 (Datenmatrix und Mittelwerte)
1. Die gleichzeitige Beobachtung von p Variablen führt beim Vorliegen von n Beob-
achtungen zur Datenmatrix
X = [xij]i=1,...,n;j=1,...,p ∈ Rn×p .
Das allgemeine Element xij der Datenmatrix ist die i-te Beobachtung der j-ten Va-
riablen. Die Spalten entsprechen den Variablen und die Zeilen den Beobachtungen.
2. Der Vektor der p empirischen Mittelwerte
x̄j
def
=
1
n
n∑
i=1
xij, j = 1, . . . , p
ergibt sich aus der Datenmatrix als Zeilenvektor durch
(x̄1, . . . , x̄p) =
1
n
1′nX ∈ R1×p
und als Spaltenvektor durch
(x̄1, . . . , x̄p)
′ =
1
n
X′1n ∈ Rp×1 .
Definition 26.2 (Zentrierte Datenmatrix) Die Matrix
Ẋ
def
= [ẋij]i=1,...,n;j=1,...,p
mit den zentrierten Werten ẋij, d. h. den Abweichungen von den jeweiligen Mittelwer-
ten x̄j,
ẋij
def
= xij − x̄j, i = 1, . . . , n, j = 1, . . . , p,
heißt zentrierte Datenmatrix.
255
256 Kapitel 26. Statistische und stochastische Grundlagen der multivariaten Statistik
Definition 26.3 (Zentrierungsmatrix) Die Matrix
Cn
def
= In −
1
n
1n1
′
n ∈ Rn×n
heißt Zentrierungsmatrix (centering matrix ) der Ordnung n.
Bemerkung 26.4 Für eine Datenmatrix X ∈ Rn×p und die zentrierte Datenmatrix Ẋ
gilt
Ẋ = CnX .
Satz 26.5 Cn ist symmetrisch, idempotent und hat den Rang n− 1.
Beweis Es gilt
C′n =
(
In −
1
n
1n1
′
n
)′
= I′n −
1
n
(1n1
′
n)
′ = In −
1
n
(1′n)
′1′n = Cn,
CnCn =
(
In −
1
n
1n1
′
n
)(
In −
1
n
1n1
′
n
)
= In −
1
n
1n1
′
n −
1
n
1n1
′
n +
1
n
1n1
′
n = Cn,
Rang(Cn) = Spur(Cn) = Spur
(
In −
1
n
1n1
′
n
)
= Spur(In)− Spur
(
1
n
1n1
′
n
)
= n− 1.
Bemerkung 26.6 Für eine zentrierte Matrix Ẋ gilt CnẊ = Ẋ.
Definition 26.7 (Empirische Kovarianz- und Korrelationsmatrix) Gegeben sei ei-
ne Datenmatrix X ∈ Rn×p für n Beobachtungen von p Variablen.
1. Die empirischen Varianzen sind
s2j
def
= sjj
def
=
1
n
n∑
i=1
(xij − x̄j)2, j = 1, . . . , p
und die empirischen Standardabweichungen sind
sj
def
=
√
s2j , j = 1, . . . , p .
2. Falls sj > 0 für j = 1, . . . , p gilt, können die standardisierten Beobachtungen
zij
def
=
xij − x̄j
sj
, i = 1, . . . , n, j = 1, . . . , p, (26.1)
gebildet werden. Die standardisierte Datenmatrix ist
Z
def
= [zij]i=1,...,n;j=1,...,p . (26.2)
3. Die empirischen Kovarianzen sind
sjk
def
=
1
n
n∑
i=1
(xij − x̄j)(xik − x̄k), j, k = 1, . . . , p, j 6= k .
Die empirische Kovarianzmatrix ist die Matrix
S
def
= [sjk]j,k=1,...,p ∈ Rp×p .
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4. Falls sj > 0 für j = 1, . . . , p gilt, kann aus den empirischen Korrelationen
rjk
def
=
sjk
sjsk
, j, k = 1, . . . , p
die empirische Korrelationsmatrix
R
def
= [rjk]j,k=1,...,p ∈ Rp×p
gebildet werden.
Bemerkung 26.8 (Eigenschaften)
1. Die Matrizen S und R sind symmetrisch.
2. Es gilt rjj = 1 für j = 1, . . . , p und −1 ≤ rjk ≤ 1 für j, k = 1, . . . , p.
3. Es gilt
S =
1
n
X′CnX =
1
n
Ẋ
′
Ẋ .
4. Es gilt
R = ∆S∆,
wobei ∆ die Diagonalmatrix mit den Diagonalelementen s−1j für j = 1, . . . , p ist.
5. Mit der standardisierten Datenmatrix Z gilt
R =
1
n
Z′Z. (26.3)
Satz 26.9
1. Jede empirische Kovarianzmatrix S ist positiv semidefinit.
2. Jede empirische Korrelationsmatrix R ist positiv semidefinit.
3. Die empirische Kovarianzmatrix S ist genau dann invertierbar, wenn die um den
Vektor 1n erweiterte Datenmatrix
[1n|X] ∈ Rn×(p+1)
den Rang p+ 1 hat. Eine notwendige Voraussetzung dafür ist n ≥ p+ 1.
4. Die empirische Korrelationsmatrix R zu einer Datenmatrix X ist genau dann inver-
tierbar, wenn die zugehörige Kovarianzmatrix S invertierbar ist.
258 Kapitel 26. Statistische und stochastische Grundlagen der multivariaten Statistik
Beweis
1. Für a ∈ Rp×1 und b def= 1√
n
Ẋa ∈ Rn×1 gilt
a′Sa =
1
n
a′Ẋ
′
Ẋa = b′b =
n∑
i=1
b2i ≥ 0 .
2. Für a ∈ Rp×1 und c def= ∆a ∈ Rp×1 gilt
a′Ra = a′∆S∆a = c′Sc ≥ 0 .
3. Mit X+
def
= [1n|X] und (A.30) gilt
|X′+X+| = n|X′X− n−1X′1n1′nX| = n|X′CnX| = n|nS|,
also ist S genau dann invertierbar, wenn X′+X+ ∈ R(p+1)×(p+1) invertierbar ist.
Es gilt Rang(X′+X+) = Rang(X+), so dass Rang(X+) = p + 1 gelten muss. We-
gen Rang(X+) ≤ min{n, p + 1} ist n ≥ p + 1 eine notwendige Voraussetzung für
Rang(X+) = p+ 1.
4. Folgt aus |R| = |∆S∆| = |∆|2|S| und |∆| > 0.
26.2 Zufallsvektoren
Bemerkung 26.10
1. Es werden p-dimensionale Zufallsvektoren X = (X1, . . . , Xp)
′ mit gemeinsamer Wahr-
scheinlichkeitsverteilung betrachtet.1 Im Zusammenhang mit multivariaten Metho-
den ist es zweckmäßig, Zufallsvektoren als Spaltenvektoren aufzufassen.
2. Eine generelle Voraussetzung ist im Folgenden, dass
E[X2j ] <∞, j = 1, . . . , p,
erfüllt ist, woraus auch E[XjXk] <∞ für j 6= k folgt. Diese Voraussetzung impliziert
die Endlichkeit aller Erwartungswerte E[Xj], Varianzen
V[Xj] = E[(Xj − E[Xj])2] = E[X2j ]− (E[Xj])2
und Kovarianzen
Cov[Xj, Xk] = E[(Xj − E[Xj])(Xk − E[Xk])] = E[XjXk]− E[Xj]E[Xk] .
Definition 26.11 (Erwartungswert)
1. Der Erwartungswertvektor des p-dimensionalen Zufallsvektors X ist
E[X]
def
= (E[X1], . . . ,E[Xp])
′ ∈ Rp×1 .
1D. h. für alle x ∈ Rp×1 sind die Wahrscheinlichkeiten P (X ≤ x) = P (X1 ≤ x1, . . . , Xp ≤ xp)
definiert.
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2. Für eine zufällige Matrix2 X̃ = [Xij]i=1,...,m;j=1,...,n wird die Erwartungswertmatrix
komponentenweise definiert,
E[X̃]
def
= [E[Xij]]i=1,...,m;j=1,...,n .
Bemerkung 26.12 (Rechenregeln) Mit X sei ein p-dimensionaler Zufallsvektor und
mit X̃ sei eine zufällige Matrix des Typs n× p bezeichnet.
1. Für a ∈ R und b ∈ Rp×1 gilt
E[a+ b′X] = a+ b′E[X] ∈ R .
2. Für a ∈ Rm×1 und B ∈ Rm×p gilt
E[a+ BX] = a+ BE[X] .
3. Für A ∈ Rm×n, B ∈ Rm×p und c ∈ Rn×1 gilt
E[A + BXc′] = A + BE[X]c′ ∈ Rm×n .
4. Für A ∈ Rm×l, B ∈ Rm×n und C ∈ Rp×l gilt
E[A + BX̃C] = A + BE[X̃]C .
5. Es gilt
E[X̃
′
] = E[X̃]′ .
6. Wenn Y ein weiterer p-dimensionaler Zufallsvektor ist, dann gilt
E[X + Y ] = E[X] + E[Y ].
Definition 26.13 Die Kovarianzmatrix (auch Varianz-Kovarianzmatrix, Disper-
sionsmatrix oder Streuungsmatrix) des p-dimensionalen Zufallsvektors X ist
V[X] def= [Cov[Xj, Xk]]j,k=1,...,p ∈ Rp×p.
Bemerkung 26.14 (Eigenschaften)
1. Es gilt
V[X] = E[(X − E[X])(X − E[X])′] = E[XX ′]− E[X]E[X]′ ∈ Rp×p .
2. Für a ∈ R und b ∈ Rp×1 gilt
V[a+ b′X] = V[b′X] = b′V[X]b ∈ R .
2Nicht zu verwechseln mit einer stochastischen Matrix, vgl. Bemerkung A.12.19.
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3. Für c ∈ Rm×1 und A ∈ Rm×p gilt
V[c+ AX] = V[AX] = AV[X]A′ ∈ Rm×m .
4. Für a, b ∈ R und c, d ∈ Rp×1 gilt
Cov[a+ c′X, b+ d′X] = Cov[c′X, d′X] = c′V[X]d ∈ R .
Definition 26.15 Falls für den ZufallsvektorX = (X1, . . . , Xp)
′ die Varianzen aller Kom-
ponenten positiv sind, existieren alle Korrelationen
%jk
def
= Corr[Xj, Xk]
def
=
Cov[Xj, Xk]√
V[Xj]V[Xk]
und durch
%[X]
def
= [%jk]j,k=1,...,p ∈ Rp×p
ist die Korrelationsmatrix des Zufallsvektors X gegeben.
Definition 26.16 Für einen p-dimensionalen Zufallsvektor X und einen q-dimensionalen
Zufallsvektor Y ist
Cov[X, Y ]
def
= [Cov[Xi, Yj]]i=1,...,p;j=1,...,q ∈ Rp×q
die Kovarianzmatrix zwischen X und Y .
Bemerkung 26.17 (Eigenschaften)
1. Für geeignet dimensionierte Vektoren X, Y und Z gilt:
Cov[X, Y ] = E [(X − E[X])(Y − E[Y ])′] = E[XY ′]− E[X]E[Y ]′,
Cov[X,X] = V[X],
Cov[Y,X] = Cov[X, Y ]′,
V[X + Y ] = V[X] + Cov[X, Y ] + Cov[Y,X] + V[Y ],
Cov[X + Y, Z] = Cov[X,Z] + Cov[Y, Z],
Cov[X, Y + Z] = Cov[X, Y ] + Cov[X,Z].
2. Für geeignet dimensionierte Vektoren a und b sowie Matrizen A und B gilt
Cov[a+ AX, b+ BY ] = ACov[X, Y ]B′ .
Definition 26.18
1. Zwei Zufallsvariablen X1 und X2 heißen unkorreliert, falls Cov[X1, X2] = 0.
2. Die Komponenten des Zufallsvektors X heißen unkorreliert und der Zufallsvektor
X heißt unkorreliert, falls die Kovarianzmatrix von X eine Diagonalmatrix ist.
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3. X sei ein p-dimensionaler und Y ein q-dimensionaler Zufallsvektor. X und Y heißen
unkorreliert, falls
Cov[X, Y ] = 0p,q .
4. X sei ein p-dimensionaler und Y ein q-dimensionaler Zufallsvektor. X und Y heißen
stochastisch unabhängig, falls
FX,Y (x, y) = FX(x)FY (y) für alle x ∈ Rp, y ∈ Rq.
Bemerkung 26.19
1. Falls die Varianzen aller Komponenten eines unkorrelierten Zufallsvektors positiv
sind, ist %[X] eine Einheitsmatrix.
2. Sind die Zufallsvektoren X und Y stochastisch unabhängig und existiert Cov[X, Y ],
dann sind sie auch unkorreliert.
Definition 26.20 Der p-dimensionale Zufallsvektor X heißt zentriert, falls
E[X] = 0p.
Er heißt standardisiert, falls zusätzlich V[Xj] = 1 für j = 1, . . . , p gilt.
Bemerkung 26.21 Für einen Zufallsvektor X = (X1, . . . , Xp)
′ ist X−E[X] ein zentrier-
ter Zufallsvektor und, falls V[Xj] > 0 für j = 1, . . . , p gilt, ist
Z
def
=
(
X1 − E[X1]√
V[X1]
, . . . ,
Xp − E[Xp]√
V[Xp]
)′
(26.4)
ein standardisierter Zufallsvektor. Die Komponenten von Z können unkorreliert sein.
Satz 26.22 X sei ein Zufallsvektor, dann sind die Matrizen E[XX ′], E[X]E[X]′, V[X],
und %[X] positiv semidefinit.
Beweis Für a ∈ Rp×1 gilt
a′E[XX ′]a = E[a′XX ′a] = E[(a′X)2] ≥ 0 und a′E[X]E[X]′a = (a′E[X])2 ≥ 0.
Für Ẋ
def
= X − E[X] gilt V[X] = E[ẊẊ ′]. Für Z aus (26.4) gilt %[X] = V[Z].
Bemerkung 26.23 Zu jeder positiv semidefiniten Matrix Σ ∈ Rp×p existiert ein p-
dimensionaler Zufallsvektor X mit V[X] = Σ.
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Satz 26.24 Der d-dimensionale Zufallsvektor Z = (Z1, . . . , Zd)
′ mit stochastisch un-
abhängigen, standardnormalverteilten Komponenten hat die d-dimensionale Dichtefunkti-
on
fZ1...Zd(z1, . . . , zd) = fZ(z) = (2π)
− d
2 e−
1
2
z′z, z ∈ Rd×1 .
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Beweis Eine standardnormalverteilte Zufallsvariable hat die Dichtefunktion
ϕ(x)
def
=
1√
2π
e−
1
2
x2 , x ∈ R.
Der d-dimensionale Zufallsvektor Z hat wegen der stochastischen Unabhängigkeit der
Komponenten (vgl. Bemerkung 13.27) die d-dimensionale Dichtefunktion
fZ(z) =
d∏
j=1
ϕ(zj) =
1
(
√
2π)d
e
− 1
2
d∑
j=1
z2j
= (2π)−
d
2 e−
1
2
z′z, z ∈ Rd×1 .
Satz 26.25 Der d-dimensionale Zufallsvektor Z habe stochastisch unabhängige, standard-
normalverteilte Komponenten. Es sei a ∈ Rp×1 und B ∈ Rp×d mit Rang(B) = p ≤ d.
Dann ist die Matrix BB′ invertierbar und der p-dimensionale Zufallsvektor
X
def
= a+ BZ (26.5)
hat die Dichtefunktion
fX(x) = (2π)
− p
2
1√
|BB′|
e−
1
2
(x−a)′(BB′)−1(x−a), x ∈ Rp×1 .
Beweis BB′ ist invertierbar, da Rang(BB′) = Rang(B) = p ≥ 1 > 0, vgl. (A.10). Mit
der multivariaten Transformationstechnik für Dichtefunktionen (vgl. Bemerkung 4.37)
erhält man aus der Dichtefunktion fZ die Dichtefunktion fX . Dazu wird die Transforma-
tion (26.5) so in eine invertierbare Transformation X∗ = a∗ + B∗Z eingebettet, dass die
ersten p Zeilen von X∗, a∗ und B∗ die Vektoren X und a bzw. die Matrix B ergeben.
Bemerkung 26.26 Für den Zufallsvektor X aus Satz 26.25 gilt E[X] = a und V[X] =
BB′. Andererseits lässt sich jede positiv definite Kovarianzmatrix Σ mit geeigneter Matrix
B in der Form Σ = BB′ schreiben, vgl. Satz 25.27 oder Bemerkung 29.19. Dies motiviert
die folgende Definition.
Definition 26.27 (Mehrdimensionale Normalverteilung) Es sei µ ∈ Rp×1 und Σ ∈
Rp×p sei eine positiv definite Matrix. Dann heißt ein p-dimensionaler Zufallsvektor X mit
der Dichtefunktion
fX(x) = (2π)
− p
2 |Σ|−
1
2 e−
1
2
(x−µ)′Σ−1(x−µ), x ∈ Rp×1
p-dimensional normalverteilt mit den Parametern µ und Σ. Notation: X ∼ Np(µ,Σ).
Bemerkung 26.28
1. Für p = 1 ergibt sich die gewöhnliche Normalverteilung N(µ, σ2) als Spezialfall.
Für p > 1 spricht man auch von der multivariaten Normalverteilung oder der
Multinormalverteilung.3 Im Fall p = 2 spricht man von der bivariaten Normal-
verteilung (bivariate normal distribution) und im Fall p = 3 von einer trivariaten
Normalverteilung (trivariate normal distribution).
3Überwiegend werden diese beiden Begriffe synonym verwendet. Manche Autoren treffen noch fol-
gende Unterscheidung: Sie sprechen von einer Multinormalverteilung im hier betrachteten Fall und von
einer multivariaten Normalverteilung bereits dann, wenn für einen Zufallsvektor die Randverteilungen
Normalverteilungen sind, wobei die gemeinsame Verteilung keine Multinormalverteilung sein muss.
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2. Für X ∼ Np(µ,Σ) gilt E[X] = µ und V[X] = Σ.
3. Eine p-dimensionale Standardnormalverteilung liegt vor, falls µ = 0p und Σ =
[σjk]j,k=1,...,p eine Matrix mit den Diagonalelementen σjj = 1 für j = 1, . . . , p ist.
Wenn X p-dimensional standardnormalverteilt ist, gilt
E[XX ′] = V[X] = %[X] .
4. Für p > 1 und 1 ≤ K < p ist jeder K-dimensionale Teilvektor von X ∼ Np(µ,Σ)
K-dimensional multinormalverteilt.
5. Wenn für X = (X1, X2)
′ sowohl X1 als auch X2 normalverteilt sind, folgt nicht, dass
X bivariat normalverteilt ist.
6. Wenn für X = (X1, X2, X3)
′ die Zufallsvariablen X1, X2 und X3 normalverteilt sind
und die Zufallsvektoren (X1, X2)
′, (X2, X3)
′ und (X1, X3)
′ bivariat normalverteilt
sind, folgt nicht, dass X trivariat normalverteilt ist.
Satz 26.29 Es sei µ ∈ Rp×1 und B ∈ Rp×d mit Rang(B) = p ≤ d. Dann gilt
Z ∼ Nd(0d, Id) =⇒ µ+ BZ ∼ Np(µ,BB′) .
Beweis Der Satz folgt unmittelbar mit Satz 26.25 und Definition 26.27.
Satz 26.30 Es sei b ∈ Rq×1 und A ∈ Rq×p mit Rang(A) = q ≤ p. Dann gilt
X ∼ Np(µ,Σ) =⇒ Y = b+ AX ∼ Nq(b+ Aµ,AΣA′) .
Beweis Für die positiv definite Kovarianzmatrix Σ ∈ Rp×p existiert eine Zerlegung
Σ = BB′, so dass B ∈ Rp×1 mit Rang(B) = p gilt (z. B. die Matrix B = ΓΛ1/2Γ′
basierend auf der Eigenwertzerlegung (25.5)). Für Z ∼ Np(0, I) und X = µ + BZ gilt
daher X ∼ Np(µ,Σ) wegen Satz 26.29. Y = b+ AX hat daher die Darstellung
Y = b+ A(µ+ BZ) = b+ Aµ+ ABZ .
Aus Rang(A) = q ≤ Rang(B) = p folgt Rang(AB) = q, so dass Y wegen Satz 26.29 q-
dimensional multivariat normalverteilt mit E[Y ] = b+ Aµ und Kovarianzmatrix V[Y ] =
AB(AB)′ = ABB′A′ = AΣA′ ist.
Satz 26.31 Es sei X ∼ Np(µ,Σ), wobei Σ eine Diagonalmatrix ist, dann sind die Kom-
ponenten Xj ∼ N(0, σ2j ) stochastisch unabhängig.
Beweis Da Σ eine Diagonalmatrix ist, sind die Komponenten von X ∼ Np(µ,Σ) unkor-
reliert, es gilt |Σ| =
∏p
j=1 σ
2
j und Σ
−1 ist eine Diagonalmatrix mit den Diagonalelementen
σ−2j . Dies führt zu der Faktorisierung
fX(x) =
p∏
j=1
(2πσ2j )
− 1
2 exp
(
−1
2
(xj − µj)2
σ2j
)
, x ∈ Rp×1
der gemeinsamen Dichtefunktion. Daher sind die Komponenten Xj ∼ N(0, σ2j ) auch sto-
chastisch unabhängig.
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Satz 26.32 Wenn die Zufallsvektoren X ∼ Np(µX ,ΣX) und Y ∼ Np(µY ,ΣY ) stocha-
stisch unabhängig sind, dann gilt
X + Y ∼ Np(µX + µY ,ΣX + ΣY ).
Beweis Wegen der stochastischen Unabhängigkeit ist die gemeinsame Dichtefunktion
fX,Y (x, y) = fX(x)fY (y).
Diese läßt sich darstellen als die Dichtefunktion eines q-dimensionalen normalverteilten
Zufallsvektors Z = (X ′, Y ′)′ mit q = 2p. Für b = 0p×1 und A = (Ip, Ip) ∈ Rp×q folgt
X + Y = AZ = Np(µX + µY ,ΣX + ΣY ) aus Satz 26.30.
26.4 Inferenzstatistische Grundlagen
Bemerkung 26.33 (Zufällige Datenmatrix)
1. Im Rahmen der statistischen Inferenz sind die xij Realisationen von Zufallsva-
riablen Xij und die Datenmatrix X = [xij]i=1,...,n;j=1,...,p ist die Realisation einer
zufälligen Matrix
X̃ = [Xij]i=1,...,n;j=1,...,p .
2. Die n Zeilen werden in der Regel als n stochastisch unabhängige und identisch verteil-
te p-dimensionale Zufallsvektoren aufgefasst, X(i) = (Xi1, . . . , Xip)
′ für i = 1, . . . , n.
In diesem Fall sind der Vektor der Mittelwerte (x̄1, . . . , x̄p)
′, die empirische Kova-
rianzmatrix S und die empirische Korrelationsmatrix R die üblichen Schätzwer-
te für den Erwartungswertvektor E[X(i)] = µ, die theoretische Kovarianzmatrix
V[X(i)] = Σ = [σjk]j,k=1,...,p und die theoretische Korrelationsmatrix %[X(i)] = P.
3. Anstelle von S wird auch die Matrix
S∗
def
=
n
n− 1
S
mit den Elementen
s∗jk =
1
n− 1
n∑
i=1
(xij − x̄j)(xik − x̄k), j, k = 1, . . . , p,
als empirische Kovarianzmatrix bezeichnet und als Schätzwert für Σ verwendet, da
die zugehörigen Schätzer
S∗jk =
1
n− 1
n∑
i=1
(Xij − X̄j)(Xik − X̄k), j, k = 1, . . . , p,
erwartungstreue Schätzer für σjk sind, es gilt also
E
[
S∗jk
]
= σjk, j, k = 1, . . . , p,
und daher
E[S̃
∗
] = Σ
für die zufällige Matrix
S̃
∗ def
= [S∗jk]j,k=1,...,p.
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26.5 Weiterführendes
Bemerkung 26.34 (Übungsaufgabe) Welche Wahrscheinlichkeitsverteilung hat die Zu-
fallsvariable Z aus Bemerkung 13.29 für 0 < p < 1?
Bemerkung 26.35 (Standardisierung)
1. Abweichend von (26.1) und (26.2) werden die standardisierten Beobachtungen auch
durch
z∗ij
def
=
xij − x̄j
s∗j
, i = 1, . . . , n, j = 1, . . . , p, (26.6)
gebildet und in der standardisierten Datenmatrix
Z∗
def
= [z∗ij]i=1,...,n;j=1,...,p (26.7)
zusammengefasst. Die Korrelationsmatrix ergibt sich dann in Analogie zu (26.3) als
R =
1
n− 1
(Z∗)′Z∗ .
2. Teilweise findet sich in der Literatur4 auch die spezielle
”
Standardisierung“
bij
def
=
zij√
n
=
z∗ij√
n− 1
, i = 1, . . . , n, j = 1, . . . , p . (26.8)
Mit der Matrix
B
def
= [bij]i=1,...,n;j=1,...,p (26.9)
gilt dann
R = B′B .
Definition 26.36 (Hat-Matrix) Für eine Datenmatrix X ∈ Rn×p mit Rang(X) = p ist
die Matrix X′X ∈ Rp×p invertierbar und die Matrix
HX
def
= X(X′X)−1X′ ∈ Rn×n
heißt Hat-Matrix, Projektionsmatrix oder Prognosematrix.
Bemerkung 26.37
1. Wenn aus dem Zusammenhang klar ist, aus welcher Datenmatrix die Hat-Matrix
gebildet ist, wird kurz H geschrieben.
2. Zum Hintergrund des Namens Hat-Matrix: Im linearen Regressionsmodell gilt
ŷ = Xβ̂
mit dem KQ-Schätzvektor (OLS-Schätzvektor)
β̂ = (X′X)−1X′y
4Z. B. [Fahrmeir/Hamerle/Tutz 1996, Kap. 7].
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für den unbekannten Parametervektor β ∈ Rp×1 und somit
ŷ = X(X′X)−1X′y = Hy .
Dabei bezeichnet X ∈ Rn×p die nichtstochastische Matrix der Regressorwerte. Für
einen beliebigen Vektor y ∈ Rn×1 ist ŷ = Hy ∈ Rn×1 der Vektor der prognostizierten
Werte. Die Hat-Matrix H
”
setzt somit dem Beobachtungsvektor y den Hut auf“.
3. Zum Hintergrund des Namens Projektionsmatrix: In geometrischer Interpretation
ist ŷ ∈ Rn×1 die orthogonale Projektion des Vektors y auf den durch die linear
unabhängigen Spalten von X aufgespannten Teilraum des Rn×1. Der Vektor y− ŷ ist
orthogonal zu allen Spalten von X, es gilt
X′(y − ŷ) = 0.
Den orthogonalen Projektionen entsprechen algebraisch die symmetrischen und idem-
potenten Matrizen des Rn×n.5
Satz 26.38 Die Hat-Matrix H ist symmetrisch, idempotent und es gilt Rang(H) = p.
Beweis von Satz Es gilt
H′ = (X(X′X)−1X′)′ = (X′)′((X′X)−1)′X′ = X((X′X)′)−1X′ = H,
HH = X(X′X)−1X′X(X′X)−1X′ = X(X′X)−1IpX
′ = H
Rang(H) = Spur(H) = Spur(X(X′X)−1X′) = Spur((X′X)−1X′X) = Spur(Ip) = p .
Bemerkung 26.39 (Gleichkorrelationsmatrix) Für % ∈ R und p > 1 wird die Matrix
R
def
= (1− %)Ip + %1p1′p =

1 % % · · · %
% 1 % · · · %
· · · · · · · · · · · · · · ·
% · · · % 1 %
% · · · % % 1
 ∈ Rp×p
betrachtet.
1. R ist positiv semidefinit genau dann, wenn − 1
p−1 ≤ % ≤ 1. In diesem Fall heißt
die Matrix R Gleichkorrelationsmatrix (equicorrelation matrix ). Falls % > 1 oder
% < − 1
p−1 ist R nicht positiv semidefinit und damit auch keine Korrelationsmatrix.
2. R ist positiv definit genau dann, wenn − 1
p−1 < % < 1.
3. Die Matrix R hat die Determinante
|R| = (1− %)p−1(1 + %(p− 1)) .
5Vgl. [Toutenburg 2003, S. 512].
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4. Für % ∈ {− 1
p−1 , 1} ist R nicht invertierbar. Für % /∈ {−
1
p−1 , 1} ist R invertierbar und
hat die Inverse
R−1 = (1− %)−1[Ip − %
[
1 + (p− 1)%]−11p1′p
]
.
5. Die Matrix R hat die Eigenwerte
λ1 = 1 + (p− 1)% und λ2 = . . . = λp = 1− %.
Der zu λ1 gehörige Eigenvektor ist γ1 =
1√
p
1p. Die Eigenvektoren γ2, . . . , γp können
orthogonal zu 1p und wechselseitig orthogonal gewählt werden.
Bemerkung 26.40 (Gleichheit und fast sichere Gleichheit) Die ZufallsvariablenX
und Y seien auf dem Wahrscheinlichkeitsraum (Ω,A, P ) definiert. Dann bedeutet X = Y ,
dass X(ω) = Y (ω) für alle ω ∈ Ω gilt. Die Notation X f.s.= Y bedeutet, dass X und Y fast
sicher gleich sind, es gilt also P (X = Y ) = 1. Es existiert also eine Teilmenge T ⊂ Ω mit
P (T ) = 1 und X(ω) = Y (ω) für alle ω ∈ T . Die Zufallsvariablen dürfen sich also nur auf
einer Menge mit der Wahrscheinlichkeit Null unterscheiden, es gilt P (X 6= Y ) = 0.
Definition 26.41 Gegeben sei ein p-dimensionaler Zufallsvektor X = (X1, . . . , Xp)
′.
1. Die p Zufallsvariablen X1, . . . , Xp heißen linear abhängig bzw. fast sicher linear
abhängig, falls
a′X = 0 bzw. a′X
f.s.
= 0
für einen Vektor a ∈ Rp×1, a 6= 0 gilt.
2. Die p Zufallsvariablen X1, . . . , Xp heißen affin linear abhängig bzw. fast sicher
linear abhängig, falls
a′X = b bzw. a′X
f.s.
= b
für einen Vektor a ∈ Rp×1, a 6= 0 und eine Zahl b ∈ R gilt.
Bemerkung 26.42
1. Aus P (a′X = b) = 1 folgt V[a′X] = V[a′X − b] = 0. Die Zufallsvariablen a′X und
a′X − b sind daher degeneriert.
2. Für den Rang der Kovarianzmatrix Σ von zwei Zufallsvariablen X1 und X2 gibt es
drei Möglichkeiten.
(a) Rang(Σ) = 0 ist genau dann der Fall, wenn die Kovarianzmatrix eine Nullmatrix
ist, Σ = 02,2, und beide Zufallsvariablen degeneriert sind.
(b) Rang(Σ) = 1 ist genau dann der Fall, wenn eine der beiden Zufallsvariablen
degeneriert ist, während die andere eine positive Varianz besitzt, oder wenn bei-
de Zufallsvariablen nicht degeneriert sind, aber eine degenerierte Zufallsvariable
a1X1 + a2X2 existiert.
(c) Rang(Σ) = 2 ist genau dann der Fall, wenn die Zufallsvariablen nicht fast sicher
affin linear abhängig sind.
Satz 26.43 Für eine positiv semidefinite Matrix Σ ∈ Rp×p gilt
a′Σa = 0 =⇒ Σa = 0 .
268 Kapitel 26. Statistische und stochastische Grundlagen der multivariaten Statistik
Beweis Mit der Eigenwertzerlegung erhält man
a′Σa = a′ΓΛ1/2Λ1/2Γ′a = b′b .
b′b = 0 ist nur möglich, falls b = 0 und damit Λ1/2Γ′a = 0. Linksmultiplikation mit ΓΛ1/2
ergibt Σa = 0.
Bemerkung 26.44 (Lineare abhängige Variablen)
1. Aus P (a′X − b = 0) = 1 folgt 0 = V[a′X − b] = V[a′X] = a′Σa und damit
Σa = 0. Die affin lineare Abhängigkeit der Zufallsvariablen führt also zur linea-
ren Abhängigkeit der Spalten der Kovarianzmatrix. Umgekehrt folgt aus Σa = 0,
dass V[a′X] = a′Σa = 0, so dass der Vektor X fast sicher affin linear abhängig sein
muss.
2. Eine affin lineare Abhängigkeit der Zufallsvariablen führt bei i. i. d.-Beobachtungen
zu einer analogen linearen Abhängigkeit der Spalten der Datenmatrix X, d. h. aus
a′X = b folgt Xa = b1n. Für die empirische Kovarianzmatrix S =
1
n
X′CnX impliziert
dies
Sa =
1
n
X′CnXa =
b
n
X′Cn1n =
b
n
X′0 = 0 .
Eine lineare Abhängigkeit überträgt sich von der theoretischen auf die empirische
Kovarianzmatrix, d. h. aus Σa = 0 folgt Sa = 0.
3. Die Implikation
”
a′Σa = 0 =⇒ Σa = 0“ für eine positiv semidefinite Matrix Σ aus
Satz 26.43 ist nicht richtig für jede symmetrische Matrix B. Betrachte B ∈ R2×2 mit
den Komponenten b11 = 1, b12 = b21 = 0 und b22 = −1 und den Vektor a = 12. Dann
gilt a′Ba = 1− 1 = 0, aber Ba = (1,−1)′ 6= 0.
Bemerkung 26.45 (Unkorreliertheit)
1. Während sich lineare Abhängigkeit, die in der Grundgesamtheit vorhanden ist, in
jeder Stichprobe widerspiegelt, ist die Unkorreliertheit von Zufallsvariablen keine
Eigenschaft, die sich von einer theoretischen Kovarianzmatrix auf eine empirische
Kovarianz überträgt. Eine Diagonalmatrix im theoretischen Modell impliziert z. B.
nicht, dass auch die empirische Kovarianzmatrix eine Diagonalmatrix ist.
2. Wenn Cov[Xi, Yi] = 0 für n stochastisch unabhängige und identisch verteilte Be-
obachtungen (Xi, Yi) gilt, dann sind in der Regel die Realisationen der empirischen
Kovarianz
Sxy
def
=
1
n
n∑
i=1
XiYi − X̄Ȳ
von Null verschieden. Allerdings konvergiert Sxy in Wahrscheinlichkeit gegen 0.
Kapitel 27
Multivariate Verfahren und Modelle
27.1 Variablentypen
Bemerkung 27.1 (Erklärte und erklärende Variablen)
1. Teilweise wird in der multivariaten Statistik begrifflich zwischen abhängigen (de-
pendent) und unabhängigen Variablen (independent variables) unterschieden. Dies
entspricht einer in der Mathematik üblichen Bezeichnungsweise, bei einer Abhängig-
keit der Form y = f(x1, x2) von der abhängigen Variablen y und den unabhängigen
Variablen x1 und x2 zu sprechen.
2. Im Folgenden werden stattdessen die Bezeichnungen erklärte Variable (explained
variable) und erklärende Variablen (explanatory variables) vorgezogen, da der Be-
griff unabhängige Variablen die Verwechselungsgefahr mit stochastisch unabhängigen
Variablen beinhaltet.1
3. Im Zusammenhang mit der Regressionsanalyse heißt eine erklärende Variable auch
Regressor (regressor) und die erklärte Variable Regressand (regressand). In der
Biometrie heißt die erklärte Variable auch Antwortvariable (response variable) und
die erklärenden Variablen heißen Kovariablen (covariables), Kovariaten (covaria-
tes), Kontrollvariablen (control variables), Designvariablen (design variables)
oder Treatmentvariablen (treatments).
4. In ökonomischen und ökonometrischen Modellen mit mehreren Gleichungen werden
die durch das Modell erklärten Variablen als endogene Variablen (endogenous va-
riables) und die erklärenden Variablen als exogene Variablen (exogenous variables)
bezeichnet.2
Bemerkung 27.2 (Beobachtbare und unbeobachtbare Variablen) Die für statisti-
sche Methoden wichtigste Unterscheidung der Variablen ist die in beobachtbare und un-
beobachtbare Variablen. Bei den unbeobachtbaren Variablen unterscheidet man Stör-
1Ein typisches Beispiel:
”
For instance, suppose that our fitted model contains p independent variables,
x′ = (x1, x2, x3, . . . , xp), and ... “, [Hosmer/Lemeshow 2000, S. 144]. Hier ist nicht gemeint, dass die p
Variablen stochastisch unabhängig sind, sondern lediglich, dass p erklärende Variablen verwendet werden.
2Eine weitere spezielle Terminologie unterscheidet exogene erklärende (exogenous explanatory) und
endogene erklärende (endogenous explanatory variables) Variablen. Siehe dazu [Wooldridge 2009, S. 88].
Im Zusammenhang mit Zeitreihendaten gibt es noch die Unterscheidung zwischen kontemporär exogen
(contemporaneously exogenous) und strikt exogen (strictly exogenous), vgl. [Wooldridge 2009, S. 347].
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oder Fehlervariablen und latente Variablen (latent variables). Die wichtigsten Ver-
fahren mit unbeobachtbaren Variablen sind die Faktorenanalyse, Fehler-in-den-
Variablen-Modelle und Strukturgleichungsmodelle.
Bemerkung 27.3 (Stochastische und nichtstochastische Variablen) Bei der linea-
ren Regressionsgleichung
Yi = α + βXi + Ui, i = 1, . . . , n
können die Xi als stochastisch oder als nichtstochastisch betrachtet werden. Im Wesent-
lichen äquivalent zur Behandlung der Xi als nichtstochastische Variablen ist die bedingte
Betrachtungsweise, bei der alle Untersuchungen bedingt auf Realisationen Xi = xi für
i = 1, . . . , n gemacht werden.
27.2 Einteilungen der multivariaten Verfahren
Bemerkung 27.4 (Multivariate Verfahren im weiteren und im engeren Sinn)
1. Multivariate Verfahren im weiteren Sinn sind alle statistischen Verfahren, bei
denen an einer Gruppe von Objekten mehr als eine Variable beobachtet wird.
”
Multivariate analysis deals with data containing observations on two or
more variables each measured on a set of objects.“3
Bei dieser Auffassung gehören bereits die lineare Einfachregression, die lineare Mehr-
fachregression mit einer erklärten Variablen und die univariate Varianzanalyse zu den
multivariaten Verfahren.
2. Multivariate Verfahren im engeren Sinn haben mindestens zwei erklärte Varia-
blen. Bei dieser Auffassung beginnen die multivariaten Verfahren mit der multivaria-
ten linearen Regression, der multivariaten Varianzanalyse usw.
Bemerkung 27.5 (R- und Q-Techniken) Die Unterscheidung in R- und Q-Techniken
geht von einer Datenmatrix aus.
• R-Techniken basieren auf der Korrelationsmatrix der Variablen und damit auf
Zusammenhängen zwischen den Spalten der Datenmatrix. Zu den R-Techniken gehören
z. B. die Verfahren der linearen Regression, die Varianzanalyse, die Faktorenanalyse
und die Hauptkomponentenanalyse.
• Q-Techniken beschreiben Zusammenhänge bzw. Distanzen zwischen den Zeilen
(Objekten, Personen) der Datenmatrix und beruhen z. B. auf Abstandsmaßen für
die Zeilen der Datenmatrix. Die wichtigsten Q-Techniken sind die Klassifikationsver-
fahren.
Bemerkung 27.6 (Klassifikationsverfahren) Bei den Klassifikationsverfahren oder
Verfahren der Mustererkennung im weiteren Sinn unterscheidet man Verfahren der
Mustererkennung im engeren Sinn und Verfahren der Musterwiedererkennung.
3 [Mardia/Kent/Bibby 1979, S. 1]
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1. Verfahren der Mustererkennung im engeren Sinn oder Verfahren der numerischen
Taxonomie (taxonomy) sind klassenbildende Verfahren. Z. B. werden in der Clu-
steranalyse Klassen von Beobachtungen gebildet, die in sich möglichst homogen
sind und sich möglichst deutlich voneinander unterscheiden.
2. Verfahren der Musterwiedererkennung oder Identifikationsverfahren sind klasse-
nerkennende Verfahren. Z. B. werden in der Diskriminanzanalyse die Objekte
vorgegebenen Klassen oder Modellen zugeteilt.
Die Verfahren der ersten Gruppe werden auch als Verfahren der unüberwachten Klas-
sifikation (unsupervised classification) oder unüberwachten Mustererkennung (un-
supervised pattern recognition) bezeichnet. Entsprechend heißen die Verfahren der zwei-
ten Gruppe Verfahren der überwachten Klassifikation (supervised classification) oder
überwachten Mustererkennung (supervised pattern recognition).
Bemerkung 27.7 (Deskriptive versus inferentielle Verfahren)
1. Bei den multivariaten statistischen Verfahren werden die Unterschiede zwischen ei-
nem Vorgehen im Sinn der beschreibenden (deskriptiven) Statistik und einem
methodischen Vorgehen im Sinn der schließenden Statistik (induktiven Stati-
stik oder Inferenzstatistik) besonders deutlich. Beim ersten Ansatz steht z. B. die
Strukturanalyse der aus der Datenmatrix berechneten empirischen Kovarianz-
matrix im Vordergrund. Dagegen ist bei einem Vorgehen im Sinn der schließenden
Statistik das stochastische Modell für die theoretische Kovarianzmatrix zu spezi-
fizieren, welches die Daten erklären soll, und dessen unbekannte Parameter mit Hilfe
der Datenmatrix zu schätzen sind.
2. Stark anwendungsorientierte Bücher versuchen in der Regel die Motivation über einen
deskriptiven Zugang unter Vermeidung modell- und wahrscheinlichkeitstheoretischer
Zusammenhänge und Voraussetzungen. In der Regel werden dann aber die Grenzen
der deskriptiven Statistik plötzlich verlassen und Teststatistiken und Signifikanzni-
veaus hervorgezaubert, ohne dass die theoretischen Grundlagen geklärt oder erklärt
sind.4 Multivariate statistische Verfahren lassen sich aber auch rein deskriptiv auf-
fassen.5
3. Eng damit zusammenhängend ist die Unterscheidung in exploratorische (explora-
tory) und konfirmatorische Verfahren. Bei der ersten Gruppe werden mit Hilfe der
deskriptiven Statistik und insbesondere mit der explorativen Datenanalyse (explora-
tory data analysis, EDA) Strukturen und Abhängigkeiten in den Daten gesucht. Bei
den konfirmatorischen Verfahren werden Hypothesen überprüft und Parameter einer
vorgegebenen Modellstruktur geschätzt. Die konfirmatorischen Verfahren beruhen in
der Regel auf der Inferenzstatistik.
Beispiel 27.8 (Schätzung eines Mittelwertes)
1. Inferenzstatistische Modellierung:
4Typische Bücher dieser Kategorie sind [Backhaus et al. 2006] und [Kockläuner 2000].
5Vgl. [Schulze 2007, Kap. 4] für eine deskriptive Interpretation der Diskriminanzanalyse, der Haupt-
komponentenanalyse, der Faktorenanalyse, der Clusteranalyse und der multiplen Regressionsanalyse.
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(a) Grundgesamtheitsmodell: Die Modellgleichung für die Grundgesamtheit
ist
Y = α + U
mit dem unbekannten und zu schätzenden Parameter α ∈ R. Für die unbeob-
achtbare Variable U werden die Annahmen E[U ] = 0 und σ2
def
= V[U ] > 0
gemacht.
(b) Stichprobenmodell: Auf der Basis einer reinen Zufallsstichprobe vom Umfang
n, d. h. von n i. i. d.-Kopien Y1, . . . , Yn von Y , soll der Parameter α der Grund-
gesamtheit geschätzt werden. Für die Stichprobenvariablen gilt
Yi = α + Ui i = 1, . . . , n .
Die Ui sind i. i. d. mit E[Ui] = 0 und V[Ui] = σ2 für i = 1, . . . , n. Ein nach
verschiedenen Optimalitätskriterien der Schätztheorie guter Schätzer (Schätz-
funktion) für den Parameter α ist Ȳ .
(c) Gleichungen für die Stichprobenwerte (Daten): Für die beobachteten
Werte y1, . . . , yn gilt
yi = α + ui i = 1, . . . , n,
wobei die yi Realisationen der Zufallsvariablen Yi und die ui Realisationen der
Ui sind. Der beobachtete Mittelwert ȳ ist ein Schätzwert für den Parameter α
und ist eine Realisation des Schätzers Ȳ .
2. Sichtweise der deskriptiven Statistik:
Es liegen beobachtete Werte y1, . . . , yn vor, die durch den Ansatz
yi ≈ α, i = 1, . . . , n
möglichst gut approximiert oder erklärt werden sollen. Mit dem Ansatz
yi = α + ui i = 1, . . . , n
und der Minimierung von
n∑
i=1
u2i =
n∑
i=1
(yi − α)2
bezüglich α (Methode der kleinsten Quadrate) kommt man zu der Optimalstelle
α̂ = ȳ .
Beispiel 27.9 (Lineare Einfachregression)
1. Inferenzstatistische Modellierung bei festen Regressorwerten:
(a) Grundgesamtheitsmodell: Die Modellgleichung für die Grundgesamtheit
ist
Y = α + βX + U
mit den beiden unbekannten Parametern α, β ∈ R. Übliche Modellannahmen
sind E[U |X] = 0, V[U |X] = σ2 > 0 und Cov[X,U ] = 0.
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(b) Stichprobenmodell: Für, z. B. im Rahmen der Experimentplanung, fixierte
Regressorwerte x1 . . . , xn sind die zugehörigen yi-Werte Realisationen der Stich-
probenvariablen
Yi = α + βxi + Ui, i = 1, . . . , n .
Die Ui sind i. i. d. mit E[Ui] = 0 und V[Ui] = σ2 für i = 1, . . . , n.
(c) Gleichungen für die Stichprobenwerte: Die beobachteten Werte (yi, xi)
erfüllen
yi = α + βxi + ui, i = 1, . . . , n .
Dabei sind die ui unbeobachtbare Realisationen der Ui.
2. Inferenzstatistische Modellierung bei stochastischem Regressor:
(a) Grundgesamtheitsmodell: Die Modellgleichung für die Grundgesamtheit
ist
Y = α + βX + U
mit den beiden unbekannten Parametern α, β ∈ R. Übliche Modellannahmen
sind E[U ] = 0, σ2
def
= V[U ] > 0 und Cov[X,U ] = 0.
(b) Stichprobenmodell: Auf der Basis einer reinen Zufallsstichprobe vom Umfang
n, d. h. mit n i. i. d.-Beobachtungen (Yi, Xi) aus der gemeinsamen Verteilung
von (Y,X), sollen die Parameter α und β geschätzt werden. Für die Stichpro-
benvariablen gilt
Yi = α + βXi + Ui, i = 1, . . . , n .
Die Ui sind i. i. d. mit E[Ui] = 0 und V[Ui] = σ2 für i = 1, . . . , n. Es gilt
Cov[Xi, Ui′ ] = 0 für i, i
′ = 1, . . . , n und Cov[Ui, Ui′ ] = 0 für i 6= i′.
(c) Gleichungen für die Stichprobenwerte: Die beobachteten Werte (yi, xi) sind
Realisationen der Zufallsvariablen (Yi, Xi) für i = 1, . . . , n. Es gilt
yi = α + βxi + ui, i = 1, . . . , n .
Dabei sind die ui unbeobachtbare Realisationen der Ui.
3. Sichtweise der deskriptiven Statistik:
Es liegen n beobachtete Wertepaare (x1, y1), . . . , (xn, yn) vor, die durch den Ansatz
yi ≈ α + βxi, i = 1, . . . , n
möglichst gut beschrieben werden sollen. Die Methode der kleinsten Quadrate ver-
langt die Minimierung von
n∑
i=1
(yi − (α + βxi))2
bzgl. α und β.
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27.3 Multivariate Modelle
Bemerkung 27.10 Die Übersicht über die Grundidee einiger uni- und multivariater Mo-
delle in diesem Abschnitt erfolgt aus inferenzstatistischer Sichtweise, wobei häufig nur die
Modellannahmen für die Grundgesamtheit skizziert werden, die dann bei i. i. d.-
Beobachtungen auch für jede einzelne Beobachtung gelten.
Bemerkung 27.11 (Lineare Mehrfachregression, multiple lineare Regression)
1. Im Modell mit festen Regressorwerten sind die K erklärenden Variablen (Re-
gressoren) nichtstochastisch, z. B. als vorgewählte Dosierungen im Rahmen einer
Experimentplanung. Das Gleichungssystem für n Beobachtungen ist dann
Yi = α + β1xi1 + . . .+ βKxiK + Ui, i = 1, . . . , n .
Die Fehlervariablen Ui verschiedener Beobachtungen sind stochastisch unabhängig
und identisch verteilt mit E[Ui] = 0 und V[Ui] = σ2 > 0.6 Für K = 1 ergibt sich als
Spezialfall die lineare Einfachregression.
2. Ein Modell mit stochastischen Regressoren ergibt sich bei einer Stichproben-
ziehung aus einer multivariaten gemeinsamen Verteilung der erklärenden Variablen
(der Regressoren) X1, . . . , XK und der erklärten Variablen (des Regressanden) Y .
Das Grundgesamtheitsmodell besteht aus aus der Modellgleichung
Y = α + β1X1 + . . .+ βKXK + U
und den Annahmen E[U ] = 0, V[U ] = σ2 > 0 und Cov[Xk, U ] = 0 für k = 1, . . . , K.
Mit einem zusätzlichen Individuenindex i für Beobachtungen, die an nObjekten (z. B.
Personen) gemacht werden, ergeben sich für die Stichprobenvariablen die Gleichungen
Yi = α + β1Xi1 + . . .+ βKXiK + Ui, i = 1, . . . , n .
3. Die bereits im Kapitel 15 behandelte lineare Mehrfachregression zählt nicht zu den
multivariaten Verfahren im engeren Sinn, da sie nur eine erklärte Variable enthält, vgl.
Bemerkung 27.4. Im Fall stochastischer Regressoren müssen allerdings Eigenschaften
mehrdimensionaler Wahrscheinlichkeitsverteilungen spezifiziert werden, so dass man
sie dann im weiteren Sinn den multivariaten Verfahren zuordnen kann.
Bemerkung 27.12 (Multivariate und multiple lineare Regression)
1. Die Modellgleichungen für p erklärte Variablen Y1, . . . , Yp und K erklärende Variablen
X1, . . . , XK sind
Yj = αj + βj1X1 + . . .+ βjKXK + Uj, j = 1, . . . , p .
Dabei ist keine der erklärten Variablen zugleich als erklärende Variable zugelassen.
Für die Vektoren Y = (Y1, . . . , Yp)
′, X = (X1, . . . , XK)
′ und U = (U1, . . . , Up)
′ ergibt
sich in Matrixschreibweise
Y = α + BX + U
mit α
def
= (α1, . . . , αp)
′ ∈ Rp×1 und B def= [βjk]j=1,...,p;k=1,...,K ∈ Rp×K .
6Modifikationen des Modells ergeben sich z. B. mit korrelierten Ui oder inhomogenen Varianzen (He-
teroskedastizität), siehe dazu [Huschens 2008].
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2. Übliche Annahmen für den Vektor U sind
E[U ] = 0p, V[U ] = Σ .
Dabei wird in der Regel nicht vorausgesetzt, dass Σ eine Diagonalmatrix ist. Die
Residualvariablen unterschiedlicher Gleichungen können also korreliert sein.
3. Die aus n Beobachtungen zu schätzenden Parameter sind der Vektor α, die Pa-
rametermatrix B und die Kovarianzmatrix Σ. Auch wenn bei einer Anwendung nur
die Koeffizienten α und B von Interesse sind, so muss Σ dennoch geschätzt werden,
um die Genauigkeit der Schätzer zu beurteilen oder um Tests über die Parameter
durchzuführen.
4. Wenn es in der Matrix B vorspezifizierte Nullen gibt, wenn also nicht jeder Regressor
in jeder Gleichung zugelassen ist, so ergibt sich das Modell scheinbar unverbun-
dener Regressionen (seemingly unrelated regressions, SUR-Modell), siehe Bemer-
kung 28.4. Im SUR-Modell ist es im Allgemeinen erforderlich, bei der Schätzung der
Regressionsparameter den Zusammenhang zwischen den p Regressionsgleichungen zu
berücksichtigen, der über die Verteilung des Zufallsvektors U besteht.
Bemerkung 27.13 (Modelle mit simultanen Gleichungen) Aus der ökonomischen
Theorie kommende Modelle mit simultanen Gleichungen (simultaneous equations Models),
bei denen endogene Variablen in mehreren Gleichungen auftreten, werden in der Ökono-
metrie behandelt.7 Ein simultanes lineares Gleichungssystem ist von der allgemeinen Form
Y = α + BX + ΓY + U ,
wobei Y und U p-dimensionale Zufallsvektoren sind, X ein K-dimensionaler Vektor er-
klärender Variablen ist und der Koeffizientenvektor α und die Koeffizientenmatrizen B
und Γ geeignet dimensioniert sind. Typischerweise bestehen Vorinformationen über einzel-
ne Parameter (Nullrestriktionen, lineare Restriktionen). Besondere Schätzprobleme ent-
stehen dadurch, dass Γ keine Nullmatrix ist.
Bemerkung 27.14 (Hauptkomponentenanalyse)
1. Die Hauptkomponentenanalyse8 erzeugt für den beobachtbaren p-dimensionalen Vek-
tor Y eine Darstellung
Y = ΓH
mit einer Matrix Γ ∈ Rp×p und dem p-dimensionalen Vektor H = (H1, . . . , Hp)′, der
aus den so genannten Hauptkomponenten H1, . . . , Hp besteht.
2. Die Hauptkomponenten sind latente unbeobachtbare Variablen, die unkorreliert
sind. Die Kovarianzmatrix der Hauptkomponenten ist also eine Diagonalmatrix.
3. Methodisch beruht die Hauptkomponentenanalyse auf der Eigenwertzerlegung
V[Y ] = ΓΛΓ′
der Kovarianzmatrix von Y . Dabei ist Λ ∈ Rp×p die Diagonalmatrix der absteigend
geordneten Eigenwerte von V[Y ] und Γ ∈ Rp×p ist eine Matrix zugehöriger orthonor-
maler Eigenvektoren, vgl. (25.5).
7Eine ausführlichere Behandlung von Modellen mit simultanen Gleichungen erfolgt im Abschnitt 28.2.
8Eine ausführlichere Behandlung der Hauptkomponentenanalyse erfolgt im Kapitel 29.
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4. Es gilt
H = Γ′Y und V[H] = Λ .
Bemerkung 27.15 (Faktorenanalyse) Die Faktorenanalyse9 mit der Modellgleichung
Y = µ+ BΦ + U,
gehört wie die Hauptkomponentenanalyse zu den multivariaten Methoden mit latenten
Variablen.
1. Im Standardfall ist Φ = (Φ1, . . . ,ΦK)
′ ein K-dimensionaler Vektor unbeobachtba-
rer standardisierter und unkorrelierter Faktoren, d. h. es gilt
E[Φ] = 0K , V[Φ] = IK ,
mit K < p.
2. U ist ein p-dimensionaler Vektor von unbeobachteten Störvariablen mit E[U ] = 0
und diagonaler Kovarianzmatrix, d. h. Cov[Uj, Uk] = 0 für j 6= k.
3. Die Vektoren Φ und U sind unkorreliert, d. h. Cov[Φ, U ] ist eine Nullmatrix.
4. B ist die unbekannte Matrix der Faktorladungen.
5. Der p-dimensionale Vektor Y = (Y1, . . . , Yp)
′ ist beobachtbar.
6. Es gilt E[Y ] = µ ∈ Rp×1 und V[Y ] = BB′ + V[U ] ∈ Rp×p.
7. Ziel ist die Bestimmung eines Vektors Φ und einer Ladungsmatrix B, wobei es meh-
rere Möglichkeiten zur Wahl von K gibt und es zu jeder Wahl von K unendlich viele
beobachtungsäquivalente Festlegungen von Φ und B gibt.
Bemerkung 27.16 (Index- oder Faktormodell) In der Finanzmarkttheorie ist der
Faktorbegriff unscharf, vieldeutig und häufig ohne Bezug zur statistischen Faktorenanalyse
im Sinn von Bemerkung 27.15.10 Bei der Risikoanalyse von Finanzmärkten findet sich
z. B. die folgende Terminologie für beobachtbare Faktoren, die keine Faktoren im Sinn der
Faktorenanalyse sind.
1. Ein Ein-Index-Modell oder Ein-Faktor-Modell für den p-dimensionalen beob-
achtbaren Vektor Y mit p > 1 ist
Y = α + βΦ + U mit Φ = w′Y .
Dabei sind α ∈ Rp×1 und β ∈ Rp×1 zu schätzende, unbekannte Parameter und
w ∈ Rp×1 ist ein bekannter Gewichtsvektor, der nicht geschätzt werden muss.
2. Ein K-Index-Modell oder K-Faktor-Modell für den p-dimensionalen beobacht-
baren Vektor Y mit p > 1 ist
Y = α + BΦ + U mit Φ = WY .
Dabei ist Φ ein K-dimensionaler Zufallsvektor, α ∈ Rp×1 und B ∈ Rp×K sind die
unbekannten Parameter und W ∈ RK×p ist eine bekannte Matrix von Koeffizienten.
9Eine ausführlichere Behandlung der Faktorenanalyse erfolgt im Kapitel 30.
10Vgl. [Huschens 2006].
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28.1 Multivariate lineare Regression
Bemerkung 28.1 (Grundgesamtheitsmodell) Gegeben sind p Modellgleichungen
Yj = αj +
K∑
k=1
βjkXk + Uj, j = 1, . . . , p
für die p erklärten Variablen Y1, . . . , Yp, die K erklärenden Variablen X1, . . . , XK und die p
unbeobachtbaren Störvariablen U = (U1, . . . , Up)
′. Die Variablen X = (X1, . . . , XK)
′
und Y = (Y1, . . . , Yp)
′ sind beobachtbar. Das Modell in Vektordarstellung ist
Y = α + BX + U (28.1)
mit dem Koeffizientenvektor
α = (α1, . . . , αp)
′ ∈ Rp×1
und der Koeffizientenmatrix
B
def
= [βjk]j=1,...,p;k=1,...,K ∈ Rp×K .
Stochastische Annahmen für den Vektor der Störvariablen:
1. E[U ] = 0p.
2. V[U ] = Σ ist eine positiv semidefinite (meist positiv definite) Kovarianzmatrix, aber
im Allgemeinen keine Diagonalmatrix. Die Residualvariablen unterschiedlicher Glei-
chungen sind im Allgemeinen korreliert.
3. Cov[U,X] ist eine Nullmatrix, d. h. die Zufallsvektoren U und X sind unkorreliert.
Bemerkung 28.2
1. Häufig ist die Interpretation von α + BX als Regressionsfunktion im Sinn von
E[Y |X] = α + BX
erwünscht. Dann müssen anstatt E[U ] = 0p und V[U ] = Σ die stärkeren Annahmen
E[U |X] = 0p und V[U |X] = Σ
formuliert werden, aus denen E[Y |X] = α + BX und V[Y |X] = Σ folgen.
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2. Aus E[U |X] = 0p folgt E[U ] = E[E[U |X]] = 0p, während die Umkehrung nicht gilt.
Bemerkung 28.3 (Stichprobenmodell)
1. Mit einem zusätzlichen Individuenindex i für die n Beobachtungen ergeben sich die
Modellgleichungen
Yij = αj + βj1Xi1 + . . .+ βjKXiK + Uij, j = 1, . . . , p, i = 1, . . . , n .
2. Die Diagonalelemente von Σ sind die Varianzen der Residualvariablen Uj für j =
1, . . . , p und die übrigen Elemente von Σ sind Kovarianzen Cov[Uj, Uk] der Residual-
variablen verschiedener Gleichungen. Diese Kovarianzen dürfen nicht mit den Kovari-
anzen Cov[Uij, Ui′k] der Residualvariablen verschiedener Beobachtungen verwechselt
werden, für die in der Regel
Cov[Uij, Ui′k] = 0, i 6= i′, i, i′ = 1, . . . , n, j, k = 1, . . . , p
vorausgesetzt wird.
Bemerkung 28.4 (SUR-Modell)
1. Das multivariate lineare Regressionsmodell (28.1) enthält dieselben Regressoren
in jeder Gleichung, d. h. die Parametermatrix B enthält keine vorspezifizierten Nullen.
Es ist ein Spezialfall des Modells der scheinbar unverbundenen Regressionsglei-
chungen (seemingly unrelated regressions, SUR model).1
2. Das Modell scheinbar unverbundener Regressionen (SUR-Modell) besteht aus p Glei-
chungen für p erklärte Variablen:
Yj = αj + β
′
jX(j) + Uj, j = 1, . . . , p
mit
βj = (βj1, . . . , βjKj)
′ ∈ RKj j = 1, . . . , p ,
wobei in jeder Gleichung ein anderer Kj-dimensionaler Vektor von exogenen Varia-
blen X(j) verwendet werden kann. Somit können die Parametervektoren βj unter-
schiedliche Dimension haben.
3. Beispielsweise ist
Y1 = α1 + β11X1 + β12X2 + U1
Y2 = α2 + β22X2 + β23X3 + β24X4 + U2
ein SUR-Modell mit p = 2, K1 = 2 und K2 = 3. Mit X(1) = (X1, X2)
′, X(2) =
(X2, X3, X4)
′, β1 = (β11, β12)
′ und β2 = (β22, β23, β24)
′ erhält man die Darstellung
Y1 = α1 + β
′
1X(1) + U1
Y2 = α2 + β
′
2X(2) + U2
1Siehe [Rao et al. 2008, S. 198], [Frohn 1995, S. 203], [Mardia/Kent/Bibby 1979, 7.5.1].
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4. Die Kovarianzmatrix Σ = V[U ] des Vektors U = (U1, . . . , Up) ist im Allgemeinen
keine Diagonalmatrix.
5. Im Spezialfall
X(1) = X(2) = · · · = X(p)
ergibt sich das multivariate lineare Regressionsmodell aus (28.1).
6. Wenn man in einem SUR-Modell alle erklärenden Variablen in einem Vektor zusam-
menfasst, so lässt sich das SUR-Modell als ein multivariates lineares Regressionsmo-
dell
Y = α + BX + U
mit vorspezifizierten Nullrestriktionen auffassen. Das k-te Element in der j-
ten Zeile der Matrix B ist gleich Null, falls die k-te erklärende Variable nicht zur
Erklärung der j-ten Variablen verwendet wird.
Bemerkung 28.5 (Parameterschätzung im SUR-Modell)
1. Die zu schätzenden Parameter α, B und Σ im SUR-Modell können mit einer zweistu-
figen Methode der kleinsten Quadrate2 oder mit der Maximum-Likelihood-
Methode3 geschätzt werden.
2. Im SUR-Modell sind Einzelgleichungsschätzungen der Regressionsparameter, z. B.
mit der gewöhnlichen Methode der kleinsten Quadrate (GKQ-Schätzer), im Allgemei-
nen nicht effizient, da diese durch die Berücksichtigung der Kovarianzmatrix von
U verbessert werden können.
3. Eine Besonderheit des Spezialfalls mit denselben Regressoren in jeder Gleichung ist,
dass die GKQ-Schätzer aus den einzelnen Gleichungen ohne Berücksichtigung der
anderen Gleichungen bestimmt werden können. Selbst dann, wenn die Kovarianzma-
trix Σ bekannt ist, spezialisiert sich die verallgemeinerte Kleinst-Quadrate-Schätzung
(VKQ-Schätzung), die gegenüber der GKQ-Schätzung die Kenntnis der Kovarianz-
matrix verwendet, zur GKQ-Schätzung.
4. Falls die Kovarianzmatrix Σ eine Diagonalmatrix ist, liegt ein zweiter Spezialfall
scheinbar unverbundener Regressionsgleichungen vor, in welchem GKQ-Schätzungen
basierend auf den einzelnen Gleichungen sinnvoll sind.
Bemerkung 28.6 (Test im SUR-Modell) Ein Test der Nullhypothese, dass die Ko-
varianzmatrix Σ eine Diagonalmatrix ist (bzw. dass die Korrelationsmatrix eine Einheits-
matrix ist), kann mit den aus den geschätzten Residuen berechneten Korrelationen rjk
durchgeführt werden. Diese Korrelationen sind realisierte Werte von Zufallsvariablen Rjk.
Asymptotisch ist die Lagrange-Multiplikator-Statistik
λLM = n
p∑
j=2
j−1∑
k=1
R2jk
chiquadratverteilt mit p(p− 1)/2 Freiheitsgraden, wobei n die Anzahl unabhängiger Be-
obachtungen bezeichnet.4
2 [Judge et al. 1985, Kap. 12.1.1]
3 [Greene 2008, Kap. 16]
4 [Breusch/Pagan 1980], [Greene 2008, S. 265]
280 Kapitel 28. Multivariate lineare Modelle
28.2 Modelle mit simultanen Gleichungen
Bemerkung 28.7 (Simultane Gleichungssysteme)
1. In der Ökonometrie werden Modelle betrachtet, die aus Systemen linearer Gleichun-
gen5 der Form
Y = α + BX + ΓY + U (28.2)
bestehen, wobei Γ keine Nullmatrix ist. Dabei liegen in der Regel Vorinformationen
über einzelne Parameter in der Form von Nullrestriktionen oder linearen Restriktio-
nen vor. Indem man alle erklärten Variablen auf die linke Seite sortiert, erhält man
das Gleichungssystem
AY = α + BX + U (28.3)
mit der Koeffizientenmatrix A = Ip − Γ ∈ Rp×p. Die Darstellung (28.3), manchmal
auch bereits (28.2), heißt Strukturform des simultanen Gleichungssystems.
2. Von einem linearen Gleichungssystem in reduzierter Form spricht man, falls
der Vektor der erklärten Variablen isoliert auf der linken Seite steht,
Y = α + BX + U .
3. Falls die Matrix A in (28.3) invertierbar ist, nennt man das Gleichungssystem (28.3)
vollständig (complete) und man erhält aus der Strukturform die reduzierte Form
Y = A−1(α + BX + U) = α? + B?X + U?
mit
α?
def
= A−1α, B?
def
= A−1B und U?
def
= A−1U .
Beispiel 28.8 (Strukturform und reduzierte Form)
1. Für zwei beobachtbare endogene Variablen Y1 und Y2, eine beobachtbare exogene
Variable X1 und zwei unbeobachtbare Störvariablen U1 und U2 seien die Modellglei-
chungen
Y1 = α1 + β1X1 + γ1Y2 + U1,
Y2 = α2 + β2X1 + γ2Y1 + U2
gegeben. Diese lassen sich in die Strukturform
Y1 − γ1Y2 = α1 + β1X1 + U1, (28.4)
−γ2Y1 + Y2 = α2 + β2X1 + U2 (28.5)
überführen.
2. Durch Auflösung nach Y1 und Y2 erhält man die reduzierte Form
Y1 = α
?
1 + β
?
1X1 + U
?
1 ,
Y2 = α
?
2 + β
?
2X1 + U
?
2
5Vgl. [Greene 2008, Kap. 13], [Wooldridge 2009, Kap. 16].
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mit ∆
def
= 1− γ1γ2,
α?1 =
α1 + γ1α2
∆
, β?1 =
β1 + γ1β2
∆
, U?1 =
U1 + γ1U2
∆
,
α?2 =
α2 + γ2α1
∆
, β?2 =
β2 + γ2β1
∆
, U?2 =
U2 + γ2U1
∆
.
Die Bildung der reduzierten Form ist nur möglich, falls γ1γ2 6= 1. Diese Bedingung ent-
spricht der Invertierbarkeit der Matrix A in (28.3).
Bemerkung 28.9
1. Die statistische Analyse simultaner Gleichungssysteme bildet den Kernbereich der
Ökonometrie.
2. Das zentrale Problem ist dabei die Schätzung der Parameter der Strukturform, die
durch die Interdependenz der Gleichungen erschwert wird. Diese Interdependenz führt
dazu, dass die Parameter der reduzierten Form nichtlinear von den Parametern der
Strukturform abhängig sind.
28.3 Multivariate Varianzanalyse
Bemerkung 28.10 (Einfaktorielles Modell mit festen Effekten)
1. Ein Faktor A mit J Faktorstufen wirkt auf das Niveau der beobachtbaren Variablen,
die in den p-dimensionalen Vektoren Yij zusammengefasst sind.
2. Die Effektdarstellung der einfachen Varianzanalyse ist
Yij = µ+ αj + Uij, i = 1, . . . , nj, j = 1, . . . , J
mit µ ∈ Rp×1, αj ∈ Rp×1 und p-dimensionalen Zufallsvektoren Uij.
3. Alle Uij ∼ Np(0,Σ) sind stochastisch unabhängig.
4. Der Vektor αj ist der Effekt der j-ten Faktorstufe.
Bemerkung 28.11 (Zweifaktorielles Modell mit festen Effekten)
1. Für zwei Faktoren A und B mit J und K Faktorstufen ist die Effektdarstellung
Yijk = µ+ αj + βk + γjk + Uijk, i = 1, . . . , njk, j = 1, . . . , J, k = 1, . . . , K .
2. Alle Uijk ∼ Np(0,Σ) sind stochastisch unabhängig.
3. Die Vektoren αj ∈ Rp×1 und βk ∈ Rp×1 sind die Haupteffekte. Die Vektoren γjk ∈
Rp×1 sind die Interaktionseffekte.
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28.4 Weiterführendes
Bemerkung 28.12 (Rekursive Form) Eine rekursive Form eines Modells mit si-
multanen Gleichungen liegt vor, wenn sich das Gleichungssystems (28.3) nach geeigneter
Sortierung der Gleichungen und Umnummerierung der Variablen so schreiben lässt, dass
A eine untere Dreiecksmatrix ist. In (28.4-28.5) liegt eine rekursive Form vor, falls
γ1 = 0 und γ2 6= 0 oder falls γ2 = 0 und γ1 6= 0.
Bemerkung 28.13 (Variablenreduktion durch Faktoren)
1. Manchmal können die in sämtlichen Gleichungen einer multivariaten linearen Re-
gression vorhandenen K erklärenden Variablen durch K∗ < K Variablen ersetzt
werden, die sich als Linearkombinationen der K erklärenden Variablen ergeben. Dies
ist dann möglich, wenn für die Koeffizientenmatrix Rang(B) = K∗ < K gilt. Solche
Linearkombinationen beobachtbarer, erklärender Variablen werden dann auch6 als
Faktoren bezeichnet.
Zum Beispiel vereinfacht sich das Gleichungssystem
Y1 = α1 + aX1 + bX2 + U1
Y2 = α2 + 2aX1 + 2bX2 + U2
mit dem Faktor
F1
def
= aX1 + bX2
zu
Y1 = α1 + F1 + U1
Y2 = α2 + 2F1 + U2 .
2. Das Modell
Y = α + BX + U
mit B ∈ Rp×K und Rang(B) = K∗ < K wird äquivalent durch
Y = α + B∗F + U
mit B∗ ∈ Rp×K∗ dargestellt, wobei mit einer geeignet bestimmten (nicht eindeutigen)
Matrix A ∈ RK∗×K mit Rang(A) = K∗ gilt
B = B∗A und F = (F1, . . . , FK∗)
′ = AX .
Die Bestimmung der Matrix A führt zur statistischen Methodik der kanonischen
Korrelationsanalyse (canonical correlation analysis).7
3. Ein Koeffizient β∗jk von B
∗ ist die Sensitivität oder
’
das Beta‘ der endogenen
Variablen Yj bezüglich des Faktors Fk, j = 1, . . . , p, k = 1, . . . , K
∗.8
6Vgl. [Gouriéroux/Jasiak 2001, S. 196].
7Vgl. [Gouriéroux/Jasiak 2001, S. 198], [Mardia/Kent/Bibby 1979, Kap. 11].
8Vgl. [Gouriéroux/Jasiak 2001, S. 197].
Kapitel 29
Hauptkomponentenanalyse
Bemerkung 29.1
1. Man kann die Hauptkomponentenanalyse für die Grundgesamtheit (popula-
tion principal component analysis) und die Hauptkomponentenanalyse für die
Stichprobenwerte (sample principal component analysis) unterscheiden.
2. Im ersten Fall interessiert die Struktur einer theoretischen Kovarianzmatrix Σ =
V[Y ] eines p-dimensionalen Zufallsvektors Y = (Y1, . . . , Yp)′.
3. Der zweite Fall basiert auf einer empirischen Kovarianzmatrix S, die aus einer
Datenmatrix Y = [yij]i=1,...,n;j=1,...,p gewonnen wurde. Falls die n Zeilen der Datenma-
trix Y die Realisationen von identisch verteilten Zufallsvektoren (Yi1, . . . , Yip) = Y
′
i
für i = 1, . . . , n sind, dann ist S eine aus den Daten gewonnene Schätzung der theo-
retischen Kovarianzmatrix Σ = V[Yi].
29.1 Hauptkomponentenanalyse für die Grundgesamt-
heit
Bemerkung 29.2 (Modellierungsidee der Hauptkomponentenanalyse)
1. Die Modellgleichungen für p beobachtbare, endogene Variablen Y = (Y1, . . . , Yp)
′
mit der Kovarianzmatrix Σ = V[Y ] und p unbeobachtbare (latente) Variablen H =
(H1, . . . , Hp)
′ sind
Yj =
p∑
k=1
βjkHk, j = 1, . . . , p
bzw. in Matrixschreibweise
Y = BH (29.1)
mit der unbekannten Parametermatrix B = [βjk]j,k=1,...,p ∈ Rp×p. Dabei sollen die
unbeobachtbaren Variablen H unkorreliert sein, d. h. die Kovarianzmatrix V[H] soll
eine Diagonalmatrix sein.
2. Gesucht ist eine Darstellung der unbeobachtbaren Variablen H als Funktion der
beobachtbaren Variablen Y , so dass (29.1) gilt. Beschränkt man sich bei dieser Suche
auf Linearkombinationen
H = AY (29.2)
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der beobachtbaren Variablen mit A ∈ Rp×p, so gibt es unendlich viele Paare von
Matrizen (A,B), welche die beiden Gleichungen (29.1) und (29.2) gleichzeitig erfüllen
und zugleich eine diagonale Kovarianzmatrix von H erzeugen.
3. Die Hauptkomponentendarstellung ergibt sich aus einer Eigenwertzerlegung, vgl.
(25.5), Σ = ΓΛΓ′ mit der speziellen Wahl (A,B) = (Γ′,Γ).
Satz 29.3 Y sei ein p-dimensionaler Zufallsvektor mit der Kovarianzmatrix Σ = V[Y ]
und einer Eigenwertzerlegung
Σ = ΓΛΓ′ . (29.3)
Dann ist
H
def
= Γ′Y (29.4)
ein Zufallsvektor mit der diagonalen Kovarianzmatrix
V[H] = Λ
und es gilt
Y = ΓH .
Beweis Da Γ eine orthogonale Matrix ist, gilt Γ′Γ = ΓΓ′ = I. Damit gilt
V[H] = V[Γ′Y ] = Γ′V[Y ]Γ = Γ′ΣΓ = Γ′ΓΛΓ′Γ = IΛI = Λ.
Mit (29.4) folgt
ΓH = ΓΓ′Y = IY = Y.
Definition 29.4 (Hauptkomponenten) Es sei Σ = V[Y ] die Kovarianzmatrix des p-
dimensionalen Zufallsvektors Y mit einer Eigenwertzerlegung (29.3), wobei die Eigenwerte
absteigend geordnet sind. Dann sind die Komponenten des p-dimensionalen Zufallsvektors
H = (H1, . . . , Hp)
′ def= Γ′Y (29.5)
die p Hauptkomponenten der Matrix Σ. H1 heißt erste Hauptkomponente, H2 heißt
zweite Hauptkomponente usw.
Bemerkung 29.5 (Eigenschaften)
1. Hj = γ
′
jY und V[Hj] = λj, wobei γj der zu λj gehörige Eigenvektor ist.
2. V[H] = Λ.
3. V[H1] ≥ V[H2] ≥ . . . ≥ V[Hp] ≥ 0.
4. Cov[Hj, Hk] = 0 für j 6= k.
5.
∑p
j=1 V[Hj] = Spur(Λ) = Spur(Σ).
6.
∏p
j=1 V[Hj] = |Λ| = |Σ|.
7. Die Hauptkomponenten besitzen folgende Maximierungseigenschaften:
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(a) H1 = γ
′
1Y besitzt unter allen Linearkombinationen a
′Y mit a′a = 1 die maximale
Varianz.
(b) H2 = γ
′
2Y besitzt unter allen Linearkombinationen a
′Y mit a′a = 1 und a′γ1 = 0
die maximale Varianz.
(c) H3 = γ
′
3Y besitzt unter allen Linearkombinationen a
′Y mit a′a = 1, a′γ1 = 0
und a′γ2 = 0 die maximale Varianz usw.
8. Die Matrix der Eigenvektoren ist nur dann eindeutig (bis auf Vorzeichen), falls alle
Eigenwerte voneinander verschieden sind.
Beispiel 29.6 (Hauptkomponenten) Gegeben ist Y = (Y1, Y2)
′ mit dem Erwartungs-
wertvektor E[Y ] = (µ1, µ2)
′, der Kovarianzmatrix
V[Y ] = %[Y ] =
[
1 %
% 1
]
und 0 < % < 1. Mit den Eigenvektoren aus (25.8) ergeben sich die erste und die zweite
Hauptkomponente
H1 =
Y1 + Y2√
2
und H2 =
Y1 − Y2√
2
.
Es gilt
E[H1] =
µ1 + µ2√
2
, E[H2] =
µ1 − µ2√
2
und
V[H] =
[
1 + % 0
0 1− %
]
.
Definition 29.7 (Zentrierte Hauptkomponenten) Es sei Σ = V[Y ] die Kovarianz-
matrix des p-dimensionalen Zufallsvektors Y mit einer Eigenwertzerlegung (29.3), wobei
die Eigenwerte absteigend geordnet sind. Durch
Ḣ
def
= Γ′Ẏ
mit Ẏ = Y − E[Y ] sind die zentrierten Hauptkomponenten definiert.
Beispiel 29.8 Mit Fortsetzung von Beispiel 29.6 ergibt sich
Ḣ1 =
Ẏ1 + Ẏ2√
2
, Ḣ2 =
Ẏ1 − Ẏ2√
2
mit E[Ḣ1] = E[Ḣ2] = 0 und V[Ḣ] = V[H].
Bemerkung 29.9 (Zentrierung)
1. Für die zentrierten Variablen gilt
E[Ẏ ] = 0, V[Ẏ ] = V[Y ], E[Ḣ] = 0 und V[Ḣ] = V[H].
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2. Häufig werden in der Literatur nur die zentrierten Hauptkomponenten betrachtet
und dann einfach als
”
die Hauptkomponenten“1 bezeichnet. Andererseits geht eine
Monographie zur Hauptkomponentenanalyse2 durchgängig von den nichtzentrierten
Hauptkomponenten aus.
Bemerkung 29.10 (Skalierung)
1. C 6= I sei eine Diagonalmatrix mit positiven Diagonalelementen. Für den skalierten
Vektor Y ∗ = CY gilt
Σ∗
def
= V[Y ∗] = CΣC = CΓΛΓ′C,
wobei die Eigenvektoren von Σ∗ nicht durch eine geeignete Skalierung aus den Ei-
genvektoren von Σ gewonnen werden können.3
2. Eine inhaltliche Interpretation der Hauptkomponenten als Index (gewichtete Linear-
kombination) ist häufig nur möglich, wenn die Variablen ähnlich skaliert sind.
3. Eine häufig verwendete Variante der Hauptkomponentenanalyse wählt daher als Aus-
gangspunkt die standardisierten Variablen bzw. die Korrelationsmatrix.4
29.2 Hauptkomponentenanalyse für die Stichproben-
werte
Definition 29.11 Gegeben sei eine Datenmatrix Y ∈ Rn×p, die zugehörige zentrierte
Datenmatrix Ẏ ∈ Rn×p und eine Eigenwertzerlegung
S = GLG′ (29.6)
der empirischen Kovarianzmatrix S ∈ Rp×p mit absteigend geordneten Eigenwerten.
1. Dann heißen die p jeweils n-dimensionalen Spalten der Matrix
K = YG ∈ Rn×p (29.7)
die Hauptkomponenten von S. Die erste Spalte heißt erste Hauptkomponente,
die zweite Spalte heißt zweite Hauptkomponente usw.
2. Die p jeweils n-dimensionalen Spalten der Matrix
K̇ = ẎG ∈ Rn×p
sind die zentrierten Hauptkomponenten.
1Z. B. [Mardia/Kent/Bibby 1979, Kap. 8.].
2 [Jolliffe 2002]
3Vgl. [Mardia/Kent/Bibby 1979, S. 220], [Jolliffe 2002, S. 26].
4 [Jolliffe 2002, S. 26]
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Bemerkung 29.12
1. Für die Datenmatrix ergibt sich die Darstellung
Y = KG′ .
2. Die empirische Kovarianzmatrix von K ist G′SG = L.
3. Die j-te Spalte von G enthält den j-ten Eigenvektor mit den Komponenten g1j, . . . , gpj.
Die i-te Zeile von Y enthält die Komponenten yi1, . . . , yip für die i-te Beobachtung.
Die j-te Spalte von K enthält die n Komponenten
kij =
p∑
l=1
gljyil, i = 1, . . . , n.
Dabei ist kij die i-te Komponente der j-ten Hauptkomponente.
4. Auf einer abstrakteren Ebene, losgelöst von den einzelnen Beobachtungen, erhält man
also die Variablentransformation
Kj =
p∑
l=1
gljYl,
wobei die kij als Beobachtungen der Variablen Kj und die yil als Beobachtungen der
Variablen Yl aufgefasst werden, dies entspricht der Gleichung (29.5).
5. Die Parallelität zwischen der Gleichung (29.5) der theoretischen Hauptkomponenten-
analyse und der Gleichung (29.7) der empirischen Hauptkomponentenanalyse wird
deutlich, wenn man berücksichtigt, dass der Zufallsvektor Y ein Spaltenvektor mit
den Variablen als Zeilen ist, während in der Datenmatrix Y die Variablen durch die
Spalten gebildet werden. Die Transponierung von (29.7) führt zu
K′ = G′Y′ ∈ Rp×n, (29.8)
wobei jeweils die i-te Spalte in (29.8) der Gleichung (29.5) entspricht.
Bemerkung 29.13 (Hauptkomponenten einer Korrelationsmatrix) Ausgehend von
der standardisierten Datenmatrix Z ∈ Rn×p ergibt sich eine Eigenwertzerlegung
R = G̃L̃G̃
′
der empirischen Korrelationsmatrix R = n−1Z′Z ∈ Rp×p mit absteigend geordneten Ei-
genwerten. Diese Eigenwerte und -vektoren sind nicht mit denen der empirischen Kovari-
anzmatrix identisch, d. h. die Matrizen G̃ und L̃ sind im Allgemeinen nicht dieselben wie
G und L in Gleichung (29.6). Mit den Hauptkomponenten
K̃ = ZG̃ ∈ Rn×p
gilt die Darstellung
Z = K̃G̃
′ ∈ Rn×p
der standardisierten Datenmatrix. Die empirische Kovarianzmatrix der Hauptkomponen-
ten ist
1
n
K̃
′
K̃ =
1
n
G̃
′
Z′ZG̃ =
1
n
G̃
′
(nR)G̃ = G̃
′
RG̃ = L̃ .
288 Kapitel 29. Hauptkomponentenanalyse
Bemerkung 29.14 (Statistische Inferenz und Hauptkomponentenanalyse)
1. Die Hauptkomponentenanalyse für eine empirische Kovarianzmatrix wirft die stati-
stischen Fragestellungen auf, wie gut die Grundgesamtheitsparameter Λ und Γ durch
die Stichprobenparameter L und G geschätzt werden5 und wie Tests über die Grund-
gesamtheitsparameter durchgeführt werden können6.
2. Die Hauptkomponenten werden bei der linearen Regression auch im Zusammenhang
mit der Behandlung des Multikollinearitätsproblems verwendet7.
29.3 Weiterführendes
Bemerkung 29.15 Die Hauptkomponentenanalyse beruht auf der linearen Transforma-
tion eines korrelierten Zufallsvektors Y in einen unkorrelierten Zufallsvektor H, den Vek-
tor der Hauptkomponenten. Einige Ansätze der Faktorenanalyse beruhen auf der linearen
Transformation in einen Zufallsvektor Φ, dessen Kovarianzmatrix die Einheitsmatrix ist
und dessen Komponenten Hauptfaktoren heißen.
Definition 29.16 (Hauptfaktoren) Y sei ein p-dimensionaler Zufallsvektor mit E[Y ] =
0 und den Hauptkomponenten H = Γ′Y , vgl. (29.5). Dann ist
Φ
def
= Λ−1/2H (29.9)
der Vektor der Hauptfaktoren.
Satz 29.17 (Hauptfaktoren) Der p-dimensionale Vektor der Hauptfaktoren Φ aus De-
finition 29.16 hat den Erwartungswertvektor E[Φ] = 0 und die Kovarianzmatrix V[Φ] =
Ip. Außerdem gilt
Y = BΦ
mit der Parametermatrix
B
def
= ΓΛ1/2 .
Beweis Es gilt
E[Φ] = E[Λ−1/2H] = E[Λ−1/2Γ′Y ] = Λ−1/2Γ′E[Y ] = Λ−1/2Γ′0 = 0,
V[Φ] = V[Λ−1/2H] = Λ−1/2V[H]Λ−1/2 = Λ−1/2ΛΛ−1/2 = Ip,
Y = ΓH = ΓΛ1/2Λ−1/2H = BΦ .
Beispiel 29.18 (Hauptkomponenten und -faktoren) Für die standardisierten Zu-
fallsvariablen Y1 und Y2 gelte Corr[Y1, Y2] = % mit −1 < % < 1, vgl. Beispiel 29.6.
5Siehe [Mardia/Kent/Bibby 1979, Kap. 8.3], [Jolliffe 2002, Kap. 3.7.1-2].
6Siehe [Mardia/Kent/Bibby 1979, Kap. 8.4], [Jolliffe 2002, Kap. 3.7.3].
7Siehe [Jolliffe 2002, Kap. 8], [Judge et al. 1985, S. 910], [Mardia/Kent/Bibby 1979, Kap. 8.8].
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1. Die Hauptkomponenten
H1
def
=
Y1 + Y2√
2
und H2
def
=
Y1 − Y2√
2
sind unkorreliert mit V[H1] = 1 + % und V[H2] = 1− %. Es gilt
Y1 =
H1 +H2√
2
und Y2 =
H1 −H2√
2
.
2. Für die Hauptfaktoren
Φ1
def
=
Y1 + Y2√
2(1 + %)
und Φ2
def
=
Y1 − Y2√
2(1− %)
gilt
V[Φ] = %[Φ] = I2.
Es gilt
Y1 =
√
1 + %Φ1 +
√
1− %Φ2√
2
und Y2 =
√
1 + %Φ1 −
√
1− %Φ2√
2
.
Bemerkung 29.19 (Transformation unkorrelierter Zufallsvariablen) Es sei Y ein
Zufallsvektor mit E[Y ] = 0 und der positiv definiten Kovarianzmatrix Σ ∈ Rp×p. Dann
existiert eine Darstellung
Y = BZ, Z = B−1Y (29.10)
mit einer invertierbaren Matrix B ∈ Rp×p und einem standardisierten und unkorrelierten
Zufallsvektor Z, d. h. mit V[Z] = Ip. Eine solche Darstellung kann nicht eindeutig sein,
da mit jeder orthogonalen Matrix T ∈ Rp×p eine neue Parametermatrix BT
def
= BT und
ein transformierter Vektor ZT
def
= T′Z gebildet werden können, für die
Y = BZ = BTT′Z = BTZT
und
ZT = T
′Z = T′B−1Y = T−1B−1Y = (BT)−1Y = B−1T Y
gilt. Das dritte Gleichheitszeichen gilt wegen Satz 25.4.2. Aus E[Z] = 0 folgt E[ZT] = 0
und aus V[Z] = Ip folgt V[ZT] = T′V[Z]T = T′T = Ip.
1. Im Fall p = 1 und σ
def
=
√
V[Y ] > 0 erhält man mit Z def= Y
σ
und ZT = −Z die
beiden Darstellungen
Y = σZ und Y = −σZT .
Die einzigen orthogonalen Matrizen T ∈ R1×1 sind die beiden Skalare −1 und 1.
2. Im Fall p > 2 können B und Z auf unendlich viele verschiedene Arten gewählt
werden.
(a) Eine Wahl für B ist die symmetrische, positiv definite Matrix Σ1/2, die auch als
Quadratwurzel der Kovarianzmatrix Σ bezeichnet wird, vgl. Definition 25.28.
Mit dieser gilt
Y = Σ1/2Z und Z = Σ−1/2Y .
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(b) Eine weitere Möglichkeit ist für Z den Vektor der Hauptfaktoren zu wählen, vgl.
(29.9). Es gilt dann
Y = Γ′Λ1/2Z und Z = Λ−1/2ΓY ,
wobei Σ = ΓΛΓ′ eine Eigenwertzerlegung von Σ ist.
(c) Die Wahl als untere Dreiecksmatrix ist vorteilhaft bei der Erzeugung mehr-
dimensional normalverteilter Zufallszahlen oder wenn eine rekursive Kausalin-
terpretation erwünscht ist. Es gilt dann
Y1 = d11Z1
Y2 = d21Z1 + d22Z2
· · ·
Yp = dp1Z1 + dp2Z2 + · · ·+ dppZp
bzw.
Y = DZ
mit einer unteren Dreiecksmatrix D. Ein rekursives Verfahren zur Bestimmung
von D aus den Koeffizienten einer positiv definiten Matrix Σ ist die Cholesky-
Zerlegung (cholesky decomposition).8
8Siehe [Harville 2008, S. 238]
Kapitel 30
Faktorenanalyse
Bemerkung 30.1
1. Die Faktorenanalyse gehört wie die Hauptkomponentenanalyse zu den Methoden mit
latenten (unbeobachtbaren) Variablen.
2. Ziel der Faktorenanalyse ist es, die Kovarianzstruktur von p beobachtbaren Varia-
blen durch eine kleinere Anzahl unterliegender Faktoren zu erklären, die manchmal
kausal interpretiert werden.
30.1 Modell der Faktorenanalyse
Bemerkung 30.2 (Modellgleichungen) Die Modellgleichungen für die p beobachtba-
ren Variablen Y = (Y1, . . . , Yp)
′ mit dem Erwartungswertvektor µ = (µ1, . . . , µp)
′ = E[Y ]
und positiv definiter Kovarianzmatrix Σ = V[Y ] sind
Yj = µj +
K∑
k=1
βjkΦk + Uj, j = 1, . . . , p . (30.1)
Dabei heißen die K < p unbeobachtbaren (latenten) Variablen Φ = (Φ1, . . . ,ΦK)
′
gemeinsame Faktoren (common factors) und U = (U1, . . . , Up)
′ ist der Vektor der
p unbeobachtbaren spezifischen Faktoren (specific factors) oder Einzelrestfaktoren
(unique factors). Die Koeffizienten βjk der so genannten Ladungsmatrix
B
def
= [βjk]j=1,...,p;k=1,...,K
heißen Faktorladungen (factor loadings). In Matrixschreibweise erhält man die Modell-
gleichung
Y = µ+ BΦ + U . (30.2)
Bemerkung 30.3 (Annahmen) Es werden folgende stochastische Annahmen gemacht:
1. Die gemeinsamen Faktoren sind standardisiert und unkorreliert,
E[Φ] = 0K , V[Φ] = %[Φ] = IK .
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2. Die spezifischen Faktoren sind zentriert, E[U ] = 0p, und unkorreliert, d. h. V[U ] = ∆
mit einer Diagonalmatrix ∆ ∈ Rp×p.
3. Die Vektoren U und Φ sind unkorreliert, Cov[Φ, U ] = 0K,p.
Satz 30.4 (Varianzzerlegung) Für j = 1, . . . , p gilt
V[Yj] = κj + V[Uj] mit κj
def
=
K∑
k=1
β2jk . (30.3)
Beweis Mit Cov[Φj,Φk] = 0 für j 6= k, Cov[Φk, Uj] = 0 und V[Φj] = 1 folgt
V[Yj] =
K∑
k=1
β2jkV[Φj] + V[Uj] = κj + V[Uj].
Bemerkung 30.5 Die Koeffizienten κj heißen Kommunalitäten (communality) und
die Varianzen V[Uj] heißen spezifische Varianzen (specific variances) oder Einzelrest-
varianzen (unique variances).
Satz 30.6 (Fundamentaltheorem der Faktorenanalyse) Es gilt
Σ = BB′ + ∆ . (30.4)
Beweis Aus (30.2) folgt
Σ = V[Y ] = V[BΦ + U ] = V[BΦ] + Cov[BΦ, U ] + Cov[U,BΦ] + V[U ]
= BV[Φ]B′ + BCov[Φ, U ] + Cov[U,Φ]B′ + ∆
= BIB′ + B0K,p + 0p,KB
′ + ∆
= BB′ + ∆ .
Bemerkung 30.7 (Struktur von Kovarianz- und Korrelationsmatrix)
1. Für die Korrelationsmatrix P = %[Y ] gilt die zu (30.4) analoge Zerlegung
P = B∗B
′
∗ + ∆∗ (30.5)
mit
B∗
def
= D−1B, ∆∗
def
= D−1∆D−1 und P = D−1ΣD−1,
wobei D eine Diagonalmatrix mit den Diagonalelementen
√
V[Yj] ist.
2. Die Annahmen der Faktorenanalyse postulieren also mit (30.4) und (30.5) eine spezi-
elle Struktur der Kovarianz- bzw. Korrelationsmatrix der beobachtbaren Variablen.
3. Für den Vektor der standardisierten Variablen
Y∗
def
= D−1(Y − µ)
mit den p Komponenten Y∗j = (Yj − µj)/
√
V[Yj] ergibt sich die Modellgleichung
Y∗ = B∗Φ + U∗ (30.6)
mit U∗
def
= D−1U .
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4. Für die Diagonalelemente von (30.5) ergeben sich die Zerlegungen
1 = κ∗j + (1− κ∗j), j = 1, . . . , p
mit den Kommunalitäten
κ∗j
def
=
K∑
k=1
β∗2jk
und den Einzelrestvarianzen 1− κ∗j , welche die Diagonalelemente von ∆∗ bilden.
Bemerkung 30.8 (Modell für die Daten)
1. Für n Beobachtungen resultiert aus (30.1) das Gleichungssystem
yij = µj +
K∑
k=1
βjkfik + uij, i = 1, . . . , n, j = 1, . . . , p (30.7)
für die Daten yij, die Faktorwerte fik und die Werte uik der spezifischen Faktoren.
Mit der Datenmatrix
Y
def
= [yij]i=1,...,n;j=1,...,p ∈ Rn×p,
der Matrix der Faktorwerte
F
def
= [fik]i=1,...,n;k=1,...,K ∈ Rn×K
und der Matrix der Werte der spezifischen Faktoren
U
def
= [uij]i=1,...,n;j=1,...,p ∈ Rn×p
ergibt sich das Gleichungssystem (30.7) in Matrixschreibweise als
Y = 1nµ
′ + FB′ + U . (30.8)
Dabei ist die Koeffizientenmatrix B unbekannt und die Matrizen F und U der Werte
der gemeinsamen und spezifischen Faktoren sind unbeobachtbar. Das Gleichungssy-
stem (30.8) ist die empirische Analogie zum Gleichungssystem (30.2).
2. Bei einer Standardisierung mit den (unbekannten) Parametern µ und D ergibt sich
in Analogie zu (30.6)
(Y − 1nµ′)D−1 = FB′∗ + U∗ . (30.9)
mit U∗ = UD
−1.
3. Die üblichen Schätzwerte für die Komponenten µj von µ und für die Diagonalelemente√
V[Yj] von D sind die empirischen Mittelwerte und Standardabweichungen
ȳj
def
=
1
n
n∑
i=1
yij, sj
def
=
√√√√ 1
n
n∑
i=1
(yij − ȳj)2, j = 1, . . . , p . (30.10)
Aus der Datenmatrix Y ergibt sich die standardisierte Datenmatrix
Z
def
= [zij]i=1,...,n;j=1,...,p ∈ Rn×p mit zij
def
=
yij − ȳj
sj
.
Ersetzt man in (30.9) die Parameter µ und D durch die Schätzwerte aus (30.10), so
ergibt sich für die standardisierte Datenmatrix
Z ≈ FB′∗ + U∗ . (30.11)
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30.2 Faktorextraktion
Bemerkung 30.9
1. In diesem Abschnitt wird die so genannte Faktorextraktion, dies ist die Bestim-
mung von Faktoren für eine erste Faktordarstellung, erläutert. Mit der so genannten
Faktorrotation, siehe dazu Abschnitt 30.3, werden dann neue Faktoren gesucht, die
leichter zu interpretieren sind, aber dieselbe Zerlegung der Kovarianz- bzw. Korrela-
tionsmatrix besitzen.
2. Als Methode der statistischen Inferenz für die Parameter des Modells lassen sich
Maximum-Likelihood-Schätzungen bestimmen. Zwei weitere Verfahren zur Be-
stimmung von Faktoren sind die Hauptkomponentenmethode (principal compo-
nent method) und die Hauptfaktorenanalyse (method of principal factors, principal
factor analysis). Diese Verfahren sind eher heuristisch motiviert und können auch als
Verfahren der deskriptiven Statistik interpretiert werden.
Bemerkung 30.10 (Maximum-Likelihood-Schätzungen)
1. Unter Annahme einer multivariaten Normalverteilung, vgl. Definition 26.27, für die
beobachtbaren Variablen, d. h.
Y ∼ Np(µ,Σ),
lassen sich Maximum-Likelihood-Schätzungen (ML-Schätzungen) für die Parameter
µ, B und ∆ durchführen.1 Die Loglikelihoodfunktion lässt sich mit einigen Umfor-
mungen2 in der Form
l(µ,B,∆; Y) = −n
2
[
ln det(2πΣ) + Spur(Σ−1S) + (ȳ − µ)′Σ−1(ȳ − µ)
]
mit
Σ = BB′ + ∆
schreiben. Dabei ist Y ∈ Rn×p die Datenmatrix,
ȳ = (ȳ1, . . . , ȳp)
′ =
1
n
Y′1n ∈ Rp×1
der Spaltenvektor der Mittelwerte und S die aus Y berechnete empirische Kovarianz-
matrix. Der ML-Schätzwert für µ ist µ̂ = ȳ. Zur Bestimmung von ML-Schätzungen
für die Ladungsmatrix B und für die Diagonalmatrix ∆ muss
l(µ̂,B,∆; Y) = −n
2
[
ln det(2π(BB′ + ∆)) + Spur((BB′ + ∆)−1S)
]
,
numerisch bezüglich B und ∆ maximiert werden.
2. Basierend auf der Annahme einer multivariaten Normalverteilung kann die Hypothe-
se, dass K < p gemeinsame Faktoren ausreichend sind, um die Struktur der Daten
zu beschreiben, gegen die Alternative getestet werden, dass die Struktur von Σ keine
Beschränkungen enthält.3
1 [Mardia/Kent/Bibby 1979, Kap. 9.4], [Fahrmeir/Hamerle/Tutz 1996, S. 649]
2Siehe z. B. [Anderson 2003, S. 69], [Mardia/Kent/Bibby 1979, S. 97].
3 [Mardia/Kent/Bibby 1979, Kap. 9.5], [Fahrmeir/Hamerle/Tutz 1996, S. 652]
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Bemerkung 30.11 (K-Faktor-Darstellung) Für eine K-Faktor-Darstellung ist eine
Matrix F ∈ Rn×K von Faktorwerten und eine geschätzte Parametermatrix B̂∗ ∈ Rp×K
gesucht, so dass
Z ≈ FB̂
′
∗
in Analogie zu (30.11) gilt. Mit der Matrix V
def
= Z− FB̂
′
∗ der Restwerte ergibt sich
Z = FB̂
′
∗ + V. (30.12)
In Analogie zur Zerlegung (30.5) wird für die empirische Korrelationsmatrix
R = [rjk]j,k=1,...,p =
1
n
Z′Z
eine geeignete Darstellung
R ≈ B̂∗B̂
′
∗ + ∆̂∗ (30.13)
mit einer Diagonalmatrix ∆̂∗ ∈ Rp×p gesucht.
Bemerkung 30.12 (Hauptkomponentenmethode)
1. Die Hauptkomponentenmethode4 bestimmt eine K-Faktor-Darstellung basierend auf
den ersten K Hauptkomponenten einer Hauptkomponentenanalyse der empirischen
Korrelationsmatrix. Eine Eigenwertzerlegung der empirischen Korrelationsmatrix führt
zur Darstellung
R = GLG′ =
p∑
j=1
ljgjg
′
j .
Dabei sind die nichtnegativen Eigenwerte lj absteigend geordnet und es gilt
p∑
j=1
lj = Spur(L) = Spur(R) = p .
2. Zur Bestimmung der Anzahl der Faktoren werden z. B. nur diejenigen K von insge-
samt p Hauptkomponenten beibehalten, deren Eigenwerte größer als Eins sind.5
3. Für eine K-Faktordarstellung wird die Matrix
RK
def
=
K∑
j=1
ljgjg
′
j = GKLKG
′
K
gebildet. Dabei besteht GK = [g1| · · · |gK ] ∈ Rp×K aus den ersten K Eigenvekto-
ren und LK ∈ RK×K ist eine Diagonalmatrix mit den ersten K Eigenwerten als
Diagonalelementen. Mit
B̂∗ = GKL
1/2
K (30.14)
gilt dann
RK = B̂∗B̂
′
∗
4 [Fahrmeir/Hamerle/Tutz 1996, S. 667]
5 [Fahrmeir/Hamerle/Tutz 1996, S. 669]
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und man erhält für die Korrelationsmatrix R die Darstellung
R = RK + Rest = B̂∗B̂
′
∗ + Rest .
Die Matrix Rest ∈ Rp×p ist im Allgemeinen keine Diagonalmatrix. Ihre Diagonale
ist eine Schätzung ∆̂∗ von ∆∗. Das Ergebnis der Schätzung von B∗ und ∆∗ ist eine
Darstellung der Form (30.13).
4. Die K-Faktor-Darstellung (30.12) gilt dann mit der Matrix der Faktorwerte
F
def
= ZGKL
−1/2
K ∈ R
n×K . (30.15)
Die Spalten von F sind die so genannten Hauptfaktoren von Z. Die Faktorwerte
sind empirisch unkorreliert, d. h. es gilt
1
n
F′F = IK .
Bemerkung 30.13 (Anmerkungen zur Hauptkomponentenmethode)
1. Bei der Hauptkomponentenmethode wird ein möglichst großer Varianzanteil durch
die gemeinsamen Faktoren erklärt. Allerdings behauptet das Modell der Faktorenana-
lyse nicht, dass in der Varianzzerlegung (30.3) die Varianz der spezifischen Faktoren
gegenüber den Kommunalitäten klein ist.
2. Das Modell der Faktorenanalyse postuliert eine Diagonalgestalt der Kovarianzma-
trix der spezifischen Faktoren. Dieser Diagonalgestalt wird in der Methodik nicht
Rechnung getragen.
Bemerkung 30.14 (Hauptfaktorenanalyse) Das Schätzverfahren Hauptfaktorenana-
lyse6 geht von der empirischen Korrelationsmatrix R aus und besteht aus drei Schritten:
1. Anfangsschätzung von ∆∗:
Als Anfangsschätzwert κ̂∗j der Kommunalität κ
∗
j wird entweder das Quadrat des mul-
tiplen Korrelationskoeffizienten, siehe Abschnitt 15.29, einer Regression der j-ten
Variablen auf die restlichen p − 1 Variablen7 oder das Maximum maxk 6=j |rjk| ver-
wendet.8 Aus den geschätzten Kommunalitäten κ̂∗j ergeben sich Schätzwerte 1 − κ̂∗j
für die Einzelrestvarianzen und damit eine geschätzte Diagonalmatrix ∆̂∗ als An-
fangsschätzung von ∆∗.
2. Schätzung von B∗:
Für die so genannte reduzierte Korrelationsmatrix
Rred
def
= R− ∆̂∗
wird eine Eigenwertzerlegung
Rred = GLG
′ =
p∑
j=1
ljgjg
′
j
6 [Mardia/Kent/Bibby 1979, Kap. 9.3], [Fahrmeir/Hamerle/Tutz 1996, S. 671]
7Vgl. [Fahrmeir/Hamerle/Tutz 1996, S. 674].
8Vgl. [Mardia/Kent/Bibby 1979, S. 262].
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berechnet. Diese kann negative Eigenwerte aufweisen, da Rred zwar symmetrisch,
aber im Allgemeinen nicht positiv semidefinit ist. Durch Beschränkung auf die ersten
K < p positiven Eigenwerte erhält man eine Näherung von Rred durch eine positiv
semidefinite Matrix
RK
def
=
K∑
j=1
ljgjg
′
j = GKLKG
′
K .
Dabei ist GK = [g1| · · · |gK ] ∈ Rp×K und LK ∈ RK×K ist eine Diagonalmatrix mit
den ersten K Eigenwerten als Diagonalelementen. Mit
B̂∗ = GKL
1/2
K (30.16)
gilt dann
RK = B̂∗B̂
′
∗
und man erhält für die Korrelationsmatrix R die Darstellung
R = RK + Rest = B̂∗B̂
′
∗ + Rest, (30.17)
wobei Rest im Allgemeinen keine Diagonalmatrix ist. Die Faktorwerte sind9
F
def
= ZGKL
−1/2
K ∈ R
n×K .
3. Korrigierte Schätzung von ∆∗:
Die Diagonale der Matrix Rest ist eine korrigierte Schätzung ∆̂∗ von ∆∗. Wenn alle
Diagonalelemente nichtnegativ sind, ist mit B̂∗ und ∆̂∗ eine K-Faktor-Darstellung
der Form (30.13) gefunden.10
Bemerkung 30.15 (Anmerkungen zur Hauptfaktorenanalyse)
1. Im Vergleich zur Hauptkomponentenmethode wird der Varianzanteil der spezifischen
Faktoren explizit geschätzt und diesem dadurch ein größeres Gewicht zugemessen.
2. Im Unterschied zur Hauptkomponentenmethode wird der Diagonalgestalt der Kova-
rianzmatrix der spezifischen Faktoren größere Bedeutung beigemessen.
3. Die Schritte 2. und 3. können iteriert angewendet werden, bis sich die Schätzwerte
κ̂j stabilisieren.
11
30.3 Faktorrotation
Bemerkung 30.16 (Mehrdeutigkeit der Faktoren und Faktorladungen)
9 [Fahrmeir/Hamerle/Tutz 1996, S. 693]
10Vgl. [Mardia/Kent/Bibby 1979, S. 262].
11 [Fahrmeir/Hamerle/Tutz 1996, S. 672]
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1. Mit einer orthogonalen Matrix T ∈ RK×K , T 6= IK erhält man mit
BT
def
= BT und ΦT
def
= T′Φ
neue Faktorladungen BT und neue standardisierte und unkorrelierte Faktoren ΦT
mit
BΦ = BIKΦ = BTT
′Φ = BTΦT .
Die beiden Modelle
Y = µ+ BΦ + U und Y = µ+ BTΦT + U
sind in dem Sinn beobachtungsäquivalent, dass sie dieselbe Kovarianzmatrix
Σ = BB′ + ∆ = BTT′B′ + ∆ = BTB
′
T + ∆
besitzen. Auf der Basis der Kovarianzmatrix kann, selbst wenn sie bekannt wäre und
nicht geschätzt werden müsste, nicht zwischen den Modellen unterschieden werden.
2. Dieselbe Mehrdeutigkeit ergibt sich für die Daten. Eine K-Faktor-Darstellung
Y = 1n(ȳ1, . . . , ȳp) + FB
′ + V
mit Y ∈ Rn×p, F ∈ Rn×K , B ∈ Rp×K und V ∈ Rn×p, führt durch Einschieben von
TT′ zu einer Darstellung
Y = 1n(ȳ1, . . . , ȳp) + FTT
′B′ + V = 1n(ȳ1, . . . , ȳp) + FTB
′
T + V
mit neuen Faktorwerten FT
def
= FT und neuen Faktorladungen BT
def
= BT.
Bemerkung 30.17 (Faktorrotation)
1. Es gibt somit genauso viele beobachtungsäquivalente und mit statistischen Metho-
den nicht unterscheidbare Darstellungen eines K-Faktor-Modelles, wie es orthogonale
Matrizen gibt. Diese Nichteindeutigkeit der Faktoren und Faktorladungen wird in der
Faktorenanalyse zur sogenannten Faktorrotation genutzt. Diese ist algebraisch ge-
sehen die Multiplikation mit einer orthogonalen Matrix und geometrisch gesehen eine
Rotation (Drehung) des Koordinatensystems.
2. Inhaltlich wird durch die Faktorrotation eine leicht interpretierbare Darstellung der
Faktoren angestrebt.12 Beispielsweise sucht man bei der Varimax-Rotation Ladungs-
matrizen, die neben wenigen betragsmäßig großen Ladungswerten möglichst viele
Ladungswerte nahe bei Null haben.
12 [Mardia/Kent/Bibby 1979, 9.6]
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30.4 Weiterführendes
Bemerkung 30.18 (Skaleninvarianz der Faktorenanalyse) Eine Umskalierung der
beobachtbaren Variablen kann durch eine Multiplikation mit einer Diagonalmatrix C 6=
I mit positiven Diagonalelementen dargestellt werden. Für die umskalierten Variablen
YC
def
= CY erhält man die Modellgleichung
YC = µC + BCΦ + UC (30.18)
mit µC
def
= Cµ, BC
def
= CB, UC
def
= CU . Wenn ein Paar (B,Φ) die Gleichung (30.2)
für Y erfüllt, dann erfüllt das Paar (BC,Φ) die Gleichung (30.18) für YC. Man spricht
in diesem Zusammenhang von der Skaleninvarianz der Faktorenanalyse, da bei der
Skalierung die Faktoren erhalten bleiben.
Bemerkung 30.19 (Faktorwerte) Im Unterschied zur Hauptkomponentenanalyse sind
die Faktoren Φ keine linearen Funktionen der beobachtbaren Variablen Y . Es gilt also
nicht Φ = AY mit einer geeignet gewählten Matrix A. Es gibt Vorschläge, auf der Ba-
sis von Y ∈ Rn×p die zugehörigen Faktorwerte F ∈ Rn×K zu schätzen, wenn diese sich,
anders als bei der Hauptkomponentenmethode oder der Hauptfaktorenanalyse, nicht aus
dem Verfahren ergeben.13 Die Faktorwerte von Bartlett sind
F′
def
= (B′Σ−1B)−1B′Σ−1(Y − 1nµ′)′ .
Die Faktorwerte von Thompson sind
F′
def
= (I + B′Σ−1B)−1B′Σ−1(Y − 1nµ′)′ .
Geschätzte Faktorwerte F̂ ergeben sich, wenn die Parameter µ, B und Σ durch Schätzun-
gen ersetzt werden.
Bemerkung 30.20 (Zur Hauptkomponentenmethode)
1. Mit den Hauptkomponenten
K = ZG
besitzt die standardisierte Datenmatrix Z die Darstellung
Z = KG′ .
Zerlegt man die Matrix der Eigenvektoren in die ersten K und die restlichen p−K
Eigenvektoren, so resultiert
G = [GK |GU ] (30.19)
mit GK ∈ Rp×K und GU ∈ Rp×(p−K). Mit
KK
def
= ZGK ∈ Rn×K und KU
def
= ZGU ∈ Rn×(p−K)
erhält man die ersten K Hauptkomponenten und die restlichen p−K Hauptkompo-
nenten und die Darstellung
Z = KKG
′
K + KUG
′
U .
13 [Fahrmeir/Hamerle/Tutz 1996, S. 690]
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2. Aus den Hauptkomponenten werden die Hauptfaktoren
FK = KKL
−1/2
K ∈ R
n×K
mit der Eigenschaft n−1F′KFK = IK gebildet. Wegen
KKG
′
K = KKL
−1/2
K L
1/2
K G
′
K = FKB̂
′
∗
mit der geschätzten Ladungsmatrix B̂∗ aus (30.14) resultiert die Darstellung (30.12)
mit V = KUG
′
U .
3. Die Zerlegung (30.19) impliziert eine Zerlegung R = RK+RU der Korrelationsmatrix
in zwei Teilmatrizen,
RK
def
=
K∑
j=1
ljgjg
′
j und RU
def
=
p∑
j=K+1
ljgjg
′
j,
wobei der erste Summand durch die ersten K Eigenvektoren und der zweite Summand
durch die restlichen Eigenvektoren bestimmt ist. Die beiden Matrizen RK und RU
sind positiv semidefinit, aber keine Korrelationsmatrizen.
4. Die Faktorwerte aus (30.15) können auch in der Form
F = ZR−1K B̂∗
dargestellt werden, da
R−1K B̂∗ = GKL
−1
K G
′
KGKL
1/2
K = GKL
−1
K L
1/2
K = GKL
−1/2
K .
5. Es gilt 1
n
F′F = IK wegen
1
n
F′F =
1
n
L
−1/2
K G
′
KZ
′ZGKL
−1/2
K
= L
−1/2
K G
′
KRGKL
−1/2
K
= L
−1/2
K G
′
KRKGKL
−1/2
K + L
−1/2
K G
′
KRUGKL
−1/2
K
= L
−1/2
K G
′
KGKLKG
′
KGKL
−1/2
K
= IK
6. Eine Variante der Hauptkomponentenmethode beruht auf einer analogen Zerlegung
der Kovarianzmatrix. Dabei ergeben sich ähnliche, aber nicht dieselben Zerlegungen.
Bemerkung 30.21 (Zur Hauptfaktorenanalyse) Die K Spalten Fk = l
−1/2
k Zgk ∈
Rn×1 der Matrix F = [F1| · · · |FK ] sind die Hauptfaktoren berechnet aus der Matrix
RK . Es sind nicht die Hauptfaktoren der standardisierten Datenmatrix Z mit der Korre-
lationsmatrix R. Mit der zugehörigen geschätzten Ladungsmatrix B̂∗ aus (30.16) ergibt
sich die Darstellung
Z = FB̂
′
∗ + V .
Bemerkung 30.22 (Korrelierte Faktoren) Das in diesem Kapitel behandelte Faktor-
modell mit unkorrelierten Faktoren heißt auch orthogonales Faktormodell (orthogonal fac-
tor model) zur Unterscheidung von Verallgemeinerungen der Faktorenanalyse, die auch
korrelierte Faktoren (oblique factor model) zulassen.14
14 [Anderson 2003, S. 589].
Anhang A
Mathematische Konzepte
A.1 Logik und Mengen
Bemerkung A.1 (Logik)
1. Implikation:
”
Aus A folgt B“ oder
”
A impliziert B“. Notation: A =⇒ B.
2. Äquivalenz:
”
A und B sind äquivalent“ bedeutet
”
A impliziert B und B impliziert
A“. Notation: A ⇐⇒ B.
3. Hinreichende Bedingung (sufficient condition): A ist hinreichend für B genau
dann, wenn A =⇒ B.
4. Notwendige Bedingung (necessary condition): A ist notwendig für B genau
dann, wenn B =⇒ A.
Definition A.2 (Mengentheoretische Grundbegriffe)
1. Teilmengenbeziehung oder Inklusion (containment), Teilmenge (subset):1
A ⊂ B def⇐⇒ x ∈ A⇒ x ∈ B
A heißt dann Teilmenge (oder Untermenge) von B, B heißt Obermenge von A.
2. Gleichheit (equality) von zwei Mengen: A = B, falls A ⊂ B und B ⊂ A
3. Echte Teilmenge: A ⊂ B und A 6= B bzw. A ( B
4. Durchschnitt (intersection):
A ∩B def= {x | x ∈ A, x ∈ B}⋂
i∈I
Ai
def
= {x | x ∈ Ai für alle i ∈ I}
1Abweichend von der hier verwendeten Bezeichnungsweise, die sich z. B. in [Casella/Berger 2002]
und [Spanos 1999] findet, wird in der Literatur das Symbol ⊂ nur für die echte Teilmengenbeziehung
verwendet und dann entsprechend das Symbol ⊆ dann verwendet, wenn die Gleichheit der Mengen
zugelassen ist.
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5. Leere Menge (empty set): ∅
6. Zwei Mengen A und B sind disjunkt oder elementfremd genau dann, wenn A∩B = ∅.
7. Vereinigung (union):2
A ∪B def= {x | x ∈ A oder x ∈ B}⋃
i∈I
Ai
def
= {x | x ∈ Ai für mindestens ein i ∈ I}
8. Mengentheoretische Differenz:3 A \B def= {x | x ∈ A, x /∈ B}
9. Komplement (complementation) bzgl. Ω:4
Ā
def
= Ω \ A
10. Potenzmenge (power set):5 Pot(A)
def
= {B | B ⊂ A}
11. Kartesisches Produkt von zwei Mengen A und B:
A×B def= {(a, b) | a ∈ A, b ∈ B}
12. n-faches kartesisches Produkt:
×ni=1Ai
def
= A1 × A2 × . . .× An
def
= {(a1, a2, ..., an) | a1 ∈ A1, a2 ∈ A2, . . . , an ∈ An}
An
def
= ×ni=1A = {(a1, a2, ..., an) | a1 ∈ A, a2 ∈ A, . . . , an ∈ A} (A.1)
Bemerkung A.3 Es gilt
A× ∅ = ∅ × A = ∅.
Definition A.4 (Zahlenmengen und Intervalle)
1. Die natürlichen Zahlen werden mit N
def
= {1, 2, . . . } bezeichnet.
2. Teilmengen der reellen Zahlen R und Intervalle6
R
def
= ]−∞,+∞[ def= {x | x ist reelle Zahl}
R>
def
= ]0,+∞[ def= {x | x ∈ R, x > 0}
]a, b[
def
= {x | x ∈ R, a < x < b}
[a, b]
def
= {x | x ∈ R, a ≤ x ≤ b}
]−∞, b] def= {x | x ∈ R, −∞ < x ≤ b}
2Manche Autoren schreiben A+B anstatt A∪B, falls A und B disjunkt sind, z. B. [Shorack 2000, S.
3]. A+B bedeutet bei Zahlenmengen manchmal auch die Menge {x | x = a+ b, a ∈ A, b ∈ B}.
3Üblich ist auch die Notation A−B für die mengentheoretische Differenz. Manche Autoren verwenden
A−B nur dann für die mengentheoretische Differenz, wenn B eine Teilmenge von A ist. A−B bedeutet
bei Zahlenmengen manchmal auch die Menge {x | x = a− b, a ∈ A, b ∈ B}.
4Notation auch AC, z. B. [Casella/Berger 2002, S. 3].
5Notation auch 2A, z. B. [Shorack 2000, S. 3].
6Für offene Intervalle wird in der Literatur häufig die Bezeichnung (a, b) anstatt von ]a, b[ verwendet,
die aber leicht zur Verwechselung mit dem geordneten Paar (a, b) ∈ A×B führen kann.
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3. Folgenraum:
R∞
def
= {(x1, x2, ...) | xn ∈ R für alle n ∈ N}
Definition A.5 (Maximum, Minimum, Supremum, Infimum)
1. Für eine nichtleere Menge A ⊂ R heißt x ∈ A Maximum von A, falls x ≥ a für
alle a ∈ A. Notation: x = maxA. Für eine nichtleere Menge A ⊂ R heißt x ∈ A
Minimum von A, falls x ≤ a für alle a ∈ A. Notation: x = minA.
2. A ⊂ R heißt nach unten beschränkt durch x ∈ R und x heißt untere Schranke
von A, falls x ≤ a für alle a ∈ A. A ⊂ R heißt nach oben beschränkt durch x ∈ R
und x heißt obere Schranke von A, falls x ≥ a für alle a ∈ A. A ⊂ R heißt nach
unten bzw. nach oben beschränkt, falls es eine untere bzw. eine obere Schranke
gibt. A ⊂ R heißt beschränkt, falls es eine obere und eine untere Schranke gibt.
3. Falls ∅ 6= A ⊂ R und A nach unten beschränkt ist, heißt
inf A
def
= max{x ∈ R | x ≤ a für alle a ∈ A}
Infimum oder größte untere Schranke von A. Falls ∅ 6= A ⊂ R und A nach oben
beschränkt ist, heißt
supA
def
= min{x ∈ R | x ≥ a für alle a ∈ A}
Supremum oder kleinste obere Schranke von A.
Bemerkung A.6 Falls A ein Minimum besitzt, gilt minA = inf A. Falls A ein Maximum
besitzt, gilt maxA = supA.
Beispiel A.7 A = ]0, 1[ besitzt weder Minimum noch Maximum. Die Menge der unteren
Schranken von A ist
{x ∈ R | x ≤ a für alle 0 < a < 1} = ]−∞, 0]
und daher ist inf A = max ]−∞, 0] = 0. Analog gilt supA = 1. Für B = [0, 1] gilt
minB = inf B = 0 und maxB = supB = 1.
Bemerkung A.8 (Erweiterte reelle Zahlen) Für das Rechnen mit den durch −∞
und ∞ erweiterten reellen Zahlen R̄ def= R ∪ {−∞,∞} legt man −∞ < x < ∞ für
alle x ∈ R fest. Man erweitert die Definition von Infimum und Supremum durch
inf ∅ def= ∞, sup ∅ def= −∞,
durch
inf A
def
= −∞,
für jede nichtleere, nicht nach unten beschränkte Menge A ⊂ R und durch
supA
def
= ∞
für jede nichtleere, nicht nach oben beschränkte Menge A ⊂ R.
304 Anhang A. Mathematische Konzepte
Bemerkung A.9 (Komplexe Zahlen) Mit C ist die Menge der komplexen Zahlen
bezeichnet. Für eine komplexe Zahl z = a+ ib ∈ C ist a der Realteil, b der Imaginärteil
und i
def
=
√
−1 die imaginäre Einheit mit i2 = −1. Der Betrag einer komplexen Zahl
ist definiert durch
|z| def=
√
a2 + b2.
Bei der Darstellung in der sogenannten komplexen Zahlenebene wird auf der x-Achse
der Realteil und auf der y-Achse der Imaginärteil (Einheit i) aufgetragen, so dass eine
komplexe Zahl z = a+ ib die Koordinaten (a, b) hat. Der Abstand des Punktes (a, b) von
(0, 0) ist |z|. Die Euler’sche Formel ist eiϕ = cos(ϕ) + i sin(ϕ) für ϕ ∈ R.
Definition A.10 (Endliche und unendliche Mengen)
1. Zwei Mengen A und B heißen gleichmächtig, wenn es eine Bijektion zwischen den
beiden Mengen gibt. Man sagt dann auch, dass A und B dieselbe Mächtigkeit oder
Kardinalität (cardinality). haben.
2. Eine Menge A heißt endlich (finite), wenn sie leer ist oder wenn es eine natürliche
Zahl n gibt, so dass A und {1, 2, . . . , n} gleichmächtig sind, wofür auch
#A = n
geschrieben wird. Eine Menge, die nicht endlich ist, heißt unendliche (infinite) Men-
ge.
3. Eine Menge heißt abzählbar (countable), wenn sie endlich oder gleichmächtig zu N
ist. Im zweiten Fall heißt die Menge auch abzählbar unendlich.7 Eine Menge, die
nicht abzählbar ist, heißt nichtabzählbar (uncountable). Nichtabzählbare Mengen
werden auch überabzählbar genannt.
4. Wenn es keine Bijektion zwischen den Mengen M1 und M2, aber eine Bijektion zwi-
schen M1 und einer Teilmenge von M2 gibt, dann heißt M2 mächtiger als M1.
Bemerkung A.11 Zum Beispiel ist durch n 7→ 2n eine Bijektion zwischen N und der
Teilmenge {2, 4, 6, . . .} gegeben. Beide Mengen sind also gleichmächtig. Für jede Menge
M ist Pot(M) ist mächtiger als M .8 Für eine einelementige Menge A = {a} gilt Pot(A) =
{∅, {a}} = {∅, A}.
A.2 Reellwertige Matrizen
Bemerkung A.12 (Grundbegriffe und Notation)
1. Mit Rm×n wird die Menge der reellwertigen Matrizen mit m Zeilen und n
Spalten bezeichnet. Man spricht auch von Matrizen (matrices) vom Typ m × n
oder von m×n-Matrizen. Elemente in Rn×1 sind Spaltenvektoren (column vectors),
7Teilweise wird in der Literatur der Begriff abzählbar nicht für endliche Mengen verwendet. Eine im
Sinn der obigen Definition abzählbare Menge wird dann höchstens abzählbar genannt, z. B. [Kamke
1971, S. 8].
8Vgl. z. B. [Kamke 1971, S. 32].
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Elemente in Rn = R1×n sind Zeilenvektoren (row vectors).9 Die Elemente in R =
R1×1 heißen Skalare.
2. Für eine Matrix A = [aij]i=1,...,n;j=1,...,m ∈ Rn×m heißt
A′
def
= [aji]j=1,...,m;i=1,...,n ∈ Rm×n
die transponierte Matrix zu A oder die Transponierte von A.
3. Eine Matrix aus Rn×n heißt quadratische (quadratic) Matrix der Ordnung (or-
der) n.
4. Eine quadratische Matrix A heißt symmetrisch, falls A = A′.
5. Für eine quadratische Matrix A = [aij]i,j=1,...,n heißt
Spur(A)
def
=
n∑
i=1
aii
die Spur (trace) der Matrix A.
6. Für c ∈ R, A = [aij]i=1,...,n;j=1,...,m ∈ Rn×m und B = [bij]i=1,...,n;j=1,...,m ∈ Rn×m wird
festgelegt
cA
def
= [caij]i=1,...,n;j=1,...,m ∈ Rn×m,
A + B
def
= [aij + bij]i=1,...,n;j=1,...,m ∈ Rn×m,
A−B def= [aij − bij]i=1,...,n;j=1,...,m ∈ Rn×m .
7. Für A = [aik]i=1,...,n;k=1,...,l ∈ Rn×l und B = [bkj]k=1,...,l;j=1,...,m ∈ Rl×m wird festgelegt
AB
def
=
[
l∑
k=1
aikbkj
]
i=1,...,n;j=1,...,m
∈ Rn×m .
Für zwei Vektoren a, b ∈ Rn×1 heißt a′b = b′a =
∑n
i=1 aibi ∈ R das Skalarprodukt.
Es gilt
a′a =
n∑
i=1
a2i ∈ R≥0 .
Die Länge des Vektors a ist
√
a′a.
8. |A| oder Det(A) bezeichnet die Determinante einer quadratischen Matrix A.10
Beispiele: Für
A =
[
a b
c d
]
und B =
r s tu v w
x y z

gilt |A| = ad− bc und |B| = rvz+ swx+ tuy− tvx− rwy− suz (Sarrus’sche Regel).
9Manchmal bezeichnet in der Literatur Rn den Raum der Spaltenvektoren. Die hier gewählte Notation
ist mit der üblichen Definition des kartesischen Produktes, vgl. (A.1), verträglich.
10Zur Definition der Determinante siehe z. B. [Schmidt/Trenkler 2006, S. 70]. Im Fall n = 1 besteht eine
Verwechselungsmöglichkeit mit dem Betrag. Für eine negative Zahl x gilt |x| = −x > 0, aber Det(x) = x.
Eine weitere Verwechselungsmöglichkeit besteht, wenn der Betrag einer Determinante mit ||A|| bezeichnet
wird, da ||A|| auch die Norm einer Matrix bezeichnen kann.
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9. Für eine quadratische Matrix A ∈ Rn×n ist die Zahl Aij = (−1)i+jDet(A(ij)) die
Adjunkte oder das algebraische Komplement des Elementes aij, wobei A(ij) ∈
R(n−1)×(n−1) diejenige quadratische Untermatrix von A bezeichnet, die entsteht, wenn
man die i-te Zeile und die j-te Spalte von A streicht. Der Laplace’sche Entwicklungs-
satz für Determinanten besagt
Det(A) =
n∑
j=1
aijAij, i = 1, . . . , n,
Det(A) =
n∑
i=1
aijAij, j = 1, . . . , n.
10. 0n = (0, . . . , 0)
′ ∈ Rn×1 bezeichnet den Nullvektor der Ordnung n. Wenn die
Ordnung n aus dem Zusammenhang klar ist, wird auch kurz 0 anstatt 0n geschrieben.
11. Die m Vektoren x1, . . . , xm ∈ Rn×1 heißen linear abhängig (linearly dependent),
falls es einen Vektor (c1, . . . , cm)
′ ∈ Rm \ {0m} mit
m∑
i=1
cixi = 0n
gibt, anderenfalls heißen sie linear unabhängig.
12. Rang(A) ∈ {0} ∪N bezeichnet den Rang (rank) einer Matrix,11 d. h. die maximale
Zahl linear unabhängiger Spalten (oder Zeilen) einer Matrix.
Beispiele: Für
A =
[
0 0
0 0
]
, B =
[
1 0
0 2
]
, C =
[
1 2
2 4
]
, D =
[
1 0 2
0 1 2
]
gilt Rang(A) = 0, Rang(B) = 2, Rang(C) = 1 und Rang(D) = 2.
13. Die Einheitsmatrix der Ordnung n wird mit
In
def
=

1 0 0 · · · 0
0 1 0 · · · 0
· · ·
0 · · · 0 1 0
0 · · · 0 0 1
 ∈ Rn×n
bezeichnet. Wenn die Ordnung aus dem Zusammenhang klar ist, wird auch verkürzend
I geschrieben. Es gilt
Rang(In) = Spur(In) = n (A.2)
I−1n = In (A.3)
|In| = 1. (A.4)
11Zur Definition des Ranges siehe z. B. [Schmidt/Trenkler 2006, S. 62].
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14. Eine Matrix A ∈ Rn×n heißt invertierbar, regulär oder nicht-singulär, falls eine
quadratische Matrix A−1 mit der Eigenschaft
AA−1 = A−1A = In .
existiert. Anderenfalls heißt A singulär oder nicht invertierbar. A−1 heißt Inverse
von A. Für eine Matrix A ∈ Rn×n gilt
A ist invertierbar ⇐⇒ Rang(A) = n ⇐⇒ |A| 6= 0.
Beispiel: Für
A =
[
a b
c d
]
mit |A| = ad− bc 6= 0 gilt
A−1 =
1
ad− bc
[
d −b
−c a
]
.
15. 0m,n ∈ Rm×n bezeichnet eine Nullmatrix, deren sämtliche Elemente den Wert Null
haben. Es gilt Rang(0m,n) = 0. Im Fall m = n gilt |0n,n| = Spur(0n,n) = 0.
16. Der Vektor
1n
def
= (1, . . . , 1)′ ∈ Rn×1
heißt Einsvektor. Es gilt 1′n1n = n und
1n1
′
m = [eij]i=1,...,n;j=1,...,m ∈ Rn×m
mit eij = 1 für i = 1, . . . , n und j = 1, . . . ,m. Für x ∈ Rn×1 gilt
1′nx = x
′1n =
n∑
i=1
xi .
17. Die Vektoren e1
def
= (1, 0, . . . , 0)′, e2
def
= (0, 1, 0, . . . , 0)′, . . . , en
def
= (0, 0, . . . , 0, 1)′ sind
die Einheitsvektoren des Rn×1. Für x ∈ Rn×1 gilt x =
n∑
i=1
xiei.
18. Eine quadratische Matrix A ∈ Rn×n heißt Diagonalmatrix (diagonal matrix ), falls
aij = 0 für i, j = 1, . . . , n und i 6= j.
19. Eine quadratische Matrix A ∈ Rn×n heißt stochastische Matrix (stochastic ma-
trix ), falls aij ≥ 0 für i, j = 1, . . . , n und A1n = 1n gilt. Eine stochastische Matrix
A ∈ Rn×n heißt doppelt-stochastisch, falls 1′nA = 1′n gilt.12
12Trotz des Namens sind die Elemente einer stochastischen Matrix keine Zufallsvariablen. Der Name
kommt daher, dass die Zeilen einer stochastischen Matrix bzw. die Zeilen und Spalten einer doppelt-
stochastischen Matrix als Wahrscheinlichkeitsverteilungen mit dem Träger {1, . . . , n} interpretiert werden
können.
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Bemerkung A.13 (Rechenregeln)
1. Für A ∈ Rn×m gilt
(A′)′ = A, (A.5)
A + 0n,m = 0n,m + A = A, (A.6)
A0m,k = 0n,k, 0k,nA = 0k,m, (A.7)
AIm = A, InA = A (A.8)
Spur(A′A) = Spur(AA′) (A.9)
Rang(A) = Rang(A′) = Rang(A′A) = Rang(AA′) ≤ min{n,m} . (A.10)
2. Falls die entsprechenden Operationen definiert sind, gilt
A + B = B + A, (A.11)
A(B + C) = AB + AC, (A.12)
(B + C)A = BA + CA, (A.13)
(A + B)′ = A′ + B′, (A.14)
(AB)′ = B′A′ (A.15)
(ABC)′ = C′B′A′ (A.16)
Rang(AB) ≤ min{Rang(A),Rang(B)} . (A.17)
3. Für quadratische Matrizen A ∈ Rn×n, B ∈ Rn×n und c ∈ R gilt
|cA| = cn|A|, (A.18)
|A′| = |A|, (A.19)
|AB| = |A||B| = |BA|, (A.20)
Spur(cA) = cSpur(A), (A.21)
Spur(A′) = Spur(A), (A.22)
Spur(A + B) = Spur(A) + Spur(B), (A.23)
Spur(AB) = Spur(BA) . (A.24)
4. Falls AB quadratisch ist, ist auch BA quadratisch und es gilt
Spur(AB) = Spur(BA) . (A.25)
5. Falls die Inversen existieren, gilt
(A−1)−1 = A, (A.26)
(A′)−1 = (A−1)′, (A.27)
|A−1| = |A|−1 = 1
|A|
, (A.28)
(AB)−1 = B−1A−1 . (A.29)
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6. Für quadratische Untermatrizen A11 und A22 gilt, falls A11 invertierbar ist,∣∣∣∣A11 A12A21 A22
∣∣∣∣ = |A11||A22 −A21A−111 A12| . (A.30)
7. Für eine Diagonalmatrix A ∈ Rn×n gilt
|A| =
n∏
i=1
aii. (A.31)
Beispiel A.14
1. Im Allgemeinen ist AB 6= BA. Dies gilt auch dann, wenn AB und BA gleich di-
mensioniert sind. Für A
def
=
[
1 0
1 0
]
und B
def
= A′ erhält man beispielsweise
AB =
[
1 1
1 1
]
6= BA =
[
2 0
0 0
]
.
2. Im Allgemeinen ist (A + B)−1 6= A−1 + B−1. Für A = B = I2 erhält man beispiels-
weise
(A + B)−1 =
1
2
I2 6= A−1 + B−1 = 2I2 .
3. Im Allgemeinen ist |AB| 6= |BA|, wenn A und B nicht quadratisch sind. Für A =
(1, 1)′ und B = A′ erhält man beispielsweise
|AB| = 0 6= |BA| = 2 .
A.3 Funktionen
Definition A.15 (Funktion) Eine Abbildung f von X in Y oder eine auf X defi-
nierte Funktion f mit Werten aus Y ordnet jedem x ∈ X genau ein f(x) = y ∈ Y
zu. Man schreibt auch f : X → Y, x 7→ f(x).
X heißt auch Definitionsbereich (domain), Urbildbereich oder Vorbereich. Y heißt auch
Zielmenge (target, co-domain13).
Die Menge f(X)
def
= {f(x) | x ∈ X} ⊂ Y heißt Bildbereich, Wertebereich (range),
Wertevorrat, Nachbereich, Wertemenge oder Bildmenge der Funktion f .14 Eine Funk-
tion mit Werten in Y ⊂ R heißt reellwertige Funktion (real-valued function).
Eine reellwertige Funktion f ist beschränkt (bounded), falls es eine Zahl c gibt, so
dass |f(x)| ≤ c für alle x aus dem Definitionsbereich.
13 [Spanos 1999, S. 60]
14In der deutschsprachigen Lehrbuchliteratur für Wirtschaftswissenschaftler wird der Begriff Werte-
bereich uneinheitlich verwendet. Dieser wird teils für Y , vgl. z. B. [Opitz 2004], [Schmidt 2000], [Rie-
del/Wichardt 2007], teils – in Übereinstimmung mit dem weit überwiegenden Teil der mathematischen
Literatur – für f(X) verwendet, z. B. [Beckmann/Künzi 1969], [Jensen 1998].
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Definition A.16 (Injektion, Surjektion, Bijektion) Die Funktion heißt injektiv oder
eineindeutig (one-to-one) oder eine Injektion, wenn aus f(x1) = f(x2) die Beziehung
x1 = x2 folgt. Eine Funktion heißt surjektiv oder Abbildung von X auf Y oder eine
Surjektion, wenn f(X) = Y ist. Eine Funktion heißt bijektiv oder eine Bijektion,
wenn sie sowohl injektiv als auch surjektiv ist.
Bemerkung A.17 (Invertierbarkeit) Zu einer Bijektion f : X → Y existiert zu jedem
y ∈ Y genau ein x ∈ X mit der Eigenschaft f(x) = y. Die Funktion f−1 : Y → X,
die jedem y ∈ Y genau dieses f−1(y) def= x mit der Eigenschaft f(x) = y zuordnet,
heißt Umkehrfunktion oder inverse Funktion von f . Eine bijektive Funktion heißt
deswegen auch umkehrbar oder invertierbar. Wenn f−1 die Umkehrfunktion von f ist,
dann gilt f(f−1(y)) = y und f−1(f(x)) = x. Eine injektive Funktion ist bijektiv auf dem
Bildbereich und insofern in einem weiteren Sinn auch invertierbar.
Bemerkung A.18 (Folge) Eine Funktion x : N → R legt durch xn
def
= x(n) ∈ R für
n ∈ N die Zahlenfolge (x1, x2, . . .) = (xn)n∈N fest. Allgemeiner definiert eine Funktion
x : N → M eine Folge (xn)n∈N mit Elementen xn = x(n) in M . Beispielsweise kann M
eine Menge von Funktionen sein, dann ist (xn)n∈N eine Folge von Funktionen.
Definition A.19 (Beschränkte Folge) Eine Zahlenfolge (xn)n∈N heißt beschränkt,
wenn es eine Zahl c ∈ R gibt, so dass |xn| < c für alle n ∈ N gilt.
Definition A.20 (Konvergenz, Grenzwert) Die Zahlenfolge (xn)n∈N heißt konver-
gent gegen den Grenzwert x ∈ R, wenn für alle ε > 0 ein N ∈ N existiert, so dass für
alle n > N gilt |xn − x| < ε; Notation:
lim
n→∞
xn = x.
Eine Zahlenfolge (xn)n∈N heißt konvergent in R, wenn es ein x ∈ R gibt, so dass (xn)n∈N
gegen x konvergiert, anderenfalls heißt sie divergent. Eine Zahlenfolge (xn)n∈N heißt
bestimmt divergent gegen∞, wenn für jedes c > 0 ein N ∈ N existiert, so dass xn > c
für alle n > N gilt. Notation:
lim
n→∞
xn =∞.
Die Folge (xn)n∈N heißt bestimmt divergent gegen −∞, wenn für jedes c < 0 ein N ∈ N
existiert, so dass xn < c für alle n > N gilt. Notation:
lim
n→∞
xn = −∞.
Definition A.21 (Konvergenz von Funktionen) Eine Folge von Funktionen fn : D →
R, n ∈ N konvergiert punktweise in D gegen eine Funktion f : D → R, falls
lim
n→∞
fn(x) = f(x) für alle x ∈ D.
Eine Folge von Funktionen fn : D → R, n ∈ N konvergiert gleichmäßig in D gegen
eine Funktion f : D → R, falls
lim
n→∞
sup
x∈D
|fn(x)− f(x)| = 0.
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Beispiel A.22 Es sei D = [1,∞[. Die Funktionen fn : D → R, fn(x) = x1/n konvergieren
punktweise gegen f : D → R, f(x) = 1, da limn→∞ x1/n = 1 für alle x ∈ D, aber die
Konvergenz ist nicht gleichmäßig, da supx∈D |fn(x)− 1| =∞ für alle n ∈ N.
Beispiel A.23 Für die Funktionen fn : ]0, 1[→ ]0, 1[ , fn(x) = xn gilt lim
n→∞
fn(x) = 0 für
alle 0 < x < 1, aber lim
n→∞
sup
0<x<1
fn(x) = 1.
Definition A.24 (Grenzwert einer Funktion)
1. Für eine Funktion f : D → Rmit Definitionsbereich D ⊂ R heißt G ∈ RGrenzwert
an der Stelle x0 ∈ R, falls es eine Folge (xn)n∈N mit
xn ∈ D, xn 6= x0 für alle n ∈ N und lim
n→∞
xn = x0 (A.32)
gibt und falls für jede Folge (xn)n∈N, die (A.32) erfüllt, limn→∞ f(xn) = G gilt;
Notation:
lim
x→x0
f(x) = G.
2. Für eine Funktion f : D → R mit Definitionsbereich D ⊂ R heißt G ∈ R linkssei-
tiger Grenzwert an der Stelle x0 ∈ R, falls es eine Folge (xn)n∈N mit
xn ∈ D, xn < x0 für alle n ∈ N und lim
n→∞
xn = x0 (A.33)
gibt und falls für jede Folge (xn)n∈N, die (A.33) erfüllt, limn→∞ f(xn) = G gilt;
Notation:
lim
x↑x0
f(x) = G.
3. Für eine Funktion f : D → R mit Definitionsbereich D ⊂ R heißt G ∈ R rechtssei-
tiger Grenzwert an der Stelle x0 ∈ R, falls es eine Folge (xn)n∈N mit
xn ∈ D, xn > x0 für alle n ∈ N und lim
n→∞
xn = x0 (A.34)
gibt und falls für jede Folge (xn)n∈N, die (A.34) erfüllt, limn→∞ f(xn) = G gilt;
Notation:
lim
x↓x0
f(x) = G.
4. Ein Grenzwert, der sowohl linksseitiger als auch rechtsseitiger Grenzwert ist, heißt
beidseitiger Grenzwert.
Definition A.25 (Stetigkeit) Eine Funktion f : D → R mit Definitionsbereich D ⊂ R
heißt linksseitig stetig in x0 ∈ D, falls limx↑x0 f(x) = f(x0), rechtsseitig stetig in x0,
falls limx↓x0 f(x) = f(x0) und stetig in x0, falls f in x0 rechts- und linksseitig stetig ist.
Definition A.26 (Indikatorfunktion) Die Funktion 1A : R→ {0, 1} mit
1A(x)
def
=
{
1, x ∈ A
0, x /∈ A
heißt Indikatorfunktion von A ⊂ R.
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Definition A.27 (Vorzeichen- und Betragfunktion) Die Funktion sign : R→ {−1, 1}
mit
sign(x)
def
=

1, x > 0
0, x = 0
−1, x < 0
heißt Vorzeichenfunktion oder Signumfunktion. Die Funktion | · | : R→ [0,∞[ mit
|x| def=
{
x, x ≥ 0
−x, x < 0
heißt Betragfunktion.
Bemerkung A.28 (Vorzeichenfunktion) Es gilt die Zerlegung einer Zahl in Vorzei-
chen und Betrag
x = sign(x)|x|, x ∈ R.
Diese Zerlegung gilt auch dann, wenn man sign(0)
def
= 1 anstatt sign(0)
def
= 0 festlegt.
Definition A.29 (Gamma- und Betafunktion) Die Euler’sche Gammafunktion ist
die Funktion Γ : R>0 → R,
Γ(x) =
∫ ∞
0
ux−1e−udu, x > 0.
Die Betafunktion ist die Funktion B : R>0 ×R>0 → R,
B(x, y) =
∫ 1
0
ux−1(1− u)y−1du, x > 0, y > 0.
Bemerkung A.30 Wichtige Eigenschaften der Gammafunktion sind15
Γ(x+ 1) = xΓ(x), x > 0,
Γ(1/2) =
√
π, Γ(1) = 1
und insbesondere
Γ(n) = (n− 1)!, n ∈ N.
Zwischen der Beta- und der Gammafunktion besteht der Zusammenhang
B(x, y) =
Γ(x)Γ(y)
Γ(x+ y)
.
Speziell gilt
B
(
1
2
,
1
2
)
= π, B
(
1
2
, 1
)
= 2, B(1, 1) = 1 .
Definition A.31 (Unvollständige Gamma- und Betafunktion) Für eine reelle Zahl
c > 0 heißt die Funktion γc : R>0 → R,
γc(x)
def
=
∫ x
0
uc−1e−udu, x > 0
unvollständige Gammafunktion. Für zwei reelle Zahlen c > 0 und d > 0 heißt die
Funktion βc,d : R>0 → R,
βc,d(x)
def
=
∫ x
0
uc−1(1− u)d−1du, x > 0
unvollständige Betafunktion.
15 [Casella/Berger 2002, S. 99]
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A.4 Integral
Bemerkung A.32 (Riemann-Integral) Das bestimmte Riemann-Integral ist der
in der Schulmathematik eingeführte Integralbegriff. Es ist zunächst definiert für eine im
Intervall [a, b] stetige und beschränkte Funktion f . Es beruht auf der Riemannschen
Zwischensumme
n∑
i=1
f(ξi)(xi − xi−1)
für eine Zerlegung von [a, b] mit a = x0 < x1 < . . . < xn = b und xi ≤ ξi < xi−1. Wenn
die Länge der Elementarintervalle gegen Null strebt, damit deren Anzahl gegen Unendlich
strebt und der entstehende Grenzwert unabhängig von der Wahl der Zerlegung ist, heißt
dieser das Riemann-Integral der Funktion im Intervall [a, b]. Es lässt sich für den Fall
erweitern, dass die Funktion endlich viele Unstetigkeitsstellen besitzt. Außerdem werden
durch Grenzwertbetrachtungen uneigentliche Integrale der Form
∫ b
−∞ f(x)dx usw. und
Integrale für unbeschränkte Integranden definiert.
Bemerkung A.33 (Stieltjes-Integral) Das bestimmte Stieltjes-Integral beruht auf
einer Verallgemeinerung, bei der die Integration bezüglich einer Funktion g(x) erfolgt. An-
stelle der Riemannschen Zwischensumme wird
n∑
i=1
f(ξi)(g(xi)− g(xi−1))
gebildet. Für g(x) = x geht das Stieltjes-Integral in das Riemann-Integral über.
Bemerkung A.34 (Lebesgue-Integral) Eine weitere Verallgemeinerung ist das Le-
besgue-Integral, das im Zusammenhang mit der Maßtheorie verwendet wird. In der
Wahrscheinlichkeitsrechnung wird vor allem das Stieltjes-Integral bezüglich einer Ver-
teilungsfunktion F (x) verwendet, z. B. in der Form
E[h(X)] =
∫ ∞
−∞
h(x)dF (x),
wobei F die Verteilungsfunktion der Zufallsvariablen X ist. Die im Zusammenhang mit
reellwertigen Zufallsvariablen verwendeten Integrale können sowohl als Stieltjes-Integrale
bzgl. der Verteilungsfunktionen oder als Spezialfälle allgemeiner Lebesgue-Integrale bezüg-
lich der Wahrscheinlichkeitsmaße gesehen werden. Manchmal wird auch einfach nur vom
Lebesgue-Stieltjes-Integral gesprochen.
Für eine reellwertige Zufallsvariable X : Ω → R, die auf einem Wahrscheinlichkeits-
raum (Ω, S, P ) definiert ist, die Verteilungsfunktion FX und das Bildmaß PX mit
PX(A)
def
= P (X−1(A)) = P ({ω | X(ω) ∈ A})
besitzt, sind folgende Schreibweisen üblich:
E[X] =
∞∫
−∞
xdFX(x) =
∫
R
xdPX(x) =
∫
Ω
X(ω)dP (ω) =
∫
Ω
X(ω)P (dω) =
∫
XdP,
und
P (X ∈ A) =
∫
A
dFX(x) = PX(A) =
∫
A
dPX(x) =
∫
X−1(A)
dP (ω) .
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Regularitätsbedingungen, 70
rekursive Form, 282
relative Effizienz, 69
Reparametrisierungsbedingung, 191
Riemann-Integral, 313
Riemannsche Zwischensumme, 313
Rotation, 246
Run-Test, 120
Sarrus’sche Regel, 305
Satz von Gliwenko und Cantelli, 48
Schätzer, 66
Schätzfunktion, 66
Schätzwert, 66
scheinbar unverbundene Regressionsgleichungen,
278
Schiefe, 24
schwach stationär, 200
schwache Konvergenz, 53
Schwankungsintervall, 91
Scorefunktion, 90
Shapiro-Wilk-Test, 122
Sicherheitswahrscheinlichkeit, 95
sign, 312
skalenäquivariant, 25
skaleninvariant, 25
Skalenparameter, 25
Skorokhod-Raum, 240
SLLN, 47
Spektralzerlegung, 249
Spektralzerlegungstheorem, 249
spezifische Varianz, 292
spezifischer Faktor, 291
Störvariable, 270
stabile Verteilungen, 62
Standardabweichung, 23
Standardfehler, 139, 151
standardisierte Datenmatrix, 256
standardisierte Zufallsvariable, 23
Standardisierung, 265
Standardnormalverteilung, 14
Starkes Gesetz der großen Zahlen, 47
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