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Lithium-ion batteries are used as energy storage devices in a variety of applications 
ranging from small portable electronics to high-energy/high-power electric vehicles. 
These batteries degrade and lose their capacity, defined as the amount of charge the 
battery holds, as a result of charge–discharge operations and various degradation 
mechanisms. Degradation of lithium-ion batteries is affected by various operational 
and environmental conditions, including temperature, discharge and charge current, 
and depth of discharge. Another factor, which has not been given due attention, is the 
open rest period after full charge during the cycling operation of the batteries.  This 
study investigates the effects of open rest period after full charge on the performance 
degradation behavior of graphite/LiCoO2 pouch batteries under four different ambient 
temperatures. Battery degradation is quantified in terms of the capacity fade and 
shifts in the peaks of the differential voltage curves, which also provide inferences 
about the individual electrode degradation.  The interplay between rest time, battery 
  
state of charge, and number of cycles is investigated to explain the capacity fade 
trends. A capacity fade trend model is then developed and applied to the experimental 
data, and the applicability of rest time as an accelerating stress factor for Li-ion 
battery testing is presented. The degradation mechanisms are investigated using 
differential voltage analysis, X-ray diffraction, scanning electron microscopy, and 
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Chapter 1: Introduction 
A battery is an electrochemical device which stores electrical energy in the form of 
chemical energy and supplies the electrical current when a load is connected across its 
terminals. The earliest examples of battery date back to 1800 when Italian physicist Alessandro 
Volta built and introduced the first electrochemical battery, the Voltaic Pile [1]. Since then, 
many battery chemistries and technologies have been developed and commercialized, which 
can be classified into two types: primary (non-rechargeable) and secondary (rechargeable) 
batteries.  
Primary batteries are one-time-use batteries which cannot be recharged due to the irreversibility 
of their intrinsic electrochemical reactions. These batteries are used in variety of applications 
including wrist watches, calculators, toys, flashlights, radios, and many medical devices. Some 
popular types of primary batteries include alkaline batteries and lithium batteries. Secondary 
batteries can be recharged multiple times and hence they can facilitate a reversible 
transformation between chemical energy and electrical energy. Lead-acid, Nickle Cadmium 
(NiCd), Nickle Metal Hydride (Ni-MH), and Lithium-ion (Li-ion) are well known secondary 
batteries. 
Since their commercialization in 1991, Lithium-ion batteries continue to penetrate deeper into 
consumer electronic markets and find new application markets including automotive, 
renewable energy storage and aerospace due to their higher energy and power density. The 





of approximately 22%, during the forecast period (2019-2024) [2].  The increasing demand is 
also favored by the continuous decline in battery prices. The volume weighted average battery 
pack fell 85% from 2010-18, reaching an average of $176/kWh [3].  
The Li-ion chemistry is based on the transport of Li+ ion between negative and positive 
electrodes in a non-aqueous electrolyte solution. In the past two decades many electrode and 
electrolyte (lithium salt and solvent) materials have been developed for Li-ion chemistry. 
Graphite is the most widely used negative electrode material due to its high theoretical specific 
capacity of 372 mAhg-1 and ability to intercalate lithium within its layers with just 9-10% 
volume change resulting in good mechanical stability. One of the most common positive 
electrode materials used in Li-ion batteries is LiCoO2 (LCO) which offers high theoretical 
specific capacity of 274 mAhg−1, high discharge voltage, and good cycling performance. 
Lithium cobalt oxide (LCO) batteries are one of the most used batteries in a range of portable 
electronic applications including mobile phones, laptops, and digital cameras. LCO dominated 
the global lithium-ion battery market share in 2018 [4]. 
The two electrodes in the Li-ion battery are porous in nature and provide sites within their 
crystal structures for housing the Li-ions, a process known as intercalation. These electrodes 
exhibit different chemical potentials depending upon the amount of lithium and participate in 
redox reactions (Equations (1.1-1.2)) during battery charge and discharge operations. The 
difference of chemical potentials of the two electrodes result into the overall battery terminal 
voltage. The two electrodes are glued on two current collectors with the help of binder 
materials. Poly vinyl difluoride (PVDF) is one of the popular binder materials in Li-ion 
batteries. A conductive agent such as carbon black is also added to electrodes in small amount 
to increase the overall electrode conductivity. The negative and positive current collectors are 
made of copper (Cu) and aluminum (Al), respectively. The current collectors are connected to 






Negative Electrode (graphite):  
𝑳𝒊𝒙𝑪𝟔         ↔         𝑪𝟔 + 𝒙𝑳𝒊
+ + 𝒙𝒆−                          (1.1) 
 
Positive Electrode (lithium cobalt oxide): 
𝑳𝒊𝟏−𝒙𝑪𝒐𝑶𝟐 + 𝒙𝑳𝒊
+ + 𝒙𝒆− ↔        𝑳𝒊𝑪𝒐𝑶𝟐                     (1.2) 
 
 
Figure 1.1. Schematic of a Li-ion battery. 
The separator is usually made of a porous polymeric material such as polyethylene and 
polypropylene and is in the middle of the two electrodes. It provides electrical insulation 









Li+ ions through its pores. The separator remains soaked into liquid electrolyte. The electrolyte 
is usually a mixture of organic solvents such as ethylene carbonate and dimethyl carbonates 
(EC:DMC) and lithium salts such as lithium hexafluorophosphate (LiPF6). The electrolyte 
serves as a transport medium for the Li+ ions to travel between the two electrodes. The entire 
cell structure can be stacked, rolled, or wound and put in a cell housing to produce batteries in 
different geometries and form factors including coin, prismatic, pouch and cylindrical batteries. 
Figure 1.1 shows the internal schematic of a Li-ion battery. 
During the charge operation, electrical energy is supplied to battery using external power 
source. The electrons from external power source combine with Li+ ions at negative electrode, 
which reach there from the positive electrode. During discharge operation Li+ ions from 
negative electrode travel back to positive electrode and combine with the electrons (Equations 
(1.1) - (1.2)). Battery supplies electrical energy to external load during the discharge operation. 
 





The batteries are usually rated in terms of their electrical parameters such as capacity, voltage 
and impedance. The battery capacity is the total amount of charge (Amp-hours) available when 
the battery is discharged at a certain current from a prescribed end-of-charge voltage to a 
prescribed end-of-discharge voltage. Capacity is not directly measurable and can only be 
calculated by conducting a full charge – discharge cycle on a battery (Figure 1.2). Batteries are 
usually charged using a standard constant current constant voltage profile. In this profile the 
battery is charged using prescribed constant charge C-rate1 up to the end-of-charge voltage 
followed by the ‘top-up’ using constant voltage charging until the charging current drops below 
the prescribed charge cut-off current. Once the battery is fully charged, it is discharged at a 
prescribed constant C-rate until the end-of-discharge voltage. Capacity can be calculated by 
multiplying the discharge current (in Amps) with the total discharge time (in hours). Capacity 
is an important indicator of the amount of energy stored in a battery. For each Li-ion battery 
depending upon its electrode chemistry, battery manufacturers specify an end-of-charge 
voltage (usually 4.4V, 4.2V or 3.6V) and an end-of-discharge voltage (usually 3.0V, 2.75V or 
2.5V). These voltage limits are driven by the safety considerations to prevent overcharge and 
overdischarge of the battery. 
Battery performance parameters such as capacity and impedances change over time due to 
various degradation mechanisms such as solid electrolyte interphase (SEI) layer formation and 
growth, electrode particle cracking, electrolyte decomposition, and lithium deposition [5]–[8]. 
Battery failure is usually defined in terms of certain thresholds related to battery capacity or 
impedance changes. For example, 20% reduction in battery initial capacity is considered as 
 
1 The battery current is usually expressed in terms of C-rate, e.g., the battery current normalized to the 
rated capacity (C) of the battery. For a 1 Ah battery, a C-rate of 1C represents a 1 Amp current; a 0.5C 





battery failure in some of the applications. Figure 1.3 shows a typical capacity fade curve for a 
Li-ion battery. 
 
Figure 1.3. A typical capacity fade curve for a Li-ion battery. 
Performance testing of battery is conducted to qualify a population of batteries according to 
the performance requirements and the life expectation for its targeted application. In most 
cases, companies aim to determine the number of cycles to end-of-life (EOL). In some cases, 
companies aim to determine the amount of capacity fade for a number of required cycles. For 
critical applications that require extremely high reliability, some companies conduct charge-
discharge tests beyond the EOL to understand the full capacity fade profiles of the batteries. 
As more and more battery powered products enter the market, the challenges for battery 
manufactures, supplier and product manufacturers increase exponentially. A survey [9] 
covering professionals from a broad spectrum of industry segments, including battery cell 





involved in transportation, consumer electronics, and energy storage revealed time-to-market 
as the biggest concern among respondents followed by battery reliability. More than a quarter 
of respondents—nearly 27%—listed the amount of time required to estimate battery life as a 
key bottleneck. 
1.1  Degradation Mechanisms 
The degradation mechanisms in Li-ion batteries can be broadly classified into four types: 
electrochemical side reactions, mechanical stress-based mechanisms, thermally induced 
mechanisms, electrically induced mechanisms. Some of these mechanisms lead to gradual 
degradation of battery involving drop in capacity or rise in the impedance, while the others may 
cause catastrophic failures such as venting, fire or explosion2. In this work, the focus will be 
on the mechanisms causing gradual degradation at room temperature (~25 oC) or above. The 
relevant degradation mechanisms have been briefly described as follows:  
1.1.1 Solid Electrolyte Interphase (SEI) Layer  
One of the prominent mechanisms responsible for gradual degradation is solid electrolyte 
interphase (SEI) layer formation and growth on the negative electrode (Figure 1.5). SEI layer 
forms on the graphite surface due to the electrolyte reduction process during the first few charge 
– discharge cycles of the battery after the assembly process. The electrolyte reduction process 
consumes active Li+ ions and produces both organic and inorganic products. While loss of 
 
2 Lithium-ion batteries pose safety risks due to the presence of flammable electrolyte and oxidizing agent 
(metal oxide cathode) and can cause fires and explosion if subjected to abusive conditions such as 
internal/external short circuit, overheating, overcharge, and overdischarge. Manufacturing defects in 
batteries can also cause these similar types of catastrophic failures. Device manufacturers perform safety 
testing of batteries to evaluate the catastrophic failure modes. However, this work will mainly focus on 





active Li+ ions causes loss of capacity in the battery, the production of these insoluble solid 
byproducts increases the battery impedance. SEI is typically ∼20 Å to several hundreds of 
Angstroms thick layer which is made of a dense inorganic matrix consisting mainly of LiF and 
Li2CO3 close to the electrode surface and a porous organic or polymeric layer extending further 
out from the electrode surface [10]. However, a stable SEI layer is necessary for battery 
performance and long cycle life as it protects the graphite electrode from further reacting with 
the electrolyte.  
 
Figure 1.4. A simplified schematic of SEI layer on graphite electrode (redrawn from [11]) 
where S represents electrolyte solvent and P represent electrolyte reduction reaction 
byproducts. 
An ideal SEI layer should have high electronic resistance and good ionic conductivity for the 
Li+ ion transport and should be impermeable to the electrolyte solvent to prevent its further 
with graphite electrode. It should also be able to tolerate the mechanical stresses from the 
volume expansion and contraction of graphite electrode due to lithium insertion and removal 
during charge and discharge operation, respectively [12]. However, this is not the case. During 
the cycling operation, cracks in the SEI layer [13] and electrode particles [5], [14] due to 
mechanical stresses provide fresh new sites for reaction between graphite electrode and 
electrolyte. Hence there is a continuous growth of SEI layer during the cycling operation 





1.1.2 Mechanical Degradation of Electrodes 
The mechanism of mechanical degradation is central to the cycling operation of battery and 
affects both the electrodes. Li insertion and de-insertion into the electrodes during the cycling 
process cause volumetric changes leading to mechanical stress and strain. Also, phase 
transitions can occur, which leads to distortion of the crystal lattice and further mechanical 
stress [7]. Electrode particle fracture can occur especially in high power applications due to 
mechanical stresses [5].  Gradual structural degradation of the graphite due to cycling was 
observed in, which was most pronounced on the electrode surface [15].  These disorder and 
fractured areas provide new sites for SEI layer formation.  
Other mechanical degradation modes include loss of contact in the electrode and changes in 
electrode porosity. Contact loss (i) between electrode active material particles, (ii) between 
current collector and active material, (iii) between binder and active material, and (iv) between 
binder and current collector can occur leading to rise in battery impedance [7]. The changes in 
electrode porosity can occur due to both the volume change and SEI layer formation. The 
porosity affects the penetration of electrolyte into electrode structure and have a significant 
influence on battery impedance. 
1.1.3 Lithium Plating 
Slow lithium-ion diffusion into the negative electrode active material and/or reduced lithium 
ion diffusion in the electrolyte can result in lithium plating or lithium dendrite formation [7]. 
While the plated lithium can further react with electrolyte to form SEI layer and cause loss of 
active lithium (capacity), the dendritic structures of lithium can also lead to internal short-
circuits between negative and positive electrodes causing catastrophic failures. The low 
temperature or fast charging are the most favorable conditions for lithium plating on the 





1.1.4 Electrolyte Oxidation 
Stability of electrolyte on the positive electrode interface has not been a cause of concern in 
the conventional Li-ion batteries. The positive electrode materials within these batteries 
operated in voltage ranges where their electron energy was above the highest occupied 
molecular orbital (HOMO ~ 4.3V vs. Li/Li+) of the nonaqueous electrolyte components [16]–
[18]. However, as the conventional positive electrode materials like LiCoO2 are pushed beyond 
their voltage limits and new high voltage positive electrode materials are developed, the 
electrolyte oxidation becomes a degradation mechanism. This oxidative decomposition of 
electrolyte can lead to a loss of active mass and Li ions, an increase in the internal resistance, 
and modification of surface properties of the active material [7]. The reaction products include 
semicarbonates, polycarbonates, alkoxides, ethers, LiF, Li2CO3, LixPOyFz, RCFx, etc. [18]–
[20]. This process will be accelerated by higher temperature and by high end of charge voltages. 
Some surface electrolyte reactions are also accompanied by the evolution of gaseous species 
[21], which can lead to swelling in the pouch batteries. 
1.1.5 LiCoO2 Structural and Chemical Degradation 
Capacity of Li1-xCoO2 remains limited due to the structural and chemical degradation issues 
beyond the removal of half mole of lithium (x > 0.5) resulting in the end of charge voltage limit 
of 4.2V. LiCoO2 has rhombohedral R3̅m rock-salt structure with hexagonal symmetry. Beyond 
x = 0.5, a lattice distortion was observed from hexagonal to monoclinic symmetry [22]. Voltage 
beyond 4.2V have also resulted in abrupt drop in c-parameter of the lattice and accelerated the 
cobalt dissolution [23]. Li1-xCoO2 was also found prone to losing oxygen at deep lithium 







Chapter 2: Li-ion Battery Reliability Testing and Modeling 
The life cycle conditions of lithium-ion batteries can be broadly classified into storage 
and cycling (charge-discharge) operations. During these operations batteries continue to 
degrade and lose their capacity due to a variety of degradation mechanisms. Many researchers 
have investigated the storage and cycling operation reliability, life, and performance 
degradation of different battery chemistries of Li-ion family under different stress factors and 
hence the literature in this area is vast with several articles published in the last 25 years. There 
has been extensive effort to understand battery degradation mechanisms and to model the 
degradation behavior both empirically and analytically. These past studies have been conducted 
on commercially available Li-ion batteries as well as on prototype batteries developed in the 
research labs.  
Commercial Li-ion batteries are available in various sizes and form factors, which utilize 
different electrode material compositions and offer different nominal voltages. Some well-
known types of Li-ion batteries include lithium cobalt oxide (LiCoO2), NCA (LiNixCoyAl1-x-
yO2), NMC (LiNixMnyCo1-x-yO2), and lithium iron phosphate (LiFePO4) positive electrode-
based batteries. The commercial batteries from two different manufacturers utilizing same 
electrode materials and electrolyte solvent may also differ in terms of binder materials and 
electrolyte additives. Depending upon the electrode materials, electrolyte solvents and 
additives, these batteries can provide different end of charge voltages including 4.2V and 4.4V. 
There is a strong push to develop and market high voltage positive electrode and electrolyte 





of charge voltage of 4.4V are increasingly being used in portable electronic devices such as 
smartphone and laptops.  
2.1   Battery Reliability Literature 
There have been several experimental studies with multiple operating conditions on different 
Li-ion chemistries to understand the effects of different stress factors on battery performance 
degradation, life and degradation mechanisms. Some of the studies with multiple stress factors 
and large test matrices have been briefly described in this section.3 Some of the commonly used 
physics-based and empirical models to describe battery degradation have also been discussed. 
In a cycle life study limited to 500 cycles on 4.2V graphite/LiCoO2 cells by Choi and Lim [25], 
they concluded that high charge cut-off voltages (tested up to 4.35V) and a long float-charge 
period at 4.2V or above had the most severe effects on cycle life. They found that the depth of 
discharge (DOD4 or ∆SOC) did not affect the cycle life. 
Ning et al. [26] studied the effects of discharge rates at three different C-rates (1C, 2C, and 3C) 
on 4.2V carbon/LiCoO2 battery capacity fade and concluded that at higher C-rates growth of 
the solid electrolyte interphase (SEI) layer accelerated. The capacity losses were estimated after 
300 cycles at 2C and 3C discharge rates and were found to be 13.2 and 16.9% of the initial 
capacity, respectively. They proposed that the increased temperature due to ohmic heating 
could cause the evaporation of electrolyte and buildup of pressure due to generation of gaseous 
 
3 Part of this literature review has been reproduced from [36]. 
 
4 DOD (∆SOC) is defined as the ratio of amount of charge (Ah) taken out from a battery from a given 
charge condition (usually 100%, fully charged) to the true battery capacity. For example, if from a full 
charged 1Ah battery, 0.4Ah charge is taken out during discharge, then the DOD will be 40%. SOC is 
state of charge of battery which shows how much charge is remaining in the battery. 100% SOC means 





products, resulting in the cracks in the surface film. These cracks provide new sites for the side 
reaction between lithiated carbon and electrolyte, resulting in the thickening of SEI layer. 
Wang et al. [27] studied the cycle life of 3.6V graphite/LiFePO4 cells under five DODs (10% 
- 90%), five temperatures (-30 oC – 60 oC) and four discharge rates (C/2 – 10C) and found a 
power law relation between capacity fade and charge throughput. They defined the charge 
throughput as the amount of charge delivered by the battery during cycling. Their results 
showed that the capacity loss was strongly affected by time and temperature, while the effect 
of DOD (∆SOC) was less important at C/2 discharge rate. 
Ecker et al. [28] conducted an accelerated study on 4.2V graphite/Li(NiMnCo)O2 cells to 
analyze the influence of cycle depth and mean SOC on cycle aging. They observed that rate of 
aging increased with increasing cycle depth (∆SOC) almost linearly. Also they found that for 
a given cycle depth, minimum aging occurred in cells cycled around 50% mean SOC. However, 
the generalization of these results to other cathode materials and cell technologies requires 
more investigation.  
Wang et al. [29] investigated the influence of DOD (∆SOC) (10%-90%), temperature (10 oC – 
46 oC) and discharge rate (0.5C – 6.5C) on the cycle life of 4.2V graphite/LiNi1/3Co1/3Mn1/3 + 
LiMn2O4 cells. They found that although capacity loss increased at higher DODs, temperature 
and discharge rate had more significant impacts on capacity fade. Also, they observed a linear 
relation between capacity loss and charge throughput.  
Guan et al. [30] conducted the cycle life testing of 4.2V mesocarbon microbeads (MCMB)/ 
LiCoO2 commercial cells at different rates (0.6C, 1.2C, 1.5C, 1.8C, 2.4C and 3.0C) and 
proposed the capacity fade mechanism by analyzing the structure, morphology and 
electrochemical performance evolution at the capacity retention of 95%, 90%, 85%, 80%.. 





lithium irreversibly and the polarization in the full cell dominated the degradation during 
cycling.  
Stroe et al. [31] conducted accelerated calendar and cycle life tests on lithium iron phosphate 
batteries which are used for wind power plant applications. Four stress factors were used for 
cycle life tests including temperature (high or low temperature), SOC-level (low or high SOC), 
cycle depth (big cycle depth), and C-rate (high C-rates). However, the corresponding labels for 
these factors were not clearly discussed. A power law type model was presented for capacity 
fade during cycling: 
Cui et al. [32] conducted aging experiments of the 4.2V MCMB /LiCoO2 Li-ion batteries with 
charge-discharge rates (0.6C-1.2C), DOD (20% to 30%), end of charge voltage (4.2V – 4.1V), 
and operating temperature from 25 oC to 45 oC to investigate the lifetime evolution process. 
This work only considered shallow cycling of battery. They identified temperature, followed 
by discharge rate and DOD as the most impactful stress factors for battery capacity loss. The 
orthogonal design did not include end-of-charge voltage stress factor, and its effects were 
separately investigated and included in the lifetime model. 
Baghdadi et al. [33] studied the calendar and power cycling aging of 4.2V graphite/ 
[LiNi1/3Mn1/3Co1/3O2+LiMn2O4] and 4.2V graphite/ LiNi0.8Co0.15Al0.05O2 batteries. These 
batteries were designed for high power application with maximum current ratings of 108 A and 
130 A, respectively. Battery aging rate was found to be exponentially dependent on current, 
temperature, battery state of charge. The maximum DOD in this testing was limited to 40%. 
Wu et al. [34] conducted a lithium-ion battery aging study in which pouch cells with 4.2V 
graphite/ LiCoO2/LiNi0.8Co0.15Al0.05O2 blended chemistry were examined at 3 different 
temperature (10 oC – 40 oC)  and 3 different discharge levels (1C – 5C). The results showed 
that high temperature (>25°C) accelerated the aging, however, the effect of discharge rates on 





Diao et al. [35] conducted a multifactor design of experiment (DOE) to study the effects of 
temperature, discharge C-rate, and charge current cut-off on 4.4V rated commercial 
graphite/LiCoO2 batteries and found that only temperature influenced the capacity fade rate. 
The author of this dissertation has also worked on 3 studies in the past, which have been briefly 
summarized in the next three chapters and have addressed the research gaps concerning the 
effects of partial state of charge cycling on graphite/LiCoO2 battery degradation [36], 
application of battery discharge current for accelerated degradation testing and corresponding 
model development [37], and development of a methodology of selecting significant stress 
factors for accelerated test planning, respectively.  The main dissertation study of the author 
addresses the research gaps associated with the effects of rest time on graphite – LiCoO2 battery 
degradation, which have been summarized in the next section of this chapter. 
In addition to various cell level empirical or semi-empirical models fitted using the test data 
and supported by physics of battery degradation, many researchers have also developed 
material level physics-based degradation models for individual degradation mechanisms and 
combined them with either pseudo 2 dimensional (P2D) [38], [39] or single particle models to 
simulate the battery performance degradation with time/cycles. The most common empirical 
relation is the exponential Arrhenius type dependency of battery degradation rate on the 
temperature supported by the effects of temperature on the rate of chemical side-reactions (SEI, 
electrolyte oxidation) occurring in the battery. The empirical relation between capacity 
degradation and time/number of cycles has been described mainly by power law (diffusion 
limited SEI), linear (kinetically limited SEI + material loss), and double exponential models 
(two-stage degradation – different mechanisms in different stages of degradation) depending 
upon the presence of various degradation mechanisms. Some of the physics-based degradation 
models include diffusion based SEI growth model predicting square root dependency of 





surface film crack model based on fatigue and Wohler curves [13], and positive electrode 
dissolution using Tafel kinetics [41]. A detailed review of these models can be found in [42]. 
2.1.1 Studies on Rest Time 
The rest time refers to a time period during which the battery can be either in open rest condition 
where the battery current is zero and battery terminal voltage can change, or a float rest 
condition where a constant battery terminal voltage is maintained. Figure 2.1 shows an example 
of an open rest condition after full charge in a Li-ion battery charge/discharge cycle.  
 
Figure 2.1. Rest time after full charge (open condition) in a Li-ion battery charge/discharge 
cycle.  
 
When a battery-powered device is plugged-in to the charger, depending on the Li-ion battery 
management system, it may be in a float or open condition once the battery terminal voltage 
reaches its end-of-charge voltage, a cut-off voltage usually defined based on the battery 





condition occurs when the charger continues to act as a constant voltage source and continues 
to trickle charge the battery. During the float condition, the battery charge current gradually 
reduces. In todays advanced electronic devices including laptops, cell phones and portable 
consumer appliances, the charger charges the battery at constant voltage (float condition) until 
the current drops below C/20, a common charge cut-off current specified in battery datasheet 
to achieve “Full Charge” status. This charge termination is conducted to ensure battery safety 
and long life. After the charge termination battery stays in open rest condition and its open 
circuit voltage starts to drop due to charge redistribution, self-discharge, and internal side-
reactions. If the device remains in plugged-in condition for long durations and the battery open 
circuit voltage drops by more than 200 mV during this period, then the charger usually starts 
the float operation again to compensate for the voltage drop [43].  A similar open rest condition 
after full charge also occurs in applications such as satellites and solar energy storage systems 
where batteries are charged during exposure to the sun and are used (discharged) only when 
solar energy is not available.  
Considering this real-life charging condition, there is a great interest in device manufacturers 
to understand the relationship between open rest durations after full charge and performance 
degradation, defined in terms of capacity fade, of Li-ion batteries. The key questions are: is 
keeping the electronic devices plugged-in to chargers for long durations (open rest) more 
detrimental for batteries compared to removing the device immediately after the full charge 
and using it on battery power (continuous cycling)?; does the answer to first question depend 
upon operating temperature?; if there are differences in the capacity fade rate under two 
conditions, then what are the reasons for those differences?; and is there a model to quantify 
the effects of rest time on battery capacity fade? 
As of this writing, three research teams have looked into rest time: Reichert et al. [44], Rashid 





rest time conditions on the lifetime of commercial Li-ion batteries. They studied rest periods 
of 0 s, 60 s, and 7200 s (2 h) after full discharge and one level (2 h) of rest period after full 
charge. These rest periods were applied after every 5 full cycles. They also studied micro vs 
macro breaks by applying 12 s of rest period after full discharge in each cycle (dividing 60 s 
equally over 5 cycles) for a group of batteries. Their results showed that there was no difference 
in the capacity fade behavior of batteries irrespective of whether the rest period was applied 
after full charge or after full discharge. No observable differences between the capacity fade 
trends of batteries with and without rest periods were found. 
Rashid and Gupta [45] discussed the effects of open rest time in mesocarbon 
microbeads/LiMn2O4 batteries using simulation results from a solid electrolyte interphase (SEI) 
layer model. They simulated rest periods ranging from 5 min to 2 h after charge/discharge 
operations. They concluded that the rest after charge had only marginal effects compared to the 
rest after discharge, which resulted in a thicker SEI film due to the presence of higher lithium 
concentration in the negative electrode.  
Nelson et al. [46] compared the performance of graphite/LiNi0.4Mn0.4Co0.2O2 batteries with 
commercially available 4.2–4.4 V end-of-charge voltage rated graphite/LiCoO2 batteries under 
charge-24 h float rest-discharge cycling operation at 40 oC. The LiNi0.4Mn0.4Co0.2O2 cell 
operated to 4.4 V had up to 8% capacity loss after 40 cycles and was comparable to the 4.2 V 
LiCoO2 cell. The 4.35 V and 4.4 V LiCoO2 cells had up to 10% and 20% capacity fade, 
respectively after 40 cycles. The authors used differential voltage analysis to theorize that 
degradation caused damage to the positive electrode. This study investigated only one float rest 
duration of 24 h at full charge. 
The past studies tested/simulated open rest period of only up to 2 h after charge and found 
either no or marginal effects on battery degradation. Nelson et al. [46] tested only one long rest 





conditions with durations longer than 2 h. Additionally, none of these studies used the real-life 
charging conditions for the electronic devices in their test profiles. Reichert et al. [44] added 
open rest time after charge only after every 5 cycles and also limited the constant voltage phase 
of charging by charging time rather than by charge cut-off current. Rashid and Gupta [45] did 
not use constant voltage charging phase in their simulation. Nelson et al. [46] used float 
condition for the entire duration of 24 h which is also not the case in the modern electronic 
devices. 
This study evaluates batteries from 5 of the world’s leading manufacturers of batteries (the 
names are not given). All the batteries were tested under similar conditions using the real-life 
charge conditions, and their capacity fade trends are presented to evaluate the relationship 
between open rest time and battery performance degradation. The research objectives of the 
study have been summarized in the next section. 
2.2   Research Objectives 
• To determine the effects of open rest time after full charge on graphite/LiCoO2 battery 
performance degradation at different ambient temperatures. 
 




• To perform capacity fade trend modeling analysis and to understand interplay between 
the rest time induced degradation and cycling induced degradation 
 





➢ The study includes the differential voltage analysis of full cells to non-
destructively infer the individual electrode degradation causes, cell 
disassembly, X-ray diffraction (XRD) to understand electrode structural 
degradation and to identify nature of possible surface depositions, scanning 
electron microscopy (SEM) to inspect surface morphologies of electrodes, and 
energy dispersive X-ray spectroscopy (EDX) to identify elemental 






























Chapter 3: Effects of Partial State of Charge Cycling  
This study [36] quantifies the effect of partial charge-discharge cycling on Li-ion 
battery capacity loss by means of cycling tests conducted on 4.2V graphite/LiCoO2 pouch cells 
under different state of charge (SOC) ranges and discharge currents. The results are used to 
develop a model of capacity fade for batteries under full or partial cycling conditions. This 
study demonstrates that all the variables studied including mean SOC, change in SOC (∆SOC) 
and discharge rate have a significant impact on capacity loss rate during the cycling operation.5  
3.1   Experimental Test Procedure 
Commercial graphite/LiCoO2 pouch cells with a nominal capacity of 1.5 Ah (at C/5 rate) and 
a nominal voltage of 3.7 V were used in the study. An end-of-charge voltage of 4.2 V and an 
end-of-discharge voltage of 2.75 V were specified by the manufacturer. The charging and 
discharging of the cells were carried out using an Arbin BT2000 Battery Tester with 16 
independent channels. All the tests were conducted in a semi-temperature controlled room with 
temperature of 25±2oC. The initial characterization tests for the cells included constant current 
constant voltage (CCCV) charge - constant current (CC) full discharge (4.2V-2.7V) at C/2 rate 
to determine battery discharge capacity. 
 
5 This work has been published in the Journal of Power Sources [36] and part of the published article 





3.2   Test Matrix 
Different SOC ranges with different mean SOC and ∆SOC values were selected between 0% 
and 100% to understand the battery degradation behavior in different regions of full SOC range. 
The primary objective of this study is to find the effects of SOC ranges on battery cycle 
performance at a constant discharge rate of C/2. However, for the SOC ranges with mean SOC 
of 50%, the tests were conducted at two different discharge rates of C/2 and 2C. The purpose 
behind using two different discharge rates is to find if the relative performance of cells cycled 
under different SOC ranges gets affected from discharge rate. For 1.5 Ah cells used in this 
study, C/2 and 2C rates refer to 0.75 A and 3A, respectively. Five SOC ranges were selected 
while keeping in mind the requirement of having enough data points to find the capacity loss 
model constants. Table 3.1 provides the number of cells that were tested under each of the 
mean SOCs, ∆SOCs and discharge C-rates.  
 
                        Table 3.1. Sample distribution in the test matrix for this study. 
SOC Range Mean SOC ∆SOC 
Discharge C-rate 
C/2 2C 
0%-100% 50% 100% 2 2 
20%-80% 50% 60% 2 2 
40%-60% 50% 20% 2 2 
40%-100% 70% 60% 2 × 






3.3   Results and Discussion  
The capacity loss results from the testing at different SOC ranges are presented in this section. 
In Figure 3.1-3.2, normalized discharge capacity is plotted against equivalent full cycles. The 
normalized discharge capacity denotes the percentage ratio of the discharge capacity of a 
degraded battery to the initial (first cycle) battery discharge capacity. It is an indicator of battery 
state of health (SOH). The testing results are presented here up to around 800 equivalent full 
cycles (approximately 1000Ah cumulative discharge) for all the SOC ranges except 40%-60% 
range.  For the 40%-60% range results only up to around 450 equivalent full cycles 
(approximately 600Ah cumulative discharge) have been presented considering a slow 
cumulative discharge (Ah) accumulation rate. Intuitively, it may seem that for a given time 
period, no. of partial cycles for 40%-60% SOC range should be three times that for 20%-80% 
SOC range. However, that is not the case in the testing due to the inclusion of 30 minutes rest 
period after every charge and discharge steps. 
In Figure 3.1, the mean SOC during cycling is fixed at 50% for the three cycling ranges (0%-
100%, 20%-80%, and 40%-60%). ΔSOC is the varying parameter with values 100%, 60%, 
20% respectively. Also, two discharge rates of C/2 and 2C are used. The results presented are 
the average values of two cells chosen for each cycling range. It is evident from Figure 3.1 a) 
that cells cycled at 40%-60% range outperform the cells cycled at the other two ranges up to 
450 equivalent cycles. If we look at the long-term cycling operation at C/2 rate, the 20%-80% 
cells outperform the 0%-100% cells in terms of retaining their capacity by an 8% margin after 
approximately 800 equivalent full cycles.  
For cells discharged at 2C (Figure 3.1 b)), the cells cycled in the 40%-60% range perform far 
better than the cells under the other two ranges up to 450 equivalent cycles. However, the 
capacity loss (%) difference between cells under 20%-80% and 0%-100% ranges is almost 





C/2 rate.  At high discharge rates such as 2C, cells see a significant temperature rise due to 
ohmic heating. The high temperature may be playing a larger role than ∆SOC, and hence 




Figure 3.1. Capacity fade results for Mean SOC = 50%, ∆SOC = 100%, 60%, 20%, (a) C/2 







Figure 3.2 shows average results for three cycling ranges (0%-60%, 20%-80% and 40%-100%) 
with a fixed ΔSOC value of 60% and varying mean SOC values of respectively 30%, 50% and 
70% at a C/2 discharge rate.  It can be observed that lowering the mean SOC reduces the rate 
of degradation. The cells cycled at 0%-60% perform far better than the other cells in terms of 
retaining the capacity. Even after 700 equivalent cycles the capacity retention is more than 97% 
for 0%-60% range. However, the degree of performance improvement in case of 0%-60% 
range is quite unexpected. The results suggest either the absence of a degradation mechanism 
for 0%-60% range that is present in other SOC ranges or the presence of a different degradation 
mechanism with a very slow degradation rate. 
 
 






3.4   Capacity Fade Modeling 
Based on the values of A for all the SOC ranges except 0%-60%, a curve fit for A has been 
obtained and presented in Equation (3.1). In Equation (3.1) mean SOC and ∆SOC are used as 
a fraction rather than as a percentage. The R2 value for curve fitting of A is 0.97. A final 
normalized discharge capacity model is presented in Equation (3.2).  Values of constant k1, k2 
and k3 are respectively 3.25, 3.25 and -2.25 in Equation (3.2).  
 
𝐴 =  3.25 ∙ 𝑆𝑂𝐶𝑚𝑒𝑎𝑛 ∙ (1 + 3.25 ∙ ∆𝑆𝑂𝐶 − 2.25 ∙ ∆𝑆𝑂𝐶
2)                         (3.1)  
𝑁𝐷𝐶 (%) = 100 −  𝑘1 ∙ 𝑆𝑂𝐶𝑚𝑒𝑎𝑛 ∙ (1 + 𝑘2 ∙ ∆𝑆𝑂𝐶 + 𝑘3 ∙ ∆𝑆𝑂𝐶
2) ∙ (𝐸𝐹𝐶 100⁄ )
0.453
  (3.2) 
                
 






Figure 3.3 shows the experimental data from testing as well as the curve fits from power law 
model (Equation (3.1)). Power law model fits the experimental observations for the first 500 
equivalent full cycles for all the SOC ranges except 0%-60%. Even after 500 equivalent full 
cycles, normalized discharge capacity trends for the SOC ranges 20%-80% and 40%-100% 
seem to follow the derived power law model. However, 0%-100% range shows a sudden 
acceleration in capacity loss rate after 500 equivalent full cycles suggesting the initiation of a 
new degradation mechanism with almost linear capacity fade model. Hence the developed 
power law model cannot fit the experimental data for 0%-100% range after 500 equivalent full 
cycles. One of the possible causes behind this increase in degradation rate in 0%-100% may be 
the generation of cracks in electrode and SEI layer and thus providing the fresh new sites for 
side reactions with electrolyte to cause loss of active lithium. Since 0%-60% SOC range 
exhibits a quite unexpected capacity fade behavior with the minimal capacity loss (%) among 
all the tested ranges, more testing in low mean SOC region will be required to extend the 
developed model to all possible SOC ranges. The current model is suitable for only static SOC 







Chapter 4: Discharge Current based Accelerated Battery Testing 
Cycling at a nominal charge/discharge current requires an extensive amount of time 
and resources, and hence a battery qualification process based on battery cycle testing may 
cause delays in time to market. Discharge current can be used for accelerating Li-ion battery 
cycle testing. This study [37] develops an accelerated capacity fade model for Li-ion batteries 
under multiple current loading conditions, to translate the performance and degradation of a 
battery population at accelerated current conditions to normal current conditions. A nonlinear 
mixed-effects regression modeling technique is used to consider the variability of repeated 
capacity measurements on individual batteries in a population.6   
4.1   Capacity Fade Model Development 
To assess the reliability of a product quickly, accelerated testing is conducted by increasing the 
loading (stress) conditions on the product. In the case of Li-ion batteries, testing at a high 
discharge current (C-rate) is one approach to accelerated testing. During the testing capacity 
fade is recorded at different number of cycles, which serves as the indicator of degradation for 
batteries. The capacity fade measurements of batteries can be used to model the degradation 
process, which can further be used for failure time prognosis.  
 
6 This work has been published in the International Journal of Electrical Power & Energy Systems [37] 





Capacity degradation in Li-ion batteries occurs due to a multitude of degradation mechanisms. 
The side reactions between anode and electrolyte result in loss of active lithium and formation 
of an SEI layer on the anode. In particular, Ning et al. [26] studied the effects of discharge rates 
at three different C-rates (1C, 2C, and 3C) on Li-ion battery capacity fade and concluded that 
at higher C-rates growth of the solid electrolyte interphase (SEI) layer accelerated.  
Christensen and Newman [5] developed a mathematical model that calculated volume 
expansion and contraction and concentration and stress profiles during lithium insertion into 
and extraction from a spherical particle of electrode material. Their simulation showed that 
high-power (high current) applications, such as HEVs, had an increased likelihood of particle 
fracture compared to low-power applications. This stress-induced cracking can provide new 
sites for the growth of SEI layer. These results suggest that the SEI layer remains the prominent 
degradation mechanism in Li-ion batteries during cycling and higher discharge rates further 
accelerate the growth of SEI layer by means of overheating and mechanical stress induced 
surface film and electrode particle cracking. 
Various studies have proposed a power law relationship for SEI layer growth modeling with 
square root dependence on time based on physics-based principles [11], [47]. As per [11], 
 
𝐿(𝑡) = 2𝛿√𝐷𝑆𝑡                                                    (4.1) 






𝐿(𝑡) =   
2𝛿𝑍𝑃𝑐𝑃𝐴𝑁𝐸
𝑁0
√𝐷𝑆𝑡                      (4.2) 
 
where, L(t) denotes SEI thickness in cm and D(t) is fractional capacity loss at time, t; DS is the 
effective diffusivity  of solvent S in SEI phase; 𝛿 is a constant; ZP is the stoichiometric 





area (ANE) is a cell design parameter and represents the actual carbon surface area that is both 
electrochemically active and accessible to electrolyte; and the initial capacity (N0) is a 
measured value. It has been assumed that cell capacity is proportional to the moles of Li 
available for cycling and all capacity loss (NL) is due to the Li consumption associated with 
SEI layer growth process. 
For cycling operation, no. of cycles, Nc, should be considered as the independent transient 
variable in place of variable t. Additionally, the model presented in [11] is based on the 
assumption of storage under float charge condition with constant voltage and state of charge 
(SOC). It has been shown in a detailed physics-based SEI layer growth simulation [48] that the 
value of power law exponent can also assume values other than 0.5 in case of decrease in 
negative electrode SOC, which decreases the potential and driving force for film growth. In a 
cycling study, the negative electrode SOC does not remain constant and can vary from 0% to 
100% and hence the experimental data may not always fit a power law exponent of 0.5. Hence 
in order to make the model general and provide an additional parameter for fitting the data, a 
generalized power law model with an exponent of b and number of cycles as independent 
variable has been adopted in this paper.  
 
𝐷 =  𝐾.𝑁𝑐
𝑏                                                         (4.3) 
𝑁𝐷𝐶 =  1 −  𝐾.𝑁𝑐
𝑏                                                   (4.4) 
 
where NDC, normalized discharge capacity, is defined as the ratio of battery capacity at a given 
cycle count to its initial capacity; and K is the power law coefficient.  Here, K is proportional 
to the diffusivity Ds of solvent component S in SEI layer and the negative electrode area, ANE 





depend upon environment temperature (T) and battery current (C-rate) during cycling due to 
ohmic heating. As the battery current is increased, the susceptibility of SEI layer cracking and 
electrode particle cracking is also increased. These cracks can provide new sites (areas) for 
electrolyte reduction and hence C-rate can affect the effective negative electrode area (ANE) 
accessible to electrolyte.  Hence, the effects of environment temperature (T) and battery current 
(C-rate) are included in the model in the form of parameter K as follows: 
 
𝐾 = 𝑓(𝑇, 𝐶𝑟𝑎𝑡𝑒 , )                                                                  (4.5) 
 
where f(.) is a continuous function; Crate covers both charge and discharge current rates. In this 
accelerated testing study charge Crate, has been considered constant and hence its effects have 
not been investigated. In order to model the effects of T (thermal stress) and discharge Crate 
(non-thermal stress) on Ds and ANE, a generalized Eyring model form [49], [50] is being 
adopted for K. Generalized Eyring model is widely used in the field of reliability to model life-
stress relationship under chemical reactions based mechanisms when both thermal and non-
thermal stresses are involved and their interaction can be of interest. 
 
𝐾 = 𝐴. 𝑇𝛼 . exp (−
𝐵
𝑇
+ (𝐶 + 
𝐷
 𝑇
) . 𝑔(𝐶𝑟𝑎𝑡𝑒))                                       (4.6)  
 
where α, A, B, C, and D are model constants and are independent of T and discharge Crate; T is 
environment temperature in Kelvin; and Crate represents only the discharge current rate; g(.) is 





 𝐶𝑟𝑎𝑡𝑒) based on empirical evidences from the testing data used in this study. Equations (4.4) 
and (4.6) can be combined to provide a model for D:   
  
𝐷 = 𝐴. 𝑇𝛼 . exp (−
𝐵
𝑇
+ (𝐶 + 
𝐷
 𝑇
) . 𝐶𝑟𝑎𝑡𝑒) ∗ 𝑁𝑐
𝑏                               (4.7) 
𝐷 = (𝐴. 𝑇𝛼 . exp (−
𝐵
𝑇
)) . exp ((𝐶 + 
𝐷
𝑇
) ∗ 𝐶𝑟𝑎𝑡𝑒) ∗ 𝑁𝑐
𝑏                         (4.8) 
 
If the environment temperature, T, is kept constant during the accelerated testing study, then 
the model terms B/T and D/T in Equation (4.8) will also become constants to reduce the model 
to just one stress variable of discharge Crate. 
 
𝐷 = 𝛽0 ∗ exp(𝛽1 ∗ 𝐶𝑟𝑎𝑡𝑒) ∗ 𝑁𝑐
𝑏                                                   (4.9) 
Therefore, 
𝑁𝐷𝐶 = 1 − 𝛽0 ∗ exp(𝛽1 ∗ 𝐶𝑟𝑎𝑡𝑒) ∗ 𝑁𝑐
𝑏                                           (4.10) 
𝐾 = 𝛽0 ∗ exp(𝛽1 ∗ 𝐶𝑟𝑎𝑡𝑒)                                                          (4.11) 
𝛽0 = (𝐴. 𝑇
𝛼 . exp (−
𝐵
𝑇
)) , 𝛽1 = 𝐶 + 
𝐷
𝑇
                                  (4.12) 
 
Equations (4.9, 4.11) show normalized capacity fade and the normalized discharge capacity 
models respectively with β0, β1, and b as final model parameters. The proposed model with 
constant temperature condition has a power law type relation with the number of cycles and an 





4.2   Acceleration Factor 
Once the capacity fade model is obtained, the acceleration factor can be calculated for the 
discharge C-rate stress factor. The acceleration factor provides a quantitative measure of 
amount of change in degradation rate corresponding to the change in a stress variable. It can 
be calculated by comparing either the battery capacity fade trends or the times to failure at two 
different values of the stress variable. Using the capacity fade trends, the acceleration factor 





⁄                                                    (4.13) 
𝐴𝐹 =
𝛽0 ∗ exp(𝛽1 ∗ 𝐶𝑟𝑎𝑡𝑒)
𝛽0 ∗ exp(𝛽1 ∗ 𝐶𝑈)
 
𝐴𝐹(𝐶𝑟𝑎𝑡𝑒) = exp (𝛽1 ∗ (𝐶𝑟𝑎𝑡𝑒 − 𝐶𝑈))                                                 (4.14) 
 
where, AF is the acceleration factor, CU represents use (normal) level discharge C-rates and 
Crate is the accelerated level discharge C-rate. Equations (4.11) and (4.14) can be used to show 
the relation between normalized capacity fade, D, and acceleration factor, AF: 
 
𝐷(𝐶𝑟𝑎𝑡𝑒 , 𝑁𝑐) = 𝛽0 ∗ exp(𝛽1 ∗ 𝐶𝑈) ∗ 𝐴𝐹 ∗ 𝑁𝑐
𝑏 
𝐷(𝐶𝑟𝑎𝑡𝑒 , 𝑁𝑐) = 𝐾𝑈 ∗ 𝐴𝐹 ∗ 𝑁𝑐
𝑏                                                        (4.15) 







where, KU represents the power law coefficient for use level discharge C-rate, CU; and AF is 
the function of accelerated discharge C-rate, Crate and use level discharge C-rate, CU.  
The acceleration factor, AF, in Equation (4.14) signifies by what amount the capacity fade will 
be accelerated at an accelerated discharge C-rate level with respect to the use level discharge 
rate, CU, at a given number of cycles, Nc. As evident from Equation (4.14), the value of the 
acceleration factor will be less than 1 for C-rate values less than CU. If the acceleration factor 
is calculated on the basis of time (cycles) to failure (TTF) of the battery, then a different 
approach should be adopted. For example, if the failure threshold for a battery is defined as 




















𝐴𝐹𝑇  =  (exp (𝛽1 ∗ (𝐶𝑟𝑎𝑡𝑒 − 𝐶𝑈)) )
1/𝑏                                     (4.17) 
𝐴𝐹𝑇  =  (𝐴𝐹 )
1/𝑏 
 
It is clear from Equation (4.17) that AFT is different than AF in magnitude. Hence, the 
developed accelerated degradation model does not qualify as the scale-accelerated failure-time 
(SAFT) model [51]. In a SAFT model the degradation of a product at a given stress level can 
be transformed to degradation at any other stress level just by scaling the time (cycle) axis by 
the acceleration factor. In other words, the acceleration factor calculated using degradation 





for SAFT models.  This is not the case with the proposed capacity fade model for Li-ion 
batteries. Since both the battery capacity fade and cycles-to-failure are important parameters 
for the battery reliability, the type of acceleration factor should be chosen based on the 
requirements of the application. When there is no hard failure threshold, DFT, defined for the 
batteries, then the capacity-fade-based acceleration factor should be used. In this paper, the 
capacity-fade-based acceleration factor, AF, has been used in the subsequent analysis. 
4.3   Non-linear Mixed Effect Modeling 
Individual batteries in a population such as the one belonging to the same production lot exhibit 
variability in their capacity fade paths even when they are subjected to same operating 
conditions. This variability is usually caused by inherent design, manufacturing, and material 
differences. Depending upon the manufacturing quality control, these variations can be small 
or large in magnitude. Mixed-effects modeling is useful in considering the variation among 
individual batteries and captures these variations in the form of fixed and random effect 
components of the degradation model parameters. Each model parameter value is represented 
as a combination of a fixed-effect value and a random-effect value. The parameters that do not 
vary across batteries within a population have only a fixed-effect component. The main idea is 
to find the distribution of model parameters to consider the uncertainty around the mean 
degradation process of the whole population of batteries. Hence this method is suitable for 
analyzing the degradation behavior of the population of batteries. 
If the capacity measurements of batteries have been taken at different cycle instances denoted 
by Ncj, where j = 1, 2, 3, …, then for battery i at cycle instance j, the capacity fade can be 
considered as below: 
 
𝑦𝑖𝑗 = 𝐷𝑖𝑗 + 𝜖𝑖𝑗 ,    i = 1,2,3,….n, j = 1,2,3,…mi,         𝜖𝑖𝑗  ~ 𝑁(0, 𝜎𝑖𝑗






where yij is the measured (calculated) normalized capacity fade, Dij (= D(Ncj, α)) is the actual 
normalized capacity fade for battery i at cycle count j,  𝜖𝑖𝑗 is the error term  with zero mean 
and variance 𝜎𝑖𝑗
2 and α is a vector of k unknown parameters for battery i. The proposed 
capacity fade model under accelerated C-rate loading can be embedded with mixed effect 
model as below: 
 
𝐷 = 𝐾𝑈 ∗ 𝐴𝐹 ∗ 𝑁𝑐
𝑏 
𝐷 = 𝐾𝑈 ∗ exp (𝛽1 ∗ (𝐶𝑟𝑎𝑡𝑒 − 𝐶𝑈)) ∗ 𝑁𝑐
𝑏                                         (4.19) 
𝑌𝑖𝑗  ~ 𝒩(D(N𝑐𝑗; 𝛼𝑖), 𝜎
2)         𝑖 =  1,2, … , 𝑛 𝑎𝑛𝑑 𝑗 =  1,2, … ,𝑚𝑖 
D(N𝑐; 𝛼𝑖) =  𝛼1𝑖 ∗ exp (𝛼2𝑖 ∗ (𝐶𝑟𝑎𝑡𝑒 − 𝐶𝑈)) ∗ 𝑁𝑐
𝛼3𝑖                               (4.20) 












] , 𝛴 )                                         (4.21) 
   𝐻(𝛼𝑘𝑖) =  𝑓𝑖𝑥𝑒𝑑 𝑒𝑓𝑓𝑒𝑐𝑡 (𝐻(𝛼𝑘)) + 𝑟𝑎𝑛𝑑𝑜𝑚 𝑒𝑓𝑓𝑒𝑐𝑡𝑖  (𝐻(𝛼𝑘)),            𝑘 =  1,2,3 𝑎𝑛𝑑 𝑖 =
 1,2, … , 𝑛 
 
where, Yijs are the capacity measurements; 𝜎2 is the constant error variance across a given 
battery population; n is the number of batteries in a population; mi is the number of tested cycles 
for battery i in a population; H(.) is a reparametrization function to ensure the joint normality 
assumption of random effects of model parameters;  μk, k = 1, 2, 3 represents the mean or fixed-
effect values of the three model parameters; and Σ is the diagonal covariance matrix with the 





Also the model parameter with only fixed-effect component will have zero variance in the Σ 
matrix.  
The maximum likelihood estimation of model parameters for non-linear mixed effect model is 
numerically complex exercise since it involves the evaluation of a multiple integral in 
loglikelihood function, which in most cases does not have a closed form expression [52]. The 
methods developed in [52], [53] provide computationally efficient approximations to 
maximum likelihood (ML) estimates for parameter estimations. In this work, the likelihood of 
the non-linear model has been approximated by the likelihood for the linear mixed-effects 
(LME) model using MATLAB function nlmefit which implements the methods from [52], [53]. 
For detailed explanation on parameter estimation methods for non-linear mixed-effect models, 
please refer to [52], [53]. 
4.4   Experimental Studies and Test Results  
Li-ion batteries were tested by a device manufacturer for capacity fade at four different 
discharge C-rates: 0.2C, 0.5C, 1C, and 2C while keeping the other stress factors constant. The 
idea behind testing at different discharge C-rates was to collect data on the effects of discharge 
C-rates on the battery capacity fade trends. The testing procedure involved charge-discharge 
cycling between 3.0 V to 4.1 V. The batteries were discharged at the designated C-rate values. 
Table 4.1 provides the tested discharge C-rate conditions and number of samples for each 
condition. The cycle testing was conducted under fixed and controlled environmental 








Table 4.1. Test conditions and sample distributions. 






The testing data was limited to 250 cycles. Figure 2.4 shows the normalized discharge capacity 
profiles for batteries. It is clear from the figures that even for same discharge C-rate condition, 
there are variations among the capacity fade profiles for individual batteries from a population.  
 
 
Figure 4.1. Normalized discharge capacity testing data at different C-rates for battery 





4.5   Model Validation 
To demonstrate the suitability of the model developed (Equation (4.15)), it has been fitted 
against the testing data using MATLAB function nlmefit. It has been suggested in [54] that 
stability and robustness of the approximate ML algorithm can be improved by estimating the 
power law coefficient, K, (Equation (4.12)) at a level of discharge rate that is central to 
experimental discharge C-rates rather than at use level discharge C-rate, CU. This is required 
to reduce the correlation between the estimates of β1 and the parameters relating to power law 
coefficient, K. Hence 1C is chosen as the central discharge rate providing new parametrization 
with [𝛼1 𝛼2 𝛼3] = [𝐾1𝐶 𝛽1 𝑏], where 𝐾1𝐶 = 𝐾𝑈 × 𝐴𝐹(1𝐶).  In order to ensure the joint 
normal distribution of random effects of model parameters, [55] suggested to apply 
reparametrization techniques such as Box-Cox transformation. In this study log 
reparametrization, a special case of Box-Cox transformation, has been applied to the model 
parameters with random effects.  The selection of log transformation is driven by the prior 
knowledge about the possible range of values that the model parameters and model output can 
take and the trial-and-error based normality assumption testing. For example, the model 
parameter, b is expected to be a real number with value possibly between 0 and 1. The log 
transformation ensures that the model does not lose the physical meaning associated with it and 
produce erratic estimates such as complex or negative values for b. The reparametrization needs 
to be applied to only those model parameters which exhibit random effects. Hence, initially 
without any reparametrization (𝐻(𝛼) =  𝛼), the mean and covariance matrices of original 
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As can be seen from covariance matrix, ΣA, the two parameters KU and b are mixed effects and 
vary across batteries within the population and the parameter β1 is a fixed effect. Hence, 
parameter β1 can be assumed to be a material property which does not vary from battery-to-
battery. A fixed-effect value of b (= μ3) close to 0.5 suggests the presence of SEI layer 
degradation mechanism [11], [47].  After applying a log transformation to model parameters 
with random effects, the new parameters which need to be estimated are as follows: 𝐻(𝛼) =
 [𝑙𝑜𝑔𝐾1𝐶 𝛽1 𝑙𝑜𝑔𝑏]. The joint distribution for these transformed model parameters is 
provided in Equation (4.22) using nlmefit function. This function also provides the transformed 
model parameter values for each battery in the population which can be used to plot the model 
output. Figure 4.2 compares the model fits for individual batteries with the testing data. It is 
clear from the figure that the mixed-effect modeling method is capable to capture the variability 
among the capacity fade profiles of the battery. The maximum root mean square error (RMSE) 
for the fits in Figure 4.2 is limited to 0.0027.  
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Figure 4.2. Comparison of model fits with individual battery capacity fade data (all C-rates) 
for a battery population. 
 
The estimated individual values of transformed model parameters logK1C and logb for 24 
batteries in have been used to perform Royston's H Test [56] for multivariate normality using 
R-package MVN [57]. A p-value of 0.09 shows that the transformed parameters logK1C and 
logb have bivariate normal distribution at a significance level of 0.05 and hence the assumption 
of normality in Equation (4.21) is reasonable after the log transformation. 
The modeling framework presented in this study is generic enough for its application to any 
Li-ion battery accelerated capacity fade data and is useful for extrapolating and analyzing the 
capacity fade at lower (normal) operating C-rates based on the available testing data at 
accelerated C-rate levels up to 2C. The modeling approach considers the capacity fade trends 





the capacity fade data of batteries that have not reached the failure threshold can be used in this 



















































Chapter 5: Stress Factor Ranking 
Accelerated testing is conducted by increasing certain stress factors to increase the 
degradation rate and precipitate failure earlier than normal [51],[35]. The cyclic operation of 
batteries can be characterized by seven primary stress factors: ambient temperature, discharge 
C-rate, charge C-rate, constant voltage charge cut-off C-rate, depth of discharge (DOD), rest 
time after charge, and rest time after discharge. Some or all these stress factors can be selected 
to accelerate the battery degradation process. However, the effects of these stress factors on 
battery degradation are not uniform, and some factors can have more of an impact than others. 
Additionally, multifactorial and interdependent stress factors may work in combination to 
accelerate certain failure modes. It is not usually feasible to design a test matrix with many 
factors due to limited testing resources. Therefore, to achieve an optimal time reduction with 
the fewest stress factors, it is necessary to identify the most impactful stress factors and utilize 
them for accelerated testing.  
The findings from the past studies reveal that there is no one general rule that can describe the 
effect of a particular stress factor on battery degradation due to the wide variety of Li-ion 
battery chemistries. Even for the same chemistry, different manufacturers use different designs 
(pouch, stacked/jellyroll, cylindrical, coin) and material additives (electrode coatings, 
electrolyte additives) that can change the long-term capacity fade behavior of batteries. Hence, 
the conclusions from each of these experimental studies are limited in terms of generalization. 





the effect of various stress factors on battery degradation based on the literature and thus the 
most influential stress factors cannot be determined.  
The prior studies have also been limited in terms of the number of factors and the statistical 
interpretation of the effects of the factors on battery degradation, which is critical due to the 
variabilities associated with different batteries, production lots, manufacturers, and chemistries. 
Prochazka et al. [58] and Su et al. [59] are the two studies that attempted to fill this research 
gap. Advancing on their work, this study presents a methodology to conduct a multi-stress DOE 
consisting of stress factors that are relevant for the practical cycle testing of batteries. This 
includes the selection of  the range of stress factors that can be represented by just 2 levels, a 
reduction in the  number of tests using half-fractional designs, and the utilization of machine 
learning technique least absolute shrinkage and selection operator (LASSO) in addition to 
conventional least squares linear regression,  to identify the statistical significance and ranking 
of main and two-way interaction of stress factors for accelerated battery test planning in a short 
period of time (i.e., limited to 2 months). This stress factor ranking approach uses data from 
commercial Li-ion pouch batteries. The approach is designed to be transferable and can be used 
for any type of battery chemistry. Five different stress factors of ambient temperature, 
discharge C-rate, charge C-rate, constant-voltage charge cut-off current, and DOD are 
investigated. These stress factors constitute the conventional cycling profile used in most of 
the battery qualification test plans, and their impact in terms of battery capacity fade 
acceleration is ranked using DOE.  
5.1  Design of Experiment 
A design of experiment (DOE) has been used to conduct the cycle testing of batteries with 5 
different stress factors: ambient temperature, discharge C-rate, charge C-rate, charge cut-off 





the inclusion of additional factors or to exclude some of the selected factors. Two levels for 
each selected stress factor have been chosen to cover the entire range of the stress factor. The 
purpose of this study is to screen the stress factors and rank them in terms of their importance 
for battery capacity fade acceleration, therefore, two levels are sufficient for each stress factor. 
The DOE for the testing is as follows: 
Factors:       k = 5,        𝑋1 = 𝑇,  𝑋2 = 𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝐶 − 𝑟𝑎𝑡𝑒,  𝑋3 = 𝐶ℎ𝑎𝑟𝑔𝑒 𝐶𝑢𝑡 − 𝑜𝑓𝑓,   




                                                                                    (5.1) 
 
where k is the number of stress factors, I is the constant discharge current, t is the discharge 
time, QN is battery capacity after N cycles, and T is the test (environmental) temperature. 
 
Levels:         𝐿1 = 2,  𝐿2 = 2,  𝐿3 = 2,   𝐿4 = 2,  𝐿5 = 2 
 
A full factorial DOE is considered the most comprehensive as it considers all the main and 
higher-order interaction effects. A full factorial design (2k) for this test will involve 𝑁 =  𝐿1 ∙
𝐿2 ∙ 𝐿3 ∙ 𝐿4 ∙ 𝐿5 = 32 test cases. Third or higher-order interaction effects of stress factors are 
usually insignificant in most practical cases and can be aliased with main and two-way 
interaction effects. A half-fractional factorial design is sufficient to extract individual and two-
way interaction effects of stress factors and also helps reduce the number of test cases by half 
compared to full factorial design. In half-fractional design one of the stress factors is 
























1 25 (L) 0.5C (L)* 0.01C (H)* 0.8C (L) 0.5 (L) 




3 25 0.5C 0.2C (L) 0.8C 1 
4 25 0.5C 0.2C 1.2C 0.5 
5 25 1.3C (H) 0.01C 0.8C 1 
6 25 1.3C 0.01C 1.2C 0.5 
7 25 1.3C 0.2C 0.8C 0.5 
8 25 1.3C 0.2C 1.2C 1 
9 55 (H) 0.5C 0.01C 0.8C 1 
10 55 0.5C 0.01C 1.2C 0.5 
11 55 0.5C 0.2C 0.8C 0.5 
12 55 0.5C 0.2C 1.2C 1 
13 55 1.3C 0.01C 0.8C 0.5 
14 55 1.3C 0.01C 1.2C 1 
15 55 1.3C 0.2C 0.8C 1 
16 55 1.3C 0.2C 1.2C 0.5 







Table 5.1 shows the process of representing DOD (X5) as a function of the remaining four 
stress factors in the proposed design. The generator or word for the design in Table 1 is 
+X1·X2·X3·X4·X5 as the multiplication of all these variables will always be I (+1 or H). The 
design in Table 1 is resolution V design, where the main effects are aliased with at least fourth-
order effects and the second-order effects are aliased with at least third-order effects. In order 
to understand the repeatability of results, 3 samples per test case have been considered and a 
total of 48 batteries have been tested. 
All the test cases described in Table 5.1 involved continuous cycling of a Li-ion battery under 
the specified stress factors to characterize the capacity fade trend. The cycling profile included 
charge/discharge operations. The charging operation was conducted using a constant-
current/constant-voltage (CCCV) standard charge algorithm. The battery was charged using 
the prescribed constant-charge C-rate up to the end-of-charge voltage (4.4 V) followed by the 
‘top-up’ using constant voltage charging until the charging current dropped below the 
prescribed charge cut-off. The discharge operation was performed using the prescribed constant 
discharge C-rate until the prescribed DOD was achieved. 100% DOD has been defined as the 
discharge to 3 V at 0.5C discharge current rate. Hence, for high discharge current tests (1.3C), 
the batteries were further discharged to 3 V at 0.5C after hitting the 3 V threshold at the 
prescribed high level (1.3C) of discharge C-rate. Rest times after discharge and after charge 
were not considered as stress factors in this study and were kept fixed at 10 min for the testing.  
The cell characterization testing was conducted at the beginning of cycling testing (Table 5.1) 
to set up the baseline and intermediately between the cycling tests for comparison with baseline 
characteristics. The characterization testing included the measurements of “true” battery 
discharge capacity. This true value of discharge capacity has been defined at a standard 
condition for comparison across different tests in Table 5.1. Discharge capacity measurement 





charge/discharge cycle. The battery was charged at 0.8C constant current up to the end-of-
charge voltage (4.4 V) followed by the constant voltage charging until the charging current 
dropped below C/20. Following the 10 min of rest after the charging, the battery was discharged 
at C/2 constant current up to the end-of-discharge voltage (3 V). After discharge, a 10-min rest 
period was provided before charging the battery for the next cycle. For the initial capacity 
measurements of fresh cells, 5 cycles were conducted, and the average value of the discharge 
capacities was used as the initial capacity. For the capacity measurements at prescribed 
intervals and at the end of the cycling testing, 2 cycles were conducted and the discharge 
capacity from the second cycle was used as the real capacity measurement. The intermediate 
characterization of discharge capacity was conducted at fixed intervals of 100 cycles.  
5.2   Algorithms for Stress Factor Ranking  
Two statistical and machine learning algorithms, including least squares linear regression and 
LASSO regression were considered for evaluating the effects of the stress factors on battery 
capacity fade and for ranking them in terms of their impact. The task of identifying the highest 
contributing features for prediction is termed “feature selection” and is generally applied in 
datasets where the number of features exceeds the order of hundreds. The primary goal of 
feature selection is a reduction in computational time and memory. However, the present work 
makes use of feature selection for stress factor ranking in order of importance to capacity fade. 
Linear regression has mainly been used for comparison as a conventional method for evaluating 
the DOEs. The problem can be specified mathematically as follows: 
 
𝑌 = 𝑓(𝑋) +                                                                  (5.2) 






where Y is the response variable; X is the matrix of predictor variables (stress factors); and ε is 
the random error term, which is independent of X and has zero mean. The purpose of all three 
algorithms is to learn the unknown function f and understand how Y is affected by X1, X2,..,X5. 
Hence these algorithms were used in this paper mainly for inference rather than prediction [60].  
The average capacity fade rate was used as the response variable Y in Equation (5.2). It was 
calculated by dividing the total drop in capacity (Ah) with the cumulative discharge (Ah), 
which is defined as the total amount of charge (Ah) delivered by the battery during the 
discharge operations of the entire testing. Cumulative discharge was selected in the 
denominator of Equation (5.4) in place of number of cycles because a cycle with 50% DOD 





                                              (5.4) 
 
The estimation of f requires training data generated by the cycle testing of batteries as per the 
DOE described in Table 5.1. The least squares linear regression and LASSO regression fall 
into the parametric category, where an assumption about the functional form of f is made in 
advance and then training data is used to estimate the coefficients.  
 
𝑓(𝑋) =  𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 + 𝛽4𝑋4 + 𝛽5𝑋5 +                     (5.5) 
 
The linear regression for five stress factors can be described by Equation (5.5), where β0, β1,..,β5 





estimate these coefficients is least squares, which tries to minimize the residual sum of squares 
(RSS), which is defined as follows: 
 
𝑅𝑆𝑆 =  ∑ (𝑦𝑖 − 𝑓(𝑥𝑖)̂ )
2𝑛
𝑖=1                                                (5.6)                                                                                                        
 = ∑ (𝑦𝑖 − 𝛽0̂ − 𝛽1̂𝑥𝑖1 − 𝛽2̂𝑥𝑖2 − 𝛽3̂𝑥𝑖3 − 𝛽4̂𝑥𝑖4 − 𝛽5̂𝑥𝑖5)
2𝑛
𝑖=1            
 
where 𝑓 is an estimate of function f;  𝛽0̂, 𝛽1̂, … , 𝛽5̂ are estimates of β0, β1,..,β5, respectively; n 
is the number of training observations. The first question of inference is whether any of the 
predictor variable is required to explain the output. This is usually answered using hypothesis 
testing based on F-statistics described as follows: 
 
𝐻0: 𝛽0 = 𝛽1 = 𝛽2 = 𝛽3 = 𝛽4 = 𝛽5 = 0 




                                                        (5.7) 






where TSS is the total sum of squares, n is the number of observations in the training data, and 
p is the number of predictor variables. Based on F-statistic, a p-value is calculated to decide on 
the null hypothesis. If the p-value is less than 0.05, then the null hypothesis will be rejected. 
The second question is which of these variables are statistically significant to explain the 





are first used for the model fit and then the variables with the largest p-values are removed one 
by one until a stopping criterion of model fit is met [60]. The model fit has been evaluated 
using an adjusted R2 statistic which also takes into account the number of predictor variables 
and is based on the idea that after all the relevant variables have been included in the model, 
adding more variables would lead to only fitting the noise.  
 
𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑅2 =  1 −
𝑅𝑆𝑆/(𝑛−𝑝−1)
𝑇𝑆𝑆/(𝑛−1)
                                                 (5.8) 
 
LASSO regression, a regularization technique developed for liner regression problems, has 
been widely used in the literature as a predictor variable selection algorithm due to its simplicity 
and ease of interpretation [61],[62]. The key assumption is that the best possible prediction rule 
is sparse, that is, only a few of the coefficients are different from zero. Coefficients different 
from zero are directly proportional to the variable’s importance, the higher the regularizer at a 
non-zero weight, the more important the variable for the prediction. In LASSO regression, 
sparsity is achieved by adding a term that penalizes the loss based on convex relaxation via the 
l1 norm and a regularization term λ. The loss function formula thus becomes: 
 
𝑚𝑖𝑛∑ (𝑦𝑖 − 𝑓(𝑥𝑖)̂  )
2𝑛
𝑖=1 +  λ∑ |𝛽𝑗|
𝑝
𝑗=1                                        (5.9) 
 
Equation (5.9) represents the summation of RSS (Equation (5.6) and a l1 norm penalty term. λ 
represents the regularization term. The higher the regularization term, the more the weights of 
the model shrink to zero, thus revealing the important predictor variables. A value of λ = 0 will 





is an alternative to the variable selection approach such as backward selection discussed for the 
linear regression model. The value of λ has been chosen based on the 10-fold cross-validation 
approach. In this approach, the training data is randomly divided into 10 parts or folds, and the 
first fold is treated as the validation set while the remaining 9 folds are used for training 
purposes.  This process is repeated 10 times to choose each one of those 10 folds as the 
validation set, and the mean squared error is calculated for each validation set. The final mean 







𝑖=1                                                       (5.10) 
 
A value of λ that minimizes the MSE can be chosen. However, in order to use a slightly larger 
value of λ, which allows stricter penalty on coefficients, a value of λ corresponding to the MSE, 
which is higher by one standard deviation from the minimum MSE, is chosen in this paper. 
Additionally, unlike the linear regression, the LASSO regression does not perform any 
statistical hypothesis testing to evaluate whether the individual variables are statistically 
significant for the response. Hence, a non-parametric bootstrap method [63] has been used to 
calculate the probability of each coefficient in the regression model being zero using a 1000-
sample size. In the bootstrap method, a training sample of size n same as that of the actual 
training data is randomly sampled with replacement and for this sample the 10-fold cross-
validation is conducted to select λ corresponding to MSE at one standard deviation and 
calculate corresponding estimates of coefficients. This process is repeated 1000 times, and then 
the probability of 0 is calculated for each coefficient.   
 
𝐵𝑜𝑜𝑡𝑠𝑡𝑟𝑎𝑝 𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑡𝑦 𝑜𝑓 (𝛽𝑗 = 0) =  
1
1000





5.3   Results and Discussion 
The pouch graphite-LiCoO2 batteries with a minimum capacity of 4.45 Ah at 0.2C rate and 
voltage range of 4.4 V to 3 V have been used for the testing. The capacity fade results are 
presented in Figure 5.1. Data for all three samples under each test case are plotted. The batteries 
show a large capacity fade rate for 55 oC and 1.3C test conditions (Tests 13-15) in Figure 5.1. 
Surprisingly, batteries under test cases 9 and 10 at 55 oC and 0.5C test conditions show more 
capacity fade than that at Test 16 under 55 oC and 1.3C conditions. Test 9 has higher stress in 
terms of charge cut-off current and DOD as compared to Test 16, while Test 10 has only higher 
charge cut-off as higher stress as compared to Test 16. One of the 25 oC and 2C cases (Test 8) 
also shows a higher capacity fade rate. The average capacity fade rate for each test case and 
sample is plotted in Figure 5.2. The capacity fade rate is much higher for test cases at 55 oC 
(Tests 9-16).  
The inclusion of DOD leads to 5 main effects and 10 two-way interaction effects of stress 
factors, which should be estimated from the 16 test conditions described in Table 5.1. The 
number of test conditions is sufficient to estimate all the relevant effects in one step using least 
squares linear regression. While fitting the model, it was observed that ln(Y) provides a better 
fit for a linear model, and hence for these batteries ln(Y) has been used as the response variable 
subsequently for linear and LASSO regression. All the predictor variables have been 
standardized using the z-score method prior to model fitting. Using the least squares linear 
regression, the response ln(Y) is fitted as a function of all 15 predictor variables. The model fit 
results in an adjusted R2 value of 0.89, which suggests a decent fit. Figure 5.3 shows the 
ordering of the coefficients based on the negative log10() of p-values associated with the t-
statistic. The t-statistic is defined as the ratio of coefficient estimate and corresponding standard 
error and is used for testing the null hypothesis that the coefficient estimate is zero, and hence 





this null hypothesis can be rejected, therefore, the predictor variable is related to the response 
after adjusting for the other predictor variables. 
 
 






Figure 5.2. Capacity fade rate (Y) of batteries for Tests 1-16. 
 






Table 5.2. Results from the least squares regression model fit using the selected main and 
interaction effects of stress factors. 




Intercept β0 -7.456353 0.050295 -148.3 <.0001 
Temperature β1 0.8033906 0.050827 15.81 <.0001 
Discharge C-rate β2 0.3485357 0.050827 6.86 <.0001 
Charge Current Cut-off β3 -0.215292 0.050827 -4.24 0.0002 
Charge C-rate β4 0.0259805 0.050827 0.51 0.6125 
DOD β5 0.0420996 0.050827 0.83 0.4131 
Temperature × Discharge C-rate β12 0.2168985 0.051365 4.22 0.0002 
Temperature × Charge Current Cut-off β13 -0.392352 0.051365 -7.64 <.0001 
Temperature × Charge C-rate β14 -0.196501 0.051365 -3.83 0.0005 
Discharge C-rate × Charge Current 
Cut-off 
β23 0.1112182 0.051365 2.17 0.0373 
Discharge C-rate × DOD β25 0.1580237 0.051365 3.08 0.0041 
Charge Current Cut-off × DOD β35 0.0917828 0.051365 1.79 0.0826 
Charge C-rate × DOD β45 0.1040126 0.051365 2.02 0.0506 
 
Using the backward selection approach, one predictor variable at a time was removed and its 
effect of adjusted R2 was evaluated. The variable with the least –log10(p-value) was removed 





interaction effects are included in the model. During this backward selection process, it was 
observed that adjusted R2 increases up to 0.90 and then it starts to decrease again. Hence the 
model associated with the highest adjusted R2 value was finally chosen and corresponding 
coefficient estimates are shown in Table 5.2. The F-statistic (Equation (5.7)) for the fit is 35.67, 
which corresponds to a p-value of less than 0.05, and hence the null hypothesis that none of the 
variables are useful in predicting the response can be rejected. Table 5.2 shows that charge C-
rate, DOD, and their interaction are not statistically significant (p > 0.05) for modeling the 
response ln(Y) and can be further removed with very little drop in the value of adjusted R2. 
 
Figure 5.4. Box plots of coefficient estimates generated from bootstrap LASSO. 
 
LASSO regression analysis was performed with all 15 main and two-way interaction effects 





shows the box plots of all 15 coefficient estimates generated from bootstrap LASSO using λ 
corresponding to one standard deviation MSE in a 10-fold cross-validation. The median 
estimate is roughly zero for coefficients β4, β5, β15, β24, β34, β35, and β45. Among these 
coefficients, β15, β24, and β34 were dropped in the backward selection approach and the 
remaining β4, β5, β35, and β45 show p-values greater than 0.05 in Table 5.2. Hence, LASSO 
automatically identifies the predictor variables useful for describing response ln(Y).  Figure 5.5 
shows the ordering of predictor variables using a bootstrap probability of 0. The ordering is 
close to what is observed in Figure 9 with a few exceptions. As per LASSO also, temperature, 
interaction of temperature and charge current cut-off, and discharge C-rate are the three most 
influential predictor variables. 
 
 





5.4   Conclusions 
This chapter presents a methodology to select the most significant stress factors which can be 
used to plan accelerated degradation testing. The approach requires a one-time implementation 
of the design of experiments for each new type of battery. Two algorithms including least 
squares linear regression and bootstrapped least absolute shrinkage and selection operator 
(LAASO) regression have been presented for modeling the relation between capacity fade rate 
output and stress factor inputs and for stress factor ranking. LASSO, an extension of least 
squares regression, is specifically designed for feature ranking due to the addition of penalty 
on model parameters. LASSO is well-suited for cases where the number of features (stress 
factors) is higher than the number of samples (test conditions).   
The results from these algorithms provide quantitative evidence that neither the main effects 
nor the interaction effects of charge C-rate and depth of discharge (DOD) feature in the top 3 
significant stress factors for capacity fade in the graphite-LiCoO2 batteries. An increase of 10 
oC in temperature and reduction of charge cut-off to 0.05C will cause the capacity fade rate to 
increase approximately 1.5 times compared to that at 25 oC, 0.5C discharge, 0.8C charge, 0.2C 
charge cut-off, and 100% DOD cycling condition as per the linear regression model parameters. 
Considering the proposed approach do not require the knowledge of battery chemistry, it can 
also be used for chemistries other than graphite-LiCoO2. Early identification of the significant 
factors for any new battery type can prevent wastage of resources spent conducting large and 
futile design of experiments. Once the factor ranking list is determined, either the highest 
ranked factor or a combination of the first two ranked factors can be used with three levels for 








Chapter 6: Role of Open Rest Condition 
This study focuses on the effect of rest time after full charge operation on the 
degradation of graphite/LiCoO2 pouch batteries under four different temperatures. Relation 
between rest time and battery state of charge has been investigated to understand how the rest 
time plays a role in battery degradation. A capacity fade trend modeling analysis has been 
conducted and applied to the experimental data of graphite/LiCoO2 pouch batteries from five 
different manufacturers. 
6.1   Experimental Design and Procedure 
A test matrix was designed to study the effects of open rest time after full charge on 
graphite/LiCoO2 battery capacity fade under four different ambient temperatures. Table 1 lists 
the tests that were conducted. The open rest time durations were 0.17 h, 2 h, 6 h, 12 h, 24 h, 
360 h. One float rest time condition of 240 h was also included.  
Except for the 360 h and 240 h (float) tests, all other tests described in Table 6.1 involve 
continuous cycling of Li-ion batteries under the specified stress factors. The cycling profile 
includes charge and discharge operations. The charging operation was conducted using 
constant current constant voltage (CCCV) standard charge algorithm. The battery was charged 
using 0.8C constant charge C-rate up to the end-of-charge voltage (4.4 V), followed by the 
‘top-up’ using constant voltage charging until the charging current drops below C/20. The 





discharge voltage of 3 V was reached. Rest times after discharge were kept constant at 0.17 h, 
and rest times after charge were chosen as per Table 6.1. 




Rest Time after Full Charge 
Remarks 
Characterization 





















25 ×    ×   
Group 1- 3 
samples per 





capacities of 5 
full cycles in the 
beginning, 2 full 
cycles at regular 
intervals with   
2nd cycle 
capacity 
considered as true 
capacity 
35 ×   × ×   
45 ×   × ×   
55 
×   × ×   
45  * *     
Group 2 - 2 
samples per 




capacities of 5 
full cycles in the 
beginning, 2 full 
cycles at regular 
intervals with   
2nd cycle 
capacity 
considered as true 
capacity 
45 +    + + + Group 3 - 2 
samples per 
test case, tests 
conducted by 
the authors 
1 full cycle in the 
beginning and at 
regular intervals 
55 +    +   
 
 
The battery characterization testing was conducted at the beginning of the tests described in 
Table 6.1 to set up the baseline and intermediately between those tests for comparison with 
baseline characteristics. The characterization testing included the measurements of “true” 
battery discharge capacity. This true value of discharge capacity was defined as a standard 
condition for comparison across different tests in Table 6.1. Discharge capacity measurement 





full charge/discharge cycle. The battery was charged at 0.8C constant current up to the end-of-
charge voltage (4.4 V), followed by constant voltage charging until the charging current 
dropped below C/20. After 0.17 h of rest after the charging, the battery was discharged at 0.5C 
constant current up to the end-of-discharge voltage (3 V). After discharge, a 0.17 h rest period 
was provided before charging the battery for the next cycle.  
6.2   Results and Discussion 
The results for commercial graphite/LiCoO2 pouch batteries from Manufacturer A are 
presented in this section. These batteries have a minimum capacity of 2.72 Ah at the constant 
discharge C-rate of 0.2C and in the voltage range of 3 V to 4.4 V. The energy dispersive X-ray 
spectroscopy of the positive electrode indicates the presence of iron (Fe) as well in very small 
amounts (<1.5 weight%). The batteries have a stacked design for electrodes. The electrolyte 
used in the batteries is proprietary and could not be determined. The separator is polymeric in 
nature, with a coating of aluminum oxide (Al2O3) on both sides. The positive and negative 










Figure 6.1. Variation of normalized discharge capacity with cycles for three different 
temperatures at a fixed rest time of (a) 0.17 h, (b) 12 h, and (c) 24 h based on data from the 
group 1. 
 
The discharge capacity measured during the characterization testing was used as a metric for 







parts: the effects of ambient temperature at constant rest time and the effects of rest time at 
constant ambient temperature. Figure 6.1 shows the plots for normalized discharge capacities 
vs the number of cycles at different temperatures and at three fixed rest times of 0.17 h, 12 h, 
and 24 h, respectively. Normalized discharge capacity is defined as the ratio of a degraded 
battery’s discharge capacity to its initial discharge capacity, and it decreases with the number 
of cycles as the battery degrades. In the figure, the error bars show the maximum and minimum 
normalized discharge capacities among the three batteries (group 1), while the trend line shows 
the mean. It can be seen from the figure that temperature accelerates the rate of capacity fade 
at all three above-mentioned rest times. As batteries are electrochemical systems with 
electrochemical side reactions such as electrolyte reduction at the negative electrode and 
electrolyte oxidation at the positive electrode, it is expected that temperature should accelerate 
the rate of these reactions consuming more active lithium, a measure of battery capacity. The 
variations among degradation trends of 3 batteries under the same conditions are limited. 
Similarly, the effects of rest time on battery degradation at fixed temperatures can be studied 
using Figures 6.2 and 6.3. In the figure, an additional variable of the total number of days has 
also been added in the plots as the cycles with different rest time may not be comparable among 
different tests due to the inclusion of long rest periods in conditions. Also, the inclusion of the 
number of days is required to understand the applicability of the rest time stress factor for 
accelerating the battery life testing. It is clear from Figures 6.2a, c, e and  6.3a, c that when 
cycles are considered as X-axis variables, the capacity fade rate increases and the number of 
cycles to reach a predefined threshold decreases significantly (almost 11 times at 55 oC for 80% 
normalized discharge capacity threshold) with the increase in rest time after full charge. 
However, the same data with a different X-axis variable of time (Figures 6.2b, d, f and 6.3b) 











Figure 6.2. Effects of rest time on normalized discharge capacity using data from group 1 











25 oC vs time, (c) at 35 oC vs cycles, (d) at 35 oC vs time, (e) at 55 oC vs cycles, and (f) at 55 
oC vs time. 
 
At 25 oC the batteries under 24 h show lesser capacity fade per day compared to that for 0.17 
h test. At 35 oC, batteries under the different rest times show a similar capacity fade per day 
while those under 45 oC and 55 oC show an accelerated capacity fade rate at 12 h and 24 h rest 
conditions, leading to a roughly one-third time reduction as compared to 0.17 h test samples 
reaching 80% capacity. Hence normalized discharge capacity vs time trends for different rest 
times are strongly affected by the temperature in terms of their relative positioning (capacity 
fade rate). Some of the capacity fade trends at 12 h and 24 h continue to overlap even at elevated 
temperature conditions of 45 oC and 55 oC, suggesting that beyond a threshold value, rest time 
may not accelerate the degradation. These results raised the question if there was a lower value 
of rest time that could provide the same acceleration as that observed for 12 h and 24 h cases. 
To answer this question, additional tests at 2 h and 6 h rest periods (group 2) were added at 45 
oC temperature. 
Figure 6.3a, b also shows additional trends at 2 h and 6 h rest periods at 45 oC. Only 2 samples 
per test case were possible due to the limited availability of battery samples. With cycles as the 
X-variable, the capacity fade trends for 2 h and 6 h lie between those of 0.17 h and 12 h, 
indicating a monotonic increase in capacity fade rate with increasing rest time after charge. 
However, by considering the time (days) as the X-variable, one of the samples for the 6 h case 
shows an overlapping trend with those for 12 h and 24 h cases, and the other overlaps with 
those from the 2 h test case. Capacity fade trends for samples from the 2 h rest period test lie 
between those of samples from 0.17 h and samples from 12 h rest period tests. Comparing the 
time to reach 80% of initial capacity, there is a difference of roughly 10 days between the trends 






The capacity fade acceleration with respect to time seems to follow an asymptotic (limiting) 
behavior as the rest time is increased up to 24 h. However, the data from group 1 and group 2 
did not reveal whether this asymptotic behavior would continue even for longer rest durations 
of the battery in fully charged open and float conditions. Hence, the tests under group 3 were 
added for 360 h and 240 h (float) operations at 45 oC. Tests for 0.17 h, 24 h at 45 oC and 55 oC 
were also added in this stage to prepare samples that could later be used for the investigation 















Figure 6.3. Normalized discharge capacity vs a) and c) cycles, b) test time (days) for all the 
tests (group 1 and group 2 - solid lines, group 3 - dashed lines) at 45 oC, and d) 360 h test 
with slope lines indicating the possible capacity fade paths with constituting cycles of 15 days 
open rest and 60 days open rest after full charge.  
 
In the 240 h (float) test, batteries were first charged using a CCCV profile up to 4.4 V and then 
left connected under constant voltage of 4.4 V during the entire test period except for the 
characterization cycles after every 10 days (240 h). In the 360 h test, batteries were initially 
charged using a CCCV profile of cycling tests up to 4.4 V (C/20 charge cut-off current) and 
then left open during the rest period of 360 h. In order to make the 360 h test similar to open 
storage operation, the batteries were charged after each characterization test only up to the 
terminal voltage recorded immediately before starting that characterization test. For example, 
if the terminal voltage dropped from 4.4 V to 4.31 V in the first 15 days (360 h), then after the 
characterization test, the battery was charged only up to 4.31 V. A CCCV charge profile with 
C/100 charge cut-off current was used to charge the batteries under 360 h test after the second 
and later characterization tests. A lower charge cut-off current of C/100 was chosen instead of 
C/20 to minimize charge redistribution related voltage drop. 
360 h and 240 h (float) tests have been shown in Figure 6.3a, c with four and three 
(characterization) cycles, respectively. With an X-axis of cycles, the 360 h test follows the 
monotonically increasing relationship between capacity loss rate and rest time. However, with 
an X-axis of time, the 360 h test exhibits the lowest capacity fade rate, and the 240 h (float) test 
exhibits the highest capacity fade rate (Figure 6.3b). All other cycling tests with various rest 
periods lie in-between these two tests in terms of capacity fade per day. In Figure 6.3a, b the 





the reasons for this mismatch is an interruption of cycling for 5-6 days for 0.17 h rest period 
case for group 3, and hence the batteries remained in open storage condition for that duration, 
resulting in the deceleration of the degradation process. Additionally, the differences in the 
capacity loss trends for group 1 and group 3 for 0.17 h and 24 h rest period cases are expected 
from the variations among samples and capacity characterization intervals (Figures 6.2e, f and 
6.3a, b). 
The 360 h test provides an interesting opportunity to study the effects of rest time after full 
charge on capacity fade trends. This test with a characterization test interval of 15 days can be 
considered as a combination of cycling tests with 4 different rest periods of 15 days, 30 days, 
45 days, and 60 days (Figure 6.3d). It shows that beyond a certain value of rest time, capacity 
fade per day decreases with the increase in the rest time. At 25 oC and 35 oC, even 24 h rest 
condition shows lesser or similar capacity fade per day respectively compared to 0.17 h test 
indicating that the rest time beyond which the capacity fade per day starts to decrease is a 
function of temperature. 
6.2.1 Generalization Across Manufacturers 
Pouch batteries from 4 other manufacturers (B, C, D, and E) were cycled under test conditions 
for group 1 in Table 6.1. Three samples were tested under each condition. The capacity fade 
trends of batteries are presented in Figures 6.4-6.7. In each figure, the error bars show the 
maximum and minimum normalized discharge capacities among the three samples, while the 
trend line shows the mean. While the batteries from these manufacturers are mostly based on 
graphite/LiCoO2 electrode chemistry, they may differ in terms of various inactive materials as 
well as electrode additives. All these batteries are rated for the end-of-charge voltage of 4.4 V. 
They have minimum capacities of respectively 3.27 Ah, 4.41 Ah, 4.45 Ah, and 4.45 Ah at the 






Figures 6.4-6.7 show that the capacity fade rate with respect to cycles increases almost non-
linearly with the increase in rest time at all the three temperatures. The batteries from 
Manufacturers B and D show better capacity retention compared to those from Manufacturer 
A at 25 oC, 35 oC, and 45 oC. However, the capacity fade rate is sharply accelerated at 55 oC 
for these manufacturers. The batteries from Manufacturer E exhibit better capacity retention 
compared to those from Manufacturer A at 35 oC, 45 oC, and 55 oC. Data at 25 oC was not 
available for this manufacturer. The batteries from Manufacturer C have almost a similar 
capacity fade behavior as those from Manufacturer A.  
The batteries from different manufacturers show differences in the capacity fade rates of 
individual tests, 55 oC temperature vs 35 oC temperature performances, which are expected 
given the inherent differences in their mostly inactive materials and design. However, they 
show consistent behavior in terms of effects of rest time on capacity fade rate at all four 








Figure 6.4. Normalized discharge capacity vs cycles for Manufacturer B at a) 25 oC, b) 35 
oC, c) 45 oC, and d) 55 oC. 










Figure 6.5. Normalized discharge capacity vs cycles for Manufacturer C at a) 25 oC, b) 35 
oC, c) 45 oC, and d) 55 oC. 
    
  
Figure 6.6. Normalized discharge capacity vs cycles for Manufacturer D at a) 25 oC, b) 35 
oC, c) 45 oC, and d) 55 oC. 









Figure 6.7. Normalized discharge capacity vs cycles for Manufacturer E at a) 35 oC, b) 45 oC, 
and c) 55 oC. 
 
6.2.2 Rest Time and State of Charge 
Increasing the rest time after full charge will affect the average SOC of battery during cycling. 
Average SOC has been shown to affect the battery degradation in the literature [36][28]. In 
order to understand the capacity fade behavior average, SOC values have been calculated for 
the batteries under different rest time-based cycling conditions using the following equation: 
 
𝑆𝑂𝐶̅̅ ̅̅ ̅̅ 𝑛 =  
1
𝑇𝑛
. ∫ 𝑆𝑂𝐶(𝑡). 𝑑𝑡
𝑇𝑛
𝑜
                                                     (6.1) 
 
where 𝑆𝑂𝐶̅̅ ̅̅ ̅̅ 𝑛 is the average SOC, and Tn is the test time for cycle n. SOC(t) is the battery SOC 
at time t during the cycle n. SOC has been estimated as follows: 
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(6.2) 
where I(t) is the magnitude of battery current, and V(t) is the battery terminal voltage at time t. 
Qcn is the charge capacity during cycle n. The time of the start of discharge during cycle n is 





h, and the SOC during this period is assumed to be zero. During the charge/discharge process, 
the SOC has been calculated using standard Coulomb counting method. At the end of the 
charge process—defined as a reduction in charge current up to C/20 during the CV phase except 
for the float test—the terminal voltage has been considered as an approximation to open-circuit 
voltage (OCV). A piecewise linear curve fit between OCV-SOC test data (at 30 oC) above 80% 
SOC is used for estimating approximate SOC during rest after full charge operation.  
In Equation (6.1), the integration term is also of interest as it represents SOC weighted total 
time of each cycle and contain the information of the SOC vs time relation during the entire 
cycle. It can be defined as follows: 
 
𝑡𝑆𝑂𝐶,𝑛 = ∫ 𝑆𝑂𝐶(𝑡). 𝑑𝑡
𝑇𝑛
𝑜
=  𝑆𝑂𝐶̅̅ ̅̅ ̅̅ 𝑛 ∗ 𝑇𝑛                                       (6.3) 
 
In order to capture the entire SOC vs time operation of batteries, the % ratio of total time spent 
by batteries between a SOC range to the total testing time is plotted vs different SOC ranges in 
the increments of 5% between 0% and 100% SOC. Figure 6.8 shows that distributions of time 
over SOC ranges follow similar shapes, with the mode occurring in the 95%-100% SOC range 
for all the tests except the 360 h test. While Figure 6.8 has been drawn using the raw data of 
one of the samples for each test condition, other tested samples under same rest time condition 
also show closely similar profiles. The % of time spent in the 95%-100% SOC range increased 
as the rest time is increased from 0.17 h (~17%) to 24 h (~88%). However, the batteries under 
360 h test did not follow this increasing trend and spent roughly equal % of time in the 95%-
100% SOC range as by those under 0.17 h rest condition. The mode for open storage test 
occurred in the 90%-95% SOC range. The batteries under 360 h test spent ~70% less time in 





time over SOC ranges presents an interesting overview of how the combination of rest time 
and number of cycles can be used to increase or decrease the exposure of battery to high SOC 
region.  
Figure 6.8 also shows average SOC and SOC weighted total cycle time, tSOC, parameters for 
the first cycle. It was observed that the average SOC mostly increases with the number of 
cycles, however, the change remains less than 5% for all the cycling tests during the entire 
testing. For a given rest time condition, the average SOC values for all the samples remain 
within 2% across all the temperatures. Equation (6.2) does not define the average SOC for 
batteries under float tests as they continue to charge beyond the C/20 charge cut-off threshold 
used as a marker for 100% SOC. Average SOC increases with an increase in the rest time after 
full charge condition. The 0.17 h test case has the lowest average SOC of ~53%, and the 24 h 
test case has an average SOC of ~92%. However, the difference between the average SOC 
values of 24 h rest condition and 360 h (open storage) condition is less than 1% despite a large 
difference in rest periods after full charge.  
Contrary to the variation in average SOC with cycles, SOC weighted total cycle time remains 
almost constant over cycles. Over cycles as the battery degrades, average SOC parameter 
increases due to longer constant voltage phase and cycle time, Tn (Equation (3)), decreases 
keeping the value of tSOC,n nearly constant. Value of SOC weighted total cycle time also remains 
constant across different battery samples and temperatures for the same rest time condition. 
Hence this parameter can be tied to specific open rest duration and used to explain the effects 
of open rest time condition. 
Figure 6.8 also provides interesting insights on whether cycles are playing any role in the 
degradation. Batteries under 360 h test spent 100% of their time above 90%, while this % goes 
down to ~24% for batteries under 0.17 h rest condition Since exposure to higher SOC for longer 





rate compared to the 0.17 h rest test. Still, the batteries under 0.17 h rest condition show higher 
capacity fade rate in Figure 6.3b compared to that under 360 h test confirming the role of 
number of cycles in the degradation of batteries under 0.17 h rest condition. Charge-discharge 
operations resulted into the temperature rise of the batteries up to 7 oC above the ambient 








𝑆𝑂𝐶̅̅ ̅̅ ̅̅ 1 ~ 53% 
𝑡𝑆𝑂𝐶,1 ~ 0.09 
𝑆𝑂𝐶̅̅ ̅̅ ̅̅ 1 ~ 68% 
𝑡𝑆𝑂𝐶,1~ 0.16 
𝑆𝑂𝐶̅̅ ̅̅ ̅̅ 1 ~ 80% 
𝑡𝑆𝑂𝐶,1~ 0.33 







Figure 6.8. Distribution of time over different SOC ranges in the increments of 5% for tests 
with rest times of a) 0.17 h, b) 2 h, c) 6 h, d) 12 h, e) 24 h, and f) 360 h at 45 oC. 
 
6.3  Capacity Fade Trend Modeling
In the cycle testing of batteries with different ambient temperatures and rest times, the capacity 
fade data can be plotted either in terms of the number of cycles or test time (days). However, 
the number of cycles is more relevant from the perspective of determining the mechanical 
degradation in the batteries. Based on the observation of all normalized discharge capacity vs 
cycles plots (Figures 6.2 and 6.3), the batteries do not exhibit a two-stage degradation process 
with a clear knee point [35]. Rather, their capacity loss shows an approximately linear trend 
with cycles suggesting a constant degradation rate, γ, for a given test condition. An empirical 
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(e) (f) 
𝑆𝑂𝐶̅̅ ̅̅ ̅̅ 1 ~ 92% 
𝑡𝑆𝑂𝐶,1 ~ 1.06 
𝑆𝑂𝐶̅̅ ̅̅ ̅̅ 1 ~ 92% 





where Co is the initial capacity (Ah), ∆C is the capacity loss (Ah), γ is the degradation rate, and 
n is the number of cycles. If the hypothesis of constant degradation rate is true, then α should 
be close to 1. Mechanical degradation such as particle cracking, if present, or interface layer 
cracking is expected to promote further chemical degradation in the form of a side-reaction 
between the electrodes and electrolyte. The constant degradation rate, γ, can be considered as 
the measure of chemical degradation in each cycle, which should be a function of ambient 
temperature, T, and battery SOC during the cycle and the per-cycle time parameters. The 
expected chemical degradation mechanisms including SEI layer formation on the negative 
electrode and cobalt dissolution on the positive electrode at high voltages (4.3 V vs Li) 
operation [23] are electrochemical in nature and can be represented by exponential dependency 
between the degradation rate, γ, and the reciprocal of the ambient temperature, T.  In order to 
capture the entire SOC vs time relation, SOC weighted total cycle time, tSOC,n can be used. A 
linear relationship between capacity fade and average SOC has been suggested in [36] for 
graphite – LiCoO2 batteries and the capacity fade with time is also close to linear in Figures 
6.2 and 6.3. Hence ln(γ) can be modeled using a linear equation as follows: 
 
ln(𝛾) = 𝑎 +
𝑏
𝑇




) = 𝑎 +
𝑏
𝑇
+ 𝑐. ln(𝑡𝑆𝑂𝐶,𝑛) + 𝛼. ln (𝑛)                                     (6.6) 
 
Since test matrix (Table 6.1) was conducted at different points in time, on probably different 
lots, and by using different characterization intervals and hence the battery degradation 
observations for a given test may have some correlation between them. A random intercept 





variations in capacity measurements, ambient temperatures, and batteries. The random 





) = 𝑎 + 𝑟𝑖  +
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𝑇𝑖𝑗
+ 𝑐. ln(𝑡𝑆𝑂𝐶,𝑛,𝑖𝑗) +  𝛼. ln(𝑛𝑖𝑗) + 𝑒𝑖𝑗                      (6.7) 
𝑟𝑖  ~ 𝑁(0, 𝜎𝑟
2), 𝑒𝑖𝑗  ~ 𝑁(0, 𝜎𝑒
2) 
 
where ∆Cij is the capacity loss for jth battery in the ith test; ri is the test random effect for 
intercept; and eij is the individual battery residual. ri and eij are independent of each other. The 
float test data was not used for fitting as SOC could not be defined as per Equation (6.2). The 
value of tSOC,n parameter remains nearly constant over cycles for a given rest time condition and 
hence this constant value represented by tSOC parameter for all the samples under same rest time 
condition was used for the model fitting. Using random intercept model across test number 
variable, i, following equation for γ can be obtained where the fixed effect of intercept, a, has 





) = 16.52 − 
7007.2
𝑇
+ 0.89 ∗ ln(𝑡𝑆𝑂𝐶) + 1.02 ∗ ln (𝑛)                      (6.8) 
𝛾 =  1.50 × 107 ∗ (𝑡𝑆𝑂𝐶)




𝜎𝑟 =  0.35,      𝜎𝑒 =  0.11 
 
The random intercept model can fit all the experimental data well (adjusted R2 ~ 0.98) for the 





not include 0 indicating the statistical significance of random effect term. Figure 6.9 compares 
fitted curves (dashed lines) vs test data (solid lines). It can be observed that model fitting results 
in a value of parameter α close to 1, confirming the constant degradation rate. As per [41], [42], 
the constant degradation rate can emanate from kinetically limited electrochemical degradation 
mechanisms including SEI layer formation and cobalt dissolution. Hence the model also 
provides certain inference on the nature of mechanisms in the batteries. Value of parameter b 
becomes slightly less compared to the linear (b = 1) relation suggested in [36]. 
Characterization cycles, which have same profile as 0.17 h test, were not counted for the model 
fit as they were conducted at room temperature and would result in negligible degradation. 
Number of characterization cycles in any of the tests did not exceed 30, which would translate 
to less than 1% degradation (capacity fade at 30 cycles under 25 oC, 0.17 h test in Figure 4a). 
In 360 h test, 4 characterization cycles would translate to ~0.15% of capacity fade. In 360 h 
test, battery voltage continues to drop for the entire testing of 60 days similar to an open storage 
test resulting in varying degradation rate between each characterization interval of 360 h. Hence 
while fitting the model, 360 h test has been considered as one cycle test with 60 days of rest 
time after full charge considering an average constant degradation rate of γav throughout the 
test. 
The mean equation of the random intercept degradation model described in Equation (6.8) has 
been used to fit the mean (3 samples) capacity fade data from graphite/LiCoO2 batteries from 
the four manufacturers. While fitting a constant degradation rate has been assumed by fixing 
the value of α equal to 1. All the fits (Figure 6.9c, d, e and f) provided decent adjusted R2 values 
of 0.70, 0.96, 0.86, 0.96, indicating good generalization capabilities of model across 











a = 18.36; 
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Figure 6.9. Normalized discharge capacity vs cycles plots for actual (- and -- lines) and fitted 
(-.- lines) trends. a) Manufacturer A all tests using random intercept model (Equation (8)), b) 
zoomed-in plot for Manufacturer A, (c) Manufacturer B (d) Manufacturer C, (e) 
Manufacturer D, and (f) Manufacturer E. 
 
6.4   Implications of Test Results 
The results from this study prove that the rest time after charge affects the graphite/LiCoO2 
battery capacity fade rate and the effects of rest time are a function of temperature. Considering 
the wide-scale applicability of graphite/LiCoO2 batteries especially in portable electronic 
devices like smartphones and laptops, the results are significant for the development of battery 
management system algorithms and the accelerated battery qualification test programs. 
Capacity fade trends from this study also highlight the rapid capacity fade of state-of-the-art 
4.4 V end-of-charge voltage rated commercial graphite/LiCoO2 batteries. Figure 6.2b shows 
that if these batteries are used in an electronic device and are kept at 25 oC for an open rest 
a = 15.08;  
b = -6619.8;  
c = 0.95; 





a = 21.78; 
b = -8858.9; 
c = 0.68; 






duration of 24 h after full charge, they will lose ~9% of their capacity in less than 4 months. At 
35 oC, another reasonably expected operating temperature for portable devices, this capacity 
loss can rise to ~20%. Even for the best performing batteries from Manufacturers B and D, the 
capacity loss at 35 oC, 24 h condition is ~10% in just 4 months. As more and more portable 
electronic device manufacturers adopt these batteries due to their higher energy density, the 
long-term performance degradation of these batteries still cannot match with the expected 
usage life of the devices. 
From battery management algorithm design point of view, the results show that the user 
behavior of keeping the electronic devices connected to charger for long durations such as 24 
h will not accelerate the degradation of the batteries compared to user behavior of immediately 
removing the electronic device from charger after the battery is fully charged as long as the 
devices are being operated close to 25 oC – 35 oC temperature range. However, if the devices 
are kept plugged-in to charger for long durations at elevated temperatures such as 45 oC or 
higher, then the battery degradation rate will increase. These elevated temperature conditions 
can occur in portable devices due to the internal electronics heating or in vehicles being charged 
outside in the daylight. Hence the battery management algorithm will have to allow the 
discharge of batteries to some extent even while plugged-in to limit the exposure of battery to 
high SOC regions (Figure 6.8) for long durations.  
Accelerated battery qualification testing is used to reduce the testing time and is of great value 
to the industry in the continually shrinking product development cycle. The results from this 
study show that open rest time condition can be used to accelerate the capacity fade rate of 
batteries. While the increase in open rest time after full charge always reduced the number of 
cycles to reach a threshold capacity loss, its effects on reduction in test time were only 
observable at elevated temperatures of 45 oC and 55 oC. The open rest time of 24 h after full 





55 oC, 24 h rest condition can cause the capacity degradation up to 20% in just 20 days 
significantly reducing the testing time.  
The study also confirmed the applicability of temperature and float condition to accelerate the 
battery testing. Using model Equation (6.8), acceleration factors corresponding to temperature 
and rest time can be determined. Since batteries from all the manufacturers follow constant 
capacity fade rate with respect to cycles (α = 1), acceleration factors can be obtained by 




















                                            (6.10) 
 
where AF represents the acceleration factor in terms of reduction in number of cycles and a 











Chapter 7: Failure Analysis 
Failure analysis of cell samples conducted to understand the effects of rest time 
on degradation mechanisms. Analysis included differential voltage analysis of full cell 
to non-destructively infer the individual electrode degradation causes, cell disassembly, 
X-ray diffraction (XRD) to understand electrode structural degradation and to identify 
nature of possible surface depositions, scanning electron microscopy (SEM) to inspect 
surface morphologies of electrodes, and energy dispersive X-ray spectroscopy (EDX) 
to identify elemental composition of electrodes and surface deposits. 
7.1   Differential Voltage Analysis 
Differential voltage analysis has been used in the literature to identify degradation mechanisms 
in Li-ion batteries non-destructively [64]–[68]. This analysis utilizes OCV-Q curves to obtain 
dV/dQ curves, which are characterized by the Y-axis of dV/dQ and the X-axis of Q, capacity 
(Ah). dV/dQ curves show peaks associated with phase transition in electrode materials as a 
function of state of lithiation of electrodes [65]. As the battery degrades, features such as 
location of the peaks, distance between the peaks, intensity of the peaks, and presence of the 
peaks can be used to identify degradation mechanisms associated with the individual electrodes 
of the battery.  




















                                                      (7.1) 
 
where V is the open-circuit voltage of the full cell (volts), Q is the full battery capacity (Ah), 
mp is the active mass (g), Vp is the potential (volts) and qp is the specific capacity (Ahg
-1) of the 
positive electrode, mn is the active mass (g), Vn is the potential (volts) and qn is the specific 
capacity (Ahg-1) of the negative electrode. In order to prevent the influence of impedance on 
the voltage curve features and obtain a good approximation to OCV of the cell, charge and 
discharge currents of the order of C/20 or lower have been recommended [65], [67], [68]. 
However, the measurement data at slow charge/discharge rates is very noisy and hence 
smoothing operation is required to obtain clear features/peaks on the dV/dQ curves [65], [69]. 
In this study, the dV/dQ curves have been obtained from the charging voltage curves with 1 Hz 
of sampling frequency, and the smoothing was conducted using the method proposed in [69], 
which combines the moving average method with the Gaussian filter. The sizes of the moving 
average window and Gaussian filter window were chosen as 1500 and 500, respectively, based 




























Figure 7.2. dV/dQ curves for samples under + and * tests at 45 oC using C/20 and C/10 
charge data, respectively: (a) 10 minutes - sample 1, (b) 10 minutes - sample 2, (c) 24 hour - 
sample 1, (d) 24 hour - sample 2, (e) 2 hour - sample 1, (f) 2 hour - sample 2, (g) 6 hour - 
sample 1, (h) 6 hour - sample 2, (i) 360 h – sample 1, (j) 360 h – sample 2, (k) 240 h (float) – 








Due to the wide applicability of graphite/LiCoO2 batteries, the dV/dQ curves of individual 
electrodes (half cells) are easily available in the literature [64], [68] and can be used to 
understand the dV/dQ curves of the full cells employed in this study. The dV/dQ curve of full 
cell shows three distinct peaks (A, A, C) in addition to the start of charge process (A) and end 
of charge (C) as shown in Figure 7.1. ‘A’ refers to peaks or features corresponding to anode or 
negative electrode and ‘C’ refers to features associated with the cathode or positive electrode. 
The distance between these peaks/features represented by x, y and z in Figure 7.1 can indicate 
the individual electrode capacity loss and side-reactions [67]. The distance x between two 
farthest peaks/features ‘A’ represents the negative electrode (graphite) capacity. Similarly, the 
distance z between two ‘C’ marked peaks/features represents the positive electrode (LiCoO2) 
capacity. The distance y between ‘A’ and ‘C’ marked peaks/features represents the relative 
shifting of the voltage curves of the two electrodes and indicates capacity loss due to side-
reactions. These three distances can be used to compare fresh and degraded electrodes under 
different rest time conditions. 
Figures 7.2 and 7.3 show the dV/dQ curves of batteries under + and * tests at the beginning and 
at the end of the testing to study the battery degradation mechanisms except for 240 h (float) 
test for which the initial data was not collected due to a human error. The end of the testing has 
been decided based on 60 days of testing or drop to roughly 80% of initial capacity at C/2 
discharge rate for at least 1 sample, whichever occurred earlier. While C/20 has been used for 
obtaining the charge curves for batteries under ‘+’ tests, a higher current of C/10 was used for 
2 tests cases marked by ‘*’ due to planning error. A higher charge current can lead to shift in 
peak positions due to the impedance effects as well as to the loss of some features. However, 
C/10 charge curve can still provide some useful features on dV/dQ curve after the application 
of smoothing method [69] with a smaller window size/s (moving average window – 750, 








Figure 7.3. dV/dQ curves for samples under + tests at 55 oC using C/20 charge data: (a) 10 
minutes - sample 1, (b) 10 minutes - sample 2, (c) 24 hour - sample 1, (d) 24 hour - sample 2. 
 
Figures 7.4 and 7.5 compare the average (2 samples) reductions in distances x, y and z per day 
for different tests.  These reductions have been normalized with respect to time considering the 







cannot be compared with those in Figure 7.5 due to the differences in the C-rates used to obtain 
OCV-Q curves for. It can be observed that for 0.17 h rest and 360 h tests change in z distance 
is roughly zero indicating no significant active material loss on the positive electrode. However, 
the active material loss of positive electrode was higher for rest duration of 24 h and 240 h 
(float). While batteries under 24 h test are charged back to 4.4 V after just 24 h of rest and a 
full cycle, the 240 h (float) test always maintains the battery voltage at 4.4 V. Hence longer 
exposure to high state of charge regions (close to 4.4 V) accelerated the positive electrode 
degradation. 360 h test despite having a longer rest duration allowed the battery voltage to drop 
during the entire testing similar to an open storage test and thus minimizing the damage to the 
positive electrode. For all the tests except 45 oC, 0.17 h rest reduction in the x distance was 
highest suggesting the battery degradation was dominated by the active material loss of the 
negative electrode. This loss of active material of the negative electrode was increased by 24 h 
rest, float condition, and higher temperature of 55 oC.  
The shift in electrode balancing changing the active lithium ion inventory (reduction in y 
distance) was observed in the all the test cases. 45 oC, 2 h and 6 h tests exhibited a reduction in 
all three distances indicating active material loss in both the electrodes and shift in the electrode 
balancing. For these two tests as well the battery degradation was dominated by the negative 







Figure 7.4. Change in x, y and z parameters for different test conditions at 45 oC and 55 oC. 
 





7.2   Disassembly Procedure 
Battery disassembly was conducted to prepare electrode samples for the XRD, SEM and EDX 
analysis. Before the disassembly, the batteries were discharged at room temperature (25 ± 3 
oC) up to their manufacturer specified end-of-discharge voltage of 3 V using the 0.5C discharge 
current. The discharge process was conducted to reduce the energy stored in the battery and 
prevent any hazardous situation such as thermal runaway during the disassembly procedure. 
After the discharge process batteries were transferred to an Argon filled glovebox with 
regulated oxygen (< 3 ppm) and moisture (< 0.5 ppm) content to prevent any reactions of 
lithium metal and electrolyte salt. Glovebox also adds an extra layer of safety between the 
operator and the battery during the disassembly process. 
The batteries used in this study were pouch batteries with soft polymeric outer jacket (casing) 
which can be easily cut by a scissor. On the side of the pouch batteries, this jacket contains 
extra loose material and a seam where the polymeric jacket is vacuum-heat-sealed during the 
battery manufacturing process. This loose jacket area on one of the sides of the battery was cut 
using a scissor to open the outer jacket. The jacket was carefully removed to expose the 
electrode stack of battery wrapped in the separator. This battery had a stack design of electrode 
with 15 separate pieces of each negative and positive electrodes coated with active material on 
both the sides. The positive and negative electrodes were arranged in alternate fashion with 
separator providing the insulation between them.  
Once the electrode stack wrapped in the separator was taken out of the outer jacket, the 
separator sheet was unrolled to obtain the negative electrode and the positive electrode pieces. 
While removing the separator, caution should be taken to use minimum force to prevent the 





roughly the size of a penny) of both the negative and positive electrodes were cut out from 
different locations inside the battery and were used for the XRD, SEM and EDX analysis. 
7.3   X-ray Diffraction Technique 
Electrode pieces from disassembled samples were scanned under X-ray diffraction (XRD) 
machine. A Bruker D8 Advance x-ray powder diffractometer with a LynxEye position sensitive 
detector was used for these measurements. The X-ray source was a CuKα sealed x-ray tube 
with a wavelength of 1.5406 Å. Each scan was from 8-70 2θ, with a 0.02 step size and a 0.3 
time per step with no rotation of sample. Rietveld refinements were carried out using Bruker 
TOPAS software. XRD is a useful tool for studying the bulk electrode degradation and 
identifying damage to electrode crystal structure and presence of amorphous or crystalline films 
on top of the electrodes. XRD analysis confirmed that the negative electrode was graphite with 
P63/mmc structure and positive electrode was LiCoO2 with R3̅m hexagonal structure. 
Figure 7.6 shows the spectra for the electrodes from fresh and degraded samples. Fresh here 
refers to the samples from “as received” battery which had undergone formation cycles and 
had been stored for probably months (~3.77 V) without any charge-discharge operation. On 
negative electrode, peaks corresponding to graphite and copper current collector were 
observed. On the positive electrode peaks corresponding to LiCoO2 and Al2O3 were observed. 
Al2O3 was observed on top of most of the positive electrode and possibly came from the Al2O3 
coated separator side facing the positive electrode. In Figure 7.6 c, d, g, h, k and l, peaks 
corresponding to graphite and LiCoO2 have been zoomed-in to understand the effects of 
degradation on electrode active materials. It is clear from Figure 7.6 c, g and k that the peaks 
for graphite in fresh and degraded samples lie at the same angle indicate no changes in crystal 
symmetry. However, the intensity of the peak decreases possibly due to the deposits on top of 





degraded negative electrodes except for the one from 45 oC, 24 h test, the deposits are possibly 
made of amorphous materials. The extra peak in the negative electrode sample from 45 oC, 24 
h test did not match with any compound in the XRD software database. 
On the positive electrode side, the changes in the LiCoO2 peak are characterized by both the 
reduction in intensity and shift for degraded samples (Figure 7.6 d, h and l). The reduced 
intensity indicates the possibility of interfacial reaction products on the positive electrode as 
well. Rietveld refinements were additionally used to quantify damage in terms of lattice 
parameters and confirm if the peaks were able to fit with graphite and LiCoO2 lattice structure.  
In hexagonal crystal structures only a and c lattice constants are defined. For graphite negative 
electrode, a and c parameters for degraded cells do not change significantly from those of fresh 
cell and remain within ± 0.01 range. For LiCoO2 positive electrode, parameter a remains 
roughly constant, however there is a discernible change in the c parameter which corresponds 
to interlayer distance in the LiCoO2 structure. The degraded sample showed increase in the c 
parameter as compared to that in the fresh samples (Figure 7.7) and increase is highest at 55 
oC, 24h test case. However, this increase may be associated with the lesser lithium content [22] 
in the degraded positive electrode even in the discharge state (0.5C discharge to 3 V) due to 

















Figure 7.6. XRD patterns for the electrodes of sample 1 under + and * tests and fresh sample 
after disassembly in the fully discharged state: a, e, i) full patterns of negative electrode for 
different tests, b, f, j) full patterns of positive electrode for different tests, c, g, k) zoomed-in 











7.4   Scanning Electron Microscopy – Energy Dispersive X-ray Spectroscopy 
This study uses the secondary electron mode of SEM in combination with EDX, to identify 
changes in the surface morphologies and elemental compositions of degraded electrodes 
compared to that of fresh (as received) samples. After the battery disassembly, 2 pieces (~2 cm 
× 2 cm, roughly the size of a penny) of each electrode from 2 different locations inside the 
battery were cut out and observed under SEM and EDX. Since only negative electrode samples 
of degraded batteries showed variations in surface morphologies compared to fresh one, 1 
whole negative electrode piece (~7.1 cm × 3.8 cm) from the electrode stack of the degraded 
batteries was taken out and observed thoroughly in all directions at more than 10 locations 
under the SEM.     
SEM images of the negative electrode of the fresh battery show graphite particles (Figure 7.8a, 
b). Brighter fine particles were observed on top of the darker graphite particles (Figure 7.8b), 
which also showed presence of aluminium (Al) in EDX. A comparison of these particles with 
the SEM images of the separator (Figure 7.9) showed their resemblance with the Al2O3 coating 
of the separator indicating the transfer of coating particles to the negative electrode.  While a 
great care was taken to separate the negative electrode and separator, it is not clear if this 
transfer of coating particles occurred before or during the disassembly. The EDX spectrum of 
negative electrode (Figure 7.8c) showed the presence of carbon (C), oxygen (O), copper (Cu), 









Figure 7.8. a) and b) SEM images of negative electrode samples and c) EDX spectrum of 









Figure 7.9. An SEM image of the separator showing the areas with and without the Al2O3 
coating. 
Figures 7.10-7.12 show the SEM images of negative electrodes from degraded batteries under 
different test conditions. The brighter particles on top of the relatively darker graphite particles 
indicate the deposits. Within a given SEM image, a multiple point EDX spectrum analysis 
revealed the presence of aluminium in the brighter particle deposits. A major difference from 
the fresh samples lied in the level of coverage of these deposits and lack of visibility of clear 
separation of graphite particles on the degraded negative electrodes. An approximate 
quantitative analysis in terms of the percentage of negative electrode SEM images where the 
brighter deposits were distributed over more than 50% of the area of the image showed that 
this percentage increased from 38% to 83% on increasing the rest time from 0.17 h to 24 h and 
from 0% to 100% between 360 h to 240 h (float) condition at 45 oC. These changes in 
percentage correlate well with the negative electrode active material loss for the corresponding 
test in differential voltage analysis results. The deposits can hinder the diffusion paths of 
lithium ions into the graphite rendering some of the graphite material as inactive and causing 
the active material loss.  
EDX detected the same chemical elements (C, O, Cu, Al, P, F, and S) on all the degraded 
negative electrode samples as those detected for the fresh one except for one new element of 
cobalt (Co). The only source of cobalt in the battery is the positive electrode, and hence the 
results confirm the interfacial reactions between electrolyte and positive electrode, dissolution 
of cobalt from the positive electrode, and transport of cobalt to the negative electrode. 
Irrespective of the duration of the rest time after full charge all the degraded samples observed 
the cobalt dissolution-migration-deposition process. It has been shown in the literature that 
transition metals like manganese (Mn) can transfer to the negative electrode, disrupt the SEI 





fade of graphite [18]. Hence the interfacial reaction on positive electrode and electrolyte 
interface are also further promoting the degradation of the negative electrode, which provides 
a possible explanation for the differential voltage analysis results showing the higher capacity 









Figure 7.10. SEM images of negative electrode samples from a battery tested under a, b) 0.17 h, c), d) 











   
 
Figure 7.11. SEM images of negative electrode samples from a battery tested under a, b) 0.17 h, c, d) 

















Figure 7.12. SEM images of negative electrode samples from a battery tested under a, b) 360 h and c, 
d) 240 h (float) at 45 oC. 
 
 
Figure 7.13 shows SEM images and EDX spectrums of positive electrode samples from fresh 
batteries. The Al2O3 residue was found on many of the positive electrode surfaces with particles 
similar to the coating of the separator (Figure 7.9). The EDX spectrum of positive electrode 
showed the presence of carbon (C), oxygen (O), cobalt (Co), iron (Fe), aluminium (Al), and 
phosphorous (P). Iron was present in a very small quantity (<1.5 weight%) and was possibly 
used for stabilizing the high-voltage operation of LiCoO2.  
Figures 7.14 shows SEM images of the degraded positive electrode samples from the batteries 
under different rest conditions. There was no sign of surface degradation, cracks, or surface 
deposits on any of the degraded positive electrode. The surfaces with full Al2O3 particle 







their SEM images have not been added here. The EDX spectrums of degraded positive 
electrode samples did not show any new elements compared with those on the fresh positive 









Figure 7.13. a, b) SEM images of positive electrode samples and c, d) EDX spectrum of 

















Figure 7.14. SEM images of positive electrode samples from batteries tested under a) 55 oC, 
0.17 h, b) 55 oC, 24 h, c) 45 oC, 0.17 h, d) 45 oC, 24 h, e) 45 oC, 2 h, f) 45 oC, 6 h, g) 45 oC, 












Chapter 8: Conclusions 
This dissertation presents a long-term degradation study on graphite/LiCoO2 
commercial pouch batteries to determine the effects of open rest time after full charge on the 
capacity fade at four different ambient temperatures (25 oC, 35 oC, 45 oC, and 55 oC). The 
results showed that capacity fade per cycle increased monotonically with the increase in the 
rest time after full charge during the charge-discharge cycling. Increase in the rest time from 
0.17 h to 24 h reduced the number of cycles to reach 80% capacity by at least a factor of ~6 at 
all the tested temperatures above 25 oC. However, the capacity fade per day (time), a critical 
metric for accelerated battery testing, did not monotonically increase with the increase in the 
rest time. At 25 oC, the batteries under 0.17 h and 24 h rest conditions showed negligible 
difference in their capacity loss after 60 days and at 45 oC, batteries under 0.17 h rest showed 
at least 5% more capacity loss compared to batteries under 360 h rest after 60 days.  
An investigation into SOC vs time profiles of batteries under different rest time conditions 
revealed that an optimal combination of number of cycles and rest time can prolong the 
exposure of batteries to high SOCs causing more capacity fade. While the batteries with shorter 
rest duration of 0.17 h underwent more cycles, they spent only 17% of test time in 95%-100% 
SOC range, which is shorter compared to that (~88%) of batteries under 24 h tests. The batteries 
under 360 h test with just 4 characterization cycles, a test simulating 360 h, also spent only 
~18% of time in the 95%-100% SOC range indicating that longer rest duration at the cost of 





The capacity fade had a linear relationship with number of cycles with the constant slope, γ, 
representing the degradation in each cycle. The slope γ was fitted as a function of temperature 
(exponential) and SOC weighted total cycle time (power law), a parameter used to describe 
SOC vs time relation for a given rest time. This model equation was able to describe the 
experimental data of graphite/LiCoO2 batteries from 5 different manufacturers. 
This study utilizes rest time after full charge as an operational parameter to establish a 
connection between battery continuous cycling (0.17 h) and 360 h operations (360 h) and 
associated battery capacity fade. It also highlights the performance limitations (~10% capacity 
loss at 35 oC, 24 h condition in 4 months) the state-of-the-art 4.4 V end-of-charge voltage rated 
commercial batteries. The implications of this work are pertinent for both the smart battery 
charging algorithms and battery accelerated test planning. The study shows that keeping the 
devices plugged-in to charger for long durations such as 24 h will reduce the battery life 
compared to removing and using the devices immediately after full charge only at the elevated 
temperatures such as 45 oC or above. However, this trend will reverse if plugged-in time is 
continued to increase. More investigation and experimentations with rest durations 
intermediate to 24 h and 360 h will be required to determine the rest time where this trend 
reversal takes place. Additionally, it would also be valuable to study the role of rest time after 
different charge states (<100% SOC) to answer if the accelerating effects of rest periods on 
capacity fade at elevated temperatures can be completely eliminated using a derated end-of-
charge condition. 
Degradation mechanisms of graphite/LiCoO2 batteries were investigated using three different 
techniques. Differential voltage analysis of batteries and a comparison of peak shifts indicated 
the degradation mechanisms were shift in electrode balancing and active material loss of the 
electrodes. The battery degradation was dominated by the graphite negative electrode active 





the shift in electrode balancing was more dominant. The LiCoO2 positive electrode active 
material loss was increased by extending the rest time from 0.17 h to 24 h and raising the 
temperature. The float condition also accelerated the positive electrode active material loss, 
while the 360 h condition representing 360 h behavior had a negligible effect.  
X-ray diffraction analysis of the degraded electrode samples showed that the peak intensities 
decreased with respect to the peaks for fresh electrode samples indicating the presence of 
amorphous deposits. Scanning electron microscopy images showed major surface 
modifications of only the negative electrodes from degraded batteries. These surface 
modifications/deteriorations were more pronounced longer rest durations than 0.17 h, and float 
conditions. Energy dispersive X-ray spectroscopy analysis detected cobalt on the negative 
electrodes of all the degraded (tested) batteries, confirming the loss of cobalt from the positive 
electrode and its transport to the negative electrode. Aluminum was also observed in the 
deposits on top of the negative electrode.  
The results from this study confirmed that there was no observable mechanical degradation in 
the form of surface and bulk electrode particle cracks and the performance of the batteries 
degraded through chemical degradation mechanisms. Interfacial reactions between electrolyte 
and positive electrode not only resulted in the loss of its capacity in most degraded batteries 
but also led to the dissolution of cobalt, which further migrated to the negative electrode and 
possibly played a role in the surface deposits and higher capacity loss of the negative electrode 
compared to the positive electrode in all the degraded batteries. Presence of aluminum in the 
surface deposits of the negative electrodes raises a question on the stability of Al2O3 separator 
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