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Abstract 
Response variability is an operant dimension of behavior and may be controlled 
by contingent reinforcement. It has been demonstrated that variable responding may be 
modified through reinforcement contingent on variability. An emerging body of literature 
shows that a lag schedule is effective in increasing variable responding with human 
participants. However, results of some studies suggest that higher-order repetition may 
develop with lag schedules of reinforcement. The present study parametrically examined 
response variability with human subjects under fixed lag (FL) schedules of 
reinforcement. Additionally, response repetition under FL schedules of reinforcement 
was analyzed. Results demonstrated that 1) response variability is high with a FL 4 
schedule of reinforcement compared with lower parameters of a FL schedule 2) 
responding on a FL 4 schedule of reinforcement does not demonstrate higher-order 
repetition which may be demonstrated with lower parameters of a FL schedule and 3) 
considerable variability in responding may be obtained without repetition at relatively 
low FL values. Contributions to the basic behavior analytic research are discussed. 
Applications for applied behavior analysis are also discussed in relation to a therapeutic 
tool for teaching and modifying variable responding along with suggestions for future 
research in operant variability. 
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Parametric Analysis of Fixed Lag Schedule Performance in Humans 
 
Variation at the level of the genetic material of an organism provides the 
foundation for the evolution of species (Neuringer, 2009). Organisms with genetic 
variations that equip them to be better adapted to their environment survive and 
reproduce. The same can be said about the behavior of an organism. Behavior variations 
that equip the organism to adapt to its environment are selected and reinforced (Skinner, 
1953). These variations often appear as a variation of previously reinforced responses; 
indeed, variable responding is the bedrock for shaping (Page & Neuringer, 1985). 
Variable responding, then, enables the environment to select, reinforce, and refine 
behavior.   
There are many occasions in which responding in a varied, novel, and 
unpredictable way is not only functional, but essential. Behavior variations are necessary 
for many of the complex behaviors of human organisms. In scientific enterprise, artistic 
composition, and life in general, varied responses generate novel combinations of 
concepts and ideas. Further, responses that define “normal” social behavior of human 
organisms require variable response to stimuli in the organism’s environment.  
Although “normal” behavior is not often discussed in a science that defines the 
behavior of the individual as its subject matter, there is value to considering what a 
culture defines as normal behavior and studying the behavior of individuals who deviate 
from the defined norms. An experimental analysis of the conditions under which variable 
behavior increases, for example, may advance the treatment of individuals who exhibit 
abnormally low or high levels of response variability.  
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One thing that is known is that response variability is controlled by consequences. 
Stated another way, response variability is an operant dimension of behavior (Page & 
Neuringer, 1985). As such, variability is subject to the characteristics of operants: control 
by reinforcement, influence of the contingencies, control by discriminative stimuli, a 
lawful distribution of choices, and extinction, to name just a few (Neuringer, 2002).  
Control by contingent reinforcement is the most notable operant characteristic of 
response variability.  Direct reinforcement of variable responding can occur by 
differentially reinforcing novel or infrequent responses that meet a given reinforcement 
criteria. Response variability can also be produced indirectly under conditions of 
extinction. 
Page and Neuringer (1985) conducted a series of experiments with pigeons 
demonstrating variability as an operant through the control of response variability by a 
lag schedule of reinforcement. With a lag n variability [var] contingency, reinforcement 
of the trial depended on the response (key pecks) differing from the previous n trials. For 
example, in the lag 5 condition, the pigeon contacted reinforcement if the response 
differed from the preceding 5 responses. Variable responding by the pigeon was 
maintained with an increasingly stringent (increased “look-back”) requirement; a 
reinforcement contingency of response differing in topography from as many as 50 of the 
previous responses was required in the lag 50 var contingency. A dependent relationship 
between reinforcement and variability was demonstrated through a yoke control that 
required the same fixed ratio of responses as the preceding reinforcement condition 
without the variability contingency. This study suggested that while variability increases 
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linearly with the parameters of the lag schedule, considerable variability may nonetheless 
be obtained at relatively low lag values. 
Direct reinforcement of variable responding has been studied primarily with 
nonhuman participants. A consistent finding in the study of direct reinforcement of 
variable responding is that variability is higher when it is reinforced than when it is not 
reinforced. The effect has been repeated many times in many ways, including 
reinforcement of novel responses (Pryor, Haag, & Oreilly, 1969; Goetz & Baer, 1973), 
reinforcement of the least frequent response (Blough, 1966; Schoenfield, Harris, & 
Farmer, 1966; Shimp, 1967), and reinforcement of responses with relative frequencies 
below a given threshold value (Denney & Neuringer, 1998). An increase in variable 
responding has also been shown with differential reinforcement of switches and 
repetition (Bryant & Church, 1974; Machado, 1997; Barba & Hunziker, 2002).  
Additionally, frequency dependent reinforcement (Machado, 1992, 1993), percentile 
schedules of reinforcement (Galbicka, 1994) and lag schedule reinforcement (Page & 
Neuringer, 1985; Manabe, Staddon & Cleaveland, 1997; Morris, 1987) have generated 
increases in variable responding with nonhuman subjects.  
Applied studies of direct reinforcement of variable responding by humans have 
used differential reinforcement of other behaviors (DRO), differential reinforcement of 
low rates of behavior (DRL), and lag schedules. Studies have investigated modification 
of variable responding through reinforcement with individuals with attention-
deficit/hyperactivity disorder (ADHD), depression, and autism (Neuringer, 2004). Studies 
include developmentally disabled as well as typical individuals (Cammilleri & Hanley, 
2005; Duker & Vanlent, 1991; Esch, Esch, & Love, 2009; Goetz & Baer, 1973; Heldt & 
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Schlinger, 2012; Koeler-Platten, Grow, Schulze, & Bertone, 2013; Lee, McComas, & 
Jawor, 2002; Lee & Sturmey, 2006; Miller & Neuringer, 2000, Napolitano, Smith, 
Zarcone, Goodkin, & McAdam, 2010; Neuringer 1986, Neuringer & Voss, 1993; Susa & 
Schlinger, 2012). According to Lee, Sturmey, and Fields (2007), lag schedules have more 
uses in applied settings than frequency dependent and percentile reinforcement schedules. 
There is a growing body of literature that directly examines the effects of a lag 
schedule on variable responding with humans, specifically investigating its usefulness as 
a therapeutic tool. Lee, McComas, and Jawor (2002) studied the effects of a lag 1 
schedule of reinforcement on verbal vocal responses of children with autism. In this 
study, variable responding to a social question increased for 2 of 3 participants with the 
lag 1 var contingency compared to differential reinforcement of appropriate behavior 
(DRA). Additionally, novel verbal-vocal responses increased for the same 2 participants 
who responded more variably in the lag 1 condition.  
The results of Lee et al. (2002) have been extended by a few studies. Lee and 
Sturmey (2006) demonstrated that variable responding to a social question increased for 2 
of 3 participants with autism with a lag 1 var contingency as compared with a lag 0 
baseline. Novel verbal-vocal responses increased for 1 of the participants. Esch, Esch, 
and Love (2009) showed increases in the vocal variability of two nonverbal children with 
autism with a lag 1 schedule. Koehler-Platten, Grow, Schulze, and Bertone (2013) 
demonstrated increases in novel phonemes with 2 of 3 nonverbal children with autism 
with a lag 1 intervention.  
In both Lee et al. (2002) and Lee and Sturmey (2006), 1 of the 2 participants who 
demonstrated increased variable responding under lag 1 conditions obtained a majority of 
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the available reinforcers by simply alternating between 2 responses. The effect is called 
“higher order stereotypy” and is given to repetition of a response sequence that meets the 
minimum variability requirement of the reinforcement contingency (Schwartz, 1982). 
This behavioral unit is inflexible, according to Schwartz, and reflects just enough trial to 
trial variability to be maximally efficient.  
Research with non-human participants by Schwartz (1982) suggests that fixed lag 
schedules can shape higher-order stereotypy. To combat this effect, Lee and Sturmey 
(2006) recommend increasing the parameters of the lag schedule. Additionally, Heldt and 
Schlinger (2013) recommend an investigation of increased parameters of the lag schedule 
for better maintenance of variable responding. Previous research on variable responding 
(Esch et al., 2009; Lee et al., 2002; Lee & Sturmey, 2006) demonstrates return to baseline 
responding during reversal phases as compared with a lag 1 intervention. 
Susa and Schlinger (2012) extended the study by Lee et al. (2002) by successively 
increasing the parameter of the lag schedule. They aimed to teach a child with autism 
variable responding to a social question, “How are you?” There was no return to baseline, 
but rather a changing criterion design. Results showed increased variability with 
increased parameters of the lag schedule, up to a lag 3 criteria. In this study, a verbal 
prompt was also used. Higher-order stereotypy was not analyzed or discussed by the 
authors.  
Heldt and Schlinger (2012) extended the study by Susa and Schlinger (2012) by 
adding a maintenance probe and analyzing higher-order stereotypy with two children 
diagnosed with developmental disabilities. Results showed increased variability of tacts 
with a lag 3 schedule compared with baseline for both participants. Variable responding 
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maintained at a 3 week follow up. The authors assessed for higher-order stereotypy and 
concluded that responding approximated random selection as opposed to a scripted 
pattern.  In this way, the participants’ responding on a lag 3 schedule approximated “true” 
variability. Because prompts were also used as part of a treatment package, the effects of 
the lag 3 schedule of reinforcement of increasing variable responding without repetition 
could be due to other factors, for example prompts may have facilitated the acquisition of 
variable responding. 
The emerging body of applied literature on fixed lag (FL) schedule performance 
with human subjects is beginning to answer questions about the conditions under which 
variable responding is more or less likely with humans. The literature is also yielding 
new and improved methods for modifying variable responding. Implications for applied 
work are numerous, and yet many fundamental questions still remain about operant 
variability and FL schedule performance in humans. 
Research is needed to explore the basic question of the conditions under which 
variable responding occurs (and does not occur) under laboratory conditions. The present 
study examined response variability with human subjects under various FL schedules of 
reinforcement. Several measures of variability and higher order repetition were also 
included. 
Method 
Participants, Settings, and Materials 
 Twelve undergraduate students enrolled in the University of Nevada, Reno 
(UNR) took part in this study. Inclusion criteria for participation required the participant 
to be at least 18 years old and enrolled at least half-time at UNR. Participants were 
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recruited via the UNR SONA system and extra credit was provided. Per university 
requirements, an alternative extra credit opportunity was offered to students in those 
classes which did not require research participation. All participation in the study was 
voluntary and a participant was allowed to withdraw from the study at any time, if 
desired. 
All sessions took place in an office-sized room containing a desk, chair, and 
computer in UNR’s Warren G. Nelson Building. A laptop computer displayed auditory 
visual stimuli, provided points and sounds, and recorded all relevant data. All code was 
written in C#. Visual display on the computer screen included a white background with 4 
identical black circles arranged in a matrix. Each circle represented one location the 
participant could provide a response by clicking the mouse curser. Points in each 
condition were provided contingent on clicking circles in a sequence that met the 
parameters of the schedule of reinforcement. A box indicating the cumulative number of 
points earned was displayed at the top of the computer screen (see Appendix A). 
Participants were required to click a coin that appeared below the point box for each 
point earned. A tone occurred simultaneous with the presentation of the coin and a point. 
All other functions of the program were unavailable until the coin was clicked, at which 
time the next trial began. If no point was earned in the trial, the functions of the program 
were unavailable for 2-seconds at the end of which the next trial began. 
Dependent Variables and Measurement System 
 All data were collected by laptop computer which also controlled all stimulus 
events within the experiment. The dependent measures were based on the response 
topography or sequence of circles clicked based on location [relative positions of the 
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circles: upper left (UL), upper right (UR), lower left (LL), lower right (LR)]. Clicking 4 
circles defined one response. For example, one instance of clicking ULURLRLL, 
constituted a single response. The U-value was calculated for each condition to measure 
variability and randomness. The U-value is the most commonly used measure of operant 
variability and measures the distribution of relative frequencies or probabilities of a set of 
responses.   
Additionally, a cumulative record of response form was kept for each participant. 
Patterns of responding were analyzed to determine the percent of reinforced repetition 
(PRR). The PRR is defined by a pattern of responses that meets or exceeds the 
requirements of the schedule, is reinforced and occurs more than once in a given 
condition. This number is then divided by the total number of reinforced sequences in a 
condition and multiplied by 100 percent to yield the PRR value. For example, given  a 
response pattern of ULULULUL, LLLLLLLL, URURURUR, LRLRLRLR, ULULULUL, 
URURURUR, ULULULUL, URURURUR, ULULULUL, URURURUR, … in the fixed lag 1 (FL 1) 
condition, the ULULULUL, URURURUR, reinforced pairs would be totaled, 6 sequences for 
this example, divided by the total number of reinforced responses, 10, and multiplied by 
100 percent to yield the PRR value, 60%. 
Percent of reinforced sequences of a repetition pattern (PRSR) was also 
calculated. The PRSR is defined by reinforced occurrences of individual sequences of the 
repetition pattern both within the pattern and individually occurring divided by the total 
number of reinforced sequences in a condition and multiplied by 100 percent. Using the 
previous example, the ULULULUL and URURURUR reinforced response sequences would 
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be totaled, 8 for this example, divided by the total number of reinforced responses, 10, 
and multiplied by 100 percent to yield the PRSR value, 80%. 
The record of responses was also used to analyze percent different (novel) 
responses in a condition (percent distinct trials), percent modal sequence(s), and the 
percentage of trials in which variability contingencies were met (percent of trials 
reinforced).  Additional data were collected via a demographics survey and exit survey. 
The demographics survey addressed basic participant information such as reason for 
participation in the study and history with computer games (see Appendix B). The exit 
survey addressed issues such as fatigue, rule development, and concurrent or 
incompatible behaviors (see Appendix C). 
Independent Variables 
 The main independent variable in this study was the parameter of the fixed lag 
(FL) schedule of reinforcement in each condition. Specifically, fixed lag 1 (FL 1), fixed 
lag 2 (FL 2), fixed lag 3 (FL 3), and fixed lag 4 (FL 4). Participants were randomly 
assigned to ascending or descending order of FL schedules, with or without return to 
baseline. The computer controlled events, per p. 14. 
Procedures 
 A participant was randomly assigned to ascending or descending order of FL 
schedules, with or without return to baseline. Before beginning the study, the 
experimenter reviewed the instructions and study information with the participant. The 
participant then read the following statement: 
“The point of the study is to earn as many points as you can. There will be a box 
on the top of the computer screen indicating when you earn a point and how many 
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points you have thus far. When you earn a point, a coin will appear that you must 
click to continue to the next trial. The more points you receive, the higher the 
probability that you will be the one person to win the twenty-five dollar gift card. 
For example, if you earn 10 points, your name goes into the lottery 10 times. If 
you earn 100 points, your name will go into the lottery 100 times. Therefore, the 
more points you earn, the more likely it is that you will win the money. The way 
to earn points is to click on the circles on the screen. The computer portion of this 
study takes approximately 75-105 minutes. The computer portion is complete 
when the text box appears saying so. When you are finished please see the 
investigator to fill out a brief questionnaire and to hear more details about the 
study.”  
The experimenter then asked the participant if he or she had any questions. After 
questions were answered, or if the participant asked no questions, the experimenter 
started the computer program and exited the room. 
Ascending Parameters of Fixed Lag Schedule of Reinforcement With Return to 
Baseline. Three participants were assigned to this reinforcement sequence. The 
participant was exposed to three consecutive conditions of increasing parameters of FL  
schedules, each separated by a FL 1 baseline condition. Each condition was 150 trials in 
length, with a 4-click sequence defining a trial. The conditions proceeded as follows: FL 
1, FL 2, FL 1, FL 3, FL 1, FL 4, FL 1.  
Each response that met the requirements of the FL schedule for a given condition 
was reinforced. For example, in the FL 2 condition, the response sequence had to differ 
from the previous 2 response sequences as specified by the parameters of the FL 2 
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schedule.  Given responses in the FL 2 condition of ULURLRLL, ULULULUL, 
reinforcement was delivered in the next trial contingent on any response sequence other 
than ULURLRLL or ULULULUL. The fourth click on a circle resulted in delivery of 
reinforcement provided that the contingency specified by the FL schedule of the 
condition had been met.  
The computer program ensured that the first responses of a condition were 
reinforced to allow a minimal history from which to base the FL schedule. For example, 
the first 2 responses of the FL 2 condition were reinforced on a CRF schedule. The third 
through one-hundred fifty third trial resulted in reinforcement if the response met the 
parameters of the FL schedule. If no reinforcement occurred for a trial, the program 
functions were inaccessible for 2-seconds between trials. The conditions were presented 
consecutively until all conditions had been run. A text box then appeared that informed 
the participant that the computer portion of the study was complete. 
Descending Parameters of Fixed Lag Schedule of Reinforcement With Return to 
Baseline. Three participants were assigned to this reinforcement sequence. Procedures for 
this sequence were identical to the ascending parameters of FL schedule of reinforcement 
with return to baseline, with the exception of the order of conditions. The participant 
contacted three consecutive conditions of decreasing parameters of FL schedules, each 
separated by a FL 1 condition. Each condition was 150 trials in length, with a 4-click 
response defining a trial. The conditions proceeded as follows: FL 1, FL 4, FL 1, FL 3, 
FL 1, FL 2, FL 1. 
Ascending Parameters of Fixed Lag Schedule of Reinforcement Without Return to 
Baseline. Three participants were assigned to this reinforcement sequence. Procedures for 
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this sequence were identical to the ascending parameters of FL schedule of reinforcement 
with return to baseline, with the omission of the return to baseline conditions. The 
participant contacted four consecutive conditions of increasing parameters of FL 
schedules. Each condition was 150 trials in length, with a 4-click response defining a 
trial. The conditions proceeded as follows: FL 1, FL 2, FL 3, FL 4. 
Decending Parameters of Fixed Lag Schedule of Reinforcement Without Return to 
Baseline. Three participants were assigned to this reinforcement sequence. Procedures for 
this sequence were identical to the ascending parameters of FL schedule of reinforcement 
without return to baseline, with exception of the order of conditions. The participant 
contacted four consecutive conditions of decreasing parameters of FL schedules. Each 
condition was 150 trials in length, with a 4-click response defining a trial. The conditions 
proceeded as follows: FL 4, FL 3, FL 2, FL 1. 
After completion of the computer-based portion of the study, the participant was 
asked to complete the exit and demographics surveys. The participant then read the 
following debriefing statement: 
“Thank you for your participation in this study. The goal of this research is to 
investigate the conditions under which variable responding occurs. Specifically 
the researcher aims to discover the schedule of reinforcement that is most likely to 
produce variable responding. Future research may address the application of this 
knowledge to the treatment of individuals with autism, depression, and attention 
deficit hyperactivity disorder.  During this study, you were asked to complete a 
computer-based task that involved clicking circles on the computer screen. You 
were then asked to complete a short survey about your experience with the 
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computer task.  In this study, you were informed that the point of the study was to 
earn as many points as you could and that earning more points would increase the 
probability that you would be the one person to win the twenty-five dollar VISA 
gift card. However, in reality, three randomly selected participants (one from each 
group) will be selected to receive a twenty-five dollar VISA gift card. This 
deception was necessary to ensure your motivation to earn points in the study. In 
reality, your chances of receiving a twenty-five dollar VISA gift card are higher 
than you were originally informed.” 
Each participant was given the opportunity to comment or ask questions about the 
study, and was free to leave once the debriefing is over. 
Results 
Ascending Parameters of Fixed Lag Schedule of Reinforcement With Return to Baseline 
 U-Value. Figures 1, 2, and 3 show that u-value, or variability is highest when 
participants are exposed to a FL 4 schedule of reinforcement. The u-value is highest for 
the FL 4 schedule of reinforcement for Lisa, Ryan, and Iris (Figure 1, 2, & 3). The second 
highest u-value for Lisa is the first FL 1 schedule of reinforcement (Figure 1). The first u-
value is also relatively high for Ryan, compared with FL 1b and FL 1c. However, the 
second highest u-value for Ryan is FL 1d, the FL 1 condition following the FL 4 
condition (Figure 2). For Iris, the second highest u-value is demonstrated in the FL 3 
condition and maintained in the FL 1 condition following it, the FL 1c condition (Figure 
3). 
 Percent Reinforced Repetition (PRR). Figures 4, 5, and 6 show that there is no 
repetition of response sequences with the FL 4 schedule of reinforcement. This is in 
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contrast to the repetition of responses meeting the parameters of the FL 1, 2, and 3 
schedules of reinforcement for Lisa and Ryan, at times reaching 100% repetition. With 
all participants, repetition is highest with FL 1 schedules of reinforcement, with a 
maximum repetition in 100% of responses in the FL 1b and FL 1c conditions for Ryan 
(Figure 5). Repetition is also over 85% in the FL 1b and FL 1c conditions for Lisa 
(Figure 4). In the FL 1 condition following FL 4 (FL 1d) for Ryan, the percent of 
repetition meeting the FL schedule continues to be stable at 0% (Figure 5). Repetition 
only occurs in the FL 1 conditions for Iris. No repetition meeting or exceeding the 
schedule requirements occurs in the FL 2, FL 3, or FL 4 conditions (Figure 6). 
 Percent of Reinforced Sequences of a Repetition Pattern (PRSR). Figures 7, 8, 
and 9 show that repetition of response patterns (PRSR) may be extensive in some 
conditions, as compared with 0% PRSR in the FL 4 schedule of reinforcement for all 
participants. Figures 5 and 6 show the extent of repetition with the FL 1, 2, and 3 
schedules of reinforcement as compared with 0% PRSR in the FL 4 schedule of 
reinforcement for all participants. By definition, if there is no PRR, there can be no 
PRSR, therefore there is 0% PRR for all participants in the FL 4 condition. For Lisa, all 
PRSR values are over 60%, with multiple conditions approaching or reaching 100% 
PRSR with the exception of the FL 4 condition (Figure 7). PRSR values are over 70% for 
all conditions for Ryan, with the exception of the first and last FL 1 condition in addition 
to the FL 4 condition (Figure 8). For Iris, there is 0% PRSR for the FL 2, FL 3, and FL 4 
conditions with repetition reaching a maximum of 23% in the FL 1a condition (Figure 9). 
Percent Distinct Trials. Figures 10, 11, and 12 show that response sequences are 
the most distinct, or rather that a greater number of different/novel responses are emitted 
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in the FL 4 condition than the FL 1, 2, and 3 conditions for all participants. For Lisa, the 
percent distinct responses in the FL 4 condition are nearly double that of the FL 3 
condition, the condition with the second highest percent distinct (Figure 10). In the FL 4 
condition, over 40% of Ryan’s responses are distinct, with over 30% distinct responses in 
the FL 1 condition following the FL 4 (Figure 11). Although there is no repetition in the 
FL 2, 3, or 4 conditions for Iris, differentiation of responding is demonstrated by the 
percent distinct. The FL 4 condition is the condition with the most distinct responding, 
with 41% of responses being distinct. This is compared with the FL 3, 28% distinct, FL 2, 
16% distinct, and FL 1, with values as low as 12% of trials distinct (Figure 12). 
Percent Modal Sequence(s). Figures 13, 14, and 15 show that the modal sequence 
is repeated most frequently in FL 1 conditions. Further, for two of the three participants, 
the percent modal sequence decreases with increased parameter of the FL schedule, with 
the exception of the FL 1 condition following the FL 3 condition for Lisa and FL 1 
condition following the FL 4 condition for Ryan (Figures 13 & 14). In the FL 1a 
condition for Lisa, FL 2, 1b, and 1c condition for Ryan, and FL 1b and 4 for Iris percent 
modal encompasses two sequences that occurred most frequently. In the FL 4 condition 
for Ryan and FL 3 condition for Iris, there are three modal sequences.  
Percent of Trials Reinforced. Figures 16, 17, and 18 show that participants obtain 
over 90% of available reinforcers in all FL 1 conditions, with the exception of the first FL 
1 condition for Ryan and Iris. Reinforcement remains over 85% of the available 
reinforcers in the FL 2 condition for all participants. In the FL 3 condition, reinforcement 
is obtained in over 73% of the trials for all participants, with over 97% of the reinforcers 
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obtained by Ryan. The fewest amount of reinforcers are obtained in the FL 4 condition 
for Lisa, the FL 1a condition for Ryan and Iris. 
Descending Parameters of Fixed Lag Schedule of Reinforcement With Return to Baseline 
 U-Value. Figures 19, 20 and 21 show that similar to the ascending parameters of 
FL schedule of reinforcement, u-value, or variability, is high when participants are 
exposed to a FL 4 schedule of reinforcement. For both Paul and Lucy, the u-value is 
highest in the FL 4 condition (Figures 19 & 20). U-value is lowest in both the FL 1c and 
FL 2 conditions for Paul (Figure 19). Although the u-value in the FL 1c and FL 2 
conditions is also low for Lucy, the FL 1d condition is the lowest (Figure 20). For both 
Paul and Lucy, the FL 1 condition following the FL 4 condition (FL 1b) is the highest u-
value of all FL 1 conditions. The u-value for the FL 4 schedule of reinforcement for Anna 
is higher than the value for both Paul and Lucy, however, the u-value is slightly higher in 
the FL 3 schedule of reinforcement and the first and second FL 1 conditions were also 
very similar (Figure 21).  
Percent of Reinforced Repetition (PRR). Figures 22, 23, and 24 show that similar 
to the ascending parameters of FL schedule of reinforcement, there is no repetition of 
responses with the FL 4 schedule of reinforcement. Further, in the FL 1 condition 
following FL 4 (FL 1b) for Paul and Anna, the percent of repetition meeting the FL 
schedule continues to be stable at 0% (Figure 22 & 24). With all three participants, 
repetition is highest with FL 1 schedules of reinforcement, with the exception of the FL 
1c condition for Paul, in which it is identical to the FL 2 condition that follows, 99.33% 
PRR (Figure 22). Although repetition for Lucy does not exceed 26.09%, the FL 4 
condition is the only condition with 0% repetition (Figure 23). 
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 Percent of Reinforced Sequences of a Repetition Pattern (PRSR). Figures 25, 26 
and 27 show that similar to the ascending parameters of FL schedule of reinforcement, 
when all instances of repetition of response patterns (PRSR) are accounted for, there is an 
extensive difference between the FL 1, 2, and 3 schedule of reinforcement as compared 
with 0% PRSR in the FL 4 schedule of reinforcement with all participants. For Paul, the 
FL 4 and FL 1 condition following it demonstrate 0% PRSR and all other values, with the 
exception of the first FL 1 value, exceed 57% (Figure 25). For Lucy, the nearest value to 
the FL 4 PRSR of 0% is FL 1c, following the FL 3 condition, at a value of 49.32%, with 
the FL 2 and FL 1d value approaching 100% (Figure 26). The PRSR values for the first 4 
conditions (FL 1a, FL 4, FL 1b, FL 3) for Anna are all less than 15%, with no value less 
than 76% for the last 3 conditions (FL 1c, FL 2, FL 1d) (Figure 27). 
Percent Distinct Trials. Figures 28, 29 and 30 show that similar to the ascending 
parameters of FL schedule of reinforcement, responding are the most distinct in the FL 4 
condition. The percent distinct is highest in the FL 4 schedule of reinforcement for both 
Paul and Lucy (Figure 28 & 29). The percent distinct in the FL 4 schedule of 
reinforcement for Anna is higher than the value for Paul and Lucy, however, the percent 
distinct is slightly higher in the FL 3 schedule of reinforcement and the first and second 
FL 1 conditions are also very similar to the FL 3 and FL 4 percent distinct (Figure 30).  
For Paul, the percent distinct responses in the FL 4 condition is more than double that of 
any other condition (Figure 28). The percent distinct for Lucy follows a similar pattern 
(Figure 29). 
Percent Modal Sequence(s). Figures 31, 32, and 33 show that the modal sequence 
is repeated most frequently in FL 1 conditions, similar to the ascending parameters of FL 
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schedule of reinforcement. Further, the modal sequence is least frequently emitted in the 
FL 4 condition, less than 10% of the trials for all participants. This is compared with over 
50% modal sequence in the FL 1c and FL 2 condition for Paul (Figure 31). For Lucy, 
percent modal sequence increased parametrically with decreased FL value (Figure 32). 
As with other values for Anna, the percent modal sequence is similar in the first 4 
conditions (FL 1a, FL 4, FL 1b, FL 3). Percent modal is lower than the FL 4 condition in 
the first FL 1 condition by 0.67% (Figure 33). There are two modal sequences in the FL 3 
condition for Anna and the FL 1b, 1c, and FL 2 condition for Paul. 
Percent of Trials Reinforced. Figures 34, 35, and 36 show that similar to the 
ascending parameters of FL schedule of reinforcement, participants obtained over 90% of 
available reinforcers in all FL 1 conditions. In the FL 2 condition, percent of reinforcers 
obtained remained over 94% for all participants. In the FL 3 condition, reinforcement is 
obtained by both participants in over 75% of the trials, with over 98% of the reinforcers 
obtained by Paul and over 94% by Anna. In the FL 4 condition, Paul obtained 88% of the 
reinforcers, Lucy obtained 78.67% and Anna 94.67% (Figures 34, 35 & 36). 
Ascending Parameters of Fixed Lag Schedule of Reinforcement Without Return to 
Baseline 
 U-Value. Similar to both the ascending and descending parameters of FL schedule 
of reinforcement with return to baseline, u-value is comparatively high in the FL 4 
condition (Figures 37, 38 & 39). For two of the three participants, u-value, or variability 
is highest when participants are exposed to a FL 4 schedule of reinforcement without 
return to baseline. The u-value was highest for the FL 4 schedule of reinforcement for 
Kate and Will, over 0.5 for both participants. For these two participants, u-value 
  19 
 
increases parametrically with increased parameter of the FL schedule (Figures 37 & 39). 
U-value is highest in the FL 2 condition for Zoe, however the u-value for the FL 4 
condition is only 0.06 less than that in the FL 2 condition (Figure 38). 
 Percent Reinforced Repetition (PRR). Figures 40, 41, and 42 show that similar to 
reinforcement sequences with return to baseline, there is no repetition of response 
sequences with the FL 4 schedule of reinforcement. This is in contrast to the repetition of 
responses meeting the parameters of the FL 1, 2, and 3 schedules of reinforcement for all 
participants, reaching 100% repetition in the FL 3 condition for Zoe (Figure 41).  
Percent of Reinforced Sequences of a Repetition Pattern (PRSR). Figures 43, 44, 
and 45 show the extent of repetition of response patterns (PRSR) with the FL 1, 2, and 3 
schedule of reinforcement as compared with 0% PRSR in the FL 4 schedule of 
reinforcement  for all participants. For Kate and Will, all PRSR values are over 85%, 
with multiple conditions approaching or reaching 100% PRSR (Figures 43 & 45). PRSR 
values are over 65% for all conditions for Zoe, with 100% PRSR in the FL 3 condition 
(Figure 44).  
Percent Distinct Trials. Similar to reinforcement sequences with return to 
baseline, percent distinct is comparatively high in the FL 4 condition (Figures 46, 47, & 
48). For two of the three participants, response sequences are the most distinct, or rather a 
greater number of different/novel responses are emitted in the FL 4 condition than the FL 
1, 2, and 3 conditions. Percent distinct in the FL 4 condition is nearly or over triple the 
next highest value for both Kate and Will (Figures 46 & 48). For Zoe, percent distinct is 
highest in the FL 2 condition, with percent distinct in the FL 4 condition within 1% 
(Figure 47).  
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Percent Modal Sequence(s). For two of the three participants, the modal sequence 
is repeated least frequently in the FL 4 condition. Percent modal is lowest in the  
FL 4 condition for both Kate and Will (Figures 49 & 51). The modal sequence is repeated 
most frequently in the FL 1 condition for Kate (Figure 49). In the FL 2 condition for 
Will, percent modal encompasses two sequences. This condition has the highest percent 
modal for the two modal sequences combined (49%), but the one modal sequence in the 
FL 1 condition is nearly as frequent (45%). For Zoe, the percent modal is highest in the 
FL 3 condition, even when the fact that it encompasses 2 sequences is taken into account. 
Percent modal is lowest in the FL 2 condition (Figure 50). The FL 3 condition for Kate 
encompasses two sequences that occurred most frequently.  
Percent of Trials Reinforced. Figures 52, 53, and 54 show that participants obtain 
over 80% of available reinforcers in all FL 1, 2, and 3 conditions. The fewest amount of 
reinforcers are obtained in the FL 4 condition for all participants. 
Decending Parameters of Fixed Lag Schedule of Reinforcement Without Return to 
Baseline 
U-Value. Similar to all other reinforcement sequences, u-value is comparatively 
high in the FL 4 condition (Figures 55, 56, & 57). For two of the three participants, u-
value increases with increasing parameters of the FL schedule. For both Jane and Emma, 
the u-value is highest in the FL 4 condition, with the FL 4 u-value identical to that of the 
FL 3 for Emma. U-value is lowest in the FL 1 condition for both Jane and Emma (Figures 
55 & 56). U-value is above 0.75 for all conditions for Nick, higher than all values for 
Jane and Emma except FL 4 for Jane (Figure 57).  
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Percent of Reinforced Repetition (PRR). Similar to all other reinforcement 
sequences, percent of reinforced repetition is 0% in the FL 4 condition for all participants 
(Figures 58, 59, & 60). PRR is lowest, 0% in the FL 4 condition for two of the three 
participants. Repetition decreases with increasing parameters of the FL schedule for Jane 
and Emma, with the exception of the FL 2 condition for Emma, which is the highest at 
67% (Figures 58 & 59). PRR was 0% across all conditions for Nick (Figure 60). 
 Percent of Reinforced Sequences of a Repetition Pattern (PRSR). Similar to all 
other reinforcement sequences, percent of reinforced sequences of a repetition pattern is 
0% for all FL 4 conditions (Figures 61, 62, & 63). For two of the three participants, 
PRSR is lowest, 0%, in the FL 4 condition. This is in comparison to PRSR values at or 
approaching 100% in the FL 1 and FL 2 conditions and values over 58% for the FL 3 
condition for both Jane and Emma (Figures 61 & 62). PRSR is 0% across all conditions 
for Nick (Figure 63). 
Percent Distinct Trials. Figures 64, 65, and 66 show the percent of distinct trials 
for each participant experiencing descending parameters of the FL schedule without 
return to baseline. For Jane, Percent distinct increases with increasing parameters of the 
FL schedule, with the highest percent distinct 55% in the FL 4 condition (Figure 64). 
Percent distinct for Emma is highest in the FL 3 condition at 21%, followed by the FL 4 
condition with 14% distinct (Figure 65). The percent of distinct trials is over 55% but not 
more than 70% for all conditions for Nick (Figure 66). 
Percent Modal Sequence(s).  Similar to other reinforcement sequences, for all 
three participants, percent modal was lowest in the FL 4 condition (Figures 67, 68, & 69). 
Percent modal also increases with increasing parameters of the FL schedule for two of the 
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three participants, Jane and Emma, with the exception of the FL 2 condition for Emma 
(Figures 67 & 68). Percent modal sequence was 12% or less for all conditions for Nick 
(Figure 69). Modal sequence encompasses 3 sequences in the FL 4 condition for Jane and 
the FL 2 condition for Nick. The FL 3 condition for Nick encompasses two modal 
sequences. 
Percent of Trials Reinforced. Figures 70, 71 and 72 show that participants obtain 
the fewest reinforcers in the FL 4 condition. Percent of reinforcement is over 86% for all 
conditions for Jane and over 90% for all conditions for Nick (Figure 70 & 72). 
Reinforcement increases with decreasing parameters of the FL schedule for Emma, with 
values over 89% for the FL 1, 2, and 3 conditions (Figure 71). 
Summary of Results 
 On average, participants responded more variably in the FL 4 condition with 0% 
repetition across participants. Figure 73 summarizes the results for all participants as 
average values for each of the dependent measures for each reinforcement condition. The 
results demonstrate that more variability occurred in the FL 4 condition than the FL 1, FL 
2, and FL 3 conditions as indicated by the average u-value and percent distinct trials. 
Percent reinforced repetition and percent reinforced sequences of a repetition pattern are 
also 0% on average for all participants. Average percent modal sequence is lowest in the 
FL 4 condition. 
Exit and Demographics Surveys 
 Nine of the twelve participants correctly indicated in some way that the study was 
about variations or patterns of responding. For example, Lisa stated that the study was 
about finding patterns or people defaulting to a certain pattern. When asked how points 
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are earned, Will answered that points were earned by completing different patterns during 
the exercise.  
Lucy said “I kept telling myself to try new things whenever the screen went dull 
and wouldn't give me any points. I just told myself ‘be creative.’" Paul stated that he had 
no idea what the study was about. Kate said it was about how computers affected 
behavior when used in excessive amounts, and Jane said the study was about how tired a 
participant would get. Other comments related to reaction times and speed of response, 
motivation, and mental fatigue. 
Two participants indicated a diagnosis of depression and one participant indicated 
a diagnosis of ADHD.  Paul and Will indicated that they had been diagnosed with 
depression and Nick indicated an ADHD diagnosis. Two participants, Paul and Anna, 
stated that they did not consider themselves good problem solvers. One participant, Will, 
did not answer this question. Paul was the only participant who stated that he had been 
diagnosed with depression and that he did not consider himself a good problem solver.  
Discussion 
This experiment extends research on operant variability in several ways. First, it 
extends the current literature on fixed lag (FL) schedule performance in humans, to 
include a record of response variability with increased parameters of a FL schedule. 
Second, it provides a quantitative analysis of response repetition under FL schedules of 
reinforcement. Third, it demonstrates that considerable variability in responding can be 
obtained without repetition at relatively low FL values. Fourth, it provides additional 
support for current literature on ADHD, depression and variability. It also bears on 
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applications for individuals who show atypical levels of variable responding. These 
matters are discussed in detail in the following sections. 
Variable Responding with Increased Parameters of a Lag Schedule  
 The results of this experiment support current research with both human and non-
human subjects that variable responding can be obtained at relatively low FL values. 
Variable responding was demonstrated by Page and Neuringer (1985) with pigeons with 
a lag parameter as low as five. Literature with human subjects demonstrates variability 
with lag 1, 2, and 3 schedules of reinforcement (Cammilleri & Hanley, 2005; Esch et al., 
2009; Heldt & Schlinger, 2012; Koeler-Platten et al., 2013; Susa & Schlinger, 2012; Lee 
et al., 2002; Lee & Sturmey, 2006). 
This study extends that literature, demonstrating variable responding with a FL 1, 
2, 3, and 4 schedule of reinforcement. Additionally, results showed high variable 
responding with a FL 4 schedule of reinforcement for all participants. U-values were 
generally lowest for the FL 1 and FL 2 conditions for participants. Exceptions for some 
participants included the FL 1a condition and the FL condition following FL 4 or FL 3. 
Nick also demonstrated high variability in all conditions.  
Variability was highest in the FL 4 condition for 10 of the 12 participants in this 
study as calculated by the u-value. For the two exceptions, u-value was highest in the FL 
3 condition for Anna and FL 2 condition for Zoe. Percent distinct followed a similar 
pattern with more distinct or novel responses in the FL 4 condition for all participants, 
with the exception of Anna, Zoe, and Emma. For Zoe, percent distinct was similar across 
all conditions. However, when the cumulative record of responses for Zoe was analyzed, 
it was apparent that distinct responses were limited to the beginning of each condition 
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and a consistent pattern was demonstrated at the end of the condition. It should also be 
noted that u-value and percent distinct are very slightly higher in the FL 4 condition for 
Nick, with all conditions demonstrating high levels of variability.  
This is a significant finding considering that there are currently only two studies 
in the published literature (Heldt & Schlinger, 2012; Susa & Schlinger, 2012) that 
demonstrate increased variable responding with a lag value greater than 1 with human 
subjects. If considerable more variability and novel responding is demonstrated with FL 
values greater than 1, as the results of this study suggest, higher FL values may be 
required for training functional levels of variable responding. Further, if a relatively low 
FL value, FL 4, is sufficient to produce variability, then higher FL values, which are less 
functional in applied settings, may not be required when using direct reinforcement with 
a lag schedule to modify variable responding. 
Response Repetition on a Fixed Lag Schedule 
 Results of this study support current research which suggests that higher-order 
stereotypies may develop with a FL schedule of reinforcement.  However, data from this 
study also suggest that repetition occurs at relatively low FL parameters. Repetition often 
approached or reached 100% of trials in FL 1 conditions as compared with 0% repetition 
meeting the requirements of the FL 4 schedule for all participants. This outcome is 
consistent with the results of Lee et al. (2002) and Lee and Sturmey (2006), who 
anecdotally reported higher-order repetition with 50% of the participants responding 
more variably with a lag 1 schedule of reinforcement. Repetition was also demonstrated 
in the FL 2 and FL 3 conditions for all participants with the exception of Iris and Nick. 
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Analysis of percent distinct demonstrated differential responding for all conditions for 
Iris, with percent distinct increasing with increasing parameters of the FL schedule.  
This experiment extends previous research by demonstrating response repetition 
with a FL 2 and FL 3 schedule of reinforcement. With the exception of the FL 3 
condition for Iris, results of this study do not support  Heldt & Schlinger’s (2012) 
conclusion that variable responding may be obtained without repetition with a FL 3 
schedule of reinforcement. According to Heldt and Schlinger, participants’ responding 
approximated variable responding rather than higher order stereotypy with a lag 3 
schedule of reinforcement. 
The present study also offers a basis for calculating response repetition using PRR 
and PRSR values. Using these values, this study provides preliminary data for the 
analysis of response repetition that has previously been anecdotally observed with FL 
schedules of reinforcement (Lee et al., 2002; Lee & Sturmey, 2006).  
Variable Responding without Repetition 
 Results of this study provide preliminary data to suggest that FL schedules may 
be used to modify variable responding without resulting in higher-order repetition. This 
study suggests that a FL 4 schedule of reinforcement may provide increased variable 
responding without the repetition of responses that may develop with lower parameters of 
the FL schedule. U-values with the FL 4 schedule of reinforcement were as high as 0.81, 
with a value of 1.00 being completely random. Stated another way, with a FL 4 schedule 
of reinforcement, participants responded variably without higher-order repetition and 
meeting the parameters of the FL 4 schedule. 
Variability, ADHD, Depression, and Problem Solving 
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On his demographics survey, Nick was the only participant to indicate a diagnosis 
of ADHD. Literature suggests that individuals with a diagnosis of ADHD generally 
demonstrate abnormally high levels of variable behavior (Barkley, 1990). Nick 
demonstrated high levels of variable responding in all conditions with no repetition 
meeting the parameters for percent of reinforced repetition. The correlation of ADHD 
and variability has been investigated using an animal model of ADHD (Mook, Jeffrey, & 
Neuringer, 1993). Results of this study are summarized by Neuringer (2004): the animal 
model of ADHD responded more variably than the control mouse regardless of whether 
contingencies required variability. According to Neuringer, these results are consistent 
with the human literature on ADHD as well as other studies on ADHD (Hunziker, 
Saldana, & Neuringer, 1996; Mook & Neuringer, 1994), which suggests that the high 
levels of variability demonstrated by individuals with ADHD are difficult to modify by 
contingent reinforcement. Nick’s results are consistent with this literature. 
Two participants, Paul and Will, indicated a diagnosis of depression on their 
demographic survey. Depression is associated with low levels of variable responding (see 
Neuringer, 2004 for discussion). However, for both Paul and Will, variability was 
modified by the schedule of reinforcement. For both, variability was highest and 
repetition lowest in the FL 4 condition, similar to participants who did not indicate a 
diagnosis of ADHD, autism or depression. Hopkinson and Neuringer (2003) suggest that 
although baseline variability is lower for mildly depressed individuals as compared with 
individuals who are not depressed, variable responding can be modified by contingencies 
of reinforcement such that responding is indistinguishable. The results of the present 
study are consistent with the research of Hopkinson and Neuringer (2003). 
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Two participants, Paul and Anna, indicated on the demographics survey that they 
did not consider themselves good problem solvers. They both demonstrated variability in 
responding. Although variable responding has been correlated with good problem solving 
skills, there is disagreement in the literature regarding the effect of training variability on 
problem solving (see Neuringer, 2002 for review). A study by Arnesen (2000) showed 
that rats reinforced for variable behaviors showed an increase tendency to explore their 
environment, manipulate objects and discover new sources of reinforcement. The 
relationship between variability and problem solving requires empirical study. Further, 
future research may examine the relationship between variable responding and self-report 
of problem solving skills. 
Methodological Considerations 
This study extends current research by contributing a method by which response 
repetition may be quantitatively defined. It is important in the study of variability to 
evaluate for variability in responding which in fact is not variable, but higher order 
stereotypy. Percent reinforced repetition and percent reinforced sequences of a repetition 
pattern allow for evaluation of higher order stereotypy. These values contribute a useful 
measurement tool for this analysis. 
Further, the comprehensiveness of the dependent measures of variability 
employed in this study add to the knowledge base on FL schedule performance. With this 
additional data, established measures of variability themselves may be further analyzed. 
The particular aspect or characteristic of variability that is measured by each measure of 
variability should be considered. A discussion of the potential duplicative nature of 
measures of variability is warranted. Additionally, the conditions under which a 
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particular measure of variability best measures the behavior observed should be 
examined further. 
This study employed a with and without return to baseline design with a reversal 
of the order of conditions (ascending and descending). A return to baseline design may 
demonstrate control of the experimental conditions, in this study, control by the 
contingencies of reinforcement. The use of both a with and without return to baseline 
reinforcement sequence in this study highlights the difference in responding that may 
occur when conditions are returned to baseline conditions. These differences in 
responding may be clinically significant. Further, given that it is unethical and unrealistic 
to return to baseline conditions in an applied application of this study, the experimental 
benefits of a return to baseline condition should be considered. Future behavior analytic 
research should consider that in addition to a study design, return to baseline conditions 
may also be a variable that affects data. Return to baseline conditions as a variable 
affecting behavior warrants additional research. 
Limitations, Directions for Future Research 
 The results of this research provide valuable additions to the current literature 
regarding FL schedule performance in humans. This experiment provides the data for not 
only preliminary empirical analysis of repetition with FL schedules of reinforcement, but 
also further scientific analysis and inquiry. Low variability and repetition in many of the 
FL 1a conditions raises the question of sensitivity of the participant to the contingencies 
and requires further research. Also, repetition continued and variability was higher in 
many of the FL 1 conditions following a FL 4 or FL 3 condition as compared with other 
FL 1 conditions when return to baseline conditions were in place. Carryover effect should 
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be further analyzed in future research. As discussed by Heldt & Schlinger (2012) return 
to baseline responding during reversal phases in previous research also requires further 
investigation. Results of this study are consistent with results of the follow-up probe 
conducted by Heldt & Schlinger (2012) which demonstrated maintenance of responding 
or no return to baseline responding when variability contingencies were removed. 
Maintenance of responding following variability training with a FL 4 schedule warrants 
additional study, particularly given the importance of maintaining desired behaviors in 
the applied setting. 
It has also been suggested that in addition to control by schedule of reinforcement, 
discriminative stimuli may be an effective and possibly more efficient way to control or 
train for variability and minimize carryover effects (Denney & Neuringer, 1998). The 
effect of discriminative stimuli was not evaluated in this study and the efficiency of 
control by discriminative stimuli as compared with schedule of reinforcement is a 
question for future research. 
 A possible limitation of the study is that for some participants percentage of the 
available reinforcers obtained decreased with increased parameters of the FL schedule. 
Future research may further analyze the effects of extinction in the context of increased 
parameters of a FL schedule.  Further, the study apparatus may have lent itself to patterns 
of four response sequences and therefore maximized variable responding with a FL 4 
schedule of reinforcement. Future research should parametrically evaluate FL schedule 
performance in humans with a variation of the study apparatus. 
 Future research may also analyze the role of self-generated rules and self-report of 
skills and diagnoses in variable behavior. Data from the exit survey suggests that 
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participants may have generated rules related to their behavior in the study. However, the 
exit survey did not allow for a detailed analysis of self-generated rules. Also, as discussed 
in the previous section, additional research on modifying variable responding of 
individuals with a diagnosis of autism, ADHD, and depression is needed. This is in 
addition to further research on the relationship between variable behavior and problem 
solving. 
Applied Applications 
This research has many applied applications for the treatment of individuals who 
demonstrate abnormal levels of variable responding. These individuals include those with 
a diagnosis of autism, ADHD, and depression. Determining the conditions under which 
variable responding occurs, and may be modified is important in relation to the social 
implications for these individuals. Although there is sometimes only one correct 
response, for example, the answer to the question, “What is your first name?” there is 
often more than one behavior possible, if not expected by the social community. For 
example, if every time a peer asks a child with autism what he wants to do, he responds, 
“legos” the child with autism may be viewed as an undesirable playmate. This rote and 
repetitive response may be stigmatizing: the child with autism may become an aversive 
stimuli for his peers and consequently, opportunities for social interaction will be limited. 
Individuals with autism and depression both demonstrate abnormally low levels 
of variable responding. Results of this study and others (Hopkinson & Neuringer, 2003) 
indicate that response variability is sensitive to contingencies of reinforcement for 
individuals with depression. This study did not include any participants who indicated a 
diagnosis of autism, however previous research (Lee et al., 2002; Lee & Sturmey, 2006; 
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Miller & Neuringer, 2000; Susa & Schlinger, 2012) suggests that stereotypical behaviors 
of individuals with autism may be modified. The author is skeptical if contingencies of 
reinforcement alone would be successful in modifying the variable responding of 
individuals with ADHD given the present research as well as previous studies. However, 
no contingency for low levels of variable responding (repetition) was empirically tested 
in this study. Previous research demonstrates successful repetition of responding with a 
mouse model of ADHD with repetition contingencies only when combined with 
amphetamine drug (mimics effects of Ritalin, prescribed for ADHD) (Mook & 
Neuringer, 1994). 
Results of this study offer an alternative method to frequency dependent 
reinforcement schedules, percentile reinforcement schedules, and extinction for the 
modification of variable responding. Although extinction has been documented as a 
method for increasing variable responding (Antonitis, 1951; Eckerman & Lanson, 1969; 
Kinloch, Foster, & McEwan, 2009; Mullins & Rincover, 1985; Neuringer, Kornell, & 
Olufs, 2001), variability may decrease after an initial increase and aggression or 
concomitant emotional behavior may also occur. A lack of maintenance of the trained 
behavior is undesirable for a life skill such as variable responding. Aggression and 
emotional behavior are undesirable side effects of extinction procedures in applied 
settings, particularly with a population such as individuals with autism who are often 
characterized by these behaviors. Further, the constant monitoring of all responses 
emitted by an individual required by frequency dependent and percentile reinforcement 
schedules may hinder implementation in an applied setting. Therefore, Lee and Sturmey 
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(2007) suggest that lag schedules may offer many benefits as an alternative to other 
schedules of reinforcement. 
Results of this study suggest that a FL 4 schedule of reinforcement generates 
variable responding.  A FL 4 schedule of reinforcement allows for direct reinforcement of 
variability without the extensive calculations sometimes required by frequency dependent 
or percentile schedules of reinforcement. Further, a FL 4 schedule of reinforcement 
directly reinforces variable behavior without the side effects of an extinction procedure. 
Additionally, results of this study suggest that a FL 4 schedule of reinforcement would 
generate variability without the higher-order repetition observed in previous applied 
research with lower FL parameters. Future research is needed to demonstrate the utility of 
a FL 4 schedule of reinforcement in an applied setting with individuals who demonstrate 
abnormal levels of response variability. 
Conclusion 
 The findings from this experiment contribute to the research on operant variability 
in many ways. First, this study provides a parametric analysis of response variability with 
FL schedules showing that response variability may increase with increased parameters 
of a FL schedule. Second, it analytically examines response repetition with FL schedules 
of reinforcement, demonstrating that higher-order repetition generally decreases with 
increased parameters of a FL schedule and does not occur with a FL 4 schedule of 
reinforcement. Third, the results demonstrate that response variability can be obtained 
without observed higher-order repetition of responding using relatively low parameters of 
a FL schedule of reinforcement. Specifically, the data from this study suggest that a FL 4 
schedule of reinforcement may be used in applied settings to directly reinforce variable 
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responding and modify response variability. This study may also stimulate further 
research in the investigation of operant variability.    
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Figure 2 U-value for FL 1a, FL 2, FL 1b, FL 3, FL 1c, FL 4, and FL 1d conditions for 
Ryan. 

























































Figure 4 Percent of reinforced repetition (PRR) for FL 1a, FL 2, FL 1b, FL 3, FL 1c, FL 
4, and FL 1d conditions for Lisa.  



































Figure 5 Percent of reinforced repetition (PRR) for FL 1a, FL 2, FL 1b, FL 3, FL 1c, FL 




































Figure 6 Percent of reinforced repetition (PRR) for FL 1a, FL 2, FL 1b, FL 3, FL 1c, FL 
4, and FL 1d conditions for Iris. 















































Figure 7 Percent of reinforced sequences of a repetition pattern (PRSR) for FL 1a, FL 2, 
















































Figure 8 Percent of reinforced sequences of a repetition pattern (PRSR) for FL 1a, FL 2, 
FL 1b, FL 3, FL 1c, FL 4, and FL 1d conditions for Ryan. 














































Figure 9 Percent of reinforced sequences of a repetition pattern (PRSR) for FL 1a, FL 2, 






























Figure 10 Percent distinct trials for FL 1a, FL 2, FL 1b, FL 3, FL 1c, FL 4, and FL 1d 
conditions for Lisa.  





























Figure 11 Percent distinct trials for FL 1a, FL 2, FL 1b, FL 3, FL 1c, FL 4, and FL 1d 






























Figure 12 Percent distinct trials for FL 1a, FL 2, FL 1b, FL 3, FL 1c, FL 4, and FL 1d 
conditions for Iris.  





























Figure 13 Percent modal sequence(s) for FL 1a, FL 2, FL 1b, FL 3, FL 1c, FL 4, and FL 





























Figure 14 Percent modal sequence(s) for FL 1a, FL 2, FL 1b, FL 3, FL 1c, FL 4, and FL 
1d conditions for Ryan. FL 2, FL 1b, and FL 1c encompass two modal sequences. FL 4 
encompasses 3 modal sequences. 





























Figure 15 Percent modal sequence(s) for FL 1a, FL 2, FL 1b, FL 3, FL 1c, FL 4, and FL 
1d conditions for Ryan. FL 1b and FL 4 encompass two modal sequences. FL 3 
































Figure 16 Percent of trials reinforced for FL 1a, FL 2, FL 1b, FL 3, FL 1c, FL 4, and FL 
1d conditions for Lisa.  
































Figure 17 Percent of trials reinforced for FL 1a, FL 2, FL 1b, FL 3, FL 1c, FL 4, and FL 

































Figure 18 Percent of trials reinforced for FL 1a, FL 2, FL 1b, FL 3, FL 1c, FL 4, and FL 
1d conditions for Iris. 










































Figure 20 U-value for FL 1a, FL 4, FL 1b, FL 3, FL 1c, FL 2, and FL 1d conditions for 
Lucy. 




























































Figure 22 Percent of reinforced repetition (PRR) for FL 1a, FL 4, FL 1b, FL 3, FL 1c, FL 
2, and FL 1d conditions for Paul.  



































Figure 23 Percent of reinforced repetition (PRR) for FL 1a, FL 4, FL 1b, FL 3, FL 1c, FL 




































Figure 24 Percent of reinforced repetition (PRR) for FL 1a, FL 4, FL 1b, FL 3, FL 1c, FL 
2, and FL 1d conditions for Anna. 















































Figure 25 Percent of reinforced sequences of a repetition pattern (PRSR) for FL 1a, FL 4, 
















































Figure 26 Percent of reinforced sequences of a repetition pattern (PRSR) for FL 1a, FL 4, 
FL 1b, FL 3, FL 1c, FL 2, and FL 1d conditions for Lucy. 















































Figure 27 Percent of reinforced sequences of a repetition pattern (PRSR) for FL 1a, FL 4, 






























Figure 28 Percent distinct trials for FL 1a, FL 4, FL 1b, FL 3, FL 1c, FL 2, and FL 1d 
conditions for Paul.  





























Figure 29 Percent distinct trials for FL 1a, FL 4, FL 1b, FL 3, FL 1c, FL 2, and FL 1d 






























Figure 30 Percent distinct trials for FL 1a, FL 4, FL 1b, FL 3, FL 1c, FL 2, and FL 1d 
conditions for Anna.  





























Figure 31 Percent modal sequence(s) for FL 1a, FL 4, FL 1b, FL 3, FL 1c, FL 2, and FL 






























Figure 32 Percent modal sequence(s) for FL 1a, FL 4, FL 1b, FL 3, FL 1c, FL 4, and FL 
1d conditions for Lucy. 





























Figure 33 Percent modal sequence(s) for FL 1a, FL 4, FL 1b, FL 3, FL 1c, FL 4, and FL 

































Figure 34 Percent of trials reinforced for FL 1a, FL 4, FL 1b, FL 3, FL 1c, FL 2, and FL 
1d conditions for Paul. 
































Figure 35 Percent of trials reinforced for FL 1a, FL 4, FL 1b, FL 3, FL 1c, FL 2, and FL 

































Figure 36 Percent of trials reinforced for FL 1a, FL 4, FL 1b, FL 3, FL 1c, FL 2, and FL 
1d conditions for Anna. 









































Figure 38 U-value for FL 1, FL 2, FL 3, and FL 4 conditions for Zoe. 
 
 
























































Figure 40 Percent of reinforced repetition (PRR) for FL 1, FL 2, FL 3, and FL 4 
conditions for Kate. 
 



































Figure 41 Percent of reinforced repetition (PRR) for FL 1, FL 2, FL 3, and FL 4 




































Figure 42 Percent of reinforced repetition (PRR) for FL 1, FL 2, FL 3, and FL 4 
conditions for Will. 















































Figure 43 Percent of reinforced sequences of a repetition pattern (PRSR) for FL 1, FL 2, 
















































Figure 44 Percent of reinforced sequences of a repetition pattern (PRSR) for FL 1, FL 2, 
FL 3, and FL 4 conditions for Zoe. 















































Figure 45 Percent of reinforced sequences of a repetition pattern (PRSR) for FL 1, FL 2, 































Figure 46 Percent distinct trials for FL 1, FL 2, FL 3, and FL 4 conditions for Kate.  
 



























































Figure 48 Percent distinct trials for FL 1, FL 2, FL 3, and FL 4 conditions for Will.  





























Figure 49 Percent modal sequence(s) for FL 1, FL 2, FL 3, and FL 4 conditions for Kate. 






























Figure 50 Percent modal sequence(s) for FL 1, FL 2, FL 3, and FL 4 conditions for Zoe. 
FL 3 encompasses two modal sequences. 





























Figure 51 Percent modal sequence(s) for FL 1, FL 2, FL 3, and FL 4 conditions for Will. 


































Figure 52 Percent of trials reinforced for FL 1, FL 2, FL 3, and FL 4 conditions for Kate. 
 

































































Figure 54 Percent of trials reinforced for FL 1, FL 2, FL 3, and FL 4 conditions for Will. 









































Figure 56 U-value for FL 4, FL 3, FL 2, and FL 1 conditions for Emma. 
 
























































Figure 58 Percent of reinforced repetition (PRR) for FL 4, FL 3, FL 2, and FL 1 
conditions for Jane. 
 



































Figure 59 Percent of reinforced repetition (PRR) for FL 4, FL 3, FL 2, and FL 1 




































Figure 60 Percent of reinforced repetition (PRR) for FL 4, FL 3, FL 2, and FL 1 
conditions for Nick. 















































Figure 61 Percent of reinforced sequences of a repetition pattern (PRSR) for FL 4, FL 3, 
















































Figure 62 Percent of reinforced sequences of a repetition pattern (PRSR) for FL 4, FL 3, 
FL 2, and FL 1 conditions for Emma. 















































Figure 63 Percent of reinforced sequences of a repetition pattern (PRSR) for FL 4, FL 3, 






























Figure 64 Percent distinct trials for FL 4, FL 3, FL 2, and FL 1 conditions for Jane.  
 



























































Figure 66 Percent distinct trials for FL 4, FL 3, FL 2, and FL 1 conditions for Nick.  
 
 





























Figure 67 Percent modal sequence(s) for FL 4, FL 3, FL 2, and FL 1 conditions for Jane. 






























Figure 68 Percent modal sequence(s) for FL 4, FL 3, FL 2, and FL 1 conditions for 
Emma.  





























Figure 69 Percent modal sequence(s) for FL 4, FL 3, FL 2, and FL 1 conditions for Nick. 

































Figure 70 Percent of trials reinforced for FL 4, FL 3, FL 2, and FL 1 conditions for Jane. 


































































Figure 72 Percent of trials reinforced for FL 4, FL 3, FL 2, and FL 1 conditions for Nick. 
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FL1 FL 2 FL 3 FL 4
U-value 0.396678 0.374433 0.464407 0.631113
Reinforced 
Repetition
39.35% 45.24% 42.05% 0.00%
Reinforced 
Sequences of a 
Repetition 
Pattern
57.07% 74.32% 60.38% 0.00%
Distinct 
Sequences
16.11% 12.83% 22.83% 38.00%
Modal 
Sequence(s)
30.27% 28.39% 23.38% 13.28%
Trials 
Reinforced
95.07% 92.33% 91.56% 76.33%
 
 
Figure 73 Average dependent measure values for all participants for each FL condition. 
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Appendix B 
UNIVERSITY OF NEVADA, RENO 
A Computer-Based Study of Lag Schedules 
Participant Information Survey 
 
Please answer all of the following questions as they describe you: 




2. Age     
 
3. Year in school (Current or Fall enrollment if summer research participation): 
a. 1    c. 3 
b. 2    d. 4/+ 
 
4. Please indicate your primary ethnic identity: 
a. African American  d.  White, Hispanic 
b. Asian American  e.  Middle Eastern 
c. White, non-Hispanic  f.  Other:     
 
5. Have you ever been diagnosed with autism, ADHD, or depression? YES/NO 
(circle one) 
a. If YES, please specify:     
 
6. Do you consider yourself a good problem solver? YES/NO (circle one) 
 
7. Do you play phone or computer games?  
a. YES (continue to questions 8 & 9) 
b. NO (skip to question 10) 
 




9. Please indicate how often you play phone or computer games: 
a. Hourly    c. Weekly 
b. Daily    d.  Other:     
 
10. Please mark all of the reasons that influenced your decision to participate in this 
study:  
a. To get extra credit for a course 
b. I saw the $25 prize 
c. To further research in the field of psychology 
d. For fun 
  79 
 
Appendix C 
UNIVERSITY OF NEVADA, RENO 
A Computer-Based Study of Lag Schedules 
Exit Survey 
 
Thank you for your participation. Please take a moment to answer some questions 
regarding your performance during this study. 
1. How much fatigue did you experience (e.g., eyes or hand tired or painful)? 
a. None    c. Moderate amount 
b. Very little    d. A lot 
 
2. Did you engage in any other tasks (other than clicking on circles) during this 
study? 
a. Yes (continue to questions 4, 5, & 6) 
b. No (skip to question 7) 
 
4. Please list the other things you did during the study (e.g., closed your eyes, slept, 




5. When did you engage in these other behaviors (circle all that apply)? 
a. During the beginning of the study   c. Toward the end of the study 
b. In the middle of the  study  
 
6. When did you do these other behaviors the most? 
a. Toward the beginning of the study  c. Toward the end of the study 
b. In the middle of the  study  
 










9. Please write down any other thoughts or comments you have regarding this study 
or your performance (e.g., any rules you created) 
__________________________________________________________________ 
__________________________________________________________________ 
__________________________________________________________________ 
 
