Dini bounds for differentiated Bernstein polynomials  by Impens, Chris
Journal of Approximation Theory 145 (2007) 128–132
www.elsevier.com/locate/jat
Notes
Dini bounds for differentiated Bernstein polynomials
Chris Impens∗
Department of Pure Mathematics and Computer Algebra, University of Ghent, Galglaan 2, B-9000 Gent, Belgium
Received 20 February 2006; received in revised form 21 June 2006; accepted 7 July 2006
Communicated by Dany Leviatan
Available online 17 August 2006
Abstract
Thewell-known fact that lim sup (lim inf) of the sequence ofBernstein polynomials of a bounded function
is bounded above (below) by the average value of the two upper (lower) limits of the function is supplemented
with the following derived version: lim sup (lim inf) of the sequence of derived Bernstein polynomials is
bounded above (below) by the average value of the two upper (lower) Dini derivatives.
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Given a real function f we deﬁne
f ◦(x) = lim sup
x′→x+
f (x′) = inf
→0+
sup
0<h<
f (x + h).
Likewise, replacing lim sup by lim inf gives f◦(x), and x′ → x− yields ◦f (x) and ◦f (x). These
numbers, called, respectively, the right upper, right lower, left upper, left lower limit of f in x, exist
in [−∞,+∞]. It was proved by W.H. Young (see [2, Theorem 1.1.1]) that for every real-valued
function f the combined properties
f◦(x) = ◦f (x)f (x)f ◦(x) = ◦f (x) (1)
hold nearly everywhere, i.e. with at most a countably inﬁnite number of exceptions.
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If the function f is deﬁned in the rational points of the interval [0, 1], its Bernstein polynomial
of order n is given by
Bn(f ; x) =
n∑
k=0
f
(
k
n
)
pnk(x)
with
pnk(x) = k!
n! (n − k)! x
k(1 − x)n−k.
It is well known (see [3, Theorem 1.9.1]) that for a bounded function f : [0, 1] → R we have
f◦ + ◦f
2
 lim inf
n→+∞ Bn(f ) lim supn→+∞
Bn(f )
f ◦ + ◦f
2
(2)
on (0, 1). Simple examples show that equalities are not generally to be expected in (2).
We intend to give the counterpart of (2) for derivatives. For 0x < 1 we set
D◦f (x) = lim sup
h→0+
f (x + h) − f (x)
h
= inf
→0+
sup
0<h<
f (x + h) − f (x)
h
and likewise for D◦f (x). Similarly we deﬁne ◦Df (x) and ◦Df (x) for 0 < x1. These are,
respectively, the right upper, right lower, left upper, left lower Dini derivative of f in x, all of
which exist in [−∞,+∞].
Following [4, Volume I, p. 207] we call a number  ∈ [−∞,+∞] a derived number of f at the
point x0 if
f (x0 + hn) − f (x0)
hn
→ 
for some sequence 0 	= hn → 0. We will denote by D˜f (x0) any derived number of f at x0. The
greatest of the derived numbers of f at x0 coincides with the upper derivative of f in x0. The latter
is deﬁned as
Df (x0) = lim sup
h→0
f (x0 + h) − f (x0)
h
= inf
→0+
sup
0<|h|<
f (x0 + h) − f (x0)
h
,
and is seen to be equal to max{D◦f (x0), ◦Df (x0)}. Likewise for the lower derivative Df (x0),
which coincides with min{D◦f (x0), ◦Df (x0)} and is the least of the derived numbers.
The counterpart of (1) is, that for a continuous function f we have
D◦f (x) = ◦Df (x)D˜f (x)D◦f (x) = ◦Df (x) (3)
residually everywhere, i.e. with a ﬁrst category set of exceptions. Actually, the inequalities
◦Df D◦f, D◦f ◦Df (4)
hold nearly everywhere, without continuity requirements (see [2, Theorem 2.3.1]). The statements
in (3) concerning Dini derivatives were proved by W.H. Young (see [2, Theorem 2.5.6]). As for
D˜f , it sufﬁces to notice that D◦f (x) = ◦Df (x) implies equality with Df (x), hence with the
greatest derived number at x; likewise for the other inequality.
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The proof below relies on the limit
lim
n→+∞
1
n
∑
x0<k/n1
(k − nx0)2pnk(x0) = x0(1 − x0)2 (0x0 < 1) (5)
and its analogue with 0k/n < x0 and 0 < x01. The well-known estimates on
∑
|k/n−x0|
pnk(x0) imply that we can restrict the sum to x0 < k/nx0 + n, with n decreasing to zero.
Then, a reasoning similar to [3, pp. 17–18] reduces the remaining limit to
2x0(1 − x0)√

∫ +∞
0
v2e−v2 dv,
which equals x0(1 − x0)/2. Note that (5) could be used to establish one-sided versions of
Voronowskaya’s formula.
Theorem 1. If f : [0, 1] → R is bounded, then
lim sup
n→+∞
B ′n(f ; x0)
D◦f (x0) + ◦Df (x0)
2
(6)
for all 0x0 < 1 outside the ﬁrst category null set where the upper bound reduces to ∞ − ∞.
Likewise for
D◦f (x0) + ◦Df (x0)
2
 lim inf
n→+∞ B
′
n(f ; x0) (7)
and 0 < x01.
Proof. The exceptional set is of ﬁrst category by what has been said concerning (3). That it
is also a Lebesgue null set is implied by the Denjoy–Young–Saks theorem; see, for instance,
[1, Chapter 4, Theorem 4.4].
In view of the symmetry, we only prove (6). First, we assume that  := D◦f (x0) and ′ :=◦Df (x0) are ﬁnite. If we deﬁne
r(h) = f (x0 + h) − f (x0)
h
− 
for 0 < h < 1 − x0, then
f (x0 + h) = f (x0) + h + h r(h) (8)
with lim suph→0+ r(h) = 0. By the latter property, there is a 0 <  < 1−x0 such that r(h) < 1 for
0 < h < . On the other hand, ifM is an upper bound for |f | in [0, 1], we have r(h) |r(h)| 2M +|| for h < 1− x0. Hence, r(h) is bounded above for 0 < h < 1− x0. The counterpart of (8)
for −x0 < h < 0 contains ′ and a function s(h), bounded above, with lim suph→0− s(h) = 0.
The expansion
f
(
k
n
)
= f (x0) + 
(
k
n
− x0
)
+
(
k
n
− x0
)
r
(
k
n
− x0
)
(k > nx0)
and its counterpart for k < nx0 reduce
B ′n(f ; x0) =
1
x0(1 − x0)
n∑
k=0
(k − nx0)f
(
k
n
)
pnk(x0)
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to the sum of the following terms: ﬁrst, f (x0)
∑n
k=0 (k − nx0)pnk(x0), which is trivially zero,
second

nx0(1 − x0)
∑
k>nx0
(k − nx0)2pnk(x0) + 
′
nx0(1 − x0)
∑
k<nx0
(k − nx0)2pnk(x0),
which, by (5), converges to ( + ′)/2 for n → +∞, and, third,
1
nx0(1 − x0)
∑
k>nx0
r
(
k
n
− x0
)
(k − nx0)2pnk(x0) (9)
and a similar termwith s and k < nx0.Given any ε > 0, there exists a  > 0 such that r(x0+h) < ε
and s(x0 − h) < ε for 0 < h < . Hence, the sum of (9) and its companion does not exceed
ε
nx0(1 − x0)
n∑
k=0
(k − nx0)2pnk(x0) + Kn
x0(1 − x0)
∑
|k/n−x0|
pnk(x0),
whereK is an upper bound for both r(h) (0 < h < 1−x0) and s(h) (−x0 < h < 0). The ﬁrst term
equals ε and the second one converges to zero for n → +∞. It follows that (9) and its companion
vanish for n → +∞, and
B ′n(f ; x0)
 + ′
2
+ 2ε (10)
for n large enough. This proves the theorem in case  and ′ are ﬁnite.
If  = ′ = +∞, there is nothing to prove. So consider the case D◦f (x0) = −∞ and ′
ﬁnite. Take any real number . Eq. (8) continues to hold with r(h) < 0 for 0 < h < . The
whole reasoning holds true and results in (10) for n large enough, with  arbitrary. This shows
that B ′n(f ; x0) is not bounded below, i.e. lim supn→+∞ B ′n(f ; x0) = −∞. Same reasoning for
D◦f (x0) = D◦f (x0) = −∞. 
In the following corollary we gather the relevant conclusions from (6). Dual conclusions are
obtained from (7).
Corollary 2.
(1) If both upper Dini derivatives of f in x0 are ﬁnite, their average is an upper bound for
lim supn→+∞ B ′n(f ; x0).
(2) If one of the upper Dini derivatives of f in x0 is −∞ and the other one is not +∞, then
B ′n(f ; x0) → −∞ for n → +∞. This holds in particular if Df (x0) = −∞.
A particular case of the ﬁrst point is the well-known formula
lim
n→+∞ B
′
n(f ; x0) =
f ′+(x0) + f ′−(x0)
2
valid wherever the right-hand side exists in [−∞,+∞]. The indeterminacy ∞ − ∞ may arise a
countable number of times, see the remarks concerning (4).
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As in [2, p. 43], any extended real number in the interval [Df (x),Df (x)] will be called a
median derivative of f in x. From
Df  lim inf
n→+∞ B
′
n(f ) lim sup
n→+∞
B ′n(f )Df
we then deduce:
Corollary 3. Any limit point of the sequence 〈B ′n(f ; x)〉 is a median derivative of f in x.
Note that it follows from the Denjoy–Young–Saks theorem that for almost every x either f has a
ﬁnite derivative in x or the bounds in (6) and (7) are trivial or indeterminate. So, from the standpoint
of measure theory, there are almost no points where (6) and (7) contain more information than
the basic fact that B ′n(f ; x) → f ′(x) whenever f has a ﬁnite derivative in x. But the latter event
is very rare, as a ‘typical’ continuous function does not have a ﬁnite or inﬁnite derivative at any
point (see [1, Chapter 12, Corollary 2.2]).
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