The experimental design plays an important role in every experimental study. However, if errors in the settings of the studied factors cannot be avoided, i.e. Berkson errors occur, the estimates of the model parameters may be biased and the variability in the study increased. Correction methods for the effect of Berkson errors are compared. The emphasis is on the study of correlated Berkson errors which follow non-Gaussian distribution as this appears to have been a neglected, yet important, area. It is shown that the regression calibration approach bias correction methods are useful when the Berkson errors are independent. However, when these errors are dependent, the newly proposed method B-SIMEX clearly outperforms the other methods.
Introduction
Bioassays are experiments used for screening, testing and ranking of compounds in biological or medical research. Typically these studies are used to assess the potency and the side effects of the compounds which may be candidate or established drugs. The experimental design of such studies specifies the doses, or concentrations, for which the response of interest is measured. The data are then used to fit a statistical model, and the model parameters can be used to assess the effect of interest. The success of these studies depends on the experimental design and its implementation. This article is concerned with the analysis of bioassay data when the required doses cannot be set accurately and the true doses are unknown and therefore cannot be used in the analysis of the data. This is a typical scenario of the so-called Berkson errors-in-variables (EIV) problem. 1 For example, in a designed experiment of n observations, if the target design values w t are set with errors, i.e. x t ¼ w t þ u t , t ¼ 1, 2, . . . , n, w t are commonly used in the analysis of data. This analysis is often called naive analysis. Ignoring the EIV leads to inaccurate assessment of the variability and often also to biased estimators of the model parameters. (Carroll et al. 2 provide a comprehensive review of the research in this area.)
Most of the work devoted to EIV is focussed on observational studies where classical EIV are assumed. 3 For example, if an explanatory variable x is measured with error, i.e. w t ¼ x t þ u t , t ¼ 1, 2, . . . , n, the values w t are commonly used in the analysis of the data. Established bias correction techniques are the simulation-extrapolation (SIMEX), regression calibration, and the instrumental variable approach. [4] [5] [6] These methods require some knowledge about the distribution of the EIV. Usually the assumption of Gaussian EIV has been used. An exception is Wang et al., 7 who considered the case of non-Gaussian EIV when a simple linear model has to be estimated.
The problem of EIV is less studied in designed experiments where the Berkson EIV are usually considered. Correction methods have been developed to produce analysis of the data that accounts for the effects of the EIV. Bias correction in the case of Berkson Gaussian EIV has been studied. 3, [8] [9] [10] [11] [12] In the simplest version of Berkson error there is no bias effect on the estimates, but only an effect on the variability. More complex structures of the Berkson error can imply bias effects, as we see later in the simulation studies. Error models that contain both classical and Berkson EIV and extension of SIMEX to be used in such situations have also been considered. 2, 13 The effect of EIV in bioassay has received specific attention because of the importance of these studies. [14] [15] [16] [17] The Bayesian approach to handling this problem has been also investigated. 15, 17 Again, EIV with normal distribution has been assumed. It was reported that the naive analysis seriously underestimates the variability of the estimates of the parameters of the model and that the response variance is inflated. It has been recognised that EIV are often proportional to the concentrations and a model to describe how the data are generated when a serial dilution design (SDD) is used and dilution errors in concentrations are made has been developed. 14 In a SDD, the dilution process starts with preparing the top concentration w 1 . The next dose is obtained by diluting the previous by a dilution factor k. The dilution process continues until the required number of doses is achieved. It has been shown that when the EIV are normally distributed with non-zero mean, the estimates of the model parameters are biased. 18 However, no correction method was established to adjust for such a bias.
Non-Gaussian Berkson EIV have not been studied. However, the following example shows how such errors frequently occur in bioassays in early stages of the drug discovery process, and therefore their study is important.
Example 1: Dimethyl sulfoxide (DMSO) is a widely used solvent in bioassay because of its excellent solubilising ability, chemical inertness and high boiling and freezing points. However, it is also highly hydrophilic and will rapidly absorb water in many possible storing conditions. This may result in reduced stock concentration, compound precipitation, crystallisation and degradation. As a result, when DMSO is used as a solvent in bioassay the doses of compounds could be lower compared to those specified by the experimental design and inaccurate data would be used in the naive statistical analysis ignoring the EIV.
The results of a study on the stability of solutions for testing in bioassays when the compounds to be tested are dissolved in DMSO are available. 19 The experiment aimed to quantify the dilution of compounds as a result of the absorption of water by DMSO. Compounds from different chemical series and molecular weight bands were used. Serial dilution designs were used in vivo to collect the data. These experimental designs are easy to use and have excellent statistical properties. 20 The dilution by water uptake was measured by recording the volume gain during a typical laboratory storage period. Other possible reasons for reducing the intended doses that were mentioned earlier were not studied. Over the length of the study when the compounds were stored in room conditions, 11-16% dilution was noted, while when they were stored in a fridge it was 10-24%. Figure 1 shows the data when the solutions have been kept in a fridge. The actual difference between the target and the actual doses certainly depends on the exact time when the solutions have been used. A sample of measurements of such differences was collected at times typical for the standard experimental practice. Their distribution can be modelled in different ways, but a Gamma distribution seemed to suit well the data.
We study the effect of non-Gaussian errors in setting doses in bioassay and propose and compare correction methods aiming to reduce the effect of the EIV on the analysis. Two error models are investigated. The first error model assumes that the EIV are dependent. For example, such a model will be appropriate when a SDD is used and errors occur in the top doses, which then propagate to all other doses. This would be the typical scenario wherein the DMSO is used to obtain the initial concentration. The second error model assumes that all doses in the experimental design are subject to independent errors. Such a scenario can occur, for example, in animal studies where each dose is prepared prior to administration to each animal. Motivated by Example 1 we are mainly concerned with the case when Berkson Gamma distributed EIV appear in bioassay preclinical studies. However, the methodology that we propose can be easily extended to use in other bioassay studies, and indeed in many other cases when Berkson non-Gaussian EIV occur with different distributions and error models.
The following section describes the problem of errors in doses in bioassays and uses Monte Carlo simulations to study their impact on the results in a statistical analysis that ignores them. It also provides details about the studied error models. The later section presents two approaches for correcting the effect of EIV on the analysis of data. One of them is based on regression calibration. The second method extends the idea of the SIMEX method for the case when the EIV are of Berkson's type. This new method, which we call B-SIMEX, is particularly effective when the EIV are correlated. The article concludes with a comparison of the two approaches.
2 Effect of Berkson errors on statistical analysis of bioassay results 2.1 Modeling bioassay data with EIV In a typical bioassay, a response of interest, say y, is measured at different doses, say x 1 , . . . , x n , of a studied compound. The equation
t ¼ 1, 2, . . . , n, is usually used in the analysis of the data. 21 In equation (1), y t is the response corresponding to dose x t , b ¼ ( 1 , 2 , 3 , 4 ) T is a vector of the model parameters where 1 is the logarithm to base 10 of the dose required to achieve a response half way between the maximum response 4 and the minimum response 3 , and 2 is called the Hill slope. In order to obtain good estimates for 3 and 4 , positive and negative control measurements are also collected. We focus on the case when the errors " t , t ¼ 1, 2, . . . , n, can be assumed to be additive and independent and to follow a normal distribution with zero mean and constant variance 2 " . Situations when the assumptions about the error structure are different can be handled in a way similar to that proposed in this article.
Primarily, the interest is in estimating 1 , commonly referred to as logIC 50 or logEC 50 , as it provides guidance about the potency of a studied compound. Small values of 1 indicate high potency of the studied compound. The accuracy of the estimate of 2 " is also very important as it is used in the statistical inference required for the study.
A serial dilution design is specified by the top dose w 1 and the dilution factor k, so the doses are w t ¼ k ÀðtÀ1Þ w 1 , t ¼ 1, 2, . . . , n. EIV in bioassay may arise due to different reasons. As a result, unknown doses x 1 , x 2 , . . . , x n are used instead of the doses specified by the experimental design, and the EIV are the unknown values. Without loss of generality, we focus on two typical situations. For each of them we define a model for the effects of the EIV. Example 1 provides motivation for these models.
Error model 1:
In this case we assume that the top dose specified by the SDD, w 1 , is subject to error, u 1 . This error propagates to the other doses in the experimental design but no significant additional errors in the doses are made. If the mean and the variance of the error at the top dose are m u 1 and 2 u 1 , respectively, the actual concentrations are given by
t ¼ 1, 2, . . . , n, where u 1 follows a non-Gaussian distribution. Hence,
Therefore the actual doses in the design are heteroscedastic and dependent random variables.
Error model 2:
In this case we assume that each dose is obtained independently from the other doses and therefore the EIV occur independently from each other. Then the actual dose x t is given by
t ¼ 1, 2, . . . , n, where the errors u t , are independent and identically non-Gaussian distributed random variables with mean m u and a variance 2 u . Therefore
Thus, if independent errors occur in concentrations of a SDD, the actual concentrations of the design are heteroscedastic and independent random variables.
Useful adjustment for the effect of the EIV on the parameter estimates may be possible if the distribution of the EIV is known. 2 All well-known correction approaches require this assumption. We focus on the case when the EIV have Gamma distribution, i.e. Àð, Þ, but the results can be extended for other assumptions.
An example when a specific assumption about the distribution of the EIV can be formulated is when the errors are a result of imperfection of the equipment used. In such a case, it might be possible to perform an experiment to collect a sample of the actual values corresponding to those required by an experimental design, and then to obtain a model for the differences. However, it is important to carefully consider the validity of an assumption based on such a study if different equipment is used, and even if the same equipment is used but in a different experimental scenario.
The assumption that the distribution of the EIV is known may be difficult to satisfy in practice.
Effect of EIV on the estimates of b 1
We use Monte Carlo simulations to evaluate the effect of EIV on the estimates of 1 .In the following examples we assume that the EIV following the error models described in the previous section. The parameters of the distribution of their absolute values are assumed to be known and are set to ¼ 1 and ¼ u 1 , i.e. u 1 $ Àð1, u 1 Þ. The simulations were implemented using computer programs written using the computer package R. 22 These programs are available on request.
Example 2:
We assume that the EIV follow Error model 1 (i.e. D-G EIV). SDD with 8 doses, w 1 ¼ 32, k ¼ 2, positive and negative controls, and the Hill equation (1) with values 1 ¼ 0.301, 2 ¼ À1.0, 3 ¼ 363, and 4 ¼ 700 generated the data. These values were chosen to be similar to those estimated for a compound in a real experiment. 19 However, the experimental error was kept small in order to prevent it from obscuring the effect of EIV, i.e. " $ Nð0, 0:01Þ. These results were also later confirmed by computer simulation when the values of 2 " were larger, but these results are omitted here. EIV with u 1 ¼ 0.023 and u 1 ¼ 0.044, were generated.
The results were based on 10 4 simulations. Naive and actual analyses of the simulated data were carried out. Table 1 shows the following summaries of the results:
-the percentage of the mean and median relative bias for 1 , given by jE ½ 1 À 1 = 1 j Â 100 and jmedian ½ 1 À 1 = 1 j Â 100, respectively, -the averaged model based standard error (SE) of 1 , based on the linearised Fisher's information matrix, -the empirical Monte Carlo standard error, -the relative standard errors (the ratio of the averaged model based standard error to the Monte Carlo standard error).
Certainly, when the median and the mean biases are large, the interpretation of the results could be misleading. This also extends to the cases when u 1 is underestimated or overestimated. Then the relative standard error is smaller or larger than 1.
The results show that 1,naive is asymptotically biased. For example, when u 1 ¼ 0.023, the absolute median and mean relative biases are 2.344% and 3.404%, respectively. The bias increases with the error variance: when u 1 ¼ 0.044, the absolute median and mean relative biases are 4.516% and 6.697%, respectively. The naive estimate underestimates the true potency of the studied drug; however, it overestimates the true parameter of the model.
The EIV lead to increased variability, as the standard error is increased from 4.550 Â 10 À4 to 1.475 Â 10 À2 . However, the naive analysis fails to identify that and considerably underestimates it. Therefore the relative standard error is just 3.086 Â 10 À2 . In short, in the case of D-G errors, 1,naive are asymptotically biased and inefficient, while 2 " underestimates 2 " .
Example 3:
We consider again the experimental situation described in Example 2. However, this time the errors in the concentrations are independent gamma distributed and follow Error model 2 (I-G EIV). Hence, in this case the actual concentrations are smaller than the target concentrations and are generated by equation (3). Table 2 summarises the results based on 10 4 simulations. The bias of 1,naive is similar but slightly higher than for D-G EIV. The increase in variability due to EIV is also comparable to that noted in Example 2. However, I-GEIV seem to lead to more efficient and consistent naive estimates than when there are D-GEIV.
Adjusting for non-Gaussian Berkson errors
We start this section by briefly describing two commonly used methods for correcting the effect of EIV, the regression calibration and the simulation-extrapolation method, and discuss their limitations to deal with the Berkson EIV. Then we propose an approach similar to SIMEX that is specifically designed to deal with non-Gaussian Berkson errors. We compare it with the regression calibration when both approaches are applied to the situations discussed in Examples 2 and 3.
Regression calibration and SIMEX
Regression calibration (RC) is a simple but effective way of adjusting for the effect of EIV. Described by Carroll and Stefanski, 5 it has been extensively used in the literature on EIV models, for example, in epidemiology studies with Cox proportional hazards models, 23 in generalised linear models, [24] [25] [26] [27] and in nonlinear response models. 28 The basic idea of RC is to replace the observed predictor in the regression model with an unbiased estimate of its true value. The estimate can be found in several ways, but the most common method is to approximate the conditional expectation of the true predictor given the observed value E½xjw, z, where z is any other covariate in the model. 2 The expectation can be found either analytically (RC A ) using the delta method, 29 or empirically (RC E ) by computer simulations. Further refinement recommended by Carroll et al. 2 and discussed by Althubaiti and Donev 12 is to use the weighted least squares method for estimating the model parameters. This weighted regression calibration can also be implemented analytically (WRC A ) or empirically (RC E ). Estimating the expectation E½xjw, z has been described as an 'art' 2 as it requires a full understanding of the EIV model. The regression calibration approach can be used when Berkson EIV occur if a direct estimation of E½xjw, z can be obtained. The regression calibration method can also be used with non-Gaussian EIV. 30 However, although RC is widely applicable, the consistency of the approach is questionable when dealing with complex nonlinear models, and in most cases a small variance of EIV is required for the approximation to be satisfactory. In addition, heteroscedastic EIV could affect the robustness of the approach. For example, if the variance of the true value, given the observed one, varðxjwÞ, is heteroscedastic, RC may only be useful for correcting the bias in naive estimates; however, it does not provide efficient standard errors of the parameter estimates. 2 This may occur when dealing with Berkson errors since they are often heteroscedastic by nature. For example, it has been shown that the efficiency of the regression calibration is improved if the weighted least squares estimation of the model parameters is used in combination with the regression calibration. 12 This extends the result of Carroll et al. 2 for the case of Berkson EIV. The inverse of the variances of the responses at each design point are used as weights.
Comparisons between the results with reference to analytical and empirical estimates of the calibrated design matrix were also obtained. The estimates that were obtained this way were found to be approximately unbiased and efficient. However, Althubaiti and Donev 12 limit their study to independent, normally distributed EIV. The simulation-extrapolation approach was proposed by Cook and Stefanski 4 as a functional correction tool for classical EIV effects on linear and nonlinear models. It produces the so-called SIMEX estimator which is then used to correct the bias in the naive parameter estimates. The algorithm is based on estimating the regression coefficients through a process of adding errors with increasing variances to the observable variables that have been measured with errors. The relationships between the error variances and the estimated parameters are modelled separately and then extrapolated to the ideal case where there are no EIV. The SIMEX algorithm works as follows.
Assume the tth observation is measured with a classical error w t ¼ x t þ u t , where x t is the actual unknown tth measurement, u t is an independent distributed random variable with mean zero and variance 2 u . Suppose the parameters of the model are given by the vector b. In the simulation step of SIMEX, n new observations of observed predictor w are generated B times by
where ! 0 is called the multiplication factor, and it defines the amount of additional errors added to the observed variable, u b,t is independent and identically distributed, normal random variables with mean zero and variance 2 u , i.e. u b,t $ Nð0, 2 u Þ, and B is the number of samples being generated in the simulation process. The new values of the predictor are analysed by finding the regression parameter estimatesb b ðÞ of regressing y on w t,b for each value of , whereb b ðÞ is a vector of the naive ordinary least squares estimates of the model parameters. After obtaining the estimatesb b ðÞ, the average of these estimates is computed for each bybðÞ ¼ 1
b¼1bb ðÞ. A model can be then fitted for the components ofbðÞ, ! 0 as a function of . From equation (4), it follows that the total measurement error variance for the tth set of observations is
Hence, when ¼ 0, the model is free from additional errors but still contains the original errors (naive model) and the estimator found at that point is the naive estimatorb naive . The extrapolation in SIMEX is established by setting ¼ À1 in the fitted model for each component of the vectorbðÞ as then, from equation (5), the total measurement error variance in w b,t is zero. Three types of fitting extrapolation functions have been used: the simple linear, quadratic model, and nonlinear model. 4 The exact extrapolation function is usually unknown. SIMEX is only approximately adjusting the bias in the naive estimators. The method has usually been applied with the assumption of normally distributed measurement errors but this assumption is not essential. 31 However, SIMEX is not a suitable method to correct Berkson EIV following the error models discussed earlier. When the errors are asymmetric, the consistency of SIMEX's estimator is reduced. 4, 7 Also, SIMEX has been mainly used when the assumption of classical EIV holds since it may produce untrue results when dealing with Berkson errors wherein the errors are normally distributed. In case of classical errors, the observed variables contain the EIV and the estimates of their coefficients are biased. Thus, adding additional errors to these variables with increasing variances leads to increasingly biased estimates, in the same direction of the bias in the naive estimates. However, this is not necessary true in Berkson error models since the actual analysis is the one containing the errors and the observed variable is error free. Hence, adding Gaussian errors with increasing variances to the design points, does not guarantee that increasingly or decreasingly biased estimates will be obtained, making the main idea of SIMEX inapplicable.
In the following section we propose an alternative method for simulation-extrapolation that can be used to correct for non-Gaussian EIV. It is particularly effective when these errors are correlated, e.g. follow Error model 1. The new approach is straightforward and easy to implement.
Simulation-extrapolation method for adjusting for Berkson non-Gaussian EIV (B-SIMEX)
Similarly to SIMEX, data are simulated in order to obtain a relationship between the estimates of the model parameters and the variance of the EIV. The B-SIMEX estimates are obtained by using this relationship to extrapolate to the case corresponding to the actual but unknown values of the explanatory variables. B-SIMEX works as follows:
(1) Data are collected in a designed experiment with Berkson's non-Gaussian EIV with known distribution. The parameters of equation (1) are estimated. This is a naive analysis as it ignores the EIV. (2) New B sets of variables with additional errors are simulated using the model
The parameters b are estimated for several values of , 2 ½0, 2. In equation (6) w t , t ¼ 1, 2, . . . , n, are the doses specified by the experimental design; a ¼ 1 when the EIV are negative, while when the EIV are positive, a ¼ À1. Then,bða, Þ ¼ 1 B P B b¼1bb ða, Þ is calculated for each value of and a. When ¼ 0, i.e. no errors are added in the simulations, bða, ¼ 0Þ corresponds to the naive analysis of the data.
(3) A functional relationship is assumed betweenbða, Þ and the variance of the simulated concentrations x* is
From equation (7), setting a ¼ -1, in case of negative errors or a ¼ þ1, in case of positive errors, gives 2 Ã ða, Þ ¼ varðx t jw t Þ, t ¼ 1, 2, . . . , n: Thus, the new generated concentrations x Ã b,t ða, Þ at either a ¼ -1 or a ¼ þ1, adapted the same variance as the original concentrations and hencebða, Þ are approximately unbiased and efficient estimators of the model parameters.Similarly to SIMEX 4 this function can be chosen to be simple linear, quadratic or nonlinear. For example, when a linear function is assumed, it can be written asb
where 0 and 1 are parameters. (4) It can be seen that if the EIV were known, the actual data could be obtained by substituting a with opposite sign and setting ¼ 1 in equation (6). This is why, for example, in case of negative errors the B-SIMEX estimator for the parameters of model (1) is obtained by substituting a ¼ À1 and ¼ 1 in equation (8), i.e. b BÀSIMEX ¼ 0 À 1 , where the estimates 0 and 1 are obtained using the simulated data.
Thus, B-SIMEX is similar to SIMEX, but while B-SIMEX extrapolates to the case of true values x with a non-zero measurement error variance, SIMEX extrapolation is to the case of no EIV. Therefore, B-SIMEX is also somewhat similar in spirit to regression calibration.As with SIMEX, it is important to point out that the consistency of the B-SIMEX estimator is dependent on the appropriate choice of the function that describes the relation betweenbða, Þ and , hence the approach only reduces the bias and do not eliminate it. The variance of the B-SIMEX estimates can be calculated using the method of simulation-extrapolation variance estimation. 31 The variance is decomposed into two components, sampling variability and measurement error variability. It is then modelled and extrapolated to ¼ -1. The approach produces approximately unbiased and efficient estimates. More details are given in Stefanski and Cook. 32 Example 4: A Monte Carlo simulation was conducted to examine a typical situation in practice wherein B-SIMEX estimation is applied. The aim of the simulation is to examine the adjustment of B-SIMEX on the bias of the naive estimators, as a result of negative and relatively small ( u 1 ¼ 0.023) D-G EIV. In the simulation, we use the same assumptions for the model parameters, and simulation setting in Example 2, but only one simulation is carried out. The multiplicative factor was set to 0, 0.5, 1, 1.5, and 2, a ¼ þ1 and B ¼ 1500 samples were generated in order to obtain the extrapolation function. We choose the number of simulated samples in the simulation step of B-SIMEX to be relatively large, in order to minimise the amount of variability in the simulation. Smaller values of B (e.g. 500) were usually sufficient. For the used simulation settings, the calculations take around one minute, so choosing smaller value of B would usually be unnecessary. Figure 2 shows the results of the calculations. Clearly, the B-SIMEX estimate is considerably closer to the actual than the naive one. This also holds for larger EIV. In the next section we study the asymptotic properties of the B-SIMEX estimates and compare them with those obtained using regression calibration.
Comparison of calibration approaches and B-SIMEX
We extend Examples 2 and 3, and use computer simulations to compare the actual and the naive estimates of 1 with estimates obtained using B-SIMEX and regression calibration estimating E½x t jw t analytically (RC A and WRC A ) and empirically (RC E and WRC E ). An empirical estimate of the calibrated design matrix was computed over 10 4 simulations. This number was seen large enough to achieve convergence. For the weighted regression approaches, if the distributional properties of the responses are available, the weights are also computed over 10 4 simulations. The response error variance is assumed to be known or well estimated prior to the analysis and its value was 2 " ¼ 0.01. To calculate the variance of the RC estimators the inverse information matrix approach is used. To calculate the variance of the WRC estimators, the nonlinear weighted least squares approach is used to obtain unbiased and efficient results instead of the ordinary weighted least squares in Althubaiti and Donev. 12 Example 2 (continued): The results of simulations in the presence of D-G EIV are given in Table 3 . For the purpose of comparisons linear, nonlinear and quadratic extrapolation functions were applied. The linear extrapolation was found to give more consistent estimators than the other extrapolation functions. Therefore we only report the simulation results when it is used. The results show that B-SIMEX reduces considerably the bias of the estimate of 1 . For example, when u 1 ¼ 0.023, the percentage of absolute relative median bias of 1,BÀSIMEX was 0.856, while the percentage of absolute relative median bias of 1,BÀSIMEX was 2.344. The biases reduction obtained using regression calibration, while smaller than that achieved by B-SIMEX, were also noteworthy. Interestingly, the corresponding biases when the estimates were obtained by empirical regression calibration RC E and WRC E, 0.974 and 0.986, respectively, were smaller than those obtained when analytical regression calibration (RC A and WRC A ) was used, 1.013 and 1.025, respectively. A plot of the B-SIMEX estimates obtained in simulations shows that these estimates follow the distribution on the EIV, the Gamma distribution. The average model based standard errors obtained in the naive and the actual analyses were identical (4.550 Â 10 À4 ), while the Monte Carlo standard error was considerably higher (1.475 Â 10 À2 ). This shows that ignoring the EIV would result in using wrong estimates of " in the statistical inference of the results. This problem is also associated with the estimates of " obtained using a regression calibration approach as in all studied cases the relative standard errors were very small. However, the estimate of " obtained using B-SIMEX was fairly accurate and the relative standard error was 1.662 and just above 1 at u 1 ¼ 0.044. However, clearly B-SIMEX has a tendency of overestimating the variance, as seen in the results of Tables 3 and 4 . The results when u 1 ¼ 0.044 confirm the conclusions when u 1 ¼ 0.023 and show that larger EIV have larger impact on the results obtained in the statistical analysis in the presence of EIV.
Example 3 (continued):
We compare the efficiency of B-SIMEX and regression calibration to correct the effect of I-G EIV in the same way as above. The results of the simulations are given in Table 4 . B-SIMEX again reduced the bias of the estimate of 1 . However, regression calibration adjustments were considerably better. The empirical weighted regression calibration reduced the bias to just 0.132 when u ¼ 0.023, and to 0.189 when u ¼ 0.044. The Monte Carlo standard error estimate is 2.360 Â 10 À2 in the naive statistical analysis showed an increase in the variability similar to that when D-G EIV occurred in Example 2. As expected, the reduction in the bias of 1 reduced these values. However, the results in Table 4 show that even when the bias of 1 was reduced, i.e. when WRC E and WRC A were used, the averaged model-based standard error and the Monte Carlo standard error remained relatively large. The relative standard error when regression calibration methods were used were closer to 1 than when B-SIMEX was used, showing that in the case of independent EIV regression calibration led to better results.
The variability of the bias correction with B-SIMEX is somewhat smaller than that of the naive estimator. This result shows how B-SIMEX and SIMEX differ as the later approach is commonly known to produce an estimator with larger variability than that of the naive one, a phenomena that has been established in classical EIV models and called bias-variance tradeoff.
The robustness of the B-SIMEX estimates was studied too. In separate simulations smaller and larger (by the factor 2) variances of D-GEIV than the true ones were used to obtain B-SIMEX estimates of 1 . It was noted that the B-SIMEX correction was more affected by underestimating than overestimating the variance of the EIV.
Discussion
The results presented in the section 'Effect of Berkson errors on statistical analysis of bioassay results' show that Gamma distributed EIV lead to bias in the estimates of the model parameters and increased variability. Limited studies of other asymmetric distributions for the EIV confirm that this is the effect of such EIV in general. The comparison of the bias correction methods given in the section 'Adjusting for non-Gaussian Berkson errors' shows that the asymptotic bias and the study variability can be considerably reduced when the error model is well understood and the distribution of the EIV is known. Methods based on the regression calibration approach appear to be particularly effective when the EIV are independent. In this case, the asymptotic bias in the estimates of the model parameters is almost eliminated. The empirical regression calibration turns out to be slightly but consistently better than that based on analytical approximation of the expected values of the model regressors. However, the increase in the variability caused by the EIV remains unaffected by the bias correction. The regression calibration is also a useful tool for bias correction when the EIV are dependent. However, " is underestimated and therefore the interpretation of the results obtained using such methods could be misleading. The new approach presented in this article, B-SIMEX, performs much better in such cases as it greatly reduces the asymptotic bias of the estimates of the model parameters and the asymptotic estimate of " is unbiased. In short, we recommend B-SIMEX when the non-Gaussian EIV are dependent, but empirical regression calibration when they are independent.
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