Abstract-Research with microarray gene expression analysis has primarily been on expression profiling based on one set of microarray data. This paper presents a novel approach to integrated analysis and modeling of microarray data from multiple sources. Normalization method is applied to different data sets before they are used together in an adaptive connectionist classification system. The method is demonstrated on a bench-mark case study problem of classifying Diffuse Large &cell lymphoma (DLBCL) and Follicular lymphoma (FL). For the purpose of comparison, different normalization techniques were applied and connectionist models were created from one or more microarray data sets and then tested on the others. The results show that with the use of proper normalization and modeling techniques, a model based on one set of data can be used to classify microarray data from totally different sources. For the modeling part, evolving connectionist systems (ECOS) are used that allow for new data to he added in an incremental way so that connectionist systems can be built for on-line adaptive learning where new data from various sources can be added into the system.
INTRODUCTION
This part explains the case study data for classifying two types of lymphoma tissues based on micromay gene expression data.
Diffuse Large B-cell lymphoma (DLBCL) is the most common subtype of non-Hodgkin's lymphoma, while Follicular lymphoma (FL) is a GC B-cell lymphoma. Both are of different oresentations althoueh FL. mav over time.
. , evolve to acquire the morphologic and clinical features of DLBCLs [9] .
Microarray data from DLBCL and FL tissues [1, 8, 9] and from other tumors [7, IO, I l l have been explored quite extensively in the literature. The focus has been on the classification of certain tumors based on one set of microarray data.
The research shows that tumor classification is possible with expression profiling obtained from one microarray data.
One problem with modeling gene expression for tumor classification is that often the micromay data set has too few data vectors. This is compounded by the thousands of gene variables for each vector (commonly known as the 'curse of dimensionality'), which makes the modeling process even more difficult. One approach to solving this problem is to reduce the set of gene variables through using feature extraction methods such as: signal-noise-ratio [8, 91, The above techniques are valuable in some cases for solving the multi-variate problem in gene expression profiling, but do not address the issue of incremental learning from multiple sources of gene data. It is also necessary to have models that leam from multiple repeats of microarrays to overcome noise problems [6] . An ECOS is a neural network that operates continuously in time and adapts its structure and functionality through a continuous interaction with the environment and with other systems according to: (i) a set of parameters P that are subject to change during the system operation; (ii) an incoming continuous flow of information with unknown distribution; (iii) a goal (rationale) criteria (also subject to modification) that is applied to optimise the performance of the system over time. Fig. 1 shows the nodes and connectivity in ECF. 2) They leam in on-line, incremental, fast leamingpossibly through one pass of data propagation.
3) They learn in a life-long learning mode. 4) They learn as both individual systems, and as part of an evolutionary population of such systems. 5 ) They have evolving structures and use constructive leaming. 6) They learn locally and locally partition the problem space, thus allowing for a fast adaptation and tracing the evolving processes over time: 7) They facilitate different kind of knowledge representation and extraction; 'mostly -memory based, statistical and symbolic knowledge.
There are different models of ECOS [3] . The learning algorithm of the ECF model used in this paper is presented below as steps that are performed at each training iteration:
1) If all vectors have been inputted, finish the current iteration; otherwise, input a vector from the data set and calculate the distances between the vector and all rule nodes already created;
2) If all distances are'greater than a max-radius parameter, a new rule node is created. The position of the new rule node is the same as the current vector in the input data space and the radius of its receptive field is set'to the min-radius parameter, the algorithm goes to step 1; otherwise -next step:
3) If there is a rule node with a distance to the current input vector less then or equal to its radius and its class is the same'as the class ofthe new vector, nothing will be changed; go to step I; otherwise: 4) If there is a rule node with a distance to the input vector less then or equal to its radius and its class is different from those of the input vector, its influence field should be reduced. The radius of the new field is set to the larger value from the two numbers: distance minus the min-radius; minradius. New node is created as in (2) to represent the new data vector.
)
If there is a rule node with a distance to the input vector less than or equal to the max-radius, and its class is the same as of the input vector's, enlarge the influence field by taking the distance as a new radius if only such enlarged field does not cover any other rule nodes which belong to a different class; otherwise, create a new rule node in the same way as in step 2, and go to step 1.
The recall procedure (classification of a new input vector) in the trained ECF is performed in the following way: I)'If the new input vector lies within the field of one or more rule nodes associated with one class, the vector belongs to this class;
2) If the input vector lies within the fields of two or more rule nodes associated with different classes, the vector will belong to the class corresponding to the closest tule node.
3) If the input vector does not lie within any field, then there are two cases: (i) one-of-n mode: the vector will belong to the class corresponding. the closest tule node; (ii) m-of-n mode: take m highest activated by the new vector rule nodes, and calculate the average distances from the vector to the nodes with the same class; the vector will belong to the class corresponding the smallest average distance.
The ECF model used in the'paper has the following parameter values: MaxField=0.6, MinField= 0.02, number of membership functions MF=I (no fuzzy membership functions); number of rule nodes used to calculate the output value of the ECF when a new input vector is presented MofN=l; number of iterations for presenting each input vector Epochs=5.
CASE STUDY DATA
Data for the case study are taken from the databases created by Shipp et In order to integrate the two data sets, the order of gene accession numbers must be the same for both data sets. Ramaswamy's data has 16,063 genes while Shipp's has 7129 genes. Only common genes from both databases are extracted (7129 of them). It is interesting to ncte that all the genes extracted by Shipp et The data is used to create a classification model to classify data in two classes based on certain set of genes (input variables) selected through a feature extraction procedure. As a general case in this paper, the feature sets used in different microamay gene expression sets can be different.
IV. NORMALIZATON
The data sets used were initially scanned on Affymetrix scanners and expression values for each gene were calculated using Affymetrix GENECHIP software. The data in the Ramaswamy's data set (data set B) were normalized by standardizing each gene to mean 0 and variance 1. Shipp's data (data set A) were re-scaled by using least square linear fit.
To standardize the data from the two sources, normalization methods were applied. In OUT study five normalization techniques were explored as follows: 1) Conditional standard deviation: normalizing each gene by dividing each gene by its standard deviation. This will normalize each gene to variance of 1.
2) Linear-logarithmic: perform a linear standardization followed'hy natural logarithm. To avoid negative values, a value of 1 is added in a linear scale to obtain values from 1 to 2.
3) Logarithmic-linear: perform a logarithm normalization followed by linear normalization From 0 to 1. 4) Linear-min-ma: dividing each gene by its min-max range.
5) Linear-mean-variance: normalized each gene so its mean is 0 and variance is 1.
Initial analysis of the 30 gene markers shows a high variance for gene 'VOO594-s-at' for data sets. Variances of marker genes afier normalization are shown in Fig. 2. A comparison of the variances for the various normalization techniques shows linear mean-variance does not standardize the data as well as the other methods. Gene 24 (i.e. 'VOO594-s-at') still has a higher variance compared to the rest. In the other methods, the variances are more spread out. 
V. FEATURE EXTRACTION
Feature extraction is an important phase. Several approaches have been explored, of which signal-to-noise ratio (SNR) [8, 9] has been proven robust. SNR is based on the idea that genes that are important to discriminate two classes will have a high value of the SNR.
A set of 30 gene markers were selected from data set A after ranking the SNR of all genes for the experiments. The genes selected are: -mal-at', 'M57710_at', 'HG1980-HT2023-at', 'M63138_at', 'HG417-HT417-s-at'. 'HG2279-HT2375-at', 'D82348_at', 'M22382_at', 'J04173_at', 'M2047 I-at', 'U28386_at', 'X62078_at', 'L33842_mal_at', 'X I2447_at', 'L02426_at', 'X17620_at', 'D79997_at', 'XI6396_at', 'D55716_at', 'V00594_s_at', 'XI 7567_s_at', 'HG4074-HT4344_atY, 'X6795 1-at', 'L19686&mal_at', 'M25753_at', and 'XI5 183-at'. When the data sets A and B were combined in one of the experiments for the creation of a common model, 30 genes were extracted from each of the data sets. 23 of the 30 genes were the.same in the two data sets. They were used for the common model.
VI. METHODS
The set of gene markers selected by SNR were used tu extract the data from both microarray data sets. Four experiments were conducted 1)Train ECF on data set A (77 vectors) and validate with data set B (22 vectors) . Perform different normalization techniques on both data sets individually and reFeat the same test.
2)Traidtest ECF on data set A only using leave one out method. Perform different normalization techniques on the data set.
3)Traidtest ECF on combined data sets A and B using leave one out method. Perform normalization techniques on combined data set and repeat. 4)Traidtest ECF using leave one out method on combined data sets A and B that were normalized individually.
VII. RESULTS
The classification rates for all the experiments are shown in Fig. 3 The results show that: 1)When using ECOS, a model that was trained with one data set can still classify data from another set (experiment 1) subject to applying a proper normalization technique. This a,iggests that there is underlying correlation between different data sets for gene expression. This could mean that the sets of gene markers constitute significant profiles for classifying disease. ECF model performed consistently better using conditional standard deviation and logarithmic normalization methods.
2)When ECOS methods are used, a better performance is achieved when a model is trained on two (or several) data sets (experiments 3 and 4). That indicates that incremental training of a model on new data sets would be beneficial and it is possible to combine different sources of microarray data sets for a better profiling of diseases.
3)Interestingly enough, when a model is trained and tested on one data set only (experiment 2), the normalization method applied did not affect the results significantly. This points to a need for any new method suggested for gene expression data modeling to he tested on new data before applied in practice.
VIII. CONCLUSION
The paper presents a novel method for integrating gene expression data from multiple sources for building connectionist classification models with incremental learning. The method can be applied on gene expression data related to any types of tissue and disease thus making the creation of robust prognostic systems feasible in the future. Further research is currently being conducted on the integration of microarray data from multiple sources and clinical data related tu the same problem.
