Abstract. Most models of glacier melt are forced by observed meteorological data in the vicinity of the glacier in question. In the absence of these observations, the forcing is commonly derived from statistical or dynamical downscaling of low resolution reanalysis datasets. Here we perform dynamical downscaling via the Weather Research and Forecasting (WRF) model in order to evaluate its performance against the observations from automatic weather stations (AWSs ) for three mountain glaciers in the interior of British Columbia, Canada over several summer seasons. The WRF model, nested within the ERA-Interim global 5 reanalysis, produced output fields at 7.5 km and 2.5 km spatial resolution for all glaciers, as well as 1 km resolution for one of the glaciers. We find that the surface energy balance (SEB) model, forced by WRF at 2.5 km, adequately simulates the AWSderived seasonal melt rates despite large biases in the individual SEB components. Overestimation of the number of clear sky days in WRF at 2.5 km explains the positive bias in the seasonal incoming shortwave radiation. This positive bias, however, is compensated by a negative bias in the seasonal incoming longwave radiation, and by an underestimation of sensible and 10 latent heat fluxes. The underestimation of sensible heat fluxes down to -80 % of AWS-derived fluxes, as calculated by the bulk aerodynamic method, is due to the underestimated near-surface wind speeds. An increase of WRF spatial resolution from 7.5 to 1 km does not improve the simulation of downscaled variables other than near-surface air temperature. For relatively small glaciers (< 7 km length along the flowline), the grid spacing of ≥ 1 km is not fine enough to simulate the local cloud convection and topographic wind effects (katabatics). Since the incoming radiative fluxes, as dominant drivers of seasonal melting, are 15 relatively well simulated (within 10 % difference from observed fluxes) by ERA-Interim at 80 km spatial resolution, there is no need for further downscaling of these radiative fluxes. Temperature and precipitation downscaling remains an important step for the simulation of turbulent fluxes and surface albedo.
to the 8 km resolution because the WRF model failed to resolve the key topographic effects (e.g., valley circulation, clouds, shading, and albedo). Increased vertical resolution did improve model simulations, probably due to more representative vertical profiles of wind speed and moisture transport from the open sea. Further advancement in the application of the WRF model in glacier studies came from Collier et al. (2013) and Collier et al. (2015) who developed a high resolution interactive model of the glacier-atmosphere interface and applied it over the Karakoram region in the Northwestern Himalaya. The model was 5 run for two summer months using three nested domains (33 km, 11 km and 2.2 km spatial grid). The modeled near-surface air temperature and wind speed accorded with AWS observations from a nearby glacier, but the incoming shortwave radiation was overestimated due to poorly simulated cloud cover, humidity and topographic shading. Precipitation was also poorly simulated, likely because the inner-most domain was too coarse to resolve important meteorological conditions (e.g. orographic uplift or microscale complex flow features) that affect glacier mass balance.
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Our study seeks to further investigate the use of dynamical downscaling to simulate meteorological fields and energy fluxes at the mountain glacier surface. A primary objective is to evaluate how well WRF can replicate AWS-derived meteorological data that are required for SEB models. We focus on the comparison between observed and modeled meteorological variables and surface energy fluxes at a point-scale on three mountain glaciers in the interior mountains of British Columbia. Model performance at this scale is also relevant for distributed or whole-glacier melt modeling which relies on the point-scale AWS Figure 1 . WRF domain setup for the study site with the three glaciers: Castle Creek (marked as black dot), Nordic (orange dot), and Conrad (purple dot). Nesting scheme from the outermost (d01) to the innermost domain (d03) with the following spatial resolution: (a) d01 = 22.5 km, d02 = 7.5 km and d03 = 2.5 km; (b) d01 = 25 km, d02 = 5.0 km and d03 = 1.0 km (for Castle Creek glacier only).
Data and Methods

Field Measurements
Our study area is situated in the interior mountains of British Columbia, Canada ( Fig. 1) , where the AWSs intermittently recorded data at three mountain glaciers within summer seasons of 2010-2016. Meteorological and glaciological measurements from, in total, seven AWS sites at the three glaciers (Table 1) serve to evaluate the WRF model (Section 2.2) and to force the 5
SEB model (Section 2.2). Castle Creek Glacier is located in the Cariboo Mountains, BC, and contributes meltwater to Castle
Creek, a tributary of the Fraser River. Monitoring of the glacier's annual mass balance has been performed since 2009 (Beedle et al., 2015) . In addition to the on-glacier AWS that operated during the ablation seasons of 2010 and 2012, two AWSs in the glacier vicinity have been in operation since (Déry et al., 2010 measuring meteorological variables at two levels (3 and 5 m above surface). The stations were situated near the glacier's transient snowline and in the glacier forefield. At the 10 upper off-glacier AWS, the mean annual air temperature over 2007-2010 was -2.6
• C while summer (June-August) mean air temperature was 6.6
• C. Over the same period, total precipitation during summer was 94 mm at the upper off-glacier AWS, while mean monthly wind speeds often exceed 5 m s The Cryosphere Discuss., https://doi.org /10.5194/tc-2018-154 Manuscript under review for journal The Cryosphere Discussion started: 4 September 2018 c Author(s) 2018. CC BY 4.0 License. AWSs on Conrad glacier have the slope of 8
• in the ablation area and 3
• in the accumulation area. Since the three glaciers lie within Canadian Rockies it is likely that they all share similar climatology. Surface area and elevation range of the three glaciers are listed in Table 1 , as well as the location coordinates and operation dates of the AWSs. Observations from all three glaciers consist of incoming and outgoing components of shortwave and longwave radiation fluxes, air temperature and humidity, wind speed and direction, turbulent fluxes, and surface height changes as an indicator of solid precipitation and ablation. At each 5 site, the eddy-covariance method was used to derive estimates of roughness lengths for momentum, temperature and humidity.
At Castle Creek glacier, the measured surface air pressure at the lower and upper off-glacier stations is interpolated to derive the pressure at the on-glacier AWS, while rainfall rate is taken from the lower off-glacier AWS. A melting ice surface was present during all the observations at Castle Creek glacier, with some intermittent fresh snowfall events. At Nordic glacier, a transitional snow surface was present for the first four days, with partial snow cover diminishing to a fully bare ice surface. The 10 details about the data (sensor type, sampling frequency, accuracy control) and atmospheric conditions at Castle Creek glacier are given in Radić et al. (2017) , while the details from Nordic glacier are in Fitzpatrick et al. (2017) .
At Conrad glacier, a total of four AWS deployments were executed during 2015 and 2016: two stations in the ablation zone from July to September 2015, and one in each of the ablation and accumulation zones from June to August 2016 (Table 1) . A melting ice surface was present during observations at both stations in 2015, and for most of the 2016 observation period at the 15 AWS in the ablation zone. At the AWS in the accumulation zone a snow surface was present throughout the 2016 observation period, and for the first 10 days at the AWS in the ablation zone. The meteorological sensors were housed on a four-legged quadpod, which provided a stable platform (as monitored by inclinometer) that lowered as the ice melted, and maintained a nearly constant height of the sensors above the surface. Near-surface meteorological variables and fluxes were measured at a nearly constant height above the surface (wind speed at 2.7 m, temperature and relative humidity at 2 m, and radiation variables 20 at 1.6 m). All variables were saved as 1 min averages except for the rainfall which was saved as 1 min totals. Table 2 provides details on the sensor type and accuracy control at Conrad glacier. A time lapse camera in close proximity (10-30 m) to each AWS was used to observe the surface and atmospheric conditions over a season, and to monitor the station's behavior.
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The Weather Research and Forecasting model
We ran the advanced research WRF model, version 3.8.1 (Powers et al., 2017) , configured with three nested domains, with the inner-most domain covering the sites of all three study glaciers (Fig. 1) . The parent domain (d01) of 22.5 km horizontal grid spacing covered the bulk of North America, while the nested domains (d02 and d03) had a horizontal grid spacing of 7.5 km and 2.5 km, respectively (Fig. 1 ). Only the model output from the two nested domains was used for the analysis and henceforth 5 referred to as mod 7.5 and mod 2.5 output, respectively. For Castle Creek Glacier we also ran the WRF model configured with three domains of 25, 5 and 1 km resolution. Only the model output on 1 km grid spacing was used (referred as mod 1.0 ) in order to test the sensitivity of results to an increase in spatial resolution from the 2.5 km to 1 km. All model runs used the same model specifications and input data (Table 3) following those from Mölg and Kaser (2011 ), Collier et al. (2013 ), and Collier et al. (2015 . As boundary conditions for the parent domains, we used ERA-Interim reanalysis (Dee et al., 2011 ) with 6-hr 10 temporal resolution. ERA-Interim has been the most commonly used in the aforementioned studies and is shown to perform better than other reanalyses for Western Canada . Air temperature, wind speed and relative humidity values were taken from 37 pressure levels, in the range from 1 hPa (top level) to 1000 hPa (bottom level). Lower initial conditions include soil temperature and moisture at four levels, surface and sea-level pressure, and near-surface wind, temperature and humidity. Sea surface temperature (SST) was set to a constant value, i.e., the time varying option was turned off. Similarly
15
to other studies that used WRF on glacierized terrains, the one-way nesting approach was applied rather than the two-way nesting. In the one-way nesting, the information flows only from the outer (parent) domain to the nested domain, while there is no feedback from the nest domain solution to the parent. We employed the default lateral boundary control that included a four-grid-point relaxation zone with the outermost grid-point specified. Similarly to other studies we followed here, no nudging or re-initialization was used within the parent and nested domains. All three model domains used the same vertical resolution
20
(60 layers up to a model top of 50 hPa) and physical parameterizations (Table 3) , with the exception of the cumulus convection scheme that was omitted in the inner-most domains (2.5 and 1 km). Due to inconsistencies between the physics in the RCMs and those given by the initial conditions, a model spin-up period was required to make sure that all RCM components reach a physical equilibrium (Montavez et al., 2017) . We therefore applied a model spin-up of ≈ 3 days for each model run, and the WRF output was saved on a 3-hr time step covering the period of observations with AWSs (Table 1) .
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Figures 2 -3 show the WRF model topography and landcover category data for each of the three glaciers in the nested domains of different spatial resolution. To compare the WRF output with the AWS data for each glacier, an output from the grid cell with the minimum horizontal distance to the AWS geographical coordinates was used. Despite the overlap in the location, the elevation of the selected grid cell differed from the actual AWS elevation (Table 4) . Furthermore, none of the selected grid cells that represent the AWS within the ablation area correctly captured the snow/ice land category ( Fig. 2 -3 ).
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Instead, the representative grid cells were classified either as evergreen needle-leaf forest or bare ground tundra. In addition to the selected AWS grid cell for each glacier, we used output from the grid cell with a snow/ice land category that is the closest, in horizontal and vertical, to the selected grid cell. The output from these grid cells, henceforth labeled as mod * 1.0 and mod * 2.5 , was mainly used in the sensitivity tests of which, the details are explained in the sections below. the AWS data and then with the WRF output for the selected grid cells. In addition to 3-hourly melt rates, we also assessed the surface height changes as the difference between surface ablation and accumulation. The modeled surface height changes were compared to those measured by sonic rangers (SR50) at each study site.
We used a modified version of the SEB model described in Fitzpatrick et al. (2017) . The available energy flux for melting (Q M ) at a given point was derived as:
in which the terms correspond to, from left to right: incoming shortwave radiation, broadband albedo, incoming and outgoing longwave radiation, and turbulent fluxes of sensible and latent heat. By convention, the fluxes into (out of) the glacier surface are considered positive (negative). Q E refers to latent heat associated with water vapor while the latent heat associated with the melting and refreezing is part of Q M . We neglected the ground heat flux and heat flux from precipitation, since both gave 10 negligible contributions to the total melt over a melt season on Nordic Glacier . Assuming a melting glacier surface (T 0 =0
• C), the longwave outgoing radiation, L out , was approximated using the Stefan-Boltzmann law with emissivity set to unity. The turbulent heat fluxes were parameterized via the commonly used bulk aerodynamic method (e.g.,
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The Cryosphere Discuss. Conway and Cullen, 2013; Fitzpatrick et al., 2017; Radić et al., 2017) :
where U z is mean (i.e. time-averaged) near-surface wind speed at height z, T z and e z are mean air temperature and vapor pressure at height z, respectively, while T 0 and e 0 are mean surface temperature and vapor pressure, respectively. ρ a is air density, c p is specific heat capacity of air at constant pressure (J kg
), L v is the latent heat of vaporization of snow or ice (J kg
), p 0 is the air pressure at standard sea level (1013 hPa), p is the actual air pressure (hPa), and C H (C E ) is the dimensionless exchange coefficient for sensible (latent) heat. e z is calculated from the relative humidity using the Clausius-
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Clapeyron equation. We parametrize C H (C E ) following the Monin-Obukhov stability theory, where the exchange coefficients depend on the surface roughness for momentum (z 0v ), temperature (z 0T ) and humidity (z 0q ), and on the stability conditions in the surface boundary layer. Details about the parameterizations used in the SEB model can be found in Fitzpatrick et al. (2017) .
The albedo in Eq. (1) was expressed as the ratio of observed daily totals (local daylight hours) of reflected and incoming 10 shortwave radiation (K out /K in ). The roughness lengths (z 0v , z 0T , z 0q ) at each AWS site were estimated from the eddycovariance method (see Radić et al. (2017) and Fitzpatrick et al. (2017) for details) and assumed constant over the observation period (Table 5 ). These were our default settings for albedo and roughness length values in the SEB model forced either by the AWS data or the WRF model output. In addition, we introduced an alternative setting for albedo where the 3-hr mean albedo for ice, old snow and fresh snow was prescribed to 0.3, 0.65 and 0.8, respectively (Fig. 4) . These values reflect previously 15 used values well (Mölg et al., 2012b; Collier et al., 2013 Collier et al., , 2015 . In this scheme, the albedo of fresh snow (0.8) was prescribed only during active snowfall in the observation period. An alternative setting for surface roughness was: z 0v = 10 
where ρ w is water density, and L f (J kg
) is the latent heat of melting or fusion. We converted the modeled melt into 25 surface lowering, z M , as:
where ρ f /i is ice density (ρ i =900 kg m . We note that (1) this value does not necessarily represent the actual snow density value as would be measured at the site, and (2) the 'measured' z M is approximated from the measured net surface changes that, in addition to melting, reflects accumulation and sublimation. The choice of ρ f has no impact on the evaluation results since the same value was used in the SEB model forced by AWS and WRF.
To directly compare the net surface height change (z net ) with SR50 data, in addition to the modeled melt, we took into account the modeled sublimation and fresh snow accumulation. Prior to the comparison, we applied filtering on the SR50 raw 5 data to remove the high-frequency noise . For the sites with more than one SR50 sensor (Conrad glacier sites), we inter-compared the filtered data among the sensors and manually removed any erroneous data associated with the infrastructure titling (usually occurring towards the end of the observational period). As the final SR50 data, we used the mean filtered signal across the sensors at the site. The sublimation (z S ; m w.e.) was calculated only when the latent heat flux (Q E ) was negative:
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• C −1 day −1 ) in the positive degree-day model. where L s (J kg
Glacier and year
) is latent heat of sublimation. Finally, we introduced a simple accumulation model to account for any surface height increase due to a fresh snowfall, z A (m w.e.), using the precipitation totals (P ; m):
where ρ s is a fresh-snow density and Φ, a threshold temperature for differentiating between liquid or solid precipitation, was set to 0
• C. The net surface height change (z net ; m w.e.) was then derived as z net = z A − z M − z S , where negative (positive) 5 z net stands for net surface lowering (rising). Similarly to the determination of ρ f , the fresh-snow density (ρ s ) was tuned by minimizing RMSE between measured and modeled z net using a range of ρ s from 10 to 250 kg m 
Model evaluation and sensitivity tests
Our first step in the analysis of WRF performance was to compare the timeseries of downscaled variables with the observed variables at each site. The model evaluation was performed with the use of standard evaluation metrics: RMSE, mean-bias- height above the surface while the AWS wind measurements were from ≈ 2 m height above the surface. While one could apply a wind-speed correction for the height difference based on the logarithmic-wind profile assumption (e.g., Claremar et al., 2012), we chose not to since our goal was to evaluate the model skill without the use of any data correction. Specifically for the wind speed, the use of corrections that assume the logarithmic-wind profile would likely misrepresent the actual wind profile during the prevailing katabatics, with low-level wind speed maxima, which are commonly observed at our sites (e.g.,
5
Fitzpatrick Radić et al., 2017) .
In addition to the evaluation of WRF against the AWS data, we analyzed the downscaling performance relative to the reference data that was being downscaled, i.e the ERA-Interim reanalysis. To that end, all the variables needed for the forcing of the SEB model were taken from the ERA-Interim output at 0.75
• spatial resolution, i.e. the dataset representing the boundary and initial conditions to the WRF model. Following Wilks (2006) we calculated a skill score (SSC): Another sensitivity test consisted of analyzing the impact of landcover in WRF on the downscaled variables. Since the sensitivity to landcover was not the main focus of this study, the test was relatively narrowly defined. We looked into the WRF output from the closest snow/ice grid cell (labeled as mod * 2.5 and mod * 1.0 ) to the grid cell representing the AWS at each site, which was classified as forest or bare tundra (Figures 2 to 3 ). Comparing this output with the original WRF output, however, 20 only partially addressed the effect of landcover on model performance since mod * 2.5 and mod * 1.0 output was also affected by grid-cell elevation. The comparison of model output with AWS measurements also depends on how close the selected grid cell is to the AWS location. To isolate the effect of landcover, we manually altered the land category of the AWS grid cell to snow/ice category in the model's inner-most domain and then reran the WRF model. In this way we could directly compare the output for the same grid cell but with a different land category. This sensitivity test was only performed for Nordic Glacier using 25 the run with the inner-most nest of 2.5 km grid spacing, and the modified AWS grid cell output was labeled as mod 2.5−modified .
The next step was to analyze the downscaling performance in the melt model over the observation period for each site.
We compared the cumulative melt (z M ), as well as the cumulative net surface changes (z net ), derived when the SEB model was forced by the AWS measurements and then by the WRF output. We investigate the energy partitioning, where the daily melt energy flux (Q M ), averaged over the observational period, was partitioned into the main SEB components: net shortwave 30 radiation flux, net longwave radiation flux, and sensible and latent heat fluxes. We then tested the sensitivity of the results to the SEB model setup, using the four settings for albedo and roughness lengths, i.e. observed versus modeled (prescribed) values.
Finally, we compared the performance of the SEB model with a simple positive degree-day (PDD) model when the downscaled variables force both models. This analysis was motivated by the fact that current models of glacier mass balance on regional and global scales use temperature-index models (e.g., Marzeion et al., 2012; Radić et al., 2014; Huss and Hock, 2015) or semi-empirical SEB models (e.g. Giesen and Oerlemans, 2012) , all requiring fewer input variables than the SEB model used in our study. On the other hand, these empirical models require glacier-specific parameters (e.g., melt factors) or calibration with available observations of glacier mass balance. The melt factors are most commonly calibrated using observations of seasonal mass balance or surface height changes (Hock, 2003) . While we do have SR50 measurements of surface height 5 changes at our sites, these measurements are post-processed and smoothed and, as a result, do not consistently resolve daily fluctuations in the surface lowering throughout the observation period. Furthermore, in order to represent only the measurements of surface lowering due to glacier surface melting, the SR50 measurements would need to be corrected for the episodes of accumulation and melting of the fresh snow. As is assumed in the PDD model, the melting process only reflects melting of ice or old (last winter) snow and ignores the fresh fallen snow during ablation season. For all these reasons, rather than using 10 the post-processed SR50 data for the calibration of the PDD model, we used the daily melt rates derived from the SEB model when forced with the AWS observations. By linearly regressing the daily SEB melt rates against the daily sum of positive 3-hr observed temperatures, we derived a melt factor value for each site and observation period (Table 5 ). These melt factors were then used in the PDD model forced with the WRF temperatures to derive the modeled cumulative melt over the observation period for each site. Table 6 shows the results of the inter-comparison 20 for daily timeseries (RMSE, MBE and r) between mod 2.5 and AWS for all the sites. The following results apply to all seven sites:
Air temperature and relative humidity: Both ERA-Interim and the WRF model capture well the observed inter-diurnal variability in 2-m air temperature (T 2m ). Amplitude of the diurnal cycle in temperature is, however, more pronounced in the model runs than in the observations (Fig. 5 ) because the grid cell representing the AWS has a different category 25 from snow/ice. The local cooling effect due to the presence of snow/ice at the surface is, therefore, not captured in the modeled timeseries. In the sensitivity tests, when the neighboring snow/ice covered grid cell is used (mod * 2.5 , mod * 1.0 ) instead of the AWS grid cell, the diurnal cycle of temperature resembles more closely the observed one (not shown). Half the sites display a warm temperature bias in mod 2.5 (maximum MBE of 1.6 K across the sites; Table 6 ). Modeled daily timeseries of 2-m air temperature are strongly correlated with observations (r > 0.8 mod 2.5 across the sites; Table 6 ).
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Timeseries of relative humidity (RH 2m ), due to its dependence on temperature, shows similar comparison of modeled
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Surface air pressure: The highest correlations in 3-hr and daily timeseries among all variables are achieved for the surface air pressure (r > 0.9 at all sites; Table 6 ), while MBE reflects the elevation difference between the AWS grid cell and the actual AWS. The difference can, for example, be corrected with a use of hydrostatic balance equation. Since mod 2.5 underestimates (not shown). Observed rainfall rates are to be taken with caution because: (1) the rain gauge at the sites might suffer from under-sampling (as discussed in Fitzpatrick et al., 2017) , and (2) the rain gauge does not adequately capture the snowfall rate that contributes to the total precipitation rate in the model -instead a combination of SR50 and rain gauge measurements should be used to assess the 'observed' total precipitation.
Wind speed and direction: The prevailing wind direction for the AWSs is down glacier as expected for mountain 5 glaciers that experience katabatic flow (e.g., Oerlemans, 2001 versus 2 m at AWS) which theoretically should lead to an overestimation of wind speed rather than the underestimation.
The correlations between modeled and observed daily wind speed timeseries are relatively low (r < 0.6) and for most sites not statistically significant at 5 % confidence level (Table 6 ). The sites with statistically significant correlation are at Castle in 2012 and Conrad in 2016 in the accumulation area (Table 6 ). For Castle 2012, mod 1.0 simulates higher wind speeds than other model runs and, in part, overestimates the observed wind speed. These higher wind speeds, 15 however, are not associated with the downslope wind direction (Fig. 6) . A closer resemblance (< 1 m s between modeled and observed daily wind speed occurs during storm events associated with surface air pressure drop and precipitation (not shown).
Incoming radiation fluxes: mod 2.5 consistently overestimates the occurrence of clear sky days in the observation period (Fig. 7) . For the observed clear sky days, 3-hr timeseries of K in and L in closely resemble the observed fluxes (not shown). High correlations for 3-hr timeseries in K in (r > 0.75) over the observation periods are mainly due to the well 5 captured daily cycle. For the daily timeseries, however, the correlation drops (0.3 < r < 0.7 for mod 2.5 ; across the sites; Table 6 ) and an underestimated seasonal L in (MBE in the range from -29 to -10 W m −2 across the sites; Table 6 ). Similar biases are also evident in mod 1.0 for Castle Creek sites. To test whether the overestimation of seasonal K in and underestimation of seasonal L in in mod 2.5 is caused by the selection of grid cell, we evaluate the performance of mod 2.5 output for the surrounding eight grid cells to the AWS grid cell.
We find that, while the correlation varies depending on the choice of the grid cell, the overall pattern of positive MBE from AWS and mod 2.5mean , i.e. mod 2.5 output averaged over the nine grid cells centered at the AWS grid cell, is close to the MBE between AWS and the original mod 2.5 output (Table 7) . Effectively, the fluxes from mod 2.5mean represent the average fluxes over the same gridded area as in mod 7.5 (Figures 2 -3) . The fact that the seasonal K in in mod 2.5mean is consistently larger than the one in mod 7.5 reveals that the explicitly resolved cloud convection in mod 2.5 yields different cloudiness from the parametrized convection in mod 7.5 .
5
Turbulent fluxes: The simulation of turbulent fluxes, calculated by the bulk method, depends on how the model simulates wind speed, 2-m air temperature (for Q H ) and 2-m specific humidity (for Q E ). Since the wind speed is mainly underestimated and poorly correlated with observed values, the turbulent fluxes are also underestimated and poorly correlated with AWS-derived fluxes (Fig. 8) . For mod 2.5 run, there is a consistent mean negative bias in Q H for all the AWS sites (MBE from -12 to 42 W m −2
; Table 6 ), while the correlation for daily timeseries spans from statistically 10 insignificant negative correlations to statistically significant correlations of r = 0.77 and r = 0.76 (Table 6) here are for the observed albedo and observed roughness lengths scheme in the SEB model, but the findings are the same for the other three schemes. There is no consistent pattern in the MBE for mod 2.5 across the sites, i.e. for some sites mod 2.5 slightly overestimates Q M , while for other sites there is an underestimation (Table 6 ). To further analyze the model performance for each site we plot the partitioning of Q M , averaged over the observational period, into the net shortwave (K net ) and net longwave (L net ) radiative fluxes, Q H and Q E (Fig. 9) . At all sites, observed K net is the dom- timates Q M (up to 40 % of the AWS-derived Q M ) due to the overestimation of T 2m which leads to an overestimation of Q H .
Towards distributed melt modeling
Considering that surface melting is spatially variable, a natural extension of our analysis is to investigate how well the SEB model, driven by the WRF output, can resolve this spatial variability. At Conrad glacier, two stations operated simultaneously 5 during 2016, one station in the ablation (station 1) and other in the accumulation area (station 2), each one represented by a different grid cell in mod 2.5 (Fig. 3) . For each site we plot the daily timeseries of the selected variables, observed versus mod 2.5 (Fig. 10 ). The SEB model here is run with the observed albedo and observed roughness lengths scheme. For each AWS-derived and WRF-derived variable we also plot the difference between the upper and lower station's timeseries (Fig. 10) . Note that for both T 2m and Q M , the difference is converted to a gradient, i.e. difference between the stations is divided by their elevation here that reveals a higher success in mod 2.5 simulations of temperature, wind speed, and turbulent fluxes, and subsequently melt energy at the accumulation site than at the ablation site. Figure 11 shows the modeled cumulative melt, converted to surface lowering (z M ), over the observation period at each site. For all the sites except Castle Creek, mod 2.5 -derived net z M is within 10 % of the AWS-derived net z M . We place less confidence 20 in the evaluation results at the Castle Creek site because the sampling period is shorter than at other sites, and the sensors measuring radiative fluxes are older and less precise than at other sites. ERA-Interim yields the closest simulation of the cumulative melt (within 10 % difference with observed melt) at each site except the accumulation site at Conrad 2016 (up to 40 % difference). Similar results are found when prescribed albedo and roughness lengths are used in the SEB model (not shown).
Cumulative ablation and surface height changes
Next we look at the net surface height changes (z net ) that, in addition to melting, take into account the sublimation and fresh-25 snow accumulation. We compare the modeled z net to those measured by sonic rangers (SR50) at each site (Fig. 11) . Since the sublimation contributes less than 1 % to the net surface changes, the largest difference in the modeled versus measured z net comes from the fresh-snow accumulation, as is displayed at Castle 2012 and Conrad 2016 in the accumulation area. mod 2.5 -derived z net yields a close resemblance (difference within 10 %) to the AWS-derived and measured (SR50) z net . In fact, at the accumulation site of Conrad 2016, mod 2.5 -derived z net gives closer resemblance to measured z net than the AWS-derived z net 30 does. Using the SEB model settings with prescribed albedo, the albedo is altered from its initial value to the value for fresh snow (0.8) only during the 3-hr periods with snowfall detected at AWS or modeled in WRF. For Castle 2012, using the prescribed albedo in mod 2.5 improves the skill in simulating z net , while at Conrad 2016 it degrades the skill. At both sites, however, mod 2.5 performs better than ERA-Interim and mod 7.5 which both fail to correctly capture the snowfall events throughout the observation periods. Since the variance in z M explains the bulk of the variance in z net , there is a close resemblance between WRF-derived and measured (SR50) z net for mod 2.5 regardless of how well WRF simulates the snowfall events. Nevertheless, we show here that correctly downscaling temperature and precipitation plays an important role in z M and z net modeling through the albedo feedback.
Sensitivity to spatial resolution and landcover in WRF 5
With the SSC metric we analyze (1) the downscaling performance relative to the reference ERA-Interim simulations, and (2) whether the increase of spatial resolution (from 7.5 to 2.5 and 1 km) adds skill to the WRF model simulation. SSC, calculated for the variables used in the SEB model, show that the downscaling only improves (SSC > 0) the simulation of 2-m air temperature (Fig. 12) . Inter-comparison of SSC for model runs of different spatial resolution reveals the following pattern:
for the radiative fluxes (K in and L in ), the model run with a finer resolution consistently yields poorer skill across all the sites.
Precipitation is better simulated in mod 2.5 than in mod 7.5 for all the sites except Castle 2012, while for wind speed only half of the sites are better simulated in mod 2.5 . The effect of refining the model resolution from 2.5 to 1 km, as tested on the Castle site in 2010 and 2012, does not improve the skill for any variable. While one might expect a katabatic flow to be better resolved at 1 km resolution, this is certainly not the case for our sites where the SSC shows more negative values for mod mod 7.5 . Finally, at most sites, mod 2.5 has a better skill than mod 7.5 in simulating Q M . As previously shown, the success in simulating Q M depends on the bias compensations in the components of the SEB. The effect of bias cancellation works the best in the mod 2.5 .
To analyze the effect of landcover on the WRF performance, we look into the WRF output of the grid cell with snow/ice landcover, labeled as mod * 2.5 and mod * 1.0 , that is spatially the closest to the grid cell representing the AWS. In addition,
5
for Nordic site in 2014, we extract the model output at 2.5 km resolution where the landcover category of the AWS grid cell was manually altered from the bare tundra to snow/ice (mod 2.5−modified ). By doing so we altered the albedo in WRF for that grid cell from 0.18 (bare tundra) to 0.67 (snow/ice). The albedo in the SEB model, however, remains unaltered, i.e. set to the observed daily albedo at the AWS. The results of these runs reveal that the sensitivity to the landcover alteration, as tested for the Nordic site, is negligible, i.e. mod 2.5−modified produces a small increase (up to 1 %) in each energy flux of the SEB relative to mod 2.5 . On the other hand, mod* 2.5 and mod* 1.0 yield larger SEB differences from their original runs at each site (up to 10 % difference). This finding is not surprising considering that mod* 2.5 and mod* 1.0 give output for a grid cell of different elevation, location and landcover than the grid cell representing the AWS site.
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Sensitivity to parameters in the SEB model
Here we analyze the sensitivity of modeled seasonal Q M to the four schemes for albedo and roughness lengths in the SEB model. Results reveal that switching between the two albedo schemes has more effect on altering Q M than switching between the roughness length schemes, as expected due to the dominant effect of K net on available energy for melting. As shown earlier, the largest sensitivity of daily mean Q M to the albedo setting is at the sites with observed snowfall during the observation (Fig. 4) , the larger the difference in seasonal Q M . The effect of different roughness length schemes on altering Q H , and consequently on altering Q M , is small because (1) z 0v is of the same order of magnitude (10 −3 m) in both schemes (Table 5) , and (2) z 0T and z 0q ,
10
derived through the surface renewal model (Andreas, 1987) , agree within the order of magnitude with the observed values,
i.e. values derived from the eddy-covariance measurements Radić et al., 2017) . We conclude that the choice of roughness lengths, as long as their order of magnitude agrees with the observed one at these sites (10 m for z 0T and z 0q ), has a small effect on the seasonal Q H (< 5 % difference) and consequently negligible effect on the seasonal Q M (< 1 % difference). 
SEB model versus PDD model performance
The simple PDD model forced by mod 2.5 2-m air temperature, using the calibrated melt factors (f m , Table 5 ), simulates the net melt (z M ) over the whole observation period within 10 % difference from the AWS-derived z M using the SEB model ( Fig.   13 ). Despite the good performance of the PDD model, its major limitation is the required calibration of the melt factors. When altering the calibrated value of f m by ± 1 mm w.e. day
at each site, net z M is changed by up to 40 % from its original 20 value (Fig. 13) . Note that the perturbation in the melt factor of ± 1 mm w.e. day
is relatively small considering that, for a set of neighboring glaciers in the region, reported glacier-specific f m for ice and for snow are in the range 4.0 -9.7 mm w.e. day
and 2.4 -6.6 mm w.e. day
, respectively (Radić and Hock, 2011) . In addition, as has been previously noted (see Hock, 2005) , it is questionable whether the melt factor for the same location can be treated as a constant in time. In our study, the melt factor for ice differs by more than 1 mm w.e. day Table 5 ).
Discussion
Several recent studies showed a successful application of WRF in dynamically downscaling meteorological fields needed to force a SEB model for glacier surfaces. Here we focused on evaluating WRF in simulating meteorological variables and fluxes needed to force a single-point SEB model at three mountain glaciers in the interior mountains of British Columbia. As reference data for model evaluation, we used observations from the AWSs operating intermittently at these glaciers in summers of 2010-
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The Cryosphere Discuss., https://doi.org /10.5194/tc-2018-154 Manuscript under review for journal The Cryosphere 2016. The ERA-Interim reanalysis was dynamically downscaled with WRF in three domains with resolutions of 7.5 km, 2.5 km, and 1 km, where the inner-most domain of 1 km resolution was only used for one glacier. The range of spatial resolutions allowed us to analyze the sensitivity of the downscaled variables to the choice of spatial resolution. We also analyzed the sensitivity of modeled melt rates to alternating the landcover of the grid cell representative of AWS in WRF, and to the choice of parameterization schemes for albedo and surface roughness in the SEB model.
5
With the exception of near-surface air temperature, all meteorological variables measured by AWS in the ablation areas of the glaciers are better or equally well simulated by ERA-Interim relative to WRF. In contrast, WRF at 2.5 km resolution performs best for simulating daily melt rates for the site in the accumulation area. The better performance of ERA-Interim over the WRF model is, in part, expected since data assimilation is incorporated in the reanalysis model, while the WRF model does not include any nudging to available in-situ and/or remote sensing observations for the domain.
10
WRF at 2.5 km resolution overestimates the frequency of clear sky days over the observation periods, which leads to an overestimation of the seasonal incoming shortwave radiation (K in ), and an underestimation of the seasonal incoming longwave radiation (L in ). Both ERA-Interim and WRF at 7.5 km resolution show better simulation (e.g. smaller MBE and/or higher correlation) of radiative fluxes than WRF at 2.5 km resolution. These results corroborate previous studies in demonstrating that the overestimation of K in in the finest resolution WRF run indicates a problem with convective cloud simulation over complex 15 terrain (e.g., Claremar et al., 2012; Collier et al., 2013; Schanke et al., 2015) . An increase in the complexity of the topography affects the cloudiness. If this effect is not sufficiently well described by the model resolution, it may induce more errors in the cloud cover relative to a coarser resolution. Furthermore, we do not use a cumulus parameterization in the innermost domain (2.5 and 1 km) assuming that cumulus convection is explicitly resolved. However, our results show that, over the same-sized gridded domain, the cumulus convection in mod 2.5 gives different results for K in and L in than the cumulus parameterization in mod 7.5 , the latter giving better resemblance with AWS-derived radiative fluxes. We conclude that the WRF resolution of 2.5 and even 1 km might not be fine enough to correctly resolve the cumulus convection in this complex terrain. Some previous studies indicated that a grid spacing on the order of 100 m (Bryan et al., 2003; Petch, 2006) or even 10 m (Craig and Doernbrack, 2008 ) is needed to capture the dominant length scales of moist cumulus convection.
5
The finer WRF resolution (2.5 km versus 7.5 km) has better skill in simulating melt rates, but this is mainly due to the cancellation of biases in the SEB. The positive bias in seasonal K in is compensated by the negative biases in seasonal L in and sensible heat fluxes (Q H ). The underestimation of Q H down to -80 % is due to underestimated near-surface wind speeds used in the bulk aerodynamic method. As shown for our sites in the ablation areas, WRF fails to simulate the prevailing downslope katabatic flow and, therefore, fails to capture the adiabatic cooling in the ablation area. Because wind speed is 10 equally important as temperature in calculating Q H via the bulk method, the poor simulation of wind speeds explains the poor performance in estimating Q H . On the other hand, better WRF performance in both temperature and wind speed is found for the site in the accumulation area. While WRF at few-kilometer resolution is able to simulate katabatic or other slope winds at large outlet glaciers (> 100 km 2 ) and ice caps (Claremar et al., 2012) , it fails to do so at our sites even at 1 km spatial resolution. Considering that the smallest weather features that can be modeled by WRF are about seven times the grid spacing (Warner, 2011) , the largest horizontal spacing needed to resolve katabatic wind is approximately: 0.8 km for Castle Creek, 0.3 km for Nordic, and 1 km for Conrad glacier. We therefore conclude that, for relatively small glaciers (< 7 km length along the flowline) in complex terrain, the 1 km grid spacing is not fine enough to simulate the local topographic wind effects which highly depend on local gradients in the topography that correctly captures ice/snow cover. As indicated in Claremar et al. (2012) , increasing the vertical resolution in the atmospheric boundary layer (e.g., 2 m grid in the lowest 10s of meters; 20 Soderberg and Parmhed, 2006) might improve the simulation of near-surface wind speed and direction. It is likely that, for our sites, an increase in both horizontal and vertical resolution would be needed for better simulation of katabatics, but this would also increase computational time of the simulations. Another problem in simulating Q H is the use of bulk methods rooted in the Monin-Obukhov theory, which can be inadequate in its application to sloped glacier surfaces (e.g., Radić et al., 2017) .
While we used the downscaled temperature and wind speed in the bulk method for Q H , the method is based on the same theory 25 used for parameterizing the boundary layer turbulence in the WRF model (e.g., Janjic, 1996; Nakanishi and Niino, 2009 ). To potentially improve the simulation of katabatics and Q H at our sites in the ablation area, without increasing the resolution in WRF or running an eddy-simulator, one could make use of the successfully downscaled variables at the accumulation area. Downscaled temperature and wind speed in the accumulation area could serve, for example, as boundary conditions to a katabatic flow model (Prandtl, 1942) solved with an elevation-varying eddy viscosity in the flux-gradient method (e.g.,
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Grisogono and Oerlemans, 2002) .
A set of sensitivity tests showed that modifying the landcover category in WRF at 2.5 km for the grid cell representative of the AWS site has negligible effect on the downscaled variables. This sensitivity analysis, however, consisted of altering the landcover of only one grid cell in the domain, which is likely too small a perturbation in the input conditions to substantially impact the model output. Furthermore, since the albedo in the SEB model is treated independently of WRF, the modeled
The Cryosphere Discuss., https://doi.org /10.5194/tc-2018-154 Manuscript under review for journal The Cryosphere Discussion started: 4 September 2018 c Author(s) 2018. CC BY 4.0 License. melt rates are also not affected by this alteration in the landcover. It remains to be seen, however, how important the landcover alteration would be in a coupled WRF-SEB modeling approach, as previously addressed in Mölg et al. (2012a) for Kilimanjaro.
The modeled melt rates are shown to be sensitive to the albedo scheme in the SEB model, indicating the importance of (i) accurate representation of albedo, and (ii) a correct simulation of snowfall events throughout the ablation season. While the first point can be addressed by incorporating a better albedo model (e.g., Schmidt et al., 2017) , simulating snowfall, and 5 precipitation in general, remains a major challenge for WRF. Underestimation of frequency and intensity of precipitation is consistent with an overestimation of K in . As pointed out by Collier et al. (2013) , this performance may reflect errors in the forcing data at the lateral boundaries and/or in the WRF resolution to fully resolve orographic uplift or microscale complex flow features that affect precipitation at the sites. The modeled melt rates are shown to be insensitive to the choice of roughness lengths as long as the roughness length for momentum (z 0v ) agrees with the order of magnitude of its observed value and the 10 scalar roughness lengths (z 0T and z 0q ) are calculated from the surface renewal model of Andreas (1987) . The value of z 0v used here (10 −3 m) is commonly assigned for ablation area on mid-latitude glaciers (e.g., Cuffey and Paterson, 2010) .
Finally, we discuss the implications of our results for the potential use of distributed SEB models to obtain spatially resolved ablation rates at a glacier of interest. Our results demonstrate that using dynamically downscaled variables at few-kilometer spatial resolution might not satisfy the needs for rigorous distributed SEB modeling. Firstly, a sub-kilometer spatial resolution
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(e.g., 10-100 m) would be needed to successfully resolve cumulus convection and radiative fluxes. If more than one melt season is to be simulated, however, running WRF at the sub-kilometer grid would be computationally expensive. For comparison, it took us approximately half a day to complete a one day mod 1.0 simulation on the supercomputer. Secondly, considering the success of ERA-Interim in simulating the radiative fluxes, we advocate for using the radiative fluxes directly from the reanalysis datasets in the SEB models. Instead of downscaling K in , the spatial variability in K net could be captured through a spatially 20 varying albedo along the glacier surface. In particular, the albedo model would need to capture, in time and space, the surface transition from snow to ice, and the snowfall rates. To do so, both temperature and precipitation fields would need to be dynamically downscaled to at least 2-3 km resolution. Depending on the desired accuracy and resolution of the distributed SEB model, these fields could further be downscaled via statistical methods that use, for example, assigned or modeled lapse rates and precipitation gradients. Alternatively, further downscaling could be achieved by running simplified physics-based 25 models, for example, an aforementioned katabatic flow model to obtain temperature and wind profiles in the surface boundary layer, and a model for orographic precipitation (e.g., Smith and Barstad, 2004; Jarosch et al., 2010) .
Conclusions
The main goal of this study was to investigate the performance of a dynamical downscaling approach to derive meteorological fields needed to force a SEB model at three mountain glaciers in the interior of British Columbia. We showed that, with the 
