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Understanding how fast a species invades new habitat or expands its range is of
critical importance. As a result of climate change, the number of species expand-
ing their native range is increasing. More exotic species are being inadvertently
released into habitats unprepared for their arrival. Evidence suggests that expan-
sions and invasions are occurring at faster rates due to the evolution of dispersal.
However, few mathematical models exist that consider how the rate of spread is
influenced by dispersal life history.
This thesis addresses the gap in understanding using mathematical models
to make predictions about invasive spread under a dispersal-reproduction trade-
off. Using deterministic models and simulations, we build upon existing theories
of anomalous invasion speeds, extending the cases for which they are known to
exist. We have also examined the literature and performed a meta-analysis to
determine the prevalence of dispersal trade-offs in nature that can be used to
validate existing theory.
We show that anomalous invasion speeds are a robust phenomenon that are
possible within populations that express a general degree of polymorphism, but
at most 2 phenotypes determine the speed of invasion. This result was found
to persist when interactions among species were non-neutral, moreover, those
interactions do not influence the invasion speed. Invasion speeds are shown to
decrease in the presence of another species, even when one of the 2 phenotypes
that determined the invasion speed is out-competed to the point of negative
net growth. Anomalous invasion speeds are also shown to exist when a species
reproduces sexually. When that species is diploid, we find the invasion speed is
sensitive to how the heterozygote expresses its dispersal and reproductive traits.
Overall, we found that accounting for the life histories related to dispersal
has surprising and robust effects that alter the dynamics of biological invasions.
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Chapter 1
Introduction to range expansion
and invasions
1.1 Introduction
Throughout this thesis we will be exploring range expansions and biological inva-
sions. It is therefore important to make a concrete definition of what each of these
terms actually imply, particularly since the terminology is debated – especially
within invasion literature [185, 10, 191]. Mathematically, the process of both
range expansions and invasions are similar, however, there are distinct nuances
in their definitions. There is no precise definition of either range expansion or
invasion, and much disagreement. Therefore, throughout this thesis, we shall use
the following definitions
Biological invasion – The process by which a species expands from its native
range into favourable habitat with the only impediment being the limits imposed
by its own traits.
Range expansion – The process by which a species expands its native range into
new habitat made favourable by changing climatic conditions.
1
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Both of these definitions share similarities, but the main difference is how favourable
the habitat is to the species. During a range expansion, species will be resident
at the very edge of what the species finds physically sustainable and the rate of
expansion is determined by the advance of favourable conditions. Whereas during
a biological invasion, the species will often be introduced to favourable habitat
with no limit and the rate of advance is limited by the traits of that species.
1.1.1 Why study range expansions & invasions?
Understanding the process of range expansion and invasion is one of the most
important topics within ecology, evolution, and epidemiology. It is the general
scientific consensus that changes in global surface temperatures are likely to ex-
ceed 1.5 ◦C by the end of the 21st century according to all predictions [131]. An
observed effect of a warming climate on all species is that their native ranges are
shifting as a consequence [21, 132]. As climate warming becomes more intense,
species will be forced to adapt to new conditions, or perish, if they cannot keep
pace with the advancing climatic envelope [177]. Those species which do keep
pace will inevitably encounter other ecosystems for which they may, or may not,
have catastrophic consequences, such as the sea urchin (Centrostephanus rodger-
sii) in South Eastern Australia which has had catastrophic effects for the reef
ecosystem[110].
Economic concerns
Species which invade new territory or expand their range can have serious impacts
on local economies. One key tenet within the invasion literature is the description
that “invasion” implies a negative impact. When a non-native species invades into
a new habitat it can have negative consequences for human interests. Invasive
species have been attributed the responsibility of $97 billion in damages from the
period of 1906-1991 in the United States of America [139, 140], and in Canada
estimates of $13.3-34.5 billion Canadian dollars per year [31]. This is an acute
problem within food production, with the population of the earth expected to
grow to 9 billion people this mid-century [63]. Invasive species disrupt the food
2
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production process, from the brown rat (Rattus norvegicus) – native to East Asia
[112] – destroying grain [3], or from introduced crop pests lowering yields [40, 140],
or from water hyacinth (Eichhornia crossipes) reducing the quality of fish within
Lake Victoria [92].
Invasive species also change the landscape, altering the water cycle or increas-
ing fire risk. In New Zealand native tussock grasslands are efficient at retaining
moisture from precipitation, which play a crucial role in human water supplies,
but are being replaced by non-native pasture grasslands [114, 82]. A similar inva-
sion in South Africa with non-native species of the genera Pinus, Eucalyptus, and
Acacia reduced water yields, but levels returned when they were removed, but
at great expense [187]. The case in South Africa is especially pertinent, where
the city of Cape town experienced major water shortages during the summer
of 2018 [1]. Fire risk can also be increased when non-natives displace indigenous
species while amassing more flammable biomass that can cause wildfires resulting
massive economic damage [16, 37].
Health concerns
As species expand their range, they can be accompanied by pathogens harmful
to humans, and livestock. As a result of climate change, mosquito borne diseases
are being reported in higher altitudes and deeper within the Sahara as temper-
atures are cooler during foraging times [50, 149]. One study predicts warming
temperatures provide suitable conditions for a range expansion of the tick species
(Ixodes scapularis), which is a vector for Lyme disease [128]. More species are in-
vading newly optimised habitat, accompanied by potentially malignant zoonotic
diseases. There is an increase in potential for a vector population to reach a
threshold where a host shift to humans is possible, such as Dengue fever in the
American Tropics [199]. Any such disease outbreak would put intense pressure
on health infrastructure through inoculation, hospital capacity and staffing, and
economic loss from incapacitated workers.
3
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Biodiversity concerns
One of the largest threats to biodiversity is invasive species. Researchers dis-
agree on the level of blame associated to invasives for extinctions of natives, but
the threat has been identified [27, 67]. When an invasive or range expanding
species moves into habitat already occupied by another resident species, there is
inevitably an effect on the ecosystem. The effects of the newcomer are numerous,
from competing with the residents directly [162], disturbing nutrient cycles [11],
disrupting food webs through predation [18], or the introduction of pathogens
[38]. Red squirrels (Sciurus vulgaris) are currently declining in the United King-
dom as a result of the grey squirrel (Sciurus carolinensis) from a combination
of competition and the squirrel parapoxvirus [152, 178]. The decline of the red
squirrel in the United Kingdom is an example of when an invader can displace a
species through pathogens.
1.2 Important traits of range expanding species
The effect of range expansions and biological invasions are a priority for re-
searchers within ecology, evolution, and epidemiology. The topics discussed above
are only a sample of the broader implications that the complex process of expan-
sion has on an ecosystem. It is therefore critical that we understand what key
factors influence this process. Important aspects that contribute to a successful
range expansion or invasion can be catergorised as
1. dispersal
2. reproduction
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which act together to influence how successful an expansion is, and the speed at
which it is successful [78, 102, 22]. Although we have defined the list above, for
the purpose of this thesis, we shall be focusing on items 1-4 and introducing what
is currently known about these terms. Although we do not explicitly examine
environmental interactions, we shall explain what is known about them in the
context of these four points.
1.3 Invasions and dispersal
Dispersal is intrinsic to any species invading or expanding its range, and thus,
it is critical that we understand this process. Currently, dispersal is the least
understood aspect of range expansions due to its complexity [155, 163]. There is
an established definition of dispersal which is
“Dispersal is the movement of an individual from site of birth to a site of re-
production (natal or pre-breeding dispersal) or its movement between successive
site of reproduction (post-breeding or simply breeding dispersal) It is the main
mechanism leading to gene flow within and between populations.”[28]
It is this definition of dispersal which we shall use within the entirety of this
thesis. The act of dispersing is considered to comprise of three stages: emi-
gration, transfer, and immigration [150, 7]. Although all organisms disperse in
some way, the motivations for dispersing are not universal, nor is there any strict
pattern why any particular strategy emerges.
One element arises from the environmental conditions. Dispersal allows an
organism to select favourable habitat by assessing available resources and the
quality of such resources, from potential breeding sites, to the availability of nu-
trients [170]. This ability also allows for an organism to sense when conditions
are deteriorating and vacate to more favourable locations [87, 13, 143]. Environ-
mental conditions can also extend to other organisms within the habitat which
have pressures on dispersal, such as predation and parasitism [167]. In the Rocky
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Mountains in the United States of America, mayfly larvae (Baetis bicaudatus)
adjusted their dispersal patterns to become nocturnal to avoid predators [117].
1.3.1 Genetics of dispersal
Variation among individuals influences dispersal, from behavioural to physiolog-
ical aspects of the process. Many species develop different physiological traits to
aid with dispersal, such as the development of wings, seed morphology, or stored
nutrients for dispersing [15]. Such traits are largely determined by genetics, but
there is growing evidence that plasticity plays a large role too [150, 155, 29].
There is evidence of a genetic role for dispersal in the expression of genes respon-
sible for flight apparatus in the cricket (Gryllus firmus) [204, 147, 35]; and too
within the butterfly Glanville fritillary (Meletaea cinxia) through the Pgi allele
associated with flight capability [75, 127, 126]. However, the discovery of these
genes that influence dispersal does not imply they are solely responsible for dis-
persal propensity. Results from studies examining the heritability of dispersal are
mixed, much of the literature is unbalanced focusing on birds and insects which
ranged from 0 to 1, with an average of 0.35 [155]. Heritability here is defined in
the narrow sense, which is given by
h2 =
V ar(A)
V ar(G) + V ar(E) + 2Cov(G,E)
,
where V ar(A) is additive genetic variance, V ar(G) is the variance of genotypic
effects, V ar(E) is the variance of environmental effects, and Cov(G,E) is the
covariance between genotypic and environmental effects. The denominator is
collectively known as the phenotypic variance.
A fundamental question about any genetic trait is whether its heritability
is governed by a single gene, a few genes – oligogenic effects – or many genes –
polygenic effects [155].
Since it is generally accepted that dispersal has some form of genetic basis,
then it is those genes which are subject to evolution. Some of the best examples
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of the evolution of dispersal are from range expanding or invading species. A
well studied and famous example in Western Australia is the cane toad (Bufo
marinus), which has been invading at an accelerating rate causing devastation
to the local ecosystems when they arrive. Evolution has acted through a spatial
means which has been given the term “spatial sorting”. Individuals at the invasion
front have greater dispersal ability and mate with toads that have similar traits,
which acts as a feedback loop increasing dispersal – the “Olympic village effect”
[159]. Toads were recorded with longer legs, and had more directed movement
patterns than toads deeper within the core [137, 135]. Both the cone-head bush
cricket (Conocephalus discolor) and Roesel’s bush cricket (Metrioptera roeselii)
evolved to have longer wings within their macropterous forms – long winged
phenotype – at their respective range edge [175].
So far we have discussed circumstances when dispersal has been favoured,
but dispersal can also be selected against. If the landscape which a species finds
itself in is a mosaic of favourable and unfavourable habitat – such as a classic
meta-population – then dispersal has been found to be selected against [64, 118].
It has been theorised that Allee effects should also select against dispersal, since a
dispersing population that suffers negative growth won’t be able to sustain itself
through local extinctions [181].
Local adaptation can suffer due to larger dispersal rates. If a species is dis-
persing then its adaptation to local conditions can be detrimental to survival
[71, 58]. An effect known as mutation surfing is a consequence of greater disper-
sal. Genes which are maladapted to new local conditions are present within a
dispersing species which mate with others at the range front, much like spatial
sorting, increasing their frequency. If the landscape is a meta-population, then
the consequences are slower expansion, or local extinctions [180, 51].
1.3.2 Dispersal measurements
Due to the complexity of the dispersal process, empirical measurements that are
accurate and reliable are notoriously difficult to obtain, particularly during an
7
Chapter 1. Introduction to range expansion and invasions
invasion or range expansion. What we can never know is the exact position
of the invasion front or range edge, moreover, if any individuals found there
are in transit. If the organism is in transit we cannot know precisely where it
originated, and thus if it is travelling towards the range core, or the range edge.
To undertake any survey of a species is impractical and is likely to be fraught
with problems. To address this, proxies of dispersal are often used instead of
actual distances to provide a measure of dispersal propensity. Proxies that are
used can include wing length, mobility, thorax weight for flight muscles, and
discrete winged phenotypes within insect species [165, 86, 75, 175]; stalk height,
wing loading, terminal velocity, and seed size-weight ratio in plants [176, 57, 41,
189]; and tracking breeding locations in the form of philopatry and dispersers
within many mammal species [65]. The number of different measures of dispersal
are wide ranging, which makes comparison within, and among, species seriously
difficult.
Since empirical measures are difficult, the hurdle of capturing realistic dis-
persal has been addressed using modelling techniques. The most classic case of
modelling dispersal is by using Brownian motion, which assumes that a species
makes small local movements throughout its lifetime. Classic results in the the-
ory of invasions have been modelled using dispersal as a diffusion process, able to
predict the speed of advance [129, 166]. However, the diffusion assumption has
given mixed results when applied to real data. The current favoured approach is
to use what is known as a dispersal kernel which is a probability distribution of
the distance an individual will travel from its breeding location to its reproduc-
tive location. Under certain conditions, the classical diffusion case is a Gaussian
dispersal kernel, which along with exponential distributions have been popular
in the past [28]. Recently, so called “fat-tailed” dispersal kernels have been used
to account for greater variation in long-distance dispersal events – which are not
captured by Guassian or exponential distributions. Fat tailed distributions are
not exponentially bounded, and thus can account for variation and mixing [106].
Predictions from dispersal kernels of this type have been found to match empiri-
cal data for wind-dispersed seeds very well [26]. Other methods that account for
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dispersal in meta-population models is the use of a dispersal rule. To connect dif-
ferent patches, there is some probability of dispersal between patches generated
from a distribution [76, 182].
It is clear that dispersal is a significant factor when investigating range ex-
pansions or invasions. Dispersal is difficult to quantify due to the complexity of
the process, furthermore, when evolution is acting on a species there can be simul-
taneous effects from the environment and genetic architecture acting to favour,
or punish dispersal. The evolution of a species is recorded biologically within
the organism’s life-history, which when accounted for, has strong implications for
range expansions and invasions.
1.4 Life histories and trade-offs during invasion
The biological state of any organism is for the large part determined by the life
history of that species, which during an invasion or range expansion is under
intense selection pressure. Life history theory has primarily focused on what are
known as r − K traits, where r is associated with reproduction, and K with
competitive traits. Theory has shown that r-selected traits are categorised as
maximising reproductive potential in the form of early maturity, many small
young, short lifespan and large reproductive effort; whereas K-selected traits are
categorised as late maturity, few large young, and small reproductive effort [171].
The definitions of both r and K traits remain somewhat subjective, and difficult
to quantify outside of theoretical studies. Within plant species, it has been noted
that r - strategists are often the best invaders since many invasions happen in
disturbed habitat void of competitor species [145].
However, during invasions and range expansions dispersal is a large compo-
nent of the process and is considered a costly investment [12]. Therefore, it is
more appropriate that dispersal should be included in the process as r−K−D -
selection. To date there is only one study which examines r−K −D - strategies
which found that investment in dispersal and reproduction were heaviest at the
9
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range front at the expense of K - selected traits, whereas in the range core, it
was r −K selection strategies that dominated at the expense of dispersal [17].
As we have seen in section 1.3, dispersal is subject to selection pressures –
if there is an increase in dispersal propensity, it has to come at some expense.
There are two types of cost borne out: according to life history theory there is
a physical trade-off between investment in dispersal apparatus and some other
trait, or alternatively, as an indirect – such as behavioural – trade-off with some
aspect of fitness for the organism [12].
Direct physical trade-offs
When a species incurs a physical trade-off between dispersal and another trait,
it is in the form of energy diverted to other resources – such as locomotory dis-
persal apparatus, or energy divergence – that another trait must experience a
reduction in development. The most commonly reported dispersal trade-off is
with fecundity, but other traits are also known to incur a the costs of disper-
sal. The most documented cases are within cricket species (Orthoptera), which
also notably experience dispersal polymorphism. Many studies have shown that
trade-offs are expressed within crickets through two phenotypes, a flight capable
macropterous form, and a flightless brachypterous form. The macropters have
been shown to have larger flight capable wings, but at the expense of smaller
ovaries; while the brachypters have small, or no wings, but have larger ovaries
[147, 66, 123, 204, 202]. Dispersal polymorphism of the aforementioned kind is
not only restricted to crickets, but has been reported in tobacco thrips [124] ,
chinch bugs [56], and aphids [205]. One study has found that fighting ability
within leaf beetles (Callosobruchus subinnotatus), with smaller wings had larger
mandible lengths which aid in confrontations with conspecifics over territory and
mates [6]. In the speckled wood butterfly (Pararge aegeria), a trade-off between
flight propensity and reproduction was found while expanding their range. It was
found that thorax sizes (where flight muscles are located, a proxy for dispersal)
in core populations were smaller, while having larger abdomens (where eggs are
located, and a proxy for reproduction); whereas at the range edge the opposite
10
Chapter 1. Introduction to range expansion and invasions
was true [86].
Although dispersal trade-offs are predicted to be found in a variety of species,
some are not present, even within the same taxonomic group. Previously we
mentioned that a dispersal trade-off was found within the speckled wood butterfly,
while the Glanville fritillary, another butterfly, does not experience the same
trade-off. Several studies into dispersal-reproduction trade-offs within Glanville
fritillarys consistently lacked evidence of any such relationship [153, 154, 75].
Physical trade-offs with dispersal are also widely seen in plant species, with
some displaying a strong dispersal polymorphism in different seed dispersal strate-
gies. Plants have a large variety of adaptations for survival that many other or-
ganisms do not possess, such as dormancy, or clonal growth in the form of ramets
– parts of the plant body which grow, or break off from the parent to become
independent. The dispersal characteristics of a plant are very different for say, a
butterfly, because they are sessile. Therefore, it is the progeny, or seeds, which ac-
tually disperse. Many plants possess dispersal polymorphism in the form of seed
dispersal, for example, the desert annual (Gymnarrhena micrantha), the only
species within the genus, produces wind dispersed seeds, and subterranean seeds.
The wind dispersed achenes allow for long distance dispersal to colonise further
territory, while the subterranean seeds populate the area nearby the parent plant
[168]. The species Gymnarrhena micrantha is a member of the Asteraceae fam-
ily, which has shown evidence of a dispersal trade-off between germination timing
of wind, and non-wind dispersing achenes [43, 89, 138]. Seeds which germinate
early have a distinct advantage to those that germinate later and can be seen as
a competitive trait, and evidence of a dispersal-competition trade-off.
The dispersal strategies within plants are numerous, as are suspected trade-
offs. Seeds which are dispersed through foraging by predators, known as endo-
zoochory, must invest in seed coatings which can resist the corrosive effects of
digestion at the expense of nutrients within that are required for development
[174, 23, 52]. One hypothesis for dispersal-competition trade-off that is often
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invoked is seed number vs. seed size. The concept of the dispersal-competition
trade-off is that smaller, lighter seeds disperse further at the expense of develop-
mental nutrients, whereas larger, heavier seeds do not disperse as far, but have
more nutrients within which offer a competitive advantage [196, 184, 88]. Another
trade-off within seed strategies is that of dormancy, which can be viewed as dis-
persal through time. One interpretation of dispersal through time is the effect of
a dormant seed awaiting the conditions for emergence before germinating, as if it
had only just arrived – since while it is dormant it is not using, or competing for,
any resources. Dormancy is a common trait within desert plants, often becoming
active with the arrival of rain [68]. The possibility of fire has a strong selective
pressure on seed dormancy. When a habitat produces enough biomass, which im-
plies strong competition for resources, there is a greater risk of fire during warm,
dry conditions. Therefore, a successful strategy has been to invest in dormancy
which responds to fire as a cue to germinate when competition is expected to be
less [93]. The trade-off is between dormancy, or dispersing and germinating early
to compete for resources. Naturally, an individual can begin reproduction earlier
if it is not dormant and produce progeny for the next generation immediately,
but a dormant individual can wait until conditions are better for a greater chance
of successful reproductive effort.
Indirect trade-offs
When there is an indirect trade-off, dispersal can be accompanied by a cost to
fitness. Within an organism it is often found that variation within a species is
accounted for by discrete polymorphism, in particular a dispersal polymorphism
whereby different phenotypes have large differences in traits. An example of
dispersal polymorphism is when the decision to disperse is delayed, while other
immediately disperse. Many cooperative breeding species display dispersal poly-
morphism in the form of delayed dispersal [97]. The benefits of dispersing allow
the organism to escape competition for resources, but the cost can be reduced fit-
ness from potential mortality during dispersal, or time spent searching for a mate,
acquiring resources, and evading predators [201]. On the other hand, those that
delay dispersal can benefit from diverting more resources into body condition for
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later dispersal, or remaining in the relative safety of a natal patch, or access to
mates if they rise in a hierarchy [98]. With or without dispersal polymorphism,
the main costs of dispersal are paid by decreased fitness from direct mortality
while dispersing, and from lost reproductive success by time spent dispersing, for
example nomads.
We can see that the traits which dispersal can trade-off with are not simple,
easily identifiable features. Much of the non-dispersal traits can be confounded
by other aspects linked with fitness, which implies that empirically identifying
a dispersal trade-offs with a high degree of certainty is tenuous. Identifying a
trade-off in one species does not necessarily imply that the same trade-off can
be found within the same species class, as we have seen with the peppered moth
and Glanville fritillary. When attempting to uncover a dispersal trade-off, such
as within the Glanville fritillary, it is not necessarily absent, but the trade-off
is within some other aspect that we are unaware of, or potentially absorbed by
many traits [12].
Theoretical research in trade-offs
The difficulties in studying dispersal trade-offs empirically means that any evi-
dence is focused in a small collection of study organisms, or is tenuous at best.
Therefore, much of our understanding of how dispersal trade-offs affect popula-
tion dynamics has been progressed through theoretical studies. Much of current
research addresses indirect trade-offs and focuses on the cost of dispersing from
direct mortality [12]. The majority of models have focussed on evolutionary stable
rates of emigration from patches within simulations and meta-population models
[141, 85, 142]. Few studies have examined how the evolution of dispersal is incor-
porated, and less how a trade-off is incorporated into predictions [136, 8, 182, 183].
Non-physical trade-offs that involve decisions by individuals are much harder to
quantify, and thus theoretical predictions about the costs associated with such
behavioural decisions are difficult to test.
Theoretical research in the form of mathematical models have been devel-
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oped to help explain the evolution of dispersal, and associated trade-offs. Early
work by Hamilton and May [72] has shown that dispersal is advantageous to
avoid inbreeding depression, but at the cost of some mortality during dispersal.
More recently, new mathematical models have been developed to assess costs of
dispersal. One form of dispersal trade-offs that has had increasing attention is
that of a dispersal-reproduction trade-off. The probability that dispersal is an
increasing function of the energy associated to traits that aid dispersal is high,
particularly for locomotory apparatus [148]. Despite this, studies often assume a
simplistic approach that some proportion of resources is allocated to a particular
trait with no reasonable justification [94, 17]. Using the framework presented
by Hamilton and May [72], Weigang & Kisdi conducted a study and found that
the shape of any dispersal-reproduction trade-off curve was paramount to de-
termining the evolutionary trajectory of any species [192]. Several studies have
shown that the shape a trade-off curve can indeed have major consequences on
evolutionary dynamics and should be incorporated into theoretical studies [151].
It has also been shown that if a dispersal trade-off does exist, then theoretically
there is a trajectory that, depending on how intense selection is, will always end
in dispersal polymorphism [192, 96]. Therefore, dispersal trade-offs give rise to
evolutionary dynamics that can lead to dispersal polymorphism, which in the con-
text of invasions and range expansions where intense and often rapid evolution
occurs, could play a major role in the dynamics. We have arrived at significant
point, whereby dispersal trade-offs and dispersal polymorphism could potentially
be a key mechanism for successful range expansions and invasions – which are
drastically under studied.
Studies that accept the evolution of dispersal and include dispersal trade-offs
have shown that their inclusion in theoretical models has non-negligible effects on
the population dynamics. Almost all studies which allowed for adaptive dispersal
dynamics showed significant increases in the rate of expansion [137, 136, 55]. Few
studies exist where trade-offs are used within range expansions, but that their
inclusion has dramatic effects. Elliott and Cornell have shown that a simple dis-
persal reproduction trade-off in the form of dispersal polymorphism can increase
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the speed of invasion if dispersal and reproductive abilities are sufficiently dif-
ferent [47, 48]. Theoretical models often predict the speed of invasions or range
expansions to be less than is observed, but almost all studies assume rigid disper-
sal terms [78]. However, when allowing for the evolution of dispersal the trend
indicates that predictions are faster than those of the classical models.
1.5 Species interactions
1.5.1 Inter-specific competition
Species interactions during range expansions or invasions are rarely considered
in studies due to high levels of complexity already present during the process.
If we exclude abiotic dispersal barriers, then competitive interactions from other
species are a simple, and reasonable, explanation for limits to expansion [102]. It
has been shown that range borders where a species is actively competing against
another have stable range borders over ecological time [20, 101]. In Costa Rica,
two genera of tropical song birds, Catharus and Henocorhina, aggressively re-
sponded to calls of the other at the point where their ranges met, resulting in
a stable range for both species [90]. Competition between species is theoreti-
cally predicted to slow invasions if competition is weak enough, and stop them
if strong enough, although investigations are rare [129, 108, 77]. There is evi-
dence of slower invasions as a result of competition in real systems. The cane
tibouchina (Tibouchina herbaceae), is an invasive species on the Big Island of
Hawai’i that quickly occupies areas of open space when they become available
[4]. It was found that when the cane attempted to invade forest communities, the
established species reduced the rate of invasion. The same process has also been
seen in California where native perennials slow the advance of invasive exotic
annual grasses [158]. However, competition does not always slow expansion. In
California resistance from a native ant community did not affect the spread of
Argentinian ants (Linepithema humile).
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1.5.2 Intra-specific competition
Competitive interactions within the same species are more difficult to assess
than those from a competing species. Intra-specific competition is also known as
density-dependence, and is often included within theoretical studies. Many mod-
els include density-dependence in the form of logistic growth for single species
models [166], and Lotka-Volterra dynamics for multi-species models, which in-
clude a combination of intra-, and inter-specific competition [47, 129]. The the-
ory of kin competition implies that in such instances evolution favours dispersal
away from conspecifics to avoid competition with individuals that have the same
alleles [83, 142, 72].
1.5.3 Predator-prey interactions
Interactions between predator and prey, or prey and pathogen/parasites can play
a large role in range expansions. Predator-prey interactions during invasions and
range expansions are often not studied, and thus predictions are not generally
known, but a study by French & Travis has shown that they can influence spread
[54]. Specialist predators or pathogens will naturally have ranges limited by the
distribution of their respective hosts [102]. If a species range expands and over-
laps with another predator, then this has the potential to slow or even stop an
expansion by reducing population growth – and ultimately of the predator too
[84]. Predators or pathogens are also capable of causing an expansion through
selection for dispersal to escape predators, particularly when spatio-temporal dy-
namics become unstable which can select for dispersal [195, 143]. Predators and
pathogens can also reduce local densities, which in turn increases intra-specific
competition, which selects for dispersal [102].
1.5.4 Mutualism
Not all interactions are antagonistic – species that benefit mutually can influence
range expansions. One of the greatest mysteries of expansion is known as “Reid’s
paradox” where Reid could not explain the rapid advance of English oak (Quercus
rober) preceeding the Holocene Ice Age after observing the average dispersal
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distance of seeds falling from their parent trees. The most widely accepted theory,
postulated by Reid, of the rapid rate of expansion is the mutualism between fruits
from the oaks providing sustenance for foraging species, and those uneaten fruits
germinating further from the parent than would drop from the parent tree [144,
25, 24]. Various models incorporating long distance dispersal have attempted to
account for this using fat-tailed dispersal kernels for rarer long-distance events
[136, 25]. However, it must be noted that this is still an open problem, and the
methods used in the solution provided by Clark and colleagues [25] have not been
reliable in making general predictions for the spread of other invasions. This is
in part due to the dispersal kernels requiring accurate parameterisation. Other
examples of mutualisms aiding invasions are many species of plants that only
began spreading after their pollinators arrived [146].
1.6 How range expansions and invasions are mod-
elled
As we have noted throughout this chapter, range expansions or invasions have
complex interacting factors that make empirical experiments difficult and imprac-
tical. Therefore, much of the research is conducted using theoretical methods in
the form of simulation studies, or mathematical models. Using theoretical mod-
els is a more practical method of understanding range expansions, which can
then be used to guide empirical research to test what factors influence expan-
sions more directly. Models of range expansions and invasions have been subject
to study since pioneering work by Fisher and Skellam [53, 166]. In their work,
Fisher and Skellam both found simple mathematical expressions for the speed of
invasion that were dependent on the dispersal and reproductive abilities of the
species. Since their work, recent studies have found that the assumptions from
their original models are too simplistic and do not capture the nuances of the
other factors we have been discussing already. One particularly pertinent issue
for any theoretical study is how dispersal is modelled. Different methods require
particular assumptions, some of which are not valid in every system, resulting in
large variation between methods [78]. Therefore, finding some form of generality
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within predictions remains elusive.
1.6.1 Continuous time and space
The classical approach to investigate invasions has been the use of reaction-
diffusion partial differential equations – PDEs – to model this process in con-
tinuous space and time. The previous work by Fisher and Skellam is an example
of when this approach has been used in the past. This model has been used
alongside empirical data to determine the invasion speeds of musk rats (Ondatra
zibethica) in Europe, cereal leaf beetles (Oulema melanopus) in North Amer-
ica, and the small cabbage white butterfly (Pieris rapae) in North America [5].
However, the predicted rate of spread of leaf beetles was 20 times slower than the
observed speed, indicating that other factors must be influencing the spread. The
rate of invasion of grey squirrels in the United Kingdom has been modelled using
reaction-diffusion equations in a Lotka-Volterra competition framework between
competing grey and red squirrels and an invasion speed was predicted [129]. The
predictions for the invasion speed were close, but it was found that the population
dynamics did not reflect the displacement of the red squirrels, until it was dis-
covered that disease dynamics also played a role [178]. Reaction-diffusion models
also account for the population dynamics, as well as dispersal. These models
can accommodate a variety of different population demographies associated with
growth, such as an Allee effect. It has been shown that Allee effects dramatically
slow the rate of spread [107]. The model used by Elliott and Cornell to model
the invasions of a population with dispersal polymorphism, and more specifically,
a dispersal-reproduction trade-off, is of the reaction-diffusion family [47].
1.6.2 Discrete time, continuous space
Reaction-diffusion models are powerful tools, but are not suitable for all types of
expansions or invasions, particularly if the species has non-overlapping genera-
tions. A more natural model for organisms that have non-overlapping generations
are integro-difference models, which are discrete in time, but continuous in space.
Many univoltine insects fall into this category. The use of parameterised disper-
sal kernels has been used extensively in such models. These models are often
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simplified to one dimension and the landscape is assumed to be homogeneous.
In doing so, dispersal only relies on the distance between parent and offspring.
Therefore, the probability of finding an individual at location x is the sum of the
probabilities of all other locations y that an individual produced at y disperses to
location x [78]. The difference between diffusion models and dispersal kernels is
the generality of the probability distribution. It is in using dispersal kernels that
rare long-distance effects can be included within models in the form of fat-tailed
kernels. However, a serious problem with such kernels is that the rate of spread
is sensitive to the behaviour at the tails of the distribution, where data is often
lacking [78]. The real benefits of such models come from including age structure
of any invading species. It has been shown that when age structure is taken
into account, with periodic and stochastic effects, that invasions are predicted to
be slower than when it is not [125]. Integro-difference equations, like reaction-
diffusion, can also accommodate competitive interactions during invasions, which
is more evidence that competition is predicted to slow invasions – a result that is
robust to changes in modelling framework [77, 108].
1.6.3 Discrete time and space
When developing models, sometimes the available data or information about a
species may not be continuous enough to use either framework above, in which
case discrete time and space models can be used. If the data on an invasion is
collected in discrete time periods for particular locations, such as annually, then
a discrete time and space model would be appropriate. Using discrete instead of
continuous space simplifies the model and makes it easier to analyse and simulate,
especially if sexual reproduction is being investigated. When simulating, a con-
tinuous time and space model that accounts for sexual reproduction can become
undefined when there is no mate present and a division by 0 occurs. The dynamics
of discrete space and time models have been shown to be qualitatively similar to
their continuous time and space counterparts [36]. Although useful for including
sexual reproduction within models, there are few studies which examine discrete
time and space models in the context of invasions, where integro-difference ap-
proaches are commonly preferred. Models of this kind have been used to study
19
Chapter 1. Introduction to range expansion and invasions
predator-prey dynamics while incorporating Allee effects [122].
1.6.4 Meta-population and individual based models
Often the landscape for which a species is invading or expanding into is not
homogeneously suitable, but rather fragmented into favourable or hostile patches.
A natural way to address this issue is by using meta-population models which
treat a species distribution not as a single population, but smaller connected
populations. Meta-population models were first introduced to address habitat
fragmentation by Richard Levins and championed by Hanski [105, 74]. Many
species are expected to live within a meta-population due to anthropogenic land
use, and changing climatic conditions [74]. Meta-population models are incredibly
versatile, able to account for changes in sexual systems, include environmental
and temporal heterogeneity, account for evolution through adaptive dynamics,
and include interactions – all of which cover the majority of heterogeneity within
dispersal and life histories [102, 175, 73]. However, the versatility of these models
lack the simplicity that mathematical models can achieve. Each situation must be
parameterised for the species and environment, so any conclusions are restricted
to the scenario being investigated. These models are often simulated and therefore
can only illustrate how scenarios are likely to end without informing us which
parameters are important. Whereas through mathematical analysis, we can find
which parameters are likely to govern the behaviour of the model, and under
which values these parameters take. However, methods to study meta-population
models have been developed [130]. Meta-population models have been used to
model range expansions, whereas invasions are more commonly modelled using
mathematical models. Meta-population models can be used to investigate the
rate of expansion while accounting for other demographic features, and has been
successful in many cases. It has been shown through meta-population models
that the silver spotted skipper butterfly is expected to expand its range [175, 39].
Individual based models (IBMs) have been used to investigate rage expan-
sion in a similar way to meta-population models. The difference between these
approaches is that IBMs track individuals, whereas meta-populations consider
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the populations. IBMs have the same benefits and downsides as meta-population
models in that they are versatile, but lack the simplicity that mathematical mod-
els can deliver. IBMs are popular alternatives to meta-population and mathe-
matical models because individual variation can be captured. These models have
been used extensively to model range expansions [182, 45, 17, 179].
1.7 Overview of this thesis
We have introduced the motivations for studying range expansions and invasions
along with key processes that determine their success and expansion rates. We
have found that both the evolution of dispersal and dispersal trade-offs have
had large impacts on the studies they have been included in, but rarely are
they invoked in the study of invasions. Furthermore, no general theories exist
that provide predictions for the effects that evolutionary consequences have on
invasions. We shall aim to address the areas that are least understood, that is,
how the evolution of life history under a trade-offs and dispersal polymorphism
can affect range expansions and invasions, with a particular focus on the rate of
advance.
1.7.1 Chapter 2
Previous research by Elliott & Cornell has shown that a dimorphic species that is
under a dispersal-reproduction trade-off can give rise to faster invasions – known
as “anomalous invasion speeds” [47]. However, in nature there are likely to be
more than two phenotypes within a population. A natural question to ask is what
happens when there are more than two? Will we still see anomalous invasion
speeds? If so, what contributions do we expect from the other phenotypes?
Are there any general predictions we can make from mathematical analysis? In
this chapter we shall generalise this results from two phenotypes – later referred
to as strains – to a general degree of polymorphism with N strains. We shall
use a deterministic model that is homogeneous in time and space to derive the
speed of invasion of the species, and conditions under which these faster speeds
are realised. We shall show that all of the results from [47] hold for the N -strain
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case, and that 2-strains is a special case. Furthermore, that in an N -strain system
the invasion speed is determined by at most 2 strains within that population,
while the remaining strains do not contribute to the speed. We shall also derive a
geometrical argument that illustrates that the shape of the dispersal-reproduction
trade-off curve determines whether faster invasion speeds are realised.
1.7.2 Chapter 3
Chapter 2 examined the case when a species invades vacant favourable habitat,
but this is often not the case in nature. A species is more likely to encounter
a competitor while invading, but what effect would this have on a polymorphic
population? Would anomalous invasion speeds still occur? If so, does the resident
affect the invasion speed like it does in other studies? Does polymorphism aid,
or hinder invasion? In this chapter we seek to extend the previous results to
the case when a competitor species is resident where the polymorphic species is
invading into. We use the same deterministic model as in chapter 2, but modified
to accommodate the resident and restrict polymorphism to the dimorphic case.
We shall derive conditions for each species to invade the other, and show that
anomalous invasion speeds are still attainable in the presence of a resident. We
will also show that anomalous invasion speeds still persist even when one of the
effects of the resident is to cause one of the strains to have negative growth.
1.7.3 Chapter 4
We stressed throughout the introduction that empirical evidence for dispersal
trade-offs is lacking. Therefore, we would like to ask: does the information in the
literature support theoretical predictions that dispersal trade-offs exist? If so,
are there any predictors that indicate where we might find them? Do some traits
have stronger trade-offs than others? To answer these questions, we shall conduct
a systematic review of the literature for studies which have data that can be used
to determine the existence of dispersal trade-offs and conduct a meta-analysis on
these data to derive a conclusion. Through this, we will also gain an indication
of how current research on trade-offs is conducted, such as organisms used, what
conditions experiments are conducted under, the sex of the individuals used. We
22
Chapter 1. Introduction to range expansion and invasions
will find that evidence for dispersal trade-offs does exists, furthermore, we shall
find that the factor that consistently determines whether a trade-off is present is
physical investment in dispersal apparatus. We will also show the contributions to
the trade-off from fitness, sex, species class, climate conditions and environmental
lineage.
1.7.4 Chapter 5
Finally, we will further investigate how robust anomalous invasion speeds are by
changing the reproduction method from clonal, to sexual. Species that reproduce
clonally and those that reproduce sexually have very different systems for passing
genes to the next generation. A natural question is then, does the reproductive
change stop the expression of anomalous invasion speeds? If they still persist, then
what affect does genetic recombination play? We answer these questions with a
discrete time and space model that examines a diploid species that experiences a
dispersal-reproduction trade-off through gene expression of different alleles. Each
homozygote will be either strong at dispersal, and weak at reproducing, and vice
versa. We shall then investigate the effect that the heterozygote has when there is
dominance for either trait, has the strengths of both homozygotes, the weakness of
both homozygotes, and an intermediate of either trait. We will also establish that




Anomalous invasions speeds of
highly polymorphic populations
2.1 Introduction
We shall begin this thesis by investigating the invasion of empty habitat by a
polymorphic species which experiences a dispersal reproductive trade-off. Clas-
sic work by Fisher and Skellam suggests that, after a transient period, invasions
should proceed at a constant speed that is determined primarily by dispersal and
population growth rate [53, 166]. While their model makes many simplifying as-
sumptions — deterministic, logistic population growth with dispersal represented
by Brownian motion — in theory their results should give a robust first approxi-
mation for invasion by a single monomorphic species – i.e. where all individuals
have the same traits – with short-range dispersal into uniform habitat where lo-
cal populations are not too small [200]. However, empirical invasions often do
not conform to these theoretical predictions. For example, after the last glacial
period tree species colonised Europe much more rapidly than predicted by short-
ranged dispersal (the so-called “Reid’s paradox”, [166]), and cane toads (Rhinella
marina) are advancing in Northern Australia at an accelerating rate, rather than
at a steady speed [137, 144].
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One possible reason for the departures from Fisher and Skellam’s results is
that real species contain multiple strains which can mutate and evolve. Dispersal
polymorphism in particular has attracted much interest, as higher dispersal ability
confers a clear advantage when colonising new habitat. Empirical data suggest
that newly established populations contain individuals with elevated dispersal
capabilities [164, 55], and the accelerating cane toad invasions are accompanied
by an evolution of dispersal-related traits such as leg length [137]. The tendency
of more dispersive strains to be found at the vanguard of an invasion has been
dubbed “spatial sorting” [159].
However, invasions depend on population growth as well as dispersal. A
higher investment in dispersal ability can imply a lower investment in traits re-
lated to reproduction [155], and a sufficiently strong trade-off could reverse spatial
sorting — a highly dispersive strain cannot contribute to the invasion if it is infer-
tile. Moreover, such a trade-off can itself give rise to very unexpected behaviour.
Elliott and Cornell showed that, if a species exists in two strains (one a supe-
rior disperser, and one more fecund), then it can invade at a significantly faster,
“anomalous”, speed than would be predicted for either strain in isolation [47].
Simulation studies show that accelerating speeds can occur in the presence of a
dispersal-fecundity trade-off [17], but there is currently no theory that predicts
the biological conditions under which different invasion scenarios (e.g. spatial
sorting, constant or accelerating speed, etc.) would be expected for polymorphic
populations.
Here, we shall develop a theory for invasions by a species consisting of many
strains, in which there is a trade-off so that strains with higher per-capita popula-
tion growth rate have lower dispersal. We will show that the shape of the trade-off
curve critically determines whether the invasion speed continues to accelerate or
approaches an asymptote. The trade-off curve also determines whether the in-
vasion speed equals that of one of the constituent strains, or whether the speed
is anomalous, i.e. is faster than any single strain on its own. We will derive a
geometric approach to illustrate the dependence of the speed of invasion on such
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a trade-off. In all cases, we shall find that the asymptotic speed is determined by
the traits of at most two of the constituent strains. We find that spatial sorting
does not occur in all cases — for example, the most dispersive strain does not
necessarily lead the invasion — and that the invasion speed is not necessarily
determined by the most dispersive or the most fecund strain, or the one which,
in isolation, would invade at the fastest speed. Our model is simple but generic,
so our results should be a good qualitative description of the outcome of invasion
in a wide range of biological systems.
2.2 Mathematical analysis
We shall extended the spatially explicit Lotka-Volterra partial differential equa-
tion model used in Elliott and Cornell [47] from 2 strains to the general case of
N strains. The model is temporally and spatially continuous and homogeneous.
We will only consider explicitly one spatial dimension, since the homogeneity
of spatial conditions would produce an identical result in two or higher dimen-
sions. We consider a haploid species that is polymorphic at one locus, where
each genotype is expressed as a distinct phenotype. Each phenotype then differs
in its dispersal, reproductive, and intraspecific competitive traits. We assume
density independent birth and that mortality is affected by intraspecific density
dependence. The population reproduces asexually with a constant proportion
mutating at birth from their parental genotype into another genotype. Diffusion
is modelled by Brownian motion. We henceforth refer to the distinct genotypes














Mutation dynamics from population i





µijni, ∀i ∈ S,
(2.1)
where the elements of the set S ≡ {1, 2, ..., N} label the strains within the pop-
ulation. The quantities ni, ri, and Di denote respectively the population den-
sity, intrinsic per-capita population growth rate, and diffusion constant for strain
i ∈ S. The intraspecific competition term Cji describes the competitive effect of
strain j on strain i. A fraction
µij
ri
of all offspring of strain i mutate at birth into
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strains j. All parameters are assumed to be positive in order to be biologically
relevant or, for the case of Cji, so that intraspecific interactions are competitive
rather than cooperative.
We shall consider a population in which all strains initially coexist in the
semi-infinite landscape x < 0 and subsequently invade unoccupied habitat x > 0.
If each strain is present in the landscape in isolation – which would require µij = 0
– the classic result for the predicted invasion speed cmi = 2
√
Diri will hold, where
cmi is the monomorphic speed of strain i [53, 47]. From here on, we shall only
discuss the case when all strains coexist – which requires that at least some of
the mutation rates are non-zero.
We are interested in the case when all strains coexist and invade empty
habitat, therefore we shall examine only those two hyperbolic equilibrium points:










ι ∈ RN+ , ι ∈ {trivial,non-trivial},
where subscript + denotes positive solutions. Note that the general system of
spatially uniform equations has more than the aforementioned two equilibrium
points which we do not examine. We are also only interested when these solu-
tions are positive since they are associated to population densities – if these were
negative then we would have negative population densitites, which have no bio-
logical relevance. We will follow the wave propagation technique described in van
Saarloos [186] to calculate analytical predictions for the invasion speed. First we
linearise equns. (2.1) around the unstable equilibrium point n∗trivial = 0, which









µjinj, ∀i ∈ S, (2.2)
where r̃i = ri −
∑N
j∈S\{i} µij. Note that the linearised system contains the pa-
rameters for dispersal, fecundity and mutation, but not intraspecific competition.
Note also that the linearised system is co-operative, i.e. all strains have a positive
effect on all other strains, while the non-linear system is strictly non-cooperative,
since in equn. (2.1) intraspecific competition negatively impacts the other phe-
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notypic populations. We can then substitute the ansatz
nι ∝ exp(−i(ω(k)t+ kx)), k, ω(k) ∈ C, ∀ι ∈ S,
into (2.2), where above i =
√
−1, and ω(k) and k are the dispersion relation
and wave number respectively. It should be noted that, for biologically relevant
solutions, k must be purely imaginary — otherwise solutions close to 0 would
oscillate, producing negative population sizes. We then make the substitution
λ(q) = iω(k) and k = iq where q, λ(q) ∈ R, which will simplify the algebra. If we
then drop the tildes from r̃i and make the simplifying assumption that µij = µ,




2 + r1 − λ(q) µ · · · µ
µ D2q





µ µ · · · DNq2 + rN − λ(q)

∈ RN×N .
This then reduces to an eigenvalue problem which must solve the equation
MN = 0,





2 + ri − λ(q)
)
= O(µ2). (2.3)
Since the RHS of equn. (2.3) approaches zero as µ→ 0, we deduce that at least
one of the terms within the product must be small when µ is small, therefore,
without loss of generality we let
ε = Dlq
2 + rl − λ(q) and lim
µ→0
ε = 0, l ∈ S, (2.4)
where ε  1 for some fixed l. We can then substitute equn. (2.4) into equn.
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q2ψil − ϕil + ε
)
= O(µ2) (2.5)
where ψil := Di −Dl and ϕil := rl − ri for l ∈ S and i ∈ S\{l}. Upon inspection




εN−1 + εN−2f1(q) + ...+ εfN−2(q) + fN−1(q)
, (2.6)
where fp(q) with p = 1, 2, ..., N − 1 is some function comprised of the ψil, ϕil,






which implies that ε → 0 as µ → 0 ⇐⇒ fN−1(q) 9 0, and we will retrieve the
approximate invasion speeds given by Fisher and Kolomogorov et al. [53, 99].
However, if fN−1 → 0 as µ → 0, then we must investigate further. To do so,
we shall return to equn. 2.5 and use the method provided by van Saarloos [186],
where the invasion speed can be determined by the critical point at which the
phase velocity – the rate at which the phase of the wave travels through space –
and the group velocity – the velocity at which the amplitude of the wave travels –
of the wave are at parity. This is a standard technique for determining spreading
rates of homogeneously stable states into unstable states, which is a reasonable
assumption for an invasion. This is an appropriate technique to use since any
invasion of this type will have a group velocity and phase velocity at parity i.e.
















where = denotes imaginary parts. Further details can be seen in [186]. We first
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q2ψjl − ϕjl + ε
)) . (2.9)
We then substitute equn. (2.9) and equn. (2.4) into equn. (2.8) and take the
appropriate derivative with respect to q which gives
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for l ∈ S and i ∈ S\{l}, where q is the spatial frequency used to define the wave
speed when µ → 0. We then substitute equns. (2.11) into equn. (2.8) and find











(rl − ri)(Di −Dl)
, (2.13)
for l ∈ S, and ∀i ∈ S\{l}, where cml is the monomorphic speed of any strain,
and cdli is the dimorphic speed given by any 2 strains – hereby referred to as the
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is satisfied, which is the same result as found by Elliott and Cornell [47]. This
means that the strain with the higher population growth rate out of l and i
must have the lower dispersal ability, i.e. there must be a trade-off between
dispersal and fitness. An important observation is that all other strains within
the population do not contribute towards the predicted invasion speed.
In order for the above solutions for q and cdli to represent the true behaviour
of the system as µ → 0, we need to verify that both q and cdli are real when µ
is small but non-zero. This must be verified to ensure that around the steady
state — n∗trivial = 0 — there are no oscillations, otherwise the population would
become negative, and not biologically consistent. To do this, we examine the
neighbourhood around µ = 0 using a perturbative approach. Let us now fix l
again as before, and also m, such that we have a fixed value for q. We can now





+ δ(µ), l ∈ S, m ∈ S\{l}, (2.14)
where ψml := Dm − Dl and ϕml := rl − rm, and limµ→0 δ(µ) = 0. We then
substitute equn. (2.14) into equn. (2.10) and divide by ε to give the expression
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, ∀i ∈ S\{m, l}. We should also
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note, generally, that
ξi + δψil + ε =

ε, for i = l
δψml + ε, for i = m,
ξi + δψil + ε, otherwise
∀i ∈ S. (2.16)































From here we can see that δ
ε
→ O(1) as µ → 0, which in turn, implies that
δ = O(ε). To determine the conditions under which q is real we substitute equn.















ξj + δψjl + ε
)(


























ξj + δψjl + ε
)(
ξk + δψkl + ε
) +O(µ).
(2.19)
Notice that many of the terms above include δ, ε, or µ, which then implies that
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which informs us that ε
µ
= O(1) in the limit as µ → 0, which in turn, implies








rlDm + rmDl − 2rlDl




Notice again that this condition is dependent on the traits of only two of the
constituent strains within the population. For biologically relevant solutions,
that is, q to be real, we require ε
µ


























must be satisfied. However, since ri > 0, and Di > 0, ∀i ∈ S, then (2.23) can






> 0 is automatically
satisfied and we have a stronger condition for q, and likewise cdlm, to be real.
This is the same form of the conditions required for q and cdlm to be real as was
found for the two strain case by Elliott and Cornell [47]. The conditions for cdlm
require that both the dispersal and the growth rates for the two strains differ
sufficiently – a topic we shall later address in section 2.4.
2.3 Numerical experiments
In the previous section we predicted analytical invasion speeds, but have no math-
ematical proof that the invasion will advance at any of the predicted speeds.
Therefore, we use numerical experiments to simulate the invasion and to de-
termine if the observed speed is indeed any of those which we have predicted.
Experiments were conducted in MATLAB 2014a [115] using a finite difference θ-
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method with θ = 1
2
— otherwise known as the Crank-Nicolson scheme [34]. The
invasion speeds were calculated by recording 100 time points over the total tem-
poral period and noting the spatial coordinates of the midpoint of the population
density invasion front. The speed between each temporal point was calculated —
speed = distance
time
— and an average of those speeds were taken. The results were
compared with the analytic predictions and were found to be accurate within the
error bounds of the numerical scheme and discretisation steps.
To test our theory we shall use a species that consists of 5 strains. We
have selected r and D parameters such that each strain invades at the same
monomorphic speed, but some of the dimorphic speeds are faster. Since our
linear predictions for invasion speeds did not involve intraspecific competition
coefficients we shall let these be neutral and equal. Finally, our solutions are
valid in the limit as µ → 0, therefore we shall allow µij = µji = 0.001. The
parameters for simulations are given in table 2.1 unless otherwise stated.
Table 2.1: General parameter values used within numerical simulations given in
figure 2.1
Descriptor Symbol Values
Spatial step size ∆x 0.1
Temporal step size ∆t 0.1
Total landscape size L [0,35000]
Total temporal period T 10,000
Dispersal coefficients (D1, D2, D3, D4, D5) (8.5, 8, 4.5, 3, 0.5)
Per capita growth rate (r1, r2, r3, r4, r5) (0.05, 0.3, 0.45, 0.8, 0.85)
Mutation rate µ 0.001




Boundary conditions ∂L ∂ν(T,L)
∂x
= 0, ν = {vi}
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2.3.1 5 strain species
Our numerical experiments have shown that a species with 5 strains invades at
the same predicted speed as that containing only the 2 that contribute towards
the dimorphic speed in equn. (2.12). Fig. 2.1 panel a gives an example of a
species consisting of 5 strains, where the invasion speed is higher than any of
the monomorphic speeds but the same as for a species containing only strains
2 and 4 (panel b), which are the strains whose traits give the highest value of
the dimorphic speed cdij in equn. (2.13). Thus, while an anomalous invasion
implies a synergy between two strains (benefiting from the growth rate of a more
fecund strain and the dispersal ability of a more dispersive one), this synergy
does not extend beyond more than two strains. Moreover, one might expect that
the vanguard strains would be the most dispersive and the most fecund, so that
the population as a whole benefits from the highest diffusion constant and the
highest population growth rate. However, it turns out that this need not be the
case. In the example shown in fig. 2.1, the fastest dimorphic speed cdij – and thus
the invasion speed for the 5-strain species – is that for strains 2 and 4 (panel b),
whereas strain 1 is the most dispersive, and strain 5 has the highest population
growth rate, where both together (panel c) are slower than strains 2 and 4. A
summary of the predicted and calculated speeds can be seen in table 2.2.
Table 2.2: Invasions speeds predicted from analytical solutions and calculated






5 strains 3.478 3.345
strains 2 & 4 3.478 3.387
strains 1 & 5 2.841 2.7825
strain 2 in isolation 3.09 3.051
5 strains mutation only
between neighbouring strains 3.478 3.366
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2.3.2 Mutation between neighbouring strains
We have found that invasion speeds do not depend on the relative values of
the mutation rates, even if some mutation rates are zero (provided the system
does not factorise into independent subsets of strains between which mutation
is impossible). In particular, the invasion speed is the same for a system with
“universal” mutation (µij = µ for all i and j) as for “nearest neighbour” mutation
(µij = 0 unless |i − j| = 1) (fig. 2.1 e). This means that our results should not
only apply to species with a small set of discrete strains but also extend to the
case of a very large, effectively continuous, set of strains where the traits can only
mutate by small amounts at each generation.
2.3.3 Non-neutral interactions
We have seen that our analysis predicts that the invasion speed is determined by
the dynamics at low densities, and is therefore independent of the competition
coefficients Cji. We should, therefore, obtain the same anomalous speeds, whether
or not the strains coexist within the range core – i.e. at the stable equilibrium.
Parameter values for these simulations are shown in table 2.2 and results are








The interaction matrix thus represents a three-strain species, where strain 2 out-
competes both strains 1 and 2 in the range core. fig. 2.2 shows that the invasion
speed of a three-strain species (panel a) is given by the anomalous speed for
strains 1 and 3 (panel b), even though these are both out-competed by strain 2
in the range core. This shows that strains that are very rare in the range core of
the species can still determine the invasion dynamics of the species.
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Figure 2.1: 5 different cases of polymorphic invasion into unoccupied habitat.
Panel a: all 5 strains are present within the population, with equal mutation
rates between all strains. Panel b: species contains only the two vanguard strains
from panel a (strains 2 and 4), giving the same invasion speed as the 5-strain
species in panel a. Panel c: 2-strain species consisting of the most dispersive
and most fecund strains (strains 1 and 5). Invasion speed is anomalous (faster
than either strain in isolation, not shown) but slower than for panels a and b.
Panel d: species contains only the strain with the fastest monomorphic speed
(strain 2), which is slower than cases a and b. Panel e: same 5 strains as in
Panel a, but with mutation only between neighbouring strains (|i − j| = 1),
showing that the invasion speed is the same as for universal mutation as shown
in a. Parameters: Strain 1 (blue) (D, r) = (8.5, 0.05); Strain 2 (orange) (D, r) =
(8, 0.3); Strain 3 (yellow) (D, r) = (4.5, 0.45); Strain 4 (purple) (D, r) = (3, 0.8);
Strain 5 (green) (D, r) = (0.5, 0.85). Time snapshots taken at t = 6000 (solid
lines); t = 8000 (dashed lines); t = 10, 000 (dotted lines). Simulations were run
with other parameters set as Cij = 1, µij = 0.001 or zero depending on whether
mutation is universal or nearest neighbour.
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Table 2.3: General parameter values used within numerical simulations given in
figure 2.2
Descriptor Symbol Values
Spatial step size ∆x 0.1
Temporal step size ∆t 0.1
Total landscape size L [0,35000]
Total temporal period T 10,000
Dispersal coefficients (D1, D2, D3) (8.5, 4.5, 3)
Per capita growth rate (r1, r2, r3) (0.05, 0.45, 0.8)
Mutation rate µ 0.001
Boundary conditions ∂L ∂ν(T,L)
∂x
= 0, ν = {vi}




















































Figure 2.2: Strains that are outcompeted at equilibrium can still generate anoma-
lous invasion speeds. Panel a: Invasion by 3-strain species. Strain 3 dominates
the core while strains 2 and 4 are present in low numbers, but strain 4 leads the
invasion. Panel b: Species consisting only of strains 2 and 4 invades at the same
anomalous speed as the 3-strain species shown in panel a. Species consisting only
of strains 2 and 3 (Panel c) or strains 3 and 4 (Panel d) invade more slowly than in
panel a and b. Parameters: Strain 2 (orange) (D, r) = (8, 0.3), Strain 3 (yellow)
(D, r) = (4.5, 0.45), Strain 4 (purple) (D, r) = (3, 0.8). Time snapshots taken at
t=4,000 (solid lines); t=6,000 (dashed lines); t=8,000 (dotted lines). Simulations
were run with a competition matrix Cji = [1, 1.25 0.8; 0.8, 1, 0.8; 0.8, 1.25, 1],
µij = 0.001∀i, j. Log density is shown so that low population densities are visible.
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2.4 Invasion speed determined by r-D trade-off
We have seen that many dimorphic speeds are possible, and our previous results
have alluded that the values of both r and D are important. In nature any
investment in dispersal must be accompanied by a trade-off with another trait.
Trait values are continuous in nature, therefore we can then construct trade-off
curves in r − D space to illustrate the relationship. Since we assume a r − D
trade-off, we should expect that the structure of such a curve should determine
the invasion speed, we then construct some hypothetical curves that illustrate the
a selection of scenarios. This allows us to predict the invasion speed for a species
with a continuous set of strains.
2.4.1 Monomorphic speed
To predict a monomorphic speed, we assume that each strain has a unique phe-
notype determined by r and D, and that there is a trade-off between r and D so
that r(D) is a decreasing function of D. The invasion speed, after a sufficiently
long time, will again be given by the largest permitted value of cmi and cdij cal-
culated using equns. (2.12, 2.13, 2.24) for all strains, and pairs of strains of the
species. It turns out that these equations have a geometric interpretation and
that the invasion speed depends, in a simple way, on the shape of the r(D) curve.
In particular, the existence of an anomalous invasion speed is determined by the
curvature of the trade-off curve.
We first consider the possible monomorphic speeds for this species. Eqn
(2.12) shows that the strain with the highest value of r(D)D has the fastest
monomorphic speed. fig. 2.3 illustrates the range of scenarios. If r(D)D diverged
at high or low D, then we would expect the invasion speed to increase without
limit. This could imply that D evolves to ever higher values (fig. 2.3 a dotted
curve) or ever lower values (fig. 2.3 b, solid curve). However, for real species
any strain will have finite values for r(D) and D, so there will be a maximal
value for these traits. Depending on the details of the relationship, the fastest
monomorphic speed could be the one where D takes the highest (fig. 2.3 a,c) or
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lowest (fig. 2.3 b) of its possible values, or an intermediate value (fig. 2.3 d). This
will only be the ultimate invasion speed for the species, however, if it is greater
than the fastest valid dimorphic speed.
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Figure 2.3: The shape of the curve of D × r(D) as a function of D determines
the fastest monomorphic invasion speed, and therefore the asymptotic invasion
speed when there are no faster anomalous speeds. If the trade-off is such that
D × r(D) could grow without limit, either at high D (Panel a dotted curve) or
low D (Panel b dotted curve), then the invasion would accelerate without limit.
If r(D) and D are restricted to a finite range of values (solid curves), the invasion
speed approaches an asymptotic value given by the strain with the highest value
of D× r(D) (red crosses). In many cases, particularly when the D× r(D) curve
has positive curvature, this will be the strain with either the highest (Panels a, c)
or the lowest (Panel b) values of D. However, if the D× r(D) curve has negative
curvature then the fastest speed could be that for a strain with an intermediate
value of D.
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2.4.2 Dimorphic speed
Turning now to dimorphic speeds, we find the discussion is simplified by a geo-
metric interpretation (see Appendix A) of equn (2.13), illustrated in fig. 2.4. The
dimorphic speed for two strains is equal to the monomorphic speed for a “virtual”
strain, which lies at the midpoint (green triangles in fig. 2.4) of the straight-line
segment joining the two axes – dotted line in fig. 2.4 – and passing through the
points representing the two strains – blue circles in fig. 2.4 – in r(D)-D space.
If the virtual strain lies between the two real strains, then conditions (2.24) are
met and this is a valid dimorphic speed (figs. 2.4 a,c,e,f); otherwise, this is not a
valid dimorphic speed for the species.
Therefore, if the trade-off curve is a straight line (fig. 2.4 a,b), then all
pairs of strains have the same virtual strain – and therefore the same dimorphic
speed – whether or not the trade-off curve encompasses this virtual strain, when
the fastest possible speed will be the fastest monomorphic speed among the con-
stituent strains. On the other hand, if the trade-off curve has positive curvature,
fig. (2.4 e), then the virtual strain for any pair of strains either lies below the
trade-off curve, or does not lie between the two real strains. In that case, none
of the valid anomalous speeds are faster than the fastest monomorphic speed for
the species. In both of these cases, the ultimate invasion speed will be the same
as the monomorphic speed for the fastest strain in isolation.
However, if the trade-off curve has positive curvature (fig. 2.4 c,d), then
the line segment joining the two most extreme strains will lie above the trade-off
curve. If the range of r(D) and D values is wide enough that the corresponding
virtual strain lies between these extreme strains (fig. 2.4 c), then this will have
the fastest dimorphic speed, which will be faster than any of the constituent
monomorphic speeds. However, if the range of r(D) and D values are not wide
enough (fig. 2.4 d), the species will invade at the fastest monomorphic speed. In
the former case, the invasion will follow the anomalous speed when the vanguard
strains have the highest r(D) and the highest D. A further possibility is that the
curvature of the trade-off curve is positive in some places and negative in others
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(fig. 2.4 f), for example if the trade-off is more acute at more extreme values . In
this case, the vanguard strains will be the ones where the line connecting them
is tangential to the trade-off at both points, which will not represent the most
extreme traits in the species (similarly to what was found in fig. 2.1 for a species
with a discrete set of trait values).
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Figure 2.4: The geometry of the D-r(D) trade-off determines which anomalous
speeds, if any, give the eventual invasion speed for a species comprising a con-
tinuum of strains. Solid lines represent the trade-off curve between D and r(D).
Dotted lines are chords that pass through points on the trade-off curve and termi-
nate at the axes. Green triangles are the midpoint of these chords, and represents
the “virtual strain” for any two strains that the chord passes through (see section
2.4.2). Blue points represent two particular strains of the species. The highest
invasion speed in each case species is given by 2
√
D+r+, where D+ and r+ are
evaluated at the red crosses. Panels a,b: for a straight-line trade-off, all pairs of
species have the same chord and therefore the same virtual strain. In Panel a the
virtual strain is a constituent of the species, but not in Panel b. In Panel c the
virtual strain for the two extreme strains (blue circles) lies between them, and
since the trade-off has positive curvature the virtual strain has a faster speed than
any single constituent. In Panels b and d the virtual strain does not lie between
any pair of points on the trade-off curve, so this does not yield a valid anoma-
lous invasion speed. If the trade-off has negative curvature (Panel e) there are
valid anomalous speeds, but none of their virtual strains lie above the trade-off
so the asymptotic invasion speed is the fastest constituent monomorphic speed.
In Panel F the chord is tangential to the trade-off at the two blue points, and
since the whole trade-off curve lies below this chord the corresponding anomalous
speed is faster than any other monomorphic or dimorphic speed for this species.
This shows that the vanguard strains are not necessarily the ones with the high-
est values of r(D) or D. We show further in the Appendix A that the vanguard
morphs do not necessarily have the highest value of r(D)D either.
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2.5 Discussion
We have presented a general theory for invasions by a species where dispersal abil-
ity varies among lineages and trades off against fitness. In many cases, invasions
advance at the same rate as if the population was made up of the single strain
that has the highest monomorphic speed. However, if the dispersal-growth curve
has positive curvature, and extends over a wide enough range of dispersal rates,
then an anomalous invasion speed occurs which is faster than that for any single
constituent strain, but depends only on the traits of two “vanguard” strains. The
vanguard strains need neither be the most dispersive nor the most fecund. If
the growth or dispersal ability can take arbitrarily large values (which is unlikely
for any real species) then the invasion front could accelerate continuously rather
than approaching an asymptotic speed. The invasion speed is insensitive to the
mutation rates between strains or the details of inter-strain competition, and
anomalous speeds can even be caused by strains that are outcompeted at equi-
librium (fig. 2.2). Previous simulation studies suggests that evolution at range
fronts should select for the most dispersive strategies [181, 161, 135, 55], but we
show that this need not be the case. For example, in fig. 2.1 the invasion is led
by the most dispersive (at the very forefront of the wave) of the vanguard strains,
which is not always the most dispersive of all the strains.
We noted in section 2.2 that a proof that the system described in equn. (2.1)
is linearly determined. The main result of Girardin’s [62] work is that the invasion
speed of the system is determined by the linear prediction, and furthermore,
the invasion speed is given by the Perron-Frobenius eigenvalue of the system –
the eigenvalue associated with the fastest speed. The results of Girardin give
our findings greater weight that anomalous invasion speeds are possible, and are
determined by the shape of the r −D trade-off curve.
It is important to note that anomalous speeds persist even when the mutation
rates between strains are vanishingly small (i.e. in the limit µij → 0). This is
surprising because, when the mutation rates are strictly zero, anomalous speeds
do not occur and the strains invade independently at their monomorphic speeds
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– or not at all, if they are outcompeted in the stable equilibrium [47]. However, a
small amount of mutation, combined with exponential growth, is sufficient for the
different strains to keep up with each other during the invasion and participate in
the invasion. Other systems with anomalous invasion speeds are characterised by
strongly co-operative interactions between strains, i.e. each strain has a strongly
positive effect on the other [193, 194]. In our system, mutation is the only co-
operative interaction between strains, so our case is unusual because anomalous
invasion speeds exist even when cooperation (i.e. mutation) is vanishingly weak.
Our results predict that invasion dynamics depend critically on the curva-
ture of the trade-off curve between dispersal and population growth rate, but
while the existence of such trade-offs has been established [86, 66, 91] their shape
has not been quantified empirically in much detail. This trade-off arises from
the organism diverting resources either to dispersal or to reproductive success,
but the rates describing these abilities depend on the details of the organism’s
anatomy and physiology so the trade-off curve could in principle take many differ-
ent shapes. One plausible assumption would be that the organism’s reproductive
success is proportional to the energy diverted to reproductive organs, and the dis-
tance of each dispersal event is proportional to the energy diverted to movement
organs, which would imply a straight-line trade-off between fitness and dispersal
distance. However, while population growth rate is directly proportional to fit-
ness, the diffusion constant is proportional to the square of the dispersal distance,
which would imply that the D(r) curve would be a parabola with positive curva-
ture. On the other hand, diminishing returns would imply that an incremental
improvement in one trait comes at a much greater cost when that trait is at the
higher end of its range of possible values, which would suggest a trade-off with
negative curvature (e.g. fig. 2.4 e) or possibly a more complex curve such as
in fig. 2.4 f. Anomalous speeds could also occur when the trade-off curve has
positive curvature, provided the species exists in distinct morphs, such as wing
dimorphic crickets, so that the trade-off is not a single continuous curve – and
that the virtual strain with the fastest invasion speed lies between different seg-
ments of the trade-off curve. Thus, while anomalous speeds can be expected in a
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wide range of scenarios, to predict the species in which they occur we would need
more detailed measurements of the trade-offs between dispersal and reproductive
fitness than are currently available – something we address in chapter 4.
We should note that the system of equations (2.2) has several Fourier modes
that are unstable, and as such we have several q values that each have different
linear spreading velocities. For the linearised system (2.2), the predicted invasion
speed would be the fastest of these velocities [186], but it should be noted that
this is not necessarily the case for the fully non-linear system (2.1). However, it
has since come to our attention after producing this work that a proof has been
derived that the linearly predicted speed is indeed the speed that the invasion
will invade at [62].
Our model may be simple and generic, but we expect the predictions to ap-
ply in a wide range of scenarios. Similar anomalous invasion speeds are expected
if space and/or time are discrete rather than continuous [48]. We used Brownian
motion to model dispersal (i.e. assuming dispersal comprises many very short
steps), but the analysis and our predictions would be similar if dispersal followed
a jump process with thin-tailed (exponentially bounded) dispersal kernels. At
first sight, our theory would appear not to apply to the case of dispersal with
fat-tailed (i.e. not exponentially bounded) dispersal kernels, which have been
used to describe dispersal combining local movement and long-distance events
[25, 24, 100]. Such kernels have been shown to predict accelerating invasions
rather than a travelling wave of constant speed, such as those in the Cane Toad
invasion in North-Western Australia [136]. However, it has been shown that fat-
tailed dispersal kernels can describe a population of individuals, each performing
Brownian motion but with a distribution of diffusion constants [134], which is
equivalent to the dispersal polymorphism we discuss in this paper. If the pop-
ulation growth rate is independent of the diffusion coefficient – as assumed in
Petrovskii et al. [134] – the r(D) trade-off curve will resemble fig. 2.3 a, and our
theory does indeed predict accelerating invasions. However, if the more dispersive
strains have a lower population growth rate, then our theory predicts that the
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invasion could follow an asymptotic constant invasion speed determined by the
shape of this trade-off. This shows that it could be misleading to characterise
a species by a single dispersal kernel, without considering whether intrinsic dis-
persal ability or reproductive ability might differ among individuals. We expect
a more complex theory is needed to account for other factors such as non-linear
diffusion or landscape heterogeneity, but our results constitute the first steps in
this direction.
Our model assumes a haploid species, but we predict our theory to hold in
any species where offspring inherit their strain (with rare mutation) from only one
parent when population densities are low. The theory should apply for microbes
as well as self-fertile plants, but cannot be simply extended to obligate sexually
reproducing species with recombination where the population dynamics at low
densities are non-linear. Our theory is deterministic, but we expect it to describe
species where local carrying capacities and/or mutation rates are large, such as
in microbes and insects [48]. In particular, we expect it to apply to the dynamics
of an infectious disease, where each host constitutes a deme with a large local
population of the pathogen.
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Polymorphic invasions in the
presence of a competitor
3.1 Introduction
In chapter 2 we explored how a polymorphic species can invade vacant favourable
habitat. Since species are shifting their ranges, they will inevitably disperse into
habitat where they will encounter other resident species with whom they must
compete for resources. Such expansions could herald a loss of biodiversity by
crashing native populations, threaten the water resources by displacing natives
that retain more water [188, 114], or increase the fire hazard risk if invasives
produce more flammable dry biomass then the native [16, 37]. Therefore, un-
derstanding how invasive species spread in the presence of competitors, and how
quickly they do so, is an important area of study that could be used to minimise
these risks.
Much of the past research of competitive effects during biological invasions
has focused on native species resisting invasion from an exotic newcomer, but
little attention has been given to the role that competition has on invasion speeds
[49, 40, 162, 79, 111, 78]. Recent research has been primarily theoretical, with very
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little empirical experiments due to the impracticalities of measuring competitive
effects during invasion. Many of these theoretical studies have shown a general
consensus that competition slows the rate of expansions [129, 108, 77]. This has
been validated in some empirical systems such as the spread of cane tibouchina
(Tibouchina herbacea) on the Big Island of Hawai’i was shown to invade slower
when competing against forest communities [4], or native perennials slowing the
advance of exotic annual grasses in California [158].
Despite these advances, almost all of the previous studies have assumed that
the interacting species are monomorphic. When we considered the invasion of
a polymorphic species in chapter 2 we found that it could invade anomalously,
which suggests that assuming a species is monomorphic could lead to erroneous
predictions. A natural question to ask is then: is this phenomenon robust when
there is a competitor present? Results derived by Girardin that prove anomalous
invasion speeds travel at those predicted from linearisation cannot be readily
applied when a resident is interacting with the polymorph [62]. The proof requires
that the eigenvalue problem is irreducible, whereas the introduction of a resident
violates this requirement. We have seen before that intraspecific competition
between strains had no effect on the invasion speed, but it is not obviously clear
that this would also be the case for interspecific competition between species.
Accordingly, it is unknown if polymorphism will aid an invading species, or help
to resist encroachment if it is being invaded.
Therefore, we develop a theory that builds upon the previous chapter by
incorporating competition with another species. We shall consider the simplest
case that this scenario offers, which is two species in competition where one has
two-strains (dimorphic) with a dispersal-reproduction trade-off, and the other has
a single strain (monomorphic). Firstly, we shall find conditions under which each
species can be invaded, followed by analytically deriving invasion speeds when
either species can invade the other. Since our approach is not rigorous — but
should provide a lower bound for the invasion speed [99] — we shall compare
these predictions with speeds determined from numerical simulations to find if
51
Chapter 3. Polymorphic invasions in the presence of a competitor
both are in agreement. We shall find that either species can invade the other if
the competitive effects of the other are weak enough, and that anomalous invasion
speeds are possible for the dimorph. Furthermore, we will find that the system
can be re-parametrised such that competition can be absorbed into the per capita
growth rate to reduce the problem to that of chapter 2. We shall also observe that
the effect of competition reduces the invasion speed. Finally, and perhaps most
interestingly, we will show that anomalous invasion speeds are still possible when
competition is strong enough to enforce negative growth on one of the dimorphic
strains.
3.2 Mathematical analysis
To account for the inclusion of another population, let us form the model from
the following assumptions.
 Each experiences non-neutral interspecific competition.
 Both species consist of asexual haploid individuals.
 The polymorphic population consists of strains which differ in their repro-
ductive, dispersal, and interspecific competitive abilities.
 Progeny from each strain can mutate from their parental strain to ther
within the species.
 Both species experience overlapping generations.
 The entirety of the habitat is favourable to both species.
 Time and space are both considered as continuous.
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With our assumptions in place we can then derive the model from first principles









births and deaths︷ ︸︸ ︷
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where our assumptions are represented as variables and parameters in the follow-
ing way,
 vi is polymorphic species density, and subscript i denotes the ith phenotype.
 u monomorphic species density.
 bι birth rate of species or strain ι.
 dι mortality rate by natural processes of species or strain ι.
 δκι mortality of species or strain ι due to the presence of species or strain
κ.
 αij probability of mutation at birth from strain i into strain j.
Note that subscript ι, κ ∈ {1, 2, ..., N, u} refers to each individual phenotypic
strain or to the monomorphic species. Equn. (3.1) can then be re-parameterised
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where ri = bi − di is the per-capita population growth rate; Cji = δjibi−di are
the competition coefficients of subscript j on subscript i; and µij = biαij is
mutation rate of phenotype i mutating at birth into phenotype j. In order to
remain biologically consistent, we should introduce some conventions regarding
the terms in the aforementioned equations.
 Variables representing the species densities will be strictly non-negative, i.e.
u, and vi ≥ 0.
 Our parameters Cji must be positive to represent competition, if they are
negative this implies co-operation, i.e. Cji > 0.
 Mutation rate, µij > 0
 Growth & dispersal rates are strictly non-negative, i.e. ri, Di ≥ 0.
It is also given that none of the above terms can ever be non-real, as described
in chapter 2.
The general form of the two species case is given by equn. (3.2), however, it
can be extended to the multi-species case with the addition of more equations. To
remove unnecessary complexity, we will restrict ourselves to the two species case,
one of which is dimorphic, and the other monomorphic. At this point we will
simplify the model such that each species competes neutrally with conspecifics;
and by assuming that mutation between strains are equal, i.e. µij = µji = µ. Note
that this assumption has been made in chapter 2 where we seen that differences
in mutation rate were unimportant, since the model is similar, we should expect
54
Chapter 3. Polymorphic invasions in the presence of a competitor








1− v1 − v2 − Cu1u
)








1− v1 − v2 − Cu2u
)












Since we are interested in the situations when an invading species supplants
an already resident species from the habitat, we are only interested in two partic-
ular equilibria; when N∗ = (v∗1, v
∗
2, u




, 0), or N∗ = (0, 0, 1).
This allows to us to explore scenarios when a dimorph is invading a resident
monomorph, and vice versa.
3.2.1 Stability of population equilibria
If we want to determine whether a species invades or not, we must first examine
the stability of the equilibria. We can determine the stability of the equilib-
ria densities by finding the eigenvalues of the Jacobian matrices of equn. (3.3)




























r1(1− Cu1)− µ µ 0
µ r2(1− Cu2)− µ 0
−ruC1u −ruC2u −ru
 . (3.5)
We shall now calculate the eigenvalues of equns. (3.4) and (3.5) and de-
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termine under which conditions each of these equilibria are unstable. This is
achieved by finding when the real parts of the eigenvalues are strictly positive,
i.e. Re(λ) > 0.
Let us begin with equn. (3.4), which when unstable, corresponds to the poly-
morphic species being susceptible to invasion. We now find when the determinant
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where λ are the eigenvalues of the system. It is then necessary that either A = 0,
or B = 0. For the case when A = 0, Re(λ) > 0 if
C1u + C2u < 2, (3.7)
and when B = 0, after some algebraic simplification, we have that
1
2




, or λ2 = −2µ,
=⇒ Re(λ1,2) < 0 ⇐⇒ ri > 0 for i = 1, 2.
Therefore, this fixed point will be an unstable saddle point, and invadable, if
the condition given in (3.7) is satisfied since we have real eigenvalues and one is
positive and two are negative; otherwise it becomes a stable uninvadable node
since all eigenvalues are real and positive. That is to say that the monomorph will
invade the dimorph if the effects of competition on each strain are weak enough.
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We now examine equn. (3.5) and calculate the eigenvalues as we have done
previously to give the characteristic equation as,
CD = 0
where
















where again it is necessary that either C = 0 or D = 0. It is clear that when
C = 0 we have Re(λ) < 0 since we have assumed ru > 0. This leaves the only
other alternative that D = 0, which after making a change of variables, becomes
(r̃1 − µ− λ)(r̃2 − µ− λ)− µ2 = 0
⇐⇒ λ2 + λ(2µ− r̃1 − r̃2) + r̃1r̃2 − µ(r̃1 + r̃2) = 0,
where r̃1 = r1(1 − Cu1) and r̃2 = r2(1 − Cu2). After some algebra we find the
remaining eigenvalues are given by
λ1,2 =
r̃1 + r̃2 − 2µ±
√
(r̃1 − r̃2)2 + 4µ2
2
,
which then requires a Taylor expansion in µ to approximate the term within the
radical — which is reasonable since we assume that µ 1 and that |r̃1−r̃2| >> µ.
The expansion is truncated at O(µ2) to give an approximation of the eigenvalues
as
λ1,2 =
r̃1 + r̃2 − 2µ± r̃1 − r̃2
2
,
⇐⇒ λ1 = r̃1 − µ, or λ2 = r̃2 − µ,
⇐⇒ Cu1 < 1−
µ
r1




Since we have assumed that µ 1, the conditions for the dimorph to invade the
monomorph are approximately
Cu1 / 1, (3.8)
57
Chapter 3. Polymorphic invasions in the presence of a competitor
and
Cu2 / 1. (3.9)
Therefore, this equilibrium is also an unstable saddle point because if either
conditions (3.8) or (3.9) are satisfied individually, or simultaneously, C < 0 and
thus one eigenvalue is always negative. Otherwise this will be an uninvadable
stable node. Here we should note that there are two entirely separate conditions
for the capacity for invasion of the monomorph, each of which corresponds to
each strain that comprises the dimorph.
So, we have established that there exist three conditions for invasion, each
of which is given by equn. (3.7), giving rise to conditions under which the
monomorph can invade the dimorph; and equns. (3.8) and (3.9), which provide
conditions under which any dimorphic strains can invade the monomorph. It
should not escape our attention that these conditions can be satisfied simultane-
ously, individually, or not at all. The conditions calculated above are monostable
solutions, i.e. when only one stable equilibrium is present. Finding invasion
speeds when the system is bistable is a non-trivial problem and is beyond our
scope of interest. We shall investigate each of the possible cases in due course,
so now turn our attention to calculating the spreading speed of any one of these
invasions.
3.2.2 Calculating invasion speeds
Dimorphic invader and weak competition with monomorphic resident
In order to calculate the invasion speed we shall again use the same technique
of front propagation into unstable states as we have used previously in chapter 2
[186]. Let us begin by examining the case when the dimorph is posited to invade
the territory of the monomorph. Firstly, we linearise equns. (3.3) around the
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− ruC1uv1 − ruC2uv2 − ruu+ h.o.t.,
(3.10)
where again “h.o.t.” is short-hand for “higher order terms”. We can then substi-
tute the travelling wave ansatz function for the dimorphic species,
vι ∝ Vι exp(−i(ω(k)t+ kx)), k, ω(k) ∈ C, ι = 1, 2
where above i =
√
−1, ω(k) is the dispersion relation, and k is the wave number.
A similar substitution is made for u. We should again take heed that, for biologi-
cally relevant solutions, k must be purely imaginary — otherwise oscillations close
to 0 would produce negative population sizes. Let us now re-parametrise the per
capita growth such that r̃i = ri(1−Cui), and make the substitution λ(q) = iω(k)
and k = iq where q, λ(q) ∈ R, which will simplify the algebra and avoid complex
numbers. The linearised equations in (3.10) can be written in matrix form as
M =

λ(q)−D1q2 − r̃1 + µ µ 0
µ λ(q)−D2q2 − r̃2 + µ 0
−ruC1u −ruC2u λ(q)−Duq2 + ru
 , (3.11)
which reduces to an eigenvalue problem which must solve the equation
MN = 0,
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where N ∈ R3 is an eigenvector of the system. The eigenvalues can be found by
solving det(M) = 0, which is equivalent to det(M11)det(M22) = 0 where
M11 =
λ(q)−D1q2 + r̃1 + µ µ








where either det(M11) = 0 or det(M22) = 0.
Firstly, we shall check the case when det(M22) = 0, which when we solve for








=⇒ q2 = − ru
Du
,
which is an invalid solution because q will have imaginary parts which violates
our requirement for biological consistency. Therefore, the only other option is
that det(M11) = 0. Here we should realise that, once re-parameterised for r̃, this
problem has reduced to the same calculation which we have solved previously










(r̃1 − r̃2)(D2 −D1)
. (3.13)














which hold when r̃i, Di > 0. Although the expression for the anomalous speeds
remain unchanged, the above conditions need to be considered more carefully in
light of competition, and more explicitly, when the competitor causes one strain
to have negative net growth.
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Dimorphic invader and strong competition with monomorphic resident
The growth parameters in this system are different from our investigation in
chapter 2 since r̃i can become negative if competition is sufficiently strong enough,
i.e. δui > ri; whereas when an occupying resident is not present, ri is always
positive. We used the re-parameterisation r̃i = ri(1−Cui), which can be written
more fundamentally as r̃i = ri− δui, where δui is the mortality of strain i induced
by the monomorph u. If we take this into consideration, then we find that q2







which must be positive. Therefore, without loss of generality, let r̃2 < 0 < r̃1,
it is then necessary that D2 > D1 for q
2 > 0 and any invasion speed to be real.
Recall from the previous chapter that we determined conditions for the existence
of anomalous speeds (Chapter 2.2 equns. (2.23) & (2.24)), which were given by
r̃1D2 + r̃2D1 − 2r̃1D1 > 0, and r̃1D2 + r̃2D1 − 2r̃2D2 > 0, (3.15)
or
r̃1D2 + r̃2D1 − 2r̃1D1 < 0, and r̃1D2 + r̃2D1 − 2r̃2D2 < 0, (3.16)
which must also be satisfied too. However, if r̃2 < 0 < r̃1, then r̃1D2 + r̃2D1 −
2r̃2D2 > 0, is always true and conditions (3.16) can never be satisfied, thus,






Biologically, we will only ever see anomalous invasion speeds with strong
competition from the resident if: there is a dispersal-reproduction trade-off be-
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tween strains such that dispersal ability is sufficiently different between them;
and if the reproductive strain is not competitively excluded, even if the disperser
is.
We now have qualitative predictions of an invasion speed when a dimorphic
invader supplants a monomorphic resident, let us now progress onto the remaining
case when the monomorph is invading the dimorph’s habitat.
3.2.3 Calculating invasion speeds: monomorphic invader,
polymorphic resident
As we have done previously, we shall linearise equns. (3.3) around the unstable




, 0) to give
M =

λ(q)−D1q2 − r12 − µ −
r2
2




+ µ λ(q)−D2q2 − r22 − µ −
r2Cu2
2







where again M must solve,
MN = 0,
where N ∈ R3 is an eigenvector of the system. The eigenvalues can be found by
solving det(M11)(detM22) = 0 where
M11 =
λ(q)−D1q2 − r12 − µ − r22 + µ
− r1
2











Finding the associated invasion speed when det(M22) = 0 is simple, and using
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. This is the re-parameterised Fisher speed [53, 99]
accounting for competition, and is always real when the dimorph can be invaded,
i.e. (3.7) is satisfied.
To tackle the remaining case when, det(M11) = 0, is a non-trivial problem
that cannot be solved easily in closed form since the off-diagonal entries are O(1).
If the off diagonals were O(µ) we could take the same approach as in chapter 2
by using aymptotic approximation when µ → 0, although this is not the case
and a closed form solution is difficult to attain. However, if det(M11) = 0, then
right eigenvector associated with the system would have a zero entry for u, which
would imply that the resident is not present during any invasion, therefore, this
case is irrelevant to our investigation. Since it is the instability of the fixed point
corresponding to the polymorph being invaded by the monomorph, u will be
growing and logically cannot be absent. Therefore, the only remaining possibility
is that det(M22) = 0 and the above speed is the valid case.
3.3 Numerical experiments
Now that we have established analytical predictions for the invasion speeds, it is
appropriate to calculate the invasion speeds from numerical experiments to de-
termine if they are in good agreement. The methods used to predict the invasion
speed provide a linear approximation that should give a lower bound, but there
currently exists no formal proof any species should invade at this speed.
Experiments were conducted in MATLAB 2014a [115] using a finite differ-
ence θ-method with θ = 1
2
— otherwise known as the Crank-Nicolson scheme
[34]. The invasion speeds were calculated by recording 100 time points over the
total temporal period and noting the spatial coordinates of the midpoint of the
population density invasion front. The speed between each temporal point was
calculated — speed = distance
time
— and an average of those speeds were taken. The
results were compared with the analytic predictions and were found to be accu-
rate within the error bounds of the numerical scheme and discretisation steps.
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The parameters for simulations of the dimorph out-competing the monomorph
are given in table 3.1. Since we are interested in the influence that interspecific
competition has on the invasion speed, the interaction matrix for each experiment







where we will note the values as and when we examine each case.
We know from chapter 2 that, with the aforementioned traits, the dimorph
will invade anomalously in the absence of a resident competitor. Furthermore,
our linear analysis informs us that indeed we could see the same behaviour in this
case. Our numerical experiments will inform us whether the non-linear system
invades at the same speed predicted by the linearised system. We shall now
examine each case of invasion in turn.
3.3.1 Dimorph out-competes the monomorph
We first consider the cases when the dimorph is expected to invade the monomorph.
Both dimorphic strains out-compete the monomorph
In this scenario, our analysis predicts that anomalous invasion speeds should
occur when both strains can invade. Parameters have been chosen such that
conditions (3.8), and (3.9) are satisfied, and are presented alongside the predicted
and calculated invasion speeds in table 3.2
The results can be seen visually in fig. 3.1 panel a. Firstly, we notice that
both strains invade the monomorph, as predicted by our analysis that gives our
conditions for invasion. Secondly, if we compare panel a with panel d, which is of
the reproductive strain in isolation, and panel e, which is of the dispersive strain
in isolation, we see that in panel a the invasion has progressed further then those
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Table 3.1: General parameter values used within numerical simulations given in
fig. 3.1
Descriptor Symbol Values
Spatial step size ∆x 0.1
Temporal step size ∆t 0.1
Total landscape size L [-5000,15000]
Total temporal period T 5,000
Dispersal coefficients (Dv1 , Dv2 , Du) (2, 10, 2)
Per capita growth rate (rv1 , rv2 , ru) (0.5, 0.1, 2)
Mutation rate µ 0.001
Boundary conditions ∂L ∂ν(T,L)
∂x
= 0, ν = {vi, u}






u = [0,max(L)] (0, 0, 1)
Table 3.2: Parameters when both dimorphic strains out-compete the monomorph
Competitive interactions Expression Values
Effect of monomorph on the dimorph Cu1 0.1
Cu2 0.1






strain 1 in isolation lim
µ→0
cm1 1.8974
strain 2 in isolation lim
µ→0
cm2 1.8974
Average speed from simulations
dimorphic speed c̄d 2.5096
strain 1 in isolation c̄m1 1.8542
strain 2 in isolation c̄m2 1.8735
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of panels d and e. Finally, taking the evidence from fig. 3.1 and the calculated
speeds in table 3.2, we see that indeed the dimorph invades anomalously when
both strains can invade the monomorph.
One dimorphic strain out-competes the monomorph
Next we consider a dimorphic species where one strain is able to invade, but
the other is out-competed by our resident monomorphic species. Our analysis
indicates that we should only see anomalous invasion speeds when there is strong
competition from the monomorph on the dispersive strain. The parameter values
used for our simulations of this scenario are given in table 3.4 when it is the dis-
persive strain under strong competition, and table 3.3 for when the reproductive
strain is subject to strong competition.
Both of these cases are illustrated in panels b, and c in fig. 3.1 respectively.
In both panels b and c we see that the dimorph invades the monomorph, even if
one of the strains is out-competed.
Focusing on when the dispersive strain is under strong competition, we can
compare panel b with the reproductive strain in isolation in panel d to find that
the invasion has progressed farther. By comparing the entries in table 3.3, we
confirm that panel b invades anomalously, and that the analytically predicted
speeds are in agreement with those calculated from the simulation.
Turning to the remaining case when the reproductive strain is out-competed,
we compare panel c with the dispersive strain in isolation in panel e. Here we
find that both invasions proceed at the same rate, which is what our analysis
predicted. By checking table 3.4, we can see that the analytically predicted
dimorphic speed is undefined, thus the invasion proceeds at the same speed as
the dispersive strain in isolation. We should note that the simulations are in good
agreement to our analytic calculations.
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Table 3.3: Parameter values for when the reproductive strain out-competes the
monomorph. Undefined values are given when the invasion speed becomes com-
plex, and thus, are physically meaningless.
Competitive interactions Expression Values
Strong effect on dispersive strain
effect of monomorph on the dimorph Cu1 1.1
Cu2 0.1
effect of dimorph on the monomorph C1u 1.1
C2u 1.1
Analytical invasion speed




strain 1 in isolation lim
µ→0
cm1 1.8974
strain 2 in isolation lim
µ→0
cm2 undefined
Average speed from simulations
dimorphic speed c̄d 2.3207
strain 1 in isolation c̄m2 1.8542
Table 3.4: Parameter values for when the dispersive strain out-competes the
monomorph. Undefined values are given when the invasion speed becomes com-
plex, and thus, are physically meaningless.
Competitive interactions Expression Values
Strong effect on reproductive strain
effect of monomorph on the dimorph Cu1 1.1
Cu2 0.1
effect of dimorph on the monomorph C1u 1.1
C2u 1.1
Analytical invasion speed




strain 1 in isolation lim
µ→0
cm1 undefined
strain 2 in isolation lim
µ→0
cm2 1.8974
Average speed from simulations
dimorphic speed c̄d 1.8641
strain 2 in isolation c̄m2 1.8735
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3.3.2 Monomorph out-competes the dimorph
Now we shall explore when a monomorph invades a dimorphic resident’s habitat.
The parameters for this experiment are presented in table 3.5. Note that for these
experiments we change the initial conditions such that L = [−13000, 13000], all
other parameters remain unchanged.
The results of this simulation are illustrated in fig. 3.2 panel e. Our exper-
iment has shown that the monomorph invades the dimorph and displaces it as
our analysis predicted. Furthermore, the invasion travels at the analytic speed
given in (3.20) and shown in table 3.5.
3.3.3 Both dimorph and monomorph coexist
Our mathematical analysis and numerical experiments have so far shown us that
the conditions for either species to be invaded are determined by the strength of
competition applied from the other, e.g. the dimorph will invade provided that
competition exerted by the monomorph is weak enough. It is therefore possible
that if the strength of competition each species experiences is low enough, both
can invade each other’s habitat.
We shall note that finding any closed form expression for the coexistence
equilibrium and its stability is non-trivial. It is for this reason that we shall forego
any mathematical analysis of their existence and stability. Nevertheless, it is only
the unstable states which provide invasion speeds, which we have calculated and
are testable. Therefore, we shall consider these cases using simulations with the
knowledge that each species can be invaded by the other.
Dimorph faces weak competition
When competition between both species is weak enough, we find that all of the
conditions for the dimorph to invade given in section 3.2.1 are satisfied, which
informs us that a counter-invasion is possible. For this scenario, the parame-
ters given in tables 3.1 and 3.8, provide a coexistence solution which are found
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Figure 3.1: Dimorphic invasion of habitat occupied by a monomorphic resident
which is then displaced. Population density is given on the y-axis. Position
in space is given on the x-axis. Parameters for reproductive strain were D = 2,





, 0) = [−5000, 0]. Parameters for the monomorph are D = 2, r = 2
(yellow) with initial conditions (0, 0, 1) = [0, 15000]. Invasion at 3 equidistant
time points are shown in chronological order and depicted at t = 3, 000 (solid),
t = 4, 000 (dashed), and t = 5, 000 (dotted) lines respectively. Panel a shows the
case when both strains can invade and the monomorph cannot. Panel b shows the
case when only the reproductive strain can invade. Panel c shows the case when
only the dispersive strain can invade. Panel d shows the reproductive strain in
isolation. Panel e shows the dispersive strain in isolation. Mutation parameters
were µ12 = µ21 = 0.001.
69
Chapter 3. Polymorphic invasions in the presence of a competitor
numerically. The results of this simulation are illustrated in fig. 3.2 panel a.
We see from panel a that both species freely invade the other and coexist. To
address the dimorphic invasion, since we used the same values as in section 3.3.1
when the monomorph could not invade, the invasion speeds can be compared by
examining tables 3.6 and 3.2. We find that the calculated invasion speeds differ
within an order of the numerical scheme which suggests they are the same and
anomalous.
Attending to the monomorphic invasion in the same way, comparing tables
3.6 and 3.5 show a similar result that invasion speeds are the same for both
monomorphic invasions.
Therefore, both species invade at the linearly predicted speeds given by equn
(3.20) for the monomorph, and equn (3.13) irrespective of whether the other
species is able to invade it’s territory or not.
One dimorphic strain faces strong competition
Consider the scenario when a monomorph is invading a dimorph, but only one
strain is capable of counter-invading. The parameters used within the experi-
ments are given in table 3.7 when the dispersive strain is facing strong competi-
tion, and in table 3.8 when it is the reproducer experiencing stiff competition.
Results of these simulations can bee seen in panels b and c of fig. 3.2. The
first feature we notice is that both species invade into the other’s territory, but
the out-competed strain exists in the population at low densities comparable to
the mutation rate, i.e. vout−competed = O(µ) . Secondly, the dimorphic invasion
when the dispersive strain is out-competed, panel b, is invading faster than when
the reproductive strain is out-competed, panel c. Finally, upon consultation with
tables 3.7 and 3.8, we see that both cases invade at to their respective linearly
predicted invasion speeds, as does the monomorph.
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Table 3.5: Parameter values for when the dimorph is out-competed by the
monomorph
Competitive interactions Expression Values
Effect of monomorph on the dimorph Cu1 1.1
Cu2 1.1
Effect of dimorph on the monomorph C1u 0.1
C2u 0.1
Analytical invasion speed
monomorphic speed cmu 3.7947
Average speed from simulations
monomorphic speed c̄m 3.5119
Table 3.6: Parameter values for when both monomorph and dimorph can invade
equally
Competitive interactions Expression Values
effect of monomorph on the dimorph Cu1 0.1
Cu2 0.1






monomorphic speed cmu 3.7947
Average speed from simulations
dimorphic speed c̄d 2.5082
monomorphic speed c̄mu 3.5119
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Table 3.7: Parameter values for when the dispersive strain is out-competed, but
the monomorph and reproducer can mutually invade
Competitive interactions Expression Values
Strong effect on dispersive strain
effect of monomorph on the dimorph Cu1 0.1
Cu2 0.1






monomorphic speed cmu 3.7947
Average speed from simulations
dimorphic speed c̄d 2.3194
monomorphic speed c̄mu 3.5119
Table 3.8: Parameter values for when the reproductive strain is out-competed,
but the monomorph and disperser can mutually invade
Competitive interactions Expression Values
Strong effect on reproductive strain
effect of monomorph on the dimorph Cu1 1.1
Cu2 0.1






monomorphic speed cmu 3.7947
Average speed from simulations
dimorphic speed c̄d 1.8510
monomorphic speed c̄mu 3.5119
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Founder control
This then leaves us with the remaining case of when competition experienced
by both species is strong enough such that neither can invade the other. We
should note here that the linear analysis to calculate an invasion speed is not
applicable for this scenario, therefore we shall explore it using simulations only.
Parameters used in this experiment are given in table 3.9 and results in fig. 3.2
panel d. We see from panel d that there is very little movement, and from
table 3.9 a very slow invasion by the dimorph. In fact, with a different choice
of parameters we would see a monomorphic invasion, but again very slowly —
numerical experiment omitted. Here we highlight that since the equations are
non-linear, and our analysis uses a linear approximation, we are missing some
of the behaviour exhibited by the equations. In this case, it is non-linearities
from behind the wavefront that are propagating the solution forward — a pushed
front, rather than a pulled front like the previous cases. Therefore, we cannot
make predictions using the methods discussed in this chapter.
These numerical experiments have shown us that in all of the examples shown
the invasion travelled at a speed predicted by our linear analysis. Our numeri-
cal experiments have confirmed that anomalous invasion speeds are still possible,
even in the presence of a competitor species. Furthermore, anomalous invasion
speeds persist only when the reproductive strain is able to invade, regardless of
whether the dispersive strain can too. Our simulations have also shown that
the non-linear system follow the linearly predicted invasion speeds laid out in
our analysis, which is true even when the invader can itself be invaded. Over-
all, the numerical experiments have validated that the linear analysis is a good
approximation for the invasion speed of the non-linear system.
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3.4 Discussion
Our investigation has uncovered aspects of polymorphic invasions of habitat oc-
cupied by a resident species. We have derived conditions and invasion speeds
when each species could invade the other. We have established that anomalous
invasion speeds for a dimorphic species are still possible, even in the presence of a
resident. Furthermore, we also found that, after we re-scaled the growth param-
eters, the relations for the invasion speeds, and the conditions upon them being
realised, were the same as when no resident is present. This naturally brought
us to cases when one of the dimorphic strains could invade and the other could
not, where we have seen that anomalous invasions are still possible. Surprisingly,
this was also true when the dispersive strain has negative net growth. Finally,
we explored situations when both species were able to invade each other.
Previous theoretical research has shown that invasions are slower when a
resident is present. The effect of a resident competitor has been shown to slow
the spread of an invader in previous models using reaction-diffusion equations
[129, 109]; integro-difference equations [77, 108, 193]; and in cellular automata
models [19]. This trend has been reflected in empirical systems too, whereby an
invasion of an exotic annual grass has been slowed by competition from native
perennial species of grasses in California [158]; and on the Big Island of Hawai’i
where the spread of cane tibouchina (Tibouchina herbacea) was shown to be slower
when competing against forest communities [4]. In our model, mortality induced
by competition from the other species δij reduces the net growth rate, therefore
slowing the speed of invasion.
Our first significant outcome is that anomalous invasions are robust in the
presence of a resident competitor. In chapter 2 we found that when a polymorphic
species invaded vacant habitat anomalous invasions could occur if the correct
conditions were met. Here, under the re-parameterisation r̃i = ri(1 − Cui), we
find an identical set of invasion speeds and conditions given in (3.13), and (3.14).
Therefore, all of our conclusions from the previous chapter will also hold in this
case.
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Figure 3.2: Monomorphic invasion of habitat occupied by a dimorph. Population
density is given on the y-axis. Position in space is given on the x-axis. Pa-
rameters for reproductive strain were D = 2, r = 0.5 (blue) , dispersive strain




, 0) = [−13000, 0].
Parameters for the monomorph are D = 2, r = 2 (yellow) with initial condi-
tions (0, 0, 1) = [0, 13000]. Invasion at 3 equidistant time points are shown in
chronological order and depicted at t = 1, 800 (solid), t = 2, 400 (dashed), and
t = 3, 000 (dotted) lines respectively. Panel a shows the case when the dimorph
can counter-invade the monomorph. Panel b shows the case when the reproduc-
tive strain can counter-invade the monomorph. Panel c shows the case when the
dispersive strain can counter-invade the monomorph. Panel d shows the case
when neither monomorph nor dimorph can invade the other. Panel e shows the
case when a monomorph invades displacing the dimorph. Mutation parameters
were µ12 = µ21 = 0.001
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When no competitor is present all strains can invade, but this is not always
the case when competition from the resident is strong enough. However, we found
that despite the resident competitively excluding one strain, the dimorph could
still invade provided the other strain was not out-competed. Furthermore, we also
revealed that anomalous invasion speeds persisted when the dispersive strain was
out-competed, that is, had negative net growth. This was not true of the opposite
case when it was the reproductive strain that was out-competed, suggesting that
reproduction is more critical than dispersal for anomalous invasions when the
species is in competition.
We can use this to highlight an important consideration for invasion man-
agement. Suppose a dimorphic species is invading where one strain is seemingly
competitively excluded, a strategy may be adopted erroneously based solely on
the successful strain since it appears to be the only survivor, where in reality an
anomalous invasion may be occurring. The results of our model suggest that this
could be a possibility, and we can speculate on its generality and limitations.
Our model reflects the case when there are two species, one dimorphic and the
other monomorphic. However, the structure of the system will easily generalise to
the case when there are N-species, each with a general degree of polymorphism.
Although the speeds provided in chapter 2 have been proven to represent the
non-linear system by Girardin [62], the results cannot simply be extended without
proof. Therefore, we can only suggest that these results are true after witnessing
strong agreement with our numerical simulations. Our results are valid for haploid
asexual individuals so we should note that further investigation is required to
find if these results can extend to a model that accounts for sexual recombination
of diploid organisms – which we shall address in chapter 5. It should also be
noted that our values of ri and Di have been arbitrarily chosen to illustrate the
dispersal-reproduction trade-off required for anomalous invasion. Therefore, we
would like to find how general these types of trade-off are in nature, which we
shall be investigating in the proceeding chapter.
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Table 3.9: Parameter values when either species cannot invade the other
Competitive interactions Expression Values
effect of monomorph on the dimorph Cu1 0.1
Cu2 0.1






monomorphic speed cmu undefined
Average speed from simulations
dimorphic speed c̄d 0.0877
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Empirical evidence for dispersal
trade-offs: a meta-analysis
4.1 Introduction
A critical element of this thesis is the role of dispersal life history trade-offs within
range expansions, for which quantitative estimates are lacking. In life history
theory, dispersal is considered to be an expensive trait that, to be maintained,
must do so at the expense of other traits [12, 155]. Trade-offs within organisms
between dispersal and other traits have been proposed with strong theoretical
backing. However, what is noticeably absent is collective empirical evidence for
dispersal trade-offs. Much of the literature within this topic is theoretical in
nature, and the majority of the review articles have small sections that cite a small
number of studies [78, 22, 102]. Empirical investigations that explicitly examine
dispersal trade-offs are rare and within very few taxonomic groups – primarily
crickets (Orthoptera) [66, 203, 123] and butterflies (Lepidoptera) [86, 75, 81] –
which makes any evidence for the existence of dispersal trade-offs tenuous.
The notable absence of empirical evidence is unsurprising. It is notoriously
difficult to accurately quantify an organism’s dispersal ability outside of the few
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recognised proxies that are currently used. Furthermore, any such proxy is open
to statistical confounding from other fitness traits, e.g. body size or condition
is used as a proxy for dispersal, but is also used as a proxy for competitive
effects [33, 113]. As mentioned previously, few studies explicitly examine dispersal
trade-offs, so any potential evidence is spread throughout the literature within
studies that are outside the field of dispersal, and by extension, life history trade-
offs associated with dispersal. This absence of evidence poses a problem for
the development of theories that examine dispersal trade-offs. Without tangible
evidence the theory cannot be validated or invalidated, stunting the advancement
of life history theory.
A solution to the problem of forming quantitative effects from information
scattered throughout the literature is to use meta-analysis. A notable problem
with narrative reviews are that they do not quantify the collective effects of the
subject being reviewed. A review will also rely on the author’s knowledge of the
subject, which may have gaps and be biased towards certain areas of literature.
The process of a meta-analysis looks to address these issues by systematic review
and statistically determining an overall effect size across all studies included. The
technique of meta-analysis has been used extensively within clinical medicine to
aggregate results from many different studies to determine the collective effect of
a treatment with great success [46]. There is a distinguished body of literature
in ecology that has used meta-analysis. Meta-analytic techniques have been used
to determine relationships between adaptive and neutral genetic and ecological
structure and functioning; determining the roles of natural selection and genetic
drift within variation of immune genes; and predicting the metabolic rate of
seabirds [197, 172, 44]. In a similar study to this, meta-analysis has also been
used to determine trade-offs between flight capability and reproduction in cricket
species, which implies this type of analysis is well suited to our needs [66].
We aim to address the lack of quantitative dispersal trade-offs by conducting
a systematic review of the literature for available data and performing a meta-
analysis to determine the prevalence of general dispersal trade-offs. In doing so,
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we aim to build a database of the aggregated data on dispersal trade-offs to ad-
dress the issue of sparsely populated data that is a substantial barrier to research
on this topic. We also aim to determine the existence of dispersal trade-offs
from the data within this database to determine if current theories are correct to
assume their existence. In our previous chapters 2 & 3 the shape of the dispersal-
reproduction trade-off was critical for the existence of anomalous invasion speeds,
therefore, a key outcome for our theory would be to use this meta-analysis to de-
termine if the dispersal trade-off conjecture is valid.
We surveyed the literature and extracted the available data using a robust
inclusion criteria. The data was then categorised into factors we proposed would
have an effect on any dispersal trade-off: dispersal type, fitness proxy, sex, species
class, climate classification, and environmental lineage. We analysed the data
using meta-analytic techniques to test whether there was an overall effect of a
dispersal trade-off, and then tested if any of the aforementioned factors could
explain it. Since the data within the explanatory factors was clustered, any of
the factors that expressed significant explanatory evidence for a trade-off were
then tested again while controlling for the remaining factors.
We show that there is empirical evidence that can be examined for dispersal
trade-offs from the construction of the datasets, and we found from our analysis
that evidence for a trade-off exists. Our study adds to the evidence for a vital
component of dispersal life-history theory that has had few empirical contribu-
tions, furthermore, giving weight to the theoretical conjecture that dispersal is
subject to a life history trade-off.
4.2 Data collection
Our review will extend to cover both natural and agricultural populations, or
those subject to human selection pressures. We also include all study types, such
as long-term multi-generational populations and selection lines. We have included
as many study types and organisms as we could account for because we would like
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to draw general conclusions about the existence of dispersal trade-offs. By having
a broad range of study types we can determine if the experimental procedure has
an impact on any dispersal trade-off. In order to investigate trade-offs, all relevant
studies included both measures of dispersal and other quantitative fitness traits
which we categorise in section 4.2.4.
4.2.1 Search terms
We developed a comprehensive list of search terms which were used to search the
database ISI Web of Science Core Collection for relevant literature. We opted
to restrict the search to this database alone to reduce potential search bias from
publishers’ own databases (e.g. Scopus, Science Direct). We opted to exclude
Google Scholar since the algorithm takes previous searches into account and could
bias search results.
We are investigating the prevalence of trade-offs between dispersal and other
non-dispersal life-history traits. Therefore, we search the database by separating
each component of our investigation with associated terminology and synonyms
familiar within those fields.
The search operations within ISI Web of Science follow Boolean rules for
combining terms. For our search, the following operations were required
 “X” — Exact phrase. The search will find the exact phrase X within quo-
tations.
 X* — Wildcard. The search will find the phrase X and will also include
any characters after the asterisk, e.g. disp* will return dispersal, dispersers,
etc.
 NEAR\X — Proximity operator. The search will find phrases linked by
this operator within a proximity of X words, where X is an integer.
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The search we conducted used the terms
1. Dispersal terms
dispers* OR colonis* OR coloniz*
2. Trade-off terms
(fitness AND cost*) OR “trade-off” OR “trade-offs” OR ((trait* OR life-





(c) (dispers* OR colonis* OR coloniz* NEAR/5 cost*)
We then used Boolean operations on each of the searches within the database
for possible articles for inclusion and recorded the results in table 4.1. The search
was conducted on 24/MAR/2017. The final total for articles that were assessed
under our criteria was 5,392.
Table 4.1: Summary of the number of articles returned from the database search.






1. AND 2. 4,219
(1. AND 2.) OR 3. ((a) OR (b) OR (c)) 5,392.
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4.2.2 Study inclusion criteria
Relevant subjects
We developed a robust inclusion criteria to assess articles for inclusion in our
analysis. We allowed for individuals or populations to be either prokaryote or
eukaryote, but excluded humans and viral-type organisms. Due to the nature
of viral life we feel that their life histories cannot be interpreted in the same
manner as other organisms. We exclude humans due to their complex disper-
sal behaviours that cannot be easily quantified within this analysis. We exclude
organisms investigated in medical or clinical studies focusing on treatment of ail-
ments because dispersal patterns are not interpretable in a way that is consistent
with natural pattens of pathogen dispersal in other host systems.
To identify trade-offs, subjects had to be within the same species and mea-
surements taken comparing individuals (when both traits were measured within
the same individual), or comparing populations (when both traits were not nec-
essarily measured within the same individuals). Since we are interested in intra-
specific variation of traits, comparative multi-species studies were excluded during
this study.
Relevant trait measurements
Here we define the measurements of traits within studies that were relevant for
inclusion. Studies had to quantify dispersal alongside other non-dispersal fitness
traits. We allowed for the quantification of traits to be either continuous or
discrete. To select relevant trait measurements we had to define a scale of quality.
Dispersal measurements were categorised into three types:
 Realised dispersal – When dispersal has been physically quantified, i.e. ge-
netic markers have established dispersal, or distance has physically been
measured.
 Validated dispersal proxy – A proxy for dispersal which has been validated to
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directly influence dispersal in previous studies where evidence of this exists.
That is, there exists a previous study which has associated the proxy trait
to dispersal.
 Non-validated dispersal proxy – A proxy for dispersal which has been the-
oretically proposed to influence dispersal, but evidence for this is lacking.
That is, there were no other previous studies which link the proxy trait to
dispersal.
This categorisation also pertained to the measurement of fitness traits such that:
 Validated fitness proxy – A trait which has been validated to directly affect
fitness in previous studies where evidence of this exists.
 Non-validated fitness proxy – A trait which has been theoretically proposed
to have an impact on fitness, but evidence for this is lacking. That is, there
were no other studies which linked the proxy to fitness that we were aware
of.
Since there are no realised measures of fitness, we have made the distinction be-
tween validated and non-validated as a validated trait when there exists more
than 1 previous study linking that trait to fitness, otherwise the trait was consid-
ered non-validated. The proxies of offspring or egg counts were declared validated
without a reference since they are “common” proxies for fecundity throughout
the literature. Longevity was also treated in this way, but as a fitness category
in its own right. However, longevity could only be counted as natural sensence,
since any organism suffering mortality from an external factor would not convey
a trade-off in a comparable way to the other factors under investigation.
Due to the nature of our scientific question, we had to define traits that
we believed should be excluded. We excluded traits associated with dispersal
which had confounding factors with other fitness traits, such as body size. Ad-
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ditionally, a special case of a botanical trade-off exclusively between seed size
and seed number, were excluded. This is occasionally presented as a case of a
dispersal trade-off, and has been proposed theoretically, but the empirical evi-
dence is lacking. As such, only when a clear validated proxy existed, such as
wind-dispersal, were seed mass and seed number included. We exclude any prob-
abilities of dispersal (dispersal propensity) for organisms since our focus is on
direct empirical evidence, rather than inferences. We also exclude cases when
only data relating to traits associated with temporal dispersal (e.g. seed banks,
delayed dispersal, seed gut passage time) since the physical dispersal trait has
not been quantified. We do not include any study which examines migration.
We define migration as the process of annual movement by a population from
one location to another. We consider this to be different from the dispersal pro-
cess because migration involves the periodic movement of the entire population,
whereas dispersal involves movement relative to that population’s natal location.
We only included survival/mortality as a non-dispersal fitness trait in the case
of senescence (longevity), since any other measurement of mortality could be
confounded by non-life history events, e.g. predation.
4.2.3 Assessment of study relevance
We assessed each study for inclusion within the meta-analysis using a hierarchical
approach. We assessed articles for relevancy by first examining the article titles;
then by abstracts; and finally, those that remained were examined using the
article’s full text for relevant data to be extracted. When assessing the articles
they were either accepted to the next level of assessment, or were rejected and
no longer considered for further scrutiny.
The inclusion criteria remains valid for any other researcher wishing to repeat
our analysis and is detailed below
Article title assessment
Articles are assessed for inclusion within the study according to the following:
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 Articles whose titles indicate the subject of the study is a non-human or-
ganism should be retained.
 Articles whose titles indicate a medical subject area focussing on humans
will be excluded.
 Articles whose titles indicate a clearly non-biological subject area (e.g. en-
gineering) will be excluded.
Abstract assessment
Articles are then assessed for inclusion based on the following rules and in chrono-
logical order:
1. Are the dispersal traits of individuals or populations (mean phenotypes)
quantified?
(a) Traits associated with dispersal must be measured.
(b) Any article which explicitly measures a dispersal trade-off should be
retained.
(c) Any article which has traits described in the abstract as dispersal
traits or dispersal phenotypes (including binary “dispersers”) should
be retained.
(d) Any article which has traits that affect the mobility/distribution of
the organism should be retained.
(e) Any article pertaining to a cost for dispersal should be retained.
(f) Any article pertaining to migration should be excluded. However, if
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the study investigates dispersal within a migratory species it should
be retained for full text analysis.
2. Articles which measure the dispersal traits at the individual and population
level within the same species are to be retained.
(a) Any article which does not make an explicit or implicit distinction
should be retained.
(b) Any article which has multiple species where only one species is the
main focus are to be retained, e.g. a parasite’s dispersal ability is
measured where there are multiple hosts.
3. Studies will only be included if they represent primary empirical research,
with the following exceptions
(a) Reviews (secondary research) will be retained if they are relevant to
the subject area of this meta-analysis, and examined for additional
primary citations.
(b) Any theoretical/statistical or modelling articles which explicitly state
empirical data has been fit, or otherwise use empirical data should be
retained.
Any article for which any of the above criteria were uncertain were retained to
the next level of assessment. We accepted the uncertain articles because false
positives would only become apparent at the full text analysis stage.
Full text assessment
Articles are then subjected to a full text examination
1. Are other non-dispersal related fitness traits also measured?
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(a) Non-dispersal related traits must be objective and quantified alongside
dispersal traits.
i. Any article which explicitly measures dispersal trade-offs should
be retained.
ii. Any article which only examines dispersal traits should be dis-
missed.
2. Articles will only be included if they have appropriate data for calculation
in the meta-analysis.
(a) Traits can be either continuously distributed, or have discrete classi-
fications — e.g. winged and wingless organism. For our analysis we
require data presented as means with standard deviations or standard
errors, or Pearson’s correlation coefficient is presented, or when either
can be calculated from the data.
(b) Studies that examine individuals must have n ≥ 10 subjects within a
study.
(c) Studies that examine populations must have n ≥ 3 populations within
a study.
(d) Articles that present both raw data and/or summary statistics are to
be retained.
(e) Any trait which has been estimated shall be excluded, such as traits
given as probabilities, or any trait which has been given as an output
from a predictive model.
(f) All article authors should be contacted in an attempt to attain raw
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data used within each study.
Review articles
When an appropriate review was encountered, the articles referenced within were
then assessed by the above criteria for abstracts and full text. We excluded the
title, first, and second levels of article assessments since the review will have
already passed those criteria. This meant that we assessed whether the articles
were from primary empirical research (lvl. 3). If another review was collected
in this manner it was not subjected to further assessment and was excluded to
stop a circular process. Of the articles in our original search, 28 were reviews
from which we collected all of the available citations for assessment. From the
review articles we gained another 2,557 articles to assess after duplicates from
the original search were removed.
Resulting assessment
We applied the above assessment to the articles found in the search and docu-
mented the number at each level of scrutiny. Of the 7,949 articles assessed, the
remaining number of 224 were retained for data extraction. The assessment of
the articles from the original search was solely conducted by Vincent Keenan
(VAK) for all of the articles. To ensure that the inclusion criteria was robust
and objective, a random sample of 500 articles – approximately 9% of the total
number – were assessed by Amy Eacock (AE) using the same inclusion criteria.
We found that both VAK and AE accepted and rejected a similar amount of ar-
ticles which was quantified using the Kappa (κ) coefficient of agreement applied
to independent assessments of article subsets [30].
The assessments of review articles was evenly split between VAK (1,279 ar-
ticles) and AE (1,278). A κ - coefficient was not calculated for the review assess-
ments since acceptable concordance of the inclusion criteria had been established
with those conducted from the initial search. If a review article did not have an
available abstract it was excluded. The results of the entire assessment procedure
are summarised in table 4.2.
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4.2.4 Data extraction
After we filtered the articles the data available within was then extracted. We
attempted to attain as much of the raw data used within each article to calculate
our own summary statistics. We contacted all of the article authors in an attempt
to acquire as much of the raw data as was possible, unless it was freely available
within an online repository. If we could not access the raw data, then we retained
the reported summary statistics, or we exported data from reported graphical
outputs using “PlotDigitiser” (GNU Public Licence version 2.0).
Data types
For each article examination which passed the above inclusion criteria, we had
to categorise the various trait measurements into larger aggregated categories.
When extracting the available trait data we categorised them into four groups
of data types: dispersal and fitness both continuous, dispersal and fitness both
discrete, dispersal continuous and fitness discrete, and dispersal discrete and fit-
ness continuous. For each article, we collected a suite of meta-data that were
identified as potential sources of heterogeneity within the meta-analysis. Since
one of the main aims of this project was to publish our collected data within an
online repository for other researchers to access. Meta-data that is potentially
useful for others was collected, even if it was not used within our analysis.
From our extraction process we were only able to attain 3 data types: con-
tinuous dispersal and non-dispersal data, discrete dispersal and continuous non-
dispersal data, and discrete dispersal and non-dispersal data. The data set that
consisted of both discrete trait measures of dispersal and non-dispersal traits had
only 2 studies within it, which is too few to perform any analysis and was not
examined any further. We therefore had two data sets that could be subject to
meta-analysis: one with dispersal and non-dispersal traits as continuous mea-
surements; and one with dispersal traits as discrete, and non-dispersal traits as
continuous measurements.
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Effect size classification
In order for the data to be analysed, an effect size had to be calculated to make
studies comparable. For the discrete dispersal trait and continuous non-dispersal
trait data – hereafter known as the binary data set – we extracted means, standard
deviations or standard errors, and sample sizes of each study. When dispersal
was discrete the data was binary, that is, a disperser and non-disperser – or lesser
disperser – was identified categorically and means standard deviations were either
taken or calculated from the continuous non-dispersal trait data. We then took a
standardised mean difference between dispersers and non-dispersers as an effect
size, details of which will be explained later. For both continuous dispersal and
non-dispersal trait data – hereafter known as the continuous dataset – a Pearson’s
correlation coefficient was either extracted or calculated between dispersal and
non-dispersal traits as our effect size.
The final number of data points for the meta-analysis, that is studies from
all articles, were 36 for the continuous data set and 114 for the binary dataset.
There exist methods to convert one effect size into another, such as a stan-
dardised mean difference into a correlative, but would be ill-advised in our case.
This can be explained by the fact that an observational study reporting a corre-
lation is indeed different from a study reporting a mean effect. The difference can
be summarised as a correlation which measures the change in one trait relative to
the other, for example dispersal and reproduction, whereas a standardised mean
difference measures difference between two groups, for example: dispersers and
non-dispersers reproductive ability. We decided to err on the side of caution and
kept both data sets separated during analyses.
Categorisation of traits
For the purpose of our analysis we grouped traits into higher level categorisations.
We examined the dispersal traits from our data set and categorised dispersal into
two distinct types:
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 Physical investment – dispersal traits which require a physical morpholog-
ical investment.
 Facultative – dispersal traits that are related to behavioural decisions, or
distance travelled.
We justify this decision by reasoning that although all organisms have to make
some form of facultative decision to disperse, not all organisms invest heavily in
dispersal apparatus, such as wings.
For non-dispersal fitness traits we assessed the reported unit of measurement
and categorised them into three categories:
 Fecundity – any trait which is directly attributable to procreation.
 Longevity – the length of time taken until natural death.
 Competition – any trait which would affect how that organism performed
during its lifetime.
We appreciate that there is an argument that fecundity and competition could be
considered indistinguishable with regards to fitness, that is, both traits encompass
the contribution of that organism to future generations. However, we justify this
distinction by the type of data that was collected.
Climate data from where each organism originated from was collected and ag-
gregated into a higher climate classification. We used the Köppen-Geiger (KG)
climate classification system for identifying climatic conditions [133] and cate-
gorised them into five categories
 A – Tropical.
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 B – Dry.
 C – Temperate.
 D – Continental.
 E – Polar.
We also collected data of the environmental lineage of the study subjects.
These were categorised into three categories
 Common garden – Data collected was from experiments from organisms
that were taken from a common garden environment, and were born within
these conditions.
 Laboratory stock – Data collected was from experiments from organisms
that were taken from a laboratory population, and were born within these
conditions.
 Source environment – Data collected was from experiments conducted on
organisms that were from, or immediately taken from, their natural envi-
ronment.
We chose not to make the distinction of how many generations from the common
garden or lab stocks had been reared in these conditions because this information
was not always reported in the articles.
Potential sources of heterogeneity
When conducting meta-analysis it is important to identify any potential sources
of heterogeneity within effect sizes. Our sources of heterogeneity that are our
explanatory variables were chosen a priori for our analysis so as not to influence
our hypothesis testing and are given by
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 Dispersal type – whether the dispersal trait was a physical investment or
facultative.
 Fitness type – whether the non-dispersal trait was fecundity, longevity, or
competitive.
 Species class – the taxonomic species class.
 Sex – the sex of the study subjects.
 KG climate class – which climate classification the subjects were, or were
descended from.
 Environmental lineage – whether the study subjects were from common
garden, laboratory stock, or source environment.
After extracting the data from the articles, we were able to calculate proportions
of our explanatory variables for sources of heterogeneity within the continuous
data set in figure 4.1, and within the binary data set in figure 4.2.
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Figure 4.1: Proportions of heterogeneity within classifications of explanatory variables for
the continuous data set.
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Figure 4.2: Proportions of heterogeneity within classifications of explanatory variables for
the binary data set.
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4.3 Data synthesis
4.3.1 Effect size calculation
In total we extracted 150 studies from 65 articles for analysis. Effect sizes used
in our analysis were calculated in two ways, depending on which of the two data
sets they belonged to – Fisher’s z for the continuous data, and Hedge’s g for the
binary data.
Hedge’s g is an unbiased standardised mean difference. It is a pooled stan-
dardised mean difference with pooled standard deviation between measurements
similar to Cohen’s d. However, Cohen’s d has a bias in the statistic which is
resolved by a multiplicative factor – the first product in the relation below – to
correct for this which is known as HEdge’s g [14]. Hedge’s g was calculated from










where X̄D and X̄ND are the sample means of the non-dispersal traits of the
dispersers, nD and nND are the sample sizes, subscript D, and non-dispersers
ND respectively [14]. The within-groups standard deviation pooled across groups
Swithin is given by
Swithin =
√
(nD − 1)S2D + (nND − 1)S2ND
(nD + nND)− 2
, (4.2)
where SD and SND are the standard deviations within the dispersers and non-
dispersers respectively. By defining Hedge’s g in this way, the convention for a













The correlation coefficients of the continuous dataset was converted into
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Fisher’s z statistic for our analysis. The conversion is necessary since the vari-
ance for each data point is highly dependent on the correlation coefficient, that
is, any correlation coefficient far from 0 with a small sample size will become
skewed. This is a problem since within meta-analyses we assume that the sam-
pling distribution is approximately normal. Fisher’s z transformation acts as
a normalisation step to alleviate this barrier. Once all of the data points are






where nz is the sample size of each study [14]. Our original correlations were
defined in such a way that a negative correlation indicated a trade-off between
dispersal and non-dispersal traits.
Note here that both effect sizes do not scale with the study sample size, and
thus can be interpreted as a true biological effect size, rather than a statistical
one. This implies any findings regarding the effect sizes have a direct biological
interpretation.
Since we found that some articles had multiple studies, we chose to examine
the distribution of the calculated effect sizes among articles. The distribution
of Fisher’s z from the continuous data set can be seen in figure 4.3, and the
distribution of Hedge’s g from the binary data can be seen in figure 4.4. From
figure 4.4 we can see that that within the binary dispersal dataset one article –
article 1858 which contained 8 studies, all of which were conducted on the plant
species Asteraceae, and were the only botanical subjects within the binary data
set had a larger absolute effect size relative to the other articles. We believed that
this may influence the analysis and not provide an accurate assessment of trade-
offs within the dataset. Therefore, we created another dataset without these
studies and analysed them separately – one with article 1858 excluded, and the
other with 1858 included. We now refer to these data sets as binary all when all
studies were included, and binary minus plants when article 1858 was excluded.
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Both analyses were then compared to determine if the exclusion of article 1858
affected the overall trends witnessed when it was included.
Of the binary dispersal data set, 3% of the studies (4 out of 114) were
population-level studies and were not separated from those that were at the indi-
vidual level. Of the continuous dispersal data set, 27% of the studies (10 of the 36)
were population level studies and were not separated from those that were at the
individual level. This was because the sample sizes within the individual studies
that made up the populations were too small to be included as studies. However,
those individual studies were able to be aggregated into enough populations to
be able to calculate Pearson’s correlation coefficient between the populations.
When we conducted analysis regarding both climate and environmental lin-
eage as explanatory variables, we removed any “N/A” values, which accounted
for 5 studies within the binary data sets, and 3 studies within the continuous
data sets.
4.3.2 Publication bias
To determine if publication bias existed within our dataset we examined enhanced
funnel plots for asymmetry – an indication of publication bias – and used Egger’s
regression test for a quantitative measure of asymmetry within the data. Each
study is plotted as a scatter diagram of effect size on the x-axis, and standard error
on the y-axis. The funnel shape indicates the quality of the effect size measured
for each study with respect to the standard error. Those points that fall within the
funnel are more reliable than those outside of it. If there is asymmetry about the
central axis – the mean – then publication bias may be present. The mixed-effects
model was fitted using the METAFOR package within R (Ver. 3.3.3) [173, 190]
and funnel plots were constructed from the linearly predicted models with mixed-
random effects. The standard errors used in linear models were calculated using
equn. (4.4) for the continuous dispersal data set and equn. (4.3) for the binary
dispersal data set.
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Figure 4.3: Box plots showing the distribution of Fisher’s z for studies within
articles. Articles that had only one study are shown as means without boxes and
whiskers. Biologically this can be interpreted as the range and variation within
correlations between dispersal and non-dispersal traits.
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Figure 4.4: Box plots showing the distribution of Hedge’s g for studies within
articles. Articles that had only one study are shown as means without boxes and
whiskers. Article 1858 does not follow the same trend as the remaining articles.
Biologically this can be interpreted as the range and variation within the Hedge’s
g corrected difference between the non-dispersal traits between dispersers and
non-dispersers.
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Upon inspection of the continuous dispersal data, shown in figure 4.5, there
seems to be no asymmetry about the effect size. This was also confirmed by
a non-significant z from Egger’s regression test (Egger’s test: z = 1.0136, p =
0.3108).
Likewise, upon inspection of the binary dispersal data, shown in figure 4.6,
there seems to be no asymmetry about the effect size. We confirmed this in the
same way as the correlative data using Egger’s regression test for asymmetry
(Egger’s test: z=-0.6852, p=0.4932)
We should not expect publication bias to be a factor since much of the data
collected were from studies where trade-offs were not the sole focus. Therefore, we
should expect an unbiased representation of dispersal trade-offs from our samples.
4.4 Statistical analysis
We implemented our meta-analytic approach using the R package MCMCGLMM
[70] which fits generalised linear models using a Bayesian framework for estimating
effect sizes and variance components [173, 69]. Models within MCMCGLMM
accommodate both fixed and random effects meta-analyses while accouting for
within-study measurement error variance [69, 198]. We ran each model for 1x106
iterations sampling for the effect sizes and variance every 500th iteration after
an initial burn-in of 300, 000. We checked for convergence of MCMC chains by
visually inspecting the trace plots, and also ran Gelman-Rubin diagnostics for
autocorrelation between samples [60, 197, 172]. Each model was replicated for
a total of 3 MCMC chains to ensure that the autocorrelation of each chain was
acceptably low to make inferences [60, 197, 172]. An example of diagnostics
results are presented within Appendix C.
Effect size precision was accounted for by fitting measurement error variance
about the effect size as a variance component, which required the assumption
that these were known without error and were fixed [69, 197]. Both the binary all
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Figure 4.5: Funnel plot of effect size (Fisher’s z) vs. standard error of the contin-
uous data set around the effect size. The calcualted overall effect size is shown as
the solid vertical line. Data points are approximately symmetrically distributed
around the effect size. Studies that are have fewer sample sizes are located at the
base of the funnel.
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Figure 4.6: Funnel plot of effect size (standardised mean difference) vs. standard
error of the binary all data set around the effect size. The calculated overall
effect size is shown as the solid vertical line. Data points are approximately
symmetrically distributed around the effect size. Studies that are have fewer
sample sizes are located at the base of the funnel.
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and binary minus plants data sets had the article from which they were taken fit
as random effects, since it is expected that multiple studies from the same article
will have similar effect sizes. Random effects were not fitted for the continuous
dispersal data set because the model could not distinguish between residual and
a random effect for the articles.
Our explanatory variables identified in section 4.2.4 were fitted as fixed ef-
fects. We developed hypotheses to test whether dispersal trade-offs were present
from the literature collected, and how strong any trade-off is. Furthermore, we
also wanted to determine how the explanatory variables influenced the expression
of a dispersal trade-off. We did not want to make any assumptions about our
data before our analysis and thus selected to use non-informative improper priors
for both fixed and random effects (corresponding to V = 1x10−16, ν = −1 within
MCMCGLMM) [59].
The models will determine the estimate of the pooled effect size and whether
this is different from zero. If the calculated 95% - credible intervals (CIs) do
not significantly span 0, we conclude that the effect size is different from zero.
Note that this is how we determined if the effect size was significant or not when
referring to significance by this definition. If the pooled effect size is less than
zero and CIs as previously described, then we can conclude that a trade-off exists.
When reporting results, we specify that a result with a negative effect size is
significant when the CIs do not span 0, and insignificant if they do. The package
MCMCGLMM reports a statistic called pMCMC with indicators familiar in p-
value testing, however it is not a true p-value. The pMCMC value is an indicator
of significance of whether CIs span 0, it is calculated as two times the smaller
of two quantities: the probability that the effect size is less than zero, and the
probability that it is greater than 0.
Firstly, we fitted a model to all of the data sets which accounts for the
average pooled effect of all studies, that is, with only the intercept fitted. This
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was repeated on the binary data sets with random effects for a total of 5 models.
We then followed the previous format for each of our explanatory variables and
removed the intercept to determine which of the parameters best explained any
effect the first models produced.
We then compared the models with and without random effects fitted to
both binary data sets using the reported deviance information criterion (DIC)
which is a hierarchical modelling method for determining which model is the best
fit to the data [169]. The DIC value is measure of how well the models fitted the
data whereby the lowest value is considered the best fit.
We have previously mentioned that random effects were fitted to account
for the heterogeneity between articles. Variance within effect sizes that are at-
tributed to hierarchical factors inherent within meta-analyses can be accounted
for proportionally to provide deeper understanding of any results [172]. The total








where σ2T is total variance, σ
2
ArtID is the variance component attributed to article
ID, σ2E is the component attributed to error variance (residuals), and σT is the
‘typical’ measurement error variance which is given by
σ2M =
∑k









where wi is the inverse of the i
th measurement error variance associated with
study i [172, 80].
4.5 Meta-analytic Results
We report the results of each model fitted to the three datasets and whether a
dispersal trade-off was found. A visual representation of our results are depicted
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within figures and the full results of the models described within tables. The
figures are presented as the estimated mean effect size with CIs for that estimate.
The entries of the table present the model and data sets which they were fitted
to, the DIC value for that model, the parameter of interest, the estimated mean
effect size and CIs, the proportion of variance attributed to random effects, the
effective sample sizes from which the mean was calculated from, and the pMCMC
value.
The results from the continuous data set were all non-significant with the
exception of the competitive parameter, which will be discussed within that sec-
tion. Since the results were non-significant, we leave any interpretation until the
discussion. Thus, when referring to models and data sets within this section
(section 4.5), “all” refers exclusively to the binary data sets only.
We found that models which included random effects for article ID that were
fitted to the binary datasets had a consistently lower DIC than those without.
We can then conclude that accounting for random effects between articles are
better models.
4.5.1 Overall effect
All models fitted to all data sets were estimated to have negative posterior mean
coefficients with CIs that did not significantly span 0 (fig. 4.7, table 4.3). In-
cluding random effects weakened the effect size and narrowed the CIs. Therefore,
evidence of an overall dispersal trade-off was present.
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Binary minus plants rand.
Binary all rand.
Binary minus plants no rand.
Binary all no rand.
Figure 4.7: Forest plot of models fitted to all data sets with corresponding colour
code given in table 4.3. Effect sizes are given with 95% credible interval bars.
A line is included indicating 0 where any point with a negative effect size is
considered a trade-off.
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4.5.2 Effect of dispersal type
Facultative investment in dispersal
Models fitted to the binary minus plants data set were estimated to have positive
posterior mean coefficients, while estimate from the binary full data set were
negative (fig. 4.8, table 4.4). All models estimated CIs that significantly spanned
0, indicating that there is no evidence for a trade-off between facultative dispersal
and non-dispersal traits.
Physical investment in dispersal
All models fitted to all data sets were estimated to have negative posterior mean
coefficients with CIs that did not significantly span 0 (fig. 4.8, table 4.4). Includ-
ing random effects weakened the effect and narrowed the CIs. Therefore, there
is evidence of a dispersal trade-off between physical investment in dispersal and
non-dispersal traits.
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Binary minus plants rand.
Binary all rand.
Binary minus plants no rand.
Binary all no rand.
Figure 4.8: Forest plot of models fitted to all data sets with corresponding colour
code given in table 4.4. Effect sizes are given with 95% credible interval bars.
A line is included indicating 0 where any point with a negative effect size is
considered a trade-off. Each level of the explanatory variable is plotted separately
with results for estimates from each parameter included within its respective sub-
plot.
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4.5.3 Effect of fitness type
Results from the models are summarised in table 4.5, and figure 4.9.
Competitive
All models fitted to all data sets were estimated to have negative posterior mean
coefficients (fig.4.9, and table 4.5). Both models that were fitted to the binary
minus plants data set had non-significant CIs. The model fitted to the binary full
data set with no random effects had significant CIs, but became non-significant
when random effects were included within the model. The continuous data set
had significant CIs. The inclusion of random effects weakened the effects and
narrowed the CIs. There is then little evidence for a dispersal trade-off with
competitive fitness ability.
Fecundity
All of the models estimated negative posterior mean coefficients (fig. 4.9 and table
4.5). CIs from the models fitted to both binary data sets were non-significant
when random effects were excluded, but became significant when random effects
were included.
Longevity
All of the models estimated negative posterior mean coefficients with non-significant
CIs (fig. 4.9 and table 4.5). Inclusion of random effects weakened the effect within
the binary minus plants, and had no effect on the estimate from the binary all
data. The CIs were also narrower when random effects were included. There is
then no evidence for a dispersal trade-off with longevity.
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Binary minus plants rand.
Binary all rand.
Binary minus plants no rand.
Binary all no rand.
Figure 4.9: Forest plot of models fitted to all data sets with corresponding colour
code given in table 4.5. Effect sizes are given with 95% credible interval bars.
A line is included indicating 0 where any point with a negative effect size is
considered a trade-off. Each level of the explanatory variable is plotted separately
with results for estimates from each parameter included within its respective sub-
plot.
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4.5.4 Effect of sex
Female
All of the models estimated negative posterior mean coefficients all of which had
significant CIs (fig. 4.10 and table 4.6). The CIs of the model with random
effects fitted to the binary minus plants data had marginally significant CIs. The
inclusion of random effects had no strong noticeable effect on either the estimated
posterior mean, nor the CIs. There is then evidence of a dispersal trade-off among
female subjects.
Male
All of the models estimated negative posterior mean coefficients, all of which had
non-significant CIs (fig. 4.10 and table 4.6). The inclusion of random effects had
no strong noticeable effect on either the estimated posterior mean, nor the CIs.
There is then no evidence of a dispersal trade-off among male subjects.
Plant
All of the models estimated negative posterior mean coefficients all of which had
significant CIs (fig. 4.10 and table 4.6). Models were fitted to the binary all and
continuous data sets. The effect was stronger in the binary all data set than the
continuous data set. The inclusion of random effects widened the CIs. Therefore,
there is evidence of a dispersal trade-off within plants.
Unknown
All of the models estimated negative posterior mean coefficients all of which had
non-significant CIs (fig. 4.10 and table 4.6). When random effects were fitted the
effect size was stronger with narrower CIs within the binary minus plants data
set. There was no noticeable change within effect size of the binary full data set,
but the CIs were narrower. There is no evidence of a dispersal trade-off when sex
was unknown.
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Binary minus plants rand.
Binary all rand.
Binary minus plants no rand.
Binary all no rand.
Figure 4.10: Forest plot of models fitted to all data sets with corresponding
colour code given in table 4.6. Effect sizes are given with 95% credible interval
bars. A line is included indicating 0 where any point with a negative effect size is
considered a trade-off. Each level of the explanatory variable is plotted separately
with results for estimates from each parameter included within its respective sub-
plot.
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4.5.5 Effect of species class
Arachnida
All of the models estimated negative posterior mean coefficients all of which
had non-significant CIs, with one exception of of the binary minus data with no
random effects which were narrowly significant (fig. 4.11 and table 4.7). The
CIs of the binary all data with random effect fitted were narrower than without,
whereas the remainder had no strong noticeable effect on either the estimated
posterior mean, nor CIs. There is then no strong evidence of a dispersal trade-off
within Arachnida.
Aves
All of the models estimated negative posterior mean coefficients all of which had
non-significant CIs (fig. 4.11 and table 4.7). The CIs of the binary all data with
random effects fitted were narrower than without, whereas the CIs of the binary
minus plants were wider when random effects were included. There is then no
strong evidence of a dispersal trade-off within Aves.
Insecta
All of the models estimated negative posterior mean coefficients all of which had
significant CIs (fig. 4.11 and table 4.7). The inclusion of random effects had
no strong noticeable effect on either the estimated posterior mean, nor the CIs.
There is then evidence of a dispersal trade-off within Insecta.
Mammalia
All of the models estimated positive posterior mean coefficients, all of which had
non-significant CIs (fig. 4.11 and table 4.7). The inclusion of random effects had
no strong noticeable effect on either the estimated posterior mean, nor the CIs.
There is then no evidence of a dispersal trade-off within Mammalia.
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Asteraceae
Both estimates of the posterior mean coefficients were strongly negative with
highly significant CIs (fig. 4.11 and table 4.7). The inclusion of random effects
widened the CIs of the estimate. There is then evidence for a dispersal trade-off
within Asteraceae.
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Binary minus plants rand.
Binary all rand.
Binary minus plants no rand.
Binary all no rand.
Figure 4.11: Forest plot of models fitted to all data sets with corresponding
colour code given in table 4.7. Effect sizes are given with 95% credible interval
bars. A line is included indicating 0 where any point with a negative effect size is
considered a trade-off. Each level of the explanatory variable is plotted separately
with results for estimates from each parameter included within its respective sub-
plot.
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4.5.6 Effect of Köppen-Geiger climate class
Tropical
All of the models estimated positive posterior mean coefficients all of which had
non-significant CIs, with one exception (fig. 4.12 and table 4.8). The CIs of the
model with random effects fitted to the binary minus plants data had marginally
significant CIs. The inclusion of random effects weakened the effect and narrowed
the CIs. There is then little evidence of a dispersal trade-off among subjects from
tropical climates.
Dry
All of the models estimated positive posterior mean coefficients all of which had
non-significant CIs (fig. 4.12 and table 4.8). The inclusion of random effects
weakened the effect and narrowed the CIs. There is then no evidence of a dispersal
trade-off among subjects from dry climates.
Temperate
All of the models estimated negative posterior mean coefficients all of which had
significant CIs (fig. 4.12 and table 4.8). The inclusion of random effects weakened
the effect and narrowed the CIs. There is then evidence of a dispersal trade-off
among subjects from temperate climates.
Continental
All of the models estimated positive posterior mean coefficients all of which had
non-significant CIs (fig. 4.12 and table 4.8). The inclusion of random effects
weakened the effect and narrowed the CIs. There is then no evidence of a dispersal
trade-off among subjects from continental climates.
Polar
All of the models estimated positive posterior mean coefficients all of which had
non-significant CIs (fig. 4.12 and table 4.8). The inclusion of random effects had
no effect on the estimate of the posterior mean, but narrowed the CIs. There is
124
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then no evidence of a dispersal trade-off among subjects from polar climates.
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Binary minus plants rand.
Binary all rand.
Binary minus plants no rand.
Binary all no rand.
Figure 4.12: Forest plot of models fitted to all data sets with corresponding
colour code given in table 4.8. Effect sizes are given with 95% credible interval
bars. A line is included indicating 0 where any point with a negative effect size is
considered a trade-off. Each level of the explanatory variable is plotted separately
with results for estimates from each parameter included within its respective sub-
plot.
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4.5.7 Effect of environmental lineage
Laboratory stock
All of the models estimated negative posterior mean coefficients all of which had
non-significant CIs, with one exception (fig. 4.13 and table 4.9). The binary all
data set had significant CIs when random effects were included, but this effect
disappeared within the binary minus plants data set. When random effects were
fitted the estimated posterior means were similar, however the CIs were narrower.
There is then no strong evidence of a dispersal trade-off among subjects reared
within laboratory stocks.
Sourced from natural environment
All of the models estimated negative posterior mean coefficients (fig. 4.13 and
table 4.9). The binary all data set had significant CIs, however this effect disap-
peared within the binary minus plants data set. The inclusion of random effects
weakened the effect and narrowed the CIs. There is therefore no strong evidence
for a dispersal trade-off within organisms from natural environments.
We should also note that within the binary minus plants data set the models
fitted that included random effects show that there is no noticeable difference be-
tween the estimates of the posterior means and CIs of “Source environment” and
“Lab stock”. We discuss the implications of these results within the discussion.
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Binary minus plants rand.
Binary all rand.
Binary minus plants no rand.
Binary all no rand.
Figure 4.13: Forest plot of models fitted to all data sets with corresponding
colour code given in table 4.9. Effect sizes are given with 95% credible interval
bars. A line is included indicating 0 where any point with a negative effect size is
considered a trade-off. Each level of the explanatory variable is plotted separately
with results for estimates from each parameter included within its respective sub-
plot.
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4.6 Controlling for confounding variables
We have seen that there were significant results indicating that dispersal trade-
offs exist within our data sets and that some of our explanatory variables could
be responsible. However, recall from figures 4.1 and 4.2 that the proportions
of factors within these explanatory variables are clustered around one category.
This indicates a problem for any inference from the results described in section
4.5 since any one of our explanatory variables could, in fact, be a proxy for
another. If this was the case, any results which were significant for both may
in actuality be one effect. To illustrate this, within figure 4.2 we see that 67%
of the species class is made up of Insecta and 39% of the dispersal investment
is physical, which is potentially confounding since many insects invest in winged
apparatus to disperse. The significant result we see in both of these effect sizes
could be only one effect if Insecta is a proxy for physical investment, therefore,
we would like to control for this possibility.
To control for these factors we used the binary minus plants data set, recall
that article 1858 was considered an outlier. We then selected to use the lowest DIC
of the models fitted to binary minus plants, which was the model that included
article ID as a random effect. We then used this model exactly as described in
section 4.4 with the caveat that different models for each explanatory variable
had each of the remaining centred variables fitted an an additional fixed effect.
By adopting this approach we could then investigate if the dispersal trade-offs
seen in section 4.5 were still present when other potentially confounding factors
were controlled for.
We only analysed those explanatory variables that had given significant re-








We were unable to fit models for sex while controlling for species class and
vice versa because the model could not estimate these as fixed effects. This is
a common problem when variables are highly correlated. Therefore we do not
consider this case any further.
Since all of the data sets in this analysis are identical, it is appropriate to
assess each model based on the DIC. If a model with more parameters fitted
provides a higher DIC than the original model – specified in the upcoming tables
as no control – then we can reject it. We should reject the model since fitting
more parameters loses explanatory power, and if it fits the data worse than the
original model, then it explains less about the data with less information.
We calculated the proportional variance components for each model fitted to
the data set, but do not report the proportions since they were similar to those
of the models fitted to the same data in section 4.5.
4.6.1 Effect of dispersal type controlled
The best fitting model to the data was the fitness control model with a DIC of
46.983, while the original model had DIC of 47.695. The difference in DIC is less
than 1, thus it would be sensible not to reject the non-control model. All models
other than the fitness control had a higher DIC value and can be rejected.
Facultative dispersal
All models were estimated to have positive posterior mean coefficients with non-
significant CIs (fig. 4.14, table 4.10). The effect of controlling for variables
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widened the CIs and increased the effect size when controlling for fitness and
climate. Therefore, there is still no evidence for a trade-off between facultative
dispersal and non-dispersal traits.
Physical investment in dispersal
All models estimated negative posterior mean coefficients and significant CIs
when controlling for sex and fitness, but non-significant when controlling for
species class. The control for climate provided weakly significantly CIs. When
controlling for other variables the effect was weakened, except for the sex control
where the CIs were widened. Therefore, there is still evidence for a trade-off
between investment in physical dispersal and non-fitness traits.
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Figure 4.14: Forest plot of models fitted to the binary - plants data set with
corresponding colour code given in table 4.10. Effect sizes are given with 95%
credible interval bars. A line is included indicating 0 where any point with a
negative effect size is considered a trade-off. Each level of the explanatory variable
is plotted separately with results for estimates from each parameter included
within its respective sub-plot.
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4.6.2 Effect of fitness type controlled
The best fitting model to the data was the dispersal type control model with a DIC
of 48.706, while the original model had a DIC of 56.055. Controlling for species
class had a lower DIC (54.001)than the non-control model, indicating that species
class helped explain the dispersal trade-off against the different fitness types.
Competitive
The models that controlled for sex and dispersal type were estimated to have
negative posterior mean coefficients, whereas when controlling for species class
and climate estimated positive coefficients (fig. 4.15 and table 4.11). All CIs were
non-significant. The effect of controlling for sex and dispersal type weakened the
effect, and in all cases widened the CIs. Therefore, when controlling for other
variables, there is no evidence for a dispersal trade-off with competitive effects.
Fecundity
In all models the posterior mean coefficient was negative, except when control-
ling for climate (fig. 4.15 and table 4.11). Controlling for both species class and
climate was non-significant, whereas for sex and dispersal estimates were signifi-
cant. In all cases the effect was weakened and the CIs were widened. Therefore,
there still remains evidence of a dispersal trade-off with fecundity.
Longevity
The models that controlled for sex and dispersal type were estimated to have
negative posterior mean coefficients, whereas when controlling for species class
and climate estimated positive coefficients (fig. 4.15 and table 4.11). None of
the CIs were significant, but were widened when controlling for other variables.
Therefore, there is still no evidence of a dispersal trade-off with longevity.
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Figure 4.15: Forest plot of models fitted to the binary - plants data set with
corresponding colour code given in table 4.11. Effect sizes are given with 95%
credible interval bars. A line is included indicating 0 where any point with a
negative effect size is considered a trade-off. Each level of the explanatory variable
is plotted separately with results for estimates from each parameter included
within its respective sub-plot.
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4.6.3 Effect of sex controlled
The best fitting model to the data was the dispersal type control model with
a DIC of 55.96, while the original model had a DIC of 58.487. Controlling for
fitness did not noticeably improve the model fit, while controlling for climate type
had a higher DIC and should be rejected.
Female
The models that controlled for dispersal type and fitness were estimated to have
negative posterior mean coefficients, whereas when controlling for climate esti-
mated positive coefficients (fig. 4.16 and table 4.12). Only when controlling for
dispersal type were the CIs significant where they were also narrower, the re-
mainder of the CIs were wider. Therefore, there is only evidence of a dispersal
trade-off within females when controlling for dispersal type.
Male
The models that controlled for dispersal type and fitness were estimated to have
negative posterior mean coefficients, whereas when controlling for climate esti-
mated positive coefficients (fig. 4.16 and table 4.12). Only when controlling for
dispersal type were the CIs significant where they were also narrower, the remain-
der of the CIs were wider. Therefore, there is no evidence of a dispersal trade-off
within males when controlling for other factors.
4.6.4 Unknown
All models were estimated to have negative posterior mean coefficients with non-
significant CIs (fig. 4.16 and table 4.12). Controlling for both dispersal and
fitness weakened the effect and in all cases the CIs were wider. Therefore, there
is no evidence of a dispersal trade-off within subjects with unknown sex.
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Figure 4.16: Forest plot of models fitted to the binary - plants data set with
corresponding colour code given in table 4.12. Effect sizes are given with 95%
credible interval bars. A line is included indicating 0 where any point with a
negative effect size is considered a trade-off. Each level of the explanatory variable
is plotted separately with results for estimates from each parameter included
within its respective sub-plot.
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4.6.5 Effect of species class controlled
The best fitting model to the data was the dispersal type control model with a
DIC of 49.59, while the original model had a DIC of 51.862. The remainder of
the models had a worse fit than the no control model and should be rejected.
Arachnida
The models that controlled for dispersal type and fitness were estimated to have
negative posterior mean coefficients, whereas when controlling for climate type
estimated positive coefficients (fig. 4.17 and table 4.7). None of the CIs were
significant and all were widened. Therefore, there is no evidence of a dispersal
trade-off within Arachnida when controlling for other variables.
Aves
The models that controlled for dispersal type were estimated to have negative
posterior mean coefficients, whereas when controlling for fitness and climate were
estimated as positive coefficients (fig. 4.17 and table 4.7). None of the CIs were
significant and all were widened. Controlling for dispersal type strengthened the
effect. Therefore, there is no evidence of a dispersal trade-off within Aves when
controlling for other variables.
Insecta
All models were estimated to have negative posterior mean coefficients with sig-
nificant CIs when controlling for fitness and dispersal type, but non-significant
when controlling for climate type (fig. 4.17 and table 4.13). Controlling for fit-
ness weakened the effect, but was strengthened when controlling for dispersal.
All CIs were widened when controlling for other variables. Therefore, there is
some evidence of a dispersal trade-off within Insecta when controlling for fitness
and dispersal type.
Mammalia
All models were estimated to have positive posterior mean coefficients with weakly
significant CIs when controlling for fitness, but non-significant when controlling
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for climate type (fig. 4.17 and table 4.13). All CIs were widened when controlling
for other variables. Therefore, there is no strong evidence of a dispersal trade-off
within Mammalia when controlling for other variables.
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Figure 4.17: Forest plot of models fitted to the binary - plants data set with
corresponding colour code given in table 4.13. Effect sizes are given with 95%
credible interval bars. A line is included indicating 0 where any point with a
negative effect size is considered a trade-off. Each level of the explanatory variable
is plotted separately with results for estimates from each parameter included
within its respective sub-plot.
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4.6.6 Effect of Köppen-Geiger climate class controlled
The best fitting model to the data was the dispersal type control model with
a DIC of 59.176, while the original model had a DIC of 65.245. Controlling
for species class had a lower DIC than the no control model, suggesting that
species class accounted for the variation within trade-offs explained by climate
classification. The remainder of the models had higher DICs than the no control
model and should be rejected.
Tropical
All models were estimated to have positive posterior mean coefficients with non-
significant CIs, except when controlling for fitness which were significant (fig.
4.18 and table 4.14). When controlling for dispersal type and sex the effect was
weaker, whereas for species class and fitness it was stronger. All CIs were widened
when controlling for other variables, except for dispersal type where they were
narrower. Therefore, there is no evidence of a dispersal trade-off within subjects
from a tropical climate when controlling for other variables.
Dry
All models were estimated to have positive posterior mean coefficients with non-
significant CIs (fig. 4.18 and table 4.14). When controlling for dispersal type
the effect was weaker, whereas for the remainder it was stronger. All CIs were
widened when controlling for species class, but were narrower for the remainder
of the models. Therefore, there is no evidence of a dispersal trade-off within
subjects from a dry climate when controlling for other variables.
Temperate
All models were estimated to have negative posterior mean coefficients with sig-
nificant CIs except when controlling for species class (fig. 4.18 and table 4.14).
When controlling for sex the effect was stronger, whereas for the remainder it
was weaker. All CIs were narrower, except when controlling for sex. Therefore,
there is evidence of a dispersal trade-off within subjects from a temperate climate,
except when controlling for species class.
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Continental
All models were estimated to have negative posterior mean coefficients with non-
significant CIs (fig. 4.18 and table 4.14). When controlling for species class
the effect was weaker, whereas for the remainder it was stronger. All CIs were
wider than the non-control model. Therefore, there is no evidence of a dispersal
trade-off within subjects from a continental climate when controlling for other
variables.
Polar
All models were estimated to have negative posterior mean coefficients with non-
significant CIs (fig. 4.18 and table 4.14). When controlling for species class
and fitness type the effect was weaker, whereas for dispersal type and sex it was
stronger. All CIs were wider for all models, except when controlling for dispersal
type when they were narrower. Therefore, there is no evidence of a dispersal
trade-off within subjects from a polar climate when controlling for other variables.
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Figure 4.18: Forest plot of models fitted to the binary - plants data set with
corresponding colour code given in table 4.14. Effect sizes are given with 95%
credible interval bars. A line is included indicating 0 where any point with a
negative effect size is considered a trade-off. Each level of the explanatory variable
is plotted separately with results for estimates from each parameter included
within its respective sub-plot.
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4.7 Discussion
Throughout the course of this chapter we have shown that dispersal trade-offs
exist within the empirical literature. We have aggregated the available empiri-
cal measurements that were present in the literature into a database for other
researchers to utilise, and hopefully add to in the future. The inclusion criteria
we have developed can also be used by other researchers to repeat our analysis,
or to build on our findings with their own adaptations. From the data set we
built from the literature, we now have a picture of what the proportions of stud-
ies examined measured (figs. 4.1 & 4.2), which we can use to determine where
the gaps in the literature are for future research. Using the data set, we were
able to establish that dispersal trade-offs were present and which factors best
explained the results, furthermore, these were still significant when controlling
for potentially confounding factors.
Through our analysis we have established that dispersal trade-offs were
present in all of our data sets, except within the continuous dispersal data. When
we accounted for the heterogeneity of the effect sizes using our fixed effects, we
found that investments in
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significantly explained the trade-off. We also found that accounting for variation
between articles as random effects provided better fitting models, but weakened
the trade-off effect. The variation between articles also accounted for the majority
of variation within the effect sizes – typically 70% or higher.
We note a special case within the taxonomic group Mammilia of a signifi-
cantly positive effect size. When an effect size is positive it implies that, rather
than a trade-off, we have the opposite effect where an increase in dispersal is
accompanied by an increase in non-dispersal traits. A positive effect then implies
that mammals that are more dispersive also have higher fitness traits.
Since the data within our explanatory variables were clustered, any models
that provided significant results were then fitted with additional fixed effects to
control for correlation between explanatory variables. We found that the general
trend of the models were to reduce the trade-off and widen any CIs, with few
exceptions. We discovered significant trade-offs in
 physical investment in dispersal
– when controlling for fitness, sex, and climate,
 fecundity
– when controlling for dispersal type and sex,
 females
– when controlling for dispersal type,
 Insecta
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– when controlling for dispersal type and fitness,
 temperate climates
– when controlling for dispersal type, fitness, and sex.
The best fitting model was dispersal type controlling for fitness type – DIC =
46.983. We found that those models controlling for dispersal type consistently
provided a better fit to the data – lowest DIC – suggesting that dispersal type was
a significant factor in determining a dispersal trade-off. We found that controlling
for species class and climate always produced non-significant results, with the
exception of controlling for climate within dispersal type. This suggests that
species class and climate are correlated with the other factors. We can therefore
conclude that dispersal trade-offs in the aforementioned proxies exist, and are
particularly strong when physically investing in dispersal apparatus.
With reference to Mammalia, there was a positive significant result when
controlling for fitness type, but non-significant for climate and dispersal type.
This result suggests that when controlling for fitness there seems to be an increase
in both dispersal and non-dispersal traits, but since we have seen that dispersal
type is the best predictor, and moreover that when controlling for dispersal, the
trade-off became non-significant.
When we examined the environmental lineage of the subjects within the bi-
nary minus plants data set with random effects included, we found that there was
no significant difference betwee laboratory stock and subjects sourced from their
natural environment. This is an significant finding because it implies that the
dispersal trade-off within an organism is unaltered after generations of lab condi-
tions which are unlike its natural environment. Our findings suggest that results
examining dispersal trade-offs using laboratory specimens are robust to scrutiny
of their rearing conditions influencing trade-off results of such experiments.
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Our results, although significant, come with caveats inherent in the structure
of the data. Much of the levels of variation within subjects of our data – our
explanatory variables – were clustered around one factor, e.g. Insecta within
species class, or fecundity within fitness proxy, which could imply that that the
trade-offs we seen are a consequence of the data itself, rather than true effects,
despite controlling for other potentially confounding effects. Ideally, it would have
been beneficial to have less aggregation within factors, but this is the current state
of research and our results should be seen within this context.
In this chapter we have established the existence of general dispersal trade-
offs in a quantified manner, which the literature is currently missing. This study
gives weight to the conjecture that dispersal trade-offs exist and should be utilised
within life-history theory as a biological constraint. The study of range expansions
and invasions are difficult and costly to investigate empirically, thus theoretical
models are currently the only viable method to understand these complex events.
We believe that accounting for a dispersal trade-off will provide theoretical pre-
dictions for range expansions, for which dispersal related life histories is critical,
with more representable estimates of natural systems.
Within the context of this thesis, our theories predicted faster invasions when
organisms were polymorphic and subject to a dispersal-reproduction trade-off.
This chapter established that fecundity partly explained a dispersal trade-off
(fig. 4.9, 4.15, & tables 4.5, 4.11), which provides weight to our assumption of a
dispersal-reproduction trade-off. The implications are then that accounting for a
trade-off could explain some of the variation within estimates of invasion speed –
often under estimates – that are so widely reported within the literature [78].
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Anomalous invasion speeds of
sexually reproducing species
5.1 Introduction
In chapters 2 & 3 we have concerned ourselves with haploid models where repro-
duction is clonal, and traits are inherited from the parent with a small chance of
mutatiting between strains. We witnessed that anomalous invasion speeds were
possible under certain conditions. However, in nature sexual reproduction cov-
ers a significant proportion of reproducing organisms, particularly those that are
of interest to invasion management, and conservationists. Therefore, we would
like to determine if changing the reproductive process affects the realisation of
anomalous invasion speeds.
Previous research of spatial spread with sexually reproducing species is un-
common [32]. Those studies have assumed simplifying assumptions, such as lim-
iting breeding between genotypes and excluding interaction terms between them
[194]. The focus of other studies has been on tracking allele frequencies, or the
spread of alleles within populations, but not the overall abundances of the or-
ganisms themselves, which is the primary interest within invasion modelling [95].
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Models that do account for abundances exist, but do not account for differences
in dispersal ability [119, 120].
Since we want to investigate how sexual reproduction affects anomalous in-
vasion speeds, the assumptions we mentioned previously will not be sufficient for
our purpose. We are interested in the case when genotypes within populations
inter-breed and interact, e.g. through competition, which should occur within
natural species. To investigate spatial invasions, or range expansions, it is neces-
sary to account for how the species propagates through space. Solely examining
the genetics of the population does not capture the spatial dynamics, only the
traits which may give rise to them. Furthermore, the previous issues we have
raised cannot address variation within species and the consequences of dispersal
polymorphism during invasion.
The technical implications for studying sexual reproduction are that the
interactions that give rise to births are intrinsically non-linear. This means that
linearisation is incapable of providing tractable analytical solutions. There is a
further issue when numerically simulating sexual reproduction related to non-
linearity, which creates singularities within continuous space and time models. If
any of the individuals disperse to where there is no mate, then the model will
divide by 0 and the solution becomes undefined. Therefore, we use simulations
within a discrete time and space framework rather than PDEs or analysis which
we have used previously. Although the Lotka-Volterra framework we have used in
chapters 2 & 3 is problematic for sexual reproduction, models that are discrete in
both time and space have proven to be powerful tools for studying such systems
since the dynamics of the discrete system are similar to the continuous case [36].
We seek to address this gap in the literature by providing a discrete time and
space invasion model that accounts for sexual recombination, where genotypes
experience variation in their trait expressions of growth and dispersal. To account
for sexual recombination, we shall assume the organism is diploid and reproduces
according to Mendelian inheritance with genotypes AA, BB, and AB [121]. We
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shall examine a system where the homozygotes have either strong reproductive
and weak dispersal abilities, and vice versa. This will then allow us to investigate
the effect that the heterozygote has on invasion speeds when its trait expressions
differ.
Using simulations we will ascertain if anomalous invasion speeds are still
possible when the means of inheritance is through sexual recombination, rather
than direct inheritance from the clonal parent. First we shall establish whether
travelling wave solutions exist, since without their existence there can be no com-
parison with the previous studies. Then we shall determine if anomalous invasion
speeds are realised. Finally, we shall determine what impact the heterozygote has
on invasion when it: mimics either homozygote (dominance of one allele); or has a
combination of the weakest, strongest, and average of dispersal and reproduction
traits.
We shall also examine the effects of varying degrees of mutation between
alleles, i.e. A mutates into B. Mutation was critical in our previous chapters
because it is the only means of changing phenotype in a clonal reproductive
system. Switching between phenotypes by sexual recombination does not require
mutation, therefore, it is unclear if mutation in this system is as critical as we
have previously seen.
5.2 Model formulation
To investigate sexual reproduction during invasions we shall develop a model that
is discrete in both time and space. We shall assume that matings happen locally
and at random where all genotypes are able to pair with each other without limi-
tations, i.e. no assortative mating between genotypes. Sexual recombination will
behave according to Mendelian inheritance where the homozygotes are denoted
AA and BB, and the heterozygote as AB. We include a probability that a single
gamete can mutate at birth from A into B and vice versa. We also assume that
generations can over-lap, so that we can draw comparisons with chapters 2 & 3.
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We shall define the model as a difference equation that describes each stage of a
generation cycle chronologically as:
1. population growth and mutation dynamics,
2. density-dependent mortality,
3. dispersal.
5.2.1 Population growth and mutation
Let us begin by defining the population as





where N is the total population, F and M are the population of females and
males. Here i ∈ S = {AA,AB,BB} denotes the genotype, x is the position in
space, and t is the generation number. We can now define the reproductive step










































Where GtfA,x is the number of female produced gametes of allele A at position x
and generation t, and similarly for allele B; P tmA,x is the probability that a male
produced gamete is allele A at position x at generation t, and similarly for B;
ri is the proportion of offspring produced per generation. We now introduce the
possibility of mutation between alleles. To make this model comparative to those
in our previous chapters we shall assume that a constant proportion of offspring
mutate at birth from one allele to another, i.e. A mutates into B at a rate µ and
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vice versa for B into A. Here we have assumed that the rate of mutation between
































where ĜtfA,x is the number of female gametes of allele A at position x and gen-
eration t accounting for mutation, and similarly for allele B, and P̂ tmA,x is the
probability of encountering a male of allele A at position x at generation t ac-
counting for mutation, and similarly for B. We now define the number of offspring





















which we then use to define growth per generation as













where F̃ ti,x is the new population of females after reproduction for genotype i ∈ S,
and similarly for males M̃ ti,x, and α ∈ [0, 1] is a constant parameter which controls
the sex ratio.
5.2.2 Density-dependence
We now turn our attention to density-dependent mortality. To account for this
we shall use a version of the Beverton-Holt model that accounts for interacting
species known as the Leslie-Gower model [104]. This model has been shown to
be the discrete time and space model for the continuous competition dynamics
we used within chapters 2 & 3 [103]. We shall now combine equn. (5.5) with the
Leslie-Gower model to give our density dependence relation for both males and
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where i, j ∈ S, and Cij are the competitive effects between genotypes i and j.
5.2.3 Dispersal dynamics
Finally, we shall address the dispersal dynamics. Here we have assumed a constant
proportion of individuals with genotype i ∈ S equally disperse to neighbouring
cells with some probability Di, whereas the remainder linger within their current
cell. The population of males and females at position x for the next generation














M̂ ti,x+1 −Di,mM̂i,x + M̂ ti,x,
(5.7)
where Di,f is the proportion of females dispersing for genotypes i ∈ S, and
similarly for males.
We have thus defined a general model in discrete time and space that ac-
counts for the populations of males and females that allow different dispersal
strategies for genotypes and sex.
5.3 Numerical experiments
Using the difference equation model defined in section 5.2, we can now investi-
gate the effects of sexual recombination on invasion using numerical experiments.
Although we have derived a general model, we shall now restrict ourselves to a
special case. Consider a population as described in section 5.2 where the genotype
AA has superior reproductive abilities, but inferior dispersal ability to the other
homozygote BB. That is, there is a dispersal reproduction trade-off between geno-
159
Chapter 5. Anomalous invasion speeds of sexually reproducing species
types. This then provides us the opportunity to investigate the impact that the
heterozygote AB has on invasion dynamics depending on what traits it adopts.
We shall assume that there are no differences in sex, i.e. males and females within
the same genotype do not differ in dispersal or competitive ability. Since fitness
is defined solely by the females, males do not have a direct impact on fitness
other than their relative abundance. We shall assume that the sex ratio is equal,
which is to say that α = 1
2
. By simplifying the model in this way, there is no
distinction between males and females, therefore we shall consider the densities
of the genotypes only, i.e. NAA, NBB, and NAB.
We would like to draw comparisons between the dynamics in chapters 2 & 3,
moreover, that if changing the reproductive system from clonal to involve sexual
recombination retains the anomalous invasion speed phenomenon. We shall then
assume the same environmental conditions from chapter 2 that the habitat is
favourable to the species, and is unoccupied by a resident. Therefore, for each
case, we must establish if travelling wave solutions exist, and if the speed of
invasion of all genotypes travels at a single speed which is faster than either
homozygote in isolation. In the previous chapters we have seen that mutation
between strains was critical for a system to exhibit anomalous invasions speeds,
recall that when there is no mutation that each strain invades at a speed specified
by the F-KPP speed [47, 53, 99]. However, to change between strains in this
system does not require mutation. To investigate if mutation is as critical as we
have previously seen, we shall investigate different mutation values and compare
the speeds of invasion for each case.
Numerical simulations were conducted in MATLAB 2016a [116] using the
difference equation defined in section 5.2. The invasion speed was calculated by
recording 100 time points over the total temporal period and noting the spatial
coordinates of the the midpoint of the population density wavefront. The speed
between each temporal point was calculated – speed = distance
time
– and an average
of those speeds was taken. The general parameters and initial conditions of the
experiments are given in table 5.1. The parameter values for the heterozygote
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have not been defined in table 5.1 since we will be examining the consequences
of which traits it adopts for each case.
When presenting the simulation results, we have normalised the carrying
capacity of the species to be 1, the normalisation factor is calculated from the
denominator of equn. (5.6) and was calculated prior to each separate simulation.
5.3.1 Monogamete case
To investigate the monogamete case, the reproduction and dispersal parameters
given in table 5.1 were chosen such that each genotype in isolation would invade
at the same speed. We can see from table 5.2 that this is the case to within 2%.
If we examine panels c and d from fig. 5.1, we can see in c.1 and d.1 that both
monogamete populations invade at the same speed. Panels c.2 and d.2 show the
the plot of the travelling wave variable z = x − ct, where x is position in space,
c is the calculated wave speed, and t the generation time. From here we can
conclude that the solution exhibits travelling wave solutions.
5.3.2 Dominance of reproduction
Here we examine the case of dominance in the reproductive trait, i.e. the het-
erozygote has identical traits to the reproductive homozygote, AA. Since there
is now more than one genotype, we introduce mutation between alleles as de-
scribed in section 5.2. We can see from table 5.3 that the invasion speed when all
genotypes are together is indeed faster than either homozygote in isolation. We
see that mutation increases the average speed when the heterozygote experiences
dominance within the reproductive allele A. We should also note that when mu-
tation is 0, the invasion proceeds as a stacked front, which is when two invasions
fronts are travelling at different speeds. If none of these speeds are faster than
either homozygote in isolation then there is no anomalous invasion speed. In this
case it is the heterozygote AB and homozygote AA that are travelling at the
slower speed of c1 = 0.1448 and the dispersive homozygote BB that is invading
at speed c2 = 0.2197 – it’s speed in isolation. This case can be compared with
the monogamete cases by examining panels b, c and d in fig. 5.1, where panel b
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Figure 5.1: Invasion of vacant habitat by all genotypes. The natural logarithm
of the population density is given on the y-axis. Position in space is given on
the x-axis. The reproductive genotype is shown in blue, the dispersive genotype
is shown in orange, and the heterzygote is shown in yellow. Parameter values
and initial conditions are given in table 5.3 and µ = 1x10−6. Panels in row a
show the invasion when the dispersive allele is dominant. Panels in row b shows
when the reproductive allele is dominant. Panels in row c shows the monogamete
case for the dispersive genotype. Panels in row d shows the monogamete case for
the reproductive gamete. Panels in the first column depict invasion fronts at 3
equidistant time shots at t = 30, 000 (solid line), t = 40, 000 (dashed line), and
t = 50, 000 (dotted line). Panels in the second column depict the natural log. of
the population density against the wave variable z = x − ct of each case at 10
time points, 5,000 time steps apart.
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displays the case when µ = 1x10−6. The case when µ = 0 is shown in fig. 5.2.
5.3.3 Dominance of dispersal
We now examine the results of our numerical experiments when there is dom-
inance of the dispersive trait, i.e. the heterozygote has identical traits to the
dispersive homozygote, BB. From table 5.3 we can see that just as in the previ-
ous case, there is a single invasion speed that the population invades at, which
is faster than either homozygote in isolation. Therefore, we have evidence of an
anomalous invasion. We also notice that the rate of mutation between alleles has
an almost indistinguishable influence on the observed invasion speeds. This case
differs from the previous case in that there is no stacked front when mutation is
0. We can compare the case when there is dominance in the dispersive allele B
with those of the monogamete cases in panels a, c, and d fig 5.1. We can also see
from fig. 5.1 the existence of travelling wave solutions in panel a.2.
We shall not examine the extreme case when the reproductive homozygote
is sessile, and the dispersive homozygote is infertile, and any dominance of either
allele. Upon deeper reflection, we will come to the conclusion that no invasion
will take place since any dispersive genotypes will produce no progeny, and those
that do will be unable to disperse.
5.3.4 Strong heterozygote
We now turn our attention to the case when the heterozygote expresses the
stronger traits of both homozygotes, i.e. the dispersive abilities of BB, and the
reproductive abilities of AA. If we examine table 5.4 we find that the popula-
tion travels at a single invasion speed which is faster than either homozygote in
isolation, which should not surprise us since there is no trade-off. This case is
analogous to that discussed in chapter 2.4.2. when the trade-off curve has neg-
ative curvature and the invasion should proceed at the speed of the optimum
phenotype. We can also see from table 5.4 that mutation has very little impact
on the invasion speed. The results of this experiment can be seen in panel a of fig.
5.3, where we can also see visual evidence of travelling wave solutions in panel
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Table 5.1: General parameter values used within numerical simulations.
Descriptor Symbol Values
Total landscape size L [0,50000]
Total temporal period T 50000
Proportion dispersing (DAA, DBB) (0.00055, 0.5)
Per capita growth rate (rAA, rBB) (5, 0.1)
Initial conditions N∗i = [0, 5000]
1
6
Table 5.2: Average invasion speeds of each monogamete case in isolation.
Genotype strain Average speed
Reproductive strain AA 0.2164
Dispersive strain BB 0.2197
Table 5.3: Average invasion speeds at different rates of mutation when the het-
erozygote expresses dominance of either allele.
Heterozygote traits Mutation parameter Average speed
Dominance of reproduction
AB = AA µ = 0 c1 = 0.1448, c2 = 0.2197
µ = 1x10−6 0.4374
µ = 0.001 0.4431
µ = 0.01 0.4535
µ = 0.1 0.4847
Dominance of dispersal
AB = BB µ = 0 0.4525
µ = 1x10−6 0.4525
µ = 0.001 0.4524
µ = 0.01 0.4514
µ = 0.1 0.4447
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Figure 5.2: Invasion of vacant habitat by all genotypes. The natural log. of the
population density is given on the y-axis. Position in space is given on the x-axis.
The reproductive genotype is shown in blue, the dispersive genotype is shown
in orange, and the heterzygote is shown in yellow. Parameter values and initial
conditions are given in table 5.3 and µ = 0. Panels row a show the invasion when
the dispersive allele is dominant. Panels row b shows when the reproductive allele
is dominant. Panels a.1 and b.1 depict invasion fronts at 3 equidistant time shots
at t = 30, 000 (solid line), t = 40, 000 (dashed line), and t = 50, 000 (dotted line).
Panels a.2 and b.2 depict the natural log. of the population density against the
wave variable z = x− ct of each case at 10 time points, 5,000 time steps apart..
165
Chapter 5. Anomalous invasion speeds of sexually reproducing species
a.2. The strong heterozygote invades faster than both the intermediate and weak
heterozygotes.
5.3.5 Intermediate heterozygote
We shall now examine the scenario when the heterozygote expresses traits at the
midpoint between the reproductive and dispersal abilities of both homozygotes.
If we review table 5.4, we will see that population invades at a single speed which
is faster than that of either homozygote in isolation, which is evidence of an
anomalous invasion speed. We should also notice that the mutation rate has
little influence on the invasion speed, with marginal increases as the mutation
rate increases in order of magnitude. The results of this experiment can be seen
in panel b of fig. 5.3, where there is visual evidence of travelling wave solutions in
panel b.2. The invasion speed of the intermediate heterozygote was slower than
that of the strong, but faster than that of the weak heterozygote.
5.3.6 Weak heterozygote
Finally, we address the case when the heterozygote expresses the weaker traits
of both homozygotes, i.e. the dispersive abilities of AA, and the reproductive
abilities of BB. Upon inspection of table 5.4 we can see that the population
travels at two distinct speeds when mutation is low enough, indicating that there
exists a stacked front. Moreover, the slower wave comprised of the reproductive
homozygote, and the faster wave of the heterozygote increased in speed with
increasing mutation. However, when mutation passes a threshold – µ = 0.001
– we again see the population invading at a single speed. Just as we have seen
in the case when the reproductive allele is dominant – section 5.3.2 – there is
no anomalous invasion speed when mutation is too low. In fact, we only see an
anomalous invasion speed when mutation is relatively high, µ = O(0.1). Visual
results of this experiment can be seen in panel c of fig. 5.3, where evidence of
travelling wave solutions can be seen in panel c.2. The invasion speed of the
weak heterozygote invaded slower than that of both the intermediate and strong
heterozygote.
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Table 5.4: Average invasion speeds at different rates of mutation when the het-
erozygote expresses strong, intermediate, and weak traits of each allele.
Heterozygote traits Mutation parameter Average speed
Strong heterozygote
rAB = rAA, DAB = DBB µ = 0 0.8501
µ = 1x10−6 0.8501
µ = 0.001 0.8501
µ = 0.01 0.8506
µ = 0.1 0.8506
Intermediate heterozygote
rAB = 2.55, DAB = 0.25 µ = 0 0.5377
µ = 1x10−6 0.5377
µ = 0.001 0.5380
µ = 0.01 0.5403
µ = 0.1 0.5576
Weak heterozygote
rAB = rBB, DAB = DAA µ = 0 c1 = 0.0740, c2 = 0.2197
µ = 1x10−6 c1 = 0.1914, c2 = 0.2197
µ = 0.001 0.2195
µ = 0.01 0.2209
µ = 0.1 0.3034
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Figure 5.3: Invasion of vacant habitat by all genotypes. The natural log. of
population density is given on the y-axis. Position in space is given on the x-axis.
the reproductive genotype is shown in blue, the dispersive genotype is shown
in orange, and the heterzygote is shown in yellow. Parameter values and initial
conditions are given in table 5.3 and table 5.4 with µ = x10−6. Panels row a show
the invasion when the heterozygote has the strongest traits of both homozygotes.
Panels row b shows the invasion when the heterozygote has intermediate traits of
both homozygotes. Panels row c shows the invasion when the heterozygote has
the weakest traits of both homozygotes. Panels a.1, b.1, and c.1 depict invasion
fronts at 3 equidistant time shots at t = 30, 000 (solid line), t = 40, 000 (dashed
line), and t = 50, 000 (dotted line). Panels a.2, b.2, and c.2 depict the natural
log. of the population density against the wave variable z = x − ct of each case
at 10 time points, 5,000 time steps apart..
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5.4 Discussion
We have developed a general model that is discrete in both time and space to
investigate the invasion dynamics of a sexually reproducing diploid species. We
then investigated a simplified case where there were no differences between males
and females, but that individuals differed according to a dispersal-reproduction
trade-off expressed through genotypes. We then examined the different possi-
ble cases when the heterozygote expressed traits from both the dispersive and
reproductive homozygotes. Each case was then investigated through numerical
experiments to establish the existence of travelling wave solutions, and whether
anomalous invasion speeds were realised. We then drew comparisons to our pre-
vious chapters where mutation was critical to the existence of anomalous invasion
speeds by investigating differing rates of mutation from one allele to another, i.e.
a mutation at birth from A into B, and vice versa.
In all cases we found that travelling wave solutions were realised. We es-
tablished that anomalous invasion speeds occurred when one allele was dominant
causing the heterozygote to express the same traits as either homozygote – ex-
cept in the case when reproduction was dominant and there was no mutation
between alleles where we witnessed a stacked front. Upon examining the cases
when the heterozygote expressed a mix of the homozygotes’ traits, we found that
anomalous invasion speeds were seen when the heterozygote had intermediate
trait values for reproduction and dispersal, and only when mutation was high
enough when it had a combination of the weakest traits of both homozygotes.
We can conclude that when the heterozygote had a combination of the strongest
traits of the homozygotes that anomalous speeds were not realised because, re-
calling from chapter 2, the shape of the dispersal-reproduction curve had negative
curvature and thus the population would invade at the optimum speed. When
the heterozygote expresses the strengths of both homozygotes is analogous to the
aforementioned case.
We witnessed that, unlike in chapters 2 & 3, mutation played a less impor-
tant role in the expression of anomalous speeds, except in two noteworthy cases.
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We found that stacked fronts occurred when the dispersal abilities of both the
heterozygote and homozygote were not large enough to keep up with the invasion
led by the dispersive homozygote, this of course changed when mutation between
alleles was large enough. We can conjecture that when the reproductive abilities
of the disperser are weak that it can be invaded by the other genotypes with
stronger reproductive fitness, which would explain the stacked fronts we have
seen. For the population to invade at a single speed – and by extension, anoma-
lous invasion speeds – the reproductive homozygotes and heterozygotes must keep
pace with the invasion and are able to do so when there is enough exchanging of
genotypes, i.e. individuals of each genotype born at the wave front. In the cases
when we witnessed stacked fronts there was not enough exchanging of genotypes,
until mutation was beyond a threshold that allowed them to keep pace with the
dispersive homozygotes. Therefore, we can develop a general notion that unless
there is a mechanism for maintaining less dispersive individuals at the wavefront
then the population cannot invade at the same speed. Moreover, the whole pop-
ulation cannot benefit from anomalous invasion speeds afforded to them by the
traits that give rise to such speeds.
We have shown through the course of this chapter that anomalous invasion
speeds persist with sexual reproduction, and are not a phenomena that is re-
stricted to clonal populations. Understanding the dynamics of invasion is impor-
tant for managers within conservation and population control of invasive species.
The implications of our findings are that invasions could be happening at a faster
rate than current predictions have forecast, in this study we found a speed up
of approximately a factor of 2 (see tables 5.3 & 5.4). Although explanations for
some faster invasions have firm grounding in the evolution of dispersal at the
wavefront, such as in cane toads (Rhinella marina) in Western Australia [136],






In a world that will be increasingly dominated by climate change, species will
respond by adjusting their ranges to the changes, or perish if they cannot adapt
to the changing conditions. The impacts of these changes will have wide ranging
consequences for species globally, including our own. We will experience econom-
ical and health challenges related to expansion and invasion, as well as moral
challenges through our responsibility for collective pressure on the natural world.
Global biodiversity is predicted to decrease as a result of climate change and many
species are expected to be negatively affected by these changes [175, 157, 9]. Un-
derstanding how quickly a species advances is of critical importance if we want
to mitigate the impacts of invasive species, or to determine if a species can keep
up with the pace of a shifting climate.
Biological invasions are developing at increasing rates because of human ac-
tivity, by acting as vectors, or putting pressure on the environment resulting in
removing other species that act as competitive barriers [156]. The effects on local
ecosystems can be devastating, as in Western Australia from the cane toad inva-
sion where the natural toxins produced by the toads are increasing mortality rates
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among their non-natural predators [160]. The ability of non-native invaders to
disrupt the ecosystem can have huge implications on human economic interests,
such as increasing fire risk [37], or threatening food production [206], or intro-
ducing diseases [50]. Tracking the rate of invasion can then allow us to mitigate
the damages caused by implementing strategies to combat the negative effects
brought about by expanding or invading species.
Mathematical models have a long history of developing our understanding
of biological processes, particularly those where experiments are seemingly im-
practical and costly. This is especially true for understanding range expansions
and invasions when the scale is large, and uncertainty of empirical measurements
are high. There is ample and growing evidence that dispersal evolves during the
expansion process [137, 175, 181], the consequences of which are only beginning
to be understood. The trend of all investigations into the evolution of dispersal
is to find faster invasions than if dispersal does not evolve [136, 55]. Dispersal
cannot evolve indefinitely, so there must exist a maximum energy allocation, that
as it increases, some other physiological process will suffer in the form of a trade-
off. Few studies have examined trade-offs, but those that do indicate that the
population dynamics are altered in a non-negligible way [47, 48, 17].
Throughout this thesis we have shown that including dispersal trade-offs
and dispersal polymorphism affects population dynamics during expansion by fa-
cilitating faster invasions through anomalous speeds than if any strain were in
isolation. We shall now recall the key results of the thesis and draw the overarch-
ing conclusion that dispersal polymorphism and dispersal trade-off are properties
of life history that have profound consequences for any predictions about inva-
sion. Furthermore, we build on the theory regarding anomalous invasions speeds,
providing further evidence that this phenomenon is not an artefact of the models





The evidence for dispersal trade-offs within the literature has been synthesised
through narrative reviews [102, 12, 22, 155], but never before has it been quan-
tified. The problem, as we have stated earlier, with narrative reviews is that
they can miss some of the key findings, and that evidence may exist outside of
the traditional areas of research. In chapter 4 we conducted a synthesis of the
literature using a systematic review with broad search terms to capture as much
of the studies as possible to use within a meta-analysis of dispersal trade-offs. We
found that the evidence for dispersal trade-offs does exists.
We were able to achieve a quantified distribution of dispersal types, fitness
types, species classes, sex of the studied organisms, climate classification, and
environmental lineage within the literature. This is an excitingly useful database
for any researcher that is interested in dispersal, as well as trade-offs. The meta-
data we have found can now be utilised in other quantitative studies, or to guide
empirical studies searching for dispersal trade-offs. Until now, the apparent ab-
sence of any trade-offs has left theoretical work unverified. We now have further
evidence that dispersal trade-offs exist giving theoretical studies, and predictions
relying on them, increased credibility.
We found significant trade-offs when we investigated the variation within the
effect sizes. The factors responsible for these trade-offs were found to be fecundity,
if the organism was female, if the organism was from a temperate climate, and if
the organisms were insects. Additionally when we examined the type of dispersal,
it was when a physical investment into dispersal apparatus was made that a trade-
off became apparent. Some of our results are not surprising, such as trade-offs
between dispersal and fecundity, within females, and within insects. Theoretical
work predicts that investment in reproduction at the expense of dispersal should
exist [96, 192], and empirical studies have shown this to be true too – with a
fantastic meta-analysis by Guerra in crickets [66, 86]. Much of our data was
from crickets, but that does not take away from the other Insecta that the study
included. Females are also expected to invest heavily in reproduction, and thus
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we should expect to see this too. However, when we controlled for these factors,
the trade-off still existed indicating that the factors we would expect correlation
in were not proxies for the others. Therefore, we can draw the conclusion that
there were true biological effects.
What was surprising was to find that individuals from temperate climates
experienced a dispersal trade-off. We can surmise that the relatively moderate
climatic conditions do not selectively disadvantage dispersal trade-offs, whereas
the relatively harsh conditions of say polar, dry, and continental climes with large
variation in conditions, select against trade-offs. We refrain from speculating on
tropical climates because there were only 3 studies within the largest data set.
An important result was that we found no difference between individuals that
were reared for some generations within laboratory stocks, and those collected
directly from their natural environment. A general concern when investigating
matters of trade-offs is whether the conditions within the laboratory organisms
are distorting results. Inadvertently, or deliberately, they are under different
selection pressures from those in the wild. Our results show that conditions do
not seem to affect trade-offs, which is an important finding. This implies that
laboratory stock can continue to be used to investigate dispersal trade-offs which
can save resources that would otherwise be used to conduct experiments from
wild organisms.
6.1.2 Dispersal-reproduction trade-offs & anomalous in-
vasion speeds
Our investigations in chapters 2,3, and 5 were theoretical studies of invasions of
species that experienced a dispersal-reproduction trade-off. There have been sev-
eral studies that examined theoretical populations that allowed either dispersal,
or reproduction to vary, but few that vary together, and fewer still explain the
biological motivation to do so [194, 193, 134, 61, 42]. We have expanded on the
theory developed by Elliott & Cornell for dispersal polymorphism and its effects
during invasions to a wider family of cases [47, 48]. We have seen that when the
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degree of polymorphism is expanded to the general N -strain case the resultant
invasion rate is determined by at most two constituent strains. Through our
analysis and numerical experiments we found that the predicted linear speeds
and those calculated from the simulations were in good agreement, allowing us
to conclude that the speeds were the same – which also agrees with the rigorous
mathematical proof conducted by Girardin [61]. Furthermore, that the predicted
speed of a 5-strain species invaded at the same speed as a 2-strain species pro-
vided the same vanguard phenotypes were present. When mutation dynamics
were altered to a more realistic regime of small progress to either neighbouring
discrete strain the result was unchanged.
A natural extension to the theory was to consider variation in how strains
competed among themselves, and against another resident species. Studies which
examine differences in competition are uncommon, often density dependence
is included, but that interactions are neutral, and fewer examine interspecific
competition. Those few that did investigate the effects of competition between
species generally found that invasions were either slower, or halted altogether
[194, 108, 129]. When we investigated intraspecific competition between strains
invading vacant habitat we seen that anomalous invasion speeds were still pos-
sible, even when the vanguard strains were out-competed within the range core.
The vanguard strains were present at the range front, driving the invasion for-
ward, but when the range core catches up they are reduced to low densities.
Anomalous invasion speeds were also found when a polymorphic species invaded
a resident, albeit the effects of competition slowed the rate of advance, as has
been seen in previous studies. It was here that we found the surprising results
that the polymorphic species could still invade anomalously, even when the effects
of competition caused one of the vanguard strains to experience negative growth.
The conditions for which either monomorphic, or the polymorphic species could
invade each other was determined by the effects of the competitor on the focal
species, and that it’s effect on the competitor did not affect if it could invade.
In chapter 5 we provide evidence that anomalous invasion speeds are robust
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to a change in reproductive system from clonal to sexual. Using a discrete time
and space difference model we conducted numerical experiments on a diploid pop-
ulation that experienced a dispersal reproduction trade-off through the expression
of alleles. Our homozygotes either had strong dispersal, and weak reproduction,
and vice versa. In doing so we could test how the heterozygote affected the inva-
sion when it’s expression of traits varied. If the heterozygote experienced domi-
nance in either allele we found that anomalous invasion speeds were realised. If
the heterozygote expressed the strengths of both alleles the invasion was fastest,
and slowest if it expressed the weakness of both alleles, and an intermediate speed
with intermediate expression.
Previous theoretical studies have shown that the shape of the trade-off curve
can have serious implications for population dynamics [192, 96, 151]. However,
few have applied this to the theory of range expansion and invasions [17, 47, 48].
We have shown that the shape of the trade-off curve is paramount for determining
whether anomalous invasion speeds occur. If the curve has positive curvature, and
the dispersal and reproductive abilities are sufficiently different, then anomalous
invasion speeds will occur. If the trade-off curve has negative curvature then we
see that a single strain will determine the invasion speed.
6.2 Implications & future directions
Through the course of this thesis we have found results that have wide reaching
implications for research into range expansions and invasions. Theoretically we
have shown that faster, anomalous invasion speeds are persistent in a variety of
scenarios, which suggests that this phenomenon is not an artefact of a particular
system, but a general behaviour that arises from the dynamics.
To determine if an anomalous speed is present requires knowing the dispersal-
reproduction trade-off. Acquiring an accurate estimate of the trade-off curve is
currently very difficult due to the complexities of measuring both the dispersal
and reproduction traits effectively. Further developments in techniques that could
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measure the traits required for our predictions is a must, since without them, we
cannot validate our theories. A starting point would be to identify candidate
species that display the kind of dispersal-reproduction trade-off to perform em-
pirical experiments with. Our work from chapters 2 and 3 are within haploid
species which reproduce clonally, so empirical tests on similar organisms from
microbiology could provide fruitful. However, within microbes a dispersal repro-
duction trade-off would be difficult to find, or to create selection lines that display
one. The fitness properties of microbes, and any trade-offs, are unlikely to sac-
rifice reproduction before any other trait (Goodman, Gupta, Williams, personal
communication). We have however shown anomalous speeds persist when repro-
duction is sexual, where dispersal-reproduction trade-offs and candidate species
do exist, like the cone-headed bush cricket which is expanding its range [175].
Our chapter on anomalous invasion speeds with sexual reproduction has
shown using simulations the possibility of their existence, but not using mathe-
matical analysis. Developing analytical methods for this system, as we have done
with chapters 2 and 3, would provide greater insights to the dynamics. The pos-
sibility of anomalous invasion speeds for a polymorphic species invading vacant
habitat has been proven mathematically by Girardin [61], but no current proof
exists for when a competitor is present. To develop a proof for the case when an
established competitor is present would give our work further weight and more
justification in finding empirical candidate systems.
Within our models we have assumed that dispersal is a simple process of
small local movements throughout the life time of an individual, but dispersal in
nature is more complex. Further work to establish the theory for types of dispersal
other than diffusion would be beneficial, particularly when real data is available.
A new project called ICARUS has been establish by the Max Planck Institute for
Ornithology which has sensors mounted on the International Space Station which
can globally track the dispersal, movement, and migration patterns of animals
[2]. The data that will become available can aid future dispersal research by
parameterising models, testing dispersal theory, and deepening our understanding
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of how organisms move more broadly. With more accurate information about
dispersal we can then predict the rate of spread more accurately.
We have found that when there is general degree of polymorphism that the
invasion speed is determined by two strains. Furthermore, when competition is
accounted for we found that anomalous invasion speeds persisted when the van-
guard strains were out-competed in the range core; and when one of the strains
had negative growth from competitive pressure from another species. Both of
these scenarios imply that predicting the invasion from empirical data would be
problematic, since the vanguard strains would only be present in low densities.
The implications for invasion management are even larger. Any attempts to
intervene to slow the invasion effectively will be difficult to instigate correctly.
Consider a highly polymorphic population invading anomalously. Population
managers may not be aware that there is an anomalous invasion because a sin-
gle strain is out-competing the rest in the core, believing the population to be
monomorphic, but the vanguard strains are driving the invasion at the front.
Another possibility is that a manager has predicted a slower invasion because a
competitor is present. They have seen the decline of one of the vanguard strains
as a result of the competitor and incorrectly interpret that an anomalous inva-
sion is no longer occurring, when in fact, the invasion is still proceeding at the
anomalous rate.
Clearly range expansions and biological invasions are complex eco-evolutionary
processes that deserve scientific attention. As the increasing rate of climate
change increases uncertainty for all organisms on the planet, understanding how
species react to these conditions will better prepare humanity to mitigate the
negative effects that can occur as a result. Loss of biodiversity is serious threat
to the stability of global ecosystems, and through them, the stability of global







A straight line passing through points representing strains i and j in (D, r) space
has equation














. The midpoint of the line segment joining the two axes is then









and the monomorphic speed for this “virtual” strain is then c = 2
√
rvijDvij,
which gives the same expression as cdij from MS eq. (2). Thus, the dimorphic
invasion speed for strains i and j is the same as the monomorphic speed for this
virtual strain.
We assume (without loss of generality) that ri < rj, which implies that
Dj < Di in order for the dimorphic speed in eqn. (3) to be real. The condition
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Figure A.1: The invasion speed when D−r trade-off curve (represented by T ) has
positive curvature is the dimorphic speed for the virtual strain vij (represented
by a point zvij) for the two most extreme strains i and j (represented by points zi




represents the locus of strains that would have the same monomorphic speed as
vij; all strains represented by points below Hij have Dr < Dvijrvij, and therefore
slower monomorphic speeds than the virtual strainvij. Lij (resp Lkl) is a straight
line segment passing through ziand zj (resp. zk and zl) and terminating on the
r and D axes. As shown above, zvij (resp. zvkl) lies at the midpoint of Lij
(resp. Lkl). Since Hij is tangential to Lij at zvij, the monomorphic speed for
the virtual strain zvij is faster than the monomorphic speed for any other strain
on T . Moreover, since the virtual strain for any pair of strains k and l must lie
between zk and zl for the corresponding dimorphic speed to be a valid invasion
speed, so zvkl must lie below Lij and therefore below T , no dimorphic speed cdkl
can exceed cdij.
for the virtual strain to lie between the real strains is then
ri ≤ rvij ≤ rj,
and it is straightforward to show that this leads to exactly the same conditions
as eqns. (4) in the MS. Moreover, it is straightforward to show that the virtual
strain has the highest value of rD, and therefore the highest monomorphic speed
2
√






along which the monomorphic speed equals cdij, is tangential to the line segment
at (D, r) = (Dvij, rvij)
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These geometric constructions allow us to find the invasion speed from the
geometric properties of the trade-off curve alone. As shown in fig. A.1, if the curve
segment representing the trade-off has positive curvature then the invasion speed
is the anomalous dimorphic speed for the two most extreme strains, provided the
corresponding virtual strain is bracketed by these extreme strains (i.e. that the
condition eqn. (4) in the MS is satisfied so that this is a valid invasion speed).
A similar construction shows that, if the trade-off curve has negative curvature,
then no valid dimorphic speed is faster than the fastest monomorphic speed on
the trade-off curve.
If the trade-off curve has segments with both positive and negative curvature
(e.g. Figure 4 f) then the pair of strains that give the fastest dimorphic speed
need not be at the extrema of the trade-off curve r = r(D) provided there is a
pair of strains with diffusion constants D1 and D2 where
∂cd12
∂D1
= 0 = ∂cd12
∂D2
. Taking










{D1r(D2) +D2r(D1)− 2D1r(D1)} [(D1 −D2)r′(D2) + r2 − r1]
2 ((D(r1)−D(r2))(D2 −D1)3/2
= 0.
If either of the terms in braces is zero, then as seen in eqn. (A.2), the virtual
strain is identical to either strain 1 or strain 2, so the dimorphic speed is the same
as the monomorphic strains. If the dimorphic speed is truly anomalous, then the






The term on the right hand side is equal to the gradient of the straight line joining
the two strains, so this line must therefore be tangential to the trade-off curve at
both points (see Fig. 4 f).
To show that the vanguard morphs need not have the highest values of rD
on the trade-off curve, we provide an illustrative example in figure A.2
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Figure A.2: Illustration that vanguard strains do not necessarily have the highest
value of rD on the trade-off curve. Points z1 and z2 represent the strains at the
endpoints of a convex trade-off curve (solid black line T ) in (D, r) space, which
as shown in fig. A.1 are the vanguard strains for a species with this trade-off
curve. The dotted line is a straight line passing thorough z1 and z2, and zv12
represents the corresponding virtual strain constructed as in fig. A.1. Curves H1
and H2 are hyperbolae representing the loci of points where rD (and therefore
the monomorphic speed) takes the same values as at z1 and z2 respectively. The
segment of T between z1 and z4 (where T crosses H1) lies above both H1 and H2,
so all strains along this segment have a higher value of rD than either z1 or z2.
In particular, H3 is a hyperbola tangential to the trade-off curve at point z3, so
z3 represents the strain with the highest value of rD on the trade-off. The virtual
strain zv12 lies above H3, in corroboration of the fact that the monomorphic
speed for the virtual strain is higher than that for z3, which has the highest
monomorphic speed on the trade-off.
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MATLAB code used for
simulations
The script below is the general form of the code used to simulate the equations
in chapters 2,3, and 5.
B.1 Chapters 2 & 3
B.1.1 CN matrix matrix1.m
%This is the function used to generate the matrix used in the first part
%of the Crank-Nicholson scheme. The matrix is a tridiagonal system with
%zero flux boundary conditions included.
%The main loop for creating the tridiagonal matrix. Each r(i) is different
%and must be accounted for - the loop takes this into consideration. Cell
%arrays are used as a simple way of producing block matrices. The B.C.s






%Here we insert the boundary conditions which will carry over for each
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%This is the function used to generate the matrix used in the second part
%of the Crank-Nicholson scheme. The matrix is a tridiagonal system with
%zero flux boundary conditions included.
%The main loop for creating the tridiagonal matrix. Each r(i) is different
%and must be accounted for - the loop takes this into consideration. Cell
%arrays are used as a simple way of producing block matrices. The B.C.s



















%This is a function for calculating the kinetics to be inserted into the
%main calculation loop. I take each individual term within the kinetics and
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%calculate these seperately, and then concatenate them at the end. This is
%the function for universal mutation.
function B=kinetics(a,dt)




%This cell is for storing the mutation matrix with 0 on the diagonals for
%calculating the final terms within the kinetics easier.
c{2}=a{5}-diag(diag(a{5}));
%This loop calculates the kinetics for each individual species.
for ii=1:length(a{2})
%This term is the competition coefficient part.
b{1}=(-1)*sum(bsxfun(@times,a{4}(ii,:),a{1}),2);
%This term is the positive incoming mutations.
b{2}=sum(bsxfun(@times,c{2}(:,ii)',a{1}),2);
%This term is the negative leaving mutations.
b{3}=(-1)*sum(c{2}(ii,:))*a{1}(:,ii);
%This term is the full kinetic equation using the above.
d{ii}=(a{2}(ii).*a{1}(:,ii).*(1+b{1})+b{2}+b{3})*dt;
end




%This is a function for calculating the kinetics to be inserted into the
%main calculation loop. I take each individual term within the kinetics and
%calculate these seperately, and concatenate them at the end. This is the
%function for nearest-neighbour mutation.
function B=kinetics(a,dt)
%Initialise the arrays to be used within the loop.
b=cell(3,1);
d=cell(length(a{2}));
%This cell is for storing the mutation matrix with 0 on the diagonals for
%calculating the final terms within the kinetics easier.
mu=(a{5}(1,2))/2;
%Creates empty vectors for use in the kinetic terms.
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%This loop calculates the kinetics for each individual species.
for ii=1:length(a{2})
% This term is the competition coefficient part.
b{1}=-1*sum(bsxfun(@times,a{4}(ii,:),a{1}),2);
%These terms are the incoming and leaving mutations for each species.
if ii==1 %case for 1 due to indexing
b{2}=a{1}(:,2)*mu;
b{3}=-1*a{1}(:,1)*mu;







%This term is the full kinetic equation using the above.
d{ii}=(a{2}(ii).*a{1}(:,ii).*(1+b{1})+b{2}+b{3})*dt;
end




%%xwavefront.m is a piece of code designed for finding the wavefront of
%%travelling wave solution. Often there are more than one value that are
%%numerically similar to the wavefront. This code identifies the
%%wavefrontand finds the midpoint of the wave to take a measurement of the
%%speed. This assumes that the population peaks at 1.
function X=xwavefront(a)
%finds the maximum value in the solution - this is just prior to the
%wavefront. The output is the value found maxNum, idx is the index of the
%value.
[~, idx]=max((a{1}(:)));
%u is a vector from the max solution value to the end of the original
%solution.
u=a{1}(idx:end);
%This finds the midpoint of the wave by finding the value closest to 0.5.
%val is the value, idx is the matrix index.
[~,idx]=min(abs(0.5-u));
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%This finds the value in the original solution.
[row, col]=find(a{1}(:)==u(idx));
%This changes the linear indexing of the value to the more familiar
%(row,column) indexing which is what we need.
[row, col]=ind2sub(size(a{1}),row);
%The output is then the row where this value is which corresponds to




%Function for solving the solution of the reaction diffusion equations. The
%function uses the Crank-Nicholson scheme. The kinetic terms should be
%adjusted for the users need. The input is a cellular array, the input
%for the a{1} must be an nxn matrix.
function X=nmorphsol3(a,dt,theta,dx,Lmax)
%allocates the Crank-Nicolson matrices used for the calculation.
a{7}=CNmatrix1(a,theta);
a{8}=CNmatrix2(a,theta);
%Numerical solver which obtains the solution.
[L,U,P] = ilu(a{8},struct('type','ilutp','droptol',1e-6));
%Generate cells and vectors for use in the function.
b=cell(3,1);
k=1; %Creates a count for saving the solution at time intervals.
a{12}=zeros(101,2);
%hvec is used later for a solution shift in space.
hvec=length(a{10}(floor(length(a{10})/2):end));
%% Main solution loop
for ii=1:length(a{11})
%Compresses the kinetics calculations into an array
a{9}=kinetics(a,dt);
%First step of the Crank-Nicolson scheme
x=a{7}*a{1}(:)+a{9};
%Second step of the Crank-Nicolson scheme. Using an LU decomposition
%for faster calculation.
q=U\(L\(P*x));
%This part of the code has been included in an attempt to remove the
%problem of small numbers within the solution propagting changes in
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%decay rate through the solution due to round-off error.
q(q < realmin)=0;
%Reshapes the solution into a matrix corresponding to each strain.
a{1}=reshape(q,length(a{1}),length(a{2}));
%Finds the midpoint of the wave.
xrow=xwavefront(a);
%IF the midpoint is 9/10*L then the solution is shifted by a half. This
%keeps the boundary the same size, but shifts space for a continuing
%solution. This is a step to reduce computation time.
% if xrow(end) >= 9*(length(a{10})/10)




% %This part shifts the space.
% a{10}=a{10}(hvec):dx:(a{10}(hvec)+hvec*dx);
% end
%If loop for saving equally spaced time points throughout the
%simulation.
if rem(ii,floor(length(a{11})/100))==0





%Seperate array for saving the essential information required for





%Solution and plot from the solution is saved.
save(['//home/vakeenan/paperfigs2/5morph/sim',num2str(k),'at x ',num2str(a{10}(xrow)),...
' t ',num2str(a{11}(ii)),'.mat'], 'b')
k=k+1;
end
%IF the midpoint is 9/10*L then the solution is shifted by a half. This
%keeps the boundary the same size, but shifts space for a continuing
%solution. This is a step to reduce computation time.
% if xrow(end) >= 9*(length(a{10})/10)
% %This part shifts the solution.
% nzeros=zeros(size(a{1}));
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% nzeros(1:length(hvec:end),:)=a{1}(hvec:end,:);
% a{1}=nzeros;
% %This part shifts the space.
% a{10}=a{10}(hvec):dx:(a{10}(hvec)+Lmax);
% end
% There are two shifts, both commented out. This is because the user may





% MATLAB code for solving Elliott & Cornell equations in 1-D for any number of morphs
% using a Crank-Nicholson scheme. Composed by Vincent Keenan. All of the
% calculated values are stored in an array "a". The numerical allocation of
% the array is 1=n, 2=R, 3=D, 4=C, 5=MU, 6=r, 7=CNmatrix1, 8=CNmatrix2,
% 9=kinetics, 10=x, 11=t, 12=x and t values for approximating the speed.
%% Initialise mesh
%L is the length of space which acts as the environment. T is the time
%over which the simulation models.





%temporal and spatial step sizes.
dx=0.05;
dt=0.05;
%creating vectors for time and space to be used within the calculations.
%Other parameters are included for ease later in the calculation.
a{10}=(0:dx:L); %Intialise space discretisation.
a{11}=(0:dt:T); %Intitialise time discretisation.
%% Initialise parameters
%parameters of the equation which can be selected by the user. Ri are
%reproductive parameters. Di are dispersal parameters. MUi are mutation
%parameters. Theta is set at 1/2 for use within the Crank-Nicholson scheme
%for solving the PDE.
theta=1/2;
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D=[8.5, 8, 4.5, 3, 0.5]; %Vector containing diffusion constant.
R=[0.05, 0.3, 0.45, 0.8, 0.85]; %Vector containing growth rates.
a{2}=R;
a{3}=D;
MU=0.005*ones(length(a{2})); %Matrix containing mutation rates.
C=ones(length(a{2})); %Matrix containing competition coeff.
a{4}=C;
a{5}=MU;
%Vector that contains r(i) values that are important for stability of
%finite difference methods - analagous to the CFD condition. For the
%Crank-Nicholson method this is not an issue as it is always stable for all
%values of r(i). Not to be confused with per-capita growth rate. See





%% Initialise Initial conditions
%Creating the initial vectors for each morph and concatanating them for
%ease within the calculation.
a{1}=zeros(length(a{10}),length(a{2})); %Solution vector.I'C's overwritten.
%Loop that fills the matrix with the initial conditions for the specified
%spatial location and pop. density values.
for jj=1:(L/dx/100) %spatial entries to be filled.
a{1}(jj,:)=1/length(a{2}); %pop density values
end
%% Main solution loop for solving the equation.
a=nmorphsol3(a,dt,theta,dx,Lmax);
%% Data Extraction




%Here we store all the appropriate information in b{} required for
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%reporting in the manuscript. Alternatively for all values the user could










save(['Enter your directory here/final at x ',num2str(a{12}(end,1)),...
' t ',num2str(a{11}(end)),'.mat'], 'b')
B.2 Chapter 5
B.2.1 diploidinvmod.m
%% Diploid polymorphic species invasion model
% Here is the discrete time and space model used to simulate an invasion of
% a diploid polymorphic species invading empty habitat. The species has
% genotypes AA, AB, and BB. The genotype AA is the high D, low r phenotype;
% the BB is the low D, high r phenotype; and the heterozygote is somewhere
% between both. The fitness, encapsulated within the per capita growth
% rate. The diploid temp model.m must be run first to determine the
% non-trivial equilibrium value to normalise the densities.
%% Preamble
% Here we have some arrays which need to be preallocated before they are
% used for storage of outputs.
%Here we store the total number of timepoints we want to save over.
total tp = 100;
%create a vector to store the position of the wavefront at time timepoint.
wavefront = zeros(total tp, 6);
%create a vector to store the timepoint which to save the wavefront
%position.
timepoint = zeros(total tp,1);
%Createa counter to store outputs at specified timepoints.
k = 1;
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%% Initial conditions
%Initialise spatial and temporal dimensions.
L = 1:50000; T = 1:50000;
%Generate vectors for each gendered genotype for each position in space.
f AA = zeros(length(L), 1); m AA = zeros(length(L), 1);
f AB = zeros(length(L), 1); m AB = zeros(length(L), 1);
f BB = zeros(length(L), 1); m BB = zeros(length(L), 1);
%Include an intial condition.
f AA(1:(length(L)/10),1) = 1; m AA(1:(length(L)/10),1) = 1;
f AB(1:(length(L)/10),1) = 1; m AB(1:(length(L)/10),1) = 1;
f BB(1:(length(L)/10),1) = 1; m BB(1:(length(L)/10),1) = 1;
%Concatenate gendered gentotypes into a single matrix for each position in
%space.
N tot = [f AA, m AA, f AB, m AB, f BB, m BB]*1/6;
%per-capita growth parameters. Implicit fitness attached to female
%reproductive success.
r AA = 5; r BB = 0.1; r AB = 0.1;
%% Main time loop
%This is the main soluation loop.
for i = 1:length(T)
%% Mating and growth dynamics including mutation
%growth dynamics are given here.
%Reproductive combinations of different genotypes by gender, i.e. A f is
%the female contribution to allele A, etc. Females have column vectors.
A f1 = [r AA * N tot(:,1), (1/2) * r AB * N tot(:,3)];
B f1 = [r BB * N tot(:,5), (1/2) * r AB * N tot(:,3)];
%Probability of encountering a male with genotype A or B. Males have row
%vectors.
Z = zeros(length(N tot),1);
for j = 1:length(N tot)
if N tot(j,2) + N tot(j,4) + N tot(j,6) == 0
Z(j) =0;
else
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A m1 = bsxfun (@times, Z, [N tot(:,2), (1/2) * N tot(:,4)]);
B m1 = bsxfun (@times, Z, [N tot(:,6), (1/2) * N tot(:,4)]);
%Mutation parameter that controls the frequency of mutations in any allele.
mut.par = 1e-6;
%New populations of genotypes after mutation. 1-mut.par of the pop remain
%as original genotype, and mut.par of the pop change genotype. We must take
%the transpose when adding the mutated alleles to match dimensions.
A f = A f1 * (1 - mut.par) + B f1 * mut.par;
B f = B f1 * (1 - mut.par) + A f1 * mut.par;
A m = A m1 * (1 - mut.par) + B m1 * mut.par;
B m = B m1 * (1 - mut.par) + A m1 * mut.par;
%Birth rates of each individual genotype. Here we take the matrix product
%and sum over all entries to give us the growth rate.
R AA = sum(bsxfun(@times, A f(:,1), A m) + bsxfun(@times, A f(:,2),A m),2);
R AB = sum(bsxfun(@times, A f(:,1), B m) + bsxfun(@times, A f(:,2),B m)...
+ bsxfun(@times, B f(:,1), A m) + bsxfun(@times, B f(:,2),A m),2);
R BB = sum(bsxfun(@times, B f(:,1), B m) + bsxfun(@times, B f(:,2),B m),2);
%Here we add the births to the population. The proportion of females
%birthed is alpha. This could be perturbed stochastically if desried.
alpha = 1/2;
N tot new = zeros(size(N tot));
N tot new(:,1) = N tot(:,1) + (alpha * R AA);
N tot new(:,2) = N tot(:,2) + ((1 - alpha) * R AA);
N tot new(:,3) = N tot(:,3) + (alpha * R AB);
N tot new(:,4) = N tot(:,4) + ((1 - alpha) * R AB);
N tot new(:,5) = N tot(:,5) + (alpha * R BB);
N tot new(:,6) = N tot(:,6) + ((1 - alpha) * R BB);
%Here we calculate the total population for the density dependent stage.
dn N tot = (0.8333) * sum(N tot new,2);
%% Density dependent mortality
%This accounts for the term within the denominator of the the Leslie-Gower
%competition terms, provided they are neutral.
%Density dependent growth for AA male and female genotypes.
N tot(:,1) = N tot new(:,1) ./ (1 + dn N tot);
N tot(:,2) = N tot new(:,2) ./ (1 + dn N tot);
%Density dependent growth for AB male and female genotypes.
N tot(:,3) = N tot new(:,3) ./ (1 + dn N tot);
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N tot(:,4) = N tot new(:,4) ./ (1 + dn N tot);
%Density dependent growth for AA male and female genotypes.
N tot(:,5) = N tot new(:,5) ./ (1 + dn N tot);
N tot(:,6) = N tot new(:,6) ./ (1 + dn N tot);
%% Dispersal
%Here we define dispersal.
%Here is the proportion which disperse within the population.
D = [0.00055; 0.00055; 0.5; 0.5; 0.5; 0.5];
disp N = zeros(length(N tot),length(D));
%total proportion dispersing.
for ii = 1: length(D)
disp N(:,ii) = D(ii) * N tot(:,ii);
end
% This is the dispersing individuals. A proportion reamin, 1 - D i, while a
% proportion disperse to neighbouring cells, D i.
for ii=1:length(N tot)
if ii==1 %case for 1 and 2 due to indexing
N tot(1,:) = N tot(1,:) + (1/2) * disp N(2,:) ...
- (1/2) * disp N(1,:);
elseif ii==length(disp N) %case for N due to indexing
N tot(end,:) = N tot(end,:) + (1/2) * disp N(end-1,:) ...
- (1/2) * disp N(end,:) ;
else
N tot(ii,:) = N tot(ii,:) + (1/2) * (disp N(ii-1,:) ...
+ disp N(ii+1,:)) - disp N(ii,:);
end
end
%We set this condition to remove floating point errors that creep into the
%calculation during the dispersal phase.
N tot(N tot < realmin)=0;
%Here I set out a condition to save at specified timepoints throughout the
%simulation.
if rem(i, floor (length (T) / total tp)) == 0
xrow = zeros(size(N tot,2), 1);
for ii = 1:size(N tot,2)
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[~, idx] = max (N tot (:,ii) ) ;
%u is a vector from the max solution value to the end of the
%original solution.
u = N tot (idx:end, ii);
%This finds the midpoint of the wave by finding the value closest
%to 0.5. val is the value, idx is the matrix index.
[~,idx] = min (abs ((max(u)/2) - u) );
%This finds the value in the original solution and provides a
%location in space to each phenotype.
[row, ~] = find (N tot (:, ii) == u (idx) );
xrow(ii) = max (row);
end






%Seperate array for saving the essential information required for
%assessing speeds, i.e. the numerical solution, b{1}, at the time and
%position, b{2}.




b{5} = L - 0.45 * T(i);
%Solution and plot from the solution is saved.
save(['//home/vakeenan/diploid inv/not extreme/mue6/heteroD0/sim',num2str(k),...









Appendix B. MATLAB code used for simulations




b{5} = L - 0.45 * T(i);
b{6} = speed;
save(['//home/vakeenan/diploid inv/not extreme/mue6/heteroD0/final at x ',...




There were over 120 models run, each of which would require appropriate dia-
grams. Here we show the example for the model
ES.model.ran artID <- MCMCglmm(SMD g ~ 1, random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE).
All other diagnostics were considered ok and looked similar to these.
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N = 1800   Bandwidth = 0.02508
Figure C.1: Trace plot for the effect size.

























N = 1800   Bandwidth = 0.02637
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N = 1800   Bandwidth = 0.006296
Figure C.2: Trace plot for the variance.
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Figure C.3: Autocorrelation of the iterations for the effect size





































































Figure C.4: Autocorrelation of the iterations for the variance.
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N = 1800   Bandwidth = 0.02001
Figure C.5: Trace plot of 3 chains showing similar mixing in all of them.
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R code used to analyse the data in chapter 4.
#This is the journal of runs for the analysis of the meta-analysis data of the
#binary dispersal SMD data. Here I will keep the recorded runs of which
#scientific questions are being asked.
setwd("M:/PhD files/R code/Meta-analysis/SMD data (study 1858 removed)")
#Get the packages required.
library("MCMCglmm") # for meta-analysis
library("dplyr") # for data manipulation
library("readxl") # for reading excel spreadsheets.
library("metafor") # for additoinal diagnostics.
library("coda")
#Read in the data.
#SMD.data <- read.csv("C:/Users/Vinnie/Dropbox/PhD files/Chapter 3 - Meta-analysis/Meta-analysis 280818/SMD data/SMD data Mdrive Var.csv",na = "NA")
SMD.data <- read.csv("M:/PhD files/R code/Meta-analysis/SMD data/SMD data Mdrive Var.csv",
na = "NA")
#remove unwanted rows at the bottom.
SMD.data <- SMD.data[1:225,]
SMD.data <- SMD.data[-c(23:38),] #Spurious study.
toDelete <- seq(0, nrow(SMD.data), 2)
SMD.data <- SMD.data[-c(toDelete) ,]
#WE now need to remove some nuisance factors from the data.
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for (i in 1:length(SMD.data)){








SMD.data.climate <- SMD.data[-which(SMD.data$KG climate higher == "N/A"),]
SMD.data.climate$KG climate higher <- factor(SMD.data.climate$KG climate higher)
SMD.data.lineage <- SMD.data[-which(SMD.data$Environ lin == "N/A"),]
SMD.data.lineage$Environ lin <- factor(SMD.data.lineage$Environ lin)
#The first step is to assess publication bias within the data, which can be done
#using Regger's regression test for asymmetery and examining funnel plots.
#Store the measurement error variance (mev) as a separate vector for entry into the model.
SMD.mev <- SMD.data$SMD Var g
SMD.mev.climate <- SMD.data.climate$SMD Var g
SMD.mev.lineage <- SMD.data.lineage$SMD Var g
prior2 <- list(R = list(V = 1e-10, nu= -1),
G = list(G1 = list(V = 1e-10, nu = -1)))
ES.model.ran artID <- MCMCglmm(SMD g ~ 1, random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.model.ran artID.1 <- MCMCglmm(SMD g ~ 1, random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500, prior = prior2 , verbose = FALSE)
ES.model.ran artID.2 <- MCMCglmm(SMD g ~ 1, random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500, prior = prior2 , verbose = FALSE)















ES.Disp type.model.ran artID <- MCMCglmm(SMD g ~ Disp type - 1, random = ~Article ID,
data = SMD.data, mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.Disp type.model.ran artID.1 <- MCMCglmm(SMD g ~ Disp type - 1, random = ~Article ID,
data = SMD.data, mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.Disp type.model.ran artID.2 <- MCMCglmm(SMD g ~ Disp type - 1, random = ~Article ID,
data = SMD.data, mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)

















#We can now do the same for non-dispersal traits.
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ES.fitness type.model.ran artID <- MCMCglmm(SMD g ~ Fitness type - 1, random = ~Article ID,
data = SMD.data, mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.fitness type.model.ran artID.1 <- MCMCglmm(SMD g ~ Fitness type - 1, random = ~Article ID,
data = SMD.data, mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.fitness type.model.ran artID.2 <- MCMCglmm(SMD g ~ Fitness type - 1, random = ~Article ID,
data = SMD.data, mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)















ES.species class.model.ran artID <- MCMCglmm(SMD g ~ Species class - 1,
random = ~Article ID, data = SMD.data, mev = SMD.mev, nitt = 1e6,
burnin = 1e5, thin = 500, prior = prior2 , verbose = FALSE)
ES.species class.model.ran artID.1 <- MCMCglmm(SMD g ~ Species class - 1,
random = ~Article ID, data = SMD.data, mev = SMD.mev, nitt = 1e6,
burnin = 1e5, thin = 500,prior = prior2 , verbose = FALSE)
ES.species class.model.ran artID.2 <- MCMCglmm(SMD g ~ Species class - 1,
random = ~Article ID, data = SMD.data, mev = SMD.mev, nitt = 1e6,
burnin = 1e5, thin = 500, prior = prior2 , verbose = FALSE)













#The effective sample sizes have dropped. but autocorrelation still looks ok.
heidel.diag(ES.species class.model.ran artID$VCV)





ES.gender.model.ran artID <- MCMCglmm(SMD g ~ Gender - 1, random = ~Article ID,
data = SMD.data, mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.gender.model.ran artID.1 <- MCMCglmm(SMD g ~ Gender - 1, random = ~Article ID,
data = SMD.data, mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.gender.model.ran artID.2 <- MCMCglmm(SMD g ~ Gender - 1, random = ~Article ID,
data = SMD.data, mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)




















ES.climate.model.ran artID <- MCMCglmm(SMD g ~ KG climate higher - 1, random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.climate.model.ran artID.1 <- MCMCglmm(SMD g ~ KG climate higher - 1, random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.climate.model.ran artID.2 <- MCMCglmm(SMD g ~ KG climate higher - 1, random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)



















ES.environ lin.model.ran artID <- MCMCglmm(SMD g ~ Environ lin - 1, random = ~Article ID, data = SMD.data.lineage,
mev = SMD.mev.lineage, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.environ lin.model.ran artID.1 <- MCMCglmm(SMD g ~ Environ lin - 1, random = ~Article ID, data = SMD.data.lineage,
mev = SMD.mev.lineage, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.environ lin.model.ran artID.2 <- MCMCglmm(SMD g ~ Environ lin - 1, random = ~Article ID, data = SMD.data.lineage,
mev = SMD.mev.lineage, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)


















ES.environ lin.model.int.ran artID <- MCMCglmm(SMD g ~ Environ lin , random = ~Article ID, data = SMD.data.lineage,
mev = SMD.mev.lineage, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.environ lin.model.int.ran artID.1 <- MCMCglmm(SMD g ~ Environ lin , random = ~Article ID, data = SMD.data.lineage,
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mev = SMD.mev.lineage, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.environ lin.model.int.ran artID.2 <- MCMCglmm(SMD g ~ Environ lin , random = ~Article ID, data = SMD.data.lineage,
mev = SMD.mev.lineage, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)

















#We should control for species
#We should now think about running these 2 again and centering them using the code provided.







#We do this first for dispersal type, then for Fitness type.
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SMD.data$Disp type.c <- SMD.data$Disp type # For dispersal type.
contrasts(SMD.data$Disp type.c)<-centre2(2)
SMD.data$Gender.c <- SMD.data$Gender # For dispersal type.
contrasts(SMD.data$Gender.c)<-centre2(3)
SMD.data$Fitness type.c <- SMD.data$Fitness type # For Fitness type
contrasts(SMD.data$Fitness type.c)<-centre2(3)
SMD.data$Species class.c <- SMD.data$Species class # For Species class
contrasts(SMD.data$Species class.c)<-centre2(4)
SMD.data.climate$KG climate higher.c <- SMD.data.climate$KG climate higher # For Species class
contrasts(SMD.data.climate$KG climate higher.c)<-centre2(5)
SMD.data.climate$Disp type.c <- SMD.data.climate$Disp type # For dispersal type.
contrasts(SMD.data.climate$Disp type.c)<-centre2(2)
SMD.data.climate$Species class.c <- SMD.data.climate$Species class # For Species class
contrasts(SMD.data.climate$Species class.c)<-centre2(4)
SMD.data.climate$Fitness type.c <- SMD.data.climate$Fitness type # For Fitness type
contrasts(SMD.data.climate$Fitness type.c)<-centre2(3)
SMD.data.climate$Gender.c <- SMD.data.climate$Gender # For dispersal type.
contrasts(SMD.data.climate$Gender.c)<-centre2(3)
ES.Disp type.Species class.model.ran artID <- MCMCglmm(SMD g ~ Disp type + Species class.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.Disp type.Species class.model.ran artID.1 <- MCMCglmm(SMD g ~ Disp type + Species class.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.Disp type.Species class.model.ran artID.2 <- MCMCglmm(SMD g ~ Disp type + Species class.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.Disp type.Species class.model.ran artID.chains <- mcmc.list(ES.Disp type.Species class.model.ran artID$Sol,
ES.Disp type.Species class.model.ran artID.1$Sol,
ES.Disp type.Species class.model.ran artID.2$Sol)
plot(ES.Disp type.Species class.model.ran artID$Sol)
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plot(ES.Disp type.Species class.model.ran artID$VCV)
#It seems to have mixed well.
autocorr.plot(ES.Disp type.Species class.model.ran artID$Sol)
autocorr.plot(ES.Disp type.Species class.model.ran artID$VCV)
effectiveSize(ES.Disp type.Species class.model.ran artID$Sol)
effectiveSize(ES.Disp type.Species class.model.ran artID$VCV)
#effective sample sizes were 900, so pretty good.
heidel.diag(ES.Disp type.Species class.model.ran artID$VCV)
#Autocorrelation seems fine.
summary(ES.Disp type.Species class.model.ran artID)
#Gelman diagnostics
plot(ES.Disp type.Species class.model.ran artID.chains)
gelman.diag(ES.Disp type.Species class.model.ran artID.chains)
ES.Species class.Disp type.model.ran artID <- MCMCglmm(SMD g ~ Species class + Disp type.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.Species class.Disp type.model.ran artID.1 <- MCMCglmm(SMD g ~ Species class + Disp type.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.Species class.Disp type.model.ran artID.2 <- MCMCglmm(SMD g ~ Species class + Disp type.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.Species class.Disp type.model.ran artID.chains <- mcmc.list(ES.Species class.Disp type.model.ran artID$Sol,
ES.Species class.Disp type.model.ran artID.1$Sol,
ES.Species class.Disp type.model.ran artID.2$Sol)
plot(ES.Species class.Disp type.model.ran artID$Sol)
plot(ES.Species class.Disp type.model.ran artID$VCV)
#It seems to have mixed well.
autocorr.plot(ES.Species class.Disp type.model.ran artID$Sol)
autocorr.plot(ES.Species class.Disp type.model.ran artID$VCV)
effectiveSize(ES.Species class.Disp type.model.ran artID$Sol)
effectiveSize(ES.Species class.Disp type.model.ran artID$VCV)
#effective sample sizes were 900, so pretty good.
heidel.diag(ES.Species class.Disp type.model.ran artID$VCV)
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#Autocorrelation seems fine.
summary(ES.Species class.Disp type.model.ran artID)
#Gelman diagnostics
plot(ES.Species class.Disp type.model.ran artID.chains)
gelman.diag(ES.Species class.Disp type.model.ran artID.chains)
#####
ES.gender.Disp type.model.ran artID <- MCMCglmm(SMD g ~ Gender + Disp type.c - 1, random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.gender.Disp type.model.ran artID.1 <- MCMCglmm(SMD g ~ Gender + Disp type.c - 1, random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.gender.Disp type.model.ran artID.2 <- MCMCglmm(SMD g ~ Gender + Disp type.c - 1, random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)











#The effective sample sizes have dropped. but autocorrelation still looks ok.
heidel.diag(ES.gender.Disp type.model.ran artID$VCV)
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#####
ES.Disp type.gender.model.ran artID <- MCMCglmm(SMD g ~ Disp type + Gender.c - 1, random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.Disp type.gender.model.ran artID.1 <- MCMCglmm(SMD g ~ Disp type + Gender.c - 1, random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.Disp type.gender.model.ran artID.2 <- MCMCglmm(SMD g ~ Disp type + Gender.c - 1, random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)


















ES.climate.Species class.model.ran artID <- MCMCglmm(SMD g ~ KG climate higher + Species class.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
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ES.climate.Species class.model.ran artID.1 <- MCMCglmm(SMD g ~ KG climate higher + Species class.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.climate.Species class.model.ran artID.2 <- MCMCglmm(SMD g ~ KG climate higher + Species class.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)











#The effective sample sizes have dropped. but autocorrelation still looks ok.
heidel.diag(ES.climate.Species class.model.ran artID$VCV)






ES.Species class.climate.model.ran artID <- MCMCglmm(SMD g ~ Species class + KG climate higher.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.Species class.climate.model.ran artID.1 <- MCMCglmm(SMD g ~ Species class + KG climate higher.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
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ES.Species class.climate.model.ran artID.2 <- MCMCglmm(SMD g ~ Species class + KG climate higher.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)











#The effective sample sizes have dropped. but autocorrelation still looks ok.
heidel.diag(ES.Species class.climate.model.ran artID$VCV)






ES.Disp type.climate.model.ran artID <- MCMCglmm(SMD g ~ Disp type + KG climate higher.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.Disp type.climate.model.ran artID.1 <- MCMCglmm(SMD g ~ Disp type + KG climate higher.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.Disp type.climate.model.ran artID.2 <- MCMCglmm(SMD g ~ Disp type + KG climate higher.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
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#The effective sample sizes have dropped. but autocorrelation still looks ok.
heidel.diag(ES.Disp type.climate.model.ran artID$VCV)






ES.climate.Disp type.model.ran artID <- MCMCglmm(SMD g ~ KG climate higher + Disp type.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.climate.Disp type.model.ran artID.1 <- MCMCglmm(SMD g ~ KG climate higher + Disp type.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.climate.Disp type.model.ran artID.2 <- MCMCglmm(SMD g ~ KG climate higher + Disp type.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
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plot(ES.climate.Disp type.model.ran artID$Sol)
plot(ES.climate.Disp type.model.ran artID$VCV)





#The effective sample sizes have dropped. but autocorrelation still looks ok.
heidel.diag(ES.climate.Disp type.model.ran artID$VCV)





#Now we run the centred versions for dispersal type.
ES.Disp type.fitness.model.ran artID <- MCMCglmm(SMD g ~ Disp type + Fitness type.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.Disp type.fitness.model.ran artID.1 <- MCMCglmm(SMD g ~ Disp type + Fitness type.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.Disp type.fitness.model.ran artID.2 <- MCMCglmm(SMD g ~ Disp type + Fitness type.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
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#Now we run the centred versions for dispersal type.
ES.fitness.Disp type.model.ran artID <- MCMCglmm(SMD g ~ Fitness type + Disp type.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.fitness.Disp type.model.ran artID.1 <- MCMCglmm(SMD g ~ Fitness type + Disp type.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.fitness.Disp type.model.ran artID.2 <- MCMCglmm(SMD g ~ Fitness type + Disp type.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)




















ES.fitness.Species class.model.ran artID <- MCMCglmm(SMD g ~ Fitness type + Species class.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.fitness.Species class.model.ran artID.1 <- MCMCglmm(SMD g ~ Fitness type + Species class.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.fitness.Species class.model.ran artID.2 <- MCMCglmm(SMD g ~ Fitness type + Species class.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
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#Now we run the centred versions for dispersal type.
ES.Species class.fitness.model.ran artID <- MCMCglmm(SMD g ~ Species class + Fitness type.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.Species class.fitness.model.ran artID.1 <- MCMCglmm(SMD g ~ Species class + Fitness type.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.Species class.fitness.model.ran artID.2 <- MCMCglmm(SMD g ~ Species class + Fitness type.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)


















#Now we run the centred versions for dispersal type.
ES.fitness.gender.model.ran artID <- MCMCglmm(SMD g ~ Fitness type + Gender.c - 1, random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
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prior = prior2 , verbose = FALSE)
ES.fitness.gender.model.ran artID.1 <- MCMCglmm(SMD g ~ Fitness type + Gender.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.fitness.gender.model.ran artID.2 <- MCMCglmm(SMD g ~ Fitness type + Gender.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)


















#Now we run the centred versions for dispersal type.
ES.gender.fitness.model.ran artID <- MCMCglmm(SMD g ~ Gender + Fitness type.c - 1, random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.gender.fitness.model.ran artID.1 <- MCMCglmm(SMD g ~ Gender + Fitness type.c - 1,
random = ~Article ID, data = SMD.data,
mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.gender.fitness.model.ran artID.2 <- MCMCglmm(SMD g ~ Gender + Fitness type.c - 1,
random = ~Article ID, data = SMD.data,
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mev = SMD.mev, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.gender.fitness.model.ran artID.chains <- mcmc.list(ES.gender.fitness.model.ran artID$Sol,
ES.gender.fitness.model.ran artID.1$Sol,
ES.gender.fitness.model.ran artID.2$Sol)
#I received ino warnings for this model, poerhaps that is what was wrong before.
plot(ES.gender.fitness.model.ran artID$Sol)
plot(ES.gender.fitness.model.ran artID$VCV)













ES.fitness.climate.model.ran artID <- MCMCglmm(SMD g ~ Fitness type + KG climate higher.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.fitness.climate.model.ran artID.1 <- MCMCglmm(SMD g ~ Fitness type + KG climate higher.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.fitness.climate.model.ran artID.2 <- MCMCglmm(SMD g ~ Fitness type + KG climate higher.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)













#The effective sample sizes have dropped. but autocorrelation still looks ok.
heidel.diag(ES.fitness.climate.model.ran artID$VCV)






ES.climate.fitness.model.ran artID <- MCMCglmm(SMD g ~ KG climate higher + Fitness type.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.climate.fitness.model.ran artID.1 <- MCMCglmm(SMD g ~ KG climate higher + Fitness type.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.climate.fitness.model.ran artID.2 <- MCMCglmm(SMD g ~ KG climate higher + Fitness type.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
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#The effective sample sizes have dropped. but autocorrelation still looks ok.
heidel.diag(ES.climate.fitness.model.ran artID$VCV)






ES.climate.gender.model.ran artID <- MCMCglmm(SMD g ~ KG climate higher + Gender.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.climate.gender.model.ran artID.1 <- MCMCglmm(SMD g ~ KG climate higher + Gender.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.climate.gender.model.ran artID.2 <- MCMCglmm(SMD g ~ KG climate higher + Gender.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
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#The effective sample sizes have dropped. but autocorrelation still looks ok.
heidel.diag(ES.climate.gender.model.ran artID$VCV)
#Passed both tests here.
summary(ES.climate.gender.model.ran artID)





ES.gender.climate.model.ran artID <- MCMCglmm(SMD g ~ Gender + KG climate higher.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.gender.climate.model.ran artID.1 <- MCMCglmm(SMD g ~ Gender + KG climate higher.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)
ES.gender.climate.model.ran artID.2 <- MCMCglmm(SMD g ~ Gender + KG climate higher.c - 1,
random = ~Article ID, data = SMD.data.climate,
mev = SMD.mev.climate, nitt = 1e6, burnin = 1e5, thin = 500,
prior = prior2 , verbose = FALSE)











#The effective sample sizes have dropped. but autocorrelation still looks ok.
heidel.diag(ES.gender.climate.model.ran artID$VCV)
#Passed both tests here.
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