) denote the algebraic normal form (polynomial form) of a rotation symmetric Boolean function of degree d in n ≥ d variables and let wt ( f n ) denote the Hamming weight of this function. Let (1, a 2 , . . . , a d ) n denote the function f n of degree d in n variables generated by the monomial x 1 x a 2 . . . x a d . Such a function f n is called monomial rotation symmetric (MRS). It was proved in a 2012 paper that for any MRS f n with d = 3, the sequence of weights {w k = wt ( f k ) : k = 3, 4, . . .} satisfies a homogeneous linear recursion with integer coefficients. In this paper, it is proved that such recursions exist for any rotation symmetric function f n ; such a function is generated by some sum of t monomials of various degrees. A Mathematica program is available on arxiv.org which explicitly computes the homogeneous linear recursion for the weights, given any rotation symmetric f n . The reader who is only interested in finding some recursions can use the program and not be concerned with the details of the rather complicated proofs in this paper.
I. INTRODUCTION
I F WE define V n to be the vector space of dimension n over the finite field G F(2) = {0, 1}, then an n variable Boolean function f (x 1 , x 2 , ..., x n ) = f (x) is a map from V n to G F (2) . Every Boolean function f (x) has a unique polynomial representation (usually called the algebraic normal form [10, p. 6] ), and the degree of f (notation deg f ) is the degree of this polynomial. A function of degree ≤ 1 is affine, and if the constant term is 0, then the function is linear. We let B n denote the set of all Boolean functions in n variables, with addition and multiplication done mod 2. When addition mod 2 is clear from the context we use +, but if we wish to emphasize the fact that addition is being done mod 2 we will use ⊕. We also use ⊕ for the xor addition of two binary m-tuples. We use ab to denote the concatenation of two strings a and b.
If we list the 2 n elements of V n as v 0 = (0, . . . , 0), v 1 = (0, . . . , 0, 1), . . . in lexicographic order, then the 2 n -vector ( f (v 0 ), f (v 1 ), . . . , f (v 2 n −1 )) is called the truth In many cryptographic uses of Boolean functions, it is important that the truth table of each function f has an equal number of 0's and 1's; in that case, we say that the function f is balanced. Another important kind of function in cryptography is the bent function (see [10, Ch. 5] ), which is defined only if the number of variables is even. A function f in n variables is bent if its distance (also called Hamming distance) from the set of all affine functions has its largest possible value 2 n−1 − 2 (n/2)−1 .
We define a cyclic permutation ρ on n variables by ρ(x 1 , x 2 , · · · , x n ) = (x 2 , x 3 , · · · , x n , x 1 ). Then a Boolean
A Boolean function is monomial rotation symmetric (MRS) if it is rotation symmetric and generated by a single monomial. Piepryzyk and Qu [13] showed that rotation symmetric Boolean functions are useful in cryptography for designing fast hash functions. Since then, further applications of these functions in cryptography and coding theory have been found (many references for this are in [10] ), so much attention has been given to rotation symmetric Boolean functions.
A summary of the work on rotation symmetric functions is given in [10, Ch. 6 ]. This paper is concerned with the following theorem. We need some notation first. We use the notation (1, a 2 , . . . , a d ) n for the monomial rotation symmetric function f (x 1 , x 2 , . . . , x n ) of degree d in n variables generated by the monomial x 1 x a 2 · · · x a d .
Theorem 1: Let f k (x 1 , x 2 , . . . , x k ) denote any rotation symmetric function in k variables generated by the sum of t monomials x 1 x a 2,i · · · x a d(i),i , 1 ≤ i ≤ t, where d(i ) is the degree of the i -th monomial. Then the sequence of weights
} satisfies a homogeneous linear recursion with integer coefficients.
We note that in the simplest special case of Theorem 1 where t = 1 and f k is quadratic one does not even need to consider recursions, since in that case [12, Th. 8, p . 431] the weights wt ( f k ) themselves are given by a concise formula. Thus there is no loss of generality in assuming max d(i ) ≥ 3 in Theorem 1.
The first faint hint for Theorem 1 was given in [8, Th. 10, p. 297] , where a nonhomogenous linear recursion for the sequence of weights {wt (g n ) : n = 3, 4, . . .} with g n (x 1 , x 2 , x 3 ) = (1, 2, 3) n was given. This recursion could easily be converted into a homogeneous one, but the actual statement of the homogeneous recursion was not published until the following example [ Example 2: The sequence of weights {w n = wt (g n ) : n = 3, 4, . . .} with g n (x 1 , x 2 , x 3 ) = (1, 2, 3) n satisfies the recursion w n = −2w n−1 − 2w n−2 + 2w n−3 + 4w n−4 = 0, n = 7, 8 . . . . of order 4. Therefore the recursion polynomial is x 4 + 2x 3 + 2x 2 −2x −4. Note that w k can represent wt (g k ) only if k ≥ 3, since g n has degree 3. Since the recursion contains w n−4 , this means we must take n ≥ 7.
The subsequent history leading up to Theorem 1 is as follows. The special case where t = 1 and f k is a cubic MRS function was proved in [1, Sec. 6] . The method used in that proof was simplified in [2] , though the proof is still complicated. By extending the ideas in [2] , we obtain the proof of Theorem 1 in this paper. The details of this proof are intricate, but in a preliminary version of this paper [5, Sec. 4] we give a Mathematica program which explicitly computes the homogeneous linear recursion whose existence is proved in Theorem 1. The reader who is only interested in finding some recursions can simply use the program and not be concerned with the details of the proof of Theorem 1.
II. SUM OF CUBIC MRS AND QUADRATIC MRS
In this section, we give the proof of one of the simplest cases of Theorem 1 where t > 1, namely the case where f k is generated by the sum of a cubic and a quadratic monomial. Familiarity with the proofs in [2] is assumed, since the proofs here build on the ideas in that paper, and we also frequently use results and notation from that paper. Our goal in this section is to prove Theorem 1 for the function (1, r, s) n + (1, a) n .
A. Preliminaries and g-Functions
Lemma 3: Let T n,s denote the truth table of the monomial x 1 x s in n variables. Then we have
where a k represents the bitstring a repeated k times.
Proof: This result (in a different notation) was given in [8, Lemma 8, p. 293 ]. It is a very special case of Lemma 11.
As in [2] , it will be convenient to use a superscript to denote the number of variables in a Boolean function. We also use the notation T ( f k ) for the truth table of a Boolean function f k in k variables.
Definition 4: For v ∈ Z, 1 ≤ v ≤ s, we define anm vaction on a truth table of a quadratic Boolean function f n−1 in n − 1 variables as follows: Definem v to be the sequence obtained by splitting the truth table of x 1 x s into 2 s−v+1 equal sized portions, isolating the final portion, and then stretching it (by repeating each entry 2 s−v times) to a length of 2 n−1 . Then them v -action applied to f n−1 is
Lemma 5: For 1 ≤ v ≤ s, them v -actions are given by
Proof: This follows at once from Lemma 3. Now we consider rotation symmetric Boolean functions which are obtained by adding a cubic MRS function to a quadratic MRS function. Let f 1 be the cubic MRS function generated by x 1 x r x s . Letf 2 be the quadratic MRS function generated by x 1 x a . In the following we will derive recursions for the truth tables and weights of the function f = f 1 +f 2 .
We begin, as was done in [2] , by looking at the truncated g-functions which are defined by looking at only the first 1 + n − s terms of f 1 or the first 1 + n − a terms off 2 . That is,
, with all indices reduced mod n if necessary. From the above, we can easily see that g n+1
Thus the truth tables of g n+1 1 andg n+1 2 are given respectively by
. It is then easy to see that the truth table of g n+1 = g n+1 1 +g n+1 2 is given by
does not contain x 1 , the first and second halves of T (σ (g n 1 )) are identical. This also holds for σ (g n 2 ), since it does not contain x 1 either. Further, we can see that σ (g n 1 ) = g n+1 1 (0, x 1 , . . . , x n+1 ). By relabelling variables, we can see this to be equivalent to g n 1 . The same result holds forg 2 . Hence σ (g) has identical left and right halves and they are equal to g n 1 ⊕g n 2 and
. Further, we note that, since x 1 = 0 on the first half of the truth table, x 1 x r x s and x 1 x a only affect the second half of the truth table of g n+1 . Thus
As was done in [2] , we can represent the effects of T (x 1 x r x s ) and T (x 1 x a ) using m-actions andm-actions. (Recall, since m-actions depend on r and s, we use m i to refer to m-actions that arise from the monomial x 1 x r x s andm i to refer to mactions that arise from the monomial x 1 x a ). So we have
.
Lemma 6: For anym-action,m v where s < n and 1 ≤ v ≤ s, we can splitm v into twom-actions,m v1 andm v2 such thatm v1 acts on the first half of a truth table T (b n−1 ) of a Boolean function in n − 1 variables andm v2 acts on the second half as follows:
Remark 7: Note that these are the splitting rules given in [2, Lemma 5] , with the obvious exception that we do not need to account for v = s − r + 2 in case 2 above.
Proof: This easily follows from Lemma 5. The rules for the splitting of the m-actions are given in [2, Lemma 5] , which is exactly the same as Lemma 6 except that v = s − r + 2 must be added to case 2. So all m-actions split according to the rules laid out in [2, Lemma 5] and m-actions split according to Lemma 6. Also, these splits are independent (in the sense that the splitting of m i does not affect the splitting ofm j ). By repeating the analysis above and using the splitting rules from [2] and Lemma 6, we can derive a truth table recursion for the g functions.
Note that, each time the truth table splits an additional two m-actions are produced on the right half, m s andm a , in addition to any m-actions that may already be present.
We can represent a collection of m-actions using the operation notation introduced in [2, Definition 6]: For any 0 ≤ i ≤ 2 s−1 , let (i ) 2 be the string of s 1's and 0's that make up the base 2 representation of i , prepending with 0's if necessary. Then we define O i be the collection of m-actions O i = {m j | the j th digit (counting from the left) of (i ) 2 is 1}.
LetÕ i be defined analogously for them-actions. That is,
We can develop a recursion for the truth table of g by repeating the method outlined above (similar to the method employed in [2, Sec. 4]), using [2, Lemma 5] to determine how the m andm-actions split. We can keep track of all of the operation splits for both O andÕ operations using the operation defined by i = {m j | the j th digit (counting from the left) of (i ) 2 is 1} ∪{m k | the (k + s)th digit (counting from the left) of (i ) 2 is 1}.
By using [2, Lemmas 5 and 7], we can create a 2 s+a−2 + 1 × 2 s+a−2 + 1 matrix A, whose i th column represents the operations that are produced when i splits. Now [2, Th. 1, p. 116] implies that the minimal polynomial for A gives a recursion for the weights of g. B. Recursion for the Weights of (1, r, s) n + (1, a) n In this section results from [2] are frequently used, and the reader may consult that paper if more details are needed. Define f n = (1, r, s) n + (1, a) n , so f n = f 1 +f 2 in the notation of Section II-A. Now [2, Th. 3, p. 125] for cubic MRS functions when applied to f 1 states that the weights for f 1 satisfy the same recursion as can be produced using the method above for g 1 . To see that this also holds for not only quadratic functions, but for our sum functions as well, we consider the following: First note that we can write f n as
Since g r ,s , g r ,s , andg 2+n−a depend on n, we cannot use the same techniques above to find the recursion. Instead, we look at the individual monomials that make up each of the above g andg functions. The work for the g functions has been done in [2, Sec. 5 ]. The results are as follows: Let the monomials from g r ,s be given by h i = x i x n−s+1+i x n−s+r+i . Then [2, Lemma 10, p. 117] gives the truth table recursion for h n j as
where the notation T a b (u) represents the a-th portion of the truth table for "u" after it has been divided into 2 b equally sized pieces. Note that the above recursion gives the truth table for h n j as the concatenation of 2 j pairs, or 2 j +1 pieces. Further, [2, Remark 3, p. 118] states that for 1 ≤ j ≤ s − r , the above truth table recursions can be further broken down into 2 k pieces for j + 1 ≤ k ≤ n − s + j :
Note that, above, by choosing large n, we can make k as large as we please. A similar analysis can be done on the monomials, η from g r ,s . For 1 ≤ j ≤ r − 1, the recursion is the long formula below, which splits T (η n j ) into 2 s−r+ j pairs (2 s−r+ j parts). In these recursions, too, the truth tables can be broken up into arbitrarily small pieces, depending on the size on n.
On the other hand, the a −1 quadratic monomials fromg 2+n−a all take the formh i = x i x n−a+1+i . Lemma 8: The truth table of x i x j in n variables where 1 ≤ i ≤ j ≤ n is given by
Proof: This result (in a different notation) was given in [8, Lemma 8, p. 293] . It is a very special case of Lemma 11.
Lemma 9: The truth table ofh j = x j x n−a+1+ j for 1 ≤ j ≤ a − 1 is given by
where the notation T a b (−) is as defined above. Proof: This follows easily using the same method used to prove [2, Lemma 10, p. 117].
As was the case with the h j monomials, we can further split the truth tables for theh j monomials above into 2 k pieces for j + 1 ≤ k ≤ n − a + j :
Again, by choosing large n, we can make k as large as we please.
Considering them individually, we see that the recursions for g r ,s andg 2+n−a each split the truth tables into a maximum of 2 s−r+1 or 2 a pieces, respectively. On the other hand, the recursion for g r ,s splits the truth table into 2 s pieces. Thus, to make the recursions for f uniform, we split the recursions for g and the remaining monomials of g r ,s , g r ,s , g 2+n−a , into 2 max{s,a} pieces using the equations above. Thus, letting s = max{s1, s2}, we see that the truth table recursion for f is given by
where the operations above are those produced from the splitting of T (g) (since no m-actions are produced when any of the monomials h orh split). Remark 10: In order for the above recursion to work, we assume that, for 1 ≤ j ≤ a − 1,h j = x j x n−a+1+ j exists for all n. However, in the case where n = 2(a − 1) (here we would have a "short" quadratic function; see [12, p. 430] ), the monomials ofh are of the form x j x 2(a−1)−a+1+ j = x j x 2a−2−a+1+ j = x j x a−1+ j which are exactly the same monomials as are ing. Thus the monomialsh j cancel outg and all we are left with, for these values of n is f n = f 1 . Therefore, we redefine our function f to bef
where f 1 is the cubic MRS function generated by x 1 x r x s and f 2 is the MRS quadratic MRS function generated by x 1 x a . We note that we can pair each of the 2 s portions of the truth table in (1) so that for j an odd integer, the portions j and j + 1 have the same structure (see [2, Th. 2, p. 121]). Thus, the arguments given in [2, Lemma 13, Th. 3] also apply to the recursions for T (g n ) and T (f n ), so the weights off n satisfy the recursion for the weights of g n .
III. WEIGHT RECURSIONS FOR ANY ROTATION SYMMETRIC FUNCTION
In this section we generalize the work of Section II to any rotation symmetric function, that is, to any sum of MRS functions. We give the details of extending the definition of the actions in Section II-A to functions of degree greater than 3, but due to the elaborate notation that would be required, we do not give the details for the application of these actions to the computation of the weight recursions for rotation symmetric functions in general. It suffices to follow the method in Section II-B, as is done in the Mathematica program [5] .
In the following discussion, unless otherwise noted, we will assume that the function in n variables given by the monomial x k 1 x k 2 . . . x k m satisfies k 1 < k 2 < . . . < k m and k i ≤ n for all i .
Lemma 11: The truth table for monomial x k 1 x k 2 . . . x k m in n variables is denoted by T n ([k 1 , . . . , k m ]). Then T n ([k 1 , . . . , k m ]) is given by
Proof: A similar result is given in [8, Lemma 11, p . 298] in a different notation, but the proof is omitted. We provide a proof here, using more convenient notation, as in Lemma 8. We proceed by induction. From [8, Lemma 8, p . 293] and [2, Lemma 9, p. 117], we have
for all k 1 , . . . , k r . To find the truth table for x k 1 x k 2 . . . x k r+1 in n variables, we begin by noticing that the truth table for the product of the last k variables (i.e. x k 2 x k 3 . . . x k r+1 ) is the same as the truth table for x k 2 −k 1 . . . x k r+1 −k 1 in n−k 1 variables repeated 2 k 1 times. From our induction hypothesis, we have
When we multiply the above function by x k 1 (to get our original monomial x k 1 x k 2 . . . x k r+1 ), we see that the monomial can only be nonzero when x k 1 is nonzero. In particular, this means that the truth table of x k 1 x k 2 . . . x k r+1 is 0 for the first 2 n−k 1 entries. So we have T n ([k 1 , . . . , k r , k r+1 ]) = 0 2 n−k 1 (0 2 n−k 2 (. . . (0 2 n−k r−1 (0 2 n−k r+1
Corollary 12: The truth table for x 1 x i x j x k in n variables is given by
To find the recursions for weights of quartic MRS functions, we begin by defining the quartic analog of m-actions:
Definition 13: For v ∈ Z, 1 ≤ v ≤ k, we define an m v -action on a truth table of a quartic Boolean function f n−1 in n − 1 variables as follows: Definem v to be the sequence obtained by splitting the truth table of x 1 x i x j x k into 2 k−v+1 equally-sized portions, isolating the final portion, and then stretching it (by repeating each entry 2 k−v times) to a length of 2 n−1 . Then them v -action applied to f n−1 is
Lemma 14: For 1 ≤ v ≤ k, them-actions are given by
We can extend this definition to the general case, that is, m-actions on a function of degree k (called μ k actions below).
Definition 15 (General m-Actions):
For v ∈ Z, 1 ≤ v ≤ k, we define an μ k v -action on a truth table of a degree k Boolean function f n−1 in n−1 variables as follows: Define μ k v to be the sequence obtained by splitting the truth table of x 1 x k 1 . . . x k r into 2 k r −v+1 equally-sized portions, isolating the final portion, and then stretching it (by repeating each entry 2 k r −v times) to a length of 2 n−1 . Then the μ k v -action applied to f n−1 is
where T ( f n−1 ) is the truth table of f n−1 . Thus as in Lemma 11 we have
Lemma 16: For 1 ≤ v ≤ k r , the μ k -actions are given by
In general, for 0 ≤ j < k and k r − k k− j + 1 < v ≤ k r − k k− j −1 + 1 (recall k 0 = 1), we have
typically much smaller than this). In order to use the recursion, we must compute the initial values of wt ( f n ), which takes time O(s2 s ). To use the recursion to compute wt ( f n ) for any given n requires time O(n2 s ). Thus the total time needed is O(2 4s + n2 s ). For fixed s this is remarkably efficient, since it is only linear in the number of variables n. The dependence on s is exponential, so with present computers we cannot expect, in general, to handle problems in a reasonable amount of time if s > 10. The space requirement, dictated by the size of the needed matrix, is O(2 2s ), also exponential in s.
There is one difficulty that can arise in using the program in [5] to compute lists of weights. The trouble is that recursions computed by the Mathematica program may have large order even for relatively small values of the input parameters. For example, the order of the recursion for the weights of the cubic MRS functions (1, 3, 11) n is 145. For the simplest case of weights of cubic MRS functions (1, r, s) n , it is possible to get some general results on the values for the orders of the recursions for the weights [7] . Generalizing that work to functions of higher degree or functions not generated by a single monomial is a topic for further research. If one wanted to actually use a recursion of large order for the weights, it might be infeasible to compute the initial conditions for the recursion by examining the truth tables. For example, with the computers available now we could not count the 1 s in a truth table of size 2 145 . Perhaps surprisingly, for the case of cubic MRS functions it is possible to find the initial conditions for any recursion of weights, no matter how large the order of the recursion, if we can compute the roots of the recursion polynomial to a sufficient accuracy [4] . It is not clear how far this result could be generalized.
