Abstract. In this paper, we study the propagation dynamics for a class of integrodifference competition models in a periodic habitat. An interesting feature of such a system is that multiple spreading speeds can be observed, which biologically means different species may have different spreading speeds. We show that the model system admits a single spreading speed, and it coincides with the minimal wave speed of the spatially periodic traveling waves. A set of sufficient conditions for linear determinacy of the spreading speed is also given.
Introduction
Competition exists widely in the multispecies interaction. One of the crucial concepts on describing the competitive dynamics is called the competition exclusion principle, also referred to as Gause's Law [14] , which states that if two species attempting to occupy the limited resources cannot coexist, then one species will drive out the other. Competition exclusion provides useful insights on ecological balance, for instance, beneficial invasion can be introduced in pest control. Among those theoretical models, a spatially-independent difference system is the following Leslie/Gower competition model:
1)
q n+1 = r 2 q n 1 +
where p n and q n are the population densities of two competing species at time n. The competition between two species is governed by Beverton-Holt dynamics. r i (r i > 1), C i and a i are growth rates, carrying capacity of i-th species (i = 1, 2), and interspecific competition coefficients, respectively. The global dynamics of system (1.1) was discussed by Cushing et al. (see [1, Lemma 2] ), and the competition exclusion occurs if interspecific competition is too large [1] . In nature, real species are usually spatially extended, and hence, the effects of dispersal processes are of high interest in spatial ecology. In well-known diffusion models, growth is usually assumed to occur at the same time with dispersal. However, in many situations such as annual and perennial species plants, migrating bird species, growth and dispersal are in distinct stages. Thus, integrodifference equations, which are continuous in space and discrete in time, become more realistic and popular. Kot and Schaffer [16] first applied integrodifference euqations to population modeling. Since then, the study of integrodifference equations in ecology gained a lot of attention, see, e.g., [3, 4, 7, 18, 23, 26, 27, 31] . Mathematical investigations includes the study of traveling waves [11, 13, 15, 35] and analytical approximation schemes [6] . Recently, Zhou and Kot [40] considered an integrodifference euqation with shifting species ranges subject to climate changes, and Zhou and Fagan [39] investigated a single-species integrodifference model with time-varying size.
Apart from population dispersal, how species interact with space is another important topic in spatial ecology, since most lanscapes are heterogeneous. Travelling waves and spreading speeds are commonly used to explore the propagation dynamics. Shigesada et al. [30] first studied the spreading speeds for single-species continuous-time model in a periodic patchy habitat. Later, Kawasaki and Shigesada [12] extended the work to discrete-time models. A general theory of travelling waves and spreading speeds in a periodic habitat was developed by Weinberger [33] , Liang and Zhao [22] , and Fang and Zhao [5] . Recently, Yu and Zhao [36] studied the propagation phenomena of a two species reaction-advection-diffusion competition model in a periodic habitat by appealing to the abstract results in [5, 22] .
Naturally, system (1.1) can be extended to the following spatial model:
R r 1 (y)p n (y) 1 + b 1 (y)(p n (y) + a 1 (y)q n (y)) k 1 (x, y)dy, (1.2) q n+1 (x) = R r 2 (y)q n (y) 1 + b 2 (y)(q n (y) + a 2 (y)p n (y)) k 2 (x, y)dy, x ∈ R, where b i (x) = r i (x) − 1 C i (x) , (i = 1, 2), p n (x) and q n (x) are the population densities of two competing species at time n and location x. k i (x, y) is the probability density function for the destination x of individuals from y of i-th species (i = 1, 2). As mentioned in [40] , both population persistence and invasion dynamics are worthy to be considered. For system (1.2) with distance-dependent kernel, i.e., r i (x), C i (x), a i (x) (i = 1, 2) are constant and k i (x, y) = k i (x − y), the propagation phenomena has been investigated by Lewis, Li and Weinberger [19] in the monostable case, and by Zhang and Zhao [37] in the bistable case. Samia and Lutscher [28] also studied the competitive coexistence for system (1.2) in a patchy habitat in two specific cases: competitive-ability-varying one and carrying-capacity-varying one.
Motivated by these works, we are interested in the invasion dynamics of system (1.2) in the case of competition exclusion. In order to consider a periodic habitat, the coefficients r(x), C(x), a(x) and k(x, y) are assumed to be periodic functions of space. Therefore, we need the following assumptions for r, C, a and k(x, y):
The habitat is L-periodic with some positive number L such that r(x) > 1, C(x) > 0, a(x) > 0, and
(K2) The dispersal kenrnel k(x, y) has the following properties:
(ii) For each x, k(x, y) satiesfies k(x, y) 0 and (iii) k(x, y) is lower semicontinuous in the sense that for each (x 0 , y 0 ) and each ε > 0 there is a positive number δ(x 0 , y 0 , ε) such that k(x, y) k(x 0 , y 0 ) − ε whenever |x − x 0 | + |y − y 0 | δ(x 0 , y 0 , ε).
(iv) There are an integer ξ and a positive integer η with the following properties: For every a with |α| L/2, and for every β with |β − ξL| L, there is a η + 1-tuple of numbers
(vi) There exists µ
where µ * > 0 is the abscissa of convergence and it may be infinity.
We remark that (K2(v)) is used to guarantee the equicontinuity of the integral operator Q, which is generated by system (1.2) [35, [Hypotheses 2.1(iv)], then further to prove the compactness of Q and its Fréchet derivative DQ(0) [3, Lemma 2.1]. (K2(i)-(iv)) are needed in the proof of the strong positivity of DQ(0). We write r i (x), C i (x), a i (x) and k i (x, y) to denote the relvant parametes of i-th species (i = 1, 2).
The purpose of this paper is to study the spatially periodic travelling waves and spreading speeds for system (1.2). We first prove the existence of periodic steady states (p * (x), 0) and (0, q * (x)), and globally attractivity of (p * (x), 0) for system (1.2) with periodic initial values under appropriate assumptions. Note that the steady state (0, 0) is between (p * (x), 0) and (0, q * (x)) with respect to the competitive ordering, which implies the possibility of multiple spreading speeds. Such a situation was also pointed out in [20] . By appealing to the theory developed in [5] which allows the existence of boundary fixed points between two ordered unstable and stable fixed points, we are able to prove the existence of the rightward spatially periodic travelling waves connecting (p * (x), 0) to (0, q * (x)), and show that the system has a single spreading speed under some appropriate conditions. We also obtain a set of sufficient conditions for the rightward spreading speed to be linearly determinate. The rest of this paper is organized as follows. The existence of two semi-trivial periodic steady states and the global attractivity of one semi-trivial periodic steady state are investigated in Section 2. In Section 3, we present the results on spatially periodic travelling waves and the existence of single spreading speed. We otain the linear determancy for the spreading speed in Section 4. In Section 5, we apply the obtained results to a patchy senario in which the carry capacity is spatially varying, and we also provide a simple example to verify the linear determancy condition. Some numerical simulations are presented to illustrate the analytic results.
The periodic initial value problem
In this section, we study the global dynamics of the spatially periodic integrodifference competition system with the periodic initial values.
Let Y be the set of all continuous and L-period functions from R to R, and
By the arguments similar to those in [35] , it is easy to verify (Ľ) η is strongly positive, where η is the positive integer in (K2(iv)). By [21, Lemma 3.1], we know that the spectral radius ρ(Ľ) is a single eigenvalue ofĽ, with an associated strongly positive L-periodic eigenfunction φ(x). It follows that the scalar periodic eigenvalue problem
admits a principal eigenvalue λ(k, r) = ρ(Ľ) associated with a strongly positive Lperiodic eigenfunction φ(x). As a consequence of [38, Theorem 2.3 .4], we have the following result.
Proposition 2.1. Assume that L-periodic functions b(x), r(x), k(x, y) satisfied (K1) and (K2). Let p n (x, φ) be the unique solution of the following equation:
Then the following statements are valid: Let P = P C(R, R 2 ) be the set of all continuous and L-periodic functions from R to R 2 , and P + = {ψ ∈ P : ψ(x) ≥ 0, ∀x ∈ R}. Then P + is a closed cone of P and induces a partial ordering on P. Moreover, we introduce a norm φ P by
It then follows that (P, φ P ) is a Banach lattice. For any ϕ ∈ P + , system (1.2) has a unique nonnegative solution (p n (·, ϕ), q n (·, ϕ)) ∈ P + . In view of Proposition 2.1, there exists two positive L-periodic functions p * (x) and q * (x) such that E 1 := (p * (x), 0), E 2 := (0, q * (x)) are semi-trivial steady states of system (1.2) provided that λ(k i , r i ) > 1 (i = 1, 2). Since we mainly concern about the case of the competition exclusion, we impose the following conditions on system (1.2):
(H3) System (1.2) has no steady state in Int(P + ).
Note that (H1) guarantees the existence of two semi-trivial steady states of system (1.2). (H2) implies that (0, q * (x)) is unstable. Under the assumption (H1)-(H3), there are three steady states in P + : E 0 = (0, 0), E 1 := (p * (x), 0), and
). Next, we use the theory developed in [10] for abstract competitive systems (see also [9] ) to prove the global attractivity of E 1 .
Theorem 2.1. Assume that (K1)-(K2), and (H1)-(H3) hold. Then
is globally asymptotically stable for initial values φ = (φ 1 , φ 2 ) in P + with φ 1 ≡ 0.
Proof. Let P n (x, φ) = (p n (x, φ), q n (x, φ)) be the solution of system (1.2) with p 0 (x) = φ(x). Since (H2) holds, we can fix
. By the uniform continuity of
A > 0. Then we have the following claim. Claim. For all φ ∈ P + with φ 1 ≡ 0, there holds lim sup
Suppose, by way of contradiction, that lim sup
Consequently, we have
Let ψ 1 (x) be a positive eigenfunction corresponding to the principal eigenvalue λ k 1 ,
Since p 0 (·) =φ 1 ≡ 0, the comparison principle, as applied to the first equation in system (1.2), implies that p n 0 (x,φ) > 0, ∀x ∈ R. Then there exists small η > 0 such that
In view of (2.3), it easily follows thatp
By (2.4) and (2.5), together with the standard comparison principle, it follows that
Letting n → ∞, we see that p n (·,φ) is unbounded, a contradiction.
By the above claim and (H3), we exclude possibility (a) and (c) in [10, Theorem A]. Since E 2 is repellent in some neighborhood of itself, it follows from [10, Theorem A] that E 1 is globally asymptotically attractive.
Spreading speeds and traveling waves
In this section, we study the spreading speeds and spatially periodic traveling waves for system (1.2). By a change of variables u n = p n , v n = q * (x) − q n , we transform system (1.2) into the following cooperative system:
Then three steady states of (1.2) becomê
Let C be the set of all bounded and continuous functions from R to R 2 and C + = {φ ∈ C : φ(x) 0, ∀x ∈ R}. Assume that β is a strongly positive L-periodic continuous function from R to R 2 . Set
Let BC(R, X) be the set of all continuous and bounded functions from R to X. Define
and
We equip C with the compact open topology, that is, u m → u in C means that the sequence of u m (s) converges to u(s) in R m uniformly for s in any compact set. We equip C with the norm · C given by
where | · | denotes the usual norm in R m , and
, and Q be a map on C β with Q[0] = 0 and
function in x for any fixed ξ ∈ R. Moreover, we say that V (ξ, x) connects β to 0 if lim ξ→−∞ |V (ξ, x) − β(x)| = 0 and lim ξ→+∞ |V (ξ, x)| = 0 uniformly for x ∈ R. According to [36] , we need the following assumptions:
(A2) Q : C β → C β is continuous with respect to the compact open topology.
(A4) Q admits two L-periodic fixed points 0 and β in C + , and for any z ∈ C per β with 0 ≪ z β, we have lim
is precompact in C β with respect to the compact open topology.
Define an operator Q = (Q 1 , Q 2 ) on C by
where U := (u, v) ∈ C.
Proposition 3.1. Assume that (K1)-(K2), and (H1)-(H3) hold. Then Q satisfies the assumptions (A1)-(A5).
Proof. According to the assumptions (K1)-(K2), it then easily follows that Q is a monotone semiflow on
This implies that (A1) holds. By Theorem 2.1, it follows that (A4) holds for Q. It remains to prove (A2) and (A5). We take Q 1 as an example, since similar results hold for Q 2 . Define an operator
.
It can be verify that G 1 < +∞. For any ε > 0, there exist an
which implies that (A2) holds. Regarding (A5), it is easy to check Q 1 is uniformly bounded. For the above ε > 0, there exist an δ 2 (ε) > 0 such that ∀x 1 , x 2 ∈ R or any compact interval in R with |x 1 − x 2 | < δ 2 , since k 1 is L 1 -contiuous, then we have
which implies that Q 1 is equicontinous. By the Arzelà-Ascoli theorem, it follows that Q 1 is compact. Now we introduce a family of operators {Q} on X β :
where v s ∈ C is defined by
Let ω ∈ X β with 0 ≪ ω ≪ β. Choose φ ∈ X β such that the following properties hold:
Let c be a given real number. According to [32] , we define an operator R c by
and a sequence of functions a n (c; s) by the recursion:
where T −c is a translation operator defined by
As an consequence of arguments similar to those in [5, Lemmas 3.1-3.3], we have the following observation.
Lemma 3.1. The following statements are valid:
(1) For each s ∈ R, a n (c, s) converges to a(c; s) in X, where a(c; s) is nonincreasing in both c and s, and a(c; ·) ∈ X β .
(2) a(c, −∞) = β, and a(c, +∞) exists in X and is a fixed point ofP .
According to [5, 34] , we define two numbers
Clearly, c * + ≤ c + due to the monotonicity of a(c; ·) with respect to c. The following two results come from [5] . (1) For any c ≥ c * + , there is an L-periodic rightward traveling W (x − cn, x) connecting β to some equilibrium β 1 ∈ C per β \{β} with W (ξ, x) be continuous and nonincreasing in ξ ∈ R.
(2) If, in addition, 0 is an isolated equilibrium of Q in C (ii) Q has two ordered equilibria α 1 ,α 2 ∈ C per β \{0, β} such that there exist an L-periodic traveling wave W 1 (x − cn, x) connecting α 1 and 0 and an L-periodic traveling wave W 2 (x − cn, x) connecting β and α 2 with W i (ξ, x), i = 1, 2 be continuous and nonincreasing in ξ ∈ R
(ii) If φ ∈ C β and φ(x) ≥ σ, ∀x ≤ K, for some σ ≫ 0 and K ∈ R, then lim n→∞,x≤cn (Q(φ)(x) − β(x)) = 0 for any c < c * + .
In order to show that c + is the minimal wave speed for L-periodic traveling waves of system (3.1) connecting β to 0, we need the following assumption: , x) ) connecting β to 0, with wave profile components U(ξ, x) and V (ξ, x) being continuous and non-increasing in ξ, and for any c < c + , there is no such traveling wave connecting β to 0.
Proof. By Theorem A (2) and (3), it suffices to exclude the second case in Theorem A (2). Suppose, by contradiction, the statement in Theorem A (2(ii)) is valid for some c ≥ c + . Since system (3.1) has exactly three L-periodic nonnegative steady states andÊ 0 = (0, q * (x)) is the only intermediate equilibrium betweenÊ 1 = β and E 2 = 0, we have α 1 = α 2 =Ê 0 . Hence, by restricting system (3.1) on the order interval [Ê 0 ,Ê 1 ] and [Ê 2 ,Ê 0 ], respectively, we find that one scalar equation
admits an L-periodic traveling wave U(x − cn, x) connecting p * (x) to 0 with U(ξ, x)
being continuous and nonincreasing in ξ, and the other scalar equation
also admits an L-periodic traveling wave V (x − cn, x) connecting q * (x) to 0 with V (ξ, x) being continuous and nonincreasing in ξ. Let λ 2 (µ) be the principle eigenvalue of the elliptic eigenvalue problem:
In order to prove that system (3.1) admits a single rightward spreading speed, we impose the following assumption:
, where c * 1+ is the rightward spreading speed of (3.4). (ii) If φ ∈ C β and φ(x) ≥ σ, ∀x K, for some σ ∈ R 2 with σ ≫ 0 and K ∈ R,
Proof. By Theorem B, it suffices to show c + = c * + . If this is not valid, then the definition of c + and c * + implies that c + > c * + . By Theorem A (1) and (3), it follows that system (3.1) admits an L-periodic traveling wave (U(x−c * + n, x), V (x−c * + n, x)) connecting (p * (x), q * (x)) to (0, q * (x)) with U(ξ, x) and V (ξ, x) being continuous and nonincreasing in ξ. Therefore, V ≡ q * (x), and U 1 (x − c * + n, x) is an L-periodic traveling wave connecting p * (x) to 0. This implies that c * + ≥ c * 1+ where c * 1+ is the rightward spreading of (3.4). By [35, (2.7)], it follows that c * 1+ = inf µ>0 ln λ 1 (µ) µ , where λ 1 (µ) is the principal eigenvalue of the following eigenvalue problem:
For any given c 1 ∈ (c * + , c + ), there exists µ 1 > 0 such that c 1 =
. Let φ * 1 (x) be the L-periodic positive eigenfunction associated with the principal eigenvalue λ 1 (µ 1 ) of (3.8). It then easily follows that
is a solution of the linear equation
Since c * 1 < c 1 and (H5) holds, we can choose a small number µ 2 ∈ (0, µ 1 ) such that
2 (x) be the positive eigenfunction associated with the principal eigenvalue λ 2 (µ 2 ) of (3.7). It is easy to see that
n is a solution of the linear equation
Since c 1 > c 2 , it follows that the functioñ
Define the following two functions:
where
Now we want to verify that (u n , u n ) is an upper solution for system (3.1). For all
, we have u n (x) = h 1 e −µ 1 (x−c 1 n) φ * 1 (x), and therefore,
For all x − c 1 n <
, we obtain u n (x) = p * (x), and hence,
On the other hand, for all x − c 1 n >
which satisfies inequality (3.10). Note that
and µ 2 ∈ (0, µ 1 ), we have
, we have v n (x) = q * (x). Therefore,
It then follows that U n := (u n , v n ) is a continuous upper solution of system (3.1).
Let φ ∈ C β with φ(x) ≥ σ, ∀x K and φ(x) = 0, ∀x ≥ H, for some σ ∈ R Moreover, there exists a sufficiently large positive constant A ∈ LZ such that
By the translation invariance of Q, it follows that U n (x−A) = (u n (x−A), v n (x−A)) is still an upper solution of system (3.1), and hence for U n , we have
Fix a numberĉ ∈ (c 1 , c + ). Letting x =ĉn and n → ∞ in (3.14), together with (3.13), we have
which is a contradiction. Thus, we have c * + = c + .
To finish this section, we present some results on the principle eigenvalue problem.
be the principle eigenvalue of the following eigenvalue problem:
Then the following statements are valid:
(ii) ln λ m (µ) is a convex function of µ on R.
Proof. We use the arguments similar to those in [8, Lemma 15.5] to prove that (a) holds. First we defině
Let λ m 1 (µ), λ m 2 (µ) be principal eigenvalues with m 1 (x) m 2 (x) > 0, and m 1 (x) ≡ m 2 (x). Suppose by contradiction, λ m 1 (µ) λ m 2 (µ). Let ψ 1 , ψ 2 be associated eigenfunctions and chosen in a way that 0 < ψ 2 ≪ ψ 1 . Theň 
Linear determinacy of spreading speed
In this section, we establish a set of sufficient conditions for the rightward spreading speed to be determined by the linearization of system (3.1) atÊ 1 = (0, 0), which is
Under (H2) the following scalar equation
admits a rightward spreading speed (also minimal rightward wave speed) c
(see, e.g., [35] ), where λ 0 (µ) is the principle eigenvalue of the following eigenvalue problem:
3)
The subsequent result shows that c 
, ∀x ∈ R, by Proposition 3.2 (i), we have λ 1 (µ) > λ 0 (µ), ∀µ ≥ 0, where λ 1 (µ) is the principal eigenvalue of (3.8). Thus, we have c * + ≥ c * 1+ > c 0 + . In the case that c + = c * + , let (u n (·, φ), v n (·, φ)) be the solution of system (3.1) with φ = (φ 1 , φ 2 ) ∈ C β . Then the positivity of the solution implies that
Let w n (x, φ 1 ) be the unique solution of (4.2) with w 0 (·) = φ 1 . Then the comparison principle yields that For any given µ ∈ R, letting U n (x) = e −µx φ(x)[λ(µ)] n in (4.1), we obtain the following periodic eigenvalue problem:
Let λ(µ) be the principal eigenvalue of the following periodic eigenvalue problem:
Then there exists µ 0 > 0 such that c
. Now we make the following assumption: 2 ). Proof. Clearly, there exists an L-periodic eigenfunction φ * 1 ≫ 0 associated with the principle eigenvalue λ 0 (µ 0 ) of (4.2), that is,
Since the first equation of (4.5) is decoupled from the second one, it suffices to show that λ 0 (µ 0 ) has a positive eigenfunction φ * = (φ * 1 , φ * 2 ) in (4.5), where φ * 2 is to be determined. Note that
It follows that λ 0 (µ 0 )φ 2 −Lφ 2 = h ≫ 0. It is easy to verifyL is a positive and compact, and hence, s(L) = λ(µ 0 ), where s(L) is the spectral radius of L.
, by the Krein-Rutman Theorem [17] , there exists a unique φ *
2 ) satisfies (4.5) with µ = µ 0 . Since λ 0 (µ 0 ) is a simple eigenvalue for (4.2), we see that so is λ 0 (µ 0 ) for (4.5).
By virtue of Proposition 4.2, we easily see that for any given M > 0, the function
where S n (x) = (s n (x), w n (x)), is a positive solution of system (4.1). In order to obtain an explicit formula for the spreading speeding c + , we need the following additional condition:
, ∀x ∈ R.
We are now in a position to show that system (3.1) admits a single rightward spreading speed c + , which is linearly determinate. Proof. First, we verify that S n (x) = (s n , w n ), as defined in (4.7), is an upper solution of system (3.1). Since
and (D2) holds , it follows that
Thus, S n (x) is an upper solution of (3.1). As we did in the proof of Proposition 4.1, we can choose some φ 0 ∈ C β satisfying the conditions in Theorem 3.2 (i) and (ii).
Then there exists a sufficiently large number M 0 > 0 such that
Let U n (x) be the unique solution of system (3.1) with U 0 (·) = φ 0 . Then the comparison principle, together with the fact that c
It follows that for any given ε > 0, there holds 
An application
In this section, we assume the k i (x, y) (i = 1, 2) can be written as a function of the dispersal distance, i.e., k i (x, y) = k i (x − y), with the following property:
As an application, we consider a patchy lanscape in which both species have the same spatially varying carrying capacity, C 1 (x) = C 2 (x) = C(x), that is,
This indicates that Patch 1 is more suitable for both species, compared with Patch 2. The growth rates r i of i-th species (i = 1, 2) are constant, which are environmental homogeneous, and a i (x) are also piecewise constant functions. Therefore, we are led to the following spatically periodic model with kernels k i satisfying assumptions (K2)-(K3):
We also need the following assumption on system (5.1): 
It then follows that
and hence,
Then we have r 2 1 +
which is a contradiction to (5.3). Now we prove (H4). By Proposition 3.2 (ii) and (iii) with m(x) = r 1 (x), it is easy to see that the principle λ 1 (µ) of (3.8) is an even function of µ on R. Since λ 1 (µ) is ln-convex on R and λ 1 (0) > 1, we have λ 1 (µ) > 1, ∀µ > 0. It follows that c * 1+ = inf = 0, where λ 2 (µ) is the principal eigenvalue of (3.7). By Lemma 3.2(b)(c), ln λ 2 (µ) is an even function on R, and n-ordered differentiable (see [4, 21] ). Since λ 2 (0) = 1, it follows that
As a consequence of Lemma 5.1 and Theorem 2.1, we have the following result. For simplicity, we transfer system (5.1) into the following cooperative system: (ii) If φ ∈ C β and φ(x) ≥ σ, ∀x K, for some σ ∈ R 2 with σ ≫ 0 and K ∈ R,
In view of Theorem 3.1, we have the following result on periodic traveling waves for system (5.1).
Theorem 5.3. Assume that (K1)-(K3), and (M) hold. Then for any c ≥ c + , system (5.1) has an L-periodic rightward traveling wave (U(x − cn, x), V (x − cn, x)) connecting (p * (x), 0) to (0, q * (x)) with the wave profile component U(ξ, x) being continuous and non-increasing in ξ, and V (ξ, x) being continuous and non-decreasing in ξ. While for any c ∈ (0, c + ), system (5.1) admits no L-periodic rightward traveling wave connecting (p * (x), 0) to (0, q * (x)).
The above results shows that if a Figure 1 shows that under the same type dispersal kernel, taking a small dispersal, i.e., trying to stay in the patch, cannot help to reduce the loss induced by the intracompetitin. Figure 2 shows that the success of invasion of 1-th species into 2-th species is independent of the particular type of dispersal kernels. To obtain the linear determacy of c * , we need to verify (D1) and (D2). Below we provide an example with simple senario where two species have same growh ability and competition ability, but their responses to environment changing are different. We assume that species-1, always have better response towards the varying environment conditions than species-2, that is, C 1 (x) > C 2 (x) > 0, ∀x ∈ R. To finish this paper, we remark that in the case where system (1.2) admits a unique positive steady state, its spatial dymamics is relatively simple from the viewpoint of mathematical analysis, as we can apply the theory developed in [22, 33] directly to the existence of two different spatially periodic travelling waves connecting (0, q * ) and (p,q), (p * , 0) and (p,q), respectively, under appropriate conditions. 
