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El presente proyecto tiene como objetivo diseñar una infraestructura hiperconvergente para 
la Clínica Renal Oncológica de la Universidad Peruana Cayetano Heredia situada en Lima, 
Perú. Utilizando la metodología de Cisco Systems PPDIOO, el diseño de la arquitectura 
busca definir los equipos, licencias y elementos necesarios para soportar las aplicaciones 
de la clínica. En el capítulo 1 se detallan los problemas que incentivan el desarrollo del 
presente proyecto, los objetivos a cumplir, limitaciones, justificación y viabilidad del 
proyecto. En el capítulo 2 desarrolla los fundamentos teóricos que engloba los 
antecedentes de la adopción de tecnología hiperconvergente alrededor del territorio 
nacional y casos internacionales donde se demuestra beneficios obtenidos sobre su 
adopción, los conceptos puntuales dentro de un marco teórico que busca profundizar y dar 
conocimiento sobre la terminología utilizada a lo largo del proyecto, la historia de la 
evolución de un centro de datos definido por software (SDDC), las opciones en el mercado 
global de hiperconvergencia, un resumen de la tecnología HPE Simplivity, el marco 
metodológico utilizado y el marco legal. En el capítulo 3 se desarrolla la aplicación del 
proyecto tomando como metología PPDIOO, partiendo del análisis situacional de la Clínica 
Renal Oncológica de la Universidad Peruana Cayetano Heredia, el parque de aplicaciones 
que deberán ser hospedadas, el detalle técnico de la arquitectura hiperconvergente 
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propuesta, los beneficios y costos que justifican su adopción. En las conclusiones se 
detallará el por qué una infraestructura hiperconvergente con HPE Simplivity cumple con 
los objetivos planteados al simplificar la gestión de recursos del centro de datos de la 
UPCH. 
Palabras claves:  












The present project aims to design a hyperconvergent infrastructure for the Renal Oncology 
Clinic of the Universidad Peruana Cayetano Heredia located in Lima, Peru. Using the Cisco 
Systems PPDIOO methodology, the architecture design seeks to define the equipment, 
licenses and elements necessary to support the clinical applications. Chapter 1 details the 
problems that encourage the development of this project, the objectives to be met, 
limitations, justification and viability of the project. In chapter 2 he develops the theoretical 
foundations that encompasses the antecedents of the adoption of hyperconvergent 
technology around the national territory and international cases where benefits obtained 
from its adoption are demonstrated, the specific concepts within a theoretical framework 
that seeks to deepen and give knowledge about the terminology used throughout the 
project, the history of the evolution of a software-defined data center (SDDC), the options 
in the global hyperconvergence market, an overview of HPE Simplivity technology, the 
methodological framework used and the legal framework . In chapter 3 the application of 
the project is developed using PPDIOO as the methodology, starting from the situational 
analysis of the Renal Oncological Clinic of the Universidad Peruana Cayetano Heredia, the 
park of applications that must be hosted, the technical detail of the proposed 
hyperconvergent architecture, the benefits and costs that justify its adoption. The 
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conclusions will detail why a hyperconverged infrastructure with HPE Simplivity meets the 
stated objectives. 
Keywords: 
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Con la adopción de la virtualización como estándar en un centro de datos, se cambió la 
forma de trabajar de las empresas, que pasaron a administrar mucha cantidad de 
servidores, a trabajar con pocos servidores y muchas máquinas virtuales dentro de ellas, 
pero manteniendo el diseño de almacenamiento compartido y redes distribuidas. 
La virtualización fue el punto clave para reinventar y rediseñar la arquitectura dentro de los 
centros de datos para soportar aplicaciones que cada vez son más demandantes de 
recursos de procesamiento y almacenamiento. 
El presente trabajo de tesis propone un nuevo diseño de centro de datos para la clínica 
Renal Oncológica de la Universidad Peruana Cayetano Heredia que permitirá soportar 
nuevas cargas de trabajo mediante la tecnología hiperconvergente HPE Simplivity. 
El diseño propuesto incluye la adopción de servidores de procesamiento que incluyen 
almacenamiento distriubuido y todo gestionado desde una única plataforma, que da como 
resultado, una verdadera transformación en el centro de datos para asegurar sus 
operaciones y continuidad de negocios. 
En cada capítulo del trabajo de tesis se explicarán los conceptos e ideas más importantes 
de cómo es la evolución en los centros de datos en el mercado actual, la aplicación de la 
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metodología PPDIOO y los puntos clave para optar por una infraestructura 
hiperconvergente. 









CAPITULO 1.  
ASPECTOS GENERALES 
1.1 Definición del problema 
1.1.1 Fundamentación del problema 
Para la operatividad de las aplicaciones en un centro de datos, se necesita instalar y 
configurar equipos como servidores, almacenamiento, redes, software de virtualización, 
software de gestión, equipos de seguridad, etc. 
La infraestructura de centro de datos tradicional, que viene desde los inicios del mundo 
tecnológico consiste en interconectar servidores de procesamiento con cabinas de 
almacenamiento a través de enlaces redundantes de fibra canal y/o SCSI. Este tipo de 
infraestructuras conlleva a depender de un punto de almacenamiento centralizado, el cual 
debe ser redundante en interfaces, controladoras, arreglo de discos y fuente de 
alimentación. 
Con la evolución y adopción de tecnologías de virtualización en los centros de datos, llevó 
a que sea necesario el acceso más frecuente y concurrente a los sistemas de 
almacenamiento, y en este proceso se detectan latencias para procesos de lectura y 
escritura directamente sobre los discos, “cuellos de botella” y problemas de performance, 
lo que podría solucionarse agregando nuevos discos, nuevas cabinas de almacenamiento, 
pero el problema persistirá. 
15 
 
La hiperconvergencia rediseña el acceso al almacenamiento y redes para solucionar los 
problemas de latencia y “cuellos de botella” haciendo que los procesos de lectura y 
escritura sean en cada servidor que contiene discos instalados. 
La clínica Renal Oncológica de la Universidad Peruana Cayetano Heredia es una 
infraestructura nueva que está en búsqueda de implementar un centro de datos para 
soportar las aplicaciones para todos sus procesos y operaciones. 
1.1.2 Formulación del problema 
1.1.2.1 Problema Principal 
¿De qué manera la clínica Renal Oncológica de la universidad Cayetano Heredia puede 
lograr unificar los componentes del centro de datos y simplificar la administración de 
recursos con tecnología hiperconvergente HPE Simplivity? 
1.1.2.2 Problemas secundarios 
- ¿De qué manera se puede simplificar la administración de los recursos del centro de 
datos mediante una tecnología hiperconvergente? 
- ¿Qué beneficios se logra al usar la tecnología hiperconvergente HPE Simplivity?  
- ¿Cuál es el costo de la implementación de la infraestructura hiperconvergente HPE 
Simplivity? 
1.2 Definición de objetivos 
1.2.1 Objetivo General 
Diseñar una infraestructura de centro de datos hiperconvergente con tecnología HPE 
Simplivity para la clínica Renal-Oncológica de la Universidad Peruana Cayetano Heredia 
para unificar componentes del centro de datos y simplificar la gestión de recursos de 
almacenamiento, procesamiento y redes. 
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1.2.2 Objetivos Específicos 
- Definir los requerimientos de la nueva implementación conociendo la situación actual 
de aplicaciones para definir la nueva implementación y diseñar una arquitectura 
hiperconvergente con HPE Simplivity. 
- Detallar los beneficios logrados al adoptar un centro de datos con tecnología 
hiperconvergente HPE Simplivity. 
- Detallar los costos del diseño de infraestructura hiperconvergente HPE Simplivity. 
1.3 Alcances y limitaciones 
1.3.1 Alcances 
La infraestructura civil y tecnológica de la clínica Renal Oncológica de la Universidad 
Peruana Cayetano Heredia es nueva y se realizará el diseño del centro de datos nuevo 
basado en tecnología hiperconvergente HPE Simplivity. 
La arquitectura diseñada hospedará todas las aplicaciones y servidores virtuales que serán 
la base para las operaciones críticas y no críticas. 
1.3.2 Limitaciones 
El presente trabajo de tesis no involucra el diseño general del centro de datos como 
cableado y estructurado de red categoría 6 o 6a, cableado de fibra óptica OM3 u OM4, 
dimensionamiento de racks, pisos técnicos, sistema de alarmas, sistema anti-incendios, 
sistemas ante intrusiones ni seguridad perimetral. 
La propuesta de diseño y arquitectura se limita a su análisis técnico y económico mas no 
a su implementación. 
1.4 Justificación del proyecto 
El diseño de computación basado en nube (entornos virtualizados), incluye la convergencia 
de los recursos de cómputo, almacenamiento, redes y software de virtualización. 
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Por ejemplo, al considerar por un instante una solución tradicional con un arreglo de 
almacenamiento centralizado. Este arreglo fue diseñado para alto rendimiento, 
combinando discos mecánicos (HDD) con discos de estado sólido (SSD), lo cual eleva los 
costos. Dicho esto, una alternativa como esta puede proveer un gran rendimiento, pero 
finalmente se encuentra limitada por la red de almacenamiento SAN (FC, iSCSI, FCoE, 
etc.), transformándose esta última en un factor determinante a la hora de lograr el 
rendimiento esperado, pudiendo incluso convertirse en un cuello de botella, donde no se 
obtiene la performance deseada, aun cuando el arreglo cuenta con recursos suficientes. 
Las tecnologías hiperconvergentes ofrecen algo completamente distinto. En una 
infraestructura hiperconvergente el almacenamiento está directamente conectados a cada 
host o nodo; es decir, cada nodo tiene un conjunto de discos locales conectados 
directamente, obteniendo de ellos el máximo rendimiento. Con esto, se consigue eliminar 
el cuello de botella de una red SAN tradicional. 
Bajo esta premisa, en una arquitectura hiperconvergente, se logra eliminar los cuellos de 
botella ocasionados por la red SAN conectados hacia los servidores de procesamiento y a 
las cabinas de almacenamiento dedicadas. Además, con la implementación de plug-ins y 
APIs, se logra integrar la gestión del almacenamiento, servidores (hardware) y networking 
hacia las consolas de gestión desde la capa de virtualización para crear una arquitectura 
unificada y reducir la curva de aprendizaje de entornos tradicionales convergentes. 
1.5 Viabilidad del Proyecto 
El diseño hiperconvergente es un innovador sistema que garantiza los recursos 
informáticos de aquellas empresas que no desean depender de un sistema de 
almacenamiento en red centralizado o que es muy costosa para su implementación. Se ha 
desarrollado basándose en la arquitectura escalable de nueva generación que ya emplean 
algunas de las principales compañías que ofrecen servicios en la nube (Google, Facebook, 
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etc). Con HPE Simplivity cualquier organización puede construir su propia infraestructura 
de computación y almacenamiento de alta disponibilidad.  
Una infraestructura que a la vez sea rápida, flexible en prestaciones de administración, y 
que se pueda ampliar horizontalmente según las necesidades de la empresa. 
La tecnología hiperconvertente de HPE Simplivity es independiente a cualquier Sistema 
Operativo o Hypervisor, puesto que se implementa sobre el hardware en el que se 
construye, logrando así una interoperabilidad de diferentes sistemas. 
Una infraestructura hiperconvergente ayudará a la Clínica Renal Oncológica de la 
Universidad Peruana Cayetano Heredia a adoptar una infraestructura de Data Center 
completamente escalable sin límites, lo que significa, que podrán crecer de acuerdo con 
las necesidades que puedan tener según va pasando el tiempo. 
La administración resulta simplificada, ya que toda esta infraestructura podrá ser 
gestionada desde un único entorno web, que dicho sea de paso, no requieren de estudios 
especializados para analizar la información que aparece sobre éste y la curva de 
aprendizaje es mínima en relación a la gestión de una infraestructura tradicional. 
1.6 Fundamentación y Formulación de las hipótesis 
1.6.1 Hipótesis General 
Se utilizará la tecnología hiperconvergente HPE Simplivity para diseñar la infraestructura 
del Centro de Datos de la clínica Renal-Oncológica Universidad Peruana Cayetano 
Heredia. 
1.6.2 Hipótesis Especificas 
- Diseñar un centro de datos con tecnología HPE Simplivity para una la clínica Renal-
Oncológica de la Universidad Peruana Cayetano Heredia para unificar componentes 
del centro de datos y simplificar la gestión de todos los componentes. 
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- Diseñar y comparar los componentes de una arquitectura de centro de 
hiperconvergente ante una arquitectura de centro de datos tradicional 
- Realizar un análisis técnico y económico de la arquitectura hiperconvergente propuesta 
ante una infraestructura de centro de datos tradicional. 
1.6.3 Hipótesis Nula 
Se utilizará la tecnología hiperconvergente HPE Simplivity para diseñar la infraestructura 
del Centro de Datos de la clínica Renal-Oncológica Universidad Peruana Cayetano Heredia 
que no podrá unificar componentes de centro de datos ni simplificar la gestión de recursos. 
1.7  Identificación y clasificación de las variables 
1.7.1 Variable independiente 
La adopción de una infraestructura hiperconvergente con tecnología HPE SIMPLIVITY en 
el centro de datos. 
1.7.2 Variables dependientes 
- El centro de datos 
- La capa de virtualización de servidores del centro de datos. 
- La capa de virtualización del almacenamiento del centro de datos. 
- Peso total del equipamiento. 









CAPITULO 2.  
FUNDAMENTO TEÓRICO 
2.1 Contexto de la investigación    
2.1.1 Antecedentes Internacionales 
Las tecnologías hiperconvergentes y sus beneficios han sido desarrolladas en diferentes 
ámbitos, situaciones y países demostrando sus ventajas frente a arquitecturas de 
datacenter tradicionales: 
- (Galán Obregón, 2020, p. 5) En el trabajo final para optar el grado Máster en Ingeniería 
Informática “Evolución de una cloud de servicios provinciales: Hacia la 
hiperconvergencia” de la Universitat Oberta de Catalunya, España, se describe las 
ventajas que ofrecería una infraestructura hiperconvergente frente a una arquitectura 
de virtualización “tradicional” convergente. Como objeto de estudio se analizan las 
soluciones de hiperconvergencia disponibles en el mercado mundial, los problemas de 
una arquitectura tradicional y la manera en cómo una arquitectura hiperconvergente 
puede solucionarlos; todo esto, orientado al enfoque de lograr una evolución hacia la 
cloud pública y/o híbrida de cualquier organización. 
- (Jordá Aznar, 2018, p. 65) en la memoria presentada “Diseño de un SDDC 
hiperconvergente basado en Vmware vSan” para obtener el grado de Ingeniería 
Informática, se analiza la situación actual de una empresa en la cual cuenta con más 
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de 250 trabajadores y se analiza y se plantea el despliegue de hiperconvergencia con 
Vmware vSan para sustituir el almacenamiento tradicional que es una cabina de 
almacenamiento, demostrando sus ventajas en ahorro eléctrico, de espacio y 
performance. 
- (Santana Lasluisa, 2019, p. 8) En el trabajo de titulación “Estudio de factibilidad para la 
implementación de una infraestructura de hiperconvergencia de alta disponibilidad en 
el data center experimental” de Bryan Santana Lasluisa, se desarrolla la ́ historia de los 
centros de datos hasta la actualidad acompañado de aálisis de tendencias. Se realiza 
un inventario de la infraestructura actual con teconologías existentes y se plantea un 
diseño de una infraestructura hiperconvergente mediante un estudio técnico-económico 
para demostrar las ventajas frente al data center existente. 
- (Sevilla Riofrío, 2020) en su trabajo de tesis de pregrado “Análisis de hiperconvergencia 
en la red móvil 5G” se detallan las ventajas de una infraestructura hiperconvergente, 
sus componentes y posibilidades de uso para atender la red core de un centro de datos 
de una red móvil 5G. Se realiza un análisis donde se demuestra que una arquitectura 
hiperconvergente es aplicable para atender tráfico y aplicaciones críticas que 
demandan las nuevas redes 5G como por ejemplo: Machine Learning e inteligencia 
artificial en el núcleo y borde de las redes de acceso y transporte. 
- (Zambrano Terán, 2019) en el trabajo de titulación “Análisis de la Implementación de 
Mejora Tecnológica en la Aplicación del Sistema Virtual Hiperconvergente Nutanix” 
describe un análisis profundo sobre la tecnología hiperconvergente Nutanix para 
obtener una mejor gestión de la infraestructura del centro de datos: redes, 
almacenamiento y servidores, obteniendo la automatización de procesos manuales, 
solucionando errores comunes en un almacenamiento tradicional como el “cuello de 
botella” en la red de almacenamiento y traduciendo todas estas ventajas en ahorro de 
tiempo en la implementación y gestión de toda la infraestructura de centro de datos. En 
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el trabajo también se demuestra que con la implementación de la tecnología 
hiperconvergente se lograronbeneficios como la gestión centralizada bajo una 
plataforma virtualizada y un considerable ahorro económico demostrando el porqué una 
empresa debería apostar por este tipo de tecnologías.  
2.1.2 Antecedentes nacionales 
En el ámbito nacional, la hiperconvergencia ha sido desarrollada también con el fin de 
demostrar sus ventajas y beneficios frente a diseños de arquitecturas tradicionales, 
independientemente de la marca y/o fabricante propuesto: 
- (Cárdenas Abarca, 2019, p. 3) En el trabajo de suficiencia profesional  “Implementación 
de una infraestructura hiperconvergente en un Hospital público” se detalla el diseño e 
implementación de una infraestructura hiperconvergente en una institución hospitalaria 
pública con sede en Lima, Perú; con alta disponibilidad y tolerante a fallos con 
tecnología Nutanix, para resolver problemas como: agotamiento de recursos de 
hardware para procesamiento, baja disponibilidad de los servidores en el centro de 
datos, silos de infraestructura tecnológica y los altos costos de operación para mantener 
el centro de datos. 
- (Baldeón Cerna, 2018) En el trabajo de suficiencia profesional “Transformación digital 
del datacenter para la consolidación y administración de servidores vía una 
infraestructura hiperconvergente en los negocios” analiza los problemas de la empresa 
peruana Hansa Servicios Marítimos S.A.C. relacionados a la gestión de la 
infraestructura del centro de datos, capacidad limitada de crecimiento y se solucionó 
con la propuesta de la tecnología Nutanix para solventar capacidades y gestión 
unificada en nodos hiperconvergentes para brindar continuidad y alta disponibilidad de 
las operaciones de la empresa. 
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2.2 Marco Teórico    
2.2.1 Centro de Datos  
2.2.1.1 Centro de datos tradicionales 
A lo largo de los años, los centros de datos se construyeron a partir de hardware construido 
para un propósito específico; es decir, los servidores para procesamiento de datos, las 
cabinas de almacenamiento para almacenar la información y los sistemas computacionales 
que hacen uso de ese hardware.  
Cada componente trabaja dentro de una capa aislada que tiene su sistema de gestión 
independiente, y que a través de los años fueron ampliando capacidades con 
actualizaciones y plugin.  
Todo esto significaba que para administrar cada tipo de hardware necesitamos 
especialistas con habilidades específicas. Por ejemplo, debe haber al menos 3 a 4 equipos 
separados para gestionar servidores, almacenamiento y redes. Además, se necesita 
profesionales que cuenten con habilidades para gestionar otros componentes de la 
infraestructura como la virtualización, la seguridad, etc. Adicional a todo esto, debe haber 
un equipo encargado de gestionar garantías y dar seguimiento al estatus de todas las 
plataformas. 
Contar con tantos profesionales, resulta ser una tarea sencilla en entornos pequeños, pero 
en organizaciones de miles de usuarios, la gestión de tantos especialistas y equipos se 
torna complicado, debido a que cada uno tiene que velar por el bienestar de sus 
operaciones. 
Según  (Lowe, 2019, p. 40), varios tipos de hardware y software requieren múltiples equipos 
y hacen que el proceso sea muy complejo, lo que resulta en una gran coordinación con 
una gestión tediosa.  
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2.2.1.2 Centro de datos Definido Por Software (SDDC) 
Un centro de datos definido por software (SDDC) se refiere a que todos los componentes 
de un centro de datos, incluidos procesamiento, almacenamiento, redes y seguridad, están 
virtualizados o que pueden ser programables; es decir, que la infraestructura como tal, 
puede ser administrada por líneas de código de cualquier lenguaje de programación. 
Los centros de datos definidos por software se componen de infraestructura computacional 
totalmente virtualizada que se puede gestionar fácilmente mediante software 
automatizado. La abstracción de la CPU, las redes, el almacenamiento y la seguridad 
permiten que se asignen fácilmente recursos flexibles agrupados a cargas de trabajo, 
según las necesidades. 
Un centro de datos definido por software puede darte las siguientes ventajas: 
- Eliminación del hardware especializado y aislado. 
- Reducción de los costes a través de consolidación de recursos y aprovechamiento de 
todas las capacidades según las necesidades de cada empresa 
- Gestión de toda la infraestructura a través de una única consola de gestión. 
- Automatización de recursos a través de código automatizado. 
2.2.2 Virtualización 
La virtualización es el proceso de crear una representación basada en software, o virtual, 
de algo como, por ejemplo, aplicaciones, servidores, almacenamiento y redes. 
Para (Lowe, 2019, p. 7), la virtualización permite que múltiples sistemas operativos y 
aplicaciones se ejecuten en un único servidor físico o "host" 
Como punto clave de la virtualización se encuentra la "máquina virtual" (VM), un contenedor 
de software aislado con un sistema operativo y una aplicación en su interior. Debido a que 
cada máquina virtual es completamente independiente, muchas de ellas pueden ejecutarse 
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simultáneamente en una sola computadora. Una capa delgada de software llamada 
hipervisor desacopla e independiza las máquinas virtuales del host y asigna dinámicamente 
los recursos computacionales como CPU, RAM, Contorladoras de disco, CD Drives, a cada 
máquina virtual según necesite. Esta tecnología permite: 
- Muchas aplicaciones en cada servidor: Debido a que cada máquina virtual 
encapsula una máquina completa, puede ejecutar muchas aplicaciones y sistemas 
operativos en un servidor físico al mismo tiempo. 
- Máxima utilización del servidor y menor número de servidores.  
- Aprovisionamiento de recursos más rápido y fácil: Debido a que todos los recursos 
computacionales (procesador, memoria RAM, discos duros, unidades de disco, 
controladoras de discos) son manejados por software. 
Existen varios tipos de virtualización, cada uno con el propósito de aprovechar mejor las 
capacidades de hardware y software.  
2.2.2.1 Virtualización de servidores 
De acuerdo a (Golden, 2011, p. 13) en este tipo de virtualización; el software de 
virtualización (denominado hipervisor) crea una máquina virtual mediante la emulación de 
un entorno de hardware completo. El sistema operativo que se instala en una máquina 
virtual es de cualquier tipo y/o fabricante. 
A medida que el sistema operativo realiza llamadas a los recursos del hardware, el 






Modelo de virtualización de servidores físicos para ejecutar servidores virtuales 
 
Nota. Tomada de Virtualization for Dummies [imagen], Golden, B., 2011,  
 
2.2.2.2 Virtualización de almacenamiento 
Según (Golden, 2011, p. 16) es el proceso de abstraer el almacenamiento lógico del 
almacenamiento físico. Los recursos de almacenamiento físico (como las unidades de 
discos) se agregan en grupos o volúmenes de almacenamiento, desde los cuales se 
presentan lógicamente a los servidores y/o sistemas. 
La virtualización del almacenamiento puede implementarse dentro de los arreglos discos 
en sí mismos (virtualización basada en arreglos o RAID) o en el nivel de la red donde 
múltiples arreglos de discos o sistemas de almacenamiento en red de diferentes 
tecnologías, dispersos en la red de almacenamiento (SAN), se pueden agrupar en un solo 
dispositivo de almacenamiento monolítico. 
Se requiere un sistema de almacenamiento compartido (SAN o NAS) para que las 
empresas aprovechen las capacidades avanzadas de virtualización de servidores y 
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almacenamiento, como la migración de máquinas virtuales en vivo, alta disponibilidad, 
tolerancia a fallas y recuperación de desastres. 
Figura 2  
Virtualización de almacenamiento para un centro de datos definido por software. 
 
Nota: Tomado de PureStorage Blog [imagen], (PureStorage, 2012) 
 
2.2.2.3 Virtualización de redes 
Según (Golden, 2011, p. 18) la virtualización de las redes permite que la red se reconfigure 
sobre los entornos productivos sin necesidad de tocar un solo cable o dispositivo y en su 
lugar, los dispositivos de red con capacidad de virtualización se administran de forma 
remota y se pueden reconfigurar de forma lógica. 
Esta capacidad de realizar modificaciones de red de forma remota y lógica completa la 
virtualización del centro de datos. Cada tipo de recurso, desde el servidor hasta el 
almacenamiento y todo lo que está en medio, ya no está físicamente vinculado a hardware 
dedicado, en lugar de eso, cada tipo de recurso se puede abordar de forma lógica y 
reconfigurar sin necesidad de establecerlo físicamente. 
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Figura 3  
Virtualización de redes en un servidor físico. 
 
Nota: Tomado de The VMware NSX Network Virtualization Platform [imagen], (VMware INC, 2013) 
 
2.2.2.4 Virtualización de Aplicaciones 
Para (Golden, 2011, p. 20), la virtualización de aplicaciones se refiere a una separación de 
la ejecución del programa de la visualización del programa; en otras palabras, un programa 
cualquiera se ejecuta en un servidor ubicado en el centro de datos, pero la salida gráfica y 
lo que el usuario observa, se envía a un dispositivo cliente remoto. El usuario final ve la 
pantalla gráfica completa del programa y puede interactuar con él mediante el teclado y el 
ratón o algún otro método de entrada. 
Una variante de la virtualización de aplicaciones es aquella en la que la aplicación no se 
ejecuta en el centro de datos, sino en el dispositivo cliente. La diferencia con el modo 
tradicional de uso de la aplicación radica en la forma en que se administra la aplicación: en 
lugar de instalarse permanentemente en el dispositivo cliente, se envía a través de la red 
(comúnmente llamado “streaming”) al dispositivo cliente cada vez que se activa. Este modo 
29 
 
de operación puede parecer repetitivo, pero permite que los administradores controlen 
mejor la aplicación, para garantizar que se mantenga actualizada con las versiones, los 
parches, etc. 
2.2.2.5 Virtualización de Clientes 
(Golden, 2011, p. 21) dice que a diferencia de la virtualización de aplicaciones donde una 
o más aplicaciones se muestran o transmiten desde un servidor, en la virtualización de 
escritorio, una PC completa del usuario se ejecuta en un servidor dentro del centro de 
datos, con la salida de visualización gráfica a un dispositivo cliente. 
A menudo se escucha esta forma de virtualización denominada VDI (Virtual Desktop 
Infrastructure), que significa Infraestructura de Escritorio Virtual. 
La ventaja de este enfoque es que es más fácil mantener los sistemas cliente actualizados 
con parches, etc. Esto se debe a que, en lugar de administrar sistemas individuales que se 
encuentran lejos, los administradores de TI pueden gestionarlos en una ubicación 
centralizada mejorando además la seguridad de cada escritorio virtual. 
La virtualización de escritorio a menudo utiliza un dispositivo como cliente final económico 
para la visualización e interacción del usuario final con los métodos de entrada y salida 
tradicionales. Estos clientes ligeros (Think Clients), como se les conoce, pueden ser 
dispositivos baratos con poca potencia de computación y sin almacenamiento en disco 
local. Esto puede reducir significativamente el costo por dispositivo del empleado para el 
usuario final: el hardware es menos costoso, pero por lo general usan menos energía, 
ocupan menos espacio y requieren menos soporte del servicio de asistencia. 
2.2.2.6 Software para virtualización 
Hay tres principales soluciones de virtualización en el mercado mundial: VMware, Citrix y 
Microsoft. También hay proveedores que ofrecen virtualización específica para sus propias 
plataformas informáticas, como HPE. 
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Es importante conocer cada uno de ellos para comprender sus opciones para mover su 
centro de datos a una operación virtualizada. 
- VMware: VMware es el proveedor de virtualización mejor establecido con una gran 
base instalada de clientes de virtualización de servidores a través del mundo. La 
plataforma insignia de VMware, vSphere, utiliza la emulación de hardware y es utilizada 
para la mayoría de los productos de virtualización dentro de su catálogo. 
- Citrix: Citrix, que ofrece un producto de virtualización de servidor llamado XenServer, 
utiliza su propio hipervisor en sus productos de virtualización, pero se limita a ser 
exclusivo para la interacción entre sus propias tecnologías. 
- Microsoft: el producto de virtualización del servidor de Microsoft se llama Hyper-V. Es 
adoptado en tecnologías donde ya se encuentra con base instalada de Microsoft, 
haciendo su uso mucho más fácil. Su producto de virtualización es el menos 
desarrollado comparado con VMware y Citrix. 
2.3 Marco Conceptual   
2.3.1 Hipervonvergencia 
Para (Lowe, 2019, p. 3) la hiperconvergencia es una tecnología que permite lograr 
escalabilidad y costos similares a entornos de nube pública y/o privada sin comprometer el 
rendimiento, la confiabilidad y la disponibilidad de los centros de datos. 
La hiperconvergencia es una infraestructura definida por software que separa las 
operaciones de la infraestructura del hardware del sistema y las converge a nivel de 
hipervisor en un bloque único (por tanto, hiperconvergente).  Los sistemas 
hiperconvergentes aprovechan la inteligencia definida por software automatizar todos los 
componentes del centro de datos, y permite que se ejecuten y gestionen en la misma 
plataforma de servidor, que elimina las ineficiencias y acelera el procesamiento. 
La infraestructura hiperconvergente dota de beneficios muy significativos como: 
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- Eficiencia de los datos: la infraestructura hiperconvergente reduce los requisitos de 
almacenamiento, ancho de banda y IOPS. 
- Elasticidad: facilita la ampliación/reducción de los recursos a demanda. 
- Centrado en la máquina virtual: Enfoca todas las operaciones y manejo de recursos 
hacia las VMs, proporcionando calidad de servicio y automatizando su elasticidad ante 
eventuales requerimientos de performance. 
- Protección de datos: garantiza que los datos puedan restaurarse en caso de pérdida o 
corrupción. 
- Alta disponibilidad: la hiperconvergencia permite mayores niveles de disponibilidad de 
lo que es posible en sistemas heredados, debido a su arquitectura unificada capaz de 
distribuirse a diferentes locaciones físicas bajo una única plataforma de gestión. 
- Eficiencia en costos: la infraestructura hiperconvergente le brinda a TI un modelo 
económico sustentable basado en pasos que elimina el desperdicio de recursos 
aprvechando al máximo la inversión. 
Scott, (2019), dice que la hiperconvergencia se establece como estándar para los centros 
de datos on-premisses y es el inicio para trasladar las cargas de trabajo a las nubes 
públicas, creando entornos híbridos altamente redundantes y tolerante a fallos. 
2.3.1.1 Evolución de la Hiperconvergencia 
2.3.1.1.1 Sistemas integrados 
Son las primeras soluciones de convergencia de infraestructura que tienen capacidades 
completas aisladas de red, cómputo, almacenamiento y virtualización, pero son 
simplemente conglomerados de hardware y software existentes, con poca o ninguna 
innovación real en las características del producto que deben aprovecharse.  
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Estos sistemas integrados, tal como indica su nombre, integra distintas soluciones de 
distintos fabricantes capaces de interactuar entre ellos a través de protocolos estándares 
para procesar las cargas de trabajo. 
2.3.1.1.2 Infraestructura Convergente 
Estos sistemas proporcionan una solución de agrupación de recursos, que ofrece una 
administración simplificada y un tiempo de implementación más rápido.  
El costo general de adquisición es menor, y la administración (al menos, para los recursos 
de servidor y almacenamiento) se simplifica. Con estos sistemas, la utilización general de 
los recursos es mayor que con una infraestructura heredada basada en islas. 
La principal ventaja es que el punto de contacto para adquirir estas soluciones resulta ser 
un único fabricante, que brinda y comercializa componentes de otro fabricante haciendo 
sus soluciones “integradas”; garantizando su funcionamiento y siendo único punto de 
contacto ante problemas de garantía y reemplazo de hardware. 
2.3.1.1.3 Infraestructura Hiperconvergente 
Es el siguiente paso lógico en la evolución de la infraestructura. La hiperconvergencia 
ofrece simplificación y ahorro al consolidar toda la funcionalidad requerida en una sola 
pieza de infraestructura que se ejecuta en un único servidor de procesamiento x86. Como 
resultado, la infraestructura hiperconvergente cumple con la promesa del SDDC (Centro 
de Datos definido por Software) a nivel tecnológico. También lleva adelante los beneficios 
de la convergencia, incluido un único conjunto de recursos compartidos. 
La hiperconvergencia va mucho más allá de los servidores y el almacenamiento, y trae a 
la convergencia varios servicios que hacen que algunos servicios heredados se vuelvan 
obsoletos, entre los que se incluyen los siguientes: 
- Herramientas de deduplicación de datos en línea y en tiempo real. 
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- Optimizadores WAN para optimización de tráfico entre sedes geográficamente 
separadas. 
- Arreglos de discos de estado sólido (SSD) para maximizar el rendimiento de 
aplicaciones. 
- Caché de discos SSD para acelerar el acceso a los datos (lectura y escritura). 
- Copias de seguridad adjunto a la plataforma integral capaz de recuperar sitios enteros 
ante desastres. 
A continuación, se muestra la Tabla 1, que facilita la diferenciación de beneficios de las 
diferentes arquitecturas adoptadas a través de los años en los centros de datos y su 
evolución. 
Tabla 1  
Diferencias entre Modelos de Centro de Datos, Beneficios Técnicos y Empresariales 
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Nota: Comparación de tipos de infraestructuras de centro de datos. 
Fuente: Adaptado de Scott, L. D. (2019). Hyperconverged Infrastructure For Dummies®, 2nd HPE SimpliVity 
Special Edition. New Jersey: John Wiley & Sons, Inc. Elaboración propia. 
 
2.3.1.2 Mercado actual de Hiperconvergencia  
Para comprender el movimiento del mercado actual de hiperconvergencia, se toma como 
referencia a Gartner, una orgsnización, con sede en Estados Unidos, orientada a realizar 
investigaciones y análisis sobre diversas tecnologías. Uno de los objetivos es el estudio 
comparativo de soluciones de diversos fabricantes, cuya similitud en características y 
conceptos son enfocadas al mismo nicho en el mercado. 
Los resultados comparativos son plasmados en un cuadrante, el Cuadrante Mágico de 
Gartner, donde se distingue el cuadrante de líderes, agrupando aquí a los fabricantes que 
predominan el mercado de la tecnología objeto del estudio, seguido del cuadrante de 
Retadores, los cuales son fabricantes que apuntan a ser Líderes, y por debajo de éstos, se 
encuentran los Visionarios y Jugadores de Nicho, que son fabricantes que están en 




Figura 4  
Cuadrante Mágico de Gartner HCI (2018) 
 
Nota: Tomada de Magic Quadrant for Hyperconverged Infrastructure [imagen], (John McArthur, George J. 
Weiss, Kiyomi Yamada, Hiroko Aoyama, Philip Dawson, Arun Chandrasekaran, 2019) 
Para el presente documento, se tomará en cuenta los siguientes aspectos: 
- Tipología de hardware que requiere para que la solución opere. 
- Cantidad necesaria de nodos para tener alta disponibilidad. 
- Capacitación y entrenamiento de parte del vendor. 
- La manera en que la tecnología satisface las necesidades del cliente, en lo que se 
refiere a consumo de energía eléctrica, requerimientos de enfriamiento, requerimiento 
de espacio físico, etc. 
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Tomando como referencia el cuadrante de líderes de Gartner, a continuación, se realizará 
un comparativo entre tres de los principales fabricantes, con el fin de explicar por qué se 
optó por la tecnología HPE SimpliVity. 
2.3.1.2.1 Nutanix 
Nutanix ofrece una gama de soluciones y software para hiperconvergencia que puede 
interactuar con cualquier plataforma de virtualización (Hyper-v, Vmware) pero que, a su 
vez, cuenta con su propia tecnología de virtualización llamado Acrópolis, lo cual; 
evidentemente, brinda compatibilidad nativa con su tecnología de hiperconvergencia. 
La tecnología Nutanix se conforma por nodos o hosts en arreglos de clúster, 04 nodos en 
un solo appliance. Es una de las tecnologías más maduras y pioneras en cuanto a 
estructuras hiperconvergentes. 
Prism es la consola de gestión integral de la solución, y desde ahí se realizan todas las 
tareas de configuración, monitoreo, aprovisionamiento, almacenamiento y administración 
de red de las máquinas virtuales. 
De Nutanix se desprenden las siguientes características: 
- Configuración de 04 nodos por appliance que puede escalar a más de 100 nodos con 
procesadores Intel Xeon E5 como base para las configuraciones. 
- Soporte de varias configuraciones de memoria RAM, basado en el modelo de appliance 
o nodo. 
- Configuraciones de LAN a 40 Gb, 10 Gb o 1 Gb. 
- Software para virtualización propietario Acrópolis. 
Fortalezas: 
- El acelerado desarrollo de su tecnología ha resultado en un gran volumen de ventas y 
posicionamiento en organizaciones de diferentes rubros. 
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- La tecnología soporta hipervisores de otros fabricantes. 
- PRISM brinda a los administradores una plataforma de administración para 
operaciones no disruptivas en los nodos de procesamiento y el almacenamiento. 
- Capacidad de crecimiento aproximado de 100 nodos. 
Precauciones: 
- Debido a que Nutanix no publica estadísticas de rendimiento de sus productos, surgen 
dudas acerca de la escalabilidad de sus tecnologías y soluciones. 
- Hipervisor propietario y en la industria no se encuentra estandarizado. 
- Hipervisor de primera generación, que no cuenta con funcionalidades fundamentales 
de VMware vSphere. 
- Se necesita desinstalar el hipervisor (Acrópolis) embebido desde fábrica, para poder 
instalar Vmware Vsphere. 
- Para su funcionamiento, requiere una máquina virtual dedicada en cada nodo que 
realice funciones de controlador de almacenamiento. Esta VM utiliza memoria RAM, 
CPU y storage del nodo. 
2.3.1.2.2 HPE Simplivity 
Simplivity fue fundada en 2009, con sede en Boston, EE.UU. Ingresó al mercado 
hiperconvergente en 2012 con su producto OmniCube, construido sobre la plataforma de 
virtualización de datos OmniStack. La idea era consolidar la infraestructura TI por debajo 
del hipervisor.  
HPE adquirió la compañía en enero de 2017 por $ 650 millones. 
Entre las características principales de la solución HPE Simplivity se puede describir las 
siguientes: 
- Arreglo mínimo de dos nodos (Streched cluster), capaz de crecer hasta 16 nodos. 
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- Gama de procesadores Intel Xeon como base. 
- Memoria RAM desde 128 GB como mínimo hasta 1536 GB por cada nodo. 
- Almacenamiento físico, desde 3.5 TB hasta 40.2 TB por cada nodo. 
- Conexión de red LAN a 40 Gb, 10 Gb o 1 Gb. 
- Independiente al hipervisor. 
Fortalezas: 
- HPE ha expandido su cartera de soluciones convergentes e hiperconvergentes, 
fortaleció sus relaciones con partners y clientes con el fin de poder atender 
requerimientos más demandantes. 
- Respecto a otros fabricantes, HPE puede brindar soluciones convergentes e 
hiperconvergentes en la nube, únicamente con una suscripción de un contrato , lo que 
permite a sus clientes un mejor retorno de inversión. 
Precauciones: 
- La necesidad de extender su portafolio de tecnologías modernas, ha llevado a HPE a 
enfrentar retos técnicos más difíciles. 
- HPE (Hewlett Packard Enterprise) es prácticamente un competidor nuevo en las 
soluciones hiperconvergentes, y no estuvo presente en evaluaciones versus otros 
fabricantes ya posicionados en el mercado global. 
- Carece de un punto único de asistencia técnica y/o soporte técnico. Para temas 
relacionados al hardware, la asistencia técnica lo realiza HPE y para virtualización, la 
asistencia la realiza Vmware o Microsoft. 
2.3.1.2.3 Dell EMC 
VCE, filial de EMC, presentó su sistema hiperconvergente VxRack a principios de 2015. 
Según la empresa, VxRack fue diseñado específicamente para simplificar la 
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implementación de aplicaciones móviles. La ventaja de que el negocio esté tan integrado 
con EMC significa que los sistemas VxRack funcionan con EMC ScaleIO, y el propio 
sistema está disponible con una opción de hipervisor, que incluye VMware Vsphere, KVM 
o bare metal. VxRack también está optimizado para entornos VMware. 
Recientemente, lanzó la línea de soluciones VxRail, dirigido a empresas más pequeñas y 
medianos del mercado y diseñado juntamente con VMware. 
La tecnología incia con un mínimo de 3 nodos, hasta llegar a un máximo de 64, formando 
un arreglo de nodos. Cada uno de los nodos posee discos locales. Provienen de fábrica 
con el hipervisor y software de gestión necesarios, y puertos listos para integrarse a la red 
existente, que pueden operar a velocidades de 40 Gb, 10 Gb o 1 Gb.  
Fortalezas: 
- La gama de soluciones del fabricante DELL EMC, para tecnología hiperconvergente es 
relativamente pequeña, pero lo suficientemente madura para abodar los retos de 
distintas cargas de trabajo. 
- DELL EMC posiciona su producto de manera clara y concisa, lo cual ha contribuido 
eficazmente al crecimiento de este en soluciones HCI. 
- El modelo de negocio del vendor involucra pruebas, certificación e 
integración de sus soluciones, motivo por lo cual es considerado en el mercado como 
un jugador importante dentro del mercado de tecnologías hiperconvergentes. 
Precauciones: 
- DELL EMC cursa un periodo de incertidumbre, debido a que la nueva integración Dell-
EMC-Vmware trae diferentes estrategias de sistemas integrados que se reemplazan 
unas con otras. 
- Por más de que la solución hiperconvergente de DELL-EMC aprovecha al máximo la 
integración con las funcionalidades de Vmware, el crecimiento de soluciones como 
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Vmware vSAN con estrategias de marketing independientes, genera confusión en el 
mercado. 
Se presenta un cuadro resumen de las funcionalidades técnicas y físicas de las 3 marcas 
descritas anteriormente: 
Tabla 2  
Comparación entre tecnologías hiperconvergentes líderes en el mercado global. 
 
Tecnología HPE SIMPLIVITY NUTANIX DELL EMC 
Solución HPE Simplivity 380 
Enterprise Cloud 
Platform HCI 5.5 
VxRail 4.5 

































Networking 1, 10 GE 1, 10, 25, 40 GE 1 , 10 GE 
Hipervisores 
soportados 
* Vmware vSphere 
ESXi 












Hardware Varios HPE Dell EMC 
Mixing Parcial Si Si 
Storage Capacidad flexible 
Número de 
discos estático 
Número de discos y 
capacidad flexible 




* Memoria RAM 
* GPU 









     




Solución HPE Simplivity 380 
Enterprise Cloud 
Platform HCI 5.5 
VxRail 4.5 
 Ultimo release OmniStack 3.7.2 AOS 5.5 vSAN 6.6 
Arquitectura 








Directo (RAW) DA (RAID) Directo (RAW) 













NVRAM (PCIe) SSD SSD 
Protección ante 
falla de Nodo 
Chasis 1 nodo 
Bloque 
consistente 
Dominios de falla 
Detección de Data 
corrupta 
* Check de 
integridad de 
escritura 
* Software de 
limpieza de disco 
* Check de 
integridad de 
escritura 
* Software de 
limpieza de 
disco 
* Check de integridad 
de escritura 
* Software de 
limpieza de disco 
Disponibilidad 
de data - 
Puntos en el 
tiempo 
Snapshots Local + Remoto Local + Remoto Local 
Frecuencia de 
Snapshots 
GUI: 15 minutos 
(Basado en 
políticas) 
GUI: 1 a 15 
minutos 
GUI: 1 hora 
Tipo de Backup Nativo Nativo 
No forma parte de 




otros Sitios de 
Simplivity 
* Local (único 
nodo) 
* Local o 
Remoto Clúster 





GUI: 10 minutos 
(Basado en 
políticas) 
* 1 - 15 minutos 
asíncrono 
* 1 hora: 
AWS/Azure 
VDP: 24 horas 
Granularidad de 
backup 
VM entera o por 
archivos 
VM entera o por 
archivos 
VM entera o por 
archivos 
Disponibilidad 





Nativo Nativo Solo Streched-Cluster 
DR Topology 
* Sitios Remotos  
* Multiple Sites 
* Sitios remotos 
* AWS/Azure 
Cloud 
* Único Site / 
Multiple Site 
* Sitios remotos 
* Múltiples topologías 
Tecnología HPE SIMPLIVITY NUTANIX DELL EMC 
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Solución HPE Simplivity 380 
Enterprise Cloud 
Platform HCI 5.5 
VxRail 4.5 
Ultimo release OmniStack 3.7.2 AOS 5.5 vSAN 6.6 
Replicación 
remota 
VM VM, iSCSI, LUN vSAN 









* PCIe Hardware 
* Eficiencia y 
performance en 







* Software Eficiencia 
* Eficiente ahorro de 
espacio 













Nota: Elaboración Propia 
 
2.3.1.3 Arquitectura Hiperconvergente HPE Simplivity 380 
El presente sub-capítulo estará basado en el paper “HPE Simplivity  hyperconverged 
infraestructura for VMware vSphere” presentado por la empresa Hewlett-Packard 
Enterprise el año 2017 que desarrolla el funcionamiento técnico de la arquitectura integral.  
De acuedo a (Hewlett Packard Enterprise Development, 2017) los nodos 
hiperconvergentes HPE SimpliVity se instalan de manera incremental para adaptarse al 
crecimiento o ampliar la disponibilidad de los servicios. Se pueden combinar dos o más 
nodos hiperconvergentes HPE SimpliVity en uno o más centros de datos en un HPE 
SimpliVity Federation para crear una granja escalable de recursos compartidos que se 
administran como un único sistema global. Esta Federación global se administra a través 
de una única interfaz web. 





Figura 5  
Componentes de un Nodo Hiperconvergente HPE Simplivity. 
 
Nota: Tomada de HPE SimpliVity hyperconverged infrastructure for VMware vSphere [imagen],  (Hewlett 
Packard Enterprise Development, 2017) 
De la Figura 5, los componentes de la solución son:  
A. HPE OmniStack Virtual Controller (OVC): Un controlador basado en máquina virtual 
que se ejecuta en el hipervisor. Es la VM que controla la lectura y escritura de los 
datos en toda la federación. 
B. HPE OmniStack Accelerator Card: Es una tarjeta de aceleración basada en PCIe 
diseñada específicamente para propósitos de deduplicación, compresión y 
optimización de los datos en línea y en tiempo real. 
C. HPE Simplivity Clúster: Es la representación lógica principal que define una única 
agrupación de nodos hiperconvergentes HPE SimpliVity.  
D. VMware vCenter Server: Es la plataforma unificada de gestión de VMs, recursos, 




E. HPE Simplivity Federation: Es una agrupación de uno o más HPE SimpliVity 
DataCenters, que administra jerárquicamente los nodos del arreglo completo de la 
organización. 
F. HPE SimpliVity Data Center: Es la agrupación física y lógica de los nodos 
hiperconvergentes asociándose a un Data Center dentro de Vmware vSphere. 
(Hewlett Packard Enterprise Development, 2017) indica que la plataforma de 
virtualización de datos HPE SimpliVity (VDP) es una construcción lógica realizada por el 
software del Virtual Controller HPE OmniStack y las tarjetas aceleradoras HPE Omnistack 
que funcionan en armonía. Se compone de 2 capas lógicas: 
A. Capa de Presentación: Encargada de la creación y presentación de los DataStores 
hacia vSphere. La sincronización de todos los dispositivos de almacenamiento se 
realiza a través del Virtual Controller ubicado en cada nodo. 
B. Capa de Gestión: La capa de gestión de datos es responsable del seguimiento y 
almacenamiento de todos los datos y metadatos en cada máquina virtual. Cada 
Virtual Controller HPE OmniStack mantiene su propio registro de metadatos 
independiente de todos los demás nodos. Todos los datos y metadatos se 
deduplican dentro del nodo, independientemente de la ubicación del almacén de 




Figura 6  
Plataforma de Virtualización de datos HPE Simplivity 
 
Nota: Tomada de HPE SimpliVity hyperconverged infrastructure for VMware vSphere [imagen], (Hewlett 
Packard Enterprise Development, 2017) 
En la Figura 6, se visualiza  que la capa de administración de datos de HPE Simplivity 
realiza la deduplicación, compresión y optimización de datos en línea en todos los datos, 
al inicio, en todos los niveles. 
Todos los datos se deduplican, se comprimen y se optimizan en granularidad de 8 KB 
mediante la tarjeta de aceleración HPE Omnistack en línea antes de que se escriba en 
el disco.  
Al deduplicar las operaciones de escritura antes de que vayan a los discos, también se 
eliminan las cargas de I/O para confirmar los bloques de datos. Todo el procesamiento se 
descarga en la tarjeta aceleradora HPE OmniStack, y las escrituras primero se confirman 
en la NVRAM para garantizar que la deduplicación en línea realmente mejore el 
rendimiento en lugar de impedirlo. 
Gracias a esta tecnología, se consigue que los nodos no realicen sobrecarga de 
procesamiento y se dediquen a atender la carga de ejecución de aplicaciones. 
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Si un nodo pierde una tarjeta aceleradora HPE OmniStack, un controlador de disco, todo 
el conjunto RAID debido a la pérdida de la unidad, o el HPE OmniStack Virtual Controller, 
las máquinas virtuales en ese nodo continúan ejecutándose. Todas las funciones de 
almacenamiento continuarán en otro nodo al conmutar por error la dirección IP de 
almacenamiento del HPE OmniStack Virtual Controller afectado, con eso, se asegura un 
entorno tolerante a fallos para el almacenamiento distribuido. 
Esta conmutación por error se produce en menos de un segundo, evitando cualquier 
interrupción del acceso de almacenamiento para la máquina virtual. 
2.3.1.3.1 Flujo de datos 
Debido a que todos los datos se deduplican, se comprimen y se optimizan al inicio dentro 
de la infraestructura hiperconvergente, las operaciones de administración de datos como 
la creación de copias de seguridad, clones, restauraciones o movimientos de máquinas 
virtuales pueden completarse local o globalmente de manera mucho más eficiente que con 
las soluciones tradicionales de administración de datos. La plataforma de virtualización de 
datos HPE SimpliVity mantiene copias de seguridad lógicas completas sin afectar el 
rendimiento ni desperdiciar la capacidad de almacenamiento. Cada copia de seguridad es 
una imagen completa e independiente de una máquina virtual específica, tomada en un 
momento específico.  
Al rastrear bloques individuales, la plataforma de virtualización de datos HPE SimpliVity 
garantiza que solo los bloques únicos se escriban en el disco. Esto hace posible mantener 
copias lógicas completas de las copias de seguridad de VM de una manera altamente 
eficiente y rentable. Conserva los recursos de almacenamiento, minimiza los I/O de 
almacenamiento y el tráfico de red, y acelera las operaciones de copia de seguridad y 
recuperación de datos.  
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2.3.1.3.2 Gestión de la plataforma 
HPE SimpliVity ofrece complementos de GUI para aplicaciones nativas de administración 
de hipervisores, como VMware vCenter. La solución hiperconvergente también es 
compatible con una interfaz de línea de comandos (CLI) nativa y una interfaz programática 
para realizar funciones de administración de forma segura a través de un terminal o scripts.  
 
Figura 7  
Gestión de capacidad de almacenamiento de HPE Simplivity 
 
Nota: Tomada de HPE SimpliVity hyperconverged infrastructure for VMware vSphere [imagen], (Hewlett 




Figura 8  
Gestión de performance de HPE Simplivity 
 
Nota: Tomada de HPE SimpliVity hyperconverged infrastructure for VMware vSphere [imagen], (Hewlett 
Packard Enterprise Development, 2017) 
 
2.4 Marco Metodológico 
(Teare, 2008)  presenta en su libro “Designing for Cisco internetwork Solutions” la 
metodología Preparar, Planear, Diseñar, Implementar, Operar y Optimizar (PPDIOO) que 
refleja el ciclo de vida de una red. A continuación, se explican las secciones de esta 
metodología que serán usados para el diseño. 
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Figura 9  
Ciclo de vida del diseño de redes con metodología PPDIOO 
 
Nota: Tomada de Designing for Cisco internetwork Solutions [imagen], (Teare, 2008) 
 
2.4.1 Fase de Preparación 
Implica establecer los requisitos organizacionales, desarrollar una estrategia de red y 
proponer una arquitectura conceptual de alto nivel que identifique las tecnologías que mejor 
puedan soportar la arquitectura. Esta fase puede establecer una justificación financiera 
para la estrategia de red mediante la evaluación del caso de negocio para la arquitectura 
propuesta. 
2.4.2 Fase de Planeamiento 
En esta fase se identifica los requerimientos iniciales de la red en función de las metas, las 
instalaciones, las necesidades del usuario, etc. Implica caracterizar los sitios, evaluar la 
situación actual y realizar un análisis de brechas para determinar si la infraestructura del 
sistema existente, los sitios y el entorno operativo pueden respaldar el sistema propuesto. 
Un plan de proyecto ayudaría a administrar las tareas, responsabilidades, hitos críticos y 
recursos necesarios para implementar cambios en la red. El plan del proyecto debe 
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alinearse con los parámetros de alcance, costo y recursos establecidos en los requisitos 
comerciales originales. 
2.4.3 Fase de Diseño 
Los requisitos iniciales que se derivaron en la fase de planificación impulsan las actividades 
de los especialistas en diseño de redes. La especificación de diseño de red es un diseño 
detallado completo que cumple con los requisitos comerciales y técnicos actuales e 
incorpora especificaciones para respaldar la disponibilidad, confiabilidad, seguridad, 
escalabilidad y rendimiento. La especificación de diseño es la base para las actividades de 
implementación. 
2.4.4 Fase de Implementación 
Se construye la red o se incorporan componentes adicionales de acuerdo con las 
especificaciones de diseño, con el objetivo de integrar todos los dispositivos sin interrumpir 
la red existente. 
2.4.5 Fase de Operación 
La operación es la prueba final de la idoneidad del diseño. La fase operativa implica 
mantener la salud de la red a través de las operaciones diarias, incluido el mantenimiento 
de una alta disponibilidad y la reducción de gastos. La detección de fallas, la corrección y 
el monitoreo del desempeño que ocurren en las operaciones diarias proporcionan los datos 
iniciales para la fase de optimización. 
2.4.6 Fase de Optimización 
Implica la gestión proactiva de la red. El objetivo de la gestión proactiva es identificar y 
resolver problemas antes de que afecten a la organización. La detección y corrección de 
fallas reactivas (resolución de problemas) es necesaria cuando la administración proactiva 
no puede predecir y mitigar fallas. En el proceso de la metodología PPDIOO, la fase de 
optimización puede provocar un rediseño de la red si surgen demasiados problemas y 
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errores de red, si el rendimiento no cumple con las expectativas o si se identifican nuevas 
aplicaciones para respaldar los requisitos organizativos y técnicos. 
2.5 Marco Legal 
El diseño presentado estará bajo el marco legal del Tratado de la OMPI (Organización 
Mundial de Propiedad Intelectual) sobre Derecho de Autor (WCT) (1996), que establece 
los lineamientos para proteger las obras y derechos del autor en el entorno digital. 
El Derecho de Autor indica dos objetos de protección de derecho de autor: 
- Los programas de computadoras, independiente a su modo o forma de expresión. 
- Las compilaciones de datos o “bases de datos” en cualquier forma, que por la 
disposición de su contenido constituyen creaciones de carácter intelectual. 
El tratado ocupa tres derechos sobre la propiedad intelectual:  
Según la (Intelectual, 2002) , indica que los derechos concedidos a los autores confiere: 
i) El derecho de distribución 
ii) El derecho de alquiler 











CAPITULO 3.  
DESARROLLO DE LA APLICACIÓN 
3.1 Diseño de la investigación 
- El trabajo presentado es de enfoque cualitativo. 
- Tipo de la investigación es descriptivo. 
- Diseño no experimental. 
3.2 Metodología 
En el presente capítulo se desarrollará el problema planteado utilizando la metodología 
PPDIOO en las 3 primeras fases: Preparación, Planificación y Diseño. 
3.2.1 Fase de Preparación 
3.2.1.1 Requisitos organizacionales 
La clínica renal-oncológica de la Universidad Peruana Cayetano Heredia es una 
infraestructura nueva en todos sus aspectos: edificaciones, infraestructura interna, 
personal médico, telecomunicaciones, centro de datos, etc. 
En base a investigaciones de otros trabajos donde se demuestran mejores características 
de una infraestructura para centro de datos hipervconvergente el suscrito planteará una 
arquitectura y modelo de centro de datos hiperconvergente principal, donde se hospedarán 
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todos los sistemas médicos e institucionales que darán soporte y continuidad a todas las 
operaciones. 
La clínica necesita lo siguiente: 
- Implementar un centro de datos tolerante a fallos, virtualizado y definido por software. 
- Red del centro de datos para segmentar el tráfico interno, externo, de pruebas y 
productivo. 
- Red de almacenamiento altamente disponible y con ultra baja latencia. 
- Centralizar la gestión de todos los recursos del centro de datos desde una única 
plataforma de administración para servidores, redes y almacenamiento. 
3.2.1.2 Impacto 
No habrá impacto al momento de la implementación, debido a que es una infraestructura 
nueva y no atiende operaciones. 
3.2.1.3 Aplicaciones críticas 
El diseño de arquitectura hiperconvergente debe soportar todas las aplicaciones de la 
clínica que permita operar los 365 días del año, los 7 días de la semana y las 24 horas del 
día.  
Son aplicaciones críticas las que son clave y núcleo para la operación de la clínica, las 
cuales deben estar siempre operativas y ante eventuales fallas de software o hardware, el 
servicio contará con contingencia en todos los niveles, siendo capaz de funcionar 
ininterrumpida. 
A continuación, se indican las aplicaciones críticas que define la clínica Renal Oncológica 
de la Universidad Peruana Cayetano Heredia. 
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- PACS (Sistema de Archivado y Transmisión de imágenes): Es un sistema dedicado al 
tratamiento de imágenes radiológicas, la transmisión entre dispositivos, estaciones de 
trabajo, sistemas de procesamiento y resultados.  
- RIS (Sistema de Información Radiológica): Es el sistema que gestiona las tareas 
administrativas del departamento de radiología: citas, calendario, pacientes, gestión de 
salas, registro de actividad e informes. 
- HIS (Sistema de Información Hospitalaria): Sistema de gestión de recursos y pacientes 
de la clínica: Citas, staff médico, pacientes, calendario, historia clínica virtual, 
resultados, etc. 
- Microsoft Active Directory y DNS: Sistema basado en Microsoft Windows Server 
dedicado a reflejar el organigrama de la clínica, con el fin de administrar recursos, 
usuarios y permisos de acceso según su tipología, cargo y/o función.  
- Radius Server: Sistema encargado de autenticar a través de protocolos estándar a 
usuarios locales, invitados, pacientes y staff médico mediante la autenticación en 
puntos de acceso inalámbrico y switches de acceso. 
- Sistema de Planillas y recursos humanos: Sistema integral para el área de recursos 
humanos, encargado de identificar, gestionar y planificar las actividades y horarios de 
todo el personal administrativo y médico dentro de la clínica. 
- Servidor de Archivos compartidos: Servicio dedicado a centralizar la información para 
compartirla y hacerla disponible a los usuarios de todas las áreas para su uso según 
sea necesario. 
3.2.1.4 Aplicaciones no críticas 
Se les denomina así a las aplicaciones cuyo funcionamiento no afecta la continuidad de las 
operaciones ni del núcleo de operaciones dentro de la clínica. 
55 
 
- Sistema de gestión de antivirus: Consola dedicada a la administración, gestión y 
despliegue de todos los clientes antivirus sobre cada servidor y terminal final (PC, 
celular o Tablet) para la protección ante ataques, robos de información y explotación 
de vulnerabilidades. 
- Sistema de gestión de backups: Consola dedicada al despliegue de agentes de backup 
y restauración de data de servidores y terminales finales con el fin de salvaguardar la 
información ante eventuales pérdidas intencionales o no intencionales.  
- Servidores de ambiente desarrollo: Son servidores volátiles que funcionarán para 
realizar pruebas de nuevas implementaciones e integraciones que mejoren los 
servicios y aplicaciones ya existentes. 
3.2.1.5 Dimensionamiento 
La clínica Renal-Oncológica realizará la gestión para la adquisición de todos los sistemas 
y sus componentes (software) para el funcionamiento de la infraestructura integral, motivo 
por el cual concluyó en los requerimientos de dimensionamiento reflejados en cantidades 
de CPU, RAM y HDD para cada servidor de su infraestructura: 
Se muestra el resumen de dimensionamiento solicitado por la clínica para cada aplicación 




Tabla 3  
Dimensionamiento de recursos para servidores y aplicaciones para el centro de datos de la Clínica Renal 
Oncológica de la UPCH. 














3 Data Base 16 2 2000 48 6 6000 
3 
Web Server (Front 
End) 
8 2 300 24 6 900 
2 
App Server (Back 
End) 
32 4 500 64 8 1000 
2 Load Balancing 8 2 200 16 4 400 
2 Connector Server 8 2 200 16 4 400 
1 Hub Server 16 2 500 16 2 500 
HIS 
2 Data Base 16 2 2000 32 4 4000 
2 
Web Server (Front 
End) 
8 2 500 16 4 1000 
1 
App Server (Back 
End) 
16 2 300 16 2 300 
1 File Server 16 2 4000 16 2 4000 
RIS 
2 Data Base 16 2 1000 32 4 2000 
4 
Web Server (Front 
End) 
8 1 200 32 4 800 
2 
App Server (Back 
End) 
8 1 200 16 2 400 
Dominio 
Clínica 
2 Active Directory 8 2 400 16 4 800 
Servidor de 
autenticación 
2 Radius Server 8 2 200 16 4 400 
Sistema 
RRHH 
2 Data Base 16 2 1000 32 4 2000 
2 
Web Server (Front 
End) 
4 1 200 8 2 400 
2 
App Server (Back 
End) 
8 1 200 16 2 400 
Sistema de 
Archivos 
2 File Server 16 2 4000 32 4 8000 







8 2 500 8 2 500 
Servidor de 
Backups 
1 Backup Server 8 2 2000 8 2 2000 
TOTAL DE RECURSOS 480 76 36200 
 
Nota: Infraestructura de aplicaciones Clínica Renal Oncológica. Elaboración propia 
En resumen, se necesita una plataforma redundante que soporte la siguiente demanda de 
recursos: Virtual RAM: 480 GB, Virtual CPU: 76 cores, Virtual HDD: 36.2 TB 
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La capacidad requerida, representa la capacidad de recursos necesarios y recomendados 
de acuerdo con los fabricantes para cada servidor virtual, esto significa que no existe 
capacidad ociosa.  
3.2.1.6 Tecnologías 
3.2.1.6.1 Networking 
Dos (02) switches Top-Of-Rack HPE Flex Network 5700 conectados entre sí para formar 
un clúster de switches redundante y tolerante a fallos (Stack) y con transceivers instalados 
de 10 Gbps. 
Doble fuente de poder redundante y con el firmware más actualizado del fabricante. 
Soporte de enrutamiento estático, VLANs, Calidad de servicio (QoS), soporte de 
infraestructura de seguridad, STP, gestión web, SNMP. 
Figura 10  
Switch HPE 5700 para diseño del centro de datos. 
 
Nota: Tomada de HPE FlexFabric Switch Series Storage Solutions Configuration Guide [imagen], (Hewlett 
Packard Enterprise, 2017) 
La Figura 10 muestra la distribución de puertos, fuentes de poder, ventiladores e interfaces 
de gestión para el switch del centro de datos hiperconvergente. 
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3.2.1.6.2 Servidores Hiperconvergentes 
Se necesitarán cuatro (04) servidores HPE Simplivity DL380 con la siguiente configuración 
física por nodo: 
- HPE Simplivity 380 Small Node 
- x2 CPU Intel Xeon G 5222 2.2 Ghz (22 núcleos) 
- x24 RAM 16 GB Dual Rank DDR4-2400 
- x1 HPE SimpliVity 380 5x1.92TB SSD Kit (Total 9.6 TB) 
- x1 HPE Ethernet 10Gb 2-port 560FLR-SFP+ Adapter 
- x1 HPE OmniStack for DL380 Gen9 22-core 2-processor 5x1.92TB SSD 
- 2 RU 
- HPE 5Y Proactive Care 24x7 Service  
Figura 11  
Nodo hiperconvergente HPE Simplivity 380 propuesto para datacenter hiperconvergente de la clínica UPCH 
 
Nota: Tomada de HPE SimpliVity 380 Gen10 [imagen], Hewlett Packard Enterprise 
 
3.2.1.6.3 Software para virtualización 
El software base para virtualizar todos los servidores, redes y almacenamiento será 
Vmware vSphere 6.5.  
Se deberá licenciar los siguientes productos: 
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- Vmware vSphere 6.5 Enterprise plus 
- Vmware vCenter 6.5 Standard 
- Vmware vSphere Production support for 5 Years. 
- Vmware vCenter Production support for 5 Years. 
Cada uno de los 04 servidores hiperconvergentes HPE Simplivity DL380 tendrá instalado 
el hipervisor Vmware ESXi 6.5 y formarán un clúster de disponibilidad para soportar la 
creación de todas las máquinas virtuales. 
3.2.2 Fase de Planeamiento 
En esta fase se determinan los equipos, licencias, servicios profesionales, la segmentación 
de redes y el direccionamiento IP para todo el diseño del centro de datos. 
3.2.2.1 Lista de equipamiento 
Sobre la cantidad de recursos necesarios para soportar todas las aplicaciones de la clínica 
(Virtual RAM: 480 GB, Virtual CPU: 76 cores, Virtual HDD: 36.2 TB), se detalla la lista de 





Tabla 4  
Lista de componentes, licencias y servicios 
CANTIDAD SKU DESCRIPCIÓN 
NODOS HIPERCONVERGENTES (SERVIDORES + ALMACENAMIENTO) 
4 R2G96A HPE SimpliVity 380 Gen10 G Node 
4 R2G97A HPE SimpliVity 380 Gen10 VMware Node Tracking 
4 P02514-L21 
Intel Xeon-Gold 6248 (2.5GHz/20-core/150W) FIO Processor Kit for 
HPE ProLiant DL380 Gen10 
4 P02514-B21 
Intel Xeon-Gold 6248 (2.5GHz/20-core/150W) Processor Kit for HPE 
ProLiant DL380 Gen10 
4 R4C27A HPE SimpliVity 384G (12x32G) RDIMM Kit 
4 826691-B21 HPE DL38X Gen10 SFF Box1/2 Cage/Backplane Kit 
8 872475-K21 
HPE 300GB SAS 12G Enterprise 10K SFF (2.5in) SC 3yr Wty Digitally 
Signed Firmware HDD 
8 R2Z28A HPE SimpliVity 4x1.92TB SFF SSD Kit 
4 P01366-B21 HPE 96W Smart Storage Lithium-ion Battery with 145mm Cable Kit 
4 804338-B21 
HPE Smart Array P816i-a SR Gen10 (16 Internal Lanes/4GB 
Cache/SmartCache) 12G SAS Modular Controller 
4 817709-B21 HPE Ethernet 10/25Gb 2-port 631FLR-SFP28 Adapter 
8 830272-B21 HPE 1600W Flex Slot Platinum Hot Plug Low Halogen Power Supply Kit 
4 BD505A 
HPE iLO Advanced 1-server License with 3yr Support on iLO Licensed 
Features 
4 R3V06A HPE SimpliVity 380 2P 10TB SW 
4 733664-B21 HPE 2U Cable Management Arm for Easy Install Rail Kit 
4 867809-B21 HPE Gen10 2U Bezel Kit 
4 826703-B21 HPE DL380 Gen10 SFF Systems Insight Display Kit 
4 733660-B21 HPE 2U Small Form Factor Easy Install Rail Kit 
8 BD512A VMware vSphere Standard 1 Processor 5yr Software 
4 HA114A1     5LY HPE Simplivity 380 HW Startup SVC 
4 H1K92A5     R2M HPE iLO Advanced Non Blade Support 
4 H1K92A5     Z9X HPE SVT 380 Gen10 Node (1 Node) Support 
4 H1K92A5     YKW HPE SVT 380 OmniStack 2P 10TB SW Support 
8 H1K92A5     R5F HPE VMw vSphere Std 1P 5yr SW Support 
1 P9U42A 
VMware vCenter Server Standard for vSphere (per Instance) 5yr 
Software 
1 H1K92A5     R62 HPE VMw vCntr Srv Std 5yr SW Support 




CANTIDAD SKU DESCRIPCIÓN 
NETWORKING 
2 JG896A HPE FlexFabric 5700 40XG 2QSFP+ Switch 
4 JC682A HPE 58x0AF Back (Power Side) to Front (Port Side) Airflow Fan Tray 
10 JD092B HPE X130 10G SFP+ LC SR Transceiver 
8 JD097C 
HPE FlexNetwork X240 10G SFP+ to SFP+ 3m Direct Attach Copper 
Cable 
2 JG326A 
HPE FlexNetwork X240 40G QSFP+ QSFP+ 1m Direct Attach Copper 
Cable 
4 JG900A 
HPE A58x0AF Back (Power Side) to Front (Port Side) Airflow 300W AC 
Power Supply 
4 JG900A      AC3 HPE A58x0AF 300W AC Power Supply 
2 HA114A1     5RN HPE Top of Rack Startup SVC 
1 HA124A1 HPE Technical Installation Startup SVC 
2 H1K92A5     TF4 HPE FF 5700 Switch Support 
 
Nota: Elaboración propia. 
 
3.2.2.2 Distribución de redes 
Dentro del centro de datos hiperconvergente se distribuirán las redes para aislar y 
segmentar las máquinas virtuales: 
Tabla 5  
Distribución de redes y rango de direcciones IPv4. 
Propósito Vlan ID Red Máscara Rango de direcciones 
Servidores Desarrollo 10 172.16.10.0 /24 172.16.10.10 - 172.16.10.200 
Servidores Certificación 20 172.16.20.0 /24 172.16.10.20 - 172.16.20.200 
Servidores Productivos 80 172.16.30.0 /24 172.16.30.10 - 172.16.30.200 
DMZ 40 172.16.40.0 /24 172.16.40.10 - 172.16.40.200 
HPE Simplivity Federation 104 172.16.104.0 /24 172.16.104.10 - 172.16.104.200 
HPE Simplivity Virtual 
Controller 
102 
172.16.102.0 /24 172.16.102.10 - 172.16.102.200 
HPE Omnnicube Storage 103 172.16.103.0 /24 172.16.103.10 - 172.16.103.200 
HPE iLO - ESXi 101 172.16.101.1 /24 172.16.101.10 - 172.16.101.201 
 
Nota: Elaboración propia. 
Solo los servidores DMZ, Productivos y Certificación tendrán salida hacia internet, y esas 
configuraciones se deberían realizar en el firewall perimetral o switch core, dependiendo 
del área de networking de la clínica. 
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3.2.3 Fase de Diseño 
A continuación, se presenta el diseño de la interconexión física de todos los equipos que 




Figura 12  
Arquitectura hiperconvergente propuesta para el centro de datos de la clínica Renal Oncológica de la UPCH. 
 





De la Figura 12, se detalla las conexiones entre todos los equipos: 
a. Se conectarán los 04 servidores hacia los switches a través de 02 enlaces de 10 Gbps 
SFP+ redundantes (Link Aggregation) cada uno, para soportar el tráfico de red y 
almacenamiento entre todos los nodos y hacia el exterior. (Conexiones moradas). 
b. Se conectarán los 04 servidores hacia los switches a través de 02 enlaces de 1Gbps 
RJ45 redundantes (Link Aggregation) cada uno, para crear el modelo lógico de 
Datacenter dentro de la configuración de Vmware vCenter 6.5. (Conexiones verdes) 
c. Se interconectará los 02 switches HPE a través de 02 enlaces redundantes de 40 
Ggbps QSFP+ para armar un clúster entre switches y dotar de alta disponibilidad a la 
interconexión de todo el sistema (Conexiones azules). 
3.2.3.2 Configuración de red 
Dentro de la plataforma de VMware vCenter se configurarán Switches virtuales y Port 
Groups que permitan separar el tráfico de red para cada VLAN. 
Dentro de la configuración de Port-Groups, se deberá etiquetar las VLANs y utilizar los 






Tabla 6  
Configuración de red de nodos hiperconvergentes propuestos. 
  Nombre de 
Nodos 
CL01_node01 CL01_node02 CL01_node03 CL01_node04 
            
Información 
ESXi 
Dirección IP 172.16.102.11 172.16.102.12 172.16.102.13 172.16.102.14 
Máscara de 
Subred 
/24 /24 /24 /24 
DNS 172.16.80.9 172.16.80.9 172.16.80.9 172.16.80.9 
Gateway 172.16.102.1 172.16.102.1 172.16.102.1 172.16.102.1 






Dirección IP 172.16.102.21 172.16.102.22 172.16.102.23 172.16.102.24 
Máscara de 
Subred 
/24 /24 /24 /24 





SVT_StorPG SVT_StorPG SVT_StorPG SVT_StorPG 
MTU 1500 1500 1500 1500 
Máscara de 
Subred 
255.255.255.0 255.255.255.0 255.255.255.0 255.255.255.0 
Dirección IP 172.16.103.11 172.16.103.12 172.16.103.13 172.16.103.14 


















172.16.103.21 172.16.103.22 172.16.103.23 172.16.103.24 
Vlan 103 103 103 103 
Máscara de 
Subred 












IP  172.16.104.11 172.16.104.12 172.16.104.13 172.16.104.14 
Mask /24 /24 /24 /24 





255.255.255.0 255.255.255.0 255.255.255.0 255.255.255.0 
Dirección IP 172.16.101.10 172.16.101.11 172.16.101.12 172.16.101.13 
DNS 172.16.80.9 172.16.80.9 172.16.80.9 172.16.80.9 
Gateway 172.16.101.1 172.16.101.1 172.16.101.1 172.16.101.1 
Vlan 101 101 101 101 
 





En el Switch HPE 5700 se deberá configurar el enrutamiento Inter-VLAN, que será capaz 
de enviar el tráfico hacia internet y hacia otras redes dentro de la red de campus. 
3.2.3.3 Virtualización 
Con el software de virtualización Vmware vSphere 6.5 se virtualizará los recursos de 
computación, almacenamiento, redes y copias de seguridad desde un único punto de 
gestión: VMware vCenter Server 6.5. Lógicamente se tendrá 01 DataCenter en la consola 
de Vmware vCenter, que agrupa en 01 clúster a los 04 servidores (nodos) 
hiperconvergentes. 
El diseño de una arquitectura hiperconvergente simplifica dos puntos principales: Gestión 
y almacenamiento. 
Cada nodo hiperconvergente cuenta con la cantidad de discos instalados directamente 
sobre sus bahías. La tarjeta controladora HPE Simplivity OmniCube instalado en una 
ranura PCI de cada servidor físico es el encargado de gestionar los discos independientes 
para formar un pool de almacenamiento compartido entre todos los servidores que forman 
parte del clúster. 
- La sincronización de data, replicación y alta disponibilidad entre los nodos se realizan 
a través de los enlaces de 10 Gigabits por segundo y permite ejecutar las tareas más 
comunes de la plataforma vCenter Server como vMotion, HA, Fault Tolerance, Storage 
vMotion, DRS (Distributed Resource Scheduler). 
- La gestión de servidores, almacenamiento, networking y copias de seguridad se realiza 
desde la consola Vmware vCenter que integra plugins de HPE Simplivity para realizar 
estas tareas. 
- Para gestionar los DataStores dentro de la plataforma de Vmware vCenter se puede 
realizar a través del plugin instalado en vCenter Server 6.7 que permite crear políticas 









CAPITULO 4.  
ANÁLISIS DE COSTO Y BENEFICIO 
4.1 Análisis de costos  
De acuerdo con el diseño y dimensionamiento de la arquitectura, se obtuvo los precios 
aproximados de la solución integral que incluye equipos, licencias y servicios por parte del 





Tabla 7  
Lista de equipos, piezas, licencias y servicios para arquitectura hiperconvergente propuesto para la clínica 







NODOS HIPERCONVERGENTES (SERVIDORES + ALMACENAMIENTO) 
4 R2G96A HPE SimpliVity 380 Gen10 G Node 3008.5 12034 
4 R2G97A 




Intel Xeon-Gold 6248 (2.5GHz/20-core/150W) FIO 
Processor Kit for HPE ProLiant DL380 Gen10 
5553.9 22215.6 
4 P02514-B21 
Intel Xeon-Gold 6248 (2.5GHz/20-core/150W) 
Processor Kit for HPE ProLiant DL380 Gen10 
5553.9 22215.6 
4 R4C27A HPE SimpliVity 384G (12x32G) RDIMM Kit 11878.9 47515.6 
4 826691-B21 




HPE 300GB SAS 12G Enterprise 10K SFF (2.5in) 
SC 3yr Wty Digitally Signed Firmware HDD 
328.9 2631.2 
8 R2Z28A HPE SimpliVity 4x1.92TB SFF SSD Kit 7562.5 60500 
4 P01366-B21 
HPE 96W Smart Storage Lithium-ion Battery with 
145mm Cable Kit 
154 616 
4 804338-B21 
HPE Smart Array P816i-a SR Gen10 (16 Internal 








HPE 1600W Flex Slot Platinum Hot Plug Low 
Halogen Power Supply Kit 
590.59 4724.72 
4 BD505A 
HPE iLO Advanced 1-server License with 3yr 
Support on iLO Licensed Features 
481.19 1924.76 
4 R3V06A HPE SimpliVity 380 2P 10TB SW 38412 153648 
4 733664-B21 
HPE 2U Cable Management Arm for Easy Install 
Rail Kit 
79.68 318.72 
4 867809-B21 HPE Gen10 2U Bezel Kit 96.85 387.4 
4 826703-B21 
HPE DL380 Gen10 SFF Systems Insight Display 
Kit 
207.18 828.72 
4 733660-B21 HPE 2U Small Form Factor Easy Install Rail Kit 122.59 490.36 
8 BD512A 




HA114A1     
5LY 
HPE Simplivity 380 HW Startup SVC 999.36 3997.44 
4 
H1K92A5     
R2M 











H1K92A5     
Z9X 
HPE SVT 380 Gen10 Node (1 Node) Support 3883.96 15535.84 
4 
H1K92A5     
YKW 
HPE SVT 380 OmniStack 2P 10TB SW Support 31395 125580 
8 
H1K92A5     
R5F 
HPE VMw vSphere Std 1P 5yr SW Support 356.4 2851.2 
1 P9U42A 
VMware vCenter Server Standard for vSphere 
(per Instance) 5yr Software 
13143 13143 
1 
H1K92A5     
R62 
HPE VMw vCntr Srv Std 5yr SW Support 1755.6 1755.6 
1 
HA124A1     
5LZ 
HPE SVT for VMware Remote SW St SVC 1440 1440 
NETWORKING 
2 JG896A HPE FlexFabric 5700 40XG 2QSFP+ Switch 13796.13 27592.26 
4 JC682A 
HPE 58x0AF Back (Power Side) to Front (Port 
Side) Airflow Fan Tray 
195.11 780.44 
10 JD092B HPE X130 10G SFP+ LC SR Transceiver 1490.14 14901.40 
8 JD097C 
HPE FlexNetwork X240 10G SFP+ to SFP+ 3m 
Direct Attach Copper Cable 
293.21 2345.68 
2 JG326A 
HPE FlexNetwork X240 40G QSFP+ QSFP+ 1m 
Direct Attach Copper Cable 
456.71 913.42 
4 JG900A 
HPE A58x0AF Back (Power Side) to Front (Port 
Side) Airflow 300W AC Power Supply 
534.10 2136.40 
4 
JG900A      
AC3 
HPE A58x0AF 300W AC Power Supply 0.00 0.00 
2 
HA114A1     
5RN 
HPE Top of Rack Startup SVC 3433.50 6867.00 
1 HA124A1 HPE Technical Installation Startup SVC 0.00 0.00 
2 
H1K92A5     
TF4 
HPE FF 5700 Switch Support 1857.36 3714.72 




Fuente: Hewlett Packard Enterprise. Elaboración propia 
 
La Tabla 7 detalla los componentes de la arquitectura hiperconvergente y licencias de 
virtualización VMware vSphere 6.5 para realizar las tareas de hiperconvergencia. 
Es de suma importancia también acotar que, aparte del precio, la clínica ahorraría también 




Para hacer atractiva la adquisición de toda la plataforma integral, la clínica optaría por un 
modelo de arrendamiento operativo (OPEX), con el mismo fabricante; el cual, cuenta con 
su división financiera llamda HPE Financial I.N.C. 
De acuerdo con los datos de HPE Financial, en el Perú se puede optar por un 
arrendamiento operativo para un proyecto de TI con tecnología HPE que involucra 
hardware, software y servicios profesionales aplicando un factor variable de 1.7 % sobre el 
monto total para obtener la cuota mensual por lapso de 5 años (60 Meses). Este factor es 
variable ya que depende de la cantidad de meses que dure el arrendamiento.  
Para hallar la cuota mensual en el escenario de un arrendamiento operativo, se podría 
utilizar la siguiente ecuación: 
𝐶𝑚 = 𝑀𝑇 ∗ 𝑖𝐻𝑃𝐸         (1) 
Donde: 
 𝐶𝑚: Cuota Mensual 
               𝑀𝑇 : Monto Total 
            𝑖𝐻𝑃𝐸 :  Factor HPE Financial 
 
A partir de la Ecuación 1, se determina el valor de la cuota mensual en el caso de optar por 
un modelo de arrendamiento operativo. 
 
Tabla 8  
Propuesta de arrendamiento operativo para arquitectura hiperconvergente propuesto. 
Monto Total 583077.48 
Factor HPE 1.70% 
Meses 60 
Cuota Mensual 9912.32 
 
Nota: Montos aplicatos en dólares estadounidenses..  




Optar por un modelo OPEX en lugar del modelo tradicional CAPEX (compra directa) 
supone una gran ventaja para la Clínica Renal Oncológica de la Universidad Peruana 
Cayetano Heredia: 
- Tiene la opción de renovar equipamiento nuevo al cabo del contrato de 60 meses 
realizando solamente un nuevo contrato. 
- No se hace de activos fijos, lo cual, contablemente es un alivio y menos tedioso. 
- No obtiene propiedad directa sobre los equipos, y evita que queden desfasados al cabo 
del contrato, motivo por el cual, evita el gasto de dinero en tecnología que evoluciona 
muy rápido. 
4.2 Beneficios de arquitectura 
Al definir la infraestructura hiperconvergente, a continuación, se analizarán los puntos más 
importantes dentro del diseño integral, para abordar las bondades y beneficios clave de 
optar por una infraestructura hiperconvergente para el centro de datos de la Clínica Renal 
Oncológica de la Universidad Peruana Cayetano Heredia. 
4.2.1 Ciclo de vida de los datos 
De acuerdo a (Dieckhans, 2012) para entender el ciclo de vida de los datos dentro de una 
arquitectura tradicional o hiperconvergente, se debe partir de la explicación técnica del 






 Diagrama del flujo de datos de un host físico VMware ESXi general. 
 
Nota: Tomada de Troubleshooting Storage Performance in vSphere – Part 1 – The Basic [imagen],  
(Dieckhans, 2012) 
La Figura 13 muestra los tiempos a tomar en cuenta cuando se analiza el flujo de los datos 
dentro de un ambiente virtualizado con Vmware vSphere. 
- GAVG (Guest Average Latency): Es el tiempo total que calcula cada Host Esxi desde 
que una máquina virtual escribe un dato hasta que el dato es escrito en el dispositivo 
físico (disco duro). 
- KAVG (Kernel Average Latency): Es el tiempo que una solicitud de lectura y/o escritura 
está en espera mientras otras operaciones se atienden dentro del kernel del hipervisor. 
- QAVG (Queue Average Latency): Es el tiempo que una operación de lectura y/o 
escritura permanece en la cola para atención en los dispositivos subyacentes. 
- DAVG (Device Average Latency): Es el tiempo que una operación de lectura y/o 
escritura transita desde que deja el QAVG, pasando por todos los dispositivos físicos 




Como se ve en la Figura 13, el tiempo total empleado por un host ESXi es la suma del 
KAVG y el DAVG. Durante el proceso, se observa que el DAVG es mucho más largo, 
debido a que intervienen dispositivos físicos, que podrían ser HBAs, Controladoras SAN, 
arreglos de discos independientes (RAID), performance de discos duros (7.2K rpm, 10k 
rpm, 15k rpm, SSD, NVMe, etc). 
En una arquitectura hiperconvergente HPE Simplivity el flujo de datos sigue así: 
Figura 14  
Flujo de datos en un nodo HPE Simplivity 380. 
 
Nota: Tomada de HPE SimpliVity hyperconverged infrastructure for VMware vSphere [imagen], (Hewlett 
Packard Enterprise Development, 2017) 
De la Figura 14 se detallan los pasos por los cuales fluyen los datos: 
1. Una máquina virtual escribe y/o lee datos de un datastore de tipo NFS. El datastore de 
tipo NFS es la representación lógica del pool de discos presentados por HPE Simplivity 
hacia el hipervisor Vmware ESXi. 
2. La máquina virtual HPE OmniStack Virtual Controller (OVC) recibe la solicitud de 
lectura y escritura y la envía directamente a la tarjeta aceleradora (OAC), que ejecuta 
procesos de deduplicación asistida por hardware, realizando offloading de escritura y 





3. En paralelo a los 2 primeros pasos y de manera asíncrona, la máquina virtual (OVC) 
escribe los datos hacia otro OVC en otro nodo físico distinto (fuera del host origen), 
para replicar la misma información y soportar la caída del host principal. En este paso, 
la operación se ejecuta en los discos duros locales; es decir, no atraviesan ninguna 
red SAN. La replicación de la data entre OVC se realiza a través de la red de datos de 
manera asíncrona. 
4. La operación es advertida hacia la máquina virtual para saber que ya se leyó y/o 
escribió la data. 
5. Inmediatamente del paso 4, el hipervisor advierte que la operación de lectura y/o 
escritura fue atendida. 
6. Independientemente al ACK obtenido por la VM, la OVC escribe en su base de datos 
de sectores el lugar donde se guardó la información deduplicada dentro del mismo 
nodo y en cuál de los nodos se encuentra su réplica. 
Como se observa, en la arquitectura hiperconvergente HPE Simplivity, desde el paso 1 
hasta el paso 4, los datos se mantienen dentro del host o nodo. Las operaciones de lectura 
y escritura se mantienen localmente, eliminando el uso de una red externa para acceder o 
enviar la información.  
4.2.2 Espacio en rack 
A continuación, el gráfico muestra las unidades de rack (RU) utilizadas para instalar 





Figura 15  
Espacio en racks una arquitectura hiperconvergente para el centro de datos de la clínica Renal Oncológica de 
la UPCH. 
 
Nota: Elaboración propia 
 
Sobre un rack de estándar de 36 RU se pueden instalar los equipos de comunicaciones, 
procesamiento y almacenamiento que son parte del proyecto. 
La Figura 15 para identificar el ahorro aproximado de espacio en el gabinete de servidores 
que se obtendría si se optara por una arquitectura hiperconvergente en lugar de una 




dedicadas o incrementar la cantidad de nodos hiperconvergentes según las necesidades y 
crecimiento de la empresa. 
4.2.3 Administración de plataforma 
Desde el punto de vista administrativo, los especialistas encargados de gestionar toda la 
infraestructura no deberán lidiar con distintas consolas para cada propósito 
(Procesamiento, networking y almacenamiento), sino que podrán realizar todas las tareas 
de configuración y mantenimiento desde la plataforma Vmware vCenter 6.7. 
A través de Plugins se podría monitorear administrar tareas físicas sobre los servidores y 
cabinas de almacenamiento como velocidades de discos, temperatura de componentes, 
funcionamiento de ventiladores internos, funcionamiento de fuentes de poder, etc. 
4.2.4 Consumo energético 
Para medir y comparar el consumo energético del diseño hiperconvergente se utilizó la 
herramienta propia de HPE llamada HPE POWER ADVISOR, la cual se encuentra 
disponible a través del enlace público: https://paonline56.itcs.hpe.com/. 
Esta herramienta permite establecer valores de entrada como: 
- Voltaje de entrada para el sistema 
- Diagrama de rack con los dispositivos que serán medidos 
- Configuración exacta de componentes por cada dispositivo. 
Sobre esta información, la herramienta permite medir y estimar los gastos y consumos 





Figura 16  
Configuración de consumo eléctrico de arquitectura hiperconvergente propuesto para el centro de datos de la 
clínica Renal Oncológica de la UPCH. 
 
Nota: Adaptada de HPE Power Advisor [imagen]. Elaboración propia. 
A continuación, se muestra un cuadro que resume el consumo y detalla las variables de 
cada arquitectura 
Tabla 9  
Consumo de energía eléctrica de la arquitectura hiperconvergente dieñado para la clínica de la Renal 
Oncológica de la UPCH 
Voltaje de entrada 220 VAC 
BTU/HR 11644.56 BTU/HR 
Corriente del sistema 15.57 A 
Poder de uso de energía. 3414.83 W 
Máximo poder de energ´pia 
de entrada 
3414.83 W 
Peso del Sistema (Kg) 248.4 Kg 
 
Nota: Hewlett Packard Enterprise. Elaboración propia 
 
En la Tabla 9 se presenta consumos energéticos totales en los gabinetes para cada 
escenario. Uno de los puntos más resaltantes de la comparación es el valor BTU/HR, que 




extraer de una habitación o ambiente, y se puede deducir que, a mayor calor, se necesita 
mayor BTU/HR para enfriar el sistema completo. Sobre lo expuesto, se observa que para 
una arquitectura tradicional se necesitarían 14,798.10 BTU/Hr. 
Otro punto resaltante para tomar en cuenta es el valor de corriente que necesita el sistema 
completo para funcionar, en la arquitectura hiperconvergente se necestiarían 15.57 A 
(Amperios). 
Otro dato; no menor, es el peso de todo el sistema. En una arquitectra hiperconvergente 












- En la actualidad, los centros de datos están evolucionando hacia una infraestructura de 
nube híbrida, automatizada y capaz de brindar la base tecnológica para el desarrollo 
de nuevas aplicaciones que potencien el núcleo del negocio. Y de este tipo de 
soluciones, la hiperconvergencia apunta a ser el estándar, debido a su simplicidad en 
la gestión e implementación. 
- Un centro de datos definido por software (SDDC) se apalanca de tecnologías vigentes 
en la actualidad como virtualización de almacenamiento y virtualización de redes para 
transformar un hardware tradicional y aprovechar al máximo los recursos y la inversión. 
- Mediante un análisis detallado, se comprobó que el diseño  de arquitectura con HPE 
SImplivity cumple con el performance, aprovechamiento de almacenamiento y 
capacidad de crecimiento a comparación de sus competidores más cercanos como 
Nutanix y Dell EMC, siempre y cuando se compare con soluciones ALL-Flash (Discos 
duros de estado sólido), y más aún en un entorno médico que será la base para el 
procesamiento de imágenes, historia clínica, sistemas críticos y sistemas no críticos 
para sus operaciones. 
- En base a la información obtenida y requerimientos de las aplicaciones, se diseñó la 




(networking y almacenamiento) y simplificará la gestión de recursos. Se resolveron los 
siguientes beneficios: 
- El espacio en gabinetes para una solución hiperconvergente ocuparía alrededor de 12 
unidades de rack, esto significa un ahorro en espacio que permitiría la incorporación de 
nuevos nodos o nuevos sistemas. 
- La arquitectura hiperconvergente reduce las capacidades necesarias de consumo 
eléctrico debido a que hay menos componentes en su diseño. 
- La escalabilidad de una solución hiperconvergente no tiene límites. Basta agregar 
nuevos nodos para aumentar las capacidades de procesamiento, networking y 
almacenamiento en el arreglo. 
- El acceso de la información (lectura y escritura) es más rápida debido a la adopción de 
discos SSD locales sin agregar latencia a través de redes SAN dedicadas para 
almacenamiento. 
- Se comprueba que la gestión de una infraestructura hiperconvergente simplifica las 
tareas de administración tradicionales; además, la curva de aprendizaje no es 
pronunciada haciendo que los administradores puedan ser capaces de realizar tareas 













- Organizaciones del sector salud o cualquier tipo de organizaciones podrían verse 
beneficiadas de este tipo de tecnologías, para lo cual, un punto primordial de inicio es 
el correcto levantamiento de información, haciendo hincapié en los sistemas actuales y 
nuevos sistemas críticas y Tier 1 que se planean desplegar para mejorar las 
operaciones. 
- Se recomienda hacer un análisis exhaustivo del retorno de inversión, debido a que no 
es una implementación sencilla, y que su ejecución demanda profesionales altamente 
calificados, fabricantes reconocidos; motivo por el cual, no se considera un reverso 
cuando se realiza este tipo de cambios. 
- Se recomienda acompañarse de una empresa especialista representante de los 
fabricantes a elegir y con experiencia en este tipo de infraestructuras que demuestren 
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