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Рассмотрен вопрос существования решений полиномиальных интегральных
уравнений Вольтерра I рода второй степени. Разработан алгоритм численно-
го решения одного класса нелинейных систем Вольтерра I рода. Приводятся
также численные результаты для тестовых примеров.
1. Постановка задачи
Одним из наиболее универсальных подходов к построению математической модели
нелинейной динамической системы типа черного ящика является представление от-
клика системы на внешнее возмущение в виде отрезка интегро-степенного ряда (по-
линома) Вольтерра некоторой степени N . Пусть нелинейная динамическая система
с векторными входом x(t) = (x1(t), . . . , xp(t))T и выходом y(t) = (y1(t), . . . , ym(t))T
моделируется m полиномами Вольтерра N -й степени следующего вида:
yr(t) = Pr,N(x(t)) ≡
N∑
ν=1
∑
1≤i1≤...≤iν≤p
t∫
0
...
t∫
0
K
(r)
i1...iν
(t, s1, ..., sν)
ν∏
k=1
xik (sk) dsk, (1)
где r = 1,m, t ∈ [0, T ]. В (1) функции K(r)i1...iν (ядра Вольтерра) симметричны отно-
сительно переменных, соответствующих совпадающим индексам.
Переходные характеристики K(r)i1...iν , r = 1,m, и отклик y(t) в (1) считаются из-
вестными. Рассматривается задача автоматического управления нелинейной дина-
мической системой, которая состоит в определении входного воздействия x(t), со-
ответствующего заданному (желаемому) отклику y(t). Выбор x(t) проводится при
условии отсутствия обратной связи по выходу.
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Когда в (1) p = m = 1, так что x1(t) ≡ x(t), K(1)1...1︸︷︷︸
ν
≡ Kν , y1(t) ≡ y(t),
управляющее воздействие x(t) является решением полиномиального интегрального
уравнения Вольтерра I рода
P1,N(x(t)) ≡
N∑
ν=1
t∫
0
...
t∫
0
Kν(t, s1, ..., sν)
ν∏
k=1
x (sk) dsk = y(t), t ∈ [0, T ]. (2)
При N = 1 вместо (2) имеем стандартное линейное уравнение Вольтерра I рода
P1,1(x(t)) ≡
t∫
0
K1(t, s)x(s)ds = y(t), t ∈ [0, T ]. (3)
Общеизвестно, что линейное уравнение (3) в предположении, что K ′1(t, s) ∈ C∆,
∆ = {t, s/0 6 s 6 t 6 T}; K1(t, t) 6= 0 ∀ t ∈ [0, T ]; y(0) = 0, y′(t) ∈ C[0,T ], имеет
единственное решение x(t) ∈ C[0,T ] при любом T <∞.
В работах [1–5] приведены результаты в области теории и численных методов
построения непрерывных решений уравнений вида (2) при N = 2, 3. Согласно [1–5],
основная специфика полиномиального уравнения (2) при N > 1 состоит в том,
что его (единственное) непрерывное решение имеет локальный характер, так что
величина T , вообще говоря, должна быть достаточно малой.
2. Полиномиальные уравнения Вольтерра I рода второй
степени
Пусть теперь x(t) есть вектор-функция времени, а y(t) — скалярная функция вре-
мени, так что в (1) x(t) = (x1(t), ..., xp(t))T , m = 1, y1(t) ≡ y(t), K(1)i1...iν ≡ Ki1...iν .
Рассмотрим наиболее интересный для приложений случай N = 2. Теперь вместо
(1) имеем
P1,2(x(t)) ≡
p∑
i=1
t∫
0
Ki(t, s)xi(s)ds+
p∑
i=1
i∑
j=1
t∫
0
t∫
0
Kji(t, s1, s2)xj(s1)xi(s2)ds1ds2 = y(t),
(4)
где для определенности возмущения xi (t) , i = 2, p, считаются заданными; ядра
Kii, i = 1, p, симметричны по переменным s1, s2; y (0) = 0, y′ (t) ∈ C[0,T ], t ∈ [0, T ].
Всюду далее считаем все функции и функциональные пространства вещественны-
ми. Определение входного сигнала x1 (t) будем проводить при условии отсутствия
обратной связи по выходу.
Рассмотрим случай, когда Ki(t, s) = Kˆi(t), 0 ≤ s ≤ t ≤ T, Kji(t, s1, s2) = Kˆji(t),
0 ≤ s1, s2 ≤ t ≤ T , Kˆ11(0) 6= 0, Kˆ ′i(t) ∈ C[0,T ], Kˆ ′ji(t) ∈ C[0,T ], 1 6 j 6 i 6 p. Вместо (4)
имеем[
Kˆ1(t) +
p∑
i=2
Kˆ1i(t)
t∫
0
xi(s)ds
] t∫
0
x1(s)ds+Kˆ11(t)
( t∫
0
x1(s)ds
)2
= f(t), t ∈ [0, T ], (5)
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где
f(t) = y(t)−
p∑
i=2
Kˆi(t)
t∫
0
xi(s)ds−
p∑
i=2
i∑
j=2
Kˆji(t)
( t∫
0
xi(s)ds
)( t∫
0
xj(s)ds
)
. (6)
Теорема 1. Пусть
f(t) ∈ C(1)[0,T ], f(0) = 0.
Тогда единственное непрерывное решение (5), (6) определяется формулой
x∗1(t) =
α′(t)− β′(t)− Kˆ ′1(t)
2Kˆ11(t)
− Kˆ ′11(t)
α(t)− β(t)− Kˆ1(t)
2Kˆ211(t)
, (7)
где
θi(t) =
t∫
0
xi(s)ds, i = 2, p, (8)
β(t) =
p∑
i=2
Kˆ1i(t)θi(t), α(t) =
√
(Kˆ1(t) + β(t))2 + 4Kˆ11(t)f(t). (9)
Доказательство. Убедимся, что подстановка (7)–(9) в (5) обращает его в тож-
дество. Имеем:
I =
t∫
0
x∗1(s)ds =
1
2Kˆ11(t)
(α(t)− β(t)− Kˆ1(t)),
отсюда, с учетом (8), (9),Kˆ1(t) + p∑
i=2
Kˆ1i(t)
t∫
0
xi(s)ds
 I + Kˆ11(t)I2 ≡ f(t).
Единственность легко доказывается от противного.
Для установления области существования непрерывного решения применим тех-
нику получения неулучшаемых оценок решений нелинейных интегральных нера-
венств, разработанную в [1–5]. Предположим, что допустимые входные возмущения
есть
xi(t) ∈ Xi = {gie(t), gi ∈ R, t ∈ [0, T ]} , i = 2, p ,
здесь e(t)− функция Хевисайда.
Введем следующие обозначения
F = max
0≤t≤T
|y′(t)| > 0, M1 = min
0≤t≤T
∣∣∣Kˆ1(t)∣∣∣ > 0, Ml = max
0≤t≤T
∣∣∣Kˆl(t)∣∣∣ > 0,
Mji = max
0≤t≤T
∣∣∣Kˆji(t)∣∣∣ > 0, Gi = |gi| > 0, Li = max
0≤t≤T
∣∣∣Kˆ ′i(t)∣∣∣ ≥ 0, Lji = max
0≤t≤T
∣∣∣Kˆ ′ji(t)∣∣∣ ≥ 0,
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где l = 2, p, 1 ≤ j ≤ i ≤ p. Не ограничивая общности, выберемM1 = 1. По аналогии
с [1–5], рассмотрим мажорантное интегральное уравнение для (5), (6) при Li = 0,
Lji = 0, 1 ≤ j ≤ i ≤ p, в следующем виде(
1− t
p∑
i=2
M1iGi
) t∫
0
ϕ (s) ds−M11
 t∫
0
ϕ (s) ds
2 = F˜ t+ t2 p∑
i=2
i∑
j=2
MjiGjGi, (10)
где F˜ = F +
p∑
i=2
MiGi, t ∈ [0, T ]. Заменой вида (8) решение уравнения (10) может
быть сведено к нахождению решения задачи Коши
θ′(t) =
F˜ + 2t
p∑
i=2
i∑
j=2
MjiGjGi + θ(t)
p∑
i=2
M1iGi
1− 2M11θ(t)− t
p∑
i=2
M1iGi
, θ (0) = 0, t ∈ [0, T ], (11)
и его дифференцированию.
Решение уравнений вида (10), (11) при p = 2 было рассмотрено в [6]. Переходя
к случаю p > 2, получаем, что если исходным данным в (5), (6) отвечает набор
(F,Mi, Mji, Gi, 0, 0), 1 6 j 6 i 6 p, то непрерывное решение уравнения (5), (6)
x∗1(t) заведомо существует и единственно на [0, T ], где
T < T ∗ =
1
η
(
p∑
i=2
M1iGi + 2M11F˜ − 2γ
)
,
γ =
√√√√M11F˜ ( p∑
i=2
M1iGi +M11F˜
)
+M11
p∑
i=2
i∑
j=2
MjiGjGi,
η =
(
p∑
i=2
M1iGi
)2
− 4M11
p∑
i=2
i∑
j=2
MjiGjGi, (12)
причем справедливо неравенство
|x∗1(t)| ≤ ϕ∗(t), t ∈ [0, T ∗),
где, с учетом (12),
ϕ∗(t) =
1
2M11χ(t)
(
p∑
i=2
M1iGi − tη + 2F˜M11
)
− 1
2M11
p∑
i=2
M1iGi,
χ(t) =
√√√√(1− t p∑
i=2
M1iGi
)2
− 4tM11
(
F˜ + t
p∑
i=2
i∑
j=2
MjiGjGi
)
.
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До сих пор в работе рассматривалось непрерывное решение уравнения (5), (6).
Заметим, что в линейном случае условие y(0) = 0 гарантирует отсутствие решений
в классе обобщенных функций. Следующая теорема показывает, что при переходе
к (5), (6) это заведомо не так. Учитывая (8), введем
K˜(t) =
Kˆ1(t) +
p∑
i=2
Kˆ1i(t)θi(t)
Kˆ11(t)
, K˜(0) =
Kˆ1(0)
Kˆ11(0)
. (13)
Теорема 2. Пусть
K˜(t) ∈ C(1)[0,T ].
Если x∗1(t) — решение уравнения (5), (6), то
x∗∗1 (t) = −(x∗1(t) + K˜(t)δ(t) + K˜ ′(t)) (14)
также решение (5), (6). Здесь δ(t) — δ-функция Дирака, функция K˜(t) определена
формулой (13).
Доказательство. Покажем, что подстановка (14) в (5) обращает его в тождество.
Действительно, в силу (14)
I =
t∫
0
x∗∗1 (s)ds = −
t∫
0
x∗1(s)ds− K˜(0)−
t∫
0
K˜ ′(s)ds = −
t∫
0
x∗1(s)ds− K˜(t),
следовательно, с учетом (8), (13), получаемKˆ1(t) + p∑
i=2
Kˆ1i(t)
t∫
0
xi(s)ds
 I + Kˆ11(t)I2 =
=
Kˆ1(t) + p∑
i=2
Kˆ1i(t)
t∫
0
xi(s)ds
 t∫
0
x∗1(s)ds+ Kˆ11(t)
 t∫
0
x∗1(s)ds
2 ≡ f (t) ,
поскольку x∗1(t) — решение (5), (6).
Исследованию структуры решений уравнений вида (2) с операторами типа мно-
гомерных сверток в пространстве обобщенных функций посвящена работа [7].
3. Системы полиномиальных уравнений Вольтерра I рода
второго порядка
Пусть в (1) m = p = 2, так что x(t) = (x1(t), x2(t))T , y(t) = (y1(t), y2(t))T . Тогда при
N = 2 вместо (1) имеем
Pr,2(x(t)) ≡
2∑
i=1
t∫
0
K
(r)
i (t, s)xi(s)ds+ (15)
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+
2∑
i=1
i∑
j=1
t∫
0
t∫
0
K
(r)
ji (t, s1, s2)xi(s1)xj(s2)ds1ds2 = yr(t), r = 1, 2, t ∈ [0, T ].
В математическом плане задача поиска управляемого параметра применитель-
но к (15), где известны y(t) = (y1(t), y2(t))T , K
(r)
i , K
(r)
ji , 1 ≤ j ≤ i ≤ 2, r = 1, 2,
заключается в решении системы полиномиальных уравнений Вольтерра I рода от-
носительно x(t). Для удобства примем обозначения:
Ki =
(
K
(1)
i , K
(2)
i
)T
, Kji =
(
K
(1)
ij , K
(2)
ji
)T
, i, j = 1, 2 , j < i.
Пусть Ki, Kji ∈ C∆, i, j = 1, 2, ∆ = {t, s1, s2/0 ≤ s1, s2 ≤ t ≤ T}, определитель
блочной матрицы (K1 K2) не нулевой (|K1 K2| 6= 0), yr(0) = 0, yr ′(t) ∈ C[0,T ], r = 1, 2.
В работе [8] рассмотрены алгоритмы решения (15), основанные на сведении ис-
ходной задачи к решению полиномиального интегрального уравнения Вольтерра I
рода четвертой степени.
Основная цель данного раздела — рассмотреть частный класс (15), допускающий
модификацию изложенного в [8] алгоритма численного решения.
Для понимания специфики системы вида (15) полезно рассмотреть случай по-
стоянных ядер, так что (15) примет вид
2∑
i=1
K
(r)
i
t∫
0
xi(s)ds+
2∑
i=1
i∑
j=1
K
(r)
ji
 t∫
0
xi(s)ds
 t∫
0
xj(s)ds
 = yr(t), (16)
r = 1, 2, t ∈ [0, T ]. Введем сетку узлов ti = ih, ti− 1
2
= (i − 1
2
)h, i = 1, n, nh = T ,
причем считаем T < T ∗, чтобы обеспечить существование непрерывного решения
системы. Аппроксимируя интегралы в (16) квадратурами средних прямоугольни-
ков, запишем сеточный аналог
h
2∑
l=1
K
(r)
l
i∑
j=1
xhl
j− 12
+ h2
2∑
l=1
K
(r)
ll
( i∑
j=1
xhl
j− 12
)2
+ h2K
(r)
12
i∑
j=1
i∑
k=1
xh1
j− 12
xh2
k− 12
= yri , (17)
где i = 1, n, r = 1, 2.
Согласно [9, с. 342], функция
Φ(ψ1, ψ2) = aψ
2
1 + bψ
2
2 + c+ 2a1ψ2 + 2b1ψ1 + 2c1ψ1ψ2 = 0
разлагается на два линейных множителя
bψ2 + c1ψ1 + a1 ±
(√
c21 − ab ψ1 +
√
a21 − bc
)
,
если
|U | =
∣∣∣∣∣∣
a c1 b1
c1 b a1
b1 a1 c
∣∣∣∣∣∣ = 0. (18)
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Для идентификации xh1
i− 12
, xh2
i− 12
сформируем (при фиксированном значении i)
элементы матрицы U по следующему правилу u = u1 + λu2 и введем в (18) обозна-
чения
a = K
(1)
11 + λK
(2)
11 , a1 =
1
2
(
K
(1)
2 + λK
(2)
2
)
,
b = K
(1)
22 + λK
(2)
22 , b1 =
1
2
(
K
(1)
1 + λK
(2)
1
)
, (19)
c = −(y1(ti) + λy2(ti)), c1 = 1
2
(
K
(1)
12 + λK
(2)
12
)
.
Исходная задача (17) редуцируется к численному решению смешанной системы
следующего вида:
h
2∑
l=1
K
(r)
l
i∑
j=1
xhl
j− 12
+h2
2∑
l=1
K
(r)
ll
(
i∑
j=1
xhl
j− 12
)2
+ h2K
(r)
12
i∑
j=1
i∑
k=1
xh1
j− 12
xh2
k− 12
= yr(ti), (20)
(
K
(1)
22 + λ0K
(2)
22
) i∑
j=1
xh2
j− 12
+
1
2
(
K
(1)
12 + λ0K
(2)
12
) i∑
j=1
xh1
j− 12
+
1
2
(
K
(1)
2 + λ0K
(2)
2
)
−
−
( i∑
j=1
xh1
j− 12
√
1
4
(
K
(1)
12 + λ0K
(2)
12
)2
−
(
K
(1)
11 + λ0K
(2)
11
)(
K
(1)
22 + λ0K
(2)
22
)
+
+
√
1
4
(
K
(1)
2 + λ0K
(2)
2
)2
+
(
K
(1)
22 + λ0K
(2)
22
) (
y1(ti)− λ0y2(ti)
) )
= 0,
где r = 1 ∨ 2, i = 1, n , λ0 — корень (18) в принятых обозначениях (19), выбор
которого обеспечивается условием
xh1 1
2
−−→
h→0
x1(0) =
|y′(0) K2|
|K1 K2| , x
h
2 1
2
−−→
h→0
x2(0) =
|y′(0) K1|
|K2 K1| .
Вещественность корней (20) гарантирует неравенство T < T ∗.
Приведем следующий
Пример 1.
K
(1)
1 = K
(1)
2 = K
(2)
1 = K
(1)
11 = 1, K
(2)
2 = 2, K
(2)
11 = K
(2)
22 = K
(2)
12 =
1
2
, K
(1)
22 =
1
8
, K
(1)
12 =
1
4
,
y1 (t) = t+
t2
8
+
t3
6
+
7t4
24
+
t5
16
+
t6
36
+
t7
96
+
t8
128
, y2 (t) = 2t+
t2
2
+
t3
6
+
7t4
12
+
t5
4
+
t6
72
+
t7
48
+
t8
32
.
В работе [8, с. 117] приведены значения погрешностей сеточных решений для
данной тестовой системы. Вычислительный эксперимент показал, что как и в ска-
лярном случае [4], методы правых и средних прямоугольников сходятся по шагу
сетки h с порядками O(h) и O(h2) соответственно, а при возмущенных исходных
данных в метрике C они обладают саморегуляризующим свойством.
Для иллюстрации саморегуляризующего эффекта процедуры дискретизации за-
дадим пилообразное возмущение правой части (20):
y˜r(ti) = yr(ti) + (−1)i δ, i = 1, n, nh = T, r = 1, 2.
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В таблице приведены значения оптимального шага сетки, минимизирующего при
фиксированном δ величину ‖ε˜h(δ)r ‖Ch = max
1≤i≤n(δ)
∣∣x¯r(ti− 1
2
)− x˜hr
i− 12
∣∣. Оптимизация шага
сетки осуществлялась методом Фибоначчи с десятью испытаниями.
Таблица 1.
δ hopt(δ) ‖ε˜hopt(δ)1 ‖Ch ‖ε˜hopt(δ)2 ‖Ch
10−1 0,7303371 0,1976315 0,1302130
10−2 0,4185078 0,0481122 0,0243483
10−4 0,0887632 0,0017558 0,0019073
10−5 0,0449438 0,0003816 0,0004654
Как видно из таблицы, hopt(δ) ³ δ 13 , при этом ‖ε˜hopt(δ)1 ‖Ch ³ δ
2
3 , ‖ε˜hopt(δ)2 ‖Ch ³ δ
2
3 .
4. Заключение
В статье рассмотрен подход к моделированию систем автоматического управления
нелинейной динамикой на основе использования полиномов Вольтерра. Работа про-
должает исследования, начатые в [6], [8]. Приведены теоремы существования реше-
ний одного класса полиномиальных уравнений Вольтерра I рода второй степени.
Показано, что, несмотря на условие y(0) = 0, данные полиномиальные уравнения
Вольтерра I рода заведомо имеют решение в классе обобщенных функций. Изложен
алгоритм численного решения одного класса систем полиномиальных уравнений
Вольтерра I рода второго порядка, позволяющий упростить исходную задачу.
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The problem of the existence of the solutions of polynomial Volterra integral equations
of the first kind of the second degree is considered. An algorithm of the numerical solution
of one class of Volterra nonlinear systems of the first kind is developed. Numerical results
for test examples are presented.
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