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ABSTRACT
In this paper, we present the first exact, robust and practi-
cal method for computing an explicit representation of the
intersection of two arbitrary quadrics whose coefficients are
rational. Combining results from the theory of quadratic
forms, linear algebra and number theory, we show how to
obtain parametric intersection curves that are near-optimal
in the number and depth of radicals involved.
Categories and Subject Descriptors
F.2.2 [Analysis of Algorithms and Problem Complex-
ity]: Nonnumerical Algorithms and Problems—Geometri-
cal problems and computations; I.1.2 [Symbolic and Al-
gebraic Manipulation]: Algorithms; I.3.5 [Computer
Graphics]: Computational Geometry and Object Model-
ing —Boundary representations,Constructive solid geome-
try (CSG)
General Terms
Algorithms.
Keywords
Robustness of geometric computations, quadric surface in-
tersection.
1. INTRODUCTION
In solid modeling, the two most widely used types of ob-
ject representation are constructive solid geometry (CSG)
and boundary representation (BRep). Both representations
.
having their own respective advantages, solid modeling ker-
nels often need an efficient and reliable way to switch from
the CSG to the BRep representation. CSG-to-BRep con-
version, also known as boundary evaluation, is a well un-
derstood problem. However, past approaches have often
put more emphasis on efficiency than on robustness and
accuracy. Most current modelers use only finite-precision
arithmetic for CSG-to-BRep conversion. The topological
consistency of the computed BRep can easily be jeopar-
dized by small amounts of error in the data introduced by
finite-precision computations. For many applications in de-
sign and automated manufacturing, where topological con-
sistency and accuracy are critical, this may be unacceptable.
Designing robust algorithms is currently a major interest
of the computational geometry and geometric computing re-
search communities (see, e.g., [3, 10, 13, 15, 24]). A number
of approaches have been proposed for the robust and accu-
rate boundary evaluation of polyhedral models [2, 9]. Most
rely heavily on numerical computation, with varying depen-
dence on exact and floating-point arithmetic. Computing
the topological structure of a BRep involves accurate evalu-
ation of signs of arithmetic expressions. Assuming the input
data has a bounded precision and allowing whatever bit-
length is necessary for number representation, these signs
can be computed exactly.
By contrast, there has been much less work on robust
CSG-to-BRep conversion algorithms for curved primitives.
A major reason is that, outside the linear realm, exact arith-
metic computations require algebraic numbers, such as square
roots, which cannot in general be represented explicitly with
a finite number of bits. Also, computing with algebraic num-
bers is currently extremely slow.
One notable exception is the work of Keyser, Krishnan
and Manocha [16] and Keyser, Culver, Foskey and Krish-
nan [14] on the boundary evaluation of low-degree CSG
solids specified with rational parametric surfaces. The au-
thors use exact arithmetic, present compact data structures
for representing the boundary curves as algebraic curves and
the boundary vertices as algebraic numbers and use efficient
algorithms for computing the intersection curves of para-
metric surfaces.
The quadratic nature of the equations defining quadric
surfaces permits an explicit representation of their intersec-
tion curves. In other words, it is theoretically possible to
compute a fully parametric representation of the boundary
of quadric-based solids. The only known general method for
computing a parametric representation of the intersection
between two quadrics is well known and due to J. Levin [18,
19]. It is based on an analysis of the pencil of the quadrics.
Levin’s seminal work has been extended in many differ-
ent directions. Arguing that the pencil method does not
yield explicit information on the morphological type of the
intersection curve, Farouki, Neff and O’Connor [7] made a
complete theoretical study of degenerate cases for general
quadric surfaces. Goldman and Miller [11] took a different
path and developed a special-case solution for each of the
possible pairs of natural quadrics (i.e., planes, right cones,
circular cylinders and spheres), later proving that the de-
generate conic sections can be detected exactly by evaluat-
ing a few simple algebraic expressions [20]. Shene and John-
stone [23] have also worked on the lower degree intersections
of natural quadrics.
Most of these methods were motivated by the fact that
Levin’s general method for intersecting implicit quadric sur-
faces is not numerically robust and may fail in degenerate
configurations. Moreover, if exact arithmetic is used, either
the calculations are impossible to complete or the method
outputs parametric representations that are barely usable
in applications, because of the high-degree algebraic num-
bers introduced. A good indication of this impracticality is
that even for the simple generic example of Section 7, an
exact parametric form output by Levin’s algorithm fills up
roughly 20 megabytes of space! Overall, Levin’s method is
thus largely impractical. This fact has again recently been
noted in [10], where an algorithm for computing a cell in an
arrangement of quadrics using resultants is presented.
The key to counter this widely spread pessimism in general-
purpose methods is to improve the pencil method by strip-
ping it of most of its sources of radicals. We show in this
paper how this can be done and how the original approach
can be turned into a robust, exact and practical method.
Using a combination of projective formalism, reduction of
quadratic forms and new results characterizing the intersec-
tion of quadrics, we show how to avoid the appearance of
nested radicals (high-degree algebraic numbers) and how to
obtain a parametric representation of the intersection that is
near-optimal in the number and depth of radicals involved.
Near-optimality in this context roughly means that the pa-
rameterization is either fully optimal in the number of rad-
icals or has one possibly extra square root.
1.1 Our results
We present an algorithm that computes an exact para-
metric form of the intersection of two real quadrics in three-
dimensional space given by implicit equations with rational
coefficients. We improve Levin’s algorithm in the two fol-
lowing ways. The functions parameterizing the intersection
contain no square root whenever it is possible and the coeffi-
cients of these functions are algebraic numbers with at most
one extra square root. Furthermore, for each geometric type
of intersection, the number of square roots in the coefficients
is always minimal in the worst case.
These results are summarized in Table 1 and formalized
in the following theorem (standard definitions are recalled
Figure 1: A chess set modeled with quadrics.
in Section 2).
Theorem 1. In R3 or P3, given two quadrics by their
implicit equations whose coefficients are rational, the algo-
rithm of this paper computes a parameterization of their in-
tersection such that each coordinate in projective space is
polynomial over an extension field K of Q if such a parame-
terization exists, or is a polynomial in K[ξ,
√
∆], where ξ is
the (real) parameter and ∆ ∈ K[ξ] is a polynomial in ξ.
In both cases, the parameterization is either optimal in
the degree of the field extension K needed to represent its
coefficients or may involve one (and only one) possibly un-
necessary square root. In the latter situation, testing for
optimality (i.e., determining whether the extra square root
is necessary or not) and finding an optimal parameteriza-
tion are equivalent to finding rational points on a conic or a
degree-eight surface.
More concretely our algorithm outputs a parameterization
such that each coordinate in projective space is polynomial,
if such a parameterization exists, or otherwise is of the form
α + β
√
∆ where α, β and ∆ are univariate polynomials (of
degree 3, 1 and 4, respectively); see for instance Eq. (7)
in Section 7. The square root
√
∆ appears in the parame-
terization only when no polynomial parameterization exists,
that is when the intersection is a smooth quartic, the generic
case.
The coefficients of the polynomials are, in the generic case,
in (i) an extension of Q by one square root and, in the non-
generic cases, in (ii) Q or (iii) an extension of Q by two
square roots or (iv) in some more complicated extension of
Q (see Table 1). The number and depth of radicals involved
in the coefficients are always optimal except in cases (i) and
(iii) where one of the square roots is possibly unnecessary.
Moreover, testing whether one of these square roots is un-
necessary and if so finding a parameterization with one less
square root is equivalent, in the generic case, to finding a ra-
tional point on a degree-eight surface, an outstanding open
problem. In the non-generic cases, the test reduces to find-
ing a rational point on a conic, a simpler though difficult
task. Thus, the parameterizations output by our algorithm
are the best, in terms of number and depth of radicals in-
volved, which may be obtained with easy computation.
We have implemented our algorithm in MuPAD [21]. The
code is used in the quadric intersection server available at
www.loria.fr/equipes/isa/quadrics.html. We tested it
real type of C generic characterization typical realization
worst case format
of parameterization
optimality test
σ
R
=
(2
,
2
)
smooth quartic no multiple root 2 ellipsoids
Q(
√
δ)[ξ,
√
∆],
∆ ∈ Q(
√
δ)[ξ], deg 4
rational point on
a deg 8 surface
singular quartic 1 double root (rank 3)
2 ellipsoids tangent
at one point
Q(
√
δ)[ξ]
rational point
on a conic
cubic and line 2 double roots (ranks 3 and 3)
2 cones having
a common line
Q[ξ] optimal
2 conics 1 double root (rank 2) ellipsoid and 2 planes Q(
√
δ,
√
δ′)[ξ]
rational point
on a conic
conic and 2 lines 2 double roots (ranks 2 and 3)
cone and 2 planes, one plane
through the vertex of the cone
Q(
√
δ)[ξ] optimal
4 lines 2 double roots (ranks 2 and 2) 2 pairs of planes
K[ξ],
degree (K) = 8
optimal
σ
R
6=
(2
,
2
)
conic and point 2 double roots (ranks 2 and 3)
ellipsoid and 2 planes,
with one plane tangent
Q(
√
δ)[ξ]
rational point
on a conic
conic one double root (rank 2)
ellipsoid and 2 planes,
only one plane intersecting
Q(
√
δ,
√
δ′)[ξ]
rational point
on a conic
conic and line
D(λ) ≡ 0 &
Sing(QS) ∩ Sing(QT ) = ∅
cylinder and 2 planes, one plane
tangent, the other not tangent
Q[ξ] optimal
4 concurrent lines
D(λ) ≡ 0 &
Sing(QS) ∩ Sing(QT ) 6= ∅
2 cones having
the same vertex
K[ξ],
degree (K) = 24
optimal
Table 1: Snapshot summary of the results of this paper. For each type of intersection, the table gives the
corresponding number and multiplicity of multiple roots of D(λ) and rank of the associated quadrics, a
typical situation in which this type of intersection occurs, the format of the parameterization obtained by
our algorithm in the worst case and the test required to check whether one square root can be avoided.
on “real” scenes such as the chess set (see Figure 1).
Note that a preliminary version of this paper appeared
in [6], in which we introduced some of the tools that are used
in this paper and sketched a first improvement to Levin’s
quadric intersection method.
The paper is organized as follows. In Section 2, we present
basic definitions, notation, and useful known results. Sec-
tion 3 summarizes the ideas on which the pencil method of
Levin for intersecting quadrics is based and discusses its in-
troduction of nested radicals. In Section 4, we present the
general form of our algorithm. In Section 6, this basic algo-
rithm is improved and Theorem 1 is proved. Finally, Sec-
tion 7 gives one example of an intersection curve computed
by our algorithm, before concluding.
2. NOTATION AND PRELIMINARIES
In what follows, all the matrices considered are real square
matrices. Given a real symmetric matrix S of size n, the
upper left submatrix of size n − 1, denoted Su, is called
the principal submatrix of S and the determinant of Su the
principal subdeterminant of S.
Formally, we call quadric associated to S the set
QS = {x ∈ Pn−1 | xT Sx = 0},
where Pn−1 = P(R)n−1 denotes the real projective space of
dimension n − 1. (Note that every matrix of the form αS,
where α ∈ R \ {0}, represents the same quadric QS .) When
the ambient space is Rn−1 instead of Pn−1, the quadric is
simply QS minus its points at infinity. In this paper, all the
quadrics considered have their coefficients (i.e., the entries
of the corresponding matrices) in Q.
Given a quadric QS , the determinant of the associated
matrix S (which we also call determinant of QS by abuse of
language) is invariant by a change of coordinates, up to a
square factor. Thus, if S and S′ are two matrices represent-
ing the same quadric in different frames, the fields Q(
√
det S)
and Q(
√
det S′) are equal.
The inertia of a matrix S is classically defined as the
triple σS = (σ
+, σ−, σ0), where σ+, σ−, σ0 are the num-
bers of positive, negative and zero eigenvalues of S, respec-
tively. Since QS and Q−S represent the same quadric and
σ0 = n − σ+ − σ−, we shall instead, by a slight abuse
of notation, define the inertia of S and QS to be σS =
(max (σ+, σ−), min (σ+, σ−)).
In projective space P3, quadrics are characterized by their
inertia since two quadrics with the same inertia are projec-
tively equivalent by Sylvester’s Inertia Law [17]. In R3 they
are characterized by their inertia and the inertia of their
principal submatrix. We recall in Table 2 the characteriza-
tion of Euclidean quadrics in R3.
In P3 or R3, the ruled quadrics are the quadrics surfaces
(i.e., the quadrics that are not reduced to a line, a point
or the empty set) whose inertia is not (3, 1) (see Table 2).
Furthermore, a quadric has inertia (3, 1) if and only if its
determinant is negative.
Let S and T be two real symmetric matrices of the same
size. The set of matrices
R(λ, µ) = {λS + µT | (λ, µ) ∈ P1}
is called the pencil of matrices generated by S and T . The
associated set of quadrics QR(λ,µ) is called the pencil gener-
ated by QS and QT . The binary form D(λ, µ) = det (R(λ, µ))
is called the discriminant of the pencil. For the sake of sim-
plicity, we shall simply write that the pencil generated by S
and T is R(λ) = λS−T , λ ∈ R = R∪{∞}, where R(∞) = S.
Recall that the intersection of any two quadric QR(λ1) and
QR(λ2) in the pencil is independent of the choice of λ1 6= λ2.
If η1, . . . , ηm denote m algebraic numbers, the field ex-
tension Q(η1, . . . , ηm) is the smallest field containing Q and
η1, . . . , ηm. The degree of a field extension of Q is the di-
mension of the extension as a vector space over Q. For
instance, the degree of Q(
√
a,
√
b), assuming a, b ∈ Q and√
a,
√
b,
√
ab 6∈ Q, is 4 because ∀x ∈ Q(√a,
√
b), there exists
α1, α2, α3, α4 ∈ Q such that x = α1+α2
√
a+α3
√
b+α4
√
ab.
If ξ denotes a variable, Q[ξ] is the ring of polynomials in
the variable ξ with coefficients in Q. Similarly, Q(
√
δ)[ξ,
√
∆]
denotes the ring of polynomials in the variables ξ and
√
∆
with coefficients in Q(
√
δ).
In the following, a parameterization is called rational over
a field K if and only if the coordinates of the parameter-
Inertia of S Inertia of Su Affine reduced canonical form Euclidean type of QS
(4, 0) (3, 0) x2 + y2 + z2 + 1 ∅ (imaginary ellipsoid)
(3, 1) (3, 0), (2, 1), x2 + y2 + z2 − 1, x2 + y2 − z2 + 1, ellipsoid, hyperboloid of two sheets,
(2, 0) x2 + y2 + z elliptic paraboloid
(3, 0) (3, 0), (2, 0) x2 + y2 + z2, x2 + y2 + 1 point, ∅ (imaginary elliptic cylinder)
(2, 2) (2, 1), (1, 1) x2 + y2 − z2 − 1, x2 − y2 + z hyperboloid of one sheet, hyperbolic paraboloid
(2, 1) (2, 1), (2, 0), x2 + y2 − z2, x2 + y2 − 1 cone, elliptic cylinder,
(1, 1), (1, 0) x2 − y2 + 1, x2 + y hyperbolic cylinder, parabolic cylinder
(2, 0) (2, 0), (1, 0) x2 + y2, x2 + 1 line, ∅ (imaginary parallel planes)
(1, 1) (1, 1), (1, 0), (0, 0) x2 − y2, x2 − 1, x intersecting planes, parallel planes, simple plane
(1, 0) (1, 0), (0, 0) x2, 1 double plane, ∅
Table 2: Euclidean type of a quadric QS in terms of the inertia of S and the corresponding possible inertias
of Su .
ization are rational functions with coefficients in K, or in
projective space, if the coordinates are polynomials with co-
efficients in K. A curve is called rational over K if and only if
it admits a rational parameterization over K. When K = Q
the parameterization or curve is simply called rational.
3. LEVIN’S PENCIL METHOD
Since our solution to quadric surface intersection builds
upon the pencil method of J. Levin, we start by saying a
word on the algorithm described in [18, 19] for computing a
parameterized representation of the intersection of two dis-
tinct implicit quadrics QS and QT of R
3 and on the com-
plexity of its output.
The high-level idea behind this algorithm is: if (say) QS
is ruled, then QS admits a parameterization which is linear
in one of its parameters and plugging this parameterization
in the implicit equation of QT yields a degree-two equation
in one of the parameters (instead of a degree-four equation)
which can be easily solved to get a parametric representation
of QS ∩ QT .
When neither QS nor QT are ruled, then one can find a
ruled quadric QR in the pencil generated by QS and QT ,
and we are back to the previous case replacing QS by QR.
Levin’s key result proves the existence of such a ruled quadric
QR among at most three quadrics in the pencil. These
quadrics are such that their associated matrices λS + µT
have a vanishing principal subdeterminant, or equivalently
that (λ, µ) is solution of the homogeneous degree-three equa-
tion det(λSu + µTu) = 0. The ruled quadrics among these
at most three quadrics are called simple ruled quadrics.
Theorem 2 ([18]). The pencil generated by any two
distinct quadrics contains at least one simple ruled quadric.
Though very general, Levin’s algorithm is far from be-
ing ideal since it introduces non-rational numbers at several
different places (leaving aside the fact that it may fail in
degenerate situations). Indeed, nested radicals of depth 2
appear when solving the degree-three equation for finding a
simple ruled quadric. Then a canonical form of the simple
ruled quadric is computed using an eigenvalues/eigenvectors
approach, leading to nested radicals of depth 4. Finally, pa-
rameterizing the simple ruled quadric in canonical form may
induce nested radicals of depth 5.
Hilbert’s Irreducibility Theorem implies that the degree-
three equation above has no rational root generically and
that nesting depth 5 is actually the generic situation. Thus,
the coefficients of the parameterization of QS ∩ QT involve
radicals of nesting depth 5 for almost all choices of input
quadrics QS and QT . In addition, the degree of the field ex-
tension on which these coefficients are defined may be huge,
making the output almost impossible to deal with. The ex-
ample we consider in Section 7 is a good indication of this
impracticality.
Thus the original pencil method can easily suffer from
precision and robustness problems. If a floating point repre-
sentation of numbers is used, the result may be wrong (ge-
ometrically and topologically) or, worse, the program may
crash. Even exact arithmetic seems out of reach because of
the high degree of the algebraic numbers involved.
Note finally that Levin’s algorithm outputs non-rational
parameterizations even when one exists. Further use of the
output may thus be unnecessarily complicated.
4. OUR METHOD
We now present our solution to the intersection of implicit
quadrics. Our method, which is both robust and practical,
removes most of the sources of radicals in Levin’s algorithm,
in such a way that the output is near-optimal.
We start by giving the key ingredients and stating the
main theorem on which our approach is based. We then
outline our basic algorithm, after which we detail the steps
of the method. In Section 6, we show that, in the generic
case (i.e., when the discriminant of the pencil has no multi-
ple root), this basic algorithm produces a parameterization
of the intersection that is near-optimal in the number of rad-
icals involved. In the other cases, we either prove that this
basic is optimal or near-optimal, or show how to turn our
intersection algorithm into a near-optimal one.
4.1 Key ingredients
The first ingredient of our approach is to work not just
over R3 but over the real projective space P3. Apart from
reducing the number of different cases to examine (see Ta-
ble 2), working in projective space has a deep impact on the
method.
In our algorithm, quadrics of inertia different from (3, 1)
(i.e., ruled quadrics) play the role of simple ruled quadrics in
Levin’s method. To pursue this parallel further, we need two
things. First, we give in Table 3, for all projective quadrics
of inertia other than (3, 1), parameterizations that are lin-
ear in one of their parameters and optimal in the number
of radicals (see Theorem 7). That these parameterizations
are proper parameterizations of the projective quadrics (i.e.,
there is a one-to-one correspondence between the points of
the quadric and the parameters) is straightforward and left
inertia of S canonical equation (a, b, c, d > 0) parameterization X = [x, y, z, w]
(4, 0) ax2 + by2 + cz2 + dw2 = 0 QS = ∅
(3, 0) ax2 + by2 + cz2 = 0 QS is a point
(2, 2) ax2 + by2 − cz2 − dw2 = 0 X = [ut+avs
a
, us−bvt
b
, ut−avs√
ac
, us+bvt√
bd
], (u, v), (s, t) ∈ P1
(2, 1) ax2 + by2 − cz2 = 0 X = [uv, u2−abv2
2b
, u
2+abv2
2
√
bc
, s], (u, v, s) ∈ P⋆2
(2, 0) ax2 + by2 = 0 X = [0, 0, u, v], (u, v) ∈ P1
(1, 1) ax2 − by2 = 0 X1 = [u,
√
ab
b
u, v, s], X2 = [u,−
√
ab
b
u, v, s], (u, v, s) ∈ P2
(1, 0) ax2 = 0 X = [0, u, v, s], (u, v, s) ∈ P2
Table 3: Optimal parameterizations of projective quadrics of inertia different from (3, 1). (For the case
(2, 1), P⋆2 denotes the real quasi-projective space defined as the quotient of R3 \ {0, 0, 0} by the equivalence
relation ∼ where (u, v, s) ∼ (u′, v′, s′) iff ∃λ ∈ R \ {0} such that (u, v, s) = (λu′, λv′, λ2s′).)
out of the paper. Second, we need something similar to
Levin’s Theorem 2 in the projective setting. We prove, in
Section 5, the following much stronger result (note that the
first part of the theorem follows from Theorem 2).
Theorem 3. The pencil generated by any two distinct
quadrics contains at least one quadric of inertia different
from (3, 1). If no such quadric has rational coefficients, then
the intersection of the two initial quadrics is reduced to two
distinct points.
This theorem is critical for our algorithm. Indeed, it en-
sures that the two quadrics we actually intersect have ratio-
nal coefficients, except in one very specific situation where
the two quadrics intersect in only two points. This means
that we remove the first source of nested radicals in Levin’s
algorithm.
Another basic ingredient of our approach is the use of
Gauss’ method for the reduction of quadratic forms for com-
puting a canonical form of a ruled projective quadric QR,
instead of the eigenvalues/eigenvectors approach used by
Levin. Since Gauss’ reduction is rational (the elements of
the matrix P such that P T RP is diagonal are rational), this
removes two other layers of nested radicals from Levin’s al-
gorithm.
We also provide parameterization of ruled quadrics that
are worst-case optimal in some sense (see Theorem 7). This
decreases the number of different radicals in the coefficients
of the parameterization and thus the degree of the field ex-
tension in which the coefficients live.
The last basic ingredient is a case-by-case analysis of the
different types of intersection that may occur and, for each
case where our basic algorithm is not near-optimal, we show
how to turn it into an optimal or near-optimal one.
4.2 Algorithm outline
Armed with these ingredients, we are now in a position
to outline our method. Let QR(λ), R(λ) = λS − T , be the
pencil generated by the quadrics QS and QT of P
3. The
outline of our intersection algorithm is as follows (details of
the first three steps follow in ensuing sections).
1. Find a quadric QR with rational coefficients in the pencil,
such that det R > 0 if possible or det R = 0 otherwise.
(If no such R is found, the intersection is reduced to two
points, which we output.) If the inertia of R is (4, 0),
output empty intersection. Otherwise, proceed.
Assume for the sake of simplicity that QR 6= QS ; then
QS ∩ QR = QS ∩ QT .
2. If the inertia of R is not (2, 2), apply Gauss’ reduction of
quadratic forms to R.
If the inertia of R is (2, 2), find a rational point close
enough to QR such that the quadric QR′ through this
point in the pencil has inertia (2, 2). Rename QR′ by QR.
Compute a frame in which P T RP is the diagonal matrix
diag (1, 1,−1,−δ), with δ ∈ Q.
In the local frame, QR is described by one of the param-
eterizations X of Table 3. Compute the parameterization
XR = PX of QR in the initial frame.
3. Consider the equation
XTRSXR = 0 (1)
of degree two in one of the parameters. Solve it in terms
of this parameter and compute the domain of the solution.
Then substitute this parameter as a function of the other
in XR to obtain a parameterization of the intersection of
QS and QT .
4.3 Details of Step 1
The detailed description of Step 1 is as follows. Let D(λ) =
det (R(λ)).
1. a. If D(λ) ≡ 0, set R = T and proceed.
b. Otherwise, compute isolating intervals for the real roots
of D(λ) (using for instance the algorithm described in
[22]). If D(λ) has no real root, set R = T and pro-
ceed. Compute a rational number in between each of
the separating intervals and compute the inertia of the
corresponding quadrics. If one of the inertias is (4, 0),
then output QS∩QT = ∅. Otherwise, if one of these in-
ertias is (2, 2), proceed with the corresponding quadric.
c. Otherwise (if D(λ) 6≡ 0 and D(λ) 6 0), compute the
greatest common divisor gcd (λ) of D(λ) and its deriva-
tive with respect to λ. If gcd (λ) has a rational root λ0,
proceed with the corresponding quadric QR(λ0). Oth-
erwise, compute the two points of QS ∩ QT .
To assert the correctness of this algorithm, we have several
things to prove. First, we make clear why, when looking for
a quadric in the pencil with inertia different from those of
QS and QT , the right polynomial to consider is D(λ).
Lemma 4. The inertia of R(λ) is invariant on any inter-
val of λ not containing a root of D(λ).
Proof. It suffices to realize that the eigenvalues of R(λ)
are continuous functions of λ and that the characteristic
polynomial of R(λ), i.e. det (R(λ) − lI), is a polynomial in
l whose constant coefficient is D(λ), where I is the identity
matrix of size 4.
A quadric of inertia (4, 0) is empty of real points (see Ta-
ble 2). Thus if such a quadric is found in the pencil (in Step
1.b), QS and QT have an empty (real) intersection. It is
interesting to note that the converse is also true, i.e., empti-
ness of the intersection implies the presence of a definite
matrix in the pencil, which allows us to state the following
proposition.
Proposition 5. If QS ∩QT = ∅, Step 1 of our algorithm
detects it and outputs empty intersection.
Proof. This proposition is a direct consequence of Lem-
ma 4 and a theorem in linear algebra, originally proved in
1936/1937 by Finsler [8], which states that, for any n > 3
and any pair S, T of real symmetric n × n matrices, the
intersection of QS and QT is empty if and only if there
exists a matrix R of inertia (n, 0) in the pencil generated by
S and T .
Finally, note that, in Step 1.c, if gcd (λ) does not admit
a rational root, then QS and QT intersect in two points.
Indeed, since no quadric of positive determinant has been
found in Step 1.b, there exists no quadric in the pencil with
rational coefficients and inertia different from (3, 1). There-
fore, by Theorem 3, QS and QT intersect in two points. We
do not describe here how to compute these two points be-
cause of the lack of space (see the proof of Theorem 3 for
more insight on the question).
4.4 Details of Step 2
Let σR denote the inertia of R.
4.4.1 When σR 6= (2, 2)
When the inertia of R is different from (2, 2), we use
Gauss’ reduction of quadratic forms and parameterize the
resulting quadric, whose associated matrix P T RP is diago-
nal. In view of Sylvester’s Inertia Law, the reduced quadric
QP T RP has the same inertia as R. Thus QP T RP can be
parameterized with at most one square root by one of the
parameterizations X of Table 3. Since Gauss’ reduction is
rational (i.e., the coefficients of P are rational), the param-
eterization PX of QR contains at most one square root.
4.4.2 When σR = (2, 2)
According to Theorem 7 (Section 6.1), the parameteri-
zation of QR of Table 3 is optimal in the number of radi-
cals if QR has no rational point (which can happen). Thus,
in the worst case, its coefficients may live in an extension
Q(
√
m,
√
n) of degree 4 of Q. We show here that there ex-
ists, in the neighborhood of QR, a quadric QR′ with rational
coefficients such that
QS ∩ QR′ = QS ∩ QR = QS ∩ QT
and the coefficients of the parameterization of QR′ are in
Q(
√
det R′).
Compute an arbitrary point p ∈ P3(R) on QR (for in-
stance by using the parameterization of QR). If p is rational
then take QR′ = QR and move on to the next paragraph.
Otherwise, approximate p by a point p′ ∈ P3(Q). A simple
procedure enables us to choose p′ not on QS ∩QT . Then p′
belongs to a unique quadric QR′ in the pencil defined by
R′ =
QT (p)
QS(p)
S − T
where QS(p), QT (p) denote the values of QS and QT at
point p (i.e., pT Sp and pT Tp). Note that the parameters λ0
and λ′0 such that R = R(λ0) and R
′ = R(λ′0) get arbitrarily
close to one another as p′ gets close to p. Thus if p′ is
close enough to p, R′ has the same inertia (2, 2) as R, by
Lemma 4; otherwise, refine the approximation of p.
We now have a quadric QR′ of inertia (2, 2) and a rational
point on QR′ . Consider any rational line through p
′ that is
not in the plane tangent to QR′ at p
′. This line further
intersects QR′ in another rational point p
′′. Compute the
rational transformation P sending p′,p′′ onto (1,±1, 0, 0).
Apply this transformation to R′ and then apply Gauss’ re-
duction of quadratic forms. In the local frame, QR′ has
equation (up to a constant factor)
x2 − y2 + αz2 + βw2 = 0, (2)
with αβ < 0. Now consider the linear transformation whose
matrix is P ′
P ′ =
1
2
0
B
B
@
1 + α 0 1 − α 0
1 − α 0 1 + α 0
0 2 0 0
0 0 0 2α
1
C
C
A
.
Applying P ′ to the already reduced quadric of Eq. (2)
gives the equation
x2 + y2 − z2 − δw2 = 0, (3)
where δ = −αβ > 0. The quadric of Eq. (3) can be param-
eterized by
X =
“
ut + vs, us − vt, ut − vs, us + vt√
δ
”
,
with (u, v), (s, t) ∈ P1 (see Table 3).
The three consecutive transformation matrices have ratio-
nal coefficients thus Q(
√
δ) = Q(
√
det R′) and the product
of these transformation matrices with X is a polynomial pa-
rameterization of QR′ with coefficients in Q(
√
δ), δ ∈ Q.
4.5 Details of Step 3
Solving Eq. (1) can be done as follows. Recall that the
content in the variable x of a multivariate polynomial is the
gcd of all the coefficients of the xi.
Equation (1) may be seen as a quadratic equation in one
of the variables. For instance, if R has inertia (2, 2), Equa-
tion (1) is a homogeneous biquadratic equation in the vari-
ables ξ = (u, v) and τ = (s, t). Using only gcd computations,
we can factor it in its content in ξ (which is a polynomial
in τ or a constant), its content in τ and a remaining factor.
If the content in ξ (or in τ) is not constant, solve it in τ (in
ξ); substituting the obtained real values in X, we have a pa-
rameterization of some components of QS ∩QT = QS ∩QR
in the frame in which QR is canonical. If the remaining
factor is not constant, solve it in a parameter in which it
is linear, if any, or in τ . Substituting the result in X, we
have a parameterization of the last component of the inter-
section. If the equation which is solved is not linear, the
domain of the parameterization is the set of ξ such that the
degree-four polynomial ∆(ξ) = b2(ξ)− 4a(ξ)c(ξ) is positive,
where a(ξ), b(ξ) and c(ξ) are the coefficients of τ2, τ and 1
in Eq. (1), respectively.
5. PROOF OF THEOREM 3
To prove Theorem 3 (Section 4.1), we use the canonical
form theorem for pairs of symmetric matrices – see [25, 26],
and we state the part of this theory which we need here.
Theorem 6 (Canonical Pair Form). Let S and T be
two real symmetric matrices of size n, with det S 6= 0. Then
the following properties hold.
(a) The characteristic polynomial of S−1T and the deter-
minant of λS − T have the same roots λj with the same
multiplicities γj.
(b) The matrices S and T are simultaneously congruent
by a real congruence transformation to (or, in other words,
there is a projective change of coordinates such that the ma-
trices of the corresponding quadrics are) S′ = diag(ε1E1, . . . ,
εmEm) and T
′ = diag (F1, . . . , Fm), respectively, where εi =
±1, Ei denotes a square matrix of the form
0
@
0 1
1 0
1
A or (1)
and Fi is a symmetric matrix of the same size as Ei.
(c) For each i, the matrix εiE
−1
i Fi has only one real or
two complex conjugate eigenvalues.
(d) The sum of the sizes of the blocks corresponding to one
of the λj is the multiplicity γj if λj is real or twice this mul-
tiplicity if λj is complex. The number of the corresponding
blocks is ηj = n − rank (λjS − T ), and 1 6 ηj 6 γj.
Proof of Theorem 3. Consider a pencil of real sym-
metric 4 × 4 matrices generated by two symmetric matrices
S and T of inertia (3, 1). We may suppose that S and T
have the block diagonal form of the above theorem.
If all the blocks have size 2 or 4, the determinant of S is
equal to ε21ε
2
2 = 1 or ε
4
1 = 1 and thus is positive, contra-
dicting our hypothesis. Thus, there is a block of size 1 and
det (λS − T ) has at least one real root. It follows that the
matrix of the pencil corresponding to this root has a van-
ishing determinant and thus an inertia different from (3, 1).
This proves the first part of the theorem.
If det (λS − T ) has a simple real root, there is an interval
of values for λ for which det (λS − T ) > 0 and the ma-
trix corresponding to any rational value of λ in this interval
has rational coefficients and inertia different from (3, 1). If
det (λS − T ) has either a double real root and two com-
plex roots, two rational double real roots or a quadruple
real root, the quadrics corresponding to the real roots have
rational coefficients and have inertia different from (3, 1).
Thus we are left with the case where det (λS − T ) has
two non-rational double real roots, which are algebraic con-
jugates. In other words,
det (λS − T ) = c(λ − λ1)2(λ − λ2)2,
with λ1, λ2 ∈ R \ Q and λ2 = λ1 its (real algebraic) con-
jugate. Following the notation of the Canonical Pair Form
Theorem, we have γ1 = γ2 = 2 and 1 6 ηi 6 2, for i = 1, 2.
In other words, (η1, η2) ∈ {(1, 1), (1, 2), (2, 1), (2, 2)}.
We can quickly get rid of the case (η1, η2) = (1, 1). Indeed,
in this case the blocks have size 2 and S is not of inertia
(3, 1).
We can also eliminate the cases (η1, η2) ∈ {(1, 2), (2, 1)},
because the matrices λ1S −T and λ2S −T are algebraically
conjugate, and so must have the same rank.
We are thus left with the case (η1, η2) = (2, 2). In this
situation, S and T have four blocks, i.e., they are diagonal:
S = diag (ε1, ε2, ε3, ε4), T = diag (µ1, µ2, µ3, µ4).
Since (η1, η2) = (2, 2), the two matrices λ1S−T and λ2S−T
have rank 2. Replacing S and T by these matrices, which
generate the same pencil, we get that exactly two of the εi
and two of the µi are null. As the pencil contains quadrics of
rank 4, we cannot have εi and µi simultaneously null. Thus,
after permuting the basis elements, we get
S = diag (ε1, ε2, 0, 0) and T = diag (0, 0, µ3, µ4),
with ε1ε2µ3µ4 6= 0.
There are matrices in the pencil whose determinant is
negative (the two initial matrices S and T ). Thus, since
det (λS − T ) has two double roots, all the matrices in the
pencil except S and T have negative determinant. Hence
ε1ε2µ3µ4 = det (S + T ) < 0 and ε1ε2 and µ3µ4 have oppo-
site signs. It follows that one of S and T has inertia (2, 0),
say S, and the other has inertia (1, 1). Thus, in projective
space, QS is a straight line which intersects the pair of real
planes QT . Since QS ∩QT is contained in all the quadrics of
the pencil and since the pencil has quadrics of inertia (3, 1)
(which are not ruled), the line QS is not included in QT
and the intersection is reduced to two real points. More-
over, these points are necessarily distinct. If they were not,
they would lie on the intersection of QS and on the singu-
lar line of QT , which is impossible since the two lines have
x1 = x2 = 0 and x3 = x4 = 0 as projective equations.
Note that a pencil generated by two quadrics of inertia
(3, 1) may contain no quadric with rational coefficients of
inertia different from (3, 1). Consider for instance
QS : 2x
2 − 2xz − 2yw + z2 + w2 = 0,
QT : 4x
2 + 2y2 − 2yw + z2 − 6xz + 3w2 = 0.
Then, det (λS − T ) = −(λ2−5)2 and Q±√5S−T are the only
quadrics in the pencil with inertia different from (3, 1).
6. OPTIMALITY
We now focus on optimality issues. We start, in Sec-
tions 6.1, with a theorem on the worst-case optimality (in
the number of radicals involved) of the parameterizations
of Table 3. Based on this general result, we make in Sec-
tions 6.2 and 6.3 a case-by-case analysis of the different types
of intersection that may occur and, for each type, we show
that the basic algorithm of Section 4 is near-optimal or how
it can be modified to obtain a near-optimal parameteriza-
tion of the intersection curve. Furthermore, we show that
the near-optimal parameterization is either fully optimal or
that testing whether a square root in the coefficients can be
avoided is equivalent to finding a rational point on a curve
or a surface. Table 1 summarizes these results and gives,
for each case, the optimal or near-optimal form of the pa-
rameterization of the intersection and the optimality test, if
any.
In the rest of this section, C stands for the intersection of
QS and QT . Due to the lack of space, we omit the proof of
many results and merely sketch the proofs of some others.
Note in particular that we omit the proofs of the relationship
between the geometric type of C and the number of multiple
roots of the discriminant of the pencil and the rank of the
associated matrices. Note also that we do not consider here
all the possible cases and that, in the cases we do consider,
we focus on the “generic” situations. For instance, when
C consists of two conics, the quadric corresponding to the
double root of D(λ) is “generically” a pair of planes. A more
degenerate situation is when the two planes are in fact a
single double plane. In this case, the algorithm given in
Section 6.2.3 can be simplified.
6.1 Preliminaries
Theorem 7 states that among the parameterizations linear
in one of the parameters, the ones of Table 3 have, in the
worst case, an optimal number of radicals, i.e., for each type
of projective quadric, there are examples of surfaces with as
many square roots as in Table 3.
Note that although the worst-case optimality of the pa-
rameterizations of quadrics does not directly imply the near-
optimality of the output parameterizations of the intersec-
tions, the results stated in Theorem 7 are crucial for the
proof of Theorem 1.
Theorem 7. In the set of parameterizations linear in one
of the parameters, the parameterizations of Table 3 are worst-
case optimal in the degree of the extension of Q on which
they are defined. For a quadric of inertia other than (2, 1)
and (2, 2), the parameterization is optimal in all cases. For
a quadric of inertia (2, 1) or (2, 2), the parameterization is
optimal if the quadric has no rational point (over Q), which
is the case for some quadrics.
If a quadric of inertia (2, 1) has a rational point other than
the singular point, it has a canonical equation x2+y2−z2, for
which the corresponding parameterization is rational (and
thus optimal). If a quadric of inertia (2, 2) has a rational
point, it has a canonical equation x2+y2−z2−dw2, where d
is the determinant of the quadric, for which the correspond-
ing parameterization is optimal in the degree of the extension
of Q.
We now state two other preliminary results.
Proposition 8. If the intersection of two given quadrics
has a parameterization involving only one square root (in the
parameterization or in the coefficients), then there exists a
quadric with rational coefficients in the pencil that contains
a rational line.
Proposition 9. If a quadric contains a rational line, its
determinant is a square in Q.
6.2 When R has inertia (2, 2)
Assume here that the matrix R in Step 2 of our algorithm
has inertia (2, 2). After Step 2 of our algorithm, QR has
a parameterization on Q(
√
δ) that is bilinear in ξ = (u, v)
and τ = (s, t). Substituting in QS yields an equation Ω of
bidegree (2, 2) in (ξ, τ). After resolution and substitution in
QR, we get a parameterization of C in Q(
√
δ)[ξ,
√
∆] with
∆ ∈ Q(
√
δ)[ξ] of degree 4.
Let CΩ be the curve zero-set of Ω. CΩ is a curve of bide-
gree (2, 2) in P1 ×P1. We have the following classical result.
Fact (Geometric interpretation). The parameteriza-
tion of QR defines an isomorphism between C and the plane
curve CΩ defined by Ω. In particular, C and CΩ have the
same genus, irreducibility and factorization.
Thus, for instance, when C consists of a cubic and a line,
CΩ has a cubic factor of bidegree (2, 1) and a linear factor
of bidegree (0, 1). When C consists of a conic and two lines,
CΩ has a quadratic factor of bidegree (1, 1) and two linear
factors of bidegree (1, 0) and (0, 1).
By substituting v = t = 1 in Ω, CΩ can be identified
with a curve of degree 4 in P2 having two double points at
infinity with distinct tangents (possibly after a projective
transformation of CΩ). Now, since a curve of P
2 of degree d
with b simple nodes has genus
g =
1
2
(d − 1)(d − 2) − b,
CΩ has genus at most 1. Thus, the genus of C is 1 when the
intersection of QS and QT is non-singular, i.e., when CΩ is
smooth, and 0 otherwise. (See [27] for related questions on
the classification of the intersection of quadrics.)
In what follows, we examine the possible cases for the real
type of C, as a function of the number of double real roots of
the discriminant of the pencil D(λ) and the rank of the asso-
ciated quadrics. Determining whether D(λ) has double real
roots can be achieved by computing its discriminant Γ(D)
(see for instance [4]). When D(λ) has a multiple real root
(Γ(D) = 0), we compute the gcd of D(λ) and its derivative
with respect to λ. The roots of the gcd are the multiple real
roots of D(λ). We then compute the inertia of the associated
quadrics in the pencil and proceed.
Due to the lack of space, we only present here three rep-
resentative cases and omit the three remaining cases, C is a
singular quartic, C is a conic and two lines, and C is four
lines.
6.2.1 C is a smooth quartic
Here, D(λ) has no multiple root (i.e., Γ(D) 6= 0). The fact
that C has genus 1 in this case implies that it cannot be
parameterized by polynomial functions [12], so
√
∆ cannot
be avoided. The question now is: can
√
δ be avoided? The
answer is that there are cases in which it cannot be avoided,
as we shall see.
If
√
δ can be avoided then, by Proposition 8, there ex-
ists in the pencil a quadric Q with rational coefficients and
containing a rational line. The rank of Q is at least 3 by
Theorem 6 and since D(λ) has no multiple root. Thus Q
has inertia (2, 2) or (2, 1) (see Table 2). Hence the rational
line in Q is not singular and Q contains a non-singular ra-
tional point. Furthermore, the determinant of Q is a square
in Q, by Proposition 9. Therefore, there is in the pencil a
quadric of inertia (2, 2) or (2, 1) with rational coefficients,
having a non-singular rational point and whose determinant
is a square in Q. Conversely, if such a quadric exists, it has
a rational parameterization by Theorem 7 and thus
√
δ can
be avoided.
It follows that testing if
√
δ can be avoided is equivalent to
finding a rational point on the surface of degree 8 of equation
z2 = det (QT (x, y, cst, 1) · S − QS(x, y, cst, 1) · T ), (4)
where cst is some constant and Q(x, y, cst, 1) is the value of
the quadric at the point (x, y, cst, 1). The idea is to consider
the whole range of quadrics in the pencil not by varying
the pencil parameter λ but by looking at the points of space
they go through. It suffices then to notice that every quadric
of inertia (2, 1) or (2, 2) is cut by any given plane, so we
can restrict our attention to one particular plane, say z =
cst, that does not go through the vertex of any cone of the
pencil, and consider the quadrics going through the point
(x, y, cst, 1), which gives (4).
There are pairs of quadrics whose intersection is a smooth
quartic such that Eq. (4) has no rational solution. One
example is QS : 5y
2 + 6xy + 2z2 − w2 + 6zw = 0, QT :
3x2 + y2 − z2 − w2 = 0. (The proof consists in reducing
Eq. (4) modulo 4 and 8.)
Thus the parameterization output by the algorithm of Sec-
tion 4 is worst-case optimal in the number of radicals when
the intersection is a smooth quartic (which is the generic
case).
6.2.2 C is a cubic and a line
In this case, the line of C is necessarily rational (otherwise
its conjugate would also be in C). QR thus contains a ratio-
nal line, which means it has a rational parameterization (by
Proposition 9 and Theorem 7), and the parameterization of
the intersection is in Q[ξ].
C is obtained through the basic algorithm of Section 4.
The parameterization of the cubic of C is obtained by solving
the bidegree (2, 1) factor of Ω for τ (the variable of the linear
term) in terms of ξ and the parameterization of the line of
C is obtained by solving the bidegree (0, 1) factor.
6.2.3 C is two conics
Factoring CΩ in two curves of bidegree (1, 1) can induce
nested radicals, so parameterizing C by solving Ω directly is
not a good idea. Instead, we proceed as follows.
The singular quadric corresponding to the double root of
D(λ) is a pair of planes, each containing one of the conics.
Separate them. Now, the line ξ = (0, 1), τ ∈ P1 (lifted
back to the original space) cuts each conic in one point.
Assume for instance that conic C1, containing point p1,
is in plane ω1. Then C1 can be parameterized by the lines
of ω1 through p1. Same for C2.
This procedure gives a parameterization of C in Q(
√
δ,√
δ′), where δ′ is the discriminant of the pair of planes as-
sociated to the double root of D(λ) (an invariant up to a
square factor) and δ the discriminant of QR.
√
δ′ can never
be avoided (although it might be rational), thus the param-
eterization is optimal only in the cases where
√
δ cannot be
avoided.
The statement in Theorem 7 concerning projective cones
(i.e., quadrics of inertia (2, 1)) can be rephrased for non-
singular conics as follows. Consider a conic defined in a
K-rational plane, where K is some extension of Q. If the
conic has a point that is rational over K, then it admits
a parameterization that is rational over K. Translated in
the context where the intersection consists of two conics, it
means that the conics have a parameterization that is ratio-
nal over Q(
√
δ′) if and only if they have a rational point over
that extension. Otherwise, they have a parameterization in
Q(
√
δ,
√
δ′).
Note that the worst-case degree 4 of the extension on
which the parameterization is defined can be attained. Con-
sider for instance QS : x
2 − 33w2 = 0 and QT : y2 + z2 −
3w2 = 0. The intersection C = QS ∩ QT has no rational
point on Q(
√
33), so C has no rational point on any exten-
sion of degree 2.
6.3 When R has inertia 6= (2, 2)
We now examine the different types of intersection when
the pencil contains no quadric of inertia (2, 2). Due to the
lack of space we omit the cases where C is a conic and a
line, C is a conic, and C is four concurrent lines.
6.3.1 C is a conic and a point
Here, D(λ) 6 0 and D(λ) has two double real roots, one
giving a pair of planes, the other a projective cone having
its singular point on one of the planes. C consists of a real
conic and two complex conjugate lines lying on the cone.
The algorithm in this case is as follows.
The point of C can be computed as the (rational) vertex
of the cone. The conic lies in one of the rational planes
and can be easily parameterized. For instance, one can
obtain a point on the conic by intersecting one of the
generators of the cone with the plane containing the conic.
The parameterization of this conic is then obtained by the
lines of the plane through this point.
The double roots of D(λ) are rational since the two singu-
lar quadrics are not conjugate. Thus the cone is rational and,
since it has its vertex on one of the planes, the two planes are
also rational. Thus only one square root is (possibly) needed
to parameterize the conic. Testing for optimality amounts
to finding a rational point on this conic.
7. EXAMPLE
We now detail one example of computing the intersection
of two quadrics with our algorithm. Let QS and QT be the
two surfaces of inertia (3, 1) (an ellipsoid and a hyperboloid
of two sheets)
QS : x
2 − y2 + z2 − xy − wy + w2 = 0,
QT : 2x
2 + y2 + z2 − xy − yz + wy = 0.
Then
D(λ) = det (λS − T ) = 1
4
(−6λ4 + 12λ3 + 3λ2 − 6λ − 2).
The discriminant Γ(D) of D(λ) is negative here, so D(λ) has
two simple real roots. Isolating intervals for these roots are
(0, 1) and (1, 2). A quadric of inertia (2, 2) is found between
the two roots, for instance at λ = 1. So take R = S − T .
Gauss’ method for the reduction of quadratic forms gives
the parameterization of QR in the global frame
XR =
`
√
2(tv + 8su), 2
√
2(tu − sv) + 8su − tv,
4(8su + 2sv + 2tu − tv), 4(sv + tu)
´
.
Using this parameterization, pick a random point on QR,
for instance for (u, v) = (1, 1) and (s, t) = (1,−1), p =
(7
√
2/36, 1/4−
√
2/9, 1, 0) and approximate it by the ratio-
nal point p′ = (0, 0, 1, 0). It turns out that p′ is also on QR,
so, since
√
det R = 1/2 ∈ Q, QR has a rational parameteri-
zation. We can find it as described in Section 4.4:
XR =
`
su + tv − 2sv, su − sv − tu + tv,
4su − 6sv − 2tu, su − tv
´
, (5)
where (u, v), (s, t) ∈ P1. Computing Ω : XTRSXR = 0 gives
ξ̃2(15τ̃2−12τ̃ +3)+ ξ̃(−46τ̃2 +16τ̃ +2)+37τ̃2 +1 = 0, (6)
where ξ̃ = u/v and τ̃ = s/t. Since D(λ) has no multiple
root, we know that QS ∩ QT is a smooth quartic and, by
the results of Section 6, Ω is irreducible. We can solve it for
ξ̃ in terms of τ̃ or, more precisely, for ξ = (u, v) in terms
of τ = (s, t). Eq. (6) admits real solutions if and only if its
discriminant
∆(s, t) = −26s4 + 76s3t − 108s2t2 + 28st3 − 2t4 > 0,
that is if and only if (s, t) = (s, 1) with s ∈ [s0, s1], where
s0 (resp. s1) is the unique root of ∆(s, 1) in the interval
[1/8, 5/32] (resp. [5/32, 3/16]). For any such (s, t), plugging
the solutions of Eq. (6) into Eq. (5) gives the parameteriza-
tion of the intersection of QS and QT
0
B
B
B
B
B
@
x
y
z
w
1
C
C
C
C
C
A
=
0
B
B
B
B
B
@
−7s3+31s2−19s+3±s
√
∆(s,1)
8s3−4s2−8s+4±(s−1)
√
∆(s,1)
2s3−6s2−6s+2±2(2s−1)
√
∆(s,1)
23s3−23s2+11s−3±s
√
∆(s,1)
1
C
C
C
C
C
A
, s ∈ [s0, s1]. (7)
Note that in general the rational point p′ approximating
p is not on a quadric whose determinant is a square. Thus,
in general, the coefficients of the parameterization are not
integers as in Eq. (7) but of the form q + q′
√
δ where q, q′
and δ are rational numbers (or integers).
In the same setting, Levin’s algorithm does not fare well at
all. In fact, the intersection of QS and QT is, from the point
of view of radicals, a worst case (though generic!) situation
for Levin’s algorithm: det (Ru(λ)) has no rational root, the
normalized eigenvectors of Ru(λ0) involve radicals of nest-
ing depth 4 and the coefficients of the parameterization of
the intersection has nested radicals of depth 5. Finding the
exact parametric representation of C this way can hardly be
done. And, most importantly, the result is almost useless:
even if intermediate results are simplified, the output fills
up roughly 20 megabytes of space!
8. CONCLUSION
In this paper, we have presented a new algorithm for the
robust and practical intersection of two arbitrary quadrics.
Our approach, inspired by the pencil method of J. Levin,
outputs an explicit representation of the intersection that
(i) is the best one from the point of view of the number and
depth of radicals involved that can easily be computed and
(ii) is usable in practice.
We have implemented our algorithm in MuPAD [21]. The
code is used in the quadric intersection server available at
www.loria.fr/equipes/isa/quadrics.html. We tested it
on “real” scenes such as the chess set (see Figure 1). The
chess set has been entirely modeled with quadrics by SGDL
Systems Inc. and given to us as a CSG model. We computed
the boundary representation of this model which involved
computing the intersection of all pairs of quadrics defining
the chess pieces. Each piece is modeled with between 12 and
25 quadrics. We then rendered the scene using Candela [1].
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