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Abstract
Computer science educators observed that in the present way of teaching computing, only 2% of students can easily handle computational concepts – and, as a result, only 2% of the students specialize in computer
science. With the increasing role of computers in the modern world, and
the increasing need for computer-related jobs, this 2% barrier creates a
shortage of computer scientists. We notice that the current way of teaching computer science is based on easiness of using two-valued logic, on
easiness of dividing all situations, with respect to each property, into three
classes: yes, no, and unknown. The fact that the number of people for
whom such a division is natural is approximately 2% provides a natural
explanation of the 2% barrier – and a natural idea of how to overcome this
barrier: to tailor our teaching to students for whom division into more
than three classes is much more natural.
This means, in particular, emphasizing fuzzy logic, in which for each
property, we divide the objects into several classes corresponding to different degrees with which the given property is satisfied. We also analyze
which are the best ways to implement the corresponding fuzzy ideas.

1

2% Barrier in Teaching Computer Science:
Formulation of the Problem

2% barrier: a brief description. Computer science educators have observed that only about two out of every 100 students enrolling in introductory
programming courses really resonate with the subject and seem to be naturalborn computer scientists; see, e.g., [4, 6, 7, 8]. This observation is in good
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accordance with the fact that in many universities, computer science students
form about 2% of the total number of students, both on the undergraduate and
on the graduate level.
Donald E. Knuth, one of the world leading computer scientists and computer science educators, uses this know fact to conclude that “roughly 2% of all
people ‘think algorithmically’, in the sense that they can rapidly reason about
algorithmic processes” [6, 7, 8].
Why the 2% barrier is a problem. As the world becomes more and more
computerized, the society needs more and more computer scientists – or at
least people who can think algorithmically. At present, there is a shortage of
computer scientists – and in spite of the numerous eﬀorts by computer science
programs, the number of computer science students increases too slowly to cover
this shortage.
What we do in this paper. How can we overcome this 2% barrier? A
natural way to solve a problem is to analyze it. For the 2% problem, this means
that we need to ﬁrst understand the reasons behind the 2% barrier. In this
paper, we provide a possible explanation for this barrier. We then use this
explanation to describe a possible path to solving this problem, and discuss
ways to follow this path.
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Why 2% Barrier? A Possible Explanation

What computational thinking means now? In most computer science
education programs, computational thinking includes the ability to take imprecise problems and reformulate them in precise terms, in terms which make it
easier to explain these problems in a language that a computer can understand.
A large part of this thinking is related to the traditional crisp 2-valued logic,
whether it is the actual logic with “and”, “or”, and “not” used in programming
languages, whether it is the fact that in the computer, everything has to be
represented as a sequence of 0s and 1s.
What crisp computational thinking means in psychological terms.
For people to use this logic, they need to be able, with respect to each property,
to easily classify objects into three categories:
• objects which satisfy this property,
• objects which do not satisfy this property, and
• objects about which we do not know whether they satisfy the given property or not.
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What is known about people’s ability to easily classify into classes.
Classiﬁcation of objects into classes is a process well-studied by psychologists.
A well-known “7 plus minus 2 law” states that people are most comfortable with
classifying into 7 ± 2 classes; see, e.g., [9, 10]. This general psychological law
has also been conﬁrmed in our speciﬁc area of formalizing expert knowledge:
namely, in [1, 3], it was shown that this law explains why in intelligent control,
experts normally use ≤ 9 diﬀerent degrees (such as “small”, “medium”, etc.) to
describe the value of each characteristic (see also [14]).
What the 7 ± 2 law tells us about the number of people who easily
classify into 3 classes. What is the precise meaning of the 7 ± 2 law? This
law does not mean that for all people, the number of classes into which they
naturally classify is always between 7 − 2 = 5 and 7 + 2 = 9: there are people for
whom the natural number of classes is smaller than 5, and there are people for
whom the natural number of classes is larger than 9. A natural way to interpret
this law is to treat it the same way as ± notations in science and engineering
are usually interpreted (see, e.g., [12]): namely, to understand this law as saying
that the among the human population, the mean value of the natural number
of classes is 7 and the standard deviation is 2.
As in many other real-life sitiuations, the number of classes is aﬀected by
many diﬀerent factors; in such situations, it is reasonable to apply the Central
Limit Theorem, according to which the joint eﬀect of many independent eﬀects
leads (under some reasonable conditions) to a normal distribution; see, e.g.,
[13]. Thus, it is reasonable to conclude that the natural number of classes is a
normally distributed random variable with mean µ = 7 and standard deviation
σ = 2.
Based on these ideas, what is the proportion of people for whom
computational thinking is natural? As we have mentioned, computational
thinking means that it is natural for a person to divide everything into X = 3
classes – or even sometimes into 2 classes (“yes” and “no”). In other words, computational thinking means that the natural number of classes does not exceed
3: X ≤ 3.
Now that we know the probability distribution for the natural number of
classes X, we can estimate the probability P (X ≤ 3). A usual way of computing
such probabilities for a normal distribution with given mean µ and standard
def X − µ
deviation µ is to reduce it to the standard normal distribution Z =
,
σ
with 0 mean and standard deviation 1. For each real number x, the inequality
def x − µ
X ≤ x is equivalent to Z ≤ z =
. Thus, the desired probability P (X ≤ x)
σ
def
is equal to Ψ(z), where Ψ(z) = P (Z ≤ z) is a (well-tabulated) cumulative
distribution function for the standard normal distribution.
x−µ
3−7
In our case, we have x = 3, µ = 7, and σ = 2, so z =
=
= −2
σ
2
and thus, P (X ≤ 3) = Φ(−2) ≈ 2.3%.
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These computations explains the 2% barrier. The above computations
show that approximately 2% of people have the ability to easily classify all the
objects into three classes (yes, no, and unknown), an ability which is crucial to
computational thinking as it is taught now.
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How Can We Overcome the 2% Barrier?
Fuzzy Ideas Can Help

Our explanation of the 2% barrier: reminder. Our explanation seems
to indicate the origin of the 2% barrier to increasing the number of computer
scientists:
• a traditional way to study computer science is based on emphasizing twovalued logic, while
• for 98% of the people, this logic is not very natural.
How to overcome this barrier? From this viewpoint, a reasonable way to
overcome the 2% barrier is to do more to tailor computer science education
to folks for whom division into more than 3 classes is much more natural. In
particular, instead of focusing on the two-valued logic, such tailored approaches
should emphasize multiple-valued logic.
Fuzzy ideas can help. In principle, from the mathematical viewpoint, there
are many diﬀerent multiple-valued logics. Which one should we choose?
A good criterion for selection is taking into account that applications are
always a good stimulus for learning. It is reasonable to select a multiple-valued
logic which has the largest number of practical applications – and this is undoubtedly fuzzy logic; see, e.g., [5, 11, 15].
How to overcome the 2% barrier: resulting suggestion. As a result
of the above discussion, we arrive at the following conclusion: to overcome the
2% barrier, to satisfy the society’s need for computer scientists, to increase the
number of computer scientists, we need to introduce fuzzy logic as early as
possible into the computer science education.
Discussion. Of course, simply introducing fuzzy logic is not a panacea, we need
to go further and reemphasize all the usual binary concepts of computer science
in terms of scales consisting of 7 ± 2 elements. Some of this reformulation has
already been done in fuzzy research: there are notions of (and results about)
fuzzy automata, fuzzy graphs, even fuzzy algorithms. However, all this is just
the beginning, the main work is still ahead.
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Using Fuzzy Techniques in Computer Science
Education: A Challenge

At ﬁrst glance, the situation is straightforward: let us use membership functions. The main idea behind the usual approaches to fuzzy logic is
that we describe our degree of conﬁdence in diﬀerent statements by numbers
from the interval [0, 1]:
• degree of conﬁdence 1 means that we are absolutely sure that the given
statement is true;
• degree of conﬁdence 0 means that we are absolutely sure that the given
statement is false;
• intermediate degrees of conﬁdence mean that we have some reasons to
believe in the given statement, but we may also have some reasons to
believe that the given statement is false.
In this approach, an expert information about a quantity – e.g., that the value
of this quantity is approximately 1 – can be described by assigning, to each
possible value x of this quantity, a degree µ(x) to which we are conﬁdent that
this value is consistent with the given expert information. A function that maps
a real number x to the corresponding degree µ(x) is known as a membership
function.
Problem: a description by generic membership functions is too complicated. Membership functions are a known successful tool in many applications of fuzzy techniques. Sometimes, the resulting mathematics is somewhat
complicated, but no one complains as long as the resulting control works well,
the resulting image processing technique leads to a good quality image, etc.
Our objective, however, is to use fuzzy techniques and membership functions in introductory computer science courses. One of the main basic concepts
of computer science is the concept of a number. If we want to introduce fuzzy
logic into computer science education, we need, in eﬀect, to replace usual (crisp)
numbers with fuzzy numbers, i.e., with objects described by membership functions.
The problem is that even operations with simple numbers may sound too
complicated to students who are just taking introductory computer science
courses. If we use generic functions instead, the situation will become even
more complicated – so, instead of helping student learn, we will be leading
them to failure.
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An Empirical Fact that Helps to Apply Fuzzy
Techniques: A 4-Parametric Family of Membership Functions Is Usually Suﬃcient

Do we really need generic membership functions? An empirical observation. The above-mentioned complexity arises if we need to use all kinds
of membership functions. But do we really need all kinds of membership functions?
When applications of fuzzy logic started, researchers and practitioners tried
their best to come with membership functions which best reﬂect expert knowledge. As a result, ﬁrst textbooks containing applications of fuzzy techniques
listed sophisticated methods for eliciting membership functions and shows the
pictures of the resulting complex functions.
As practitioners gained more experience in applications, they start noticing
that after we get a crude picture of the membership function, further elicitation
does not lead to a better quality control or a better quality image; see, e.g., [5,
11]. Moreover, it was observed that in most cases, it is suﬃcient to use trapezoid
membership functions. Each such function is determined by four parameters
a < b < c < d:
• it is equal to 0 for all x ≤ a;
• it linearly increases from 0 to 1 on the interval [a, b];
• it is equal to 1 for all values x from the interval [b, c];
• it linearly decreases from 1 to 0 on the interval [c, d]; and
• it is again equal to 0 for all x ≥ d.
In precise terms:
• µ(x) = 0 for x ≤ a;
• µ(x) =

x−a
for a ≤ x ≤ b;
b−a

• µ(x) = 1 for b ≤ x ≤ c;
• µ(x) = 1 −

x−c
for c ≤ x ≤ d; and
d−c

• µ(x) = 0 for x ≥ d.
Each of these functions needs only four parameters to describe, and the corresponding formulas are rather easy. Hence, the resulting description is much less
complicated – and thus much more suitable for our purpose – than for generic
membership functions.
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Comment. Further simpliﬁcation is not always possible. For example, in some
cases, an even simpler 3-parametric class of triangular membership functions is
suﬃcient – but not always. In many practical situations, trapezoid functions
result in better quality of applications.
Why is the 4-parametric family of membership functions suﬃcient?
The limitation to a 4-parametric family of membership functions is motivated
by an empirical success in applications such as control and image processing.
The fact that this family is suﬃcient for many diﬀerent applications provides a
good reason to believe that this same family will turn out to be suﬃcient useful
in other applications as well.
However, to be more conﬁdent in its suﬃciency in new applications, it would
be nice to have some a theoretical explanation for this empirical suﬃciency
– an explanation that does not depend on a speciﬁc application and would
therefore be equally applicable to new applications as well. In other words, it
would be nice to have a theoretical explanation of why a 4-parametric family of
membership functions is often suﬃcient to describe human opinion?
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Why Is a 4-Parametric Family of Membership
Functions Often Suﬃcient to Describe Human
Perceptions: Towards an Explanation

Why fuzzy techniques: a brief reminder. Why is a 4-parametric family
of membership functions often suﬃcient to describe human perceptions? To
answer this question, let us go back from mathematical terms back to the original
problem. In fuzzy logic, membership functions are used to describe words from
natural language, words that we humans use to describe our knowledge.
In our everyday life, words from natural language is what we routinely use
all the time. Whether we want to convey a cooking recipe, describe a stranger’s
appearance, express our opinion of a faculty candidate, or even describe walking
instructions, we normally use words from a natural language. Even if we use
numbers in these descriptions, it is usually in the “fuzzy” context: cook for
about half an hour, my friend is almost two meters tall, etc. These words form
our natural language, and our ability to use them and process them is behind
most of our actions and decisions.
Our perceptions are often not very accurate. Our perceptions are often
not very accurate. For example, without a measuring instrument, we do not
easily distinguish between 1.99 m and 2.00 m, between 29 and 30 minutes,
etc. In other words, these perceptions do not carry too many details about the
corresponding objects.
This inaccuracy makes sense: we use these terms to make decisions, sometimes decisions that need to be made urgently, and if we carried too many
unnecessary details, we would not be able to process all these details fast – after
7

all, in comparison to computer cells, neural cells in our brains are known to be
very slow. In urgent situations, e.g, to avoid a falling tree, it is much better
to jump away very as soon as possible than to spend more time computing the
optimal trajectory of the jump.
How many details do we need to adequately describe perceptions?
How many details are needed? We live in a 3-dimensional world. When we
look around, we can characterize all the surrounding objects in the 3-D space
by appropriate words, whether these words describe color of a leaf, height of a
person, etc. If we use a family with p parameters v1 , . . . , vp to describe each
word, this means that at each of the 3-D points x = (x1 , x2 , x3 ), we store the
values v1 (x), . . . , vp (x) of the corresponding p parameters vi .
Towards a precise formulation of the problem. To properly react to a
sudden emergency, we need to make sure that an unusual object is immediately
detected based on these appropriate observations. How can we describe this in
precise terms?
At each moment, our perceived world consists of several continuous zones:
for example, when we walk in a countryside, we see a road, a ﬁeld to the left, a
ﬁeld to the right, a house, one or two clouds, the sky, the Sun. Within each zone,
the qualities continuously change with x and thus, the corresponding parameter
values vi (x) also continually change with x.
To make sure that a new object, with values v1′ , . . . , vp′ , can be detected
against this background, we must make sure that it is perceptually diﬀerent
from all the points from the zone, i.e., that, in general, there is no x for which
v1 (x) = v1′ , v2′ (x) = v2′ , . . . , and vp (x) = vp′ .
These equalities form p equations with 3 unknowns x1 , x2 , and x3 . We want
to make sure that, in general, this system of equations does not have a solution.
Towards solving the resulting mathematical problem.

In general:

• if we have as many equations as unknowns, this system has a unique
solution (or at least ﬁnitely many solutions);
• if we have fewer equations than unknowns, then, in general, we have inﬁnitely many solutions; and
• if we have more equations than solutions, this means that, in general, we
have no solutions.
We want to make sure that the system of p equations with 3 unknowns has, in
general, no solutions. Thus, we need to make sure that p > 3.
Final explanation. We have concluded that the number of parameters p
needed to adequately describe human perceptions should be larger than 3: p > 3.
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On the other hand, as we have mentioned, the smaller the number of parameters, the better – because we will able to process data faster. Of all the
integers p which are larger than three, the smallest is p = 4.
We thus have a desired theoretical explanation of why in many cases, our intuitive perceptions are best described by 4-parametric families. The existence of
this explanation makes us more conﬁdent that the corresponding 4-parametric
family of membership functions is suﬃcient not only in control and image processing, but also in desired educational applications.
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Discussion

Our conclusion that intuitive perceptions are best described by 4-parametric
families is not limited to fuzzy techniques. Let us give two more examples.
Probability theory. In probability theory, one of the known ways to describe
a probability
distribution with probability density ρ(x) is to list its moments
∫
Mk = xk · ρ(x) dx of arbitrary orders k = 1, 2, . . .
• Theoretically, we may need moments of 5-th, 6-th, etc. orders.
• In practice, however, the overwhelming majority of applications use only
the ﬁrst four moments; see, e.g., [13].
The above argument explains why the ﬁrst four moments M1 , M2 , M3 , and M4
are suﬃcient – and why fewer moments are not always suﬃcient.
Physics. In physics, when we have a non-linear dependence, we often expand
it in Taylor series
f (x) = a + b · (x − x0 ) + c · (x − x0 )2 + d · (x − x0 )3 + . . . ,
where

1
1
· f ′′ (x0 ), d =
· f ′′′ (x0 ), . . .
2!
3!
and keep only the ﬁrst few terms in this expansion. In many cases, a 2parametric linear approximation f (x) ≈ a + b · (x − x0 ) is good enough. In
other cases, we need a 3-parametric quadratic approximation
a = f (x0 ), b = f ′ (x0 ), c =

f (x) ≈ a + b · (x − x0 ) + c · (x − x0 )2
or even a 4-parametric cubic approximation
f (x) ≈ a + b · (x − x0 ) + c · (x − x0 )2 + d · (x − x0 )3 .
• Theoretically, we can envision situations in which higher order terms are
also needed.
• However, in the overwhelming majority of applications, it is suﬃcient to
use a cubic approximation – corresponding to a 4-parametric family; see,
e.g., [2].
Again, the above argument explains why this is the case.
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