An explicit, computationally efficient, recursive formula is presented for computing the normal form and center manifold of general n-dimensional systems associated with Hopf bifurcation. Maple program is developed based on the analytical formulas, and shown to be computationally efficient, using two examples.
Introduction
The second part of Hilbert's 16th problem is to decide an upper bound for the number of limit cycles in a planar polynomial vector filed of degree n; it is very complicated. The particular version of this problem is to estimate the number M (n) of small limit cycles bifurcating from a singular point; it is still very difficult. Only for the quadratic case, Bautin [1952] proved M (2) = 3. For n > 2 this problem is still open. More recent new progress can be found in [Li, 2003] .
For general n-dimensional systems, two of the useful tools in the study of stability and bifurcations near singular points are center manifold theory and normal form theory. The center manifold theory can be applied to reduce the dimension of the state spaces which need to be considered when some eigenvalues of the linearization have zero real part. The basic idea of normal form theory is to transform the original system to a simpler one which keeps the topological structure of the original system around the singular point. Most developments in this direction for the past three decades can be found in [Guckenheimer & Holmes, 1993; Nayfeh, 1993; Chow et al., 1994] .
Since computation of normal forms is very involved and time consuming, in particular, for higher-order normal forms, computer algebra systems such as Maple, Mathematica, must be used. Several efficient methodologies for computing normal forms have been developed in the past decade (e.g. see [Yu, 1998 [Yu, , 2003 Giné & Santallusia, 2001] ). explicit recursive formulas for simultaneously computing the center manifold and normal form of a given general system, which is available for the first time in the literature.
Main Result
Consider a system of differential equations of the form, y = Ay + G(y), y ∈ R n , G(y) :
where G(0) = 0, D y G(0) = 0, and it is assumed, without loss of generality, that the matrix A has eigenvalues i, −i, λ 1 , . . . , λ k 1 , λ k 1 +1 , λ k 1 +1 , . . . , λ k 1 +k 2 , λ k 1 +k 2 . Here λ 1 , . . . , λ k 1 are nonzero real numbers, and λ k 1 +1 , . . . , λ k 1 +k 2 are complex numbers with nonzero real part, and 2 + k 1 + 2k 2 = n. Then, there exists a linear transformation,
such that (1) can be transformed intȯ
with x 2 = x 1 , where
. Then, Eq. (2) can be written aṡ
Note that the second equation of (3) is a complex conjugate of the first equation.
The center manifold of (3) may be defined in the form of
which satisfies
Then, the differential equations describing the dynamics on the center manifold are given bẏ
Next, introduce the transformation, given by (u, u) where
Let h(u, u) = H(q(u, u), q (u, u) ) and q(u, u), q(u, u) , h(u, u)).
Then we have the following equations
Solving (7) order by order, we obtain the center manifold and the normal form as well as the associated nonlinear transformation. Suppose for k ≥ 0,
We have the following result.
Theorem 1. For the differential system (3), the recursive formulas for the coefficients of the center manifold (4) and the normal form (6) are given as follows: for s ≥ 2, 0 ≤ j ≤ s, ] . We divide the proof in three steps, which can also be served as the guidelines for developing programs using a computer algebra system.
Step 1. Denote
In this step, we derive the formula forh
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where q 0,0
Step 2.
In this step, we derive the formula for a s
if m ≥ 1. Using the same method for computing q
where 0 ≤ j k ≤ s k , for any 1 ≤ k ≤ n, and the indexs satisfies that
Step 3. Denote
In this step, we derive the formulas for C s 1,j and C s r,j , 0 ≤ j ≤ s. Note that 
For the first term in the last expression above, if j = 1, then m = 1 and j − m = 0. So, we obtain
Therefore, for s ≥ 4, 0 ≤ j ≤ s, comparing the above equation with (10) we have
Finally, from the left-hand side of (7), we obtain
and similarly,
Substituting (6), (9)- (12) into (7) completes the proof of Theorem 1.
The Maple program developed using the above formulas is given in Appendix for the convenience of readers.
Application
In this section, we present two examples to demonstrate the computational efficiency of the method developed in the previous section. We apply the obtained formulas to compute the normal forms for these two examples, and compare the computational efficiency with existing programs. The Maple program developed in this paper (see the source code in Appendix) and the Maple program given in [Yu, 1998 ] are executed on a desktop machine with CPU 3.4 GHZ and 32 G RAM memory for a comparison. We have tested a number of systems and found that in general (in particular, more terms involved in the system) the method and program developed in this paper are better than the perturbation method as well as the program developed in [Yu, 1998] . Only in some special cases the situation is reversed.
In the following, for the first example, we show how to use the normal form to determine the maximum number of small amplitude limit cycles bifurcating from a focus point, as well as the maximum number of critical periods of periodic solutions in the neighborhood of the critical point. For the second example, we focus on the comparison of computational efficiency with existing programs, and show that the recursive formulas and Maple program obtained in this paper are superior to other methods.
A five-dimensional dynamical system
The first example is a general five-dimensional dynamical system involving a number of constant parameters, given bẏ
where the a i , i = 0, 1, 2, . . . , 8 are real numbers. The system has an equilibrium at the origin, and its linear part is in the Jordan canonical form, with eigenvalues, a 0 ± i, −1 and −1 ± i, indicating that the origin undergoes a Hopf bifurcation at the critical point a 0 = 0. For system (13), we compute the normal form up to 17th order, given in polar coordinates as follows:
where r and θ represent the amplitude and phase of motion, respectively; v k is usually called the kth order focus value. The coefficients v 0 and t 0 are obtained from the linear analysis. For system (13), v 0 = a 0 and t 0 = 0. The first equation of (14) can be used to determine the bifurcation of limit cycles near the origin and their stability, while the second equation of (14) can be used to determine the frequency of the limit cycles. The coefficients obtained from the output of the computer program are 
where the lengthy expressions for v 4 , t 4 , etc. are omitted here for brevity.
To determine the maximum number of small amplitude limit cycles bifurcating from the origin, one may solve the polynomial equations v 1 = v 2 = · · · = 0 for the parameters a i . Suppose one can
, then one can conclude that at most k limit cycles may bifurcate from the origin. Moreover, by properly perturbing the parameters a i , one can obtain k small amplitude limit cycles in the vicinity of the origin. Now, suppose under certain conditions the origin of system (13), restricted to the center manifold, becomes a center, we can then study the critical periods of the periodical solutions around the origin. The procedure is similar to that of finding the maximum number of limit cycles, as described as follows. Let h = r 2 > 0 and
Then, the second equation of (14) can be written as dθ = (1 + p(h))dt. Let the period of motion be T (h). Then, integrating this equation on both sides from 0 to 2π yields 2π = (1 + p(h))T (h), which in turn results in
Now, the local critical periods are determined by
(1+p(h)) 2 = 0. Thus, for 0 < h 1 (meaning that we consider small limit cycles), the local critical periods are determined by
Then, similar to the above discussion in determining the maximum number of limit cycles, we can find the sufficient conditions for the polynomial p (h) to have maximal number of zeros. If 
It can be shown that besides the common factor in v 5 and v 6 , the only possible parameter values for v 5 = v 6 = 0 are a 5 a 7 = a 3 a 6 = 0, which are obviously not allowed. This suggests that there exist parameter values such that v i = 0, i = 0, 1, . . . , 5, but v 6 = 0. Therefore, for system (13), we can at most have six small amplitude limit cycles bifurcating from the origin. To find the parameter values such that v 5 = 0, we may set a 5 = a 6 = a 7 = 1 and then solve an equation from v 5 = 0 for a 3 , yielding four real solutions. Choosing one of them, we have the following set of critical values: 
leading to six small limit cycles. Next, we consider critical periods of periodic solutions near the origin. To do this, we first need to find the conditions under which the origin is a center, restricted to the center manifold. There are a number of such conditions. Here, we consider one satisfying (13) does not have critical periods near the origin; it is either monotonically increasing for a 2 > 0 or decreasing for a 2 < 0. When a 2 = 0, the origin is a isochronous center.
A three-dimensional competitive Lotka-Volterra system
In this section, we consider a three-dimensional competitive Lotka-Volterra system, described by the following differential equations: 2, 3, (20) where x i represents the population of ith species, and the coefficients take positive real values, r i > 0, a ij > 0, i, j = 1, 2, 3. Over the last twenty years, a number of articles concerning the bifurcation of limit cycles for system (20) have been published (e.g. see [Hofbauer & So, 1994; Lu & Luo, 2002; Gyllenberg et al., 2006; Gyllenberg & Yan, 2009] ). Particularly, for system (20) four limit cycles were found by Gyllenberg and Yan [2009] , using appropriate parameter values. These four limit cycles include three small amplitude limit cycles, proved by using focus value computation, and one large limit cycle, shown by constructing a heteroclinic cycle. In this section, we consider the Hopf bifurcation emerging from an interior singular point and use the normal form (or focus values) to study the maximum number of limit cycles bifurcating from this point. It is noted that system (20) has a total of 12 parameters. Since we are interested in the limit cycles bifurcating from an interior equilibrium solution of system (20), we, without loss of generality, may assume that E = (1, 1, 1) is the equilibrium solution, which yields r i = 3 j=1 a ij and reduce the number of parameters to nine. Taking the translation x i → x i + 1 such that the equilibrium solution is moved to the origin, we havė
The Jacobian of system (21) at x = 0 is the matrix A = (−a ij ), which has the characteristic polynomial . Thus, only six parameters a ij , i = 1, 2, j = 1, 2, 3 are left for determining the focus values. In general, we might be able to find the parameter values satisfying v 1 = v 2 = · · · = v 6 = 0, but v 7 = 0, and thus seven small limit cycles may be found in the vicinity of the equilibrium solution. If, in addition, there exists a large limit cycle near the heteroclinic loop, then the maximum number of limit cycles becomes eight. To apply the Maple program, we first need to put the linear part of system (20) in Jordan canonical form. To achieve this, introducing the linear variable transformation x → Tx, where into system (21) yields the following system:
where T = −(a 11 + a 22 + 1) and q i (x), i = 1, 2, 3 are quadratic homogenenous polynomials, given in the form as
where the coefficients b ijkl 's are lengthy expressions in terms of the original six coefficients a ij , i = 1, 2; j = 1, 2, 3. We have executed the Maple program developed in this paper and that given in [Yu, 1998] on the desktop machine to obtain the following results. For the Maple program given in [Yu, 1998] , it took 251 min CPU time and 12.35 GB Ram memory to get the focus values up to third order; while for the program developed in this paper, it only took 31 min CPU time and 3.86 GB Ram memory to get the focus values up to fourth order. This clearly shows that the recursive formulas derived and Maple program developed in this paper are more computationally efficient for higher-order normal forms than that given in [Yu, 1998] , though the program in [Yu, 1998 ] was proved computationally efficient, in particular, for lower-order normal forms. In order to get higher-order focus values of system (23), we need a more powerful machine with higher memory. The first focus value obtained from the computer output is It can be seen that the number of terms increase very rapidly as the order of the focus values increase. Moreover, when the original parameters a ij are substituted into these expressions, they even have more terms. Thus, finding possible values of the six parameters a ij > 0, i = 1, 2; j = 1, 2, 3 such that v j = 0, j = 1, 2, . . . , 6, but v 7 = 0, is very difficult and challenging. It not only needs power computer systems (high speed with large memory), but also needs efficient polynomial solvers implemented with a computer algebra system such as Maple.
Conclusion
In this paper, we have derived explicit recursive formulas for computing normal forms and center manifold of general n-dimensional dynamical systems associated with Hopf bifurcation. Maple program has also been developed, which is convenient in application. Two examples are presented to show that the method and program developed in this paper are computationally efficient.
