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Abstract. Automatic annotation of anatomical structures can help simplify work-
flow during interventions in numerous clinical applications but usually involves
a large amount of annotated data. The complexity of the labeling task, together
with the lack of representative data, slows down the development of robust so-
lutions. In this paper, we propose a solution requiring very few annotated cases
to label 3D pelvic arterial trees of patients with benign prostatic hyperplasia.
We take advantage of Large Deformation Diffeomorphic Metric Mapping (LD-
DMM) to perform registration based on meaningful deformations from which
we build an atlas. Branch pairing is then computed from the atlas to new cases
using optimal transport to ensure one-to-one correspondence during the labeling
process. To tackle topological variations in the tree, which usually degrades the
performance of atlas-based techniques, we propose a simple bottom-up label as-
signment adapted to the pelvic anatomy. The proposed method achieves 97.6%
labeling precision with only 5 cases for training, while in comparison learning-
based methods only reach 82.2% on such small training sets.
1 Introduction
The automatic annotation of tree-like structures has many clinical applications, from
workflow simplification in cardiac disease diagnosis ([1], [5], [7], [26]) to intervention
planning in arterio-venous malformations ([3], [10], [21], [25]) and lesion detection in
pneumology ([8], [11], [14]). This task is particularly important in the context of inter-
ventional radiology, where minimally invasive procedures are performed by navigating
small tools inside the patient’s arteries under X-ray guidance. For example, benign pro-
static hyperplasia symptoms can be reduced by embolizing arteries feeding the prostate
to reduce its size [19].
Identifying the correct arteries to treat during the procedure - along with their neigh-
bours - is crucial for the safety of the patient and the effectiveness of the treatment.
However, this task is very challenging because of the arterial tree complexity and its
topological changes induced by frequent anatomical variations. Having a large repre-
sentative annotated database is also a challenge, especially in medical imaging where
the sensitivity of the data and the difficulty to annotate slow down the development of
learning based techniques [13]. In this context, solutions to the tree labeling problem
should ideally work from a limited number of annotated samples.
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Learning-based labeling With the prevalence of machine learning, many articles ad-
dress the problem of automatic anatomical tree labeling by extracting features from the
tree to feed a learning algorithm that predicts labels probabilities. Authors of [11] and
[1] first proposed Gaussian mixtures models to learn from branch features (geometrical
and topological) and predict the label probabilities. In [1], labels are assigned follow-
ing clinical a priori defining a set of rules. In [14], k-Nearest-Neighbours predicts label
probabilities that are used in a bottom-up assignment procedure, searching through all
the existing branch relationships in the training data. Since numerous features leads to
high dimensional space, such techniques often show poor generalization capacity.
To reduce dimensionality, boosting algorithms and tree classifiers are used in [12],
[16] and [21] to select the most discriminant features. Assignment procedure is en-
riched by topological rules to improve coherence along the tree, instead of consider-
ing branches independently. Label assignment was further refined in [10] and [25] by
adding a Markovian property - each branch label depending on its direct neighbours
- with Markov chains parameters learned during training. Such assignment strongly
depends on the database size and the task complexity in term of anatomical variability.
While previous articles had access to limited size databases (around 50 cases), au-
thors of [26] trained a recurrent neural network preserving the topology of the coro-
nary tree on a database composed of 436 annotated trees. The labels predictions rely
on a multi-layer perceptron and a bidirectional tree-structural long short-term memory
network. This interesting approach using deep learning for vessel classification is less
common because it requires a lot more training data to be able to capture the anatomical
variability.
Atlas-based labeling Contrary to learning-based techniques, atlas-based ones can of-
fer robust annotation even with few annotated cases ([26]). An atlas is defined as a
reference model that can be built from prior knowledge ([3], [5]) or from an available
annotated database ([4], [7], [8]). Most of the atlas-based methods follow a four steps
framework: the choice of the atlas, the registration onto the target, the estimation of the
labels probabilities and finally the assignment. In [7], authors focused on the annotation
procedure, relying on previously established atlas and a manual registration. Labeling
is done through a branch-and-bound algorithm extending the best partial labeling with
respect to a function designed to compare observations to the atlas.
Later in [4], label probabilities are computed at the level of branches by a voting
procedure, each point along a branch voting for a label. This solution can adapt to
missing branches but still does not guarantee anatomical consistency of the labeling
along the tree and is not robust to topological variation with respect to the atlas. To
take this variability into account [3] proposes to create one atlas per known topology in
the anatomy of interest, an interesting approach if the number of anatomical variants is
limited. Similarly [5], [8] use multi-atlas approaches, taking advantage of a distance to
the atlas that quantifies topological differences. In [5], the reference case is selected as
the best example in a training set following a leave-one-in cross-validation design.
While a lot of advanced methods have been proposed for medical structure regis-
tration [23], few efforts have been made to use advanced deformation models in the
context of vascular tree labeling [15]. In our work, we propose an atlas-based algorithm
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Fig. 1: The proposed atlas-based vascular tree annotation pipeline.
illustrated in Fig. 1 relying on state of the art LDDMM to build the atlas and estimate
realistic deformations. It is combined with an Optimal Transport based matching, to
compute a relevant assignment between atlas and target branches. In the end, to handle
the topological changes between the atlas and the target, a bottom-up label assignment
is performed to achieve optimal results for our pelvic vasculature labeling problem.
2 Method
Let a labeled vascular tree T = ({(Bα, lα)}α ,M) be a set of branches Bα labeled
lα ∈ N with connections to other branches stored in an adjacency matrix M . Two
labeled branches (Bα, lα) and (Bβ , lβ) are connected if Mα,β = 1. Each branch Bα
is a polygonal curve composed of ordered points Bα[k] ∈ R3 representing a vessel
centerline. We also denote {qi}i the unordered set of all points Bα[k] of the tree for all
indices α and k.
The Large Deformation Diffeomorphic Metric Mapping framework We compute
the deformation ϕ of a source shape S (in our case the atlas, a centerlines tree) onto a
target shape T using LDDMM. This state of the art framework, detailed in [27] (chap-
ters 8 to 11), allows to analyze differences between shapes via the estimation of invert-
ible deformations of the ambient space that act upon them. In practice, the diffeomor-
phism ϕ is estimated by minimizing a cost function J (ϕ) = E(ϕ)+A(ϕ(S), T ) where
E is the deformation cost, and A is a data attachment term that penalizes mismatch be-
tween the deformed source ϕ(S) and the target T . We chose the Normal Cycles model
proposed in [22] as data attachment since it has shown good results at areas of high
curvature and singular points as bifurcations or curves endpoints.
The deformation map ϕ : R3 → R3 is defined as the solution at time t = 1 of
a flow equation ∂tφ(t, x) = v(t, φ(t, x)) with initial condition φ(0, x) = x, where
v(t, ·) are time varying vector fields assumed to belong to a Hilbert space V , ensuring
regularity properties. As shown in [17], in a discrete setting, denoting xi, i ∈ [1, ..., nS ]
the discretization points of the source shape, one may derive optimality equations that
must be satisfied by the trajectories qi(t) = φ(t, xi) when considering deformations
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that minimize the cost function. These equations take the following form:
p˙i(t) = −1
2
∇qi(t)
 nS∑
j=1
nS∑
l=1
〈pj(t) , KV (qj(t), ql(t))pl(t)〉

q˙i(t) =
nS∑
j=1
KV (qi(t), qj(t))pj(t)
(1)
where pi(t) are auxiliary dual variables called momenta. They correspond to geodesic
equations with respect to a specific Riemannian metric, written in Hamiltonian form.
The deformations are then fully parametrized by the set of initial momenta (pi(0))i ∈
R3nS .
To model deformations, we define the kernel to be a sum of Gaussian kernels
KV (x, y) =
∑
s exp
(−‖x− y‖2 / (σ0/s)2), where s ∈ [1, 4, 8, 16] and σ0 is half
the size of our vascular trees bounding box. This multi-scale approach was introduced
by [20]. Normal Cycles also require to choose specific kernels; we take a sum of con-
stant and linear kernels for the spherical part and a Gaussian kernel for the spatial part,
at two scales σ0 and σ0/4, using the output (pi(0))i of the optimization process at scale
σ0 as initialization of the optimization at scale σ0/4.
Building the atlas In the context of vascular tree labeling, the tree topology can be
highly variable (in our database we have one topology every two cases). Trying to build
atlases that take into account these variations is unrealistic. Yet we still want the auto-
matic annotation to be robust to the choice of the reference case.
The LDDMM framework allows to derive methods for computing such atlases.
More precisely, the optimal deformations generated by LDDMM are fully parameter-
ized by the initial momenta, and their representation in the Euclidean spaceR3nS allows
to perform classical linear statistics. Following [24], in order to build the atlas we se-
lect one available annotated case and compute its deformations onto a set of N targets
(the selected case included). These registrations provide a collection of initial momenta
{(pki (0))i , k ∈ [1, ..., N ]}. The reference case is selected using a leave-one-in method
as in [5] with respect to the labeling procedure. The atlas is then obtained by shoot-
ing via geodesic equations to deform the selected case along the average of the initial
momenta pi(0) = (1/N)
∑
k p
k
i (0). This procedure does not require the targets to be
annotated, and seems suited to build an atlas of the whole database.
In addition it can be iterated by replacing the selected case with the deformed one.
We refer to LDDMM-k for the k-th iteration of the atlas construction. Consequently
LDDMM-0 refers to the case of using the reference case directly as an atlas. As illus-
trated in Fig. 2 the atlas converges along the iterations to an average position represen-
tative of the set of targets. Through this spatial normalization, we limit the sensitivity to
the choice of the initial case as atlas. To illustrate the impact of LDDMM-k on the label-
ing, we chose a simple assignment procedure described in [4]: each point of the target
tree votes for the label of its closest point in the labeled atlas. Then, we compute the vote
per branch BTβ in the target: pi(B
T
β , l) = Card({qTi ∈ BTβ , lˆ(qTi ) = l}) / Card(BTβ ).
This label probability estimation does not guarantee anatomical consistency and deeply
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relies on the registration. Additionally, each point vote is independent from the others,
allowing to characterize the quality of the registration from a labeling point of view.
Optimal Transport for a better assignment During the LDDMM atlas construction
and registration, each tree is seen as one shape. Consequently, there is no assumption
over branch matching and topological changes. In order to provide a relevant label
assignment that takes the mutual information into account we propose to use Opti-
mal Transport. It is convenient to compute the optimal one-to-one assignment between
branches of the deformed source and the target with respect to a given distance.
Based on the work of [9], each branch is re-sampled with 20 points and the distance
matrix D between each branch Bϕ(S)α and BTβ is given by: Dα,β = ‖Bϕ(S)α −BTβ ‖R3d .
We tried different numbers of points d per branch ranging from 20 to 500 with no sig-
nificant impact over the matching results. Considering that our problem is of limited
size (17 branches per tree), a simple Kuhn-Munkres algorithm (also called Hungarian
algorithm) was used to compute the assignment solution. It consists in finding mini-
mum weight matching in bipartite graphs by minimizing the function
∑
α,β Dα,β .Xα,β
with (Xα,β) ∈ {0, 1}17·17 the output boolean matrix with 1 if the branchesBϕ(S)α is as-
signed toBTβ , 0 otherwise. To be consistent with the alternative simple label probability
estimation of our LDDMM-k pipeline, we similarly define here pi(BTβ , l
S
α) := Xα,β ,
although these ”probabilities” are always 0 or 1 in this case. This assignment process
is complementary to the LDDMM-k process since it focuses on assignment between
branches while LDDMM-k focuses on the atlas construction and the registration. We
will call this pipeline LDDMM-k+OT. We will also experiment the Optimal Transport
assignment without any registration (i.e. taking ϕ = id), which we denote OT.
Label assignment post-processing A first label assignment procedure directly takes
the highest label probability for each branch: lˆ(BTα ) = argmaxl(pi(B
T
α , l)), pi being
the output of the OT procedure or the voting probabilities estimation. This direct as-
signment is not based on a priori knowledge and directly reflects the performance of the
prediction methods.
In practice, the vessels are labeled by the expert accordingly to the anatomy or area
they irrigate [2]. In the application to pelvic vascular tree, when two branches of dif-
ferent labels share a parent, this parent is called ”Common Artery”. This is the only
clinical a priori we introduce in the method. To limit the effect of the topological vari-
ations between the atlas and the target, we propose a bottom-up assignment procedure:
first for all BTα leaf of T , lˆ(B
T
α ) = argmaxl(pi(B
T
α , l)) then recursively every parent
branch BTα is assigned a label with the rule:
lˆ(BTα ) =
{
l if lˆ(BTβ ) = l for every branch B
T
β child of B
T
α
0 (i.e.”Common Artery”), otherwise.
This recursive assignment procedure, although specific to this anatomy, is quite adapt-
able. In fact, in most of the structured tree-shaped anatomies (coronary [1], [5], airway
tree [14], pelvic [2]) the branches names are also conditioned by the leaves labels. When
two arteries of different labels share a common parent, this parent is either unnamed (as
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(a) (b)
(c)
Fig. 2: Building atlases via LDDMM registration. The colors represent the ground truth
labels. (a) The initial trees; (b) Reference atlases at LDDMM-1 (c) Precision of one atlas
over LDDMM-k iterations.
in our application), or named by a convention provided by the experts. The latter situa-
tion corresponds to additional conditions (as in [14]) during the assignment.
3 Results
We conducted experiments on a dataset of 50 pelvic vascular trees corresponding to
43 different patients, some trees being the left and right vasculature of a single patient.
The centerlines composing the vascular tree are constructed from 3D volumes (injected
Cone Beam Computed Tomography). While the entire vascular tree is composed of
up to 300 different branches, we manually extracted a simplified tree composed of the
main arteries documented in the literature [2]. This allowed us to reduce the problem
to the annotation of a 17-branches binary tree that corresponds to the typical size of
trees found in the literature [5], [25]. The selected arteries of interest are: the prostatic,
the superior vesicle, the obturator (2), the pudendal, the inferior gluteals (2) and the
superior gluteals (2). Unlabeled branches in the tree correspond to proximal common
portions of the arterial tree that we label ”common” arteries for a total of 7 labels. This
simplified representation still captures the anatomical variability described in [2], as we
found 28 different tree labels arrangements among the 50 cases with high variability
of branch shapes and positions as is illustrated in Fig. 2. Registrations are computed
with the library KeOps [6] allowing fast GPU computing and automatic differentiation
through PyTorch ([18]) backends. The optimization of the functional J is performed
using Limited-memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) algorithm. In
Fig. 2 (c) we plot the precision of the LDDMM-k at each iteration k.
A first experiment was carried out to illustrate the contributions of the atlas con-
struction on the labeling of the database. We computed LDDMM-0 (pure registration)
and LDDMM-1 (atlas construction) by registering each of the 50 available cases onto
the others. It is illustrated in Fig. 2 (a,b). The average precision of one reference case
used in LDDMM-0 to annotate the 49 other trees is 93.3%(±3.5) when associated to
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(a)
(b)
Fig. 3: (a) Comparison of the performance according to the training set size. (b) Box
plot at training size 10% (5 cases).
bottom-up assignment and 84.2%(±4.4) using direct assignment. This drop of perfor-
mance illustrates the sensitivity of atlas-based methods to the choice of the atlas in the
first place. The bottom-up assignment post processing allows to overcome this sensitiv-
ity: we use it in the rest of the experiments. We then select one of the worst cases in the
database regarding LDDMM-0 labeling performance and iteratively build the new atlas
following the LDDMM-k procedure.
We can see that performance improves with iterations, which indicates that the atlas
gradually captures the database variability: it allows a better registration hence a bet-
ter label assignment. This single-case solution allows to annotate the 49 cases of the
database with a precision reaching 98.9%(±0.33) while being one of the worst with
LDDMM-0. It must be pointed out that the atlas construction did not rely on any other
annotated case than the one initially selected. We also computed LDDMM-1 using each
tree as reference case and obtained an average score of 96.8%(±0.34), improving the
average precision by 3.5%. In addition the standard deviation for LDDMM-1 confirms
that iterating to build an atlas makes the LDDMM-k method robust to the initial choice
of the atlas. In Fig. 2 (c) we observe that one iteration of the atlas construction is enough
to greatly improve the labeling of the entire database, then the performance slowly in-
creases until iteration 4. Therefore, and to limit the computational cost, we chose to use
LDDMM-1 for the rest of the experiments.
To demonstrate that atlas based techniques described in Sec. 2 perform well com-
pared to learning based ones in case of small size database, we implemented two classi-
fication algorithms working on branch features, KNN and XGboost, inspired from the
work of [14] and [25]. To be close to the work of [14] and [16], each branch is rep-
resented by a vector composed of 28 branch features such as direction, length or geo-
metrical characteristics of the centerline curves, and 13 tree features involving branch’s
relationships to the root and to its children to introduce topological information. These
features are listed in the complementary material. Tuning the XGBoost parameters had
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no impact so we kept parameters provided in [25]. We performed 8-neigbours KNN in
the space of the 10 most informative features selected by XGboost.
To compare all methods, precision has been evaluated using a cross-validation over
the 50 cases with a training set and test set of varying size: from 2% (1 case) to 80%
(40 cases) of the total dataset. While the notion of cross-validation is well defined for
learning-based techniques, in the case of atlas-based methods, it follows the leave-one-
in procedure described in Sec. 2 to select the best atlas among the training data. This
case is then used to annotate the test set.
For each method we used the assignment technique giving the highest precision
(direct assignment for training-based methods and bottom-up for atlas-based ones).
Results are presented in Fig. 3. As expected, under 20% of training data (10 cases)
precision of learning-based methods drastically drops. KNN is outperformed by other
approaches, and XGBoost seems to asymptotically reach the atlas-based performances.
On the other hand the atlas-based methods with bottom-up assignment perform with
very little influence of the size of the training set.
Despite topological variations, the LDDMM-1 approach generates meaningful reg-
istrations showing good results when coupled with bottom-up assignment. OT also
gives relevant branch matching that provides the same level of performance with the
bottom-up assignment. Consequently LDDMM-1+OT with the bottom-up assignment
have the best results, particularly in the case of small training sets. We illustrate in
Fig. 3 (b) the performances of atlas-based methods for only 5 cases in the training set
(Confusion matrices for this setting are provided in the complementary material). The
results of LDDMM-1+OT are significantly better than each method taken independently
with an average 97.6%(±0.97) precision.
4 Conclusion and perspectives
We have proposed an atlas-based labeling method allowing to annotate a database with
a 97.6% average precision using only 5 cases as training data. This level of preci-
sion isn’t achieved by learning-based approaches even with 8 times more training data.
Our method takes advantage of the LDDMM realistic deformations to build a mean-
ingful atlas and register it onto the cases to annotate. Optimal Transport computes a
global branch matching that, combined with a bottom-up label assignment, provides
an anatomically consistent labeling. The bottom-up assignment procedure allows to
tackle the anatomical variations that usually degrades atlas-based methods precision.
This procedure may be specific to pelvic anatomy, however we believe it could be eas-
ily adapted to other ones ([1], [2], [14]). In addition, the LDDMM framework allows
to perform statistics over deformations that could be exploited to generate new realistic
data or to detect anomalies. In further work we would like to extend our method to more
complex cases such as missing labels or branches. In this perspective a promising lead
would be to take topological changes into account as in [8] for both the deformations
and the data attachment.
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1Branch Features Dimension
Length 1
End-points distance 1
Main direction 3
End-points direction 6
Average and standard deviation of the
curvature
2
Invariant moments 3
Covariance matrix’ eigen-values and -vectors 12
Table 1: Branch features extracted for learning-based methods
Tree Features per branch Dimension
Number of descendant 1
Ratio between average radius and parent
branch average radius
1
Average and standard deviation of the average
radius ratio between branch and children
2
Average and standard deviation of children
root to end vectors
6
Root-to-branch-barycentre vector 3
Table 2: Tree features extracted at the branch level for learning-based methods
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Fig. 1: 10-fold cross validation at training set size of 5 cases, label confusion matrices
(a) OT (b) LDDMM 1 (c) LDDMM 1 + OT (d) XGBoost.
