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ABSTRACT
A computational optimization-based approach for designing
fixed-order controllers through robust pole placement for un-
certain (interval) linear time-invariant SISO plants is pre-
sented. The design objective is the minimization of the over-
all deviation from the desired performance for the closed-
loop system, as specified by a polytope of characteristic poli-
nomials. The robust pole placement design problem is as-
sociated with the solution of an interval Diophantine equa-
tion, whose basic properties are analysed. Robust pole place-
ment controllers are viewed as inner solutions of the interval
Diophantine equation. Simple and computationally efficient
characterizations of the set of all robust pole placement con-
trollers are then obtained and some of its geometric proper-
ties discused. Several aspects of the design of robust con-
trollers by Interval Analysis are integrated into a linear goal
programming formulation, which can incorporate addicional
constraints on the controller parameters. Examples illustrate
the main characteristics of the proposed approach.
KEYWORDS: Controller design, pole placement, uncertain
systems, robust control, goal programming, interval analysis,
linear programming.
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RESUMO
É apresentada uma abordagem computacional baseada em
otimização para o projeto de controladores de ordem fixa
através de alocação robusta de pólos para plantas lineares e
invariantes no tempo, SISO, com incertezas do tipo interva-
lar. O objetivo do projeto é a minimização do desvio total
do desempenho desejado para o sistema em malha fechada,
especificado por um politopo de polinômios característicos.
O problema de projeto por alocação robusta de pólos é as-
sociado à solução de uma equação Diofantina intervalar, cu-
jas propriedades básicas são analisadas. Controladores por
alocação robusta de pólos são vistos como soluções internas
da equação Diofantina intervalar. Caracterizações simples e
computacionalmente eficientes do conjunto de todos os con-
troladores por alocação robusta de pólos são então obtidos e
algumas das suas propriedades geométricas discutidas. Vá-
rios aspectos do projeto de controladores robustos por Aná-
lise Intervalar são integrados a uma formulação de programa-
ção alvo linear, que também pode incorporar restrições adi-
cionais aos parâmetros do controlador. Exemplos ilustram as
principais características da abordagem proposta.
PALAVRAS-CHAVE: Projeto de controladores, alocação de
pólos, sistemas incertos, controle robusto, programação alvo,
análise intervalar, programação linear.
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1 INTRODUÇÃO
O PROBLEMA de projeto de controladores para sistemas li-
neares e invariantes no tempo, destinados a garantir respostas
transiente e de estado estacionário satisfatórias em malha fe-
chada, tem uma solução prática através dealocação de pólos.
A técnica é baseada no fato de que muitas especificações de
desempenho podem ser satisfeitas utilizando-se realimenta-
ção dinâmica da saída para alocar adequadamente os pólos
de malha fechada. Uma extensão do problema clássico de
alocação de pólos é o problema de alocação regional de pó-
los, cujo objetivo é alocar os pólos de malha fechada em uma
região adequada do plano complexos. O problema de alo-
cação regional de pólos é quase sempre tratado em conexão
com o problema mais geral dealocação robusta de pólos,
de acordo com o qual, o controlador robusto deve alocar os
pólos de malha fechada em uma região específica do plano
complexos face a incertezas com respeito ao modelo ma-
temático da planta. Em muitas situações reais, as incerte-
zas se refletem nos parâmetros da planta, o que tem moti-
vado extensos esforços de pesquisa emT oria de Controle
Robusto Paramétrico(Ackermann, 1993), (Barmish, 1994),
(Bhattacharyya et al., 1995).
Neste artigo, plantas incertas são representadas por funções
de transferência próprias com coeficientes pertencentes a in-
tervalos reais. O problema de alocação robusta de pólos é
formulado como o problema de se alocar robustamente os pó-
los de malha fechada em uma região especificada através das
raízes de um polinômio característico intervalar. Condições
semelhantes são adotadas em (Soh et al., 1987), (Rotstein
et al., 1991) e (Keel e Bhattacharyya, 1997a). A aborda-
gem proposta para o problema de alocação robusta de po-
linômios característicos é semelhante às apresentadas em
(Soh et al., 1987) e (Keel e Bhattacharyya, 1999). Em (Soh
et al., 1987), após se caracterizar explicitamente o conjunto
de todos os controladores por alocação robusta de pólos, a
distância de um controlador nominal a este conjunto é mi-
nimizada utilizando-se uma técnica deProgramação Não-
Linear. Um método baseado em sensibilidade aplicado a
um polinômio característico nominal é utilizado para espe-
cificar o polinômio característico intervalar. Em (Rotstein
et al., 1991), a distância a um controlador nominal e o ta-
manho da região de incertezas são relacionados através de
uma técnica de projeto por alocação robusta de pólos ba-
seada emOtimização Semi-infinita. Em (Keel e Bhatta-
charyya, 1997a), alguns desenvolvimentos importantes das
últimas duas décadas na área de controle robusto são empre-
gados para tratar o problema de alocação robusta de pólos
em uma estrutura deProgramação Linear. Em particular, o
Teorema das Arestas(Bartlett et al., 1988) é utilizado para
obter oconjunto de raízesde polinômios intervalares, permi-
tindo especificações de desempenho para o sistema em ma-
lha fechada em termos de critérios comuns no domínio da
freqüência como, por exemplo, taxa de amortecimento e grau
de estabilidade (Bhattacharyya et al., 1995).
O ponto de partida para todas as técnicas por alocação ro-
busta de pólos mencionadas é a técnica de projeto clássica de
alocação de pólos. Como amplamente discutido em (Åström
e Wittenmark, 1997) e (Chen, 1999), entre outros, a solução
do problema clássico de alocação de pólos pode ser reduzida,
sob condições apropriadas, à solução da conhecidaqu ção
Diofantina, cuja versão matricial assume a forma de um sis-
tema linear,Ax = b, na qualA é a matriz de Sylvester
associada a uma dada planta de ordemn, x é o vetor com os
coeficientes de um controlador de ordemr a ser projetado e
b é o vetor com os coeficientes de um dado polinômio carac-
terístico de graun + r. DadasA e b, existe um controlador
x, tal queAx = b se e somente se os dois polinômios que
descrevem a planta foremcoprimoser ≥ n−1. Dois polinô-
mios são coprimos se e somente se ar sultante de Sylvester
associada é não-singular (Chen, 1999).
Este artigo aborda a técnica de projeto de alocação de pó-
los de maneira sistematizada dentro de conceitos e mé-
todos deAnálise Intervalar(Alefeld e Herzberger, 1983),
(Moore, 1979). A motivação é levar em conta possíveis re-
presentações intervalares, tanto para os coeficientes da planta
quanto para os coeficientes do polinômio característico de
malha fechada, o que leva à introdução de umaequação Dio-
fantina intervalar, e propor métodos de projeto de controla-
dores baseados nos conceitos de Análise Intervalar. A versão
matricial da equação Diofantina intervalar assume a forma
de um sistema linear intervalar[A]x = [b], na qual[A] e [b]
são amatriz de Sylvester intervalare o vetor intervalar asso-
ciados a uma dada planta intervalar e a um dado polinômio
característico intervalar, respectivamente. A Análise Interva-
lar tem se tornado útil para lidar com importantes problemas
na área de controle, o que tem se refletido no crescente nú-
mero de publicações sobre suas aplicações emSistemas de
Controle. Em (Jaulin et al., 2001) é apresentada uma dis-
cussão mais detalhada do assunto. A abordagem proposta
é apresentada para sistemas com uma entrada e uma saída,
mas pode ser estendida para sistemas multi-variáveis (Prado
et al., 2004).
Inicialmente, a Seção 2 apresenta a técnica de alocação de
pólos e a caracterização da equação Diofantina. As Seções
3 e 4 abordam técnicas clássicas de projeto por alocação de
pólos para plantas lineares e invariantes no tempo dentro de
uma estrutura deProgramação Alvo. As Seções 5 e 6, são
dedicadas à caracterização, análise e projeto dos controlado-
res robustos como soluções internas de equações Diofantinas
intervalares. Caracterizações simples e computacionalmente
eficientes do conjunto de todos os controladores por alocação
robusta de pólos são obtidas e algumas das suas propriedades
geométricas discutidas. É apresentada uma abordagem com-
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putacional, baseada em otimização, para o projeto de con-
troladores de ordem fixa. Na Seção 7, o uso de Programação
Alvo com coeficientes intervalares (Inuiguchi e Kume, 1991)
permite uma solução substancialmente mais simples para o
problema de alocação robusta do que as apresentadas em
(Soh et al., 1987) e (Keel e Bhattacharyya, 1999), e como em
(Keel e Bhattacharyya, 1999), todos os problemas de pro-
jeto de controladores podem ser reduzidos a problemas de
Programação Linear. O objetivo do projeto é a minimização
do desvio total do desempenho desejado para o sistema em
malha fechada, especificado por um espectro de polinômios
característicos. Finalizando, na Seção 8, após caracterizar
explicitamente um subconjunto convexo de controladores ro-
bustos, o problema de projeto decontroladores não-frágeisé
formulado como umproblema de centralização. Exemplos
numéricos ilustram os principais resultados apresentados.
Notação: Dada uma matriz realA = {aij}, AT denota
a transposta deA e |A| é definida como|A| := {|aij |}.
As matrizes identidade e zero de ordemn são denotadas por
In e 0n, respectivamente. Dadas duas matrizesA e B de
mesmas dimensões, entãoA ≤ B se e somente seaij ≤
bij para cadai, j. Uma matriz intervalar é definida como
[A] = [A−, A+] := {A : A− ≤ A ≤ A+}. As matrizes
centroe raio de [A] são dadas porAc := (A+ + A−)/2
e ∆ := (A+ − A−)/2 (∆ ≥ 0), respectivamente. De
acordo com esta notação,A− = Ac − ∆, A+ = Ac + ∆
e [A] = [Ac − ∆, Ac + ∆]. Definições semelhantes se
aplicam a um vetor coluna intervalar. Em particular,[b] =
[b−, b+] = [bc − δ, bc + δ].
2 ALOCAÇÃO DE PÓLOS E A EQUAÇÃO
DIOFANTINA
O problema de projeto de controladores para sistemas line-
ares e invariantes no tempo, de maneira a garantir respostas
transiente e de estado estacionário satisfatórias em malha fe-
chada, tem uma solução prática através dealocação de pólos.
A suposição básica é que estabilidade e várias especificações
de desempenho podem ser satisfeitas usando-se a realimenta-
ção dinâmica da saída para alocar os pólos de malha fechada
do sistema em posições apropriadas do plano complexos.
Considere o sistema de controle contínuo com realimenta-
ção unitária, linear e invariante no tempo, com uma entrada e
uma saída (SISO:Single-Input Single-Output), representado
na Figura 1.
As funções de transferência de uma dada plantaP (s) de or-
demn, estritamente própria, a ser controlada, e de um con-










− C(s) P (s)
Figura 1: Sistema SISO com realimentação unitária.
nos quais, paran+2 = 0
nP (s) := a1sn + a2sn−1 + . . . + an+1,
dP (s) := an+2sn + an+3sn−1 + . . . + a2n+2,
nC(s) := x1sr + x2sr−1 + . . . + xr+1,
dC(s) := xr+2sr + xr+3sr−1 + . . . + x2r+2. (1)
Inicialmente, assume-se que os coeficientes da planta
(a1, a2, . . . , a2n+2) são precisamente conhecidos. Os parâ-
metros de projeto do controlador (x1, x2, . . . , x2r+2) devem
ser selecionados de maneira que as especificações de desem-
penho, traduzidas em localizações dos pólos do sistema em
malha fechada, sejam satisfeitas com um controlador de me-
nor ordem possível para que o sistema resultante, em malha
fechada, tenha um conjunto den + r pólos desejados. O






dP (s)dC(s) + nP (s)nC(s)
. (2)
O objetivo desta técnica é alocar os pólos deF (s), ou de
forma equivalente, as raízes deF (s). Para um tratamento
completo sobre alocação de pólos, veja por exemplo (Chen,
1999).
O problema de alocação de pólos se resume na solução da
equação Diofantina
dP (s)dC(s) + nP (s)nC(s) = dF (s) (3)
para todos os possíveisdF (s), na qual
dF (s) := (s + p1)(s + p2) . . . (s + pn+r),
:= b1sn+r + b2sn+r−1 + . . . + bn+r+1. (4)
No entanto, ao invés de resolver a equação (3) diretamente,
convém transformá-la num sistema de equações algébricas
lineares. Assim, substituindo-se (1) e (4) em (3) e associando
os coeficientes com as potências semelhantes ems, obtém-se
um sistema den + r + 1 equações lineares da forma
a1x1 + an+2xr+2 = b1,
a2x1 + a1x2 + . . . + an+3xr+2 + an+2xr+3 = b2,
...
an+1xr+1 + an+2x2r+2 = bn+r+1.
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Por conveniência, define-sem := n + r + 1 e q := 2r + 2.
Desta forma, (3) pode ser reescrita como uma equação linear
da forma





























b1 b2 · · · bm
]T ∈ Rm.
A matriz A ∈ Rm×q em (5) é amatriz de Sylvesterassoci-
ada à plantaP (s). Dado que qualquer planta, controlador ou
polinômio característico é unicamente especificado porA, x
oub, os termosplantaA, controladorx e polinômio carac-
terísticob, respectivamente, são também utilizados.
Resultados clássicos sobre alocação de pólos mostram que
existe uma soluçãox para a equação Diofantina (3), se e
somente ser ≥ n − 1 e nP (s) e dP (s) são coprimos.
Se r < n − 1, então não é possível garantir que (3) terá
uma solução para qualquer conjunto desejado de pólos de
malha fechadap1, p2, . . . , pn+r ou, equivalentemente, para
qualquer polinômio característico desejado, especificado por
b1, b2, . . . , bn+r+1.
3 ALOCAÇÃO DE PÓLOS VIA PROGRA-
MAÇÃO ALVO
Nesta seção, a técnica de alocação de pólos é analisada no
contexto daProgramação Alvo(Lordelo e Ferreira, 2002b).
A Programação Alvo é uma metodologia tradicional de pro-
jeto em diferentes áreas da Engenharia (Ignizio, 1982). O
objetivo é obter um controlador de menor ordem possível
que aloque um polinômio característico alvo ou aloque ro-
bustamente polinômios característicos em uma família poli-
tópica de polinômios-alvos. Para um tratamento completo
sobre Programação Alvo como técnica independente veja
(Yu, 1985).
Uma vez que os alvos podem ou não ser atingidos por um
controlador robusto de ordem fixa, uma informação relevante
para o projetista seria que alvo é atingível por um contro-
lador de uma determinada ordem. Ajustes são um aspecto
importante no processo de decisão baseado no conceito de
alvo. Assim, um polinômio característico qualquerb0 é visto
como um alvo, que pode ou não ser atingido por um contro-
lador de uma dada ordemr.
ConsidereA ∈ Rm×q a matriz de Sylvester associada a uma
dada plantaP (s). Os vetores
η :=
[





ρ1 ρ2 · · · ρm
]T






2 · · · b0m
]T
,
no sentido de queAx + η − ρ = b0, comηi ≥ 0, ρi ≥ 0 e
ηiρi = 0 para todoi = 1, 2, . . . , m.
A técnica de projeto por alocação de pólos é então reformu-







αi(ηi + ρi) p
]1/p
x, η, ρ
sujeito a Ax + η − ρ = b0,
η ≥ 0, ρ ≥ 0,
no qualαi > 0, i = 1, 2, . . . , m sãopesosassociados aos
desvios ep ≥ 1, usualmentep = 1, p = 2 oup = ∞. 
O Problema 1 é sempre factível e é reduzido a um programa
linear sep = 1 ou p = ∞, e a um programa quadrático
sep = 2. Como em qualquer formulação de Programação
Alvo, o objetivo é minimizar o desvio total de um alvo pré-
estabelecidob0, que por sua vez deve refletir o desempenho
desejado para o sistema em malha fechada.
Lema 1 Considere(x∗, η∗, ρ∗) qualquer solução ótima do
Problema 1. Entãon∗i ρ
∗
i = 0 para todoi = 1, 2, . . . , m. 
A seguir, é estabelecida uma condição necessária e suficiente
para a existência de um controladorx de ordemr que aloque
o polinômio característico emb = b0, com base no Lema 1.
Teorema 2 Considerev∗p(b
0) o valor ótimo do Problema 1 e
x∗ o controlador correspondente. Entãox∗ aloca o polinô-
mio característico do sistema de malha fechada emb = b0
se e somente sev∗p(b
0) = 0.
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Prova: (Yu, 1985) Considere(x∗, η∗, ρ∗) uma solução
ótima do Problema 1 e definab∗ := Ax∗. Sev∗p(b0) = 0,
entãoη∗ = ρ∗ = 0 e obtém-seb∗ = b0. Sev∗p(b
0) > 0,
ao menos uma variável de desvio é positiva e pelo Lema 1,
o controladorx∗ alocab∗i abaixo ou (ou exclusivo) acima de
b0i , dependendo de qual variável de desvio é positiva.
O Teorema 2 pode ser interpretado em termos da análise
clássica de alocação de pólos. Assim, considereR(A) :=
{b ∈ Rm : b = Ax} o espaço formado por todos os possí-
veis polinômios característicos atingíveis por um controlador
de ordemr. De acordo com o Teorema 2,v ∗p(b
0) = 0 se
b0 ∈ R(A), o que sempre acontece quandonP (s) e dP (s)
são coprimos er ≥ n−1. Sev∗p(b0) > 0, entãob0 ∈ R(A).
Em resumo, o controladorx∗ aloca o polinômio caracterís-
tico emb∗ = b0 + η∗ − ρ∗, eb∗ = b0 seb0 ∈ R(A).
Exemplo 1 Considere a função de transferência da planta de
segunda ordem apresentada em (Soh et al., 1987)
P (s) =
s + 1
s2 − 2.2s− 2.4 .
Deseja-se alocar os pólos de malha fechada em−1 ± j0.7 e
−10. O polinômio característico alvo correspondente é
b0 =
[
1.000 12.00 21.49 14.90
]T
.
Dado que a solução da equação Diofantina é única quando
r = n − 1, o valor ótimo do Problema 1 év∗p(b0) = 0 para
todop ≥ 1 eα > 0. O alvob0 é atingido e o controlador de





que é o mesmo apresentado em (Soh et al., 1987). É inte-
ressante investigar se os pólos dominantes de malha fechada






podem ser alocados usando-se um controlador proporcional,
ou seja,r = 0. Uma análise simples do lugar das raízes
mostra que nenhum ganho proporcional é capaz de realizar
esta tarefa, conforme ilustra na Figura 2. Os dados numéricos
relacionados à solução do Problema 1 parap = 1, p = 2 e
p = ∞ estão resumidos na Tabela 1.
Tabela 1 - Soluções da Programação Alvo.
p vp b
∗ Ganho ξ ωn(rad/s)
1 0.310 (1.000, 1.850, 1.650) 4.05 0.72 1.22
2 0.217 (1.030, 1.848, 1.642) 4.00 0.71 1.28
∞ 0.141 (1.141, 1.859, 1.631) 3.83 0.68 1.20
O fator de amortecimento e a freqüência natural dos pólos
em malha fechada desejados−1.0 ± j0.7 sãoξ = 0.82 e
ωn = 1.22 rad/s, respectivamente.






















Figura 2: Controle proporcional para o Exemplo 1.
Em princípio, nada pode ser dito sobre o desempenho ou
mesmo sobre a estabilidade do sistema em malha fechada
quandov∗p(b0) > 0. Para associar desempenho e estabi-
lidade às soluções do Problema 1, considere a família de
polinômios com coeficientes dentro da bola ponderada pela












na qualβi > 0, i = 1, 2, . . . , m são pesos dados ep ≥ 1. O
conjuntoBp(b0, µ) representa uma bola de raioµ no espaço
lp quandoβ1 = β2 = · · · = βm. Uma bolalp de polinô-
mios Bp(b0, µ) é Hurwitz se e somente seBp(b0, µ) con-
tém somente polinômios Hurwitz, ou seja, polinômios cujas
todas as raízes estiverem no semi-plano esquerdo (aberto) do
planos. A margem de estabilidadelp de um dado polinômio
b0, definida como o maior raioµ para o qualBp(b0, µ) é
Hurwitz, pode ser obtida, por exemplo, através doLugar de
Tsypkin-Polyak(Bhattacharyya et al., 1995). Outros proce-
dimentos têm sido propostos na literatura (Barmish, 1994),
(Bhattacharyya et al., 1995). Uma conexão entre margens de
estabilidade e as soluções ótimas do Problema 1 é estabele-
cida no Teorema 3.
Teorema 3 Assuma queαi = βi, i = 1, 2, . . . , m, e consi-
dereµ∗ o raio máximo para o qualBp(b0, µ) é Hurwitz. Se
v∗p(b0) ≤ µ∗, entãob∗ ∈ Bp(b0, µ∗) e o sistema em malha
fechada associado é estável.
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Prova: A prova reside no fato de queη i + ρi = |bi − b0i |,
para todoi = 1, 2, . . . , m, em quebi é a i-ésima compo-
nente deb = Ax. Conseqüentemente,v∗p(b
0) é a normalp
mínima entreb0 e R(A). Portanto, sev∗p(b0) ≤ µ∗, então
b∗ ∈ Bp(b0, µ∗) e o sistema resultante em malha fechada é
estável. 
O aspecto fundamental do Teorema 3 é quev ∗p(b
0) é uma
medida de proximidade entreb∗ e b0. Também é sabido
que, assumindo-se grau invariante, as raízes de um polinô-
mio variam continuamente em relação aos seus coeficientes
(Barmish, 1994). Portanto, parav∗p(b0) suficientemente pe-
queno, o sistema em malha fechada associado ab∗ será está-
vel e o seu desempenho será semelhante ao especificado por
b0. Sev∗p(b0) for grande o suficiente para invalidar o uso
do controlador correspondente, uma alternativa é considerar
o problema de alocação regional de polinômios característi-
cos. Por simplicidade, todas as formulações de Programação
Alvo seguintes serão apresentadas em termos dep = 1 e
αi = 1, parai = 1, 2, . . . , m.
4 ALOCAÇÃO EM UM POLITOPO
Uma extensão do problema de alocação de pólos pontual,
em que os pólos de malha fechada são alocados em pontos
específicos, é o problema de alocação regional de pólos, cujo
objetivo é alocar os pólos de malha fechada em uma região
adequada do plano complexos. O problema de alocação re-
gional de pólos é quase sempre tratado em conexão com o
problema mais geral dealocação robusta de pólos: o con-
trolador deve alocar os pólos de malha fechada em uma dada
região apesar da existência de incertezas com respeito ao mo-
delo matemático da planta. O problema é encontrarb− eb+
(b− ≤ b+) de maneira que todas as raízes da família de po-
linômios intervalares[b] := [b−, b+] estejam na região de-
sejada para os pólos de malha fechada. Em (Soh et al., 1987),
a determinação de[b] é realizada através de um método base-
ado em sensibilidade. Outra possibilidade envolve o conceito
deconjunto de raízesde uma família politópica. O Teorema
das Arestas (Bartlett et al., 1988) estabelece que o conjunto
de raízes do hiper-retângulo[b] é limitado pelo conjunto de
raízes dos polinômios gerados pelas suas arestas. A idéia de
selecionar[b], ou seja, arestas, de maneira a confinar seu con-
junto de raízes em uma região adequada do plano complexos
é proposta em (Keel e Bhattacharyya, 1999) e adotada nesta
seção.
Uma condição necessária e suficiente para a existência de um
controlador de ordemr que aloque um polinômio caracterís-
tico em[b] é estabelecida em termos do problema deProgra-








x, η−, ρ−, η+, ρ+
sujeito a Ax + η− − ρ− = b−,
Ax + η+ − ρ+ = b+,
η− ≥ 0, ρ− ≥ 0,
η+ ≥ 0, ρ+ ≥ 0.

Teorema 4 Considerev∗([b]) o valor ótimo do Problema
2, e x∗ o controlador correspondente. Entãox∗ aloca o
polinômio característico do sistema em malha fechada em
[b] := [b−, b+] se e somente sev∗([b]) = 0.
Prova: Considere(x∗, η−∗, ρ−∗, η+∗, ρ+∗) uma solução
ótima para o Problema 2 eb∗ = Ax∗. Sev∗([b]) = 0, então
η−∗ = ρ+∗ = 0 e obtém-seb∗ ∈ [b]. Sev∗([b]) > 0,
então ao menos um dos valoresη−∗i , ρ
+∗
i , i = 1, 2, . . . , m é
positivo e o controladorx∗ alocab∗i abaixo deb
−
i ou acima
deb+i , dependendo de qual variável de desvio é positiva.
O Problema 2 exibe as mesmas propriedades básicas do Pro-
blema 1 (p = 1): é um problema de Programação Linear sim-
ples e sempre possui uma solução factível. O controladorx∗
aloca o polinômio característico emb∗ = b− − η−∗ + ρ−∗
oub∗ = b+−η+∗+ρ+∗. Quandov∗([b]) > 0, significando
queb∗ ∈ [b], o controlador correspondente aloca um polinô-
mio característico com desvio mínimo, no sentido da norma
l1, em relação ao intervalo[b].
Exemplo 2 Considere a função de transferência da planta de
segunda ordem do Exemplo 1 e o problema de alocar os pó-
los de malha fechada em uma região desejada usando-se um
controlador de ordem zero. A região desejada é ilustrada na


















indica que a alocação em[b] é possível. O controlador
C(s) = 4.02 aloca os pólos de malha fechada em−0.910 ±
j0.890.
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Figura 3: Espectro de[b(s)].
5 EQUAÇÃO DIOFANTINA INTERVALAR
Considere o sistema de controle com realimentação unitária
linear e invariante no tempo, intervalar, com uma entrada e
uma saída (SISO) (Lordelo e Ferreira, 2004). As funções de
transferência de uma determinada planta intervalar[P (s)],
de ordemn, estritamente própria, a ser controlada, e de um









nas quais,[nP (s)] e [dp(s)] são polinômios intervalares da-
dos, de maneira que, para0 /∈ [an+2],
[nP (s)] := [a1]sn + [a2]sn−1 + . . . + [an+1],
[dP (s)] := [an+2]sn + [an+3]sn−1 + . . . + [a2n+2].
Os polinômiosnC(s) edC(s) estão na forma
nC(s) := x1sr + x2sr−1 + . . . + xr+1,
dC(s) := xr+2sr + xr+3sr−1 + . . . + x2r+2
e os parâmetros de projeto do controlador
(x1, x2, . . . , x2r+2) devem ser selecionados de maneira
que as especificações de desempenho, traduzidas em lo-
calizações dos pólos do sistema em malha fechada, sejam
satisfeitas com um controlador de menor ordem possível
para que o sistema resultante, em malha fechada, tenha um
conjunto den + r pólos desejados.
Os coeficientes incertos da planta intervalar[P (s)] são des-
critos por intervalos fechados[ai] := [a−i , a
+
i ], parai =
1, 2, . . . , 2n + 2 e define-se[a] := [a−, a+]. Note que a
descrição de incerteza adotada não assume simetria com res-
peito aoscoeficientes nominaisda planta[P (s)]. Um coefi-
ciente[ai] é chamado depropriamente incertosea−i < a
+
i ,
parai = 1, 2, . . . , 2n + 2.
A equação Diofantina intervalaré definida como
[dP (s)]dC(s) + [nP (s)]nC(s) = [b(s)],
na qual
[b(s)] := [b1]sn+r + [b2]sn+r−1 + . . . + [bn+r+1]
é, em geral, um polinômio intervalar que descreve quanti-
dades incertas com respeito ao polinômio característico do
sistema em malha fechada. Deve-se notar que[b(s)] é des-
crito unicamente pelo vetor intervalar[b] := [b−, b+] =
[bc − δ, bc + δ].
Percebe-se claramente queAx = b pode ser reescrita como
uma equação linear intervalar na forma
[A]x = [b] (7)
e, desta forma, incertezas de natureza intervalar associadas
aos polinômios intervalares[nP (s)] e [dP (s)] levam a uma
matriz de Sylvester intervalar[A] := [A−, A+] ∈ IRm×q,
na qualm := n + r + 1 e q := 2r + 2, cujos limitantes in-
ferior A− e superiorA+ são obtidos quando os coeficientes
de[A] são substituídos por seus valores inferiores e superio-
res, respectivamente. Assuma também que a região desejada
para os pólos de malha fechada é delimitada porS([b(s)]),
o conjunto de raízesdo vetor intervalar[b], que especifica o




























[b1] [b2] · · · [bm]
]T ∈ IRm.
O conjunto-soluçãopara equações lineares intervalares na
forma[A]x = [b] é definido como
Σ := {x : [A]x = [b] para algumaA ∈ [A]
e algumb ∈ [b]}.
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A seguinte caracterização deΣ em termos dos centros e raios
de [A] e [b] foi introduzida em (Oettli e Prager, 1964) e
(Oettli, 1965).
Teorema 5 (Desigualdade de Oettli-Prager) Considere
a equação intervalar[A]x = [b], na qual [A] =
[Ac − ∆, Ac + ∆] e [b] = [bc − δ, bc + δ]. Então
Σ = {x : |Acx − bc| − ∆|x| ≤ δ}.
Prova: Veja (Oettli e Prager, 1964), (Oettli, 1965) e (Rohn,
1989). 
O conjunto-solução de[A]x = [b] descreve todos os con-
troladores para os quais existe uma plantaA ∈ [A] e um
polinômio característicob ∈ [b] de maneira que[A]x = [b].
A representação deΣ em termos dos valores do centro e do
raio é descrita no Teorema 5.
6 CONTROLADORES ROBUSTOS: SO-
LUÇÕES INTERNAS DE Σ
Esta seção é dedicada à caracterização e à análise dos con-
troladores robustos como soluções internas de equações Di-
ofantinas intervalares. Considere[A] a matriz de Sylvester
intervalar associada a uma planta intervalar[P (s)] e [b] o
polinômio característico intervalar especificado.
O conjunto de todas as soluções internas de[A]x = [b] é
dado por (Rohn, 1986)
Σ0 := {x : Ax ∈ [b] para toda A ∈ [A]}.
As propriedades deΣ0 são de particular interesse, poisΣ0
é precisamente o conjunto de todos os controladores robus-
tos por alocação de pólos. Uma conseqüência importante
quando se trata este problema em um contexto de Análise In-
tervalar é a existência de representações explícitas paraΣ0.
A seguir, são apresentadas caracterizações simples e com-
putacionalmente eficientes dos controladores robustos como
soluções internas de equações Diofantinas intervalares.
Teorema 6 (Representações de Σ0) Considere Σ0 o
conjunto de todas as soluções internas da equação linear
intervalar [A]x = [b], na qual[A] = [Ac − ∆, Ac + ∆] e
[b] = [bc − δ, bc + δ]. Defina
Σ1 := {x : |Acx − bc| + ∆|x| ≤ δ};
Σ2 := {x : x = y − z,
A−y − A+z ≥ b−,
A+y − A−z ≤ b+,
y ≥ 0, z ≥ 0};
Σ3 := {(x, y) : Acx − ∆y ≥ b−,
Acx + ∆y ≤ b+,
−y ≤ x ≤ y}.
EntãoΣ0 = Σ1 = Σ2 ex ∈ Σ0 se e somente se existir um
y de maneira que(x, y) ∈ Σ3.
Prova: Veja (Rohn, 1986) para as provas envolvendo as equi-
valênciasΣ0 = Σ1 = Σ2. A correspondência entreΣ0 e Σ3
é demonstrada em (Kelling, 1994). 
A primeira equivalência no Teorema 6,Σ0 = Σ1, pode ser
vista como uma demonstração baseada em Análise Interva-
lar da condição necessária e suficiente para alocação robusta
de pólos, estabelecida em (Soh et al., 1987). Uma diferença
sutil é que em (Soh et al., 1987), as notações equivalentes
para∆ eδ descrevem os desvios de umapl nta nominalAc
e umpolinômio característico nominalbc, enquanto que no
Teorema 6,∆ eδ são simplesmente quantidades calculáveis
a partir deA−, A+, b− eb+. De fato, a segunda equivalên-
cia do Teorema 6,Σ0 = Σ2, mostra que valores nominais
não são necessários para descrever controladores robustos.
Note finalmente que a equivalênciaΣ0 = Σ2 e a corres-
pondência entreΣ0 eΣ3 são especialmente adequadas para
manipulações numéricas. Muitas propriedades geométricas
úteis relacionadas aΣ0 e suas representações equivalentes
podem ser analisadas e interpretadas em termos de projeto
por alocação robusta de pólos. As proposições seguintes são
conseqüências imediatas do Teorema 6.
Proposição 1 (Convexidade) Σ0 é um conjunto convexo
poliedral. 
A natureza convexa e poliedral deΣ0 (como o conjunto de
soluções internas) é evidenciada em (Rohn, 1986) através da
equivalênciaΣ0 = Σ2. A convexidade deΣ0 (como o con-
junto de controladores robustos) também é citada em (Soh
et al., 1987).
Proposição 2 (Existência) Σ0 é um conjunto não-vazio se
e somente se os sistemas de inequações lineares indicados
emΣ2 ouΣ3 têm uma solução. 
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A existência de controladores robustos pode ser testada pela
Fase I do Algoritmo Simplex quando aplicada às desigualda-
des lineares emΣ2 ouΣ3. QuandoΣ0 é não-vazio, pode-se
proceder à seleção de um controlador robusto que satisfaça
um dado critério, por exemplo. Deve-se notar que a infactibi-
lidade deΣ0 seria causada por uma incompatibilidade entre
a descrição intervalar da planta,[A] = [Ac − ∆, Ac + ∆]
e a especificação intervalar do polinômio característico[b] =
[b−, b+]. Assumindo que exista umx de maneira que
Acx ∈ [b] e que∆ é escalonado por um fator não-negativo
σ, a seguinte relação entre a magnitude da incerteza da planta
e a existência de controladores robustos pode ser estabele-
cida.




sujeito a Acx − (σ∆)y ≥ b−,
Acx + (σ∆)y ≤ b+,
−y ≤ x ≤ y,
σ ≥ 0.
Considereσ∗ o valor ótimo deσ. EntãoΣ0 é não-vazio se
e somente seσ∗ ≥ 1 e o máximo intervalo de incertezas
contendo um controlador robusto é[Ac −σ∗∆, Ac +σ∗∆].

Proposição 4 (Limitação) Σ0 é limitado se ao menos um
coeficiente de[nP (s)] e um coeficiente de[dP (s)] são não-
degenerados.
Prova: Note quex ∈ Σ0 implica ∆|x| ≤ δ (porque
x ∈ Σ1). Um x ilimitado não pode verificar∆|x| ≤ δ
se cada coluna de∆ ≥ 0 tem ao menos um elemento di-
ferente de zero. Uma vez que∆ também é uma matriz do
tipo Sylvester, conclui-se queΣ0 é limitado se ao menos um
coeficiente de[nP (s)] e um coeficiente de[dP (s)] são não-
degenerados. 
Proposição 5 (Limites sobre Σ0) Suponha queΣ0 é um
conjunto limitado não-vazio. Para cadai = 1, 2, . . . , q, de-
finax−i como o valor mínimo do problema linear
minimizar xi
x
sujeito a x ∈ Σ2.
Definax+i , i = 1, 2, . . . , q de maneira semelhante, substi-
tuindominimizarpormaximizar. Então o menor vetor inter-
valar[x] contendoΣ0 é dado por[x] := [x−, x+]. 
Note que o conhecimento de[x] determina completamente
faixa de variação dos coeficientes de todos os controlado-
res robustos possíveis e constitui uma informação útil para o
projeto. De fato, seja[x] particionado da seguinte forma
[x] :=





na qual[xz] e [xp] denotam vetores intervalares de mesma
dimensão,r+1. Então os zeros e pólos de todos os possíveis
controladores por alocação robusta de pólos serão limitados
p lo conjunto de raízes dos polinômios intervalares definidos
por [xz] e [xp], respectivamente. Um exemplo numérico é
utilizado para ilustrar este e todos os resultados anteriores
relacionados aΣ0.
Exemplo 3 Considere a função de transferência da planta de
segunda ordem com coeficientes intervalares apresentada em
(Soh et al., 1987) e (Rotstein et al., 1991)
[P (s)] =
s + [a3]
s2 − 2.2s + [a6] ,
na qual[a3] = [0.5, 1.5] e [a6] = [−2.6,−2.2 ]. Deseja-
se projetar um controlador de primeira ordem (r = 1) para
alocar de forma robusta os pólos de malha fechada do sis-









1.000 14.40 30.17 24.68
]T
.
A matriz de Sylvester intervalar[A] = [A−, A+] é facil-
mente calculada, assim comoAc,∆, bc eδ. Existe um con-
trolador por alocação robusta de pólos (Σ0 é não-vazio): a




s − 1.852 .
O espectro do polinômio característico[dP (s)]dC1(s) +
[nP (s)]nC1(s) (preto), ilustrado na Figura 4, está inteira-
mente contido no espectro de[b(s)] (cinza).
Uma investigação adicional através da Proposição 3 mostra
queσ∗ = 1.319, implicando que o intervalo máximo de in-
certezas para a planta pode ser feito cerca de 32% maior do
que o inicialmente especificado. Uma vez que[P (s)] satis-
faz as condições da Proposição 4, é possível obter o vetor
intervalar[x] utilizando a Proposição 5:
[x] = [x−, x+] =

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Figura 4: Espectros de[dP (s)]dC1(s) + [nP (s)]nC1(s)
(preto) e[b(s)] (cinza).
Depois de se calcularem as raízes reais das quatro arestas de
[xz] e da única aresta de[xp], concluí-se que os zeros e pólos
de todos os controladores robustos estão contidos nos inter-
valos [−1.865, 0.393 ] e [−1.664, 5.040 ], respectivamente.
Os pólos de malha fechada podem ser robustamente aloca-
dos por controladores estáveis ou instáveis, com zeros de fase
mínima ou de fase não-mínima. Neste ponto, não é possível
assegurar a existência de um controlador robusto estável e de
fase mínima.
7 ALOCAÇÃO ROBUSTA DE PÓLOS VIA
PROGRAMAÇÃO ALVO
Nesta seção, a existência e o projeto de controladores por
alocação robusta de pólos são simultaneamente tratados em
uma estrutura de Programação Alvo intervalar com coefici-
entes intervalares. Convém lembrar que de acordo com o
Teorema 6, um vetorx é um elemento do conjunto de con-
troladores robustosΣ0 se e somente sex ∈ Σ2.
Teorema 7 De Σ2, tem-se quex = y − z. Definaξ :=
[yT
...zT ]T , de maneira quex = Tξ, na qualT := [Iq
...−Iq],
e qualquer especificação adicionalx ∈ X sobre os coefici-
entes do controlador pode ser transformada em uma especifi-
cação equivalenteξ ∈ Ξ sobre os componentes deξ. Assim,







ξ, η−, ρ−, η+, ρ+
sujeito a M−ξ + η− − ρ− = b−,
M+ξ + η+ − ρ+ = b+,
η− ≥ 0, ρ− ≥ 0,
η+ ≥ 0, ρ+ ≥ 0,












eΞ é um conjunto poliedral não-vazio. Considerev ∗ o valor
ótimo deste problema,ξ∗ o valor ótimo deξ e x∗ = Tξ∗.
Entãox∗ ∈ Σ0 ∩ X se e somente sev∗ = 0.
Prova: Seja (ξ∗, η−∗, ρ−∗, η+∗, ρ+∗) qualquer solução
ótima para o problema do Teorema 7. Note que otimalidade
e a equivalência entreΞ eX implicam quex∗ = Tξ∗ ∈ X .
Falta mostrar quex∗ ∈ Σ0 se e somente sev∗ = 0.
(Suficiência) Sev∗ = 0, entãoη−∗ = ρ+∗ = 0; portanto
A−y∗ − A+z∗ ≥ b−,
A+y∗ − A−z∗ ≤ b+,
y∗ ≥ 0, z∗ ≥ 0.
As desigualdades acima possuem uma solução(y∗, z∗) e,
de acordo com o Teorema 6,x∗ ∈ Σ0. (Necessidade) Qual-
quer solução ótima para o problema do Teorema 7 é tal que






i ) é positivo (veja
(Yu, 1985)). Sev∗ > 0, então pelo menos uma componente
deη−∗ ouρ+∗ é positiva e a componente associada aρ−∗
ou η+∗ é nula. Como conseqüência, pelo menos uma das
desigualdades acima é violada e, novamente pelo Teorema 6,
x∗ ∈ Σ0. 
O problema do Teorema 7 sempre possui uma solução factí-
vel e o seu valor ótimov∗ fornece o desvio total dex∗ ∈ X
em relação aΣ0. Sev∗ > 0, entãoη−∗ e ρ+∗ indicam
quais componentes do alvo intervalar[b] = [b−, b+] não po-
dem ser alcançadas. Quandov∗ = 0 (η−∗ = ρ+∗ = 0),
as variáveis de desvioη+∗ e ρ−∗ atuam como variáveis de
folga e excesso para as desigualdades que descrevem os con-
troladores robustos.
Exemplo 4 Considere a função de transferência da planta
incerta de segunda ordem descrita no Exemplo 3. Pode-se
verificar que o problema de alocação robusta de polinômios
característicos proposto pode ser resolvido por um controla-
dor estável de fase mínima. A restrição[I2
... − I2]z ≥ 0,
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impondo um controlador com coeficientes não-negativos é





é uma solução para o problema de alocação robusta de po-
linômios, poisv∗ = 0. O espectro do polinômio carac-
terístico [dP (s)]dC2(s) + [nP (s)]nC2(s) (preto), ilustrado
na Figura 5, está inteiramente contido no espectro de[b(s)]
(cinza).

















Figura 5: Espectros de[dP (s)]dC2(s) + [nP (s)]nC2(s)
(preto) e[b(s)] (cinza).
Especificações relacionadas à estrutura dos controladores ro-
bustos introduzem restrições adicionais emx. Uma especifi-
cação popular é a de que o controlador robusto deva apresen-
tar uma estrutura PID na forma paralela
CPID(s) =
kDs
2 + kP s + kI
s
,
na qualkD, kP , kI são os ganhos derivativo, proporcional
e integral, respectivamente. É comum introduzir limitan-
tes para estes valores:kD ∈ [k−D, k+D], kP ∈ [k−P , k+P ],
kI ∈ [k−I , k+I ]. Comparando-seCPID(s) com C(s) defi-
nido em (6) parar = 2, observa-se que a especificação PID
impõe restrições de desigualdade emx1, x2, x3 e restrições
de igualdade emx4, x5, x6. Claramente,r = 2 é um artifí-
cio para a caracterização de um controlador PID e não à sua
ordem. A especificação PID correspondente emξ seria
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















s3 + [a6]s2 + [a7]s + [a8]
é considerado em (Keel e Bhattacharyya, 1997a). Todos os
coeficientes incertos são iguais a[0.99, 1.01]. Deseja-se que
os pólos de malha fechada sejam robustamente alocados no
conjunto de raízes de[b] = [b−, b+], com
b− =
[





1.000 14.00 45.25 77.00 54.25
]T
.
Os ganhos PID estão restritos aos intervalos[kD] ∈ [6, 14],
[kP ] ∈ [11, 19] e [kI ] ∈ [31, 39]. Para respeitar as condições
r = 2 ex4 = 0, as componentes deb− eb+ são deslocadas
para a direita e zeros são incluídos nas primeiras posições de
vetores aumentadosb− e b+. Então fazendoΞ = ΞPID, a
solução ótima do problema do Teorema 7 fornecev ∗ = 0, e
o controlador PID robusto correspondente
CPID1 (s) =
12.43s2 + 18.76s + 38.87
s
.
A abordagem por Análise Intervalar mostra que somente dois
vértices deA são necessários para formular problemas de
alocação robusta de pólos. O número de desigualdades line-
ares na formulação por Programação Alvo é2n + 2r + 2 e
aumenta linearmente comn e r. Na abordagem por Progra-
mação Linear proposta em (Keel e Bhattacharyya, 1997a), o
número de desigualdades lineares, que resulta de uma ope-
ração combinatorial com todos os vértices deA, aumenta
exponencialmente comn er. O controlador PID encontrado
por este método foi
CPID2 (s) =
12.5s2 + 17.75s + 38.25
s
.
8 NÃO-FRAGILIDADE DE CONTROLADO-
RES ROBUSTOS
Um objetivo importante no projeto de controladores em siste-
mas realimentados é evitar projetosfrágeis, nos quais peque-
nas variações nos coeficientes do controlador projetado po-
dem deteriorar o desempenho do sistema em malha fechada
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de forma significativa (Keel e Bhattacharyya, 1997b). Nesta
seção é proposto um procedimento para o projeto de contro-
ladores baseado na solução de umproblema de centraliza-
ção, de maneira a obter o máximo desvio nos coeficientes
do controlador a partir dos seus valores nominais. Proble-
mas de centralização clássicos na área de Otimização Global
são apresentados em (Horst e Pardalos, 1994). No presente
contexto, a idéia é determinar um controlador centralx e o
máximo raioθ, tais que
x + θC ∈ Σ0,
sendoC um determinado conjunto convexo que descreve
como os coeficientes do controlador podem variar ex +
θC := {x + θv, v ∈ Σ0}.
O raioθ representa uma medida danão-fragilidadedo con-
trolador robustox quando os seus coeficientes variam de
acordo comC. Assumindo queC é um hiper-retângulo, ou
seja, um vetor intervalar emIRq, o problema de projeto do




sujeito a Ac(Iq + θT )x − ∆y ≥ b−,
Ac(Iq − θT )x − ∆y ≥ b−,
Ac(Iq + θT )x + ∆y ≤ b+,
Ac(Iq − θT )x + ∆y ≤ b+,
−y ≤ (Iq + θT )x ≤ y,
−y ≤ (Iq − θT )x ≤ y,
θ ≥ 0,
na qual,T := diag(t1, t2, . . . , tq), comti = 1, se a variação
no i-ésimo componente dex é considerada, et i = 0, caso
contrário. 
9 CONCLUSÕES
A conclusão mais importante deste artigo é que a análise
e o projeto de controladores por alocação robusta de pólos
podem ser sistematizados através de Análise Intervalar. A
caracterização do conjunto dos controladores robustos como
soluções internas de uma equação Diofantina intervalar criou
condições para se obter muitas propriedades úteis relaciona-
das ao problema de alocação robusta de pólos. Como con-
seqüência da utilização dos conceitos de Análise Intervalar
e suas interpretações em termos de alocação robusta de pó-
los, o projeto de controladores robustos foi realizado atra-
vés de uma abordagem por Programação Alvo Linear, que
combina a facilidade de implementação e eficiência dos al-
goritmos de Otimização Linear com uma representação li-
near adequada dos aspectos de tomada de decisão envolvi-
dos. Em particular, a utilização dos resultados de Análise
Intervalar permitiu uma solução mais simples para o pro-
blema de alocação robusta de pólos, quando comparada com
as metodologias apresentadas em (Soh et al., 1987) e (Keel e
Bhattacharyya, 1999). A caracterização de um sub-conjunto
convexo de controladores robustos permitiu a formulação do
problema de projeto de controladores não-frágeis como um
problema de centralização. Os procedimentos de projeto pro-
postos são facilmente implementados com base em progra-
mas computacionais existentes.
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