Abstract Due to its ability to account for discontinuities, the discontinuous Galerkin (DG) method presents two main advantages for modeling crack initiations and propagation. On the one hand, it provides an easy way to insert the cohesive elements during the simulation and therefore avoids the drawbacks inherent to the use of an extrinsic cohesive law. On the other hand, the capture of complex crack path requires very thin meshes, and the recourse to a parallel implementation of DG formulations exhibits a high scalability of the resolution scheme. Recently, the authors developed such a DG-fracture framework for Kirchhoff-Love shells in the linear and non-linear ranges. They proved that this framework dissipates, during the fracture process, an amount of energy equal to the fracture energy of the material and that the model is able to propagate the crack with the right speed. In this paper, novel numerical benchmarks are presented to validate the method in various fracture conditions. The two first ones include an initial notch and study the fracture propagation under two different dynamic loadings (impact and blast). The two other ones focus on the fragmentation of initially unbroken specimens due to uniform expansion, in order to demonstrate the ability of the new framework to G. Becker · L. Noels (B) University of Liège, CM3 Chemin des Chevreuils 1, 4000 Liège, Belgium e-mail: L.Noels@ulg.ac.be G. Becker e-mail: gauthier.becker@ulg.ac.be model crack initiations. Results are in all cases in agreement with the ones reported in the literature.
Introduction
In the past decades, numerical techniques were developed to predict tearing of thin structures. One of them is the combination of the cohesive approach with the finite element method. As a cohesive law, also called "Traction Separation Law" (TSL), models the separation work between the crack lips, cohesive elements can suitably be inserted between two finite elements to integrate the cohesive law and to model crack initiation or propagation between them. Such a cohesive model was pioneered by Hillerborg et al. (1976) .
Different TSL were proposed in the literature. In order to study the debonding of a spherical inclusion in a ductile matrix, (Needleman 1987) suggested having recourse to a polynomial potential law, as depicted on Fig. 1a . As this law only allowed for normal opening, an extension of the polynomial potential cohesive model was supplied by Tvergaard (1990) who suggested considering a uni-dimensional effective opening to model mixed mode fractures. Then as the experiments show a universal exponential shape between the binding energy and the atomistic separation, (Needleman 1990a,b) adapted the model and used the exponential cohesive law depicted on Fig. 1b . To account for the dependency of fracture toughness with the plasticity, (Tvergaard and Hutchinson 1992) developed a trapezoidal cohesive law restricted to mode I, see Fig. 1c, and Tvergaard and Hutchinson (1993) extended this model to mixed mode fractures. The dwell region introduced in this law is supposed to model the plastic work of the fracture process. In their study they varied the length of the plateau and demonstrated the reduced effect of the shape of the cohesive law on the results, except for the initial slope, which influence is discussed below. Scheider and Brocks (2003) (Needleman 1987) . b Exponential (Needleman 1990a) . c Trapezoidal (Tvergaard and Hutchinson 1992; Scheider and Brocks 2003) by inserting quadratic and cubic functions in place of linear branches to remove the slope discontinuity at the extremities of the dwell region, see Fig. 1c . With this modified model they successfully simulated the cup cone fracture of a uni-axial tension test in a 2-D axisymmetric setting. However, the nature of ductile fracture cannot be modeled by this cohesive law. Indeed, ductile fracture involves nucleation, growth and coalescence of micro-cavities which cannot be resolved by a cohesive law with constant fracture parameters. To solve this issue (Tvergaard and Hutchinson 1996) modified their model and consider a σ c depending on the plastic strain rate. More discussions on how to account for ductility will be given in the Sect. 4 of this work.
A major problem with the use of cohesive elements is their insertion, which presents some issues. Indeed, if it is performed at the beginning of the simulation, the cohesive law is called intrinsic, and has to model the continuous part of the deformation (Needleman 1987; Tvergaard 1990; Tvergaard and Hutchinson 1993) . If this insertion is not limited to a pre-defined crackpath, this cannot be realized in a consistent way and leads therefore to inaccurate results as shown by Xu and Needleman (1994) . On the contrary, the insertion during the simulation, as proposed by Camacho and Ortiz (1996) ; Ortiz and Pandolfi (1999) , allows using an extrinsic cohesive law but requires mesh modifications. In fact, to insert the cohesive elements the nodes have to be duplicated leading to a very complex implementation, especially in the case of a parallel computation (Pandolfi et al. 2000; Mota et al. 2008) . Note that a cohesive approaches has been developed for shells by Cirak et al. (2005) .
One method (among others) that can be used to solve these issues is the combination between the discontinuous Galerkin formulation and the extrinsic cohesive law as it has been suggested by Mergheim et al. (2004) and demonstrated by Radovitzky et al. (2011); Prechtel et al. (2011) . The discontinuous Galerkin method models (weakly) the continuum part of the deformation in a consistent way with discontinuous elements. At onset of fracture, this discontinuity can be exploited to insert a cohesive element without mesh modifications. have extended this combination to thin structures (discretized with beam, plate or shell elements) under the assumption of linear elasticity and more recently for elasto-plastic finite deformations (Becker and Noels 2012) . Note that the use of the DG method has an extra advantage for thin body formulations. Indeed, for shells the continuity of displacement derivatives has also to be ensured. One popular method to enforce this requirement is to insert rotational degrees of freedom. But, with the DG method, this can be (weakly) achieved through the use of interface terms leading to a one field (displacement) formulation and thus reducing the computational time. This weak enforcement has been previously developed by Engel et al. (2002) ; Hansbo and Larson (2002) ; Wells and Dung (2007) for linear plates, by Noels and Radovitzky (2008) for linear shells, by Dung and Wells (2008) for geometrically non-linear shells and by Noels (2009) for shells under finite deformations. Error analyzes have also been carried out for general linear bi-harmonic equations by Süli and Mozolevski (2007) .
One apparent limit of the methods based on the cohesive element concept is that cracks can only follow a path aligned with the mesh. However Zhou and Molinari (2004a) studied the mesh dependency and concluded that a few randomness in the mesh size and orientation significantly reduces the mesh dependency, while Papoulia et al. (2006) reported the convergence for a pin-wheel based mesh. On top of the convergence of the crack path and crack growth rate, Molinari et al. (2007) studied the convergence of the dissipated energy with respect to the mesh size. For meshes with elements of various sizes, a monotonic convergence was achieved for ultra thin meshes.
The XFEM approach is another popular method used in fracture mechanics. It circumvents the requirement of a crack to follow the mesh as it allows modeling a crack inside an element. Nevertheless, the DG/ECL framework seems more suitable than the XFEM to investigate large problems or/and problems involving fragmentation as structures subjected to shock, blast... Indeed, the DG/ECL framework can be easily implemented in parallel as the discontinuous nature of the mesh allows its easy partitioning. Besides, to the authors' knowledge only a few 2D fragmentation cases are reported in the XFEM literature, and the cohesive approach is more developed in the fragmentation field. Recently the DG/ECL approach has been used to study fragmentation with 3D elements (Radovitzky et al. 2011; Levy 2010; Levy et al. 2012) .
In this paper, in order to demonstrate its efficiency, the DG/ECL framework for shells is applied to study two different fracture processes. On the one hand, the dynamic crack propagation following an impact or a blast loading is analyzed in an elastic plate and in an elasto-plastic notched cylinder. In the first example, previously studied by Zavattieri (2006) , the impact is simulated by a contact between the plate and a rigid cylinder. The second benchmark was recently presented by Larsson et al. (2011) who studied the problem of the blasted-cylinder with the XFEM method and provided experimental data. It is shown that the literature data and the results obtained with the DG/ECL method for shells are in good agreement. On the other hand, the fragmentation process in an initially un-cracked specimen is studied with the aim to demonstrate the ability of the presented framework to model multiple crack initiations. This is achieved by considering the fragmentation of a plate ring under centrifugal forces presented in the literature by Zhou and Molinari (2004a) . Furthermore, the expansion of a thin sphere reported in the literature by Levy (2010) is also simulated with the DG/ECL framework using shell elements in place of 3D elements (Zhou and Molinari 2004a; Levy 2010; Levy et al. 2012) . In this paper it is shown that similar results are found for thin enough bodies. The results obtained for the different applications, elastic or elasto-plastic behaviors, crack propagation or fragmentation dynamics, are in good agreement with the numerical/experimental results of the literature. However, while the published results were relying on different methods (XFEM, embedded discontinuities, cohesive elements …) in the different references, the presented simulations are conducted with a single computational method, which does not require modifications for the different studied problems. This demonstrates the versatility of the approach. Also, all these simulations are conducted in a scalable parallel environment, which was straightforwardly implemented in an existing finite-element code. This is another advantage of the framework.
The paper is organized as follows. The mechanics of thin bodies is summarized in Sect. 2. Afterward, the main concepts of the DG formulation of thin bodies are briefly discussed in Sect. 3. In particular this section demonstrates that the linearization of the general non-linear DG formulation presented by Becker and Noels (2012) leads to the linear formulation developed by . Then, Sect. 4 presents the combined DG/cohesive model specific to thin bodies developed recently by Becker and Noels (2012) for linear and non-linear shells, respectively. Finally, Sect. 5 presents some numerical benchmarks for crack propagation and for fragmentation problems, for linear and non-linear material behaviors. Numerical results are compared to the ones found in the literature and are shown to be in good agreement.
Mechanics of Kirchhoff-Love shells
The continuum mechanics of thin bodies is largely discussed in the literature e.g., Simo et al. , 1990a Simo and Kennedy 1992; Cirak et al. 2000; Cirak and Ortiz 2001; Noels and Radovitzky 2008; Noels 2009; Becker and Noels 2012) . Therefore this section regroups only the key concepts of this formulation that are used to obtain the full-discontinuous Galerkin discretization presented in Sect. 3. In particular, the last three references mentioned display the equations with exactly the same notations that those used herein.
Notations
Hereinafter, a subscript will be used to refer to values formulated in the considered basis, while a superscript will be used to refer to values expressed in the conjugate basis. Roman letters as a subscript or superscript substitute for integers between one and three, while Greek letters substitute for integers one or two. In this paper, the subscript 0 is used to refer to the reference configuration.
Furthermore, the jump • and mean • operators are respectively defined by,
Kinematics of thin bodies
The kinematics of thin bodies, as represented on Fig. 2 
Using ϕ ξ 1 , ξ 2 : A → R 3 the mapping of the midsurface and t : A → S 2 = t ∈ R 3 | t =1 the director of the mid-surface, with S 2 the unit sphere manifold, a configuration S of the shell is represented by the manifold of a position x, which is obtained by the
where λ h is the thickness stretch of the shell. By convention, S refers to the current configuration of the shell, while the reference configuration S 0 is obtained by the mapping Φ 0 = ϕ 0 (ξ α ) + ξ 3 t 0 (ξ α ). During the shell deformation, the director of the mid-surface t can be decomposed into the reference director t 0 and its variation Δt = t − t 0 . Moreover, under Kirchhoff-Love assumption one has
The two-point deformation gradient between both configurations can be formulated
where,
In these relations, the gradient of the variation of thickness, coming from the term ξ 3 tλ h ,α has been neglected. Indeed, this gradient of thickness deformation would correspond to a shearing, and can therefore be omitted, since this omission introduces an error of the same order as the Kirchhoff-Love assumption. Finally, if j = det (∇Φ), and j 0 = det (∇Φ 0 ), the Jacobian of the deformation gradient reads
with its value in the mid-surfacē
Governing equations of shells
The governing equations of a thin body are obtained by integrating on the thickness the equations of force and moment equilibrium, leading to
1 j
where λ is an undefined pressure, ρ = hρ is the density by unit of surface, h is the thickness and where the Jacobian of the mid-surface isj = λ h ϕ ,1 ∧ ϕ ,2 . Furthermore, the integration on the thickness of the Cauchy stress tensor σ leads to the definitions of
respectively the resultant stress vector, the resultant torque vector and the resultant across-the-thickness stress vector written in term of the Kirchhoff stress tensor τ = J σ . Note that in Eqs. (9) and (10) the inertial angular forces are neglected 1 and the external forces are omitted for conciseness.
In order to define the stress components, the resultant stress vectors are decomposed in the convected basis, as 
In these expressions,ñ αβ is the resultant membrane stress,m αβ is the resultant stress couple, l α is the resultant out-of-plane stress,m α3 is the resultant out-ofplane stress couple and λ β μ = λ h t μ · ϕ ,β characterizes the curvature of the shell. Due to the symmetry of the Cauchy stress tensor and as λ h ,α is neglected, one has q α = l α − λ α μm 3μ =l α , see Noels (2009) for details.
Also,l α l α , asm 3μ vanishes for thin plates.
Under the Kirchhoff-Love shell assumption,l α can be neglected, but it is kept temporarily in the equations in order to develop the full-DG formulation. Indeed, as the components n α andm α of the shell equations do not consider explicitly the normal displacement, 2 Eq. (16) will ensure that the continuity of the normal deflection across interfaces is weakly satisfied.
This set of governing equations is accompanied by conventional boundary conditions applied on the boundary ∂A of the mid-surface A , see Noels and Radovitzky (2008) for details.
Constitutive behavior
The previous set of equations is completed by a constitutive relation linking the deformations to the stresses. Herein, depending on the application, two different material laws are considered. On the one hand the well known Hooke's law is used to investigate benchmarks under linear small strains assumption, and on the other hand, a J 2 -flow hyperelastic-based law is used for benchmarks exhibiting large deformations and plasticity.
Hooke's law
The Hooke's law assumes a linear elastic response between the deformation and stress tensors.
Furthermore, this law considers a small displacement field, which leads to, ϕ = ϕ 0 + u and (17)
The last relation is a first order approximation of the unit vector, under Kirchhoff-Love assumption, where the symbol αβ3 is the Levi-Civita permutation tensor. Such an approximation can be used as the second and higher order terms are negligible in the linear range. For thin bodies the law can be written in the planestress state by prescribing the value of ε 33 in the convected basis (in place of an iterative procedure on the integration points of the thickness, see Sect. 2.4.2),
Since integrated stresses have been decomposed into membrane, shearing and bending stresses acting on the mid-surface convected basis, following , the deformations are also separated into membrane ε, shearing δ and torque ρ strain components,
The elastic constitutive relations between the effective (linearized) stresses and strains read, )
where E is the Young modulus, ν is the Poisson's ratio, G is the shear modulus, γ = 2δ and where
In these last expressions, ϕ ,α 0 denotes, with an abuse of notation, the conjugate basis to ϕ 0,α .
J 2 -flow hyperelastic-based law
The plastic behavior of the material is taken into account by the J 2 -flow theory with an isotropic linear hardening. The model is based on an hyperelastic formulation, which implies the assumption of a multiplicative decomposition of the finite deformation gradient F into an elastic part F e and a plastic part F p . Thus, the stress tensor derives from an elastic potential W , which, in the bi-logarithmic form, reads
with K and G respectively the bulk and shear moduli. As W should only depend on the elastic deformations, the elastic right Cauchy strain tensor, defined by
T F e , is considered in (28). Using these definitions the first Piola-Kirchhoff stress tensor follows from
Then, the incremental theory can be used to determine the stresses at stage n + 1 from the known values at stage n as it is described in Cuitino and Ortiz (1992) ; Deiterding et al. (2006) . Finally, the determination of the thickness stretch λ h , required to evaluate the deformation gradient (5) has to be specified. The thickness is discretized with 11 integration points following a Simpson integration rule. Then, the local value λ p h is determined at each point, using Newton-Raphson iterations, to satisfy locally the plane stress requirement τ 33 = 0. To achieve this, the Kirchhoff stress tensor τ = PF T is expressed in the convected basis thanks to
which can be used to compute Eqs. (11-13). Finally, the global thickness stretch λ h is then determined from the Simpson integration on the 11 local values λ p h .
Discontinuous Galerkin formulation
The system of Eqs. (9-10) can be solved using the finite element method. This weak form of the system considers a discretization of A into elements A e . Furthermore, instead of seeking the exact solution ϕ, a polynomial approximation ϕ h constitutes the solution of the finite element problem. In continuous Galerkin formulation, this approximation is continuous from one element to its neighbors ensuring in this way the continuity of the solution. Moreover, for thin bodies, the continuity of the first derivative of ϕ has also to be verified. However, the traditional Lagrangian interpolation does not satisfy this C 1 requirement, but C 1 continuity can be ensured weakly within a discontinuous Galerkin framework. This weak enforcement leads to a one-field (displacement) formulation (Engel et al. 2002; Hansbo and Larson 2002; Wells and Dung 2007; Noels and Radovitzky 2008; Dung and Wells 2008; Noels 2009 ). Recently, with the aim of taking into account initiations and propagation of fracture, this formulation was extended to discontinuous polynomial approximations for linear beams by , linear shells by and non-linear shells by Becker and Noels (2012) . This paper summarizes these developments for non-linear and linear shells. In particular, the weak form is first obtained for the nonlinear case and it is shown that its linearization results in the linear formulation presented by .
Weak form of the non-linear problem
Let us consider a discretization of A into finite elements A e . The discontinuous Galerkin framework is based on finding an approximation ϕ h of the exact solution ϕ, which belongs in the manifold
, where k ≥ 2 is the degree of the polynomial approximation in a finite element. Due to the discontinuities arising from the definition of U h , discontinuous Galerkin methods usually introduce three interfaces terms 1. The consistency term results directly from the discontinuous approximation of the solution having jumps between two elements. 2. The symmetrization term is introduced to ensure a symmetric formulation (in the linear range).
3. The stability term is introduced to ensure compatibility and stability as it is well known that for elliptic problems a discontinuous Galerkin formulation leads to instabilities. As for the symmetrization term, the introduction of this term does not modify the consistency of the method. The stability term depends on a stability parameter, which is independent of the mesh size and of the material properties.
These 3 terms can be developed to ensure weakly the C 1 continuity for a non-linear finite element discretization of shells, as presented by Noels (2009)
which are respectively the consistency (31), symmetrization (32), and stability (33) terms. In the last equation, β 1 is the dimensionless stability parameter, h s is the characteristic size of the element, and H m is the linearized bending stiffness defined in Eq. (24). In Eqs. (31-33), the solution is independent of the choice of the minus and plus elements due to the combination of the jump with the outward unit normal of the minus element ν − , which can be computed by,
where by choice ϕ ,2 is the normal of the interface element, as illustrated on Fig. 3 . It has to be mentioned that, even in the non-linear range, linear expressions are used for the symmetrization (32) and stability (33) terms. Indeed, these terms are introduced to ensure continuity and stability of the solution and any expressions can be used as long as the consistency is not modified. The use of linearized expressions allows, on the one hand, reducing the computational cost and on the other hand preventing a lack of stability for some materials. Indeed, if the stability term would depend on the tangent moduli in place In order to enforce weakly the C 0 continuity in the context of the full-discontinuous Galerkin framework, additional interface terms are introduced in the nonlinear case, following exactly the same argumentation developed by Becker and Noels (2012) , yielding
respectively the consistency membrane (35), the symmetrization membrane (36), the stability membrane (37) and the stability shearing (38) terms. In these equations β 2 and β 3 are dimensionless stability parameters and H n and H q are respectively the linearized membrane stiffness and shearing stiffness defined in Eqs. (23) and (25). The 3 first terms (35-37) ensure a consistent and stable continuity in the Cosserat plane of the mid-surface of the shell. The last one (38) guarantees the continuity of the out-of-plane displacement. As lengthy described by Noels (2011, 2012) this expression is obtained by considering the shearing components in the development of the equations. As the KirchhoffLove assumption corresponds to neglect shearing, the related consistency and symmetrization terms can be neglected in such a way that only the stability term remains. The linearized expression of δ j n α in (36) requires some developments similar to the linearization of δ jm α performed in (32), which leads to Becker and Noels (2012) 
Finally, the continuity of the displacement field is ensured weakly by the seven interface terms given by Eqs. (31-33) and (35-38). These expressions can be used to write the weak form of the problem, see Becker and Noels (2012) for more details,
with the traditional inertial, membrane and bending bulk components arising from the shell theory,
3.2 Weak form of the linear problem
The general non linear weak form (40) can be linearized to obtain the linear full-DG formulation earlier presented by , using: (i) The small displacement field given by Eqs.
(17-18).
(ii) The linear expression of the resultant stress membraneñ αβ and of the resultant stress couplem αβ given by Eqs. (23-24). (iii) A first order approximation (i.e., the second and higher order terms are neglected).
Therefore the different terms of Eq. (40) can be successively linearized as,
In the stability expressions (51-53), the effect of the curvature λ β μ has been neglected without compromising the stability of the method ). These developments allow writing Eq. (40) 
which corresponds to the linear full-discontinuous Galerkin formulation presented in . Therefore it is assumed that the non-linear formulation (40) inherits from the numerical properties (convergence and stability) of its linear counterpart. Indeed, ) demonstrated the stability and convergence of the linearized equations. Thus, the stability is ensured if the parameters β 1 and β 2 are large enough, if β 3 is non-zero. As it is lengthy discussed by for linear beams, in order to reduce locking and to preserve stability, the optimal value for
, where h is the shell thickness and where L c is a characteristic length depending on the problem. The convergence rate of the method in the energy norm with respect to the mesh size is proved to be equal to k − 1, with k the degree of the polynomial approximation. Finally, the method presents an optimal-convergence rate k + 1 in the L 2 -norm, which can be demonstrated for at least cubic elements.
Fracture model
The main advantage of a discontinuous Galerkin formulation is its ability to be extended to account for fracture mechanics. Indeed the presented framework can be coupled with an extrinsic cohesive law in a consistent and efficient way as no topological mesh modification is required to propagate a crack. In a recent paper presented a novel cohesive law dedicated to thin body formulations that can be coupled to the full-DG framework presented in Sect. 3.
The combination between the full-DG formulation and an extrinsic cohesive law can be realized very easily by introducing the cohesive force in Eq. (40) 
where a s cohesive ( ϕ h , δϕ ) is the contribution of the cohesive law that has to be defined, where α s is a Boolean value equal to 0 before fracture initiation and 1 after, and where interface terms account for the three contributions previously defined. The Boolean α s is computed at each Gauss integration point along the interface in such a way that the whole interface element is not necessarily broken as a whole. Becker and Noels (2012) to determine the fracture onset, is the criterion of Camacho and Ortiz (1996) based on the evaluation of an effective stress,
In this criterion, σ and τ are respectively the normal and tangential Cauchy stresses at the integration point where the fracture criterion is evaluated, β =
is the coupling mode parameter between mode II and mode I toughness, and μ is the friction parameter, these two last parameters depending on the material only. The operator
• is equal to • if • ≥ 0 and 0 otherwise. This criterion developed for 3D cases can still be employed for shells by evaluating the effective stress at the skins of the shell as presented by . In fact, the fracture initiates when σ eff = σ c at the shell skin, σ c being the material strength.
The determination of a s cohesive ( ϕ h , δϕ ) requires more developments. Indeed the implicit discretization of the thickness inherent to shell formulations is not suitable for crack propagating along the thickness, especially in bending, which introduces a compressive stress on a part of the thickness and a tensile stress on the other part. Indeed, as it is brought to light by Eq. (56) the fracture behavior is different in tension and compression leading to the necessity of moving the neutral axis during fracture propagation, which is very difficult to implement. To avoid this drawback, Becker and Noels (2012) have suggested to apply the cohesive principle directly on the resultant stresses n α (14) andm α (15). Thus, the equations of the cohesive model used to define a s cohesive ( ϕ h , δϕ ) can be summarized as follows, with the convention depicted on Fig. 3 for the basis vectors definition. It has to be mentioned that the evaluation of the parameters depends on the formulation. On the one hand in the linear case, they are evaluated in the reference frame ϕ 0,α . On the other hand, for the non linear formulation this evaluation is performed in the current configuration ϕ ,α to account for the large deformations before crack initiations or propagation. Therefore we unify both cases by using the notation ϕ (0),α .
First an effective opening, accounting for the normal and for the tangential jumps is defined. Normal and tangential openings have a contribution coming from the membrane mode of the shell, and a contribution coming from the bending mode: In these expressions Δ n and Δ t are respectively the effective normal and tangential resultant opening displacements, see Figs. 4 and 5 for a physical interpretation. Star terms u and Δt are respectively the effective displacement and rotation openings resulting from the use of a DG method before fracture activation. Indeed, displacement and rotation jumps are not exactly equal to 0 at fracture initialization due to the weak continuity enforcement. Thus in order to guarantee a null opening at fracture initialization these initial jumps are subtracted from the current displacement and rotational jumps. The equivalent thicknesses h eq I and h eq I I are defined to account for the contributions of the rotational opening in such a way that the correct amount of energy is released during the crack process. The values of σ I and τ I I are respectively the ones of σ and τ reached in Eq. (56) when σ eff = σ c . Finally, ratios η I and η I I are defined to couple, respectively, the efforts in tension n 22 0 and in bendingm 22 0 responsible for the normal opening, and the efforts in shearing n 21 0 and torsionm 21 0 responsible for the tangential opening. The subscript 0 means that these quantities are evaluated at fracture initiation (Figs. 6) .
These definitions of the effective openings can now be used to define the contributions to the cohesive law of the membrane and bending openings,
for non-linear applications, while in the linear range, this expression becomes 
The determination of n α coh and m α coh depends on the cohesive law. As it is well known that for brittle materials the shape of the cohesive law has a reduced effect on numerical results, as long as the law is monotonically decreasing, a simple linear decreasing law is considered in this work, in which case one can define the critical opening Δ c = 2G c σ c from the fracture energy G C . In case of unloading when Δ becomes lower than the maximal opening reached Δ max , the cohesive forces decrease linearly to zero.
By application of the cohesive principle on the resultant stress vectors, the cohesive model illustrated on Fig. 6 is defined as follows: 
3 Note that the cohesive zone is in terms of the traction components n αβ and notñ αβ .
(ii) Compression case (σ < 0 at mid-surface),
where in this last case the condition
The use of n 22 0 ,m 22 0 , n 21 0 ,m 21 0 allows guarantying the continuity of interface forces at fracture initialization. If this continuity is not ensured, Papoulia et al. (2003) have demonstrated that there are some convergence problems. Furthermore, as at fracture initialization the ratios Δ n Δ and |Δ t | Δ are undetermined, their initial values are chosen equal to respectively 1 and 1 β in order to ensure the continuity of efforts. Note that the choice of the tensile case or compressive case is performed at fracture initialization.
The choice of such a linearly decreasing cohesive law is motivated by the applications considered in this paper, which are either with brittle materials or elasto-plastic materials under the small-scale yielding assumption. However, when considering ductile fracture, mainly for metals, the stress triaxiality modifies the critical strains. The stress triaxiality is not the only indicator that should be accounted for, as axisymmetric and shear-dominated stress states imply different fracture strains as shown by Barsoum and Faleskog (2007) ; Gao and Kim (2006) ; Nahshon and Hutchinson (2008) . Recently, damage models have been developed or improved to account for these behaviors, by Nahshon and Hutchinson (2008) ; Nielsen and Tvergaard (2009); Scheyvaerts et al. (2011) among others. An advantage of the DG/ECL framework proposed is its ability to integrate damage models at the interface, and thus to give more physical insight to the fracture criterion and to the cohesive law. Another possibility is to calibrate the cohesive law to account for the particular planestress state. The determination of cohesive energy associated to plane-stress crack growths in ductile materials can account for the energy dissipated during necking, shear localization and slant fracture following the onset of necking as pointed out by Scheider and Brocks (2006) ; Nielsen and Hutchinson (2011) . Finally, when considering shell elements, the implicit representation of the thickness usually restricts fracture mechanics to through-the-thickness cracks normal to the mid-surface and limits the 3D effects of the crack that can be accounted for. Although the cohesive model presented in this section considers partially fractured thickness, more physical insight could be obtained by considering, locally, 3D elements, as suggested by Wyart et al. (2007) .
Applications
The ability of the DG/ECL framework presented in this paper to model different fracture phenomena is demonstrated in this section through 4 numerical benchmarks. The two first ones investigate the crack propagation in an elastic plate and in an elasto-plastic cylinder, both having an initial notch. The last two examples study the fragmentation of a ring and of a sphere made of a brittle material using the linear-elasticity assumption.
Three-point bending plate
This benchmark focuses on a simply supported notched plate dynamically impacted in its center by a rigid cylinder of 0.01 (m)-diameter, with a prescribed velocity of 1 (m/s). The setup of this benchmark, including the dimensions, is depicted on Fig. 7a and the material values are reported in Table 1 . The crack propagation was previously reported in the literature by Zavattieri (2006) , who used shell elements combined with an intrinsic cohesive law for which cohesive elements are pre-inserted along the crack path. Furthermore he used a fracture criterion based on a maximal bending Fracture energy (J/m) 2 24,500
Fracture strength (MPa) 2,170
Coupling parameter β (−) 1
momentum, which is transformed herein to a criterion in σ c . The mesh used, Fig. 7b , has 40 × 80 cubic quadrangle elements. Finally, although the crack path is well defined for this case, due to the loading conditions, in our framework, the crack can propagate along any interface elements. This shows that the stress wave propagation is not modified by the DG/ECL framework. The simulation is performed on 4 CPUs using Hulbert and Chung (1996) time-integration algorithm, and without numerical dissipation. The stability parameters chosen accordingly to are β 1 = β 2 = 10., β 3 = 0.0001. The crack propagation over time is displayed on Fig. 8 , which also shows the results obtained by Zavattieri (2006) . The crack propagation initiates at the same time and the plate is fully broken at the same time too (Fig. 8) .
Blasted notched-cylinder
This benchmark focuses on a axially notched cylinder dynamically loaded by a blast wave. In particular the speed of the crack propagation is studied. The Yield stress (MPa) 350
Hardening modulus (MPa) 800
Fracture energy (J/m) 2 19,000
Nominal fracture strength (MPa) 650
use of a linear material law leads to a spurious high speed of propagation, as shown by Larsson et al. (2011) , see Fig. 9b , and therefore the non-linear formulation (40) is used in combination with a J 2 -flow material law (Sect. 2.4.2). The cylinder has a diameter of 1.2 (m), is 1 (m) long and has a thickness of 1 (mm). It exhibits an initial crack of 56 (mm) centered on its height. The material is an Al2024-T3 alloy, with the properties reported in Table 2 . In order to avoid unphysical blow up of elements during crack propagation, the idea suggested by Zhou and Molinari (2004b) , who used statistical distributions for the fracture strength σ c , is considered. This strength can vary in a range around its nominal value (10 % for the presented application) at each Gauss point of the interface elements, which is physically justified by the material imperfections. Due to the symmetry and to save computation time, only the top side of the cylinder is modeled with an unstructured mesh of 18,536 cubic triangles, see Fig. 9c . The simulation is performed with the Hulbert and Chung (1996) explicit time integration scheme including a low numerical dissipation (spectral radius of 0.9). The blast is simulated thanks to the curve depicted on Fig. 9a . The speed of crack propagation is studied on Fig. 9b , which shows the crack evolution obtained during the experiments, for the simulations achieved by Larsson et al. (2011) , and also for the presented DG/ECL framework. As predict by Larsson et al. (2011) , the introduction of plasticity leads to results in agreement with experiments, even if the crack speed at the beginning seems faster in our model. After a propagation of 0.18 (m) the model matches quite well the experimental data, see Fig. 9b .
Fragmentation problems
The previously presented results demonstrate the ability of the full-discontinuous Galerkin / extrinsic cohesive law framework to propagate an initial crack. Hereafter, the authors investigate the ability of such a model to initiate cracks. An interesting case of multiple crack initiations is the case of fragmentation. Recently, several authors developed the framework presented herein for 3D elements (in place of shell elements). On the one hand, Radovitzky et al. (2011) studied the fragmentation of a thick plate due to the impact of a rigid sphere. On the other hand Levy (2010) applied the same framework to the uniform expansion of a hollow sphere. This last case, can be solved with the shell linear formulation (54) when the thickness is small enough (the thickness of the sphere is 0.1 (mm) for an external radius of 10 (mm)), which allows the sphere to be representated by a thin body. Furthermore, the literature reports other fragmentation studies as, among others, the one presented by Zhou and Molinari (2004a) . In this reference the fragmentation of a plate ring under radial uniform expansion is studied with classical extrinsic cohesive law for 3D elements. As they used a continuous formulation only serial computations were performed with a high computational time. The DG/ECL framework presented in this paper uses a parallel implementation and leads to a reduced computational time.
In the following, through the study of two benchmarks, a successful comparison between the 3D formulations of the literature and the shell framework presented herein is carried on.
Defect model: Weibull distribution
The mechanism of fragmentation is mainly controlled by the distribution of the defects in the specimen. Indeed, for a specimen made of a perfect material and uniformly loaded the fracture takes place in each point at the same time. Thus, the number of fragments obtained by a finite element analysis is equal to the number of elements contained in the mesh. On the contrary, in a component made of a non perfect material the fracture initiation of multiple cracks take place near the defects, as these are the location of stress concentration in the microstructure. Obviously, fracture occurs earlier at these stress concentrations and forms fragments composed of several elements. The model of these defects is not straightforward in a finite element analysis as they cannot be represented by simple parameters. So a statistical distribution of the cohesive strength is commonly used as suggested by Leterrier et al. (1997) ; Zhou and Molinari (2004a) ; Dickens and Cho (2005) ; Levy (2010) .
Although to model the fragmentation, the cohesive model presented in Sect. 5.2 could be used, in this section we consider a more elaborate statistical distribution of the strength σ c to be consistent with the fragmentation data of the literature. The most employed statistical model for defects distributions, and used hereafter, is based on the work of Weibull (1939) . He performed some experiments, which demonstrated that the tensile loading leading to fracture can vary for specimens of the same material and of the same geometry. Based on these experiments he suggested an empirical formula for the probability of fracture, which accounts for the heterogeneity of the material,
where σ is the value of the equivalent stress and where V is the volume of the specimen. The function N (σ, V ) increases necessarily monotonically with σ and, therefore, Weibull (1939) suggested, based on his experimental data, to use a power law,
where V 0 is an arbitrary normalizing volume. Furthermore the other parameters σ 0 , σ min and m, representing respectively a stress scale factor, the minimal value for which the fracture can occur and the Weibull modulus, are all characteristics of the material. Fig. 11 Weibull distributions: the more a material is homogeneous, the more the Weibull modulus is high and the more the pdf is concentrated around the peak value
The work of Weibull can be applied on the cohesive strength, which is then computed from
In practice it is easier to generate a uniform distribution between 0 and 1, so a Weibull distribution can be easily obtained from
with σ cs the value of the cohesive strength for the interface s and xrand a random value coming from a uniform distribution between 0 and 1.
Fragmentation of a plate ring
The first example of fragmentation presented herein focuses on a thin plate ring under radial expansion, as shown on Fig. 10 and with the material properties given Fig. 12 Fragmentation process of the plate ring with a Weibull modulus m = 5. Results are in agreement with Zhou and Molinari (2004a) . a t = 26 (µs). b t = 28 (µs). c t = 30 (µs). d t = 32 (µs). e t = 34 (µs). f t = 36 (µs)
in Table 3 . The fragmentation is consequent to a centrifugal force that is simulated, as suggested by Zhou and Molinari (2004a) , by prescribing on each mass point i a body force computed as,
where m i is the nodal mass, r is the radial vector of node i and where w is the angular velocity given by, 
Values w 0 = 60,000 (rps) and t 0 = 75 (µs) are considered for the presented simulations.
The ring is meshed with 32,380 quadratic triangles to obtain the same number of interfaces than Zhou and Molinari (2004a) . The simulation is performed on 16 CPUs for different Weibull moduli (5 and 40) with the explicit Hulbert and Chung (1996) time-integration algorithm associated to low numerical dissipation (spectral radius = 0.95). The stability parameters used are β 1 = β 2 = 10. In this case, as the out of plane displacement is prescribed, the value of β 3 has no influence on the results. Two Weibull moduli are successively considered, which give the strength distributions reported in Fig. 11 .
For both Weibull moduli, the fragmentation processes, displayed in the Fig. 12 for m = 5 and Fig. 13 for m = 40, are coherent with the results provided by Zhou and Molinari (2004a) . For m = 5, cracks initiate at the inner radius at approximately 28 (μs) and propagate more or less radially (with crack branching) toward the outer radius. With a Weibull modulus of 40, more cracks (i.e., smaller fragments) are generated and they appear later than for m = 5. This observation is in agreement with Zhou and Molinari (2004a) who noticed that as "a high Weibull modulus implies a fairly homogeneous material, it is not surprising that under sufficient loading conditions, crack initiation occurs at more locations […] the ring rotation speed at crack initiation should be an increasing function of the Weibull modulus". However in our simulations, for m = 40 the cracks reach the outer side after 44 (µs) instead of the 36 (μs) reported by Zhou and Molinari (2004a) .
Fragmentation of a sphere
The second fragmentation test considers the thin sphere under uniform expansion problem previously analyzed by Levy (2010) with 3D elements. In this work, this simulation is performed with the linear full-discontinuous Galerkin Kirchhoff-Love shell formulation presented in the Sect. 3. The fracture initiation is modeled by cohesive interface elements as described in Sect. 4. The cohesive strength of these elements follows a Weibull distribution, see Sect. 5.3.1. The material parameters of the ceramic sphere are reported in Table 4 . The symmetry of the sphere is taken into account and only 1/8th of the sphere is meshed with 144,528 quadratic triangles. As the mesh corresponds to the mid-plane of the sphere, its radius is equal to 9.95 (mm) for a thickness of 0.1 (mm). Note that the very thin mesh used to discretize the sphere leads to consider a problem with approximately 2.6 million of unknowns. This number of unknowns is larger than the number used by Levy (2010) , which is 818,928 dofs, modeling the sphere with one tetrahedral element over the thickness. The ultra fine mesh was required in our simulation to increase the number of elements per fragment. Nevertheless, this large number of degrees of freedom can be treated by the parallel implementation suggested by Becker and Noels (2012) , and an acceptable computational time is obtained using 32 CPUs. The stability parameters are set, following Becker and Noels (2012) , to 10, 10 and 0.0001 respectively for β 1 , β 2 and β 3 . The uniform expansion of the sphere (centered in (0, 0, 0)) is simulated by prescribing an initial velocity profile following,
v y (x, y, z) =εy, and, Figure 15a represents the time evolutions of the kinetic and potential energies of the sphere loaded with a strain rate of 1e 5 s −1 . As an initial velocity is prescribed the kinetic energy is initially different from zero and decreases with the increase of the potential energy. This one reaches a peak value at time t peak when part of the potential energy is released during the fracture process which occurs at that time. Afterward, the kinetic and potential energies stabilize. The final time of our simulation is chosen as twice the value of t peak , which differs for the different strain rates. Figure 15b shows the energy dissipated by the fracture process which starts to increase when the potential energy begins to decrease as expected. Then it remains constant for a short time before a second increase follows the second peak in the potential energy. At this end of the simulation the dissipated energy seems stabilized. Figure 15c displays the ratio between the energy dissipated in the membrane mode and the energy released in the bending mode. During the first release of the fracture energy, the major contribution comes from the membrane mode and the energy dissipated by the bending mode is anecdotal. However, during the second release of the fracture energy, a larger bending contribution is involved, as shown by the decrease of the ratio at that time. Finally, the Fig. 15d proves that our method preserves the energetic balance. Indeed, the variation of the total energy over the whole simulation is about 0.0001 %. This low dissipation results from the choice of a spectral radius of 0.95 in the Hulbert-Chung algorithm. Figure 16 represents the mass distribution and the number of fragments obtained in terms of the loading strain rateε. In the presented results, the dust-like fragments (i.e., the fragments composed of only 1 or 2 elements) are neglected, as suggested by Levy (2010) . The pictures show that the results obtained by the framework presented in this paper are in agreement with the mass distribution and the number of fragments predicted by the work of Levy (2010) , at the exception of the largest strain rate for which the shell formulation predicts less fragments. This difference is due to the small number of elements per fragment obtained with our mesh. Indeed, the mean value is around 7 elements by fragment, which may cause a mesh dependency. Overall, our shell formulation is shown to be an efficient tool to predict fragmentation of brittle materials.
Conclusions
This paper focuses on the applicability of the DG/ECL framework for shells to model various fracture cases. On the one hand, the recourse to a discontinuous formulation allows inserting cohesive elements on the fly during the simulation without any modification of the mesh, which is an issue with the continuous approach, and on the other hand, it allows obtaining an easy parallel implementation of the resolution scheme. The recourse to a parallel algorithm is mandatory as the number of degrees of freedom required to capture the fracture process is particularly important.
The presented benchmarks involve very different fracture processes: crack propagation and fragmentation. On the one hand, the ability of the framework to model the crack propagation under different dynamic loadings (impact and blast) is demonstrated by comparison with numerical and experimental results reported in the literature for elastic and elasto-plastic materials. On the other hand, the fragmentation due to the expansion of two different linear brittle specimens are studied to prove the ability of the framework to model multiple crack initiations. Once again the results are in good agreement with the ones reported in the literature. Therefore the DG/ECL framework is found to be a versatile tools, which can be applied for both dynamic crack propagation and fragmentation.
