Deep learning has made significant progress in many fields such as image identification, speech recognition and natural language processing, especially in the field of computer vision. The better performance of the neural network often built on deeper, wider network structure, more network parameters and more storage and often computational expensive. As a result, it is hard to deploy neural network to mobile and embedded devices. Therefore, compressing of convolutional neural networks is very necessary and practical. In this paper, we propose a channel pruning algorithm for depth-wise separable convolution units and introduce a new channel selection algorithm based on information gain and a method for quickly recovering network performance after pruning. The proposed method is implemented on MobileNet and validated on several popular datasets. The experimental results show that our method can achieve better experimental results on several image classification datasets, and also achieve good detection results on the PASCAL VOC image detection dataset.
I. INTRODUCTION
Convolutional neural networks have caught a lot of attention since Alex presented AlexNet [1] in 2012 and won the ILSVRC2012 (Large Scale Visual Recognition Challenge 2012). In recent years, convolutional neural networks have achieved extremely high accuracy in various computer vision tasks such as image recognition, image detection and image segmentation. It has become the dominative method for solving computer vision problems.
Convolutional neural networks rely on tens of millions of parameters in the network to participate in the calculation, and have some disadvantages, such as complex network structures, large computational complexity, slow training speed, and difficult to deploy on embedded devices. For instance, AlexNet has five convolutional layers and three fully connected layers, with a total of 60 million network parameters. It cost more than two days to train on the ImageNet [2] dataset with a single NVIDIA K40. As the number of network model layers and parameters increases, The associate editor coordinating the review of this manuscript and approving it for publication was Muhammad E. H. Chowdhury .
reducing their size and computational cost is critical, especially for real-time applications such as online learning and reinforcement learning. Furthermore, in recent years, VR, AR and smart wearable devices have developed rapidly, and researchers are urgent to solve the problem of deploying large-scale learning systems to mobile devices. Achieving this goal requires integrated solutions of many fields, including but not limited to machine learning, optimization methods, computer architecture, data compression, indexing and hardware design.
Related works [3] , [4] have shown that the computational complexity of convolutional neural networks is mainly concentrated in the convolutional layers. For the problem of feature redundancy in the convolutional layers, some researchers [5] , [6] proposed channel pruning to remove the less important channels in the convolutional layers to compress the network structure. These methods work well in convolutional neural networks stacked by conventional convolutional layers with parametric redundancy but not fit in efficient convolutional structures such as depth-wise separable convolutional units. Therefore, this paper proposes a two-stage channel pruning method for depth-wise separable convolution units, which uses a parameter reconstruction method to quickly recover the network performance, and introduces a new channel selection algorithm based on information gain. In summary, the main contributions of this paper can be listed as follows:
(1) We propose a novel channel pruning method based on information gain and achieve state-of-the-art results on standard benchmarks.
(2) We report a parameter reconstruction method with linear regression algorithm so that it could fix parameters and make up the accuracy degradation caused by pruning in a short time.
II. RELATED WORK A. APPROACHES OF MODEL COMPRESSION
In recent years, scholars have made many progress in network compression and acceleration, and proposed varieties of lightweight algorithms, such as network pruning [6] - [8] network quantization [6] , [9] - [15] , low-rank approximations [17] , knowledge distillation [18] and neural network architecture design [3] , [4] , [21] , [22] .
Han et al. introduced a simple pruning strategy: if the weight of a connection is lower than threshold, it will be regarded as a low contribution connection and be removed, and then with some fine-tuning operations, the accuracy of the neural network will be preserved [6] . This pruning process can be implemented iteratively until we derived a sufficiently sparse network. However, compared to the unpruned network, the pruned network may not have a big advantage in terms of speed unless there are special software or hardware solutions to the sparsity storage and calculation. Wei Wen came up with the Structured Sparsity Learning (SSL) [7] method to solve this problem. They add sparsity regularizations into different structures (like filters, channels, and etc.) of the network, as a result, partial weights get to 0 and be removed, and then a hardware-friendly structured sparsity will be gotten. Compared to the original model, this method won't introduce sparseness, but it will bring additional consumption in training process. Liu et al. tried to fix this issue by applying L1 regularization to the scaling parameter in batch normalization directly [8] , but it turns out that the training from scratch is still time-consuming.
Network quantization [9] attempts to cut down the number of bits occupied by weights to achieve network compression. Gong et al. [9] and Chen et al. [10] achieved this goal by applying weight quantification and k-means clustering Vanhoucke et al. obtained a 4× speedup [11] without accuracy lost by applying 8-bit quantification to network. Besides, S. Gupta et al. even implemented 16-bit floating-point quantization in training process, and get a distinct cost degradation of memory and floating-point computation with tiny loss in accuracy [12] . To reduce the size of the model further, W. Chen et al. advocated to divide weights into different groups so that weights in a group could share a common value [13] . In addition, Han et al. achieved a compression of VGG-16 model from 552MB to 11.3MB without any degradation of accuracy [6] . Courbariaux et al. gave a definition of Binarized Neural Networks (BNNs) with whose weights are all quantified to +1 or −1, and achieved stateof-the-art performance on MNIST and CIFAR-10 datasets [14] . Rastegari et al. introduced XNOR-Net [15] which perfectly speeds network up yet performs badly on large-scale dataset like ImageNet to further cut down the computational cost by the way of the binarized weights and the binarized inputs.
Singular-value Decomposition (SVD) is a prevalent means to low-rank matrix decomposition. Denton et al. just use this method to implement matrix approximation, and indirectly reduce the computational consumption by redundancy of the matrix [17] . Though this approach could achieve a 3× parameter compression without computational cost loss, it is usually used in fully connected layers while most calculations of neural network existed in the convolutional layers. In the convolutional layers, parameters are usually stored in a multidimensional matrix whose dimension is typically as a form like this: d × h × w × c, and d is the output dimension, h and w is the height and width of the convolution filters respectively, and c is the input dimension of the convolutional kernels. The essence of the low rank decomposition is to decompose the parameter matrix into a series of small matrices combinations with linear algebra so that the combination of small matrices is basically consistent with the original convolutional layer in discriminative ability, so it can be inferred that we could preserve sufficient accuracy and greatly reduce memory cost of parameters by this way. Low-rank approximation will be carried out layer by layer from shallow convolutional layers to deep ones, and when a low-rank decomposition finished, the parameters of current layer will be fixed and fine-tuned with a reconstruction error.
Caruana et al. creatively introduced Knowledge Transfer (KT) to compress network models, which aims at making a better use of the existing knowledge [18] . The small, compressed network with soft tags of the strong models they trained could achieve similar output to the original network for shallow networks, but it is not suitable for the deep networks. Furthermore, Knowledge Distillation (KD), which is defined by Ba et al. in order to compress a deep and wide network into a small network, achieved a similar performance to the original model by imitating the output of original network [19] . High deployment demand for embedded devices stimulates the development of neural network architecture design. For example, GoogleNet uses the Inception module rather than a simple stack of layers to reduce the computational cost [20] , and ResNet [4] achieves an excellent image recognition performance by introducing bottleneck architectures. On the basis of that, ShuffleNet [21] combines pointwise group convolution with channel shuffle, and achieves a great acceleration on ResNet. MobileNet [4] achieves state of the art compression effect with depth-wise separable convolution. However, thought these methods have made a lot of contributions to network acceleration, they neglect to consider the size reduction.
B. DEPTH-WISE SEPARABLE CONVOLUTION UNIT
The main layers for computation in a convolutional neural network are the convolutional layers. The calculation principle of the convolutional layers is as follows:
If we assume that I is the input layer, K is the convolutional kernel, D1 is the width and height of the input feature map, D2 is the size of convolutional kernel, and M is the dimension of the input feature map, then we can get that the size of I is D1 × D1 × M, the size of convolutional kernel is D2 × D2 × M × N, and I will get an output feature map with a dimension of D1 × D1 × N through the convolutional kernel, so the computational complexity is
The total computational complexity and space complexity of a convolutional neural network is the sum of the computational complexity and space complexity of each convolutional layer.
Xception [22] mentioned that the convolutional kernel can be seen as a three-dimensional filter: channel dimension + space dimension (corresponding to the width and height of the feature map), The convolution operation actually implements a joint mapping of channel correlation and spatial correlation. The Inception module has an assumption that the combination of spatial features and the combination of channel features of the convolutional layers can be performed separately and can achieve better results in this case. And then a depth-wise separable convolution can decomposed conventional convolution into a depth-wise convolution and a 1 × 1 pointwise convolution [4] .
Assume that the size of input feature map is D1 × D1 × M, the size of output feature map is D1 × D1 × N, and the size of convolution kernel is D2 × D2 × M × N. According to the previous calculation, the computational cost of the traditional convolution is: D1 × D1 × D2 × D2 × M × N. If the calculation is performed with a depth-wise separable convolution, it's computational cost is the sum of the computational cost of the depth-wise convolution and the 1 × 1 convolution:
The ratio of the computational cost of the conventional convolution to the depth-wise separable convolution is:
D2 2 Generally, we use a 3 × 3 convolutional kernel, and the value of 1/N is negligible. It can be seen that the computational complexity of the depth-wise separable convolution is reduced to about 1/9 of the conventional convolution.
From the above analysis, the depth-wise separable convolution structure of the 1 × 1 convolution greatly reduces the computational cost in the forward. Moreover, in 3 MobileNet [4] , about 95% of the multiply-and-accumulate operations come from the 1 × 1 convolution (95% of the number of parameters), and the large use of 1 × 1 pointwise convolution means that some highly optimized Matrix multiplication algorithms (such as GEMM) can be implemented to improve computational efficiency.
C. CHANNEL PRUNING
Channel pruning has been widely used in model compression of convolutional neural networks. In early work, channel pruning was considered as a way to effectively reduce network complexity and reduce overfitting. For instance, reference [6] pruned the best performing model so far, and reduced network complexity without losing accuracy. The general steps for network pruning are as follows:
(1) Use common methods to train a complete convolutional neural network.
(2) Sort the weights of each layer by absolute values.
(3) Select the weights whose absolute value is below a certain threshold and remove them.
(4) Re-train the pruned network to achieve the best performance of the model before pruning.
Generally, this method can greatly reduce the number of network parameters in the fully connected layers. The weights pruning can reduce the amount of parameters of the network, but it also has the following disadvantages:
(1) Those pruning methods are only used for the fully connected layers, and the fully connected layers are often the part which has most redundant parameters. As a result, in practical applications, we tend to discard the fully connected layers and replace them with the average pooling layers. Therefore, in the existing convolutional neural networks, the convolutional layers often account for most of the computational complexity and the most part of time. In general, the algorithms described above are capable of achieving faster speed or less storage capacity, yet they rarely achieve significant acceleration while compressing the entire network.
(2) Weight pruning is prone to sparse connections, but the sparse neural network structure is not as efficient as the original neural network with tight connections.
Due to the above problems, more and more scientists have begun to turn their attention to the channel pruning. Channel pruning [5] is another way of weight pruning. Unlike the removal of a single neuron connection in neuron pruning, channel pruning removes less important channels from the entire convolutional layers. This method has the following advantages over neuron pruning:
(1) The entire channel is removed, so sparse connections will not be introduced.
(2) The speed in forecasting will be greatly improved.
The ordinary channel pruning of convolution layers is shown in Figure 1 . Using a triplet <Li; Wi; * > to represent the i th depth-wise separable convolution unit, so that Li ∈ R c×h×w is the input vector, Wi ∈ R d×c×k×k is a set of convolution filters, and the * stands for convolution operations. Note that each filter corresponds to one channel of the activation layer (as shown by the yellow layer in the middle of Figure 1 ), so the discriminative ability of each channel filter is closely related to its corresponding activation layer. A simple strategy for calculating the discriminative ability of a filter is to calculate the Average Percentage of Zeros (APoZ) of each channel of the activation layer: the higher APoZ, the lower importance of the filter, and if the ApoZ is below a certain threshold, then remove it.
III. OUR APPROACH A. FRAMEWORK
As mentioned in the previous section, the depth-wise separable convolution unit consists of a 3 × 3 depth-wise convolutional layer and a 1 × 1 pointwise convolution. The main computational cost of this unit is concentrated in the 1 × 1 pointwise convolution. If we prune the channels derived by the 3 × 3 depth-wise convolutional layer, the number of input channels of the 1 × 1 convolution layer will be significantly reduced, thereby reducing the computational complexity of the 1 × 1 pointwise convolution. From another point of view, in the depth separable convolution, the 3 × 3 depth-wise convolutional can be regarded as the process of feature extraction, which extracts the features of each channel of the feature layers. When the features are extracted, the features will be combined through the 1 × 1 pointwise convolution to get useful features, which is similar to the feature engineering in traditional machine learning. The introduction of channel pruning after deep convolutional layers can be seen as introducing a feature selection process, retaining the more important features in image classification, detection or segmentation tasks, and filtering out less important features. The channel pruning method based on the depth separable convolution unit is explained in Figure 2 .
Using a triplet <Li, Di, Pi> to represent the i th depth-wise separable unit, Li is the input unit, Di is the depth-wise convolutional layer in the depthwise separable convolution structure, and Pi is the pointwise convolution in the structure, which is the pointwise convolution part. The activation layers in figure 2 refer to the activation layers next to the Di layers, which is the input unit of the pointwise convolution. The channel pruning aims to cut off the less important channels in the activation layers, and remove the corresponding convolutions in Di and Pi at the same time.
Each filter in Di corresponds to a channel in the activation layer, and the importance of the feature channels is often evaluated by some indicators. The light color layers in the activation layer represent the less important output channels that should be removed. At the same time, the corresponding convolution filters in Di and the convolution filters with the channels as the input in Pi will be removed together, and the output dimension of the depth-wise separable convolution unit will not change. According to the calculation principle of the depth-wise separable convolution, the channel j of the activation layer is convoluted by the j th channel of the input unit and the 3 × 3 filter of the j th channel of the deep convolution layer, so once the j th channel of activation layer is removed and the j th channel of the input layer should also be removed. For the convolution filters which should be removed, the weights of their corresponding convolutional layer and their corresponding learning rate are set to 0 during the pruning process, so it will not be participated in the calculation and inference process. Specifically, it is shown in dotted lines in figure 2. As mentioned above, the com-
, and now some channels are removed by the channel pruning. It should be noted that the pruning process does not reduce the output dimension of the convolution unit, but only cuts off the less important feature layers and its corresponding weights, so the current computational cost, i.e.,
is much lower than that of the original convolutional neural network, and the output dimension size N does not change.
As shown in Figure 3 , the pruning of the i th depth-wise separable convolution unit will affect the i-1 th convolution unit.
Assume that the j th channel of the input layer Li of the i th depth-wise separable convolution unit is removed, and Li is generated by the pointwise convolution P(i-1) of the (i-1) th depth separable convolution structure, so the 1 × 1 convolution of P(i-1) can also be removed. It can be known that the channel pruning based on the depth-wise separable convolution unit has better discriminative ability than the ordinary convolution unit, especially when dealing with the multilayer pruning, the layer-to-layer influence can be avoided as much as possible and the pruning can be more thorough.
A complete process of channel pruning based on depth-wise separable convolution units is shown in Figure 4 . First, get a trained MobileNet model by following complete training steps. Then, for the ith depth-wise separable convolution unit <Li, Di, Pi>, the importance of all the output channels of the deep convolutional layer Di is obtained according to an importance evaluation criterion, and then the convolution channels will be sorted in order of importance, and those channels with the least importance and their corresponding convolution filters in Pi and Di and the input channel in Li will all be removed. Moreover, the convolution filters in the previous layer <L(i-1), D(i-1), P(i-1)> of the depth separable convolution unit that corresponding to Li also needs to be removed, so that the pruning process for the i th deep separable convolution unit will be finished. And when the pruning of all convolution units are completed, the network fine-tuning method can be used to restore the performance of the model loss after pruning.
B. CHANNEL SELECTION ALGORITHM BASED ON INFORMATION GAIN
The study of channel importance evaluating criteria is a major research hotspot in the community. At present, the mainstream importance evaluation methods are as follows. (1) Evaluated according to the APoZ indicator. The higher APoZ, the more units not activated, and the lower the importance.
(2) Evaluated by calculating the sum of the absolute values of the weights of the channel filters (i.e., |W (i, j)|) [26] . The smaller the value, the smaller the activation threshold of the feature map generated by the channel filter is, and the channel is more tend to be removed.
(3) Some scholars believe that if the weights are used as the standard clipping, some useful filters may be cropped, so J. Luo proposed a method for evaluating whether filters are important based on entropy [27] .
(4) Yang believes that the previous pruning methods do not take the bandwidth and energy consumption of the model into account, and cannot pruning the model to the maximum extent from the perspective of energy utilization. Therefore, he proposed a pruning method based on energy-efficiency [28] .
(5) Some scholars adopt the idea of genetic algorithm to randomly prune the neural network, and select the model with good effect in use [29] .
(6) Some scholars believe that if the activation of a certain neuron in a layer has a strong correlation with the activation of a certain neuron in the previous layer, then this neuron has a strong discriminative effect on the activation of the next layers [5] . (7) Hu considers the pruning problem as a combinatorial optimization problem [29] . Choosing an optimal group B from the lots of weight parameters to minimize the loss of cost function of the cropped model.
These channel selection algorithms are mostly based on the mathematical significance of the channel in convolutional layers to indicate its importance. In the depth-wise separable convolution unit, each convolutional layer derived by depth-wise convolution can be regarded as a feature, so the importance of each channel can be evaluated by the common methods of evaluating feature importance.
Firstly, we will give a definition of channel importance evaluation standard based on entropy, and on the basis of this standard, we will introduce a new Information-Gain-based channel importance evaluation standard, and then we will explain its ideas, calculation principles and specific implementation process.
In information theory, entropy is defined as the expectation of a random variable. The greater the entropy, the greater the uncertainty of the variable, and the greater the amount of information contained in the random variable. Information entropy is a concept used in information theory to measure the amount of information. The more ordered a system, the lower the information entropy; conversely, the more chaotic a system is, the higher the information entropy is, so information entropy can also be used as a measure of the degree of system ordering.
The calculation formula of information entropy is: For input layer Li, when the feature extraction is performed by the depth-wise convolution Di, the nonlinearity will be introduced by the Rectified Linear Unit (ReLU), and then the activation layer Ai will be derived. A simpler way of calculating the entropy of each channel of the activation layer is presented in Alg. 5-1. Firstly, select a dataset, and for each sample of the dataset, get the output of each channel convoluted by the depth-wise convolutional layer Di. Considering the efficiency of the channel selection process, for the entropy calculation of each channel output, we randomly select only 20 points to balance the efficiency and the costs since 20 works good for our experiments. For each point, divide the value range into 10 intervals, count the number of values in each interval, and use this as a basis to calculate the probability of the value of each position of the channel, and then the information entropy of the position can be calculated. Then the sum of the entropies of the various locations is the total information entropy of the channel, which represents the amount of information for this output channel. Combined with the definition of information entropy, the formula for calculating the entropy of a single channel is shown as follows: where p k j is the probability that the j th point of the activation layer falls on the interval k, and H (x) is the information entropy of the convolution channel. In fact, from the perspective of APoZ, if an activation layer is not important enough, most of the activation values in the layer are 0, and the information entropy of the layer will be small. Therefore, the entropy-based approach is a method used to assess the importance of channel [27] . Specifically, the smaller the information entropy H (x) corresponding to the activation layer Ai, the lower its importance, and the corresponding depth wise convolution Di is more tend to be removed.
Information gain is a concept often mentioned in the decision tree algorithm [30] , which is a tree algorithm that classifies instances based on features. And its basic principle is very simple: from the multiple features of the dataset sample, select the appropriate features, and recursively divide the dataset according to the different feature values, so that each sample has a relatively correct classification process. Appropriate features are critical to the decision tree splitting, and information gain is a common criterion for feature selection.
The information gain is defined as the difference in entropy of pre-divided and the divided dataset that divided by a certain feature. For the dataset D to be divided, the amount of information (entropy) in the data is definite, but the entropy after division by feature selection is uncertain. The smaller the entropy value, the smaller the uncertainty of the subset obtained by dividing this feature. The bigger difference in entropy values between the pre-divided and the divided datasets, the greater amount of information contained in the feature. Therefore, the importance of each feature channel can be evaluated by the magnitude of the information gain.
As shown in Figure 5 , the input layer Li performs feature extraction through the spatial convolution layer Di, and then introduces nonlinearity through a Rectified Linear Unit (ReLU) to get the activation layer Ai. The activation layer Ai holds the output Oi of the entire depth-wise separable convolution unit through the 1 × 1 pointwise convolution. In order to calculate the information gain of each channel of the activation layer Ai, we can calculate the difference between the Oi information entropy before and after the operation. The specific calculation steps are as shown in Algorithm 5-2:
Algorithm 5-2 The Information Gain Calculation Flow of Channels of Convolution Layers
Require: dataset D; depth-wise separable convolution unit <L i , D i , P i >; According to the steps of Algorithm 5-2, the information gain of each channel of the feature layer Ai can be derived. Then, according to the information gain, the feature channel with less information gain under the prune ratio and its corresponding 3 × 3 depth-wise convolution and 1 × 1 pointwise convolution should be removed together. The parameter reconstruction then will be performed with linear regression, and the pruning of a single depth-wise separable convolution unit could be completed.
1) PARAMETER RECONSTRUCTION BASED ON LINEAR REGRESSION ALGORITHM
The channel pruning algorithm based on the depth-wise separable convolution unit reduces parameters and network computation complexity of the convolution layers by removing the less important feature channels of the depth-wise convolution output and their corresponding convolutional kernels. It can be seen from the previous analysis of network pruning that the method does not reduce the dimension of the output layer Oi of the convolution unit, so the linear regression algorithm can be used to reconstruct the parameters of the corresponding separable convolution unit in the channel pruning so that the Oi' layer of the network after pruning can fit the output of the Oi layer before pruning as much as possible.
As shown in Figure 6 , using the output Oi of the i th depth separable convolution unit <Li, Di, Pi> before pruning to direct the output Oi' of the convolution unit <Li', Di', Pi'> after pruning. The specific method is to use the linear regression algorithm to minimize the square error between the two outputs. The square error is defined as follows:
Linear regression algorithm is a regression analysis that uses the least squares function of a linear regression equation to model the relationship between one or more independent and dependent variables. This function is a linear combination of one or more model parameters called regression coefficients (the arguments are all first power). The case of only one independent variable is called simple regression, and the case of more than one independent variables is called multiple regression. For our parameter reconstruction, it needs to derived a group of new weights to get a H × W × C shaped output Oi (H and W is the height and width of the output layer, and C represents the dimension of the output layer), and it often has many variables. In order to reduce the time to reconstruct each convolutional layer, this chapter only randomly selects m points in the output layer as the dependent variable y, and selects the output of the previous layer of channel pruning as x, then the squared error function is used as the loss function in the reconstruction process, in which n is the size of the training set, θ is the reconstructed convolution parameter to be calculated. Every time we pruned a layer, we would apply linear regression to that layer with less channels to get a group of new parameters to fit the original output.
Using linear regression after channel pruning of each convolution unit to reconstruct the parameters in the pointwise convolution is equivalent to the layer-by-layer finetuning training to reduce the network error, but it is more computationally efficient.
In summary, we followed the process as shown in Figure 7 to prune MobileNet model.
IV. EXPERIMENT
To verify the effectiveness of the algorithm, we conduct experiments on multiple datasets. The experiments are carried out under the Tensorflow [30] deep learning framework.
A. IMAGE CLASSIFICATION ON CIFAR-10 1) DATASET PREPARATION
The original image size is 32 × 32. Enlarging the image to 224 × 224 can improve the performance of the model partly and increase the accuracy of the model, but it will greatly increase the training time. The purpose of this chapter is to prove that the proposed pruning algorithm can significantly reduce the size and complexity of the model with less accuracy in model loss. In order to ensure that the experiments can be completed quickly, the original images will not be enlarged in the experiment, but the images will be preprocessed as follows. Before training, four pixels of zero padding are applied around each picture, and the original picture of 32 × 32 is filled to a size of 40 × 40, and then the picture is randomly cropped to a size of 32 × 32. Finally, we randomly flip the image in the direction of left and right, so that the picture for model training is derived. In the test process, the original test data is used as input, and no pre-processing is performed.
2) IMPLEMENTATION DETAILS
In this experiment, an NVIDIA GTX GPU was used for the calculation. The loss function in the training process is the cross entropy cost function, and the optimal solution of the parameters is Adam [32] . The initial learning rate was set to 0.06, and a total of 100 epochs were run. At the 30th, 60th, 80th, and 90th epoch, the learning rate was multiplied by 0.1, and a batch was set to train 64 pictures, a total of 78125 iterations. The experiments in this chapter are designed to compare the performance differences between the Table 1 .
3) RESULTS AND ANALYSIS
In this experiment, we perform experiments according to the process shown in Figure 7 . In the pruning process, the channel importance evaluation criteria based on weight sum [26] , APoZ [5] , information entropy [27] and information gain are used to select unimportant channels for pruning. After the single depth-wise separable convolution unit is pruned, the linear regression algorithm is used to reconstruct the parameters. After the whole model is pruned, the network is fine-tuned according to the first training process of the network.
After pruning, the FLOPs, model size, forward calculation speed of each prune ratio is shown in Table 2 .
It can be seen that as the prune ratio increases, more convolution filters with less importance in the model are filtered out, the floating-point operations per second (FLOPs) of the model is significantly reduced, and the model size is greatly reduced. At the same time, since the number of convolution operations is greatly reduced, the forward speed of the model is significantly improved. When the prune ratio reaches 0.7, the FLOPs after pruning have dropped to about 1/10 of the initial model, the model size is about 1/3 of the initial model, and the operation speed is only 1/6 of the previous one (within 1 ms), which is basically suitable for use in mobile or embedded devices.
Comparing the effect of different channel selection methods is to compare how much information the remaining convolutional layer channels retained after the channel pruning when compared to the original convolutional layer. The more information retained, the less performance loss between the pre-pruned and pruned model. Therefore, this group of experiments firstly compared the test accuracy changes before finetuning the pruned network under the three evaluation criteria of APoZ, information entropy and information gain. The curve of variation is shown in Figure 8 :
It can be known that no matter which pruning method is adopted, the training accuracy rate reduce rapidly, but the pruning method based on information gain preserves the model performance as much as possible compared with the other two methods. When the prune ratio is not more than 0.6, 70% or better the test accuracy can be guaranteed, which indicates that the information gain based pruning method retains as many important feature layers as possible and removes the less important features in the depth separable convolution unit as compared to the other two methods. The fine-tuning training can improve the accuracy of the network to some extent, since Figure 9 shows that the accuracy of the model with fine-tuning is much better than cases of without fine-tuning.
It can be seen that when the prune ratio is no more than 0.65, the test accuracy of the model with the information gain-based pruning method is improved compared with the original model, which proves that the convolutional layer pruning method can properly alleviate the overfitting of model. And the figure also shows that after the retraining, the information gain-based pruning method can still get better test accuracy, especially in the case of large prune ratio. Now let's evaluate the performance of the model after pruning from another angle. In the last 10,000 iterations of the model retraining, the training accuracy rate will be calculated every 100 iterations, and then those training accuracy rates will be averaged to get the final average training accuracy of the model. As shown in Figure 10 , the channel pruning method based on information gain has more obvious advantages on the training set, which indicates that the method retains the useful information in the original model as much as possible, and fits the training data well.
In a convolutional neural network, the shallow convolutional layers often contain more image feature information which is important for image classification tasks. Therefore, the following pruning strategy can be adopted, that is, for shallow network of the depth-wise separable convolution unit uses a relatively small prune ratio, while the deeper convolution layer selects a larger prune ratio.
According to the above strategy, we use the prune ratio of 0.75 in the 2nd, 4th, 6th, 7th, 8th, 9th, 10th, 11th, and 13th depth-wise separable convolution unit which has more channels, while in other convolution units take a prune ratio of 0.5, and the model FLOPs is obtained as 2666496.0. Compared with the model derived by the prune ratio of 0.7, the computational complexity is similar, but the performance of the model is greatly improved. The specific performance is shown in Table 3 , which shows the method of pruning according to different proportions of channels further compressed the neural network while maintaining the performance of the model.
4) THE ROLE OF LINEAR REGRESSION RECONSTRUCTION MODEL
The idea of the parameter reconstruction method is to reconstruct the parameters by linear regression so that the pruned input X fits the previous convolutional layer output Y as much as possible. The squared error is used to measure the difference between the new convolutional layer output and the original convolutional layer output. The calculation formula is as follows:
We use Figure 11 to analyze the variation of the average squared error of each layer in the layer-by-layer pruning process of neural network.
In the layer-by-layer pruning process, the square error generated by the fore layer is added to the current layer. If the linear regression method is not used for parameter reconstruction, as shown by the orange curve in the above figure, the square error will appear an increasing trend as the number of layer increases. But with the introduction of the linear regression method, although the square error of the deep layers of the network is still larger than that of the shallow layers, the overall square error tends to be stable. In the 8th and 10th deep separable convolution units, the squared error is reduced because the pointwise convolution has a higher dimension in these convolutional units and has a better ability to fit the output. Therefore, it can be seen that in these convolutional units, the parameter reconstruction method can achieve better results with a lower square error. The most direct effect of the squared error reduction for each layer is the test accuracy of the model before fine-tuning training, as shown in Figure 12 .
After channel pruning, the accuracy of unreconstructed MobileNet dropped to around 10% when the prune ratio was greater than 0.7, and the model performance was severely lost. However, the MobileNet reconstructed with linear regression algorithm could still maintain a proper ability to accurately classify after pruning, and the model could still retain a more than 50% accuracy when the prune ratio is not bigger than 0.7. In order to observe the influence of the parameter reconstruction method on the test accuracy of the final model, fine-tuning the reconstructed model to obtain the test accuracy is as Figure 13 .
It can be seen that the parameter reconstruction method greatly improves the accuracy of the network fine-tuning training. However, with the progress of fine-tuning training, the gap between the two settings is gradually reduced. When the prune ratio is not so big, the method of parameter reconstruction is less obvious for improvement of the final test accuracy of the network. The reason for the conjecture may be that the network was also trained with the gradient descent method during the network fine-tuning training process, and the functions of this two progress were repeated. However, the reconstruction method is not without merit. In other more complicated tasks, linear regression method reconstruction of the model middle layer parameters may also be a feasible method.
B. LARGE-SCALE CLASSIFICATION ON ILSVRC12 1) DATASET
The ImageNet [2] project is a large visualization database for visual object recognition software studies. More than 14 million image URLs are manually annotated by ImageNet in order to indicate objects in the image, and at least one million images provide a bounding box. ImageNet contains more than 20,000 categories; a typical category, such as ''balloon'' or ''strawberry'', contains hundreds of images. It is by far the most authoritative dataset of image processing task, often used as a benchmark dataset in experiments.
Since 2010, in the annual ImageNet Large Scale Visual Recognition Competition (ILSVRC), research teams have to evaluate their algorithms on a given dataset and competed for higher accuracy in several visual recognition tasks. ILSVRC is designed to ''track the PASCAL Visual Object Classes (PASCAL VOC) established in 2005'', which includes only about 20,000 images and 20 target categories. ILSVRC only uses 1000 image categories or a trim list with of it, and 90 out of 120 varieties are classified by the full ImageNet architecture. ILSVRC-12 is the dataset used in the 2012 ILSVRC competition, which training set contains 1.2 million images and the validation set contains 150,000 images belonging to 1000 categories.
Due to the large number of categories, the indicators for evaluating ILSVRC image classification are Top-1 accuracy and Top-5 accuracy. Generally, Top-5 accuracy is used as the evaluation standard.
2) IMPLEMENTATION DETAILS
Due to the complexity of the image classification task of the ILSVRC-12 dataset, the larger prune ratio has a greater impact on the performance of the model. Therefore, we select the prune ratio of 0.1, 0.2, 0.3, 0.4, and 0.5 to pruning the network. Similarly, the workflow to prune the network is shown in Figure 7 .
A complete training of the ILSVRC-12 dataset requires 100 repetitions of the 1.2 million images in the training set. Assuming a training batch size of 64, the entire training process requires 2 million iterations. And it will take about 200 hours to train once on the NVIDIA GTX 1070Ti. Due to hardware limitations, this group of experiments used the open source, already trained MobileNet as the initial network. The pre-training model achieved 69.1% Top-1 accuracy and 88.2% TOP-5 test accuracy on ILSVRC12. Based on the pretraining model, only pruning and parameter reconstruction are performed, and subsequent fine-tuning training is not performed. The effects of three channel selection methods (APoZ, information entropy and information gain) are compared by comparing the test accuracy of the reconstructed network.
3) RESULTS AND ANALYSIS
The variation of the model FLOPs with the increase of the prune ratio during the experiment is shown in Table 4 :
As shown in Figures 14 and 15 , under the Top-1 and Top-5 evaluation criteria, the information gain-based pruning method achieves the best results at various prune ratios, especially when the prune ratio is relatively large. When the prune ratio is small than 0.3, although the model is not fine-tuned and retrained, the information gain-based pruning model can still achieve more than 60% of Top-1 accuracy and more than 80% of Top-5 accuracy. As shown in Table 4 , the FLOPs of the model are only half of the initial model when the prune ratio is equal to 0.3. In other words, only through model pruning and linear regression reconstruction, one can compress MobileNet more than double with a model loss of less than 5%, which requires only 20 minutes for a typical computer. However, when the prune ratio exceeds 0.3, the test accuracy of the model after pruning begins to decrease drastically, and the network after pruning needs to be fine-tuned for a long time to restore the model performance.
C. DETECTION ON PASCAL VOC 1) DATASET
The PASCAL Visual Object Classes is a world-class computer vision competition that began in 2005. The content is different every year, from the initial classification to the subsequent image detection, image segmentation, human body layout, motion recognition, etc. The capacity and variety of datasets are also constantly increasing and improving. In this section, we mainly use this dataset for image detection. The dataset contains 20 categories of targets, namely airplanes, bicycles, birds, boats, cats, dogs, etc., with a total of 9,963 high-quality images, of which 22,136 are training set and 4,952 are test set. And for image detection tasks, the dataset will even provide the image with the category and location information of the identified object.
2) IMPLEMENTATION DETAILS
For this group of experiments, we attempt to use MobileNet as the basic network to achieve target detection based on the SSD. The network structure diagram is shown in Figure 16 .
Firstly, the size of input image is 300 × 300, removing the last classification layer of MobileNet, and only left the previous convolution units as the feature layers. In order to enrich the extracted features, the additional eight different scale convolution layers were added after MobileNet. The output feature maps of the eleventh and thirteenth depth-wise separable convolution units conv14_2, conv15_2, conv16_2, conv17_2 are taken as input features for subsequent target detection. In this section, a total of three sets of target detection experiments are set up, corresponding to MobileNet networks with prune ratios of 0, 0.3 and 0.5 respectively.
To speed up model training, the first set of experiments used MobileNet that has been trained on the ILSVRC-12 dataset as the pre-training model, while the second and third sets of experiments uses the information gain pruning criteria for channel pruning, and the model parameters after reconstruction will be used as pre-training models in the training process. We still use a NVIDIA GTX 1070Ti to train on the TensorFlow deep learning framework. And the loss function is weighted by the target location loss function and the target recognition loss function. We used the SGD optimization algorithm with the momentum parameter set to 0.9 to train the network, and got a total of 120,000 iterations. As a result, the learning rate drops to 0.0001 and 0.00001 respectively when the network iterates to 80k and 100k with the initial learning rate setting to 0.001.
3) RESULTS AND ANALYSIS
After the pruning, the changes of FLOPs and mAP of the model are shown in Table 5 :
The experimental results show that the channel pruning method based on the information gain criterion preserves the important information in the model as much as possible. The pruned neural network not only maintains the original image classification accuracy, but also has an obvious effect in the more complex image detection tasks. Besides, the detection model keeps small loss of performance when the computational cost is greatly reduced. Some image detection results are shown in Figure 17 . It is foreseeable that the channel pruning method can be widely used in other computer vision related tasks such as image segmentation, motion recognition, and image rendering, which is also our future research direction.
V. CONCLUSION AND FUTURE WORK
This paper selects the MobileNet, a lightweight network model widely used in the industry, as the basic network for network compression. A new pruning process with a new information gain-based channel selection method and a new parameter reconstruction method are designed according to the special structure of the depth separable convolution unit. Then, we carried out experimental verifications on CIFAR10 and ILSVRC12 image classification datasets. The proposed channel selection method retains more important information in the model than the channel selection method of APoZ and information entropy, and has a higher accuracy. In addition, when we use the pruned MobileNet as the basic model of SSD, we also get good results on the PASCAL VOC image detection dataset.
The existing neural network compression methods mainly compress the redundancy in the neural network. It can be seen from the experiments that when the prune ratio is small, the performance of the neural network does not decrease too much with retraining. But when the prune ratio is bigger than a certain threshold, the performance of the model begins to decrease greatly, and the accuracy also significantly decreases as the prune ratio increases. Therefore, we can envisage whether there is a neural network of the right size for a particular problem, which can solve this problem with almost no redundancy in the network. It needs us to have a more precise definition of this problem, and we need some means to calculate how many parameters and network layers this problem required at least to be resolved. This is a difficult but feasible direction, which is how to automatically learn the most appropriate architecture through the neural network for the complexity of different tasks without artificial design. Only in this way we can get closer to the real ''artificial intelligence''. Her research interests include blockchain, the IoE, and compression and acceleration in neural networks. VOLUME 7, 2019 
