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Corticotropin-releasing hormone (CRH) neurons located within the paraventricular 
nucleus (PVN) of the hypothalamus control the hypothalamic-pituitary-adrenal (HPA) 
axis. The HPA axis controls the neuroendocrine stress response as well as exhibits 
spontaneous activity patterns. CRH neurons are activated by real or perceived threats, 
resulting in a surge of corticosteroid (CORT) secretion. Under basal (unstressed) 
conditions CORT is known to be secreted with a prominent circadian (~ 24-hour) and 
ultradian (~ hourly) rhythm; with the peak of circadian secretion before the transition 
into the active phase of the organism. However, to date, the spontaneous activity 
patterns of the PVN CRH neuron population, which may control CORT rhythms, are 
unknown. Therefore, the overall goal of this PhD thesis was to gain insight into the 
diurnal and ultradian activity patterns of the PVN CRH neurons and how these activity 
patterns may be influenced by acute stress exposure. 
This was investigated by using in vivo GCaMP6s fibre photometry to optically measure 
the activity patterns of the PVN CRH neuron population in awake behaving adult male 
mice while simultaneously monitoring home-cage activity. A knock-in mouse line, 
where Cre-recombinase is expressed by the endogenous CRH gene (CRH-ires-Cre 
mouse line), was used in combination with an adeno-associated-virus construct, that 
carried a Cre-dependant fluorescent calcium indicator (GCaMP6s), to unilaterally 
transduce PVN CRH neurons followed by implantation of an optical fibre above the 
PVN. This optical fibre was connected to the photometry system during experimental 
recording. 
Fibre photometry recordings of PVN CRH neuron spontaneous activity were carried 
out over 24-h under unstressed basal conditions. These recordings revealed an 
ultradian activity pattern that occurred approximately every 54-min. These ultradian 
activity bursts were characterised by ~20-min long elevations in CRH population 
activity interspersed with fast transient events. Surprisingly, these ultradian activity 
bursts were highly correlated with the animal’s total activity in their home-cage, 
including locomotion and exploratory head movements. The frequency of ultradian 
activity bursts (~ every 54-min) was also remarkedly similar to the previously reported 
frequency of ultradian CORT secretion (~ 1 pulse/h), leading to the speculation that 
ultradian PVN CRH population activity may drive ultradian CORT secretion. 
 iii 
Interestingly, the observed diurnal changes in PVN CRH population activity were 
subtle, and the time course did not match circadian CORT secretion. Specifically, 
ultradian PVN CRH population activity was not elevated before the transition into the 
active phase of the animal; instead, CRH activity bursts lasted ~ 4-min longer during 
the night. 
Exposure to an acute stress (20-min novel environment) did not significantly disrupt 
the ongoing ultradian rhythms of the PVN CRH neuron population. Finally, PVN CRH 
neuron population responses to acute stress (5-min white noise) did not differ between 
ZT0 and ZT12. This result may suggest that the CRH population response to a stressor 
follows a set ‘template’ regardless of the timing of such stressor across a 24-h day. 
Taken together, these data are the first to reveal ultradian and diurnal rhythms in PVN 
CRH neuron population activity across the 24-h day with a strong link to the animal’s 
home-cage activity. Furthermore, acute stress did not affect ongoing ultradian rhythms 
significantly within the PVN CRH population, and the neural responses to acute stress 
were not found to depend on the time of day. Overall this research expands our in vivo 
knowledge about basal and stress-evoked neuronal activity patterns within the PVN 
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1.1 The Hypothalamic-Pituitary-Adrenal axis 
1.1.1 Stress responses 
The ability to adapt to stressful events and conditions is crucial for the survival of all 
species. Generally, stress is defined as a real or perceived hazard to the organism's 
well-being such as loud noise, predator encounter, but also blood loss or 
hypoglycaemia to only name a few examples (McEwen and Stellar 1993; Pacak and 
Palkovits 2001). Sensory systems relay both interoceptive and exteroceptive stress-
related information to the brain, leading to the activation of a fast autonomic and slow 
neuroendocrine stress response to maintain physiological function under these more 
demanding conditions (Munck, Guyre et al. 1984; McEwen and Stellar 1993; Herman, 
Cullinan et al. 2002). Accordingly, the brain is the central regulator of the stress 
response in our body, responsible for regulating the behavioural and physiological 
responses to stressors (McEwen 2008). 
The autonomic stress response mediated through the parasympathetic and 
sympathetic routes of the autonomic nervous system (ANS) provides the fastest 
response to stress by rapidly altering physiological states through the innervation of 
target organs and glands (Ulrich-Lai and Herman 2009). To give an example, within 
seconds, the sympatho-adrenomedullary route can increase heart rate and blood 
pressure by stimulating the cardiovascular system (Coote, Yang et al. 1998). Notably, 
the fast onset of the ANS response subsides quickly (Ulrich-Lai and Herman 2009) 
and is replaced with the more sluggish neuroendocrine response that takes tens of 
minutes to display first effects (Droste, de Groote et al. 2008; Ulrich-Lai and Herman 
2009). This neuroendocrine stress response is mediated by the activation of the 
hypothalamic-pituitary-adrenal (HPA) axis, which is the focus of this PhD thesis and 
will be discussed in detail in the following sections.  
 
1.1.2 An overview of the HPA axis  
Activation of the neuroendocrine stress response implies activation of the HPA axis, 
which results in the synthesis and secretion of corticosteroids (CORT) to adjust body 
mechanisms and behaviour to cope with the stressful situation (Chrousos 1998). 
Notably, the HPA system is highly conserved across mammalian species, including 
humans and rodents (Tapp, Holaday et al. 1984; Engler, Pham et al. 1990; Dalm, 
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Enthoven et al. 2005; Russell and Lightman 2019). The HPA axis comprises cell 
clusters in the hypothalamus, the anterior pituitary and the adrenal gland (Spencer 
and Deak 2016; Spencer, Chun et al. 2018). Each of these cell populations secretes 
specific hormones, contributing to the function of the HPA axis. Corticotropin-releasing 
hormone (CRH) neurons in the paraventricular nucleus (PVN) of the hypothalamus 
integrate and summate afferent information from various brain areas and control the 
activation of the HPA axis. CRH neurons project down to the median eminence (ME) 
where their nerve endings contact fenestrated portal capillaries that allow hormones 
to be directly released into the bloodstream (Arguilera and Liu 2012).  
Upon activation of the HPA axis, hypothalamic CRH neurons release stored CRH 
peptide and vasopressin (VP) into the portal circulation (Caraty, Grino et al. 1988; 
Engler, Pham et al. 1989). Both CRH and VP pass along the vascular route and 
synergistically activate corticotroph cells within the anterior pituitary. When CRH binds 
to CRH receptor type-1 (CRHR1) on the corticotrophs, vesicular stored 
adrenocorticotropic hormone (ACTH) is secreted into the general circulation (Antoni 
1986). Although both peptides have a stimulatory effect, CRH is the predominant 
driver of ACTH secretion. Within the zona fasciculata layer of the adrenal cortex, 
ACTH binds to melanocortin type-2 receptors (MC2R), triggering the synthesis and 
secretion of CORT. In ruminants and humans, cortisol is the dominant corticosteroid, 
whereas it is corticosterone in rodents (Norris 2013). In addition to the stress-induced 
activation of the HPA axis and resultant CORT surges, prominent spontaneous CORT 
release appears throughout the day as well. This spontaneous CORT releases can be 
divided into an ultradian oscillation with a frequency of roughly one pulse per hour 
riding atop a circadian secretion rhythm (Henley, Leendertz et al. 2009; Lightman and 
Conway-Campbell 2010; Waite, McKenna et al. 2012). Released CORT acts 
throughout the body regulating energy metabolism, inflammation, mood and cognition 
when spontaneously released and to alert the body about environmental and/ or 
physiological changes after a stressful encounter (Kalafatakis, Russell et al. 2018; 
Spencer, Chun et al. 2018). Of which, one of the most well-known actions of CORT is 
to supress the HPA axis activity and thereby control its own secretion, a process called 
negative feedback (Figure 1.1). 




Figure 1.1: The Hypothalamic-Pituitary-Adrenal axis. Hypothalamic CRH neurons (blue) within the 
PVN receive various afferent inputs (orange). Upon activation, CRH neurons release CRH peptide (blue 
solid circles) at their nerve terminals into the ME from where CRH travels through the portal circulation 
to bind on CRHR1 on corticotrophs in the anterior pituitary. CRH stimulates the pituitary to release 
ACTH (beige). Secreted ACTH, in turn, stimulates the adrenal gland to synthesise and secrete CORT 
(brown) into the bloodstream. Secreted CORT acts throughout the body, including negative feedback 
effects at the level of the pituitary and CRH neurons. Abbreviations: CRH = corticotropin-releasing 
hormone, PVN = paraventricular nucleus, ACTH = adrenocorticotropic hormone, CORT = 
corticosteroids, CRHR1 = corticotropin-releasing hormone receptor 1. Figure modified from Focke and 
Iremonger 2020.
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1.1.3 CORT signalling 
Upon CORT release into the blood, approximately 95% is bound by carrier proteins; 
80-90% by corticosteroid-binding-globulin (CBG) and 10-15% to albumin (Lewis, 
Bagley et al. 2005). About 5% of the released CORT remains unbound in blood 
plasma, which is biologically active and free to bind to its receptors at the target tissue, 
whereas the carrier protein bound CORT is considered as biologically inactive (Mendel 
1989). There is evidence for a subtle circadian variation of CBG levels that oscillates 
similarly to the circadian CORT rhythm (Hsu and Kuhn 1988), influencing the 
magnitude of bioavailable CORT. Despite CORT being bound by CBG, there is 
evidence from microdialysis studies in freely moving rats (Qian, Droste et al. 2012) and 
repetitive bleeding experiments (Fleshner, Deak et al. 1995) that diurnal as well as 
stress-evoked CORT secretion increases the amount of free circulating plasma CORT 
levels. 
CORT has many functions throughout the body, including the regulation of many 
transcriptional pathways, thereby regulating metabolism and immune function. It also 
feeds back into the brain, where it is known to influence memory, mood and cognition 
(Whirledge and DeFranco 2018). Interestingly, CORT also regulates its synthesis via 
negative feedback at the level of the adrenal gland, the pituitary and the hypothalamus, 
where it suppresses the activity of the adrenal gland, corticotroph cells and CRH 
neurons (Walker, Spiga et al. 2015; Gjerstad, Lightman et al. 2018; Kim and Iremonger 
2019).  
Once released into the general circulation, CORT’s actions are achieved through 
binding to its receptors expressed in the target tissue. At basal CORT levels, it mainly 
acts on the mineralocorticoid receptor (MR). However, upon high plasma CORT levels 
such as seen during the circadian CORT peak and after acute stress, CORT can also 
act on the glucocorticoid receptor (GR). Both receptors are structurally similar but differ 
in their affinity to CORT (MR has 10-fold higher affinity than GR) and distribution 
throughout the body (Reul and de Kloet 1985). While MR is mainly expressed in limbic 
structures and the pituitary, GR expression is more widely distributed, but highly 
concentrated in the hypothalamus, hippocampus and the pituitary (Reul and de Kloet 
1985; Spencer, Miller et al. 1991; Oitzl, van Haarst et al. 1995).  
GR and MR function both as hormone-dependent transcription factors. GR binding of 
CORT leads to a conformational change and relocation of the hormone-receptor 
complex close to the nucleus, where the construct binds to glucocorticoid response 
elements (GRE) in the promoter region of different glucocorticoid regulated genes 
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(Mifsud and Reul 2016). This binding then enhances (direct binding of GR to GRE) or 
represses (interaction of GR with other transcription factors) gene transcription 
(Scheinman, Gualberto et al. 1995). The resultant effects of gene transcription can last 
for hours to days (Spencer and Deak 2016). This is also referred to as the classical or 
genomic pathway. The genomic CORT pathway, and its requirement for gene 
transcription, is therefore inherently a slow effect and measurable after tens of minutes 
or up to one-hour (Kim and Iremonger 2019). 
In addition, it has long been observed that CORT can exert rapid effects that are too 
fast to be mediated by the classical pathway. These fast non-genomic actions of CORT 
are measurable after three to five minutes (Borski 2000; Lösel and Wehling 2003). 
However, the pathway is less well understood; it is thought to be mediated through a 
guanine nucleotide-binding protein (G-protein) coupled membrane-associated GR 
(Borski 2000; Lösel and Wehling 2003). Taken together, CORT’s actions can be 
subdivided into genomic (slow) and non-genomic (fast) pathways, which provide two 
temporally distinct mechanisms of CORT signalling throughout the body to maintain 
proper body function (Munck, Guyre et al. 1984).  
 
1.2 Corticotropin-releasing hormone neurons 
1.2.1 Distribution in the brain 
CRH neurons are widely spread across the whole brain, with an estimated 760,865 
individual CRH neurons in the mouse brain (Peng, Long et al. 2017). Advances in 
whole-brain imaging and stereological cell counting as well as studies in genetically 
modified mouse lines have made it possible to provide comprehensive information, 
detailing the distribution of CRH neurons (Peng, Long et al. 2017). Extensive whole-
brain cell counts were performed in CRH-IRES-Cre: EYFP (Ai3) mouse brains, 
revealing that the highest density of CRH neurons is found clustered in very few areas; 
namely the PVN, the Barrington’s nucleus, and the inferior olivary complex (Peng, 
Long et al. 2017). In addition, less dense clusters of CRH neurons are scattered across 
the brain; for instance in the main olfactory bulb, the medial preoptic nucleus, the 
pontine gray, the tegmental reticular nucleus, the external cuneate nucleus and the 
midline thalamus (Wamsteeker Cusulin, Fuzesi et al. 2013b; Peng, Long et al. 2017). 
In the following sections, the emphasis is on the hypothalamic PVN CRH neurons that 
control the HPA axis, of which the vast majority are parvocellular neurons distributed 
in the anterior and medial-dorsal area of the PVN in mice (Biag, Huang et al. 2012). 
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1.2.2 Anatomy of PVN CRH neurons  
The PVN appears as a heart-shaped heterogeneous cluster of cells, bilaterally residing 
on either side of the third ventricle in the anterior part of the hypothalamus (Figure 1.2 
A). Pioneering work to delineate the cytoarchitecture of the PVN was performed by 
multiple groups (Hosoya and Matsushita 1979; Armstrong, Warach et al. 1980; 
Swanson and Kuypers 1980; Mc Kellar and Loewy 1981; van den Pol 1982; Swanson 
and Sawchenko 1983). Generally, the PVN can be categorised into three major cell 
groups based on nissel-staining histology, neuronal tract tracing and 
immunohistochemical staining studies (Swanson and Kuypers 1980; Simmons and 
Swanson 2009): magnocellular (large) and parvocellular (small) neuroendocrine cells, 
and parvocellular pre-autonomic (descending) cells (Hosoya and Matsushita 1979; 
Armstrong, Warach et al. 1980; Swanson and Kuypers 1980; Mc Kellar and Loewy 
1981; van den Pol 1982; Swanson and Sawchenko 1983). In addition to this classical 
morphological segmentation, cells residing in the PVN can be further subdivided based 
on their functional properties (hormone-secreting vs ANS-controlling) and what types 
of peptides they synthesise. Specifically, the PVN contains three parvocellular and two 
magnocellular neuroendocrine (hormone-secreting) and three parvocellular 
descending pre-autonomic (controlling the ANS) cell populations (Biag, Huang et al. 
2012). The three parvocellular neuroendocrine cell types secrete either CRH, 
thyrotropin-releasing hormone (TRH) or somatostatin (SS) and project to the ME, 
whereas the magnocellular neuroendocrine cells secrete VP or oxytocin (OXY) and 
project to the posterior pituitary (Biag, Huang et al. 2012). These neuroendocrine 
neurons typically produce specific peptides, however, there is evidence for some 
peptide co-localisation (Simmons and Swanson 2009). For example, SS and TRH are 
co-localised (Simmons and Swanson 2009). Additionally, CRH neurons have been 
shown to also produce VP (Tramu, Croix et al. 1983; Kiss, Mezey et al. 1984; 
Sawchenko, Swanson et al. 1984; Simmons and Swanson 2009) and glutamate 
(Ziegler, Cullinan et al. 2002; Fuzesi, Daviu et al. 2016). While the neuroendocrine cell 
populations are somewhat specific in terms of the main neuropeptide they synthesise 
and therefore are categorised by them, the pre-autonomic cell populations are diverse 
and categorised by their projection targets (Stern 2001). The same group of pre-
autonomic neurons express a wide variety of neurotransmitters, including but not 
limited to dynorphin, OXY, VP, dopamine, SS, and CRH (Sawchenko 1987; Hallbeck, 
Larhammar et al. 2001; Nunn, Womack et al. 2011). Pre-autonomic neurons project to 
the spinal cord and the brain stem (Hosoya and Matsushita 1979; Armstrong, Warach 
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et al. 1980; Swanson and Kuypers 1980; Niimi, Takahara et al. 1987) and are thought 
to be involved in coordinating both sympathetic and parasympathetic, as well as 
somatomotor responses, though their function is not yet fully understood (Swanson 
and Kuypers 1980; Sawchenko and Swanson 1982; Swanson and Sawchenko 1983; 
Simmons and Swanson 2009). It is estimated that approximately 5% of the PVN CRH 
neurons are pre-autonomic neurons (Sawchenko 1987). Different phenotypes of 
neuroendocrine cells intermix to a certain degree. However, the same phenotypes still 
tend to cluster amongst each other (Biag, Huang et al. 2012; Wamsteeker Cusulin, 
Fuzesi et al. 2013b). The location of the cell clusters within the PVN differs between 
species (Swanson and Kuypers 1980; Biag, Huang et al. 2012). However, the 
projection targets are comparable between rats and mice and are detailed in the 
following section.




Figure 1.2: Anatomy of the mouse paraventricular nucleus (PVN). A) Coronal brain section, 
highlighting the location and structure of the mouse PVN. B) Scattered OXY (green) and SS (yellow) 
neurons in the anterior part of the PVN. C) The middle part of the PVN with OXY (green) and SS (yellow) 
neurons residing alongside the wall of the third ventricle, CRH neurons (red) stretching from the wall of 
the third ventricle towards the dorsolateral edge of the PVN, and VP (blue) and TRH (brown) neurons 
scattered in the dorsolateral corner of the PVN. D) The posterior end of the PVN with few 
neuroendocrine neurons (CRH, OXY, VP, SS, TRH). Mainly pre-autonomic (black) neurons are 
scattered in the dorsal end of the PVN. Displayed are magnocellular neuroendocrine OXY and VP 
neurons as well as parvocellular neuroendocrine neurons (CRH, SS, TRH) and pre-autonomic neurons. 
Abbreviations: CRH = corticotropin-releasing hormone , OXY = oxytocin, VP = vasopressin, TRH = 
thyrotropin-releasing hormone, SS = somatostatin, PVN = paraventricular nucleus, 3V = 3rd ventricle. 
Cell locations described here are based on Biag, Huang et al. 2012.
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1.2.3 PVN CRH neuron projections 
To map the PVN CRH neuron projection targets, retrograde tracing studies combined 
with fluorescence immunohistochemistry were performed. Together these revealed 
that a large portion (approximately 85%) of parvocellular CRH neurons project to the 
external zone of the ME where they release CRH into the portal vasculature to drive 
ACTH secretion (Niimi, Takahara et al. 1987; Kawano, Daikoku et al. 1988; Lennard, 
Eckert et al. 1993; Wamsteeker Cusulin, Fuzesi et al. 2013b).  
More recent work suggests an even more complex projection network of the PVN CRH 
neuron population with extended projections to central brain areas, including the 
forebrain (Lowry and Moore 2006), the lateral hypothalamus (Fuzesi, Daviu et al. 
2016), and the locus coeruleus (Valentino, Page et al. 1992). Valentino and co-
workers have shown that few CRH-immunoreactive afferent fibres from the dorsal cap 
of the PVN terminate within the LC (Valentino, Page et al. 1992). Interestingly, Fuzesi 
and colleagues found an endocrine CRH subpopulation that not only projects to the 
ME but also simultaneously projects to a distinct neuronal cluster in the LH (Fuzesi, 
Daviu et al. 2016). In the same study, they further show that it was glutamate that was 
released on to LH neurons from PVN CRH neurons (Fuzesi, Daviu et al. 2016). 
Therefore, CRH neurons may control the neuroendocrine axis through CRH, but 
centrally mediated behaviours may be controlled via a combination of glutamate and 
CRH release. Nevertheless, the proportion of CRH neurons projecting to these central 
sites has yet to be quantified. However, growing evidence supports the hypothesis 
that these central sites are involved in mediating the behavioural responses to stress.  
In addition to projections to other brain areas, an ultrashort negative feedback loop 
within the PVN has recently been discovered (Jiang, Rajamanickam et al. 2018). By 
using virus-based tracing and optogenetic circuit mapping, Jiang and co-workers 
found excitatory monosynaptic connections from hypothalamic CRH neurons to a cell 
population expressing CRHR1 within the PVN. To close the loop, these CRHR1 
expressing neurons project back to the CRH neuron population, releasing gamma-
aminobutyric acid (GABA). Notably, this feedback downregulated the activity of 
hypothalamic CRH neurons (Jiang, Rajamanickam et al. 2018). Therefore, the authors 
suggested that this negative feedback loop could be part of the hypothalamic CRH 
neuron shut-off process following stress.  
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In summary, CRH neurons are widely expressed throughout the brain with a high 
concentration of cells within the PVN of the hypothalamus (Peng, Long et al. 2017). 
This PVN CRH neuron population is endocrine and appears to synthesise and secrete 
CRH, VP and glutamate (Simmons and Swanson 2009; Fuzesi, Daviu et al. 2016), the 
latter is presumably used to regulate stress-evoked behaviours at central sites 
(Fuzesi, Daviu et al. 2016). 
 
1.2.4 Synaptic inputs to PVN CRH neurons relaying stress 
relevant signals 
There is a vast number of synaptic inputs driving CRH activation during and after 
stress encounter (Herman, Figueiredo et al. 2003). Utilizing the CRH-ires-Cre mouse 
line (Taniguchi, He et al. 2011) multiple groups have demonstrated in vitro that the 
excitability of CRH neurons is controlled in a similar manner to other neurons 
(Wamsteeker Cusulin, Fuzesi et al. 2013a; Senst, Baimoukhametova et al. 2016; 
Bittar, Nair et al. 2019). CRH neurons integrate and summate not only stress-related, 
and circadian excitatory and inhibitory inputs but also metabolic signals, information 
about arousal state, and immune signals from all over the brain (Herman, Tasker et 
al. 2002; Herman, Figueiredo et al. 2003). However, it has been demonstrated that 
afferent information from three areas within the brain is particularly important; namely 
from the brainstem, the limbic system and the intra-hypothalamic areas (Ulrich-Lai and 
Herman 2009).  
The brainstem contains multiple nuclei that play an important role in neuroendocrine 
responses as well as mediating reflexive responses to systemic stressors (Myers, 
Scheimann et al. 2017). Direct monosynaptic inputs arise from key nuclei, namely the 
periaqueductal gray (PAG), the raphe nuclei, the parabrachial nuclei (PBN), the LC 
and the nucleus of the solitary tract (NTS; Myers, Scheimann et al. 2017). 
Microdialysis studies indicate that multiple stressors promote noradrenaline (NA) 
release in the PVN (Pacak, Palkovits et al. 1995), while specific lesioning of the 
brainstem catecholaminergic pathways led to attenuation of the HPA response 
(Gaillet, Lachuer et al. 1991; Li, Ericsson et al. 1996; Sawchenko 2004). 
Catecholamines are the dominant excitatory source of input to CRH neurons, acting 
mainly through a-1 adrenergic receptors (Plotsky 1987; Plotsky, Cunningham et al. 
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1989). These data indicate the importance of these afferents for the activation of CRH 
neurons.  
It is well accepted that CRH neurons are under tonic GABA inhibition conveyed by 
GABAA receptor activation (Herman, Tasker et al. 2002; Cullinan, Ziegler et al. 2008). 
Experimental evidence was provided with microinjection studies, where GABA 
antagonists, such as bicuculline, were injected into the PVN, resulting in the activation 
of the HPA axis (Cullinan, Ziegler et al. 2008; Mody and Maguire 2011). These GABA 
inputs primarily originate from intra-hypothalamic areas and the limbic system. The 
latter is composed of a set of structures and mainly modulates emotions, memory, and 
arousal. The limbic system includes the bed nucleus of the stria terminalis (BNST), 
the amygdala, the hippocampus, and the medial prefrontal cortex (Herman, Ostrander 
et al. 2005). Notably, many of these limbic inputs to the PVN are not direct but instead 
are relayed for example via the BNST (Sawchenko and Swanson 1983). Afferents 
from the BNST are the predominant limbic input to the CRH neuron. Interestingly, the 
role of BNST inputs is region-specific. Stimulation of the posterior BNST demonstrated 
a decrease in CORT secretion, hence an inhibition of the HPA axis (Herman, Cullinan 
et al. 1994). Whereas, stimulation of the anterior BNST led to an increase in CORT 
secretion, hence an excitation of the HPA axis (Herman, Cullinan et al. 1994). 
Intra-hypothalamic inputs including from the dorsomedial hypothalamic nucleus, the 
medial preoptic area, the arcuate nucleus and the suprachiasmatic nucleus (SCN) 
play a central role in modulating HPA axis activity (Herman, Figueiredo et al. 2003; 
Kondoh, Lu et al. 2016). As previously mentioned, a large proportion of the inputs to 
the PVN are not direct but indirect either through relay centres within or outside of the 
hypothalamus. These intra-hypothalamic areas relay diverse homeostatic signals 
(Herman, Figueiredo et al. 2003) and are both GABAergic and glutamatergic (mainly 
through N-methyl-D-aspartate (NMDA) and α-amino-3-hydroxy-5-methyl-4-
isoxazolepropionic acid (AMPA) receptors). One of the key modulators is the SCN and 
it has been suggested to influence both diurnal HPA axis activity levels (more detail in 
Section 1.4.4) and the response to stress (Sage, Maurel et al. 2001); more detail in 
Chapter 4). To conclude, the majority of the inhibitory and excitatory inputs of the PVN 
are neurons communicating via GABA, NA, or glutamate (Levy and Tasker 2012). 
While the vast majority of GABAergic inputs to the PVN are polysynaptic being derived 
from peri-nuclear areas, the majority of NA projections are monosynaptic (Herman, 
Cullinan et al. 2002). 
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1.3 HPA axis activation following acute stress 
1.3.1 The acute neuroendocrine stress response  
The acute neuroendocrine stress response consists of the neuronal activation of PVN 
CRH neurons and the resulting endocrine secretion of appropriate hormones. Both 
processes are detailed below. It is well accepted that the activation of the CRH neuron 
population in response to acute stress results in the release of vesicular CRH peptide 
and VP at the nerve terminals in the ME (Gibbs, Vale et al. 1984; Plotsky and 
Sawchenko 1987; Romero, Plotsky et al. 1993). CRH and VP act synergistically to 
activate corticotrophs at the anterior pituitary and stimulate the release of pre-
packaged ACTH (Romero, Plotsky et al. 1993). Multiple studies have shown that VP 
enhances CRH-induced ACTH secretion after some but not all stressors (Gillies, 
Linton et al. 1982; Rittmaster, Cutler et al. 1987; McFarlane, Coghlan et al. 1995; 
Kalogeras, Nieman et al. 1996; Lolait, Stewart et al. 2007). Furthermore, in CRH 
deficient mice, VP may even be able to substitute CRH to maintain the normal HPA 
axis response (Lolait, Stewart et al. 2007). As a result, ACTH stimulates de novo 
synthesis and release of CORT from the adrenal gland (Ulrich-Lai and Herman 2009). 
This stress-evoked CORT surge is measurable in blood plasma approximately three 
to five minutes after stress onset and reaches its peak roughly 30-min after stress 
onset (Spencer and Deak 2016). However, return to baseline CORT levels is only 
reached 60-90 min post-stress onset (Spencer and Deak 2016). The released CORT 
acts downstream on target tissue to re-establish homeostasis.  
Until recently, our knowledge about the acute neuroendocrine stress response was 
limited to in vitro data and the endocrine response. However, technical advances have 
now allowed our knowledge to be broadened to the neuronal level. Recent studies 
using in vivo GCaMP fibre photometry in behaving mice have shown CRH neuron 
population response profiles to acute stress presentations of various modalities. A 
threat or even a perception of a threat led, in all studies, to immediate robust activation 
of the hypothalamic CRH neuron population (Kim, Lee et al. 2019; Kim, Han et al. 
2019; Yuan, Wu et al. 2019). Kim and colleagues specifically reported that CRH 
neuron peak activation was reached approximately 5-sec after the onset of a 5-min 
long white noise stress (Kim, Han et al. 2019). Similarly, the CRH activity remained 
elevated throughout the stress period and returned to baseline roughly 4-min after 
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stress-offset (Kim, Han et al. 2019). These data highlight the delay involved (~ 30 min) 
in the peak CORT secretion compared to the neuronal activation. 




Figure 1.3: Afferent connections to the PVN CRH neurons in the rodent brain. The PVN receives 
a wide variety of afferent inputs from all over the brain; displayed here are solely the most prominent 
inputs that arise from the brainstem (LC, NTS), the limbic system (AMG, PFC, BNST and hippocampus), 
and the intra-hypothalamic areas (SCN, sub-PVN). Many inputs are conveyed through relay centres 
such as the sub-PVN or the BNST. Abbreviations: PFC = prefrontal cortex, BNST = bed nucleus of the 
stria terminalis, AMG = amygdala, PVN = paraventricular nucleus, SCN = suprachiasmatic nucleus, 
sub-PVN = sub-paraventricular zone, LC = locus coeruleus, NTS = nucleus of the solitary tract. 
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1.3.2 Effects of CORT on the HPA axis 
CORT negative feedback actions on the stress response can be mainly subdivided 
into two categories; 1) actions of released CORT on suppressing CRH neuron function 
and 2) CORT’s action on the synthesis and secretion of ACTH. These actions are 
designed to suppress the HPA axis function; in vivo CORT negative feedback can be 
fast (within minutes) or slow (tens of minutes to hours; Kim and Iremonger 2019). Both 
possible actions of CORT are detailed below.  
1) Impacts of stress-evoked CORT elevation on CRH neuron function 
There is increasing research delineating the cellular mechanisms that regulate CRH 
neuron excitability. Very generally, these can be categorised into ion channel 
mechanisms, which regulate intrinsic CRH neuron excitability (Senst, 
Baimoukhametova et al. 2016; Zhou, Gao et al. 2017; Bittar, Nair et al. 2019) and 
synaptic mechanisms, which regulate CRH neuron activity (Di, Malcher-Lopes et al. 
2003; Verkuyl, Karst et al. 2005; Sarkar, Wakefield et al. 2011; Bains, Wamsteeker 
Cusulin et al. 2015; Johnson, Emmons et al. 2016; Jamieson, Nair et al. 2017; Jiang, 
Rajamanickam et al. 2018). Intrinsic CRH neuron excitability was studied in vitro by 
Senst et al., showing that acute stress increases first spike latency, which they were 
able to block with a CORT synthesis inhibitor and mimicked the effect when CORT 
was exogenously administered (Senst, Baimoukhametova et al. 2016). Hence, they 
as well as other groups suggest that CORT reduces CRH excitability (Senst, 
Baimoukhametova et al. 2016; Bittar, Nair et al. 2019) by acting on potassium-
channels (Senst, Baimoukhametova et al. 2016). 
In vitro studies on synaptic mechanisms demonstrate that CORT binding at 
membrane-bound GRs located at CRH, VP and OXY neurons activates a G-protein 
mediated pathway, which leads to the synthesis of endocannabinoids (eCB). This 
retrograde messenger suppresses glutamate release at presynaptic excitatory 
synapses of CRH neurons (Di, Malcher-Lopes et al. 2003). Binding of CORT at 
membrane-bound GRs on magnocellular OXY and VP neurons also leads to release 
of nitric oxide (NO), which rapidly facilitates GABA release at inhibitory synapses of 
the magnocellular VP and OXY neurons (Di, Maxson et al. 2009). While these two 
mechanisms detail fast actions of CORT on CRH excitability, the remaining question 
of how CORT affects the activity of CRH neuron responses remains unknown. 
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It has long been believed that one of CORT’s actions is to terminate the CRH neuron 
response to stress. Interestingly, recent data by Kim et al. suggest that CORT negative 
feedback is not involved in the fast CRH neuron shut-off following stress (Kim, Han et 
al. 2019). In the same study, they used metyrapone to block CORT synthesis in vivo 
and demonstrated that regardless of the availability of CORT, CRH activity in response 
to 5-min white noise stress and throughout the stress exposure was unaltered. 
However, in their experiments, tonic post-stress activity was elevated in animals 
lacking CORT (Kim, Han et al. 2019), suggesting that slow CORT negative feedback 
is involved in suppressing post-stress tonic activity, but not the fast CRH neuron shut-
off (Kim, Han et al. 2019). This data challenges the long-standing theory about the 
actions of CORT negative feedback and additionally provides evidence that CORT 
fast negative feedback primarily acts at the pituitary level (Deng, Riquelme et al. 2015; 
Duncan, Tabak et al. 2016; Romanò, McClafferty et al. 2017; Kim, Han et al. 2019; 
Kim and Iremonger 2019). 
2) CORT’s effect on ACTH and CORT secretion  
In adrenalectomized rats, basal plasma ACTH levels are markedly increased 
(Buckingham and Hodges 1974; Sayers and Portanova 1974; Levin, Shinsako et al. 
1988; Bradbury, Akana et al. 1994), which can be prevented by infusion of 
physiological CORT levels (Dallman, Jones et al. 1972; Buckingham and Hodges 
1974), suggesting that CORT has an inhibitory effect on basal ACTH release. Even 
further, it has also been clearly shown both in vitro (Widmaier and Dallman 1984) and 
in vivo (Dallman, Jones et al. 1972; Buckingham and Hodges 1974; Jones, Tiptaft et 
al. 1974; Hinz and Hirschelmann 2000; Russell, Henley et al. 2010) that stress-evoked 
ACTH release from the pituitary is inhibited by CORT.  
In summary, CORT is capable of suppressing CRH neuron activity (Di, Malcher-Lopes 
et al. 2003; Evanson, Tasker et al. 2010), however, in contrary to the long-held belief 
it is not responsible for the fast CRH neuron shut-off after stress but suppresses ACTH 
release at the pituitary (Deng, Riquelme et al. 2015; Duncan, Tabak et al. 2016; 
Romanò, McClafferty et al. 2017; Kim, Han et al. 2019). Given the effect of CORT on 
altering tonic CRH neuron activity dynamics, it is conceivable that spontaneous CRH 
neuron activity may be sensitive to CORT feedback as well. Nevertheless, there is still 
a long way in order to fully understand the complex influence of CORT’s actions.  
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1.3.3 CRH and stress behaviour  
Stress not only elicits a hormonal response but also a behavioural response. In 
multiple vertebrate and non-vertebrate species, certain behavioural changes are 
observed both during and after stress. This includes an initial fear or escape behaviour 
at the onset of a stressor. Increases in locomotion, rearing, and general arousal are 
also observed, which can be indicative of risk-assessment and surveying of the 
environment. Furthermore, self-directed behaviours such as grooming is commonly 
observed, often after stress or in a safe environment, which are characteristic of self-
care. All of which ensure safety and increase the chances of survival (Dunn and 
Swiergiel 1999; Vazquez-Palacios, Retana-Marquez et al. 2001; De Marco, Thiemann 
et al. 2016; Fuzesi, Daviu et al. 2016; Vom Berg-Maurer, Trivedi et al. 2016). Although 
it is commonly agreed that these behaviours are stress-evoked, to date, it is unclear 
what neural circuits in the brain drive these behaviours. 
There is substantial evidence that CRH peptide has stimulatory effects on these 
stress-evoked behaviours (Sutton, Koob et al. 1982; Eaves, Thatcher-Britton et al. 
1985; Butler, Weiss et al. 1990; Shibasaki, Imaki et al. 1994; Kovacs 2013). Various 
studies have shown that central microinjections of CRH led to an increase in these 
risk-assessment behaviours (Sutton, Koob et al. 1982; Eaves, Thatcher-Britton et al. 
1985; Butler, Weiss et al. 1990) in intact and hypophysectomised rats (Eaves, 
Thatcher-Britton et al. 1985). Interestingly, Weninger and Dunn reported 
independently, that in CRH knock-out mice, stress-evoked behavioural changes 
persisted (Dunn and Swiergiel 1999; Weninger, Dunn et al. 1999) in the absence of 
the HPA axis response (elevated CORT; Dunn and Swiergiel 1999). This finding led 
to the idea that other compounds that are structurally similar to CRH such as urocortin 
(Lovejoy and Balment 1999) might mediate the behavioural changes (Kovacs 2013) 
or that behavioural changes are mediated differently, altogether. 
A second theory revolves around the observation that CORT administration leads to 
an increase in locomotion (Sandi, Venero et al. 1996; Breuner, Greenberg et al. 1998) 
and also has been shown to have an alertness-promoting effect in rats (Vazquez-
Palacios, Retana-Marquez et al. 2001). In the above mentioned studies, the effects of 
CORT were only observed minutes after administration; therefore, it is unlikely that 
CORT directly drives stress-evoked behaviours. Furthermore, it should not be 
disregarded that multiple other brain areas such as the LC, the amygdala, and the 
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forebrain (Kovacs 2013) are also activated by stress and possibly play a role in 
mediating the behavioural stress response.  
In more recent years, the use of advanced techniques initiated the theory that PVN 
CRH neurons themselves mediate behavioural changes post-stress, independent of 
CORT release, by projecting to neighbouring brain areas such as the LH (Fuzesi, 
Daviu et al. 2016), the forebrain (Lowry and Moore 2006), or the LC (Valentino, Page 
et al. 1992). Van Bockstaele et al. and Valentino et al. demonstrate the anatomical 
evidence for CRH immunoreactive fibres targeting the LC (Valentino, Page et al. 1992; 
Van Bockstaele, Colago et al. 1996; Van Bockstaele, Colago et al. 1998; Van 
Bockstaele, Bajic et al. 2001). Using retrograde labelling on rat tissue, some of these 
fibres were shown to originate in the dorsal cap of the PVN (Valentino, Page et al. 
1992). As the LC is known to be involved in arousal, cognition and stress reactivity, it 
was suggested that the LC is a major centre mediating behavioural changes after 
stress using CRH as neurotransmitter to act through various areas including the PVN 
(Valentino, Page et al. 1992) and amygdala (McCall, Al-Hasani et al. 2015). Another 
study undertaken to address this question found direct connections from CRH neurons 
in the PVN to the LH (Fuzesi, Daviu et al. 2016). Using double tracing approaches, 
Fuzesi and co-workers were able to validate the same anatomical connection which 
had been reported previously (Rho and Swanson 1987; Fuzesi, Daviu et al. 2016). In 
the same study, optogenetic ex vivo experiments confirmed that these CRH 
projections release glutamate at the LH (Fuzesi, Daviu et al. 2016). Interestingly, 
Fuzesi and co-workers further suggested that CRH neuron activation does not elicit a 
particular set of behaviours, instead it was dependent on the environmental context 
(Fuzesi, Daviu et al. 2016). Therefore, it is claimed that CRH neurons match 
appropriate behaviour to the environmental context (Fuzesi, Daviu et al. 2016). 
Specifically, optogenetic activation of PVN CRH neurons in a home-cage environment 
elicited grooming behaviour (Fuzesi, Daviu et al. 2016), whereas it induced anxiety-
like safety-seeking behaviours in an open cage and also reduced novel object 
interaction. Taken together, so far activation of CRH neurons have been demonstrated 
to be related to safety-seeking and self-care behaviours in an environment dependent 
context.  
Interestingly, PVN CRH neurons have been suggested to be involved in decision 
making in relation to escape decisions and fear behaviour. Optogenetic inhibition of 
CRH neurons delayed the initiation of escape behaviour in response to a looming 
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object. Simultaneous recordings of CRH neuron activity showed that increases in CRH 
neuron activity preceded the latency to initiate escape, suggesting that CRH neurons 
are involved in the process of threat recognition and escape decision (Daviu, Fuzesi 
et al. 2020).To date, it is not fully understood how behavioural changes in response to 
threats are mediated. However, the response of an organism to a stressor is very 
complex; therefore, it most likely involves a combination of pathways. 
 
1.4 Circadian rhythms in the HPA axis 
The word circadian is derived from the Latin words ‘circa’ -approximately- and ‘diem’ -
day-, therefore a circadian rhythm refers to any endogenous biological oscillation with 
a duration of approximately 24-h. Most behavioural and physiological processes, 
including the activity of the HPA axis, follow a circadian rhythm, allowing the organism 
to anticipate changes in the environment. 
 
1.4.1 Overview of circadian rhythms of the HPA axis 
It is well established that plasma CRH, ACTH and CORT levels fluctuate across a 24-
h day (McCarthy, Corley et al. 1960; Seiden and Brodish 1972; Graf, Fischman et al. 
1988; Dalm, Enthoven et al. 2005; Chacón, Esquifino et al. 2009; Waite, McKenna et 
al. 2012). Specifically, in diurnal species such as humans, plasma CORT peaks in the 
early morning before waking and slowly decreases throughout the day to its nadir in 
the late evening (Henley, Leendertz et al. 2009; Russell and Lightman 2019). By 
contrast, in nocturnal species such as mice and rats, plasma ACTH and CORT are 
low during the day (inactive phase) while steadily increasing to their peak before the 
beginning of the night (active phase; Figure 1.4 A; Dalm, Enthoven et al. 2005; Spiga, 
Walker et al. 2014). As CORT’s primary function is the regulation of energy 
metabolism, these differences in the timing of the circadian CORT rhythm ensure 
availability of energy according to the active phase of the species. Because PVN CRH 
neurons are thought to be the primary drivers of the HPA axis, it would be expected 
that PVN CRH neuron activity patterns are similar to CORT secretion patterns.




Figure 1.4: Schematic of circadian secretion profiles of HPA axis hormones in rodents and 
humans. A) Circadian secretion patterns of HPA axis hormones in rodents. CRH peptide levels in the 
ME peak in the late afternoon (inactive phase) before reaching the nadir during the night (active phase). 
CRH peptide concentration is not illustrated in relation to ACTH and CORT levels; graph has been 
shifted for illustration purposes. ACTH and CORT secretion follow similar patterns with low secretion 
during the day (inactive phase) while steadily increasing to their peaks before the beginning of the night 
(active phase). B) Circadian secretion patterns of HPA axis hormones in humans. ACTH and CORT 
secretion follow similar patterns, peaking in the early morning (active phase) and slowly decreasing 
throughout the day towards their nadirs in the early evening (inactive phase). In both species, ACTH 
secretion precedes CORT secretion by approximately 10-min and ACTH plasma levels are much lower 
compared to CORT plasma levels. Abbreviations: CRH = corticotropin-releasing hormone, ME= median 
eminence, CORT = corticosteroids, ACTH = adrenocorticotropic hormone. 
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1.4.2 Circadian rhythm in CRH mRNA and CRH peptide 
secretion 
To gain insight into the circadian changes of CRH peptide levels, researchers have 
performed push-pull perfusion studies in the ME of awake rats (Ixart, Szafarczyk et al. 
1977; Ixart, Siaud et al. 1993). These studies showed that CRH secretion pulses were 
significantly higher in amplitude and pulse duration in the evening (Ixart, Siaud et al. 
1993). Due to lack of research evidence, it is not clear whether these changes in 
released peptide levels are caused by changes in CRH neuron firing or changes in the 
size of the CRH peptide pool in the ME nerve terminals. While we lack direct electrical 
recordings from CRH neurons across the 24-h day, changes in PVN c-fos mRNA 
levels have been taken as a proxy to make assumptions about the neuronal activity. 
These c-fos mRNA studies found the highest activity levels during the night (active 
phase) and the lowest levels in the morning (inactive phase) of the circadian rhythm 
(Girotti, Weinberg et al. 2007; Girotti, Weinberg et al. 2009). While this c-fos mRNA 
data suggests that there are changes in neuronal excitability, there also appear to be 
changes in CRH peptide expression. 
The diurnal regulation of CRH heterogeneous nuclear RNA (hnRNA) and mRNA within 
the PVN has been studied extensively. It is well known that in rodents CRH transcript 
levels oscillate inversely to plasma CORT levels, peaking just after the beginning of 
the day (inactive phase) with the trough occurring before the beginning of the night 
(active phase; Kwak, Young et al. 1992; Kwak, Morano et al. 1993; Cai and Wise 1996; 
Watts, Tanimura et al. 2004; Girotti, Weinberg et al. 2007). CORT, however, has been 
shown to suppress CRH mRNA synthesis, which to some extent explains the trough 
of mRNA occurring at the CORT peak (Watts, Tanimura et al. 2004). Though, CORT’s 
inhibitory effects are not sufficient to account for decreasing CRH mRNA levels at the 
beginning of the active phase as experiments in adrenalectomized rats have shown 
(Kwak, Morano et al. 1993; Watts, Tanimura et al. 2004). Hence, it was suggested that 
an endogenous oscillator such as the SCN could play a role in regulating the CRH 
gene transcription (Watts, Tanimura et al. 2004). 
Utilizing mRNA levels as an indicator for peptide levels is not the best practice because 
of the time delay between mRNA levels and the ready peptide. However, various 
studies have made use of bioassays or radio-immunoassays (RIA) to quantify diurnal 
variations in CRH peptide activity or peptide levels (David-Nelson and Brodish 1969; 
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Hiroshige and Sakakura 1971; Seiden and Brodish 1972; Takebe, Sakakura et al. 
1972; Ixart, Szafarczyk et al. 1977; Owens, Bartolome et al. 1990; Ixart, Siaud et al. 
1993; Esquifino, Selgas et al. 1999). When comparing these studies, CRH levels 
within the hypothalamus and the ME have to be assessed separately as there is a 
time delay between mRNA levels and peptide levels in addition to a delay caused by 
transportation of the peptide from the soma to the ME. CRH peptide levels within the 
hypothalamus were found to be somewhat variable, but they are generally found to 
peak in the early afternoon (during the inactive phase; David-Nelson and Brodish 
1969; Seiden and Brodish 1972; Esquifino, Selgas et al. 1999). Whereas, analysis of 
the ME containing samples indicated the peak of peptide levels to occur just before 
the active phase of the organism (Hiroshige and Sakakura 1971; Takebe, Sakakura 
et al. 1972; Ixart, Szafarczyk et al. 1977; Owens, Bartolome et al. 1990; Ixart, Siaud 
et al. 1993). These RIA results were confirmed by immunolabelling studies of the ME 
with CRH antibodies. Ixart and co-workers found higher levels of CRH labelling in the 
brain sections sampled in the late afternoon (just before the active phase) as opposed 
to early morning (during the inactive phase; Figure 1.4 A; Ixart, Siaud et al. 1993). 
These data provide insight into circadian changes of CRH peptide levels and the driver 
of the HPA axis. Though it remains unknown if and how these changes translate into 
ACTH and CORT secretion levels. 
 
1.4.3 Circadian rhythm in ACTH and CORT secretion  
The circadian secretion patterns of both ACTH and CORT have been extensively 
studied amongst mammals including sheep (McNatty, Cashmore et al. 1972; 
Fulkerson and Tang 1979; Guillaume, Conte-Devolx et al. 1992), rats (McCarthy, 
Corley et al. 1960; Allenrowlands, Allen et al. 1980; Szafarczyk, Alonso et al. 1980; 
Szafarczyk, Hery et al. 1980; Graf, Fischman et al. 1988; Chacón, Esquifino et al. 
2009; Andrews, Wood et al. 2012; Waite, McKenna et al. 2012), mice (Dalm, Enthoven 
et al. 2005), monkeys (Perlow, Reppert et al. 1981; Carnes, Lent et al. 1988), and 
humans (Weitzman, Fukushima et al. 1971; Krieger 1975; Bellomo, Santambrogio et 
al. 1991; Linkowski, Van Onderbergen et al. 1993; Crofford, Young et al. 2004; Henley, 
Leendertz et al. 2009). ACTH’s circadian secretion pattern is remarkably similar to that 
of CORT; ACTH precedes CORT by approximately ten minutes (Henley, Leendertz et 
al. 2009; Walker, Spiga et al. 2012), that accounts for the de novo synthesis of CORT. 
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In nocturnal species, ACTH and CORT secretion slowly rises across the inactive 
phase of the animal, peaking at the onset of the active phase. During the active phase, 
both ACTH and CORT levels slowly but steadily decrease to a trough in the inactive 
phase (Figure 1.4 A). The magnitude of diurnal ACTH and CORT level variations differ 
substantially. While variations in ACTH levels are considerably low and therefore 
difficult to measure in rodents, CORT levels fluctuate substantially (Wilkinson, 
Shinsako et al. 1979; Akana, Cascio et al. 1986; Cascio, Shinsako et al. 1987). There 
have been attempts to understand the influence of diurnally differing CORT levels on 
the magnitude of stress-evoked CORT secretion. This question has proven to be 
challenging to answer as deciphering the diurnal CORT levels from stress-evoked 
CORT release is challenging. Some groups have found that CORT release after 
stressor presentation in the inactive phase of the animal is higher compared to a 
presentation during the active phase (Zimmermann and Critchlow 1967; Gibbs 1970), 
whereas others have found the opposite; higher CORT responses during the active 
phase as opposed to the inactive phase (Dunn, Scheving et al. 1972; Kant, Mougey 
et al. 1986). Others failed to observe any differences between both groups at all (Buijs, 
Kalsbeek et al. 1993; Sage, Maurel et al. 2001; Verma, Hellemans et al. 2010).  
While circadian secretion patterns of CRH, ACTH, and CORT have been confirmed, 
to date, it is not fully understood how these rhythms of hormone secretion are driven, 
though the SCN is a potential candidate.  
 
1.4.4 Drivers of the circadian HPA axis rhythm 
In mammals, the SCN of the hypothalamus is referred to as the body’s ‘master-clock’ 
(Gillette and Tischkau 1999). It generates and maintains circadian rhythms in 
physiological processes and behaviour throughout the body, including rhythms of the 
HPA axis (Kalsbeek, van der Spek et al. 2012; Waite, McKenna et al. 2012). Evidence 
suggests that the SCN accomplishes this via two pathways; the first pathway is CRH-
dependent via activation of the HPA axis. In contrast, the second pathway is via the 
ANS, bypassing the pituitary and in turn stimulating the adrenal gland (Figure 1.5; 
(Kalsbeek, van der Vliet et al. 1996; Lilley, Wotus et al. 2012). However, to begin with, 
it is important to understand how the SCN generates circadian output. 
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1.4.4.1 The suprachiasmatic nucleus  
Anatomically, the SCN is a heterogeneous and paired nucleus that resides on either 
side of the midline at the base of the hypothalamus adjacent to the optical chiasm 
(Welsh, Takahashi et al. 2010). In mammalian species, the SCN is considered as the 
‘master clock’ (Moore and Eichler 1972; Gillette and Tischkau 1999). It is responsible 
for generating and maintaining 24-h rhythms of biological processes by synchronising 
to external stimuli such as daylight (Stephan and Zucker 1972) and food intake. In 
mammals, circadian clocks exist not only in the SCN but throughout the entire body 
(Hastings, O'Neill et al. 2007; Herichova, Mravec et al. 2007; Girotti, Weinberg et al. 
2009; Conway-Campbell, Sarabdjitsingh et al. 2010), however, these peripheral 
clocks rely on the entrainment of the SCN (Albrecht 2012). The SCN is a structure with 
a dense core containing a large number of vasoactive intestinal peptide (VIP) neurons 
and a surrounding shell consisting primarily of VP neurons (Card and Moore 1984; 
Abrahamson and Moore 2001; Moore, Speh et al. 2002). The core receives direct light 
input from the retina relayed via the retinohypothalamic tract, whereas the shell mainly 
integrates non-visual cortical and subcortical information (Abrahamson and Moore 
2001). Within the SCN, connections appear mostly one-directional from the core to 
shell and fewer exist in the opposite direction (Moore, Speh et al. 2002). Anterograde 
transport studies undertaken by Watts and Swanson have displayed a vast amount of 
efferent connections, including to the nearby hypothalamic areas, the preoptic area, 
the basal forebrain and the PAG (Watts and Swanson 1987; Watts, Swanson et al. 
1987). Notably, CRH neurons have also been reported to receive both monosynaptic 
and polysynaptic inputs from the SCN (Kondoh, Lu et al. 2016). Given the anatomical 
constitution and connectivity; how does the SCN manage to generate circadian 
outputs? 
On a functional level, the SCN generates circadian output through a combination of 
molecular, cellular, and network mechanisms. At the molecular level, an 
autoregulatory transcriptional/ translational feedforward/ feedback loop has been 
observed to be the origin of the generation of circadian rhythmicity (Lowrey and 
Takahashi 2000; Lowrey and Takahashi 2004; Ko and Takahashi 2006). Two clock 
transcription factors, CLOCK and BMAL1, heterodimerise within the cell’s nucleus 
where the complex acts as a positive regulator of the gene transcription, including the 
two circadian genes Period (Per) and Cryptochrome (Cry). Levels of the protein 
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products of PER and CRY rise in the cytoplasm, leading to dimerisation of the two 
proteins (Mohawk and Takahashi 2011). The dimer acts as the negative component 
of the loop, re-entering the nucleus where it blocks the transcriptional activity of 
CLOCK and BMAL1, including its transcription (Lowrey and Takahashi 2000; Mohawk 
and Takahashi 2011). The duration of the circadian period of approximately 24-h is 
believed to result from various transcriptional, translational, posttranslational 
modification, and dimerisation delays within the above-described pathway (Lowrey 
and Takahashi 2000), allowing oscillatory activity of individual neurons.  
At the cellular level, in ex vivo experiments on isolated neonatal rat SCN neurons, it 
was observed that individual cells exhibit individual rhythms in neuronal firing rate with 
periods ranging from 20.0 to 28.3-h, indicating that the circadian periodicity of 
uncoupled cells differs (Welsh, Logothetis et al. 1995; Honma, Shirakawa et al. 1998). 
It was further proposed that with an increasing number of oscillating neurons, the 
circadian period becomes more stable (Enright 1980; Welsh, Logothetis et al. 1995; 
Honma, Shirakawa et al. 1998; Herzog, Aton et al. 2004). Hence, cell coupling was 
suggested to stabilise rhythmicity. Indeed, modelling studies supported by 
experimental work have shown that intercell coupling is essential to maintain a robust 
oscillation in individual cells (Bernard, Gonze et al. 2007; Liu, Welsh et al. 2007). This 
indicates that circadian rhythmicity must be generated on a cellular level and that cell-
to-cell communication and cell coupling can orchestrate coordinated rhythmicity within 
the entire nucleus.  
On the network level, the coupling of individual SCN neurons leads to a robust and 
reliable output rhythm (Sara, Christopher et al. 2005; Bernard, Gonze et al. 2007; Liu, 
Welsh et al. 2007). It has been shown in real-time imaging studies that coupling 
increases synchrony and protects rhythms from perturbation (Liu, Welsh et al. 2007). 
The mechanism of how cell-to-cell communication and coupling works to produce 
robust output rhythms is not fully understood, but gap-junctions and neurotransmitter 
communication, in particular VIP, have been proposed (Maywood, Reddy et al. 2006; 
Brown, Colwell et al. 2007).  
To summarise, the SCN contains individually oscillating cells that through cell coupling 
generate a coordinated output that relays information regarding the time of day to the 
rest of the organism, driving daily expression of vital homeostatic functions such as 
blood pressure, feeding or body temperature and thereby controlling physiology and 
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behaviour including the activity of the HPA axis. Two theories of how the SCN is able 
to establish circadian HPA axis activity rhythms are detailed in the following section. 
 
1.4.4.2 Establishing circadian rhythmicity via the HPA axis  
Tracing studies have revealed monosynaptic (Watts and Swanson 1987; Watts, 
Swanson et al. 1987; Vrang, Larsen et al. 1995) and polysynaptic (Watts and Swanson 
1987; Watts, Swanson et al. 1987; Buijs, Markman et al. 1993; Vrang, Larsen et al. 
1995; Kondoh, Lu et al. 2016) afferents from the SCN to the PVN. The polysynaptic 
connections were identified to be conveyed via multiple hypothalamic brain structures, 
including the dorsomedial hypothalamus (DMH) and the sub-paraventricular zone 
(sub-PVN; Watts and Swanson 1987; Watts, Swanson et al. 1987; Buijs, Markman et 
al. 1993; Vrang, Larsen et al. 1995). The majority of SCN neurons synthesise the 
inhibitory neurotransmitter GABA (Strecker, Wuarin et al. 1997); it is hypothesised that 
these inputs can either stimulate or inhibit circadian CRH release, depending on 
whether these inputs terminate at the CRH neuron’s soma or the nerve terminal 
(Kakizawa, Watanabe et al. 2016). 
In addition to classical neurotransmitters, there is growing evidence that the SCN also 
conveys information through neuropeptides such as VP (Tousson and Meissl 2004; 
Colwell 2011). A number of studies have shown that VP released by SCN neurons 
into the PVN/ DMH region influences the circadian CORT profile (Kalsbeek, Buijs et 
al. 1992; Kalsbeek, van der Vliet et al. 1996; Kalsbeek, van Heerikhuize et al. 1996). 
Early microinfusion studies confirmed VP’s inhibitory action on CORT secretion 
(Kalsbeek, Buijs et al. 1992). Additionally, the VP secretion by the SCN has been 
shown to follow a circadian profile with maximum release during the inactive phase of 
the animal and low levels of secretion during the active period (Gillette and Reppert 
1987; Kalsbeek, Fliers et al. 2010). Hence, both GABA and VP afferents from the SCN 
occur to play an essential role in relaying circadian information to PVN CRH neurons 
(Figure 1.5). These circadian inputs change CRH neuron activity patterns across the 
day, leading in turn to a circadian rhythm in CRH secretion and consequently also in 
ACTH and CORT secretion. 
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1.4.4.3 Establishing circadian rhythmicity via the ANS 
In addition to the above-described pathway, where the SCN establishes circadian 
rhythmicity of HPA axis components by directly and indirectly projecting to the HPA 
axis, a second pathway where circadian CORT secretion is established by the SCN 
acting via the ANS, bypassing the pituitary and in turn stimulating the adrenal was 
discovered (Kalsbeek, van der Vliet et al. 1996; Lilley, Wotus et al. 2012). Researchers 
found that activation of the splanchnic nerve potentiates the response of the adrenal 
gland to ACTH and consequently increases CORT secretion (Engeland and Gann 
1989; Edwards and Jones 1993; Jasper and Engeland 1994). Whereas, 
splanchnicectomy reduces both basal and stress evoked CORT levels without 
affecting ACTH levels (Edwards, Jones et al. 1986; Ulrich-Lai and Engeland 2002; 
Ulrich-Lai, Arnhold et al. 2006). This indicates that the splanchnic nerve can alter 
adrenal sensitivity to ACTH. Various studies have indeed shown that the adrenal 
sensitivity to ACTH varies in a circadian manner (Dallman, Engeland et al. 1978; 
Kaneko, Kaneko et al. 1981; Oster, Damerow et al. 2006; Ulrich-Lai, Arnhold et al. 
2006) with the highest responsiveness to ACTH during the night in rodents (Dallman, 
Engeland et al. 1978; Kaneko, Kaneko et al. 1981; Oster, Damerow et al. 2006; Ulrich-
Lai, Arnhold et al. 2006). Tract-tracing studies imply that these circadian alterations in 
adrenal sensitivity could also be under SCN control. The existence of a connecting 
pathway between the SCN and pre-autonomic neurons was confirmed by 
transneuronal virus tracing experiments (Buijs, Wortel et al. 1999). These PVN pre-
autonomic neurons then innervate neurons in the spinal cord, which subsequently 
project to the adrenal cortex via the splanchnic nerve (Buijs, Wortel et al. 1999). The 
mechanism of how the splanchnic nerve alters adrenal sensitivity is not yet fully 
understood; however, these studies provide evidence for a second pathway of neural 
regulation of adrenal sensitivity across the 24-h day. 
 
1.4.4.4 Influence of the peripheral adrenal clock in establishing circadian 
rhythmicity 
Circadian clock genes are not exclusively expressed in neurons but also in peripheral 
organs. For example, the adrenal gland expresses circadian clock genes and thereby 
generates autonomous oscillations (Koyanagi, Okazawa et al. 2006; Son, Chung et 
al. 2011; Husse, Leliavski et al. 2014). However, these peripheral clocks are still 
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dependent on the SCN as they have to be entrained by it during every light period 
(Ishida, Mutoh et al. 2005; Oster, Damerow et al. 2006). Ishida et al. have 
demonstrated that light stimulation during the active phase is conveyed via the 
splanchnic nerve to induce clock gene expression in the adrenal gland, which entrains 
the adrenal clock and leads to ACTH-independent CORT secretion (Ishida, Mutoh et 
al. 2005). In addition, independent of the SCN, the adrenal clock is able to create 
circadian oscillations in ACTH sensitivity and CORT secretion (Oster, Damerow et al. 
2006; Son, Chung et al. 2008). However, the role of the peripheral adrenal clock in 
generating the circadian CORT rhythms is still under debate (Son, Chung et al. 2008; 
Dumbell, Leliavski et al. 2016). 
Furthermore, there appears to be a clear circadian rhythm in clock gene expression 
(Per1, Per2 and Bmal) within the PVN and the anterior pituitary (Asai, Yoshinobu et 
al. 2001; Takahashi, Yokota et al. 2001; Girotti, Weinberg et al. 2009). However, this 
data was not specifically acquired from CRH neurons but the entire PVN, meaning 
rhythmic expression of clock genes may occur in CRH neurons as well as in other cell 
types. Takahashi and co-workers suggested that clock gene expression in the PVN 
may regulate circadian CORT secretion together with the SCN (Takahashi, Yokota et 
al. 2001). However, it remains unclear if this circadian expression of clock genes 
affects neuronal activity patterns within the PVN.  
To summarise, circadian rhythms are observed on every level of the HPA axis. The 
SCN regulates the diurnal secretion of CRH as well as diurnal changes of adrenal 
sensitivity to ACTH. Together these rhythms and the endogenous adrenal clock 
rhythms mediate circadian CORT release across the day/ night cycle.




Figure 1.5: Important pathways for generating circadian HPA axis rhythms in the rodent brain. 
A) The SCN (purple) is entrained by light. The CRH (blue) and pre-autonomic (red) neurons receive 
circadian input from the SCN, which regulates HPA axis activity via two separate pathways: (1) 
Circadian secretion of CRH peptide stimulates the anterior pituitary to secrete ACTH with a circadian 
profile. This stimulates the adrenal gland to synthesise and secrete CORT in a circadian manner. (2) 
Pre-autonomic neurons project to sympathetic neurons that innervate the adrenal gland. This pathway 
alters adrenal sensitivity to ACTH in a circadian manner. B) Magnification of neuronal circuits within the 
hashed box in A). The SCN is entrained by light via the retinohypothalamic tract and conveys circadian 
information to CRH and pre-autonomic neurons via mono- and poly-synaptic pathways, predominantly 
via the sub-PVN and the DMH. CRH neurons terminate in the median eminence. Abbreviations: sub-
PVN = sub-paraventricular zone, CRH = corticotropin-releasing hormone, CORT = corticosteroids, PVN 
= paraventricular nucleus, ACTH = adrenocorticotropic hormone, SCN = suprachiasmatic nucleus, 
DMH = dorsomedial hypothalamus. Figure is modified from Focke and Iremonger 2020.
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1.5 Ultradian oscillations of the HPA axis 
In contrast to circadian changes, an oscillation is referred to as being ultradian when 
its period is shorter than 24-h. Ultradian oscillations are very common in biological 
systems (Honma and Hiroshige 1978b; Tannenbaum, Rorstad et al. 1979; Refinetti 
and Menaker 1992; van der Veen and Gerkema 2017; Han, Kane et al. 2019) including 
in the HPA axis (Windle, Wood et al. 1998a; Windle, Wood et al. 1998b; Waite, 
McKenna et al. 2012). The above outlined circadian hormone secretion profiles do not 
occur as gradual changes in hormone concentration throughout the 24-h day; instead, 
secretion occurs in a sequence of reoccurring, amplitude changing pulses for all three 
hormones (Ixart, Barbanel et al. 1987; Henley, Leendertz et al. 2009). Peptide 
secretion patters of CRH, ACTH, and CORT are described in detail in the following 
section. 
 
1.5.1 Ultradian oscillations in CRH peptide secretion  
Due to the technical difficulty of measuring CRH secretion, our knowledge of ultradian 
CRH secretion patterns is based on a small number of in vivo studies in rats (Ixart, 
Barbanel et al. 1987; Ixart, Barbanel et al. 1991; Ixart, Siaud et al. 1994) and sheep 
(Engler, Pham et al. 1989). Push-pull perfusion studies in the ME of freely moving 
male rats have revealed irregular pulses of CRH secretion (Ixart, Barbanel et al. 1987; 
Ixart, Barbanel et al. 1991). The observed pulse frequency was roughly three pulses 
per hour. Morning (inactive phase) pulses were observed to last for approximately 16-
min with an inter-event-interval of 20-min (Ixart, Siaud et al. 1993; Ixart, Siaud et al. 
1994). Interestingly, Ixart and co-workers found that pulse amplitudes and pulse 
durations were higher in the evening (active phase; Ixart, Siaud et al. 1993), 
suggesting that CRH might convey information through changes in pulse amplitude 
(Ixart, Siaud et al. 1993; Ixart, Siaud et al. 1994). It was speculated that higher evening 
concentrations of CRH release are a result of recruiting more CRH neurons rather 
than single neurons producing more CRH (Ixart, Siaud et al. 1993). These rhythmic 
secretion patterns are not unique to rats but have also been reported in other species 
such as sheep with a pulse frequency of circa one pulse per hour (Engler, Pham et al. 
1989). Whereas, CRH release of cultured hemisectioned hypothalami of rhesus 
monkeys exhibited peptide release every 90-min (Mershon, Sehlhorst et al. 1992). To 
date, it is unclear how CRH pulsatility translates to ACTH/ CORT secretion because 
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in sheep CRH and CORT pulses do not strictly concur under basal conditions (Caraty, 
Grino et al. 1988; Engler, Pham et al. 1989). 
1.5.2 Ultradian oscillations in ACTH and CORT secretion 
Ultradian ACTH and CORT secretion is highly conserved across species including 
rats, sheep, and human (Gallagher, Yoshida et al. 1973; Fulkerson and Tang 1979; 
Carnes, Lent et al. 1988; Engler, Pham et al. 1989; Guillaume, Conte-Devolx et al. 
1992; Windle, Wood et al. 1998b; Henley, Leendertz et al. 2009; Walker, Spiga et al. 
2012). High-frequency blood sampling has confirmed a common pulse frequency of 
one pulse every 60-90 min for ACTH and CORT secretion with varying pulse amplitude 
across the 24-h day (Young, Abelson et al. 2004; Henley, Leendertz et al. 2009). 
Further, that ACTH pulses precede CORT pulses by a clearly defined time lag of 
approximately 10-min (Follenius, Simon et al. 1987; Henley, Leendertz et al. 2009; 
Walker, Spiga et al. 2012). Pulses in rats have been shown to almost disappear during 
the inactive phase of the organism, while slowly ramping up towards the active phase 
with the maximum amplitude at lights off before decreasing in size again (Lightman, 
Windle et al. 2000). While evidence regarding ACTH and CORT secretion patterns are 
strong, our understanding about the mechanism that drives pulsatile hormone 
secretion of the HPA axis is still speculative, and current knowledge is outlined in the 
following.




Figure 1.6: Schematic of ultradian ACTH and CORT hormone secretion profiles in rodents and 
humans. A) Ultradian secretion of ACTH and CORT in rodents occurs with a frequency of 
approximately one pulse per hour. Pulse amplitudes of both hormones increase during the day (inactive 
phase), reaching their peaks at the transition into the night (active phase). During the night pulse 
amplitudes slowly decrease again. B) Ultradian secretion of ACTH and CORT in humans also occurs 
with a pulse frequency of approximately one pulse per hour. In contrast to rodents, in humans ACTH 
and CORT secretion has one peak during the late night and an additional peak in the early morning 
after waking (active phase). In both species, ACTH secretion precedes CORT secretion by 
approximately 10-min and ACTH plasma levels are much lower compared to CORT plasma levels. 
Abbreviations: CORT = corticosteroids, ACTH = adrenocorticotropic hormone. 
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 1.5.3 Generation of ultradian oscillations  
While there is good evidence that the SCN is the main driver for circadian rhythms in 
the HPA axis, ultradian oscillations have been found to persist following SCN lesioning 
(Waite, McKenna et al. 2012). This finding indicates that ultradian oscillation is 
independent of SCN drive. When Ixart et al. discovered pulsatile CRH secretion using 
the push-pull perfusion technique in awake rats, this oscillatory CRH drive was 
hypothesised to serve as the hypothalamic pulse generator, driving pulsatile ACTH 
and CORT secretion. However, this hypothalamic pulse generator hypothesis has two 
shortcomings. Firstly, the pulsatile secretion of CRH and CORT mismatch in their 
frequencies. CRH oscillates with a frequency of three pulses per hour in rats (Ixart, 
Barbanel et al. 1991; Ixart, Siaud et al. 1993) whereas CORT pulses roughly once  per 
hour (Jasper and Engeland 1991; Windle, Wood et al. 1998a; Windle, Wood et al. 
1998b; Walker, Spiga et al. 2012). Secondly, ACTH and CORT ultradian pulses are 
not perturbed by disconnection of the hypothalamus from the pituitary (Engler, Pham 
et al. 1990). These findings indicate that a hypothalamus-independent pulse generator 
must exist.  
It is well accepted that basal HPA axis activity is regulated by a combination of positive 
feedforward and negative feedback loops (Lightman and Conway-Campbell 2010). 
The positive feedforward loop is comprised of CRH stimulating ACTH release from the 
pituitary and ACTH stimulating CORT secretion from the adrenal gland. Whereas 
CORT’s inhibitory actions in the brain and the pituitary, suppressing CRH and ACTH 
secretion, respectively, comprise the negative feedback loop (Kim and Iremonger 
2019). It is important to note that CORT inhibition of pituitary ACTH release has been 
found to be particularly strong (Jones, Tiptaft et al. 1974; Keller-Wood and Dallman 
1984; Widmaier and Dallman 1984; Hinz and Hirschelmann 2000; Russell, Henley et 
al. 2010; Deng, Riquelme et al. 2015), and that CORT negative feedback is delayed, 
relative to time of ACTH release, due to the time-consuming transport of the precursor 
cholesterol into the mitochondria for de novo CORT synthesis (Spiga, Walker et al. 
2014). Due to this delay in CORT release, and its potent inhibitory effects on ACTH 
release, the feed-forward and feed-back system of the HPA axis inherently exhibits an 
oscillatory pattern of activity that will self-maintain under certain conditions. Walker 
and colleagues created a mathematical model that is based on biological data to shed 
light on the role CRH drive might play for pulsatile ACTH and CORT secretion. Using 
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the model, they simulated varying CRH drive in terms of strength (amplitude) and 
period of pulses (constant vs pulsatile) and compared the resulting simulated CORT 
and ACTH response with experimental data. They found that an intermediate constant 
or a rhythmic (period of 50-75 min) CRH drive led to hourly ACTH and CORT secretion 
(Walker, Terry et al. 2010a; Walker, Spiga et al. 2012). Currently, the suggested 
constant CRH drive remains a hypothesis as 24-h activity profiles of CRH neurons are 
unknown. Recent optical measurements of in vivo CRH activity over short durations 
of time suggest that CRH neurons may be tonically active (Kim, Han et al. 2019; Yuan, 
Wu et al. 2019). However, in these studies, recordings were too short to assess 
circadian or ultradian activity patterns.  
 
1.5.4 Effects of acute stress on ultradian CORT pulsatility 
While mechanisms driving pulsatile hormone secretion remain unknown, one group 
has tried to understand the relationship between the timing of acute stress in regards 
to the ultradian CORT pulse phase and the resulting magnitude of CORT secretion 
(Windle, Wood et al. 1998a; Windle, Wood et al. 1998b; Windle, Wood et al. 2001). 
They observed that when acute stress was presented during the rising phase of an 
endogenous CORT pulse, the resulting stress-evoked CORT level was significantly 
higher compared to when the stress coincided with the falling phase of an endogenous 
CORT pulse (Windle, Wood et al. 1998a; Windle, Wood et al. 1998b; Windle, Wood 
et al. 2001), suggesting a refractory period after a CORT pulse. 
Windle and co-workers further asked whether and how acute stress influences the 
ongoing pulsatile CORT secretion. To date, our knowledge is somewhat limited in this 
field; nevertheless, one study has given first insight into this question (Windle, Wood 
et al. 1998b). Windle and colleagues exposed rats to a 10-min white noise stressor 
while simultaneously collecting blood samples in 10-min intervals for 3-h post-stress 
(Windle, Wood et al. 1998b). They found fewer CORT pulses in the post-stress period, 
which resulted in longer inter-pulse-intervals. Furthermore, modelling work by Rankin 
et al., that is based on biological data, suggested that such an acute perturbation can 
reset endogenous CORT pulsatility (Rankin, Walker et al. 2012). They observed that 
when the stressor coincided with the rising phase of an endogenous CORT pulse, 
hence when the endogenous oscillation and the stress work towards CORT secretion, 
then the subsequent CORT pulse was advanced. Whereas when the stressor 
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coincided with the falling phase of the endogenous oscillation, therefore the 
endogenous system and the stress working against each other, then the subsequent 
CORT pulse was delayed (Rankin, Walker et al. 2012). 
In summary, it is generally accepted that all three hormones of the HPA axis are 
secreted with an ultradian pattern (Ixart, Barbanel et al. 1991; Lightman and Conway-
Campbell 2010). However, a clear relationship between the pulsatility of CRH and 
CORT is still missing. The combination of experimental and modelling work has 
provided a model of how non-pulsatile CRH secretion can convey pulsatile ACTH and 
CORT secretion (Walker, Spiga et al. 2012). However, the rhythm of the CRH drive 
remains unclear.  
 
1.6 Physiological importance of HPA axis rhythmicity  
Circadian rhythms help the organism to anticipate and prepare for environmental 
changes such as the day/ night transition. Both halves of the day have very different 
energy requirements as activity and arousal levels differ enormously. The basal 
activity of the HPA axis ensures that appropriate energy levels are available 
throughout the 24-h day to maintain physiological and behavioural processes 
highlighted by the circadian CORT peak just before the beginning of the day in humans 
(Follenius, Simon et al. 1987; Henley, Leendertz et al. 2009). This peak in CORT 
secretion is also known as waking response as it provides energy to upregulate body 
functions (Brosnan, Turner-Cobb et al. 2009). In addition, it appears that diurnally 
varying CORT levels also affect cognition (De Kloet, Vreugdenhil et al. 1998; Lupien, 
McEwen et al. 2009; Liston, Cichon et al. 2013). Liston et al. have demonstrated that 
in mice, circadian CORT peaks promote spine formation after learning, whereas 
circadian troughs stabilise new spines (Liston, Cichon et al. 2013). 
The understanding of the role of ultradian HPA axis activity is still vague. But oscillatory 
secretion patterns are believed to be most cost-effective in order to keep the system 
vigilant and responsive throughout the day (den Boon and Sarabdjitsingh 2017), which 
is key for the organism’s survival. In addition to the dynamic regulation of HPA 
responsiveness, CORT oscillations are involved in the regulation of gene expression 
across multiple organs in the body as well. GR is widely expressed throughout the 
body, and its activation can either increase or decrease gene transcription. CORT’s 
affinity to GR is relatively low; therefore, the receptor will only be activated at CORT 
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peak levels as seen during ultradian peaks. Spontaneous, ultradian CORT release 
results in a phenomenon referred to as gene pulsing (Oster, Damerow et al. 2006; 
Stavreva, Wiench et al. 2009; Conway-Campbell, Sarabdjitsingh et al. 2010; Russell, 
Kalafatakis et al. 2015). Gene pulsing describes the rhythmic expression of a wide 
variety of CORT regulated genes throughout the genome caused by oscillating 
glucocorticoid release (Oster, Damerow et al. 2006). On the contrary, constantly 
elevated CORT levels may lead to inappropriate protein expression and therefore 
altered body physiology. Hence, ultradian CORT secretion enable, tissue-specific 
(George, Birnie et al. 2017), highly dynamic transcriptional programming, which is 
crucial for accurate body function. Disrupted CORT rhythms have been demonstrated 
to alter RNA levels, resulting in significant physiological changes (Stavreva, Wiench 
et al. 2009; Conway-Campbell, Sarabdjitsingh et al. 2010). 
 
1.6.1 Disruption of HPA axis oscillations and its consequences 
GR’s are widely expressed throughout the body (Reul and de Kloet 1985) and are 
known to be important in the regulation of inflammation, metabolism, cognition, mood, 
reproduction, and cardiovascular function (Whirledge and DeFranco 2018). This 
suggests that when CORT secretion patterns are disrupted, all these systems may be 
negatively affected. Indeed, laboratory experiments on healthy volunteers 
demonstrated that the diurnal CORT rhythm plays an important role in, for example, 
normal memory function (Rimmele, Meier et al. 2010; Groch, Wilhelm et al. 2013). 
Kalafatakis and colleagues altered CORT patterns in healthy volunteers by CORT 
infusions, resulting in physiological or non-physiological rhythms. They found that loss 
of natural CORT pulsatility adversely affected working memory, quality of sleep and 
accuracy in recognising emotional faces (Kalafatakis, Russell et al. 2018). These 
adverse effects of the loss of natural CORT pulsatility is not only found under 
experimental conditions but also after deliberate behavioural perturbation of HPA axis 
rhythms seen in shift worker and during jet lag (Scheer, Hilton et al. 2009; Albrecht 
2012). Research undertaken on shift workers shows an elevated risk of developing 
obesity (Sun, Feng et al. 2018) and cardiovascular disease (Kawachi, Colditz et al. 
1995). 
Not only these artificial circumstances but also naturally occurring diseases have been 
linked to a disrupted rhythm of the HPA axis. For example, evidence suggests that 
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numerous psychological diseases like depression alter the typical CORT secretion 
profile by enlarging CORT pulses (Florian 2000; Young, Abelson et al. 2004). Similarly, 
in chronically stressed people, CORT levels are elevated over extended periods 
(Checkley 1996) and in patients with Cushing’s syndrome and Addison’s disease, 
normal HPA axis rhythmicity is also perturbed (Raff, Sharma et al. 2014). These latter 
patients are often prescribed corticosteroid therapy (Betterle, Betterle et al. 2011), but 
treatment is classically administered in constant doses which flattens the natural 
circadian and ultradian fluctuations of bioavailable CORT. As a consequence, various 
adverse health outcomes have been recorded after traditional corticosteroid therapy. 
Specifically, in Addison’s or hypopituitary patients, metabolic problems, increased risk 
for cardiovascular issues, increased levels of proinflammatory cytokines, reduced 
activity, low motivation and mental fatigue were reported (Filipsson, Monson et al. 
2006; Tiemensma, Andela et al. 2014; Bergthorsdottir, Ragnarsson et al. 2017). 
Similarly, Cushing’s syndrome patients are more prone to developing obesity, glucose 
intolerance and depression (Newell-Price, Bertagna et al. 2006). To conclude, these 
data are good evidence that the natural CORT secretion rhythms are essential for 
human health. 
 
1.7 Concluding remarks and aims of this study 
In summary, both circadian and ultradian secretion profiles of ACTH and CORT have 
been well studied in mammals, including humans and rats (McCarthy, Corley et al. 
1960; McNatty, Cashmore et al. 1972; Fulkerson and Tang 1979; Allenrowlands, Allen 
et al. 1980; Szafarczyk, Alonso et al. 1980; Szafarczyk, Hery et al. 1980; Perlow, 
Reppert et al. 1981; Carnes, Lent et al. 1988; Graf, Fischman et al. 1988; Engler, 
Pham et al. 1989; Guillaume, Conte-Devolx et al. 1992; Dalm, Enthoven et al. 2005; 
Chacón, Esquifino et al. 2009; Henley, Leendertz et al. 2009; Andrews, Wood et al. 
2012; Waite, McKenna et al. 2012; Walker, Spiga et al. 2012). This has provided us 
with a clear understanding of diurnal differences in ACTH and CORT levels as well as 
possible mechanisms of how these ultradian (Walker, Terry et al. 2010a; Walker, 
Spiga et al. 2012) and circadian (Kalsbeek, van der Vliet et al. 1996; Kalsbeek, van 
der Spek et al. 2012; Lilley, Wotus et al. 2012; Waite, McKenna et al. 2012) rhythms 
originate. However, the data concerning CRH secretion patterns are minimal and 
vague. Furthermore, the suggested frequency of ultradian CRH secretion does not 
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match observed ACTH and CORT secretion patterns (Carnes, Lent et al. 1988; Ixart, 
Barbanel et al. 1991), leading to difficulties explaining the system. We know that 
rhythmicity of the HPA axis is important for human health as many mood disorders 
have been linked to irregularities in CORT rhythmicity (Checkley 1996; Florian 2000). 
However, our knowledge about the in vivo activity patterns of hypothalamic CRH 
neurons that may drive ultradian and circadian CORT secretion is minimal. Therefore, 
the first aim of this PhD was to understand basal in vivo hypothalamic CRH neuron 
population activity patterns across the 24-h day. I hypothesised that neuronal activity 
patterns of the PVN CRH population would reflect circadian and ultradian CORT 
secretion patterns. In particular, I hypothesised that the PVN CRH population would 
exhibit the highest activity levels before lights off (active phase in mice) and in addition 
ultradian activity patterns with roughly a frequency of one pulse per hour throughout 
the day.  
 
Additionally, it is well accepted that hypothalamic CRH neurons are activated by 
stress, leading to a surge in CORT secretion (Windle, Wood et al. 2001; Andrews, 
Wood et al. 2012; Kim, Han et al. 2019; Russell and Lightman 2019). Elevations in 
CORT are known to suppress CRH neuron excitability (Di, Malcher-Lopes et al. 2003; 
Deng, Riquelme et al. 2015; Duncan, Tabak et al. 2016). However, the effects of 
diurnally changing CORT levels on stress-evoked PVN CRH neuron excitability is 
unclear. Hence, the second aim of this PhD was to test whether the time of day affects 
the responsiveness of the hypothalamic CRH neuron population to acute stress. I 
hypothesised that PVN CRH neuron responses to acute stress would be reduced 
during the circadian CORT peak. 
 
Lastly, literature shows that the phase of ultradian CORT secretion (rising vs falling) 
also affects the CORT secretion response after acute stress (Windle, Wood et al. 
1998a; Windle, Wood et al. 1998b; Windle, Wood et al. 2001). Furthermore, ultradian 
CORT secretion patterns have been shown to be disrupted by acute stress (Windle, 
Wood et al. 1998b). Therefore, building on the findings of my first aim, the third aim 
was to characterise how acute stress affects ongoing ultradian hypothalamic CRH 
neuron population activity patterns. I hypothesised that acute stress would lead to a 
pulse-free period post-stress before normal pulsatility resumes. 
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All three research questions were addressed with a technique called fibre photometry. 
This technique was chosen because it enables the researcher to repeatedly record 
neuronal activity from ventral neuronal populations in freely behaving animals over 
extended durations of time. As this technique records the activity of the neuronal 
population as opposed to single neurons, it provides a summated readout of neuronal 
activity patterns.  
 




General Materials and Methodology 
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This chapter describes the general materials and methods that have been used for all 
experiments presented in the results chapters of this thesis. Recipes of buffers and 
other solutions can be found in the appendix. More detailed information can be found 
in the materials and methods section of subsequent chapters. 
 
2.1 Animal strains and housing conditions 
The genetically modified mouse lines used had a C57BL/6(B6) inbred background. All 
experiments were performed on CRH-ires-Cre mice or CRH-ires-Cre x tdTomato mice 
(Ai14; Taniguchi, He et al. 2011). Both mouse lines drive the expression of Cre-
recombinase from the endogenous CRH promotor (Wamsteeker Cusulin, Fuzesi et al. 
2013b). The CRH-ires-Cre x tdTomato line additionally expresses a red fluorescent 
protein in CRH neurons for identification purposes. Experiments were performed on 
singly housed male adult mice aged between 4 and 16 months. Exclusively male mice 
were used in this study because basal and stress-evoked CORT levels (Atkinson and 
Waddell 1997; Renard, Rivarola et al. 2007; Feillet, Guerin et al. 2016) as well as the 
stress response to single-housing (Senst, Baimoukhametova et al. 2016) is sexually 
dimorphic. Furthermore, the surgical coordinates for the PVN and single-housing of 
implanted animals were already established in our laboratory for males. Animals were 
housed in individually ventilated cages (IVC) under a 12-h light/ dark schedule and had 
ad libitum access to water and food. Mice were either housed in a standard (light on 
from 7:00 to 19:00) or reversed (light on from 19:00 to 7:00) light cycle. For the latter, 
animals were given at least three weeks to adjust to the light cycle before experimental 
usage. Both standard and reverse light cycle animal rooms were illuminated with white 
light during the ‘light phase’ and with sodium light during the dark phase (McLennan 
and Taylor-Jeffs 2004). During the ‘light phase’ (white light + sodium light) light intensity 
was ~ 100 lux in the housing facility and ~140 lux in the testing room, while during the 
‘dark phase’ (sodium light only) light intensity was ~ 80 lux in the housing facility and 
~120 lux in the testing room. It has to be taken into consideration that the lux scale is 
based on the sensitivity of human photoreceptors (Peirson, Brown et al. 2018). Animal 
facilities were light, temperature, and humidity-controlled. All experimental procedures 
were approved by the University of Otago Animal Welfare and Ethics Committee.  
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2.2 Virus injection and fibre placement 
The animal (10 - 12-week-old) was anaesthetized with 5% isoflurane in an induction 
chamber. When deep anaesthesia was confirmed by hind paw pinch, the animal was 
secured in a stereotaxic frame (David Kopf Instruments, USA) using ear bars and 
placed onto a heating pad (32°C, Harvard apparatus, USA). Anaesthesia was 
maintained during surgery, delivering 1-1.5% isoflurane through a nose cone (David 
Kopf Instruments, USA). For pain relief, mice received carprofen (5mg/kg) 
subcutaneously, and a lubricant mineral oil was applied to keep the eyes moist 
throughout the surgery. The fur was trimmed from the scalp, and the exposed skin was 
disinfected with 4% Hibitane. A surgical drape was placed above the animal allowing 
sterile access to the exposed scalp. Animals received a subcutaneous injection of 
Lidocaine (<4mg/kg) as a local anaesthetic. A midline incision from posterior to 
approximately the eye level was performed, connective tissue was removed using a 
scalpel, and the skull was allowed to dry. At the same time, the mouse head was 
aligned horizontally by placing bregma in level with lambda. Etching gel was applied 
for approximately 1-min to roughen the skull surface. Bregma’s position was used as 
stereotaxic reference zero. A 2µL Hamilton syringe (G25, #7002) was positioned at the 
desired coordinate (-0.4 mm posterior of bregma), and a hole was gently drilled. The 
midsagittal sinus was identified and used as the midline. The Hamilton syringe was 
positioned 0.2 mm lateral from the midsagittal sinus. The dura mater was used as zero 
reference for the dorsal/ventral (D/V) coordinate. Once the D/V coordinate was 
determined, using a bent needle, the dura mater was removed, and the Hamilton 
syringe, containing the virus (either AAV9.CAG.Flex.GCaMP6s.WPRE.SV40 (titre: 
1.34𝑒"#GC/µL; PennVector Core, USA; lot: CS1040) or 
AAV9.Syn.DIO.EGFP.WPRE.hGH (titre: 1.34𝑒"#GC/µL; PennVector Core, USA; lot: 
V3618TI-R)) was slowly lowered into the desired coordinate (-0.48 DV of dura mater). 
The brain was allowed 5-min to settle. After this period, 1µL of the virus was injected 
with a speed of 100 nL/min and then given 10-min to diffuse, after which the syringe 
was slowly removed. For the fibre implantation, the skull surface was cleaned, and two 
additional holes were drilled -one anterior and one posterior (diagonally) to where the 
fibre would be implanted. Screws were placed, serving as a scaffold for the dental 
cement, which supports and holds the fibre in place. The skull was cleaned and dried 
again before the fibre (400 µm diameter, 5.0 mm long, 0.48 numerical aperture, 1.25 
mm metal ferrule, Doric Lenses, Canada) was lowered into the desired coordinate 
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(same coordinates as virus injection) and dental cement was moulded around it. A blue 
light was used to cure the dental cement. The cannula was removed from its holder, 
and the dust cap was positioned in place. The skin was sutured as necessary, the 
isoflurane was turned off, and the animal was transferred to a recovery cage, where it 
was monitored until it woke up. Subcutaneous carprofen was given as post-operative 
pain relief for two days post-surgery. Animals were monitored continuously until 
ambulatory, every hour for three hours, and then twice daily for seven days. 
 
2.2.1 Viral constructs 
Two adeno-associated viral (AAV) constructs were used for different cohorts of mice. 
AAV9.CAG.Flex.GCaMP6s.WPRE.SV40 is a virus construct using the CAG promoter 
to drive the expression of a Cre-dependent calcium indicator (GCaMP6s). It was used 
in CRH-ires-Cre mice or CRH-ires-Cre x tdTomato mice to specifically transduce CRH 
neurons with GCaMP6s to allow recording of neuronal population activity using fibre 
photometry. GCaMP6s was chosen because the main interest was to observe slow 
changes across the 24-h day, therefore the greater time resolution of GCaMP6f was 
not required for these experiments. Furthermore, GCaMP6s is brighter than GCaMP6f. 
AAV9.Syn.DIO.EGFP.WPRE.hGH was injected into CRH-ires-Cre mice for control 
recordings. This construct uses the synapsin-1 promotor to express Cre-dependent 
EGFP. The measured fluorescence of these mice is independent of neuronal activity, 
hence was used to provide evidence that the GCaMP6s recordings were not artefacts.  
 
2.3 Immunohistochemistry 
Immunohistochemistry was performed on brain sections to characterise virus 
expression and to aid fibre placement mapping.  
 
2.3.1 Mouse perfusion and tissue fixation 
Animals were intraperitoneally injected with an anaesthetic overdose of pentobarbital 
(150 mg/kg). Once unconscious, the chest cavity was opened by a central midline 
incision, and the heart exposed. The superior vena cava was cut for drainage, and a 
hypodermic needle was used to slowly inject 20 mL of 4% paraformaldehyde (4% PFA) 
into the left ventricle until the entire vascular system was perfused. Once the perfusion 
was complete, the mouse was decapitated, and the brain removed from the skull. The 
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brain was post-fixed overnight in 4% PFA at 4°C and then transferred into 30% sucrose 
at 4°C for 48-h. 
 
2.3.2 Brain tissue slicing using a microtome 
The fixed brain was cut into 60 µm thick coronal sections using a microtome (Leica, 
Germany) as follows. The brain was mounted on to the microtome stage using 30% 
sucrose and then cooled to -18 °C. Once the brain was entirely frozen, the brain was 
cut into 60 µm thick sections. Sections containing the PVN were transferred into 
cryoprotectant for long-term storage at -20 °C or into tris-buffered saline (TBS) for 
immediate use. 
 
2.3.3 Green Fluorescent Protein (GFP) immunohistochemistry 
protocol 
Brain sections were removed from the cryoprotectant and washed three times for 10-
min in TBS to remove residual cryoprotectant. Tissue was incubated in a solution of 
0.2% Triton-X and 2% goat serum in TBS for 12-h at 4 °C with constant agitation to 
reduce non-specific binding. After blocking, sections were again washed three times 
for 10-min in TBS. Then, the primary antibody, rabbit anti-GFP (Invitrogen, A6455, Lot: 
898250), was diluted 1:5000 in incubation solution with 0.25% BSA and 0.3% Triton-X 
and 2% goat serum. Afterwards, the tissue was incubated with the primary antibody 
for 60-h at 4 °C on a shaker. After incubation with the primary antibody, sections were 
again washed (three times for 10-min in TBS). The secondary antibody, goat-anti-
rabbit conjugated with Alexa Fluor-488, was diluted 1:400 in incubation solution. 
Sections were incubated at room temperature for 2.5-h. After incubation, the tissue 
was washed three times for 10-min in TBS before mounting. Once sections were dry, 
they were coverslipped with FluoroMount (Invitrogen, Lot: E115188) and No. 1 cover 
slides. Slides were stored in the dark at 4 °C. Each run, a few randomly selected brain 
sections were used as negative control which were treated without the primary 
antibody. The same GFP antibody was used to detect GFP in control animals and 
GCaMP6s in the experimental cohort. 
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2.3.4 Confocal imaging 
Brain sections were examined under a Nikon A1R Multi-photon confocal microscope 
fitted with 488, 543, and 647 nm diode lasers. GFP and GCaMP were excited using 
the 488 nm laser, whereas tdTomato was excited using the 647 nm laser. Either image 
stacks of the z-axis (with 1 µm interval, 1024 x 1024 pixels) or single-plane images 
(1024 x 1024 pixels) were acquired with a 10x air and a 40x oil immersion objective. 
The pinhole was kept at 1 airy unit. Laser intensity and gain were adjusted to avoid 
saturation or underexposure.  
All images were analysed using FIJI software (ImageJ version 1.0). 
 
2.3.5 Characterisation of virus expression 
In order to characterise how specific the virus transduced CRH neurons and what 
percentage of the CRH population was transduced by stereotaxic injections, six 
injected brains were used to quantify the co-labelling of GCaMP6s and tdTomato within 
the hypothalamic CRH neuron population. Six CRH-ires-Cre x tdTomato mice 
underwent stereotaxic injection of AAV9.CAG.Flex.GCaMP6s.WPRE.SV40 (protocol 
above). Three weeks were given to allow the virus to transduce CRH neurons and for 
CRH neurons to express GCaMP6s, the mice were then perfused, and GFP-
immunolabelling was performed on the brain sections (see above). Z-stacks of the 
PVN of two brain sections of each of the six mice were acquired. Of each z-stack, the 
middle plane was selected for cell counting. All tdTomato labelled (red cells), 
GCaMP6s labelled (green cells), and all co-labelled (red and green superimposed) 
cells within the PVN were counted three times using FIJI’s cell counting tool. For each 
brain section, the total cell count of every cell type (tdTomato, GCaMP, co-labelled) 
was averaged across the three repetitions. Resulting in two averaged numbers per 
brain and cell type (one of each brain section). These two averages obtained from the 
individual sections were averaged again to the final cell count for that specific brain. 
Cell counts of individual cell types of all six brains were averaged to obtain the final 
count for each cell type.  
 
2.4 Fibre photometry 
The most basic fibre photometry set up consists of a light source, an optic fibre, a 
dichroic mirror in order to split excitation from emission light and a photodetector to 
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detect changes in fluorescence (Figure 2.1 A). In our case, the light sources were two 
LEDs: one 465 nm LED (CLED 465 nm; Doric, Canada) was sinusoidally modulated 
at 211 Hz and passed through a GFP excitation filter (Fluorescence Mini Cube FMC5, 
460-490 nm bandwidth, Doric, Canada). The second was a 405 nm LED (nLED 405 
nm; Doric Lenses, Canada), sinusoidally modulated at 531 Hz and passed through a 
405 nm bandpass filter (Fluorescence Mini Cube FMC5, 405 nm bandwidth, Doric 
Lenses, Canada). The 405 nm signal was used as a control signal as 405 nm excites 
the isosbestic point of GCaMP (which causes non-calcium dependent emission). Both 
light streams were coupled in a high (0.48) numerical aperture, large core (400 µm) 
optical fibre, which was connected to the implanted optical fibre in each mouse. The 
465 nm LED was set to the commonly used 45 µW light output, and the 405 nm LED 
to 10 µW light output (Calipari, Bagot et al. 2016; Cho, Treweek et al. 2017; Kim, Han 
et al. 2019). The light output was measured before each recording at the end of the 
fibre using a power meter (PM100A ThorLabs GmbH, Germany). Fluorescence 
changes were collected by the same fibre, passed through a GFP emission filter 
(Fluorescence Mini Cube FMC5, 500-550 nm bandwidth, Doric Lenses, Canada), and 
focused onto a photodetector (Newport visible femtowatt photo receiver, Model 2151; 
Doric Lenses, Canada). The photodetector was set to AC low mode (2x1010 gain and 
30-750 Hz bandwidth). The fibre photometry processor (RZ5P, Tucker-Davis-
Technology (TDT), USA) modulated the LED output and demodulated the raw 
fluorescent signal received from the photodetector. The photodetector signal was 
passed through a 6th order low pass filter (3 Hz). Each signal was individually 
demodulated using the RZ5P processor. The two resulting fluorescence output signals 
were downsampled to 61 Hz for recording to disk. The fibre photometry processor was 
controlled using Synapse software version 84 (TDT, USA). It stores the acquired data 
in its own data format; therefore, the data had to be converted and exported to 
MATLAB for all further analysis. This was done using a MATLAB script provided by 
TDT (https://www.tdt.com/support/matlab-sdk/). Running this script provided a cell-
array that contained the raw data, and metadata regarding the specific recording. A 
detailed explanation of further analysis is reported in the methods section of each 
results chapter. 
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2.5 Testing environment and animal habituation 
Experiments were performed in specifically designed behavioural testing rooms fitted 
with an automated light and temperature control. During testing, animals were in their 
home-cage, open top within a custom-built testing box (40 cm x 40 cm x 40 cm; Figure 
2.1 B). This testing box was built from an opaque material and fitted with speakers on 
either side. The top of the box had two openings, one for a rotary joint (FRJ_1x1_FC-
FC, Doric Lenses, Canada) that prevented the optical fibre (0.45 m, Doric Lenses, 
Canada) from coiling during free exploration behaviour of the home-cage while 
recording. A webcam was mounted above the second opening to monitor animal 
behaviour.  
For seven consecutive days before testing, animals were habituated for 3-h each day 
to the testing environment and the testing procedure. During habituation, animals 
within their home-cage were placed into the testing box and left undisturbed. For 
habituation to photometry recordings, on the last two days of habituation, animals were 
connected to the acquisition system to mimic the recording procedure. 
During habituation as well as during experimental recording, animals had ad libitum 
access to water and food. Detailed information about the experimental paradigm can 
be found in the methods section of each results chapter.




Figure 2.1: Experimental setup. A) Fibre photometry set up schematic. A 465 nm LED was sinusoidally 
modulated at 211 Hz and passed through a GFP excitation filter. A 405 nm LED was sinusoidally 
modulated at 531 Hz and passed through a fluorescence filter cube, consisting a 405 nm bandpass 
filter. Both light streams were coupled in one optical fibre that was connected to the animal’s fibre optic 
implant. Fluorescence changes were collected by the same fibre, passed through a GFP emission filter 
and focused onto a photodetector. The fibre photometry processor modulated the LED output and 
demodulated the raw fluorescent signal received from the photodetector. Custom-written MATLAB 
scripts were used to extract and analyse data. Set up based on Lerner, Shilyansky et al. 2015. B) 
Schematic of the testing environment. Throughout the testing process, the animal was within its home-
cage with ad libitum access to water and food. The home-cage was placed into a 40 x 40 x 40 cm 
opaque testing box. Speakers were mounted on either side of the testing box and a webcam above.
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2.6 Behavioural recordings 
All photometry recordings were performed along with simultaneous monitoring of 
home-cage behaviour. To do so, a webcam (Logitech C930e) was mounted on top of 
the testing box, leading to a birds-eye view of the animal (Figure 2.1 B). Photometry 
and behavioural recordings were synchronised through the fibre photometry 
processor. Videos were recorded at 10 frames/ second (fps) with a 640 x 480 pixel 
resolution. Videos were stored as avi-files.  
 
2.6.1 Topscan analysis  
Behavioural analysis was performed using Topscan (Clever Sys Inc., USA), a 
commercially available software for behavioural animal analysis. Topscan tracks the 
animal based on a predefined size and contrast of the animal relative to its background. 
After uploading a video, the background was defined by using an image of the home-
cage in the absence of the mouse. The area of the video displaying the home-cage 
was defined as the arena and was further subdivided into the nest and out-of-nest parts 
of the home-cage. Parameters for locomotion, in-place activity excluding locomotion, 
and immobility were defined using the motion-2-events ad-on module purchased from 
Topscan (Clever Sys Inc., USA). Parameters for each variable were optimised by 
manual performance supervision. Topscan’s output was stored in a cvs-file and 
imported to MATLAB for further analysis.  
 
2.7 Trunk blood collection 
A mixed cohort of male CRH-ires-Cre mice and CRH-ires-Cre x tdTomato mice were 
used for trunk blood collection. Mice were housed in pairs and decapitated straight 
after removal from the home-cage to collect blood samples. On the experimental day, 
using scissors one animal at a time was decapitated at ZT0 or ZT12, and the trunk 
blood was collected in a 1.5 mL Eppendorf tube. Collected blood was placed on ice 
until further processing. Blood serum was separated from blood plasma using a 
centrifuge at 10 °C for 10-min at 3000 revolutions/ minute (rpm), then blood serum was 
aliquoted in 10 µL samples. Blood was stored at -80 °C until further processing.  
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2.7.1 Enzyme-linked Immunosorbent Assay (ELISA) 
The collected blood serum was used to determine corticosterone levels using a 
commercially available ELISA kit for mice (Arbor assays, USA; Catalog nr. K014-H1). 
Samples were prepared by adding 5 µL of dissociation reagent to 5 µL of blood serum 
and left to incubate for 5-min. Samples were then diluted (1:100) with assay buffer. 
Standards were prepared by serially diluting a corticosterone stock solution. Diluted 
samples (50 µL) and standards (50 µL) were pipetted in duplicates onto a 96-well plate 
coated with an antibody. A corticosterone-peroxidase conjugate (25 µL) was added to 
each well. The binding was initiated by adding 25 µL of a corticosterone polyclonal 
antibody. After an incubation period of one hour, the plate was washed four times 
before adding 100 µL of TMB-substrate. The bound corticosterone-peroxidase 
conjugate reacted with the substrate. After 30-min incubation time, the reaction was 
stopped by pipetting 50 µL of stop solution into each well, and the optical density 
generated from each well was measured in a microtiter plate reader at 450 nm. The 
corticosterone concentration of each sample was calculated as follows. Duplicates of 
all standards and samples were averaged. A standard curve was calculated using four-
parameter logistic curve fitting (4PLC). Corticosterone concentrations were 
interpolated using the standard curve, and final concentrations were obtained by 
multiplication with the dilution factor. The sensitivity of the assay was 18.6 pg/mL, and 
the detection limit was 16.9 pg/mL. 
 
2.8 Experimental timeline for fibre photometry 
The same cohort of animals was used for all fibre photometry experiments. The 
animals underwent surgery for virus injection and fibre placement with an age of 3 
months. Half of the animals were housed in a standard light cycle room (light on from 
7:00 to 19:00), and the other half was housed in a reversed light cycle room (light on 
from 19:00 to 7:00). Surgery was followed by 2 months waiting period for viral 
transduction and GCaMP expression. The first 24-h long fibre photometry experiment 
and first white noise (WN) exposure was conducted with an animal age of 5 months 
(Figure 2.2 Exp. 1 & Exp. 2). After which the animals were transferred into the 
respective opposite light cycle and given 1-2 months to acclimatise to the new light 
regime. When animals were between 6-7-month-old, the second 24-h fibre photometry 
and second WN experiment was conducted (Figure 2.2 Exp. 3 & Exp. 4). 
Subsequently, all animals were transferred into the standard light cycle room. Five of 
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the initial 7 animals were recorded under the novel environment protocol with age 
ranging between 10-15 month (Figure 2.2 Exp. 5). The signal of two animals was not 
satisfactory to be included in this experiment. The animals were terminated, ranging 
between 11-16 month of age. 




Figure 2.2: Fibre photometry experimental timeline. The animals underwent surgery with an age of 
3 months, followed by the first 24-h long photometry recording and the first white noise (WN) exposure 
with an age of 5 months. With the age of 6-7 month, animals underwent the second 24-h long photometry 
and second WN exposure. The last experiment, the novel environment exposure, was conducted when 
animals were between the age of 10-15 month. All animals were culled between the age of 11-16 month. 
Surgery
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2.9 General data and statistical analysis 
All photometry data were processed and analysed in MATLAB before statistical 
analysis was performed with PRISM software 8.0 (GraphPad Software, USA). 
Statistical tests used are mentioned in the method section of the relevant chapter. All 
data are presented as mean ± SEM. Statistical significance was accepted if P < 0.05. 
Graphical representation of significance is as follows P < 0.05 (*), P < 0.01 (**), P < 
0.001 (***).  
 
2.9.1 Data normalisation  
Photometry recordings of different animals varied in signal magnitude because of 
differences in GCaMP6s expression and optical fibre placement. To make photometry 
recordings of different animals comparable, for the majority of analyses data was 
normalised with min/ max feature scaling, which is a rescaling method, that rearranges 
the range of data points between 0 and 1. 
𝑥% =
𝑥 − min	(𝑥)
max(𝑥) − min	(𝑥) 
 
The chosen rescaling method has the caveat that it not only affects the signal but also 
the noise in the signal, meaning that possibly the noise level was upscaled as well. 
However, when I compared the performance of different normalisation methods, the 
chosen rescaling method was found to be superior over other methods such as the z-
score.  




Ultradian and diurnal activity characteristics in the 
hypothalamic CRH neuron population 




While spontaneous 24-h activity patterns of the hypothalamic CRH neuron population 
are unknown, the spontaneous circadian and ultradian patterns of hormone release by 
the HPA axis are well established across species including sheep (Guillaume, Conte-
Devolx et al. 1992), rats (McCarthy, Corley et al. 1960; Allenrowlands, Allen et al. 1980; 
Szafarczyk, Alonso et al. 1980; Graf, Fischman et al. 1988; Chacón, Esquifino et al. 
2009; Andrews, Wood et al. 2012; Waite, McKenna et al. 2012), mice (Dalm, Enthoven 
et al. 2005; Engeland, Massman et al. 2018), monkeys (Perlow, Reppert et al. 1981; 
Carnes, Lent et al. 1988), and humans (Weitzman, Fukushima et al. 1971; Krieger 
1975; Bellomo, Santambrogio et al. 1991; Henley, Leendertz et al. 2009). To briefly 
recapitulate, CRH peptide is secreted into the ME at CRH nerve terminals with a 
circadian profile, peaking before lights off (active phase) in rodents (Hiroshige and 
Sakakura 1971; Takebe, Sakakura et al. 1972; Ixart, Szafarczyk et al. 1977; Owens, 
Bartolome et al. 1990; Ixart, Siaud et al. 1993). The change in circadian hormone 
secretion is not gradual, but pulsatile throughout the day (Ixart, Siaud et al. 1993; Ixart, 
Siaud et al. 1994). In contrast, ACTH and CORT blood plasma levels peak roughly 
around the time of lights off, the beginning of the active phase in rodents (similarly to 
the waking response in humans) and experience the nadir during the day. Notably, 
ACTH secretion from the anterior pituitary precedes CORT release from the adrenal 
gland by approximately ten minutes (Walker, Spiga et al. 2012). Similarly to CRH 
peptide secretion, the circadian secretion of ACTH and CORT also does not occur 
gradually throughout the day, instead in pulses with an approximate frequency of one 
pulse per hour (Gallagher, Yoshida et al. 1973; Carnes, Lent et al. 1988; Engler, Pham 
et al. 1989; Jasper and Engeland 1991; Guillaume, Conte-Devolx et al. 1992; Windle, 
Wood et al. 1998b; Henley, Leendertz et al. 2009).  
 
To gain more insight into the activity patterns driving CRH release, two approaches 
were undertaken; Girotto et al. used the indirect measure of c-fos mRNA levels to gain 
information about neuronal activity levels (Girotti, Weinberg et al. 2007; Girotti, 
Weinberg et al. 2009), whereas Wu and co-workers performed slice calcium imaging 
to shed light on neuronal activity patterns (Wu, Enoki et al. 2018). Specifically, in situ 
hybridisation for c-fos mRNA was conducted on PVN brain slices prepared either at 
ZT2 and ZT11 (Girotti, Weinberg et al. 2007) or every four hours across the circadian 
cycle (Girotti, Weinberg et al. 2009). Both studies found basal c-fos mRNA activity 
  Chapter 3 
 
 57 
levels to be highest during the night (active phase) and lowest in the morning (inactive 
phase) of the circadian rhythm (Girotti, Weinberg et al. 2007; Girotti, Weinberg et al. 
2009). Interestingly, adrenalectomy enhanced this c-fos rhythm (Girotti, Weinberg et 
al. 2007), suggesting that CORT negative feedback might be regulating it. However, it 
has to be considered that this study measured the entire PVN and is therefore not 
specific to CRH neurons.  
In addition to the c-fos data, Wu and colleagues found circadian and ultradian neuronal 
activity patterns within cultured slices retaining the sub-PVN region, the PVN, and the 
SCN. The sub-PVN is a dense network of primarily GABAergic neurons immediately 
surrounding the PVN (Schwartz, Nunez et al. 2004). Wu and colleagues conducted 
time-lapse wide-field calcium imaging experiments across multiple consecutive days 
on GCaMP6s transduced sub-PVN and PVN containing, cultured brain slices of 
neonatal mice. They found circadian activity rhythms in approximately 40% of their 
recordings, and also ultradian calcium bursts of which the period ranged between 0.5 
- 4 hours, depending on the phase of the underlying circadian cycle. Single ultradian 
activity bursts consisted of fast transient calcium events that were in the millisecond 
range with a tendency of higher burst amplitudes when the frequency of fast transient 
events was high (Wu, Enoki et al. 2018). Interestingly, ultradian activity patterns were 
found to be independent of the SCN (Wu, Enoki et al. 2018). These findings have to 
be considered carefully, firstly because it is in vitro data that was conducted on cultured 
neonatal brain slices and secondly because these measurements were not specific to 
CRH neurons but instead included all neurons within the PVN. While these data shed 
first light on circadian and ultradian activity patterns within the PVN, it is still unclear 
what the PVN CRH neuron population activity patterns across the day/ night cycle are. 
 
One reason for our lack of knowledge regarding in vivo activity patterns of the PVN 
CRH neuron population is the inaccessibility of this neuronal population. The 
hypothalamus, and therefore PVN CRH neurons, reside rather ventral in the brain, 
hence, they are difficult to specifically access in vivo with electrophysiological or 
imaging approaches. In recent years, technical advances and the development of Cre-
mouse lines, allowing cell-type-specific targeting of neurons, has made it possible to 
reach and record from ventral brain areas in vivo from freely moving animals. 
Specifically, a technique called fibre photometry has changed the field of neuroscience 
(Cui, Jun et al. 2013; Cui, Jun et al. 2014; Gunaydin, Grosenick et al. 2014; Lerner, 
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Shilyansky et al. 2015) as it enables the researcher to study the activity of deep neuron 
populations such as CRH neurons. 
GCaMP fibre photometry uses an optic fibre implanted into the brain to record bulk 
fluorescent changes from the genetically encoded calcium sensor GCaMP to estimate 
neuronal population activity (Cui, Jun et al. 2014). GCaMP is specifically expressed in 
the cell population of interest either by using transgenic animal lines or viral constructs. 
Structurally, GCaMP is a fusion of the circularly permutated GFP (the fluorophore), 
calmodulin (a calcium-binding protein), and the M13 fragment of myosin light chain 
kinase (Nakai, Ohkura et al. 2001). As a consequence of its composition, it can bind 
calcium and change the magnitude of emitted fluorescence as a function of calcium-
binding. Mechanistically, this is achieved by calmodulin; its four calcium-binding 
domains can sense changes in intracellular calcium levels. When a neuron fires an 
action potential, voltage-gated calcium channels open, causing a transient increase in 
intracellular calcium levels. This calcium then binds to calmodulin, which in turn results 
in a conformational change and ultimately to an increase in emitted fluorescence. The 
bulk emitted fluorescence is collected by an optical fibre implanted above the neuronal 
population of interest and relayed to the recording system. Hence, this method enables 
the researcher to obtain an indirect readout of neuronal action potential firing of the 
cell population of interest (Chen, Wardill et al. 2013; Cui, Jun et al. 2014; Kim, Han et 
al. 2019). 
Fibre photometry provides a way to record neural activity from deep brain regions that 
have previously been inaccessible due to their location. Furthermore, it allows stable 
long-term in vivo recordings of neuronal populations on awake and freely moving 
animals. Because it is a chronic implementation, the same animal can be recorded 
multiple times, enabling long-time studies and increased reproducibility. Lastly, as it 
records a population signal, it provides a broad picture of the activity patterns of the 
desired cell population. Depending on the point of view, the resolution could also be 
seen as a disadvantage since fibre photometry does not provide a single-cell 
resolution, which might be advantageous depending on the research question. 
 
In recent years, numerous laboratories have made use of fibre photometry to gain 
insight into CRH neural population activity patterns and how they correlate with animal 
behaviour (Kim, Lee et al. 2019; Li, Navarrete et al. 2019; Yuan, Wu et al. 2019; Daviu, 
Fuzesi et al. 2020). As a result, there is growing evidence that CRH neuron population 
activity is related to animal behaviour. More specifically, to stress-related behaviours 
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such as grooming, exploration, and escape to only name a few (Fuzesi, Daviu et al. 
2016; Daviu, Fuzesi et al. 2020). 
While these recent studies have shed light on CRH population activity patterns during 
stress, they have not characterised spontaneous CRH population activity patterns over 
more extended periods not to mention across the 24-h day. As a consequence, it is 
still unclear what basal activity patterns the CRH neuron population exhibits throughout 
the 24-h day and how these basal neuronal activity patterns might relate to 
spontaneous animal activity. This question is vital to investigate in order to gain insight 
into what activity patterns drive the HPA axis and to determine whether CRH 
population activity patterns match with ACTH or CORT secretion patterns. Therefore, 
the goal of this chapter was to investigate the spontaneous neuronal activity patterns 
of the PVN CRH neuron population across the day/ night cycle and correlate the 
observed neuronal activity patterns to the animal’s spontaneous home-cage activity. 
 
3.2 Materials and Methods  
3.2.1 Experimental paradigm; spontaneous 24-h PVN CRH 
neuron population activity 
All mice were habituated to the testing environment and testing procedure for seven 
consecutive days (details in Chapter 2.5) before the experiment started on the eighth 
day. On an experimental day, the animal was transferred within its home-cage into the 
testing room during the late afternoon. The cage was then placed into the testing box, 
and the cage lid was removed (Figure 2.1 B). Experiments were conducted in the 
animal’s home-cage to reduce stress. The animal was then connected to the recording 
system, the behavioural camera was put in place, and the recording system was set 
to a scheduled recording mode (details in Section 3.2.2). Once the recording had 
started, the animal was left undisturbed for 28-h. 
After the 28-h spontaneous activity recording, the animal underwent the procedure for 
an acute stress experiment (Chapter 4). Subsequently, the animal was disconnected 
from the recording system and returned to the housing facility.  
Each animal was recorded twice: once with a recording start during the animal’s 
subjective inactive phase and once with a recording start during the animal’s subjective 
active phase. Therefore, each animal served as its own respective control (N= 7). This 
was achieved by housing animals in standard or reversed light cycle rooms. In the 
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following chapters, the time of the day will be noted in Zeitgeber time (ZT), which is 
German for ‘time cue’. ZT0 refers to lights on (inactive phase) and ZT12 to lights off 
(active phase). 
 
3.2.2 Data collection and acquisition settings  
Fibre photometry data was acquired using the fibre photometry processor (RZ5P, 
Tucker-Davis-Technology (TDT), USA) purchased from TDT. The 28-h spontaneous 
neuronal population activity data was acquired in a scheduled recording mode, where 
both LEDs (405 nm and 465 nm) were driven by the photometry processor to alternate 
between 3-sec LEDs on, the time when neuronal data was acquired, and 7-sec of 
LEDs off, during which the acquisition system recorded noise. This scheduled 
recording mode was chosen to reduce photobleaching of the fluorophore (GCaMP6s), 
enabling me to perform these long recordings. LED light output was always kept at 45 
µW for the 465 nm LED and at 10µW for the 405 nm LED. Remaining acquisition 
details, such as filter parameters were as described previously (Chapter 2.4).  
 
3.2.3 Data pre-processing 
The acquired 28-h long data stream was converted and exported from the photometry 
processor to MATLAB using a script provided by TDT 
(https://www.tdt.com/support/matlab-sdk/). Once the data was imported into MATLAB, 
all further processing and data analysis was performed using custom-written MATLAB 
scripts. 
In order to obtain the desired neuronal data and the equivalent periods of the 405 nm 
data signal, the raw data stream had to be pre-processed as it consisted of a 
continuous stream of 3-sec of neuronal data (LED on periods) and 7-sec of noise (LED 
off periods; Figure 3.1). Hence, for both signals (405 nm and 465 nm) the time periods 
of data acquisition (3-sec long LED on periods) had to be extracted from the raw data 
stream while the 7-sec long LED off periods were discarded. To do so, the last 2-sec 
of every neuronal data acquisition period (LED on) were extracted and concatenated. 
The first second of every neuronal acquisition period (LED on) was discarded because 
it contained an artefact caused by the process of turning on the LED (Figure 3.1).  
Once the data of both channels were extracted from the raw data stream, it was cut 
down to 24-h. The data started from the light transition (ZT0 or ZT12) and ended at the 
same light transition on the following day. This procedure resulted in discarding the 
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first 4-h of every recording as it was heavily contaminated by fluorophore bleaching 
and stress that the animal experienced during the process of being connected to the 
recording system. This 4-h period was chosen by visual inspection of the signal as the 
first 4-h exhibited a steep decay, which was not present in the rest of the signal. 
Subsequently, the resultant 24-h long recording was baseline corrected to compensate 
for fluorophore bleaching. Baseline correction was performed as follows: a 2nd-order 
polynomial fit was performed on the 465 nm signal. Then the fit was subtracted from 
the raw 465 nm signal and divided by the fit (raw 465 nm – fit//fit). The resulting values 
were multiplied by 100 to obtain the final DF/F0 (Figure 3.1). 
Following the baseline correction, the signal was averaged for data reduction purposes 
to aid further analysis. Specifically, the 2-sec periods of 465 nm signal were averaged, 
resulting in one averaged data point every 10-sec. This averaged signal was used for 
all further analysis and will be referred to as the 465 nm signal in the following. The 
averaged 405 nm signal was used to exclude animals from the study in case this signal 
showed large fluctuations, which were possibly caused by an unsteady optic fibre 
implant. 
 
3.2.4 Data analysis  
3.2.4.1 Fast transient GCaMP6s calcium event detection  
In order to extract fast transient GCaMP6s calcium events from the neuronal data, the 
465 nm signal was normalised by min/ max feature scaling (Chapter 2.9.1). The 
normalisation was necessary to make the data comparable between animals. After the 
normalisation process, event detection was performed using MATLAB’s findpeaks 
function. This function is specialised to detect local maxima, which by definition, are 
data points that are larger than their two neighbouring samples (Figure 3.2 A). User 
determined parameters such as minimum event prominence and minimum event 
duration were set as follows: every detected event had a minimum prominence of 12 
DnF/F0 (normalised DF/F0) and a minimum duration of 14.4-sec. The minimum 
prominence of 12 DnF/F0 was chosen as it just exceeded the maximum detected 
fluorescent increase in the GFP injected animals (control data) and the minimum 
duration of 14.4-sec appeared to reflect the duration of the events well.  Event 
prominence was measured by the peak’s intrinsic height, and duration was calculated 
as half-prominence (Figure 3.2 B; for a detailed description see 
https://www.mathworks.com/help/signal/ref/findpeaks.html#buff2uu). 
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Once fast transient GCaMP6s calcium events were defined, the average number of 
events, the average amplitude of events, and the average duration of the events were 
calculated in 2-h bins. 




Figure 3.1: Data pre-processing workflow. ‘LED on’ periods, excluding the artefact had to be 
extracted from the raw 465 nm signal (top) and ‘LED off’ periods were discarded. In the next step, ‘LED 
on’ periods were concatenated, and the resulting data was baseline corrected. The 2-sec of ‘LED on’ 
periods of the baseline-corrected signal (DF/F0) were averaged with the result of one data point every 
10-sec (bottom). 




Figure 3.2: Fast transient GCaMP6s calcium event detection details. Graphics are taken from 
MATLAB (https://www.mathworks.com/help/signal/ref/findpeaks.html#buff2uu). A) Blue circles indicate 
detected events, and coloured areas indicate the baseline for amplitude measurement. Event 
prominence is based on the peaks intrinsic height with the left and right edge of the peak defined by 
either the start of a higher peak (e, f) or the start/ end of the signal (a, i). B) Displays how half-prominence 
was calculated for the duration of fast transient GCaMP6s calcium events.
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3.2.4.2 Detection of slow sustained GCaMP6s calcium bursts 
To extract slow sustained GCaMP6s calcium bursts in the 465 nm signal, it was heavily 
filtered using a moving average filter with a window size of 60 data points. Slow refers 
to the frequency at which these events occurred at compared to the previously 
characterised fast events and burst refers to the possibility of either rapid firing of 
neurons or a substantial number of CRH neurons being active over an extended 
duration of time or some sort of combination of the two. Extreme outlier data points 
were manually excluded. Following this processing, data were normalised by min/ max 
feature scaling in order to make the data comparable between animals. A threshold 
was set to 25 DnF/F0 as the minimum for the detection of slow sustained bursts of 
GCaMP6s calcium activity. When the 465 nm signal exceeded this threshold for longer 
than 3-min, then this time period of slow sustained GCaMP6s calcium burst was 
considered as an up-state. Vice versa, when the 465 nm signal was below the 
threshold for longer than 3-min, this period was defined as down-state. These 
parameters were chosen because 25 DnF/F0 was just below the average amplitude of 
up-states, allowing slightly smaller up-states to be detected. This in combination with 
the 3-min duration, which excluded transient increases in calcium activity, was found 
to have the best results. 
For analysis purposes, the 465 nm signal was divided into two 12-h long sections; ZT0 
to ZT12 (day) and ZT12 to ZT0 (night). Accordingly, the average number of up-states 
and the inter-up-state-intervals were calculated for each 12-h period. The average 
duration of up-states and total time in up-states were also calculated for these 12-h 
periods. 
 
3.2.4.3 Behavioural data analysis  
Animal activity levels were recorded simultaneously with the neuronal data using a 
commercially available webcam. Behavioural and neuronal data streams were 
synchronised by the acquisition system (TDT). Behavioural responses were analysed 
using the Topscan software, as described in Chapter 2.6.1. Briefly, Topscan is a 
commercially available software that tracks animal movement based on user-defined 
parameters. Total activity, including locomotion and in-place movement, immobility, 
locomotion alone, and time spent in nest, were analysed. Behavioural data were 
binned to match the 465 nm signal. Hence, every data bin was the summation of the 
duration of animal activity within 10-sec, in other words, the data value of each bin can 
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range from 0-sec to 10-sec active. The data is displayed in % active, where 0-sec of 
activity refers to 0% active and 10-sec activity refers to 100% active. The amount of 
nest time, immobility, total activity (locomotion and in-place movement) and locomotion 
alone were calculated for the 12-h day-period (ZT0 to ZT12) and 12-h night-period 
(ZT12 to ZT0) separately. Subsequently, animal activity data and CRH population 
activity from the same animal were correlated using Pearson’s correlation. The N 
number (N= 5) was lower in this data set compared to the neuronal data (N= 14) as 
video quality was insufficient for analysis for most videos. 
 
3.2.4.4 GFP control data  
To provide evidence that neuronal activity dynamics in the GCaMP6s recordings were 
not caused by movement or light artefacts, a cohort of mice (N= 6) was injected with 
an AAV-construct that transduced Cre-dependent GFP, rather than GCaMP. Artefacts 
appear as abrupt increases/ decreases in the recording for example when the fibre 
optic moves relative to the brain (movement artefact), or when external light enters the 
recording path (light artefact). Data acquisition and data pre-processing followed the 
same paradigm as described in Section 3.2.2 and 3.2.3. However, in contrast to the 
GCaMP6s signal, the averaged GFP signal was not normalised because the GFP 
recordings did not have a sufficient signal range to be converted into realistic 
normalisation data, therefore, the min/ max feature scaling normalisation appeared to 
amplify noise in the signal. Hence, the fast transient event detection was performed on 
non-normalised DF/F0 recordings. Because the GFP signal was not normalised, in 
contrast to the GCaMP6s signal, parameters for the fast transient event detection could 
not be directly transferred but had to be newly defined for non-normalised data. To do 
so, the parameter for event prominence was derived from the smallest GCaMP6s 
signal across all 14 recordings. As the threshold for the fast transient event detection 
in normalised GCaMP6s signals was 12 DnF/F0, the smallest possible normalised 
prominence was 12 DnF/F0. To obtain the corresponding non-normalised DF/F0 
threshold value, 12% fluorescent increase of each GCaMP6s signal was calculated 
individually and averaged across all 14 recordings. The resulting non-normalised DF/F0 
value (6.5 DF/F0) was used as a minimum prominence for the fast transient GFP 
events. The minimum event duration of 14.4-sec was kept for the GFP data. Once the 
threshold for fast GFP events was defined, the average number of events, the average 
amplitude of events, and the average duration of the events were calculated in 2-h 
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bins. Low signal amplitude and the lack of rhythmicity in the GFP data did not allow for 
the detection of up-states. 
 
3.2.4.5 PVN CRH population activity synchronisation at ZT12 
To investigate possible synchronisation of the CRH neuron activity with the day/ night 
transition, meaning time of day, the GCaMP6s data was grouped into recordings that 
started at ZT0 and recordings that started at ZT12 (N= 7 each group). Firstly, 
recordings where data acquisition had started at ZT0, were cut so that only the 
neuronal data from ZT11.5 (30-min pre-light transition) to ZT12.5 (30-min post light 
transition) remained. Whereas recordings, where data acquisition had started at ZT12, 
were cut so that only neuronal data from ZT23.5 (30-min pre-light transition) to ZT0.5 
(30-min post light transition) remained. This cutting procedure ensured that exclusively 
neuronal data from light transitions in the centre of each recording were considered for 
analysis, which was necessary to prevent the result from being contaminated by 
external processes such as the stress animals experience while being connected to 
the recording system.  
The resulting shortened 1-h long data segments were normalised by min/ max feature 
scaling to reduce variability in fluorescent increase between animals and to set the 
shortened data segment to true 0. Following the normalisation, the average 
fluorescence (mean DnF/F0) was calculated in the 30-min prior light transition and post 
light transition, respectively. The same analysis was performed at two control time 
points (ZT06 and ZT18) for each recording. These control time points were chosen in 
the middle of the day and the middle of the night. 
 
Secondly, the latency to the first up-state after a light transition was calculated. As 
previously, the neuronal data was grouped into recordings that started at ZT0 or ZT12 
and only light transitions in the centre of the recording were considered for analysis. 
Recordings were treated as in Section 3.2.4.2 (Detection of slow sustained GCaMP6s 
calcium bursts) to extract up-state activity. Subsequently, the duration between the 
reference point (ZT0 for recordings that commenced at ZT12 and ZT12 for recordings 
that commenced at ZT0 respectively) to the start of the following up-state was 
measured. As previously described, the same calculation was performed at control 
time point ZT06 and ZT18 for each recording. 
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3.2.5 Statistical analysis  
Statistical analysis was performed with PRISM software 8.0 (GraphPad Software, 
USA). The validity of testing a data set for normal distribution in a small experimental 
cohort (N < 12) is very limited and 3/4 tests that test for normal distribution in GraphPad 
Prism do not work with the sample size (N= 7) used in this study 
(https://www.graphpad.com/guides/prism/8/statistics/choosing_parametric_vs__nonp
ar.htm). As a consequence, most data were analysed with non-parametric tests to 
reduce the detection of false positive effects. When two repeated measures from two 
paired data groups were compared for statistical significance the Wilcoxon test was 
used. For those measures, a non-parametric test was chosen as the data set was a 
rather small and normal distribution of the data was not assumed. In case paired 
repeated measures from only one condition was tested, a RM One-Way-ANOVA with 
the appropriate post hoc test was used for statistical comparison. In these cases, 
normal distribution of the data was assumed as they always considered the entire 
recording. Specifics regarding statistical analysis are detailed for each analysis 
separately within the results section. All data are presented as mean ± SEM. Statistical 
significance was accepted if P < 0.05. Graphical representation of significance is as 
follows P < 0.05 (*), P < 0.01 (**), P < 0.001 (***). 
 
3.3 Results  
3.3.1 Quantification of viral transduction 
To characterise the specificity of the virus and efficacy of the virus injection protocol, 
AAV9.CAG.Flex.GCaMP6s.WPRE.SV40 injected brains (N= 6, protocol in Chapter 
2.2) were used to quantify co-labelling of GCaMP6s and tdTomato within the PVN CRH 
neuron population (protocol in Chapter 2.3.5). 
Injected brains were studied three weeks after stereotaxic surgery to quantify co-
labelling. Confocal imaging confirmed unilateral expression of GCaMP6s in the PVN 
(Figure 3.3 B & C). Viral transduction was limited to the injection site. Expression of 
GCaMP6s was observed in cell bodies and neuronal fibres, whereas tdTomato 
reporter expression was exclusively found within the cell bodies. Immunohistochemical 
analysis revealed that the combination of the Cre-mouse model and Cre-dependent 
AAV9.CAG.Flex.GCaMP6s.WPRE.SV40 virus construct resulted in an 80 ± 4% 
specific transduction of CRH neurons evident by the percentage of GCaMP6s 
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expressing neurons that were also labelled with tdTomato (Specificity: 01213425647518
91742	:04;<
∗
100). This is close to the specificity that has been previously described for this Cre-
dependent mouse model (Wamsteeker Cusulin, Fuzesi et al. 2013b; Chen, Molet et 
al. 2015). Co-localisation analysis demonstrated that GCaMP6s was expressed in 58 
± 3% of PVN CRH neurons (Efficacy: 01213425647518
91742	7@	91A471
∗ 100). The efficacy was lower than 
in previous literature where transduction success was reported to be between 80 and 
90% (Kim, Lee et al. 2019; Kim, Han et al. 2019; Yuan, Wu et al. 2019). However, 
picking up of the animal (acute stress) led to an instant robust increase in the CRH 
population activity as expected based on previous literature (Kim, Lee et al. 2019; Kim, 
Han et al. 2019; Li, Navarrete et al. 2019; Yuan, Wu et al. 2019). Therefore, suggesting 
that transduction of approximately 60% of the CRH population was sufficient for fibre 
photometry experiments. 
 
In summary, these results show that CRH-ires-Cre mice transduced with 
AAV9.CAG.Flex.GCaMP6s.WPRE.SV40 can be used to sufficiently and specifically 
express the fluorescent reporter GCaMP6s in CRH neurons for fibre photometry 
experiments. 





Figure 3.3: GCaMP6s transduction within the PVN CRH neuron population. A) Coronal view of the 
mouse brain with high magnification of the bilateral PVN (highlighted in red) alongside the 3rd ventricle 
(3V). For orientation purposes, the fornix (f) and the suprachiasmatic nucleus (SCN) are indicated as 
well. B) Representative images of PVN CRH neurons labelled with GCaMP6s (green), tdTomato (red), 
and merged. C) Representative high magnification image of one PVN hemisphere emphasising co-
labelled PVN CRH neurons. Scale bar 50 µm. 
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3.3.2 Photometry fibre placement mapping 
To confirm the accurate location (above the PVN) of the optical fibre placement (Figure 
3.4 A), every mouse used in fibre photometry experiments was perfused, and brain 
tissue underwent GFP-immunolabelling to label GCaMP6s expression (protocol in 
Chapter 2.3; Figure 3.4 B-D for fibre placement). Confocal imaging revealed that 
unilateral injections, in all seven animals, transduced both hemispheres of the PVN 
suggesting spread of the virus to the contralateral PVN hemisphere. In the majority 
(5/7) of animals, the optical fibre was located above the PVN as expected (Figure 3.4 
B). However, optical fibre location could not be confirmed for one of the animals 
because of missing brain tissue. In one other animal, the optical fibre location was 
found to be further lateral than the PVN (Figure 3.4 D). Interestingly, this lateral 
placement of the optical fibre did not significantly affect the recording quality of the 
desired 465 nm signal.  
Surprisingly, in four brains, GCaMP6s expression underneath the optical fibre was 
found to be significantly reduced at the termination of the animal. Solely more ventrally 
located cells exhibited GCaMP6s expression, while GCaMP6s expression on the 
contralateral hemisphere of the PVN was as expected (Figure 3.4 C). Notably, these 
animals were over one year of age at the time of perfusion, suggesting possible cell 
death due to prolonged GCaMP6s expression and/ or photostimulation (Tian, Hires et 
al. 2009; Resendez, Jennings et al. 2016).  
In summary, optical fibre placement was confirmed to be above the PVN in most 
animals. While GCaMP6s expression, at the time of experimental recording, was 
difficult to predict based on available tissue. 




Figure 3.4: Optic fibre placement and GCaMP6s expression. A) Side view of the mouse head, 
illustrating the correct placement of the optical fibre above the PVN. B) Representative image of 
accurate fibre placement above the PVN and consistent GCaMP6s transduced CRH neurons in both 
hemispheres of the PVN. C) One example image of a brain slice with low CRH cell counts underneath 
the optical fibre. D) An example image of optic fibre placement laterally to the PVN. In all images, the 
3rd ventricle (3V) is traced with white dashed lines and the position of the optical fibre with yellow 
dashed lines.    
 
  Chapter 3 
 
 73 
3.3.3 Spontaneous 24-h PVN CRH neuron population activity 
To investigate basal activity patterns of the PVN CRH neuron population, 24-h long 
recordings of spontaneous activity were acquired. Visual examination of acquired data 
revealed that both raw emitted fluorescence data signals (405 nm and 465 nm) 
exhibited an exponential decay in fluorescence over time (Figure 3.5 A & B), most likely 
caused by photobleaching. 
The raw emitted fluorescence baseline values of the 465 nm signal ranged from 230 
to 600 arbitrary units (AU) across all recordings with an average of 411 ± 39 AU (N= 
14). The baseline was defined as the average minimum raw data value over the first 
3-h of the 24-h recording. This variability was likely due to different viral expression 
levels and optical fibre placement. Within animals, raw fluorescence was also noticed 
to increase with the age of the animal. Whereas the raw emitted fluorescence values 
of the 405 nm signal were somewhat consistent between animals but also more 
consistent over time compared to the 465 nm signal. The raw baseline values (defined 
as above) of the 405 nm signal ranged from 75 to 180 AU across all recordings with 
an average of 133 ± 8 AU (N= 14). The maximum DF/F0 change of raw emitted 
fluorescence within each animal was minimal in the 405 nm signal. Furthermore, in the 
405 nm signal, the only noticeable change in kinetics was downward deflections at the 
same time when the 465 nm signal largely increased (Figure 3.5 B green rectangles). 
Whereas the 465 nm signal displayed a profound change in maximum DF/F0 and a 
wide variety of kinetics throughout the recordings. 
 
After baseline correction, the signal decay over time was removed as much as 
possible. The range of emitted fluorescence in the 465 nm signal, both within and 
between animals was still very variable (Figure 3.5 C). Across all recordings, it ranged 
from 38.3 to 108.8 DF/F0 with an average of 64.3 ± 6.0 DF/F0 (N= 14). Visual inspection 
of the 465 nm signal revealed two distinct patterns of activity; namely fast transient 
GCaMP6s calcium events and slow sustained GCaMP6s calcium bursts (up-states; 
Figure 3.5 D). Fast transient GCaMP6s calcium events of highly varying amplitude 
were found scattered across the entire 24-h recording, including atop the up-states. 
Furthermore, the fast transient GCaMP6s calcium events were characterised by a 
sharp increase and decay in fluorescence (Figure 3.5 D). Up-states were separated by 
periods of low ongoing neuronal activity levels with spontaneous fast transient 
GCaMP6s calcium events. The onset of these up-states was often a sharp increase in 
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activity (Figure 3.5 D orange arrow), while the offset showed either a sharp decrease 
(Figure 3.5 D purple arrow) in activity or a slow reduction in activity (Figure 3.5 D red 
arrow). Interestingly, within a small number of up-states, the activity dropped 
temporarily before returning to the elevated level again. The average DnF/F0 of up-
states across all recordings was 28.8 ± 4.0 DnF/F0, (N= 14) which is roughly half the 
size of the average maximum DnF/F0 change observed in the 465 nm signal. 
Taken together, these data indicate that the magnitude of fluorescence changes in the 
405 nm signal was rather minimal compared to the 465 nm signal. In addition, in the 
465 nm signal, there were distinct reoccurring changes in fluorescence across the 24-
h day with kinetics consisting of fast and slow changes in neural activity. The kinetics 
of these fast and slow GCaMP6s calcium changes are further characterised in the 
following sections.




Figure 3.5: Spontaneous 24-h PVN CRH neuron population activity. A) Representative example of 
the raw data stream (arbitrary values); 465 nm signal in blue and 405 nm signal in brown. B) 
Magnification of a 2-h long recording window to visualise activity patterns. Drops of activity in the 405 
nm signal are highlighted in green rectangles. C) Two 24-h example recordings of two different animals 
in the DF/F0 format; one recording starting at ZT12 (top) and one recording starting at ZT0 (bottom). D) 
A 6-h long magnification of the example recording in C bottom to emphasise signal activity features; 
exemplary fast transient GCaMP6s calcium events are indicated with green dots and up-states are 
highlighted with pink bar. Sharp up-state onsets are indicated with an orange arrow, while sharp up-
state offsets are indicated with a purple arrow and slow offsets are indicated with a red arrow.
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3.3.3.1 Fast transient GCaMP6s calcium events  
To analyse features of the fast transient GCaMP6s calcium events (Figure 3.6 A & B), 
data from the 465 nm signal was divided into two groups: recordings that started at 
ZT0 and recordings that started at ZT12. This was done so each mouse served as its 
respective control across the 24-h recording. 
Firstly, the average event frequency was calculated in 2-h bins across the 24-h day. In 
recordings that started at ZT0, the overall event frequency across the 24-h day was 
27.0 ± 1.3 events/h (N= 7, Figure 3.6 C (left)). Time of day effect on event frequency 
was analysed with a RM One-Way ANOVA. Across all time points, time of day 
significantly influenced fast event frequency (P= 0.02, F(3.504, 21.02) = 3.808). However, 
no significant difference between individual time points was found (Tukey’s multiple 
comparisons post hoc test). Likewise, the event frequency for recordings that started 
at ZT12 was calculated and resulted in an overall event frequency of 27.3 ± 1.7 
events/h (N= 7, Figure 3.6 C (right)). The time of day effect on event frequency was 
also analysed with a RM One-Way ANOVA. Overall, the time of day significantly 
influenced fast event frequency (P= 0.01, F(3.987, 23.92) = 3.664). However, Tukey’s 
multiple comparisons test did not reveal any significantly differing individual time 
points. While no significant differences between individual time points were found in 
both data sets, based on visual inspection of the data, there appeared to be a trend for 
a reduction in event frequency throughout the recordings. Importantly, this reduction 
appeared similar in recordings that started at either ZT0 or ZT12. This may suggest 
this effect is due to some sort of ‘run down’ of the activity signal over the recording. 
Secondly, the fast transient GCaMP6s calcium event amplitude was calculated in 2-h 
bins across the 24-h day. The average overall event amplitude across the 24-h day 
was 26.0 ± 0.0 DnF/F0 in ZT0 recordings (N= 7, Figure 3.6 D (left)) and 27.0 ± 0.0 
DnF/F0 in ZT12 recordings (N= 7, Figure 3.6 D (right)). As previously described, the 
time of day effect on event amplitude was analysed with a RM One-Way ANOVA. 
Overall, time of day significantly influenced fast event amplitude in ZT0 recordings (P= 
0.0008, F(2.933, 17.60) = 9.002) and ZT12 recordings (P= 0.0006, F(3.749, 22.49) = 7.557) 
respectively. While Tukey’s multiple comparisons post hoc test found statistical 
significance between individual time points, those were mainly between the first two 
time bins and subsequent later time bins in both ZT12 and ZT0 recordings (Figure 3.6 
D). Based on visual inspection of the data, there appeared to be a trend for a reduction 
in event amplitude throughout the recordings similarly in both groups (ZT0 and ZT12). 
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Therefore, this might suggest that these differences were an artefact caused by the 
recording paradigm. 
As the final feature, the average fast event duration was assessed. Overall, an average 
GCaMP6s fast calcium event lasted for 36.0 ± 2.4 sec (N= 7, Figure 3.6 E (left)) in 
recordings starting at ZT0 and 36.6 ± 1.2 sec (N= 7, Figure 3.6 E (right)) in recordings 
starting at ZT12. Similarly, the effect of time of day on event duration was analysed 
with a RM One-Way ANOVA. This revealed that time of day significantly influenced 
fast event duration (P= 0.006, F(2.176, 13.06) = 7.494 in ZT0; P= 0.002, F(3.272, 19.63) = 6.583 
in ZT12) in both groups. Although Tukey’s multiple comparisons test also revealed 
significance between individual time points (Figure 3.6 E), those were likely to be 
caused by the recording paradigm as visual inspection of the data revealed a trend for 
an increase in event duration over the first half of the recordings and then a decrease 
similarly in both groups (ZT0 and ZT12). 
 
In summary, fast transient GCaMP6s calcium events in 24-h spontaneous population 
data revealed no physiologically caused differences regarding neither event frequency, 
event amplitude, nor event duration across the 24-h day.
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Figure 3.6: Quantification of fast transient GCaMP6s calcium events across the 24-h day. A) 
Representative example of spontaneous 24-h PVN CRH neuron population activity with detected fast 
GCaMP6s calcium events indicated with green dots. B) Magnification of 30-min long spontaneous CRH 
population activity to emphasise fast event activity kinetics. C) Quantification of average fast GCaMP6s 
calcium event frequency; RM One-Way ANOVA, N= 7, effect of time of day ZT0 F(3.504, 21.02) = 3.808, 
P= 0.02; ZT12 F(3.987, 23.92) = 3.664, P= 0.01, (D) event amplitude; RM One-Way ANOVA, N= 7, 
effect of time of day ZT0 F(2.933, 17.60) = 9.002, P= 0.0008; ZT12 F(3.749, 22.49) = 7.557, P= 0.0006, 
and (E) event duration; RM One-Way ANOVA, N=7, effect of time of day ZT0 F(2.176, 13.06) = 7.494, 
P= 0.006; ZT12 F(3.272, 19.63) = 6.583, P= 0.002. Calcium events were calculated in 2-h bins and are 
displayed for recordings that commenced at ZT0 (left) and ZT12 (right). 
 
 
3.3.3.2 Slow sustained GCaMP6s calcium bursts (up-states) 
To analyse the properties of slow sustained GCaMP6s calcium bursts (up-states), the 
averaged DnF/F0 465 nm signal was heavily filtered (Figure 3.7 A) to remove the fast 
transient GCaMP6s calcium events. No significant difference in the number of up-
states was found between daytime (ZT0 – ZT12) and night-time (ZT12 – ZT0; 13.4 
± 1.0 day; 14.0 ± 0.6 night; P= 0.62 Wilcoxon test, N= 7). Derived from the number of 
up-states, it was calculated that an up-state occurred every 54.0 ± 7.8 min across the 
24-h day (N= 7). Additionally, the average duration of inter-up-state-intervals was 
calculated (Figure 3.7 C) and compared between daytime (36.8 ± 5.7 min) and night-
time (26.9 ± 1.0). No significant difference between daytime and night-time duration of 
inter-up-state-intervals was found (P= 0.10 Wilcoxon test, N= 7). 




Figure 3.7: Quantification of up-state number across the 24-h day. A) Two representative examples 
of filtered spontaneous 24-h PVN CRH neuron population activity from two different animals. Duration 
of detected up-states indicated with green lines. B) Quantification of the number of up-states comparing 
daytime (grey) and night-time (black). No significant difference was found between the two groups (P= 
0.62 Wilcoxon test, N= 7). C) Quantification of the duration of the inter-up-state-interval comparing 
daytime (grey) and night-time (black). No significant difference was found between the two groups (P= 
0.10 Wilcoxon test, N= 7).
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In addition to evaluating the number of up-states and the duration of inter-up-state-
intervals, the average total time (summation of the duration of all up-states day vs 
night) and average duration of individual up-states during the 12-h day period and the 
12-h night period was also measured (Figure 3.8 A). The average duration of up-states 
was found to be significantly longer (P= 0.01, Wilcoxon, N= 7) during the night (23.8 ± 
1.2 min) than during the day (19.9 ± 1.0 min; Figure 3.8 B). The total time spent in up-
states was 4.4 ± 0.2-h during the day and 5.7 ± 0.1-h during the night. This was found 
to be significantly higher during the night (P= 0.01, Wilcoxon test, N= 7; Figure 3.8 C 
& D). This finding indicates diurnal activity differences of the hypothalamic CRH neuron 
population with more activity during the 12-h night-time compared to the 12-h daytime.  
 
To conclude, the up-state characterisation revealed that up-states occurred 
approximately every 54 min throughout the 24-h day with a higher average duration 
and total time spent during the night period.




Figure 3.8: Quantification of up-state duration across the 24-h day. A) Representative example of 
filtered spontaneous 24-h PVN CRH neuron population activity. Duration of detected up-states indicated 
by a green line. B) Average duration of up-states in minutes, (C) total time spent in up-states in hours 
and (D) total time spent in up-states expressed in % of the 24-h day. Up-states during the daytime (grey) 
and night-time (black) were compared. The average duration of up-states was significantly longer (P= 
0.01, Wilcoxon, N= 7) during the night than the day. The total duration of up-states was also significantly 
longer (P= 0.01, Wilcoxon test, N= 7) during the night as opposed to the day. 
2h




























































  Chapter 3 
 
 83 
3.3.4 Spontaneous 24-h animal activity patterns 
There is a growing body of literature that suggests that CRH neurons are involved in 
the initiation of stress-related behaviours such as grooming (Fuzesi, Daviu et al. 2016; 
Kim, Lee et al. 2019; Li, Navarrete et al. 2019; Yuan, Wu et al. 2019). Consequently, 
it was investigated next if there is a link between a spontaneous increase in CRH 
neuronal population activity as described in Section 3.3.3 and spontaneous animal 
activity. 
To explore this, animal activity patterns were analysed (Figure 3.9 A & B). Specifically, 
the time spent in the nest, time immobile, time exhibiting locomotion activity (Figure 
3.9 B) and time of total activity, which was a combination of locomotion activity and in-
place movement of the animal were measured. In general, animals spent most of the 
24-h day in their nest, 97.0 ± 0.7% during the daytime, and 86.0 ± 3.7% during night 
time (N= 5, P= 0.1, Wilcoxon test, Figure 3.9 C). Similarly, for the majority of the 24-h 
day, mice were immobile (74.0 ± 1.6% of 12-h day, 56.0 ± 3.8% of 12-h night, N= 5, 
P= 0.06, Wilcoxon test, Figure 3.9 D). 
When active, animals were found to be active in bouts (Figure 3.9 A & B). Indeed, 
phases of activity and inactivity alternated throughout the 24-h day (Figure 3.9 A). This 
was true for both locomotion (Figure 3.9 B) and total activity (Figure 3.9 A). Generally, 
it appeared that the animals were more active during the night (their active phase; total 
activity: 39.8 ± 3.5%; locomotion: 1.4 ± 0.3% during the 12-h night) than during the day 
(total activity: 23.0 ± 1.8%; locomotion: 0.4 ± 0.1% during the 12-h day), but this was 
not found to be statistically significant (total activity: P= 0.06; locomotion: P= 0.06, N= 
5, Wilcoxon test, Figure 3.9 E & F).




Figure 3.9: Quantification of spontaneous 24-h home-cage activity. A) Representative example of 
one spontaneous 24-h home-cage total activity (locomotion and in-place) trace displayed in % active, 
where 100% active is equivalent to 10-sec active within a 10-sec time bin. B) Representative example 
of one spontaneous 24-h home-cage locomotor activity trace displayed in % active, where 100% active 
is equivalent to 10-sec active within a 10-sec time bin. C) Time spent in nest comparing daytime (grey) 
and night-time (black), Wilcoxon test, N= 5, P= 0.1. D) Time immobile comparing daytime (grey) with 
night-time (black), Wilcoxon test, N= 5, P= 0.06. E) Time of total activity comparing daytime (grey) and 
night-time (black), Wilcoxon test, N= 5, P= 0.06. F) Time performing locomotor activity comparing 
daytime (grey) with night-time (black), Wilcoxon test, N=5, P= 0.06.
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3.3.4.1 Correlation between spontaneous 24-h PVN CRH population 
activity patterns and spontaneous 24-h animal activity patterns 
As the spontaneous animal activity was observed to occur in bouts similar to the 
spontaneous neuronal activity (Figure 3.10 A), the Pearson’s correlation test was used 
to study the relationship between these two signals. Visual inspection clearly showed 
that a spontaneous increase of CRH neuronal population activity coincided with an 
increase in animal activity (Figure 3.10 B). However, there were also mismatched 
periods where only one of the two signals increased (Figure 3.10 C). Therefore, 
Pearson’s correlation was calculated to quantify the relationship between spontaneous 
animal activity and spontaneous CRH neuronal population activity. The relationship 
between neuronal activity and animal activity from a single representative recording is 
illustrated in Figure 3.10 D. Pearson’s correlation confirmed a highly positive significant 
correlation (r= 0.69, P< 0.0001) between the two measures. This correlation was not 
a coincidence as all five recordings analysed showed a similarly high correlation as 
shown in Figure 3.10 E, displaying all five linear regression lines and Figure 3.10 F 
visualising all r and p values. The average correlation coefficient was r= 0.62 ± 0.04 
(N= 5). To assess the practical importance of this result, the effect size r2 was 
calculated, which is a measure of how much of the variance of the behaviour can be 
explained by neuronal activity. In GCaMP6s data r2= 0.38 ± 0.16, meaning that CRH 
neuronal activity accounts for 38% of the variance in the animals’ behaviour. These 
data indicate a strong correlation (r= 0.69, P< 0.0001) between an increase in CRH 
neuron population activity and animal activity. Suggesting a potential link between 
CRH activity and the animal’s arousal.
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Figure 3.10: Correlation between spontaneous 24-h PVN CRH population activity and 
spontaneous home-cage activity. A) Representative example of one spontaneous 24-h home-cage 
total activity trace (black) along with an example for a 24-h spontaneous PVN CRH neuron population 
trace. Total activity is displayed in % active, where 100% active is equivalent to 10-sec active within a 
10-sec time bin. B) Magnification of a 2-h long recording window illustrating an almost simultaneous 
increase in CRH population activity and animal activity. C) Magnification of a 30-min long recording 
window illustrating mismatch between an increase in CRH population activity and animal activity. D) 
Representative example of the relationship between CRH population activity and animal activity, 
Pearson’s correlation r= 0.69, P< 0.0001. E) Regression lines of all five data pairs. F) Summary of all 
correlation coefficients (r) and p-values from all five data pairs.  
 
 
3.3.5 GFP control data  
To provide evidence that neuronal activity dynamics in the GCaMP6s recordings were 
real and not caused by movement or light artefacts, a cohort of mice (N= 6) was 
injected with an AAV-construct (AAV9.Syn.DIO.EGFP.WPRE.hGH) that transduced 
Cre-dependent GFP as the fluorescent molecule, as opposed to GCaMP6s. These 
animals underwent the same experimental recording paradigm as GCaMP6s injected 
animals (Section 3.2.1) and recorded data were analysed in the same way as 
GCaMP6s data. 
In both raw emitted fluorescence data signals (405 nm and 465 nm), an exponential 
decay in fluorescence over time was observed (Figure 3.11 A). The decay in the 465 
nm signal was more gradual than in GCaMP6s recordings, whereas the decay of the 
405 nm signal was very similar to the GCaMP6s recordings. Raw fluorescence 
readouts (arbitrary units, AU) in GFP recordings were well above what was observed 
in GCaMP6s animals. Values ranged from 550 to 3200 AU with an average of 2475 ± 
452 AU (N= 6) compared to 230 to 600 AU with an average of 411 ± 39 AU (N= 14) in 
GCaMP6s recordings. 
In the 465 nm signal, no regular or reoccurring activity patterns could be observed. 
Activity features were sharp deflections, mainly downwards with minimal magnitude 
(Figure 3.11 B). Furthermore, the magnitude of emitted fluorescence changes within 
and across animals was minimal in the 405 nm signal as well as in the 465 nm signal. 
In the latter, fluorescence emission ranged from 0.1 to 12.9 DF/F0 across all six 
recordings with an average of 4.0 ± 2.4 DF/F0 compared to an average of 64.3 ± 6.0 
DF/F0 (N= 14) in GCaMP6s recordings (Figure 3.11 C). The majority (4/6) of these 
signals exhibited a DF/F0 of less than 1%, with only 2/6 recordings showing a DF/F0 
above 10%.  




Figure 3.11: Spontaneous changes in GFP fluorescence over the 24-h day. A) Representative 
example of raw data from one spontaneous 24-h GFP fluorescence recording, including the 465 nm 
signal (red) and the 405 nm signal (brown). For illustration purposes, the 465 nm signal has been moved 
down towards the 405 nm signal. B) Representative example of one spontaneous 24-h GFP 
fluorescence recording in the DF/F0 format. C) Comparison of the magnitude between the GCaMP6s 
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3.3.5.1 GFP control data analysis  
To enable comparison between GFP and GCaMP6s recordings (Figure 3.12 A vs B), 
the GFP data recordings underwent the same data processing and analysis as the 
GCaMP6s recordings, remembering that while the GCaMP6s data was normalised the 
GFP data was not. Firstly, fast transient GFP events were detected (Figure 3.12 A). 
The threshold for event detection was derived from the smallest GCaMP6s events 
(details in Section 3.2.4.4). In two out of six recordings, fast transient GFP events were 
detected, resulting in an average event frequency of 0.09 ± 0.07 events/h (N= 6, Figure 
3.12 C (left)), which was well below the average event frequency found in GCaMP6s 
recordings (27.1 ± 1.0 events/h, N= 14). The effect of time of day on the event 
frequency was calculated with a RM One-Way ANOVA. No significant effect was found 
over time (P= 0.33, F(1.69, 8.45 ) = 1.19, N= 6). The average event amplitude was 7.6 ± 
0.6 DF/F0 (N= 2, Figure 3.12 C (middle)) and the average event duration was 23.3 ± 
6.3 min (N= 2, Figure 3.12 C (right)). A direct comparison of the event amplitude 
between GFP and GCaMP6s recordings was not possible because of the differences 
in normalisation. However, when examining the two signals (Figure 3.12 A vs B), it was 
evident that the fast transient GFP events were markedly different from the fast 
transient GCaMP6s calcium events. The average event duration of fast transient GFP 
events was much longer than in GCaMP6s recordings (0.6 ± 0.0 min, N= 14). This is 
most probable an inaccuracy due to the way MATLAB’s findpeaks function defines 
event prominence and hence the half-width (duration) of these events. For these two 
parameters (amplitude and duration), statistical analysis was not appropriate because 
of insufficient data points. Due to the properties of the GFP signal, namely the small 
magnitude of emitted fluorescence change and the lack of evident rhythmicity, up-
states could not be detected in this data set.  
Taken together, these data show that the magnitude of DF/F0 changes over time in 
GFP recordings was minimal compared to the GCaMP6s recordings (Figure 3.12 A vs 
B). Furthermore, distinct activity patterns could not be observed. Hence, this 
experiment provides good evidence that the observed neuronal activity patterns in the 
GCaMP6s injected animals were physiological not caused by movement or light 
artefacts.




Figure 3.12: Comparison of fast transient GFP vs GCaMP6s calcium event detection. A) 
Representative example of one spontaneous 24-h GFP fluorescence recording, including detected fast 
transient events (green dots) and a magnification to illustrate event shape. B) Representative example 
of one spontaneous GCaMP6s 24-h PVN CRH neuron population activity recording, including detected 
fast transient events (green dots) and a magnification to illustrate event shape. C) Quantification of 
average GFP fast transient event frequency, RM One-Way ANOVA, effect of time of day F(1.69, 8.45 ) 
= 1.19, P= 0.33, N= 6 (left), event amplitude (middle), and event duration (right). Statistical analysis was 
not feasible for event amplitude and duration, as there were insufficient data points. 
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3.3.5.2 Spontaneous 24-h animal activity in GFP control mice 
To provide evidence that the relationship between animal activity and CRH neuronal 
population activity patterns was not an artefact, the same data analysis on behavioural 
and photometry recordings of GFP expressing mice that had been performed on 
recordings from GCaMP6s expressing mice was planned to be performed. As video 
quality was insufficient for most of the GFP expressing mice, only the activity patterns 
of one video could be analysed successfully. Hence, the exemplary analysis is 
presented here. In general, the animal spent most of the 24-h day in its nest (87.0% 
during the 12-h daytime, and 82.0% during the 12-h night-time, Figure 3.13 C). Again, 
for the majority of the 24-h day the animal was immobile (65.0% of 12-h day, 34.0% of 
12-h night, Figure 3.13 D). When active, activity occurred in bouts, alternating between 
active and inactive phases as reported for GCaMP6s expressing animals. This was 
true for both total activity (Figure 3.13 A) and locomotion (Figure 3.13 B). The animal 
appeared more active at night (its active phase) in both locomotion (2.4%) and total 
activity (62.0%) than during the day (locomotion: 0.5%; total activity: 32.0%, Figure 
3.13 E & F).  
When comparing activity patterns of GCaMP6s expressing mice to activity patterns of 
the one GFP expressing mouse, data were overall in a similar range, considering that 
only data from one GFP expressing mouse was analysed.




Figure 3.13: Quantification of GFP injected animal’s spontaneous 24-h home-cage activity. A) 
Exemplary example of the GFP injected animal’s spontaneous 24-h home-cage total activity (locomotion 
and in-place) trace. B) Exemplary example of the GFP injected animal’s spontaneous 24-h home-cage 
locomotor activity trace. C) Time spent in nest comparing daytime (grey) and night-time (black). D) Time 
immobile comparing daytime (grey) with night-time (black). E) Time of total activity comparing daytime 
(grey) and night-time (black). F) Time performing locomotor activity comparing daytime (grey) with night-
time (black).
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To investigate if the animal’s activity correlated with the emitted GFP fluorescence, 
Pearson’s correlation was calculated between both signals. As illustrated in Figure 
3.14 A & B visually, no positive relationship could be observed between the two 
signals. Pearson’s correlation provided evidence that the correlation between animal 
activity and emitted fluorescence r= -0.1 (P < 0.0001, Pearson’s correlation; Figure 
3.14 C) was statistically significant. However, statistical significance is not always 
equivalent to physiological importance. Importantly, statistical significance is 
influenced by factors including sample size and sample variance. A very large sample 
size has high statistical power to detect small effects, but these effects do not 
necessarily have practical importance. Similarly, low sample variability leads to a more 
precise estimate of the population’s effect, again resulting in the ability to detect very 
small effects. Therefore, the effect size r2 as a measure of how much variance of the 
behaviour can be explained by GFP fluorescence was calculated. The r2= 0.01 means 
that GFP fluorescence accounts for 1% of the variance in animal behaviour. Therefore, 
it was concluded that 1% similarity is too low to have a practical meaning and assumed 
that statistical significance was detected due to the large number of statistical 
comparisons (N= 8640; number of data points per 24-h recording) and low sample 
variability in GFP fluorescence. Taken together, these data show that the correlation 
between animal activity and the GFP signal was negative and not meaningful. Hence, 
providing evidence that the observed correlation between the animal activity and the 
CRH neuronal activity observed in the GCaMP6s data was real and activity patterns 
are not artefacts. To provide more persuasive evidence that mouse activity patterns 
were not related to movement artefacts, a bigger cohort of animals will need to be 
tested.




Figure 3.14: Correlation between spontaneous 24-h GFP fluorescence and home-cage activity. 
A) Exemplary example of one spontaneous 24-h home-cage total activity trace (black) along with the 
24-h spontaneous GFP emitted fluorescence trace of the same animal. B) Magnification of a 2-h long 
recording window. C) Exemplary example of the relationship between GFP fluorescence and animal 
activity, Pearson’s correlation r= - 0.1, P< 0.0001, N= 1. 
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3.3.6 PVN CRH population activity synchronisation at ZT12 
The 24-h long 465 nm GCaMP6s signal suggested that neuronal CRH population 
activity increased consistently after lights off when transitioning from the day to the 
night (Figure 3.15 E). Hence, to quantify this effect, the mean GCaMP6s fluorescence 
30-min pre and post light transition was calculated. The average GCaMP6s 
fluorescence 30-min before lights off was 19 ± 3 DnF/F0 (N= 7), which was significantly 
lower than the average 30-min after lights off (34 ± 3 DnF/F0, N= 7, P= 0.04, Wilcoxon 
test, Figure 3.15 F (left)). This was not the case when transitioning from night-time (32 
± 5 DnF/F0) to daytime (26 ± 4 DnF/F0, N= 7, P= 0.34, Wilcoxon test, Figure 3.15 F 
(second left)). This finding suggests a synchronisation of CRH neuronal population 
activity around the time point of transition from daytime into night-time (ZT12).  
To assess whether this observed difference in mean GCaMP6s fluorescence was a 
coincidence, two control time points were analysed; one in the middle of the day at 
ZT06 and one in the middle of the night at ZT18 (Figure 3.15 A & B). The average 
GCaMP6s fluorescence 30-min before ZT06 was 24 ± 3 DnF/F0, which was not 
significantly different to the average GCaMP6s fluorescence 30-min after ZT06 (25 ± 
3 DnF/F0, P> 0.99, N= 7, Wilcoxon test, Figure 3.15 F (right)). Similarly, the average 
GCaMP6s fluorescence 30-min before ZT18 was 28 ± 5 DnF/F0, which again was not 
significantly different from the average GCaMP6s fluorescence 30-min after ZT18 (35 
± 4 DnF/F0, P= 0.37, N= 7, Wilcoxon test, Figure 3.15 F (third left)). These data indicate 
that at random time points, mean GCaMP6s fluorescence did not differ in 30-min time 
windows.




Figure 3.15: PVN CRH population synchronisation at ZT12. For the synchronisation analysis, data 
were analysed in two groups (N= 7 each): recordings that started at ZT0 (A) and recordings that started 
at ZT12 (B). C) Magnification of a 4-h long recording centred at ZT12. D) Magnification of a 4-h long 
recording centred at ZT0. E) Average of 2-h long recordings centred at ZT12 (black) and ZT0 (brown), 
N= 7 each group. F) Mean DnF/F0  during the 30-min pre and post ZT12 (left), ZT0 (second left), ZT18 
(third left), and ZT06 (right). Daytime measure represented with a clear bar and night-time measure with 
a grey bar. Wilcoxon test P= 0.04 (ZT12), P= 0.34 (ZT0), P> 0.99 (ZT06), P= 0.37 (ZT18).
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In line with the above result, it was observed that in most recordings, an up-state 
occurred immediately following the transition from the day into the night (ZT12; Figure 
3.16 A & B). Hence, the latency from the light transition (ZT0 and ZT12) and two control 
time points (ZT06 and ZT18) to the onset of the following up-state was measured. It 
was found that the latency to the first up-state from ZT0 was 0.8 ± 0.1-h, while it was 
0.7 ± 0.2-h from ZT06, 1.1 ± 0.3-h from ZT18, and 0.1 ± 0.0-h from ZT12. The time of 
day effect on the latency to the following up-state was analysed with a RM One-Way 
ANOVA and found that time of day influenced latency significantly (P= 0.02, F(2.008, 12.05) 
= 5.014). Dunnett’s multiple comparisons test revealed that the transition from the day 
into the night (ZT12) was significantly shorter than any of the other tested time points 
(ZT12 vs ZT0, P= 0.009; ZT12 vs ZT06, P= 0.02; ZT12 vs ZT18, P= 0.03; Figure 3.16 
C).  
In summary, these data provide evidence that the PVN CRH neuron population activity 
was synchronised around the time of the light transition into the night (ZT12). 




Figure 3.16: Latency from light transition to the following up-state. For the synchronisation 
analysis, up-state detected data were analysed in two groups (N= 7 each): recordings that started at 
ZT0 (A) and recordings that started at ZT12 (B). Detected up-states (green line) and reference time 
points are indicated (A & B). C) Latency from reference time point (ZT0, ZT12, ZT06, ZT18) to following 
up-state in hours; RM One-Way ANOVA, effect of time of day F(2.008, 12.05) = 5.014, P= 0.02, 




























































Secretion patterns of CORT are well defined across various species with the 
consensus that secretion exhibits a circadian and ultradian rhythm in mammals 
(Engler, Pham et al. 1990; Dalm, Enthoven et al. 2005; Henley, Leendertz et al. 2009; 
Walker, Spiga et al. 2012). However, until now it remained unclear what the activity 
patterns of the PVN CRH neuron population that drive CORT secretion are. Using 
GCaMP6s fibre photometry, CRH neuron population activity in freely moving male 
mice was measured throughout the 24-h day. This revealed distinct spontaneous 
neuronal activity patterns. Specifically, fast transient neuronal activity and slow 
sustained activity bursts were found. The latter with a similar frequency to ultradian 
CORT secretion, indicating that CRH activity might drive ultradian CORT secretion. 
Furthermore, a strong relationship between spontaneous CRH neuron activity and the 
animal’s home-cage activity was revealed (r= 0.69, P< 0.0001), suggesting a link 
between the animal’s arousal and basal CRH neuron activity.  
 
3.4.1 Photometry fibre placement mapping 
When determining the accurate placement of the optical fibres and cell transduction of 
experimentally used animals, two observations are to be noted. Firstly, most fibres 
(5/7) were found to be implanted above the PVN as intended. For one animal, fibre 
placement could not be confirmed because of missing tissue. Surprisingly, the 
recordings of one other animal, where the fibre was located more laterally than the 
PVN, was not significantly different from the rest of the cohort. Of all recordings, signals 
from this mouse were undoubtedly the least rhythmic, with the lowest amplitude. 
However, they still exhibited the same oscillations as all other recordings and were 
therefore not excluded from the analysis. It has been shown that 80% of the emitted 
light travels no more than approximately 200 µm within scattering tissue such as brain 
tissue (Pisanello, Pisano et al. 2018). Therefore, it is possible that the recorded signal 
was emitted from the CRH population. Furthermore, GCaMP6s is expressed not only 
in cell soma but also neuronal fibres (Section 3.3.1). Hence, fluorescence can also be 
collected from these sources, mainly because it has been demonstrated that CRH 
neurons extend their axons laterally before descending to the ME (Bittar, Nair et al. 
2019). The anatomical spread of CRH neuron axons further supports that the collected 
signal was related to CRH population activity. Theoretically, there is also a small 
chance that the recorded activity was due to the ~ 20% of non-specifically transduced 
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GCaMP neurons (non-CRH neurons), or at least that these neurons contributed to the 
recorded signal. While this is a plausible explanation, all recordings were contaminated 
by non-specifically transduced neurons, and fluorescence emitted from CRH neurons 
cannot be discerned from the signal of non-CRH neurons. Also, it is accepted that 
hemodynamics influence brain imaging studies as oxygenated and deoxygenated 
blood have different absorption properties of light (Ma, Shaik et al. 2016). This affects 
both excitation and emitted light and impacts the quality of the recorded signal (Ma, 
Shaik et al. 2016; Scott, Thiberge et al. 2018). Taken together, the immediate and 
robust increase in fluorescence caused by acute stress (pick up) was again used as 
evidence that the vast majority of the recorded signal originated from the PVN CRH 
neuron population and this was one criteria used to include or exclude animals from 
the study. 
Secondly, low cell counts below the optical fibre were observed in some (4/7) animals, 
while the contralateral hemisphere of the PVN had the expected cell numbers. Since 
the animals were above one year of age at termination, cell death is a possible 
explanation for these low cell counts. This could be confirmed by measuring cell death 
markers. Cell death could have been caused by either photostimulation or prolonged 
GCaMP expression. The former is unlikely the reason for the observed phenomenon 
because it only commonly occurs when cells are exposed with high power light over 
long durations, which both was not the case in my recordings (Resendez, Jennings et 
al. 2016; Ricard, Arroyo et al. 2018). Regarding the latter, GCaMP acts as a calcium 
buffer and therefore is an inherent risk for neural toxicity when expressed long-term 
and/ or in high levels (Chen, Cichon et al. 2012). The ipsilateral PVN hemisphere 
(injected side) was exposed to a higher virus titre than the contralateral side; this may 
explain why cell death could occur in only one hemisphere. A second indication that 
cell death is a plausible explanation for the low cell count is that animals were rather 
heavy at termination. This weight gain, which was more than expected through aging, 
could have been influenced by CRH neuron cell death as CRH neurons play a role in 
the feeding circuit (Gotoh, Fukagawa et al. 2005). An argument against the cell death 
hypothesis is that raw fluorescence increased over time in these animals. To conclude, 
based on the available brain tissue, it was impossible to predict if and when cell death 
had happened and therefore what the GCaMP6s expression levels were at the time of 
experimental recording.  
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3.4.2 Spontaneous PVN CRH neuron activity patterns 
The 405 nm signal was used as a control signal to get insight into how much of the 
recorded signal was polluted by movement or light artefacts. To serve this purpose, a 
wavelength is needed that excites GCaMP6s, but its absorbance needs to be 
independent of whether GCaMP is bound to calcium or not. As a consequence, the 
emitted fluorescence of this particular signal is independent of calcium levels. An 
excitation wavelength that fulfils these criteria is called isosbestic wavelength 
(Martianova, Aronson et al. 2019), which for GCaMP was found to be ~410 nm (Chen, 
Wardill et al. 2013; Barnett, Hughes et al. 2017). In this study, 405 nm was used as 
the isosbestic wavelength as it had been used previously (Lerner, Shilyansky et al. 
2015; Calipari, Bagot et al. 2016; Han, Kane et al. 2019; Kim, Han et al. 2019). When 
investigating the 405 nm signal, it became apparent that it did not display fluctuations 
as observed in the 465 nm signal. However, a dip in emitted fluorescence coincided 
with a burst of activity in the 465 nm signal. This phenomena has been observed before 
(Barnett, Hughes et al. 2017) and indicates that GCaMP’s mechanism as a calcium 
sensor is more complex than a simple shift from a low to a high fluorescent state. 
Barnett et al. explained this by the different absorption properties of GCaMP depending 
on whether it is calcium free or calcium bound (Barnett, Hughes et al. 2017). In a 
calcium bound state GCaMP’s capacity to absorb 405 nm light reduces compared to 
a calcium free state, leading to a slight reduction of emitted light compared to baseline. 
This data suggests that 405 nm is not a perfect isosbestic point of GCaMP because it 
is not fully independent of calcium levels. However, the 405 nm signal is still sufficient 
to estimate movement and light artefacts, which it has been commonly used for in the 
past. As such the emitted 405 nm channel light increases/ decreases abruptly for 
example when the fibre optic moves relative to the brain (movement artefact), or when 
external light enters the recording path (light artefact). Because the 405 nm signal is 
sensitive to these artefacts and relatively independent of calcium levels, it is often used 
as a reference to baseline correct the 465 nm signal. This also was the initial plan for 
this study, however, the 405 nm signal introduced more noise into the 24-h long 
spontaneous CRH population recordings and was therefore only used to initially gauge 
the magnitude of movement and light artefacts to include or exclude animals from the 
study.  
 
Interestingly, throughout the 24-h day, the PVN CRH neuron population was found to 
be tonically active with varying, but reoccurring activity patterns, which were absent in 
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recordings from GFP injected animals. The absence of clear activity patterns in the 
GFP recordings provided evidence that the observed activity in the 465 nm signal was 
not due to movement or light artefacts. In the past, it had already been shown that 
when CRH neuron population activity was investigated with fibre photometry, that 
activity was tonic over short durations of time (minutes; Kim, Lee et al. 2019; Kim, Han 
et al. 2019; Yuan, Wu et al. 2019; Daviu, Fuzesi et al. 2020). Though, based on 
literature, I hypothesised that across the 24-h day CRH neuron population activity 
would exhibit the highest activity levels before lights off (active phase in mice) and in 
addition ultradian activity patterns with roughly a frequency of one pulse per hour 
similar to the rhythmic release of CORT to drive this release.  
Specifically, one of the two distinct activity patterns I found were fast transient 
GCaMP6s calcium events. Overall, event frequency was found to be significantly 
different across the day. While no significant differences in event frequency between 
individual time points were found in both data sets (ZT0 and ZT12), based on visual 
inspection of the data, there appeared to be a trend for a reduction in event frequency 
throughout the recordings. Importantly, this reduction appeared similar in recordings 
that started at either ZT0 or ZT12. This may suggest this effect is due to some sort of 
‘run down’ of the activity signal over the recording and most likely not based on 
physiological properties. Similarly, event amplitude also changed significantly across 
the day, and significant differences were also found between the first two and 
subsequent later time bins in both the ZT0 and ZT12 group. However, as the same run 
down in event amplitude was observed for both groups, ZT0 and ZT12, it suggests that 
the recording paradigm caused it. Potentially these higher amplitudes in the first 4-h of 
the recording were caused by stress, for example, caused by connecting the animal to 
the recording system. Although the first 4-h of all recordings were already discarded 
as these were assumed to be highly contaminated by the connection stress, I have no 
measure for how long this stressful event would affect the CRH activity levels. 
Additionally, event amplitude could reduce as the animal acclimatises more to the 
recording environment. Again, I have no evidence of how long-lasting this effect could 
have been. Lastly, a similar trend was observed for the event duration, where it was 
found to significantly change over time. Visual inspection of the data suggests an 
increase of event duration in the first half of the recording, followed by a decrease in 
both recordings that started at ZT0 as well as for the recordings that started at ZT12. 
Similarly, as this trend was observed in both groups, this would suggest the recording 
paradigm as a primary source.  
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A direct comparison of the event parameters between GFP and GCaMP6s recordings 
was not possible because of the differences in normalisation. However, the absence 
of activity patterns and the fact that I was only able to detect fast transient GFP events 
in two recordings suggests that fluorescence recorded from the 465 nm signal of 
GCaMP6s injected animals was not caused by movement or light artefacts but rather 
neuronal activity. In summary, these findings regarding the event parameters suggest 
firstly, that significant differences across the day were introduced by the recording 
paradigm and were not of physiological nature. Secondly, that the fast transient 
GCaMP6s calcium events did not exhibit hypothesised circadian and ultradian activity 
patterns.  
This raises the question of what fast transient GCaMP6s calcium events represent and 
what their physiological importance is. Based on their onset and offset kinetics, it is 
unlikely that single neurons cause these events. Hence, presumably, these are caused 
by a small subpopulation of neurons firing synchronously to maintain responsiveness 
of the HPA axis. I further suggest that individual small amplitude fast transient events 
as found in the baseline do not result in CRH peptide release and mainly assure the 
responsiveness of the CRH neurons. In past literature, it has been suggested for other 
neuroendocrine systems that bursts of neuronal activity are required for peptide 
release (Dutton and Dyball 1979; Levine, Bauer-Dantoin et al. 1991). Hence, I 
hypothesise that this is the case for CRH peptide release as well. However, I propose 
that the small amplitude fast transient events are not potent enough for peptide 
release. Possibly larger amplitude fast transient events can lead to minimal peptide 
release. 
In vitro wide-field GCaMP brain slice imaging experiments of the sub-PVN region 
performed by Wu and co-workers also found fast transient calcium events. While these 
findings are difficult to compare to my data because of extremely differing sampling 
rates, it is still worth mentioning their findings; their fast transient events were in the 
millisecond range (Wu, Enoki et al. 2018). A further caveat was that Wu’s measured 
activity was not specific to CRH neurons, rather a global PVN measurement (Wu, 
Enoki et al. 2018). To recapitulate, my sampling rate was 0.1 Hz, resulting in a poor 
time resolution. Consequently, I was unable to detect activity that occurred with a faster 
frequency than 0.1 Hz and potentially missed actual fast activity. Hence, I should 
consider renaming the activity I found to ‘medium transient GCaMP6s calcium events’.  
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3.4.2.1 Ultradian rhythm in spontaneous 24-h PVN CRH population 
activity 
Past work has shown ultradian CORT secretion with a frequency of approximately one 
pulse per hour across the day/ night cycle in rats (Windle, Wood et al. 2001; Walker, 
Terry et al. 2010a; Waite, McKenna et al. 2012; Walker, Spiga et al. 2012). My current 
work revealed distinct slow sustained bursts of GCaMP6s calcium activity (up-states), 
which occurred every 54.0 ± 7.8 min across the 24-h day. As these frequencies are so 
remarkably similar, I hypothesise that these up-states drive ultradian CORT secretion. 
This hypothesis adds to previous findings by Walker et al., using a mathematical model 
they showed that constant CRH levels could lead to the pulsatile secretion of ACTH 
and CORT by activating a feedforward/ feedback oscillation within the pituitary-adrenal 
network (Walker, Terry et al. 2010a; Walker, Terry et al. 2010b; Walker, Spiga et al. 
2012). Importantly, the authors mention that the mechanism described above can also 
function equally well or better if CRH secretion were also pulsatile (Walker, Terry et al. 
2010a; Walker, Terry et al. 2010b; Walker, Spiga et al. 2012). To gain more insight into 
this mechanism, one would most ideally record PVN CRH neuron population activity 
simultaneously while performing high-frequency blood sampling. The simultaneous 
blood sampling and CRH neuron recording approach has two advantages, it would 
indicate whether ultradian and circadian CORT secretion is disrupted during 24-h long 
fibre photometry recordings and it would also provide indirect evidence that CRH 
neurons are involved in ultradian/ circadian CORT secretion. Though during the course 
of my PhD this was not feasible and also not possible in mice as high-frequency blood-
sampling devices have not been develop for mice yet.  
I further propose that up-states are a form of neuronal bursting that leads to CRH 
peptide release. Indeed, for other neuroendocrine systems, it is well accepted that 
neuronal bursting activity drives hormone release (Dutton and Dyball 1979; Levine, 
Bauer-Dantoin et al. 1991). However, the required firing frequency of PVN CRH 
neurons to release CRH peptide is still unknown, possibly due to the difficulty of 
measuring CRH release into the ME. 
 
3.4.2.2 Diurnal rhythms in spontaneous 24-h PVN CRH population activity 
Speculating that CRH neuron activity is the sole driver of circadian CORT release 
(Muglia, Jacobson et al. 1997), it would be expected, based on the CORT secretion 
profile, that CRH neuron activity is highest before lights off when CORT secretion 
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peaks. Based on this, I hypothesised that I would find similar activity patterns in the 
CRH population activity. Nevertheless, my findings were inconsistent with this idea, 
instead, I found CRH neuron population activity to be highest during the night (active 
phase). Why circadian CORT secretion and CRH population activity mismatch is 
currently unknown, but it suggests that there are other drivers than the CRH population 
that are responsible for, or can alter circadian CORT secretion. 
Indeed, the above suggestion is very plausible as it is accepted that circadian CORT 
release can be influenced by the pituitary and adrenal gland. In particular, it has been 
clearly shown that stress-evoked ACTH release from the pituitary is inhibited by CORT 
(Jones, Tiptaft et al. 1974; Widmaier and Dallman 1984; Hinz and Hirschelmann 2000; 
Russell, Henley et al. 2010), raising the question if basal ACTH release is also 
influenced by circadian CORT levels. In fact, in adrenalectomized rats, ACTH levels 
are increased (Sayers and Portanova 1974; Levin, Shinsako et al. 1988; Bradbury, 
Akana et al. 1994), and the infusion of prednisolone, a synthetic glucocorticoid/ 
mineralocorticoid agonist, rapidly inhibited ACTH pulsatility in healthy men (Russell, 
Henley et al. 2010), suggesting that CORT also has an inhibitory effect on basal ACTH 
release.  
In addition, the adrenal gland changes its sensitivity to ACTH in a circadian manner, 
being most sensitive to ACTH in the evening in rodents (Dallman, Engeland et al. 1978; 
Kaneko, Kaneko et al. 1981; Oster, Damerow et al. 2006; Ulrich-Lai, Arnhold et al. 
2006), presenting a second mechanism of how circadian CORT release is manipulated 
independently of CRH activity. This change in sensitivity of the adrenal gland is most 
probably mediated by the SCN via the splanchnic nerve (Buijs, Wortel et al. 1999). 
However, the mechanism of how the splanchnic nerve alters adrenal sensitivity is not 
yet fully understood. In line with the above suggestion that the splanchnic nerve plays 
an essential role in mediating SCN output to influence circadian CORT secretion are 
the findings of Ishida and co-workers. They have shown that light stimuli during the 
night (active phase of mice) can be conveyed via the splanchnic nerve to induce clock 
gene expression in the adrenal gland, which in turn entrains the adrenal clock and 
leads to CORT secretion independent from changes in PVN CRH activity (Ishida, 
Mutoh et al. 2005). Interestingly, this light-induced elevation in CORT was abolished 
after SCN lesioning (Ishida, Mutoh et al. 2005). Lastly, more recent data from SCN VIP 
neurons provide further evidence that the SCN is capable, independently of the HPA 
axis but via the splanchnic nerve, to influence circulating CORT levels throughout the 
day (Paul, Hanna et al. 2020). Paul et al. showed that SCN VIP neurons convey a 
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coordinated circadian output, more precisely an inhibitory GABAergic signal with the 
highest firing rates around mid-day, potentially promoting the suppression of daytime 
CORT release. Consequently, they propose that the SCN VIP neurons project via pre-
autonomic PVN neurons to control diurnal circulating CORT levels (Paul, Hanna et al. 
2020). 
The above three findings suggest that the SCN via non-CRH mechanisms play an 
unneglectable role in driving circadian CORT secretion. On the other hand, it was 
demonstrated by Waite et al. that in awake rats, the circadian profile of CORT secretion 
vanishes in SCN lesioned animals and animals kept in constant light (Waite, McKenna 
et al. 2012). This together with the knowledge that in CRH-deficient mice circadian 
CORT secretion is also absent (Muglia, Jacobson et al. 1997) indicates that the SCN 
drives circadian CORT secretion via the HPA axis (CRH-dependent). Therefore, I 
conclude that both mechanisms (SCN via CRH-dependent and CRH-independent) 
work together and yet it remains unclear if one or the other pathway is more important. 
Regarding my findings, if circadian activity patterns within the PVN CRH neuron 
population occur with a high frequency, it is likely that I missed them with my recording 
mode as I only recorded with a sampling frequency of 0.1 Hz. 
 
While the above is a reasonable explanation about how circadian CORT secretion can 
occur independently from changes in PVN CRH neuron activity, it remains unanswered 
what the physiological importance of my finding is. Precisely why CRH population 
activity was higher during the night compared to the day and what drives this activity 
pattern. Regarding the driver, it has previously been reported that SCN sends VP 
projections to the CRH neurons in the PVN (Kalsbeek, Buijs et al. 1992; Kalsbeek, van 
der Vliet et al. 1996). Additionally, the VP secretion by the SCN has been shown to 
follow a circadian profile with maximum release during the inactive phase of the animal 
and low levels of secretion during the active phase (Gillette and Reppert 1987; 
Kalsbeek, Fliers et al. 2010). Furthermore, early microinfusion studies confirmed VP’s 
inhibitory action (Kalsbeek, Buijs et al. 1992), resulting in a suppression of CRH neuron 
activity during the day while the suppression diminishes towards the night (active 
phase). Hence, both GABA as the primary inhibitory output from the SCN (Strecker, 
Wuarin et al. 1997) and vasopressin afferents from the SCN occur to play an essential 
role in relaying circadian information to CRH neurons.  
Regarding the physiological meaning of higher CRH population activity at night, there 
is growing evidence that the role of PVN CRH neurons is more complicated than solely 
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driving CORT release. Recent data suggests involvement in stress-related behaviours 
(Fuzesi, Daviu et al. 2016; Daviu, Fuzesi et al. 2020), feeding behaviour (Gotoh, 
Fukagawa et al. 2005), sleep (Ehlers, Reed et al. 1986; Chang and Opp 1998; Chang 
and Opp 1999) and even arousal (Shibasaki, Imaki et al. 1994). If PVN CRH neurons 
are regulating or at least influencing these behaviours, we would expect a more 
complex neuronal activity pattern than can be solely derived from the CORT secretion 
profile. From the existing evidence and my current data, it is still not entirely clear who 
drives circadian CORT secretion and who is responsible for the CORT peak just before 
lights off. However, current and previous data indicate that the SCN may be the primary 
driver of circadian CORT secretion. It appears to achieve this via two routes, an HPA 
axis depended and an HPA axis independent pathway through the pre-autonomic 
neurons. 
 
3.4.2.3 Spontaneous animal activity pattern across the 24-h day and in 
relation to the 24-h PVN CRH population activity 
CRH neuron population activity was investigated simultaneously with the mice’s home-
cage activity patterns. Based on previous literature, I would expect to observe a clear 
circadian difference in animal activity with higher activity levels during the night as mice 
are a nocturnal species (Vitaterna, King et al. 1994; Herzog, Takahashi et al. 1998; 
Nakamura, Yamazaki et al. 2008). Surprisingly, I was unable to detect circadian 
differences in either locomotion (P= 0.06) or total activity (P= 0.06) levels between 
daytime and night-time in my data. This observation was astounding as there is ample 
evidence that mice are more active during the night-time. However, only a small 
number of behavioural videos were of sufficient quality for analysis (N= 5), which 
decreases the chances of being able to detect significant differences. Video quality 
was insufficient for most recordings because either the animal’s nesting material or the 
fibreoptic tether caused false positive movement detection of the animal. Secondly, the 
fibreoptic tether may have disrupted the natural circadian activity pattern of the 
animals. This idea is in accordance with the finding of one study that compared animal 
interaction and activity between animals that had been implanted with classical fibre 
photometry devices versus animals that had been implanted with a wireless 
photometry system. They showed an apparent reduction in both animal interaction and 
animal activity over short periods in the group that had been implanted with the 
classical fibre photometry device (Lu, Gutruf et al. 2018). A possible experiment to 
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estimate how much the tether influenced animal activity in my setup, would be to record 
the same cohort of animals in the same setup, but untethered. This caveat has to be 
considered for the design of future studies. 
Furthermore, as noted in the methodology (Chapter 2.1) the mice were housed and 
tested under constant exposure of sodium light (peak emission ~ 589 nm). While mice 
are about eight times less sensitive to sodium light (Peirson, Brown et al. 2018), they 
are able to detect this wavelength and it possibly effects the animals’ physiology and 
behaviour (Peirson, Brown et al. 2018). To what extend circadian locomotor behaviour 
is disrupted is controversial (McLennan and Taylor-Jeffs 2004; Peirson, Brown et al. 
2018).  
 
Even though animal activity did not exhibit circadian activity patterns, it was correlated 
with spontaneous PVN CRH neuron population activity because ultradian locomotor 
rhythms have been found to correlate with periods of CORT secretion (Honma and 
Hiroshige 1978b; Waite, McKenna et al. 2012). Pearson’s correlation revealed a strong 
positive relationship between the two signals (r= 0.69, P< 0.0001). Specifically, an 
increase in total animal activity (locomotion plus in-place activity) appeared to coincide 
with an increase in CRH neuron activity. As a result, the highest animal activity was 
observed during phases of high neuronal activity (up-states). Another question was the 
directionality of this phenomenon, specifically whether increases in CRH neuron 
activity were driving behavioural changes or if behavioural changes were driving 
increases in CRH neuron activity. My data cannot answer this question. However, the 
correlation data (Figure 3.10) showed periods where the animal was active without an 
increase in CRH neuron activity (Figure 3.10 C). In addition, it has been shown for 
escape behaviour in response to acute stress that CRH neuron activity increases 
before the animal physically moves (Daviu, Fuzesi et al. 2020). Together, these data 
suggest that CRH neurons amongst other neuronal networks drive the observed 
behaviour. 
There is growing evidence that in mammals, locomotor activity exhibits not only a 
circadian rhythm (Honma and Hiroshige 1978a; Gorman and Yellon 2010; Pasquali, 
Capasso et al. 2010) but also ultradian oscillations (Buttner and Wollnik 1984; Poon, 
Wu et al. 1997; van der Veen, Minh et al. 2006). Literature is somewhat inconsistent 
and vague about the frequency of ultradian locomotor bouts (Pasquali, Capasso et al. 
2010), which might be caused by differences in species, strain (Gorman and Yellon 
2010), sex, age (Gorman and Yellon 2010), and technique used to record locomotor 
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activity (Pasquali, Capasso et al. 2010). In addition, ultradian events of any kind have 
in general been reported to be relatively variable within the same animal (Goh, 
Maloney et al. 2019). Rodent ultradian locomotor oscillations are most commonly 
reported with a period of 4-h (Honma and Hiroshige 1978b; Buttner and Wollnik 1984; 
Poon, Wu et al. 1997). Although this is less frequent than the up-states that coincided 
with total activity bursts, it cannot be directly compared as I measured a combination 
of locomotion and in-place movement. In-place movement often appeared as if the 
animal would wake up and quickly checked on its environment, reminding of a safety 
inspection for which the animal would have to increase arousal. Hence, I suggest using 
my recorded animal activity (total activity) as a proxy for arousal. Arousal has been 
reported to increase episodically every 100-min in mice (Miyata, Kuwaki et al. 2016) 
and mice are known to alternate between periods of sleep and wakefulness with a 
rhythmic pattern throughout the 24-h day (Mitler, Lund et al. 1977; Welsh, Richardson 
et al. 1986; Vazquez-Palacios, Retana-Marquez et al. 2001). Hence, I suggest that my 
data provide evidence that the PVN CRH neuron population activity is related to the 
animal’s arousal. Although it would be beneficial to have an electroencephalogram 
(EEG) readout as opposed to the activity to make a more accurate assumption about 
arousal states of the animal, however, my data can be taken as first evidence.  
 
3.4.3 PVN CRH neuron population activity synchronisation at 
ZT12 
When analysing activity levels of the CRH neuron population around the time of light 
transition (ZT0 and ZT12), I found that activity 30-min after the transition into the night-
time (ZT12) was significantly elevated compared to control time points (ZT0, ZT06, 
and ZT18). These high activity levels in fibre photometry recordings can be achieved 
by high-frequency firing of fewer neurons or synchronous firing of a large number of 
neurons. However, the remaining question is who drives this activity of the CRH 
population. 
From a physiological perspective, the transition into the night-time is also the waking 
time of mice as they are a nocturnal species. There is growing evidence that CRH 
contributes to this physiological waking response (Ehlers, Reed et al. 1986; Opp 1995; 
Chang and Opp 1998; Chang and Opp 1999). It has been shown that when CRH was 
centrally administered, it increases EEG-defined waking and simultaneously 
decreases slow-wave sleep (Ehlers, Reed et al. 1986; Opp 1995). Furthermore, CRH 
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receptor antagonists have been found to reduce spontaneous waking and increase 
sleeping in freely behaving rats (Chang and Opp 1998; Chang and Opp 1999). These 
data indicate that the CRH peptide contributes to the waking response, which requires 
high levels of CRH, which in turn could be achieved by synchronous firing of the CRH 
neuron population, further providing a physiological explanation to my finding. 
In addition, to promoting the animal’s waking, these high levels of CRH neuron activity 
after the transition into the night could also contribute to the animal’s activity level. In 
Figure 3.10 it was demonstrated that increases in CRH neuron activity correlated with 
increases in animal activity. As mice are nocturnal animals, activity levels are expected 
to be higher during the night.  
 
3.4.4 Caveats of this study  
In retrospect, there are some limitations and caveats to this study both experimentally 
and in regard to data analysis, which are discussed in the following section.  
Regarding experimental work, firstly the most worrying caveat is based on my 
histological results; I cannot reconstruct what the GCaMP6s expression levels in the 
CRH population were at the time of recording. This caveat could affect all the results 
of my photometry work and would most ideally be clarified on a small cohort of newly 
injected animals. My data clearly shows that long-term expression of GCaMP at a high 
titre is detrimental for cell health.  
Secondly, while fibre photometry is an excellent technique with many advantages such 
as being able to record an entire cell population in vivo in awake and freely moving 
animals, it does not come without disadvantages. One of which is that being tethered 
potentially stresses the animal. Therefore, I would ideally measure the animal’s CORT 
levels throughout the recording or at least multiple times while being connected to the 
photometry system for long durations. To my knowledge, this has not been done so 
far. However, the stress-sensitive gonadotropin-releasing hormone (GnRH) pulse 
generator has been recorded across the 24-h day using fibre photometry, providing 
evidence against a significant stress component while being tethered (Han, Kane et 
al. 2019; McQuillan, Han et al. 2019). In addition, the fibre may not only stress the 
animal and thus change CRH population activity, but it also disrupts the animal’s 
natural activity patterns. To make it less stressful for the animal, I suggest to habituate 
the animal for longer durations every day and also longer with the fibre already 
connected to acclimatise the animal even better to the recording procedure. To 
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estimate the effect of the fibre on natural activity patterns, I suggest recording animal 
activity when the mouse is in the same set up as for the fibre photometry recordings, 
but not connected to the system.  
In line with the above caveat, it was unclear if the natural (circadian and ultradian) 
CORT secretion rhythm persisted in animals while undergoing long-duration fibre 
photometry experiments. If these rhythms were altered, for example, due to stress, it 
would skew my results as well. For these kinds of experiments, it would be 
advantageous to simultaneously monitor CORT secretion with a resolution of at least 
one sample every 20-min.  
 
Regarding the caveats of the data analysis, firstly the chosen recording mode only led 
to the detectability of events that were slower than 0.1 Hz, which possibly led to missed 
events with a frequency faster than 0.1 Hz and missing peaks of events. Further, the 
detection method of the fast transient GCaMP6s calcium events has to be 
reconsidered. According to MATLAB’s findpeaks function, the prominence of a peak 
(local maximum) is defined as its intrinsic height with the left and right edge of the peak 
defined by either the start of a higher peak or the left or right end of the signal. This 
definition sets stringent parameters for determining the event frequency and led to 
biased event amplitude and event duration measurements. Specifically, during an 
activity burst, the amplitude and duration of approximately every second peak will be 
overestimated. In contrast, the amplitude and duration of every first peak will be 
underestimated (see Figure 3.2 for illustration), which led to the inaccuracy of my 
measures. Therefore, I suggest using a more accurate measure for future event 
determination that causes less bias in event amplitude and duration measurement. 
One possibility to improve event detection would be to detect local maxima taking rise 
and decay times of GCaMP into account. 
Secondly, the detection of up-states needs to be reconsidered as well. The moving 
average filter that was used to exclude the fast transient GCaMP6s calcium events 
introduced sharp edges where a high number of data points were either extremely high 
or low and reduced the overall burst amplitude. Furthermore, the analysis to detect up-
states relied on a non-fluctuating baseline, which was difficult to achieve in some 
recordings, resulting in the detection of lower baseline fluctuations. Lastly, because a 
static threshold to detect up-states was used, I failed to measure the ‘real’ duration of 
up-states at their bases. My current results are a great approximation of the up-state 
length, but for future analysis, I suggest filtering the signal less intensely to avoid some 
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of the sharp edges and also apply a smoothing filter to smoothen the remaining sharper 
edges. Instead of using the static threshold, I instead suggest determining a threshold 
based on the fluctuation of the baseline. Specifically, for each recording, I would 
individually determine a 15-min baseline and calculate the median-average-deviation 
of this baseline and use it as a baseline fluctuation value. Then calculate the median-
average-deviation in 1-min bins across the 24-h recording and define every period that 
exceeds two standard deviations of the baseline fluctuation as an up-state. This should 
allow me to determine the ‘actual’ length of up-states at their base much more 
accurately.  
Lastly, the behavioural analysis had weak points as well. Topscan, the behavioural 
software, sometimes detected the movement of the fibre as opposed to the animal, 
which led to the exclusion of many videos. Also, Topscan was not always accurate, 
therefore in rare cases, the animal was more active than 100% as it sometimes 
detected locomotion and in-place movement at the same time. Even immobility and in-
place movement were found to be detected simultaneously. To overcome these 
problems, I suggest using a more reliable behavioural software that is based on 
neuronal learning (Nath, Mathis et al. 2019). 
 
3.4.5 Conclusion 
I did not observe the hypothesised highest CRH population activity at lights off as fast 
transient GCaMP6s calcium events did not consistently change across the 24-h day. 
However, the CRH population appeared more active during the night. This result could 
suggest that circadian CORT secretion is independent of CRH population activity, 
however, it has to be taken into account that I possibly missed activity with a faster 
frequency than 0.1 Hz. Furthermore, up-states were longer during the night compared 
to the day and occurred with a similar frequency to ultradian CORT secretion pulses, 
indicating that the PVN CRH population may drive ultradian CORT secretion. One can 
further start speculating if this is an indication for CRH neurons being the pulse 
generator. Lastly, the strong relationship (r= 0.69, P< 0.0001) between increases in 
PVN CRH population activity and increases in animal activity suggests that the CRH 
population may be involved in animal arousal. 




Effects of acute stress on hypothalamic CRH 
neuron population activity 
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4.1 Introduction  
Information about threats and even perceived threats like predator encounter or loud 
noise is relayed to the CRH neuron population in the hypothalamus and is known to 
activate the HPA axis. To date, little is known about in vivo activity patterns of CRH 
neurons and their transformation following a stressful event. The majority of studies 
investigating CRH neurons have been conducted in vitro or have used indirect 
measures; for instance, CORT plasma concentration was commonly taken as a proxy 
for CRH neuron activity. In more recent years, a few in vivo studies have been carried 
out as experimental technologies evolved to access deeper brain regions. The first 
evidence of CRH neuron activity in vivo and activity changes after stress presentation 
was conducted in larval zebrafish (Vom Berg-Maurer, Trivedi et al. 2016). In this study, 
Vom Berg-Maurer et al. found basal (unstressed) CRH neuron activity to exhibit low-
frequency phasic patterns with only a sub-population of CRH neurons being active at 
a given time. During stress presentation four response categories were found: some 
neurons increased their firing frequency, while others decreased their firing frequency, 
others were inactive and nonresponsive, and the last group of neurons was active, but 
did not respond to the stressor. Though the number and the response magnitude of 
CRH neurons increased with stressor intensity (Vom Berg-Maurer, Trivedi et al. 2016). 
Thus, suggesting that higher stressor intensity not only increases the activity of 
individual neurons but also recruits more CRH neurons to be active. It furthermore 
indicates that CRH neurons match their response to the severity of the stressor. 
Even more recently, the first evidence in mammalian species (mice) shows a tonically 
active PVN CRH neuron population over short durations (seconds to minutes) of time 
in the absence of stress (Kim, Lee et al. 2019; Kim, Han et al. 2019; Li, Navarrete et 
al. 2019; Yuan, Wu et al. 2019). All four publications demonstrate that the CRH 
population responds rapidly to aversive and rewarding stimuli. While aversive stimuli 
led to an increase of CRH population activity (Kim, Lee et al. 2019; Kim, Han et al. 
2019), rewarding stimuli almost immediately diminished activity in the CRH population 
(Kim, Lee et al. 2019; Li, Navarrete et al. 2019; Yuan, Wu et al. 2019). Throughout 
stress exposure, CRH population activity remained elevated above baseline or even 
continued to increase during stress presentation in response to life-threatening stimuli 
(Kim, Lee et al. 2019). Thus, indicating that the severity of a stressor influences the 
stress response magnitude. After the cessation of the stressor, CRH population activity 
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returned to baseline within minutes. These data suggest that the CRH population is 
highly sensitive to aversive and rewarding stimuli. 
 
When CRH neurons are active either spontaneously or in response to a stressor, they 
drive the HPA axis. A consequence of the latter activation type is a surge of CORT 
secretion, reaching its peak approximately 30-min after stress-onset and typically 
CORT levels return to basal levels within 60-90-min after stress-offset (Spencer and 
Deak 2016). The duration and magnitude of the stress-evoked CORT response is 
dependent on the intensity, duration, modality and timing of the stressor, the 
physiological maximum of CORT synthesis also limits the magnitude of secretion 
(Hennessy and Levine 1978; Spencer and Deak 2016). Secreted CORT is known to 
act through binding to its receptors, GR and MR, throughout the body, including 
feeding back into the brain. Our understanding of negative feedback until recently was 
solely based on in vitro (Di, Malcher-Lopes et al. 2003; Wamsteeker Cusulin, Fuzesi 
et al. 2013a; Senst, Baimoukhametova et al. 2016) data and implied that CORT 
negative feedback is responsible for the CRH neuron shut-off after stress encounter. 
However, most up-to-date in vivo based work shows that while the initial stress-evoked 
CRH population response is independent of CORT negative feedback, approximately 
30-min after the cessation of the stressor, CORT feedback reduces the amplitude but 
not the frequency of tonic baseline activity of the CRH population. Based on this study, 
it was suggested that fast CORT negative feedback after stress encounter might not 
affect CRH neuron excitability to such extent previously thought, but instead 
suppresses the corticotrophs in the anterior pituitary (Kim, Han et al. 2019; Kim and 
Iremonger 2019). 
 
In addition to surges of CORT secretion following acute stress, CORT is also secreted 
in a circadian and ultradian fashion. The circadian release is one form of spontaneous 
hormone secretion. Interestingly, it is preserved across mammalian species with its 
secretion peak occurring close to the beginning of the active phase and the nadir 
during the inactive phase in both diurnal and nocturnal species (McCarthy, Corley et 
al. 1960; Perlow, Reppert et al. 1981; Guillaume, Conte-Devolx et al. 1992; Dalm, 
Enthoven et al. 2005). To recapitulate, CORT is known to have the ability to suppress 
CRH neuron activity in vitro (Di, Malcher-Lopes et al. 2003; Wamsteeker Cusulin, 
Fuzesi et al. 2013a; Senst, Baimoukhametova et al. 2016) and in vivo (Kim, Han et al. 
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2019). Though to date, it is unclear what role circadian fluctuations of CORT levels 
have on basal and stress-evoked CRH neuron activity patterns. 
The question whether the time of day and therefore CORT negative feedback and 
circadian fluctuations in CORT levels influence the magnitude of the stress-evoked 
surge of CORT has been discussed controversially in the literature and results are 
conflicting. Several studies in rodents found the stress-evoked CORT response to be 
higher when the stress was presented in the PM compared to stresses presented in 
the AM (Zimmermann and Critchlow 1967; Gibbs 1970). While others state the 
opposite, that the stress-evoked CORT response was found to be higher during stress 
exposure in the AM as opposed to PM (Dunn, Scheving et al. 1972; Kant, Mougey et 
al. 1986). Nevertheless, others were not able to observe any differences in stress-
evoked CORT levels between AM and PM exposure (Buijs, Kalsbeek et al. 1993; 
Sage, Maurel et al. 2001; Atkinson, Wood et al. 2006; Verma, Hellemans et al. 2010). 
Despite these conflicting findings, all studies commonly agree that acute stress at any 
given time of the day leads to an increase in ACTH and CORT secretion (Dunn, 
Scheving et al. 1972; Kant, Mougey et al. 1986; Bradbury, Cascio et al. 1991; Buijs, 
Kalsbeek et al. 1993; Sage, Maurel et al. 2001; Verma, Hellemans et al. 2010). A 
conclusion on whether stress-evoked CORT secretion is dependent on the time of day 
is challenging to draw as experimental procedures varied, and it is known that stress 
modality, animal sex, and testing time point are crucial parameters.  
 
Notably, circadian changes in CORT secretion are not gradual across the day but 
occur in pulses with a frequency of approximately one pulse per hour in rodents (Waite, 
McKenna et al. 2012; Walker, Spiga et al. 2012), leading to largely varying and 
oscillating levels of free CORT throughout the 24-h day. It has become more evident 
recently that the pulsatility of the HPA axis and thereby the varying levels of free CORT 
are essential for dynamic transcriptional regulation of target genes in various tissues, 
including the liver and the brain (den Boon and Sarabdjitsingh 2017). Therefore, it is 
crucial to understand the implications when these oscillations are perturbed. A few 
studies have investigated the effect of acute stress coinciding with the rising vs the 
falling phase of an ultradian CORT pulse. Evidence is given in rats that the CORT 
response is more pronounced when the stressor was presented during the rising phase 
of a CORT pulse as compared to the falling phase of an ultradian pulse (Windle, Wood 
et al. 1998a; Windle, Wood et al. 1998b; Atkinson, Wood et al. 2006; Sarabdjitsingh, 
Conway-Campbell et al. 2010). Furthermore, Windle et al. determined how an acute 
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stressor would impact the ongoing CORT ultradian pulsatility and found that a noise 
stressor led to the perturbation of the ongoing ultradian CORT oscillation by decreasing 
the pulse frequency and increasing the inter-pulse-intervals (Windle, Wood et al. 
1998b). Based on these studies, Rankin et al. created a mathematical model to 
demonstrate that acute noise stress leads to a resetting of the ultradian CORT 
oscillations. Interestingly, they simulated that the resetting is dependent on the phase 
when the stressor activates the HPA axis. When the stress coincided with the rising 
phase of an endogenous ultradian CORT event, both mechanisms, the natural 
ultradian oscillation and the stress, were acting towards increasing hormone secretion, 
and the next ultradian pulse was advanced. Whereas when the stress coincided with 
the falling phase of an endogenous ultradian event, the stress was working against the 
endogenous downregulation of the hormone secretion, and the next pulse was delayed 
(Rankin, Walker et al. 2012). Similarly to circadian CORT changes, the influence of 
acute stress on the ongoing ultradian CRH neuron rhythm is currently unknown. 
 
Taking these data together, the activity patterns of the CRH neuron population caused 
by acute stress have only been recently described (Kim, Lee et al. 2019; Kim, Han et 
al. 2019). Therefore, it remains unknown if the responsiveness of the CRH population 
differs across the circadian cycle. Moreover, it is also unknown how acute stress 
disrupts the ongoing ultradian activity patterns (Chapter 3) of the CRH neuron 
population. These two questions will be investigated in this chapter.  
 
4.2 Materials and Methods 
4.2.1 Experimental paradigm; effect of time of day (ZT0 vs ZT12) 
on PVN CRH responsiveness to acute white noise stress 
This experiment was performed subsequently to the 24-h spontaneous CRH neuron 
population recordings; hence the animals were well acclimatised to the testing 
environment. Accordingly, after the 24-h recording at either ZT0 or ZT12, the recording 
mode was switched from the previously described scheduled mode (Chapter 3.2.2; 
sampling frequency 0.1 Hz) to continuous data acquisition (sampling frequency 61 Hz). 
CRH neuron population activity was observed while being recorded to achieve a low 
activity level baseline recording of at least 10-min. Therefore, baseline recording length 
ranged from 11 to 42 min. Once the baseline was recorded, 5-min of WN ( 85 dB) was 
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played through the speakers attached to the testing box (Figure 2.1 B). A post-stress 
period of 25-min was recorded before finishing the photometry data acquisition. 
Subsequently, the animal was disconnected from the recording system and returned 
to the housing facility. This experiment was performed on the same animal cohort that 
underwent the 24-h recordings, and each animal was recorded twice; once with stress 
exposure at ZT0 and once at ZT12 (N= 7). LED light output at the fibre tip was always 
kept at 45 µW for the 465 nm LED and at 10 µW for the 405 nm LED. Filter parameters 
were as described previously (Chapter 2). 
 
4.2.1.1 Data processing and baseline correction 
The raw data was cut to a 40-min long recording with 10-min baseline prior to the 
stress, the 5-min stress period, and a 25-min long post-stress period. Using MATLAB, 
a linear regression was performed on the 405 nm signal to determine the slope. A y-
intercept was defined manually by taking the start value of the raw 465 nm signal. 
Using the slope and the y-intercept, a linear fit was calculated over time (slope*time + 
y-intercept). Then the fit was subtracted from the raw 465 nm values and divided by 
the fit (raw 465nm – fit//fit). The resulting values were multiplied by 100 to obtain the 
final DF/F0. 
 
4.2.1.2 Data analysis 
All data analysis was performed using custom-written MATLAB scripts. To characterise 
the CRH neuron population response to the WN stressor, the average increase in 
GCaMP6s fluorescence in 5-min bins before (pre), during (stress) and after (post) the 
5-min stress period of the DF/F0 signal was calculated for stress exposure at ZT0 and 
ZT12 separately. Additionally, the peak response, which was defined as the local 
maximum DF/F0 value after stress onset, was calculated for stress exposures at ZT0 
and ZT12 separately. Furthermore, to evaluate differences in baseline activity between 
the ZT0 and ZT12 recordings, two different approaches were taken: event detection 
and calculation of the mean-average-deviation (MAD). These two calculations were 
divided into baseline (pre), stress period (stress), and post-stress period (post) for 
comparison purposes. Events were detected on the DF/F0 stress recordings using the 
findpeaks MATLAB function, which detects local maxima that fulfil user-defined criteria 
taking fluctuations in the baseline into account (for details see Chapter 3.2.4.1). The 
criteria were as follows: crossing a certain threshold (5% of each animal’s peak 
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response) and a minimum duration of the event of 1.5 sec. Detected events were 
calculated for the 10-min baseline, the 5-min stress exposure, and the 25-min post-
stress period and then normalised as events per minute. The MAD, which measures 
the average distance of each data point to the mean (𝑀𝐴𝐷 = ∑|GHI	J|
K
; xi= ith data point, 
µ= mean, n= number of data points), is an indicator of variability in a given dataset. It 
was calculated in 5-min bins; the first bin calculated over the 5-min prior to the stress 
onset, the second bin represented the 5-min stress period, and the 25-min post-stress 
recording was equally divided into five post-stress bins. Lastly, the cumulative sum of 
DF/F0 fluorescence, which is a sequence of partial sums of a given dataset 
(cumsum{a,b,c}= a, a+b,a+b+c), was calculated over the entire 40-min stress 
recording to detect subtle neuronal activity differences between the ZT0 and ZT12 
recordings.  
 
4.2.1.3 GFP control data 
As control data, in order to confirm that activity patterns in GCaMP6s data were not 
caused by movement or light artefacts, a cohort of animals (N= 6) was injected with an 
AAV-construct that carried Cre-dependent GFP. GFP injected animals underwent the 
same experimental paradigm as described in Section 4.2.1, and the data processing 
and analysis were the same as described in Section 4.2.1.1 and 4.2.1.2. The control 
cohort was only tested at ZT0. Stress-evoked peak positive and peak negative DF/F0 
responses were calculated.  
 
4.2.1.4 Behavioural response to 5-min WN stress 
Animal activity levels were recorded simultaneously with the neuronal data using a 
commercially available webcam. Behavioural and neuronal data streams were 
synchronised by the acquisition system (TDT). Behavioural responses were analysed 
using Topscan software, as described in Chapter 2.6. Briefly, Topscan is a 
commercially available software that tracks animal movement based on user-defined 
parameters. Total activity, including locomotion and in-place movement, immobility, 
locomotion alone, and time spent in nest, were analysed. Data is displayed in seconds 
active, or inactive for the immobility measure, per minute. The baseline period (pre) 
consisted of the 10-min before the stress onset, the stress exposure (stress) period 
contained the 5-min stress, and the post-stress (post) period consisted of the 25-min 
after stress-offset. The N number was variable in this data set as video quality was 
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insufficient for analysis for some videos. In the ZT0 group, N= 3 animals were 
analysed, and in the ZT12 group, the activity of N= 4 animals was analysed. Matching 
animals were not able to be compared between groups.  
 
4.2.2 Experimental paradigm; effect of acute stress on ongoing 
PVN CRH population rhythms 
These recordings were performed on a sub-cohort of animals (N= 5) that have 
previously been used in fibre photometry experiments. Firstly, animals were habituated 
(see animal habituation, Chapter 2.5) for seven consecutive days to the testing 
environment. During the night prior to an experimental day, the animal was transferred 
to the testing room and placed, within its home-cage, into a custom-build testing box 
(Figure 2.1 B), the cage lid was removed, the animal was connected to the acquisition 
system, and the data acquisition was started. The next morning, the testing day, at 
ZT03 while data acquisition continued, the animal was picked up and transferred to a 
novel environment for 20-min. After the exposure to the novel environment, the animal 
was picked up again and placed back into its home-cage where the recording 
continued for 9-h. The novel environment consisted of a shock grid floor (Kinder 
Scientific, USA) and transparent walls of the same dimensions as the home-cage (501 
cm2). The foot shock grid was merely used as a novel environment and no electric 
shock was delivered. Data were acquired in the scheduled recording mode, and 
acquisition parameters were as described previously (Chapter 2). 
 
4.2.2.1 Data processing and baseline correction 
As these recordings had been recorded in the scheduled recording mode, the data 
were pre-processed as described previously (Chapter 3.2.3). The recovered raw data 
was cut into a 15.3-h recording from ZT21 to ZT12 of the following day. Data were 
baseline corrected by calculating a polynomial fit of the second order on the 465 nm 
signal over time. This fit was subtracted from the raw 465 nm signal, and the result 
was divided by the fit. The resulting values were multiplied by 100 to obtain the final 
DF/F0. The data was then filtered using a moving average filter with a window of 60 
data points to remove fast changes in the signal. Extreme outlier data points were 
manually excluded before the data was normalised by min/ max feature scaling for 
better comparability between animals. A threshold was set to 25%, and every data 
point that crossed this threshold was detected. This procedure detected every data 
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point that had a minimum increase of 25 DnF/F0. When the threshold was exceeded 
for more than 3-min, this period was referred to as up-state. Whereas, 3-min-long 
periods below threshold were referred to as down-state. 
 
4.2.2.2 Data analysis  
To characterise the CRH neuron population response to the novel environment 
stressor, the mean increase in GCaMP6s fluorescence in 20-min bins before (pre), 
during (stress), and after (post) the stress exposure was calculated. In addition, the 
number of up-states during the 6-h before the stress onset was counted and compared 
to the equivalent time window in control (non-stressed) data of the same animal. 
Furthermore, the first and second stress-evoked DF/F0 peak response caused by the 
pick-up to relocate the animal was measured. Additionally, in order to compare the WN 
and novel environment CRH population responses, the mean increase in GCaMP6s 
fluorescence in 5-min bins before (pre), during (stress) the first 5-min of the stress 
exposure, and after (post) the stress-offset was calculated. The cumulative sum of 
DF/F0 fluorescence from the stress-onset for a duration of 30-min was also calculated 
for the WN and the novel environment exposure to compare CRH population 
responses between both stressors. 
To gain insight into the effect of the novel environment on CRH rhythmicity, the mean 
increase in GCaMP6s fluorescence and the number of up-states was calculated in 
non-overlapping 3-h bins; ZT21 to ZT0, ZT0 to ZT03, stress offset + 3-h, stress offset 
+ 6-h. The number of up-states was compared to the number of up-states that occurred 
in equivalent time windows of control (non-stressed) data. Moreover, the latency from 
stress-offset to the following up-state was calculated and compared to the latency in 
control (non-stressed) data at the equivalent time point. Additionally, the length of inter-
up-state-intervals was calculated from the second up-state post-stress onwards and 
compared to the length of inter-up-state-intervals in control (non-stressed) data. Lastly, 
the relationship between the last up-state prior to stress-onset and the first up-state 
after stress-offset was assessed using Spearman’s correlation. The 24-h spontaneous 
CRH neuron population recordings of the same animals served as control (non-
stressed) data.   
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4.2.3 Statistical analysis 
Statistical analysis was performed with PRISM software 8.0 (GraphPad Software, 
USA). When two non-normally distributed, unpaired data groups were compared, the 
Mann-Whitney test was used to test for statistical significance. Whereas, repeated 
measures from two paired data groups were statistically compared using the Wilcoxon 
test. For those measures, a non-parametric test was chosen as the data set was rather 
small and normal distribution of the data was not assumed. In the case that repeated 
measures whether paired or unpaired from multiple data groups under two conditions 
had to be analysed for statistical significance, it was done by performing a RM Two-
Way-ANOVA with the appropriate post hoc test. In contrast, when repeated measures 
from only one condition was tested, a RM One-Way-ANOVA with the appropriate post 
hoc test was used for statistical comparison. In these cases, normal distribution of the 
data was assumed as they always considered the entire recording. Specifics regarding 
statistical analysis are detailed for each analysis separately within the results section. 
All data are presented as mean ± SEM. Statistical significance was accepted if P < 
0.05. Graphical representation of significance is as follows: P < 0.05 (*), P < 0.01 (**), 
P < 0.001 (***). 
 
4.3 Results 
4.3.1 Basal CORT levels at ZT0 and ZT12 in the CRH-ires-Cre 
mouse line 
To confirm diurnal differences in basal CORT levels in the CRH-ires-Cre mouse line, 
basal trunk blood samples were collected from a mixed cohort of male CRH-ires-Cre 
mice and CRH-ires-Cre x tdTomato male mice at either ZT0 or ZT12 (N= 8 per group). 
Briefly, mice were housed in pairs and decapitated straight after removal from the 
home-cage. Both samples were taken in under 2-min after removal from the home-
cage (Figure 4.1 A). Blood samples were used to determine CORT levels using a 
commercially available ELISA-Kit (Arbor assay). CORT levels in samples collected at 
ZT0 were found to be significantly lower (17.9 ± 3.7 ng/mL) compared to samples that 
were collected at ZT12 (38.4 ± 5.1 ng/mL, P= 0.007, Mann-Whitney test, Figure 4.1 
B). This finding was in line with previously published data in other mouse lines (Dalm, 
Enthoven et al. 2005; Adams, Otero-Corchon et al. 2015; Bahrami-Nejad, Zhao et al. 
2018; Engeland, Massman et al. 2018).   




Figure 4.1: Basal CORT levels at ZT0 and ZT12 in the CRH-ires-Cre mouse line. A) Experimental 
design for the basal CORT level blood collection. Trunk blood samples were collected in under 2-min 
straight after animal removal from the cage at either ZT0 or ZT12. B) Basal CORT levels at ZT0 and 
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4.3.2 PVN CRH neuron population response to 5-min WN stress 
Analysing the raw emitted fluorescence data signal, it became evident that the 465 nm 
signal contained both spontaneous and stress-evoked changes in fluorescence. In 
contrast, the 405 nm signal solely consisted of spontaneous fluorescence fluctuations 
that were different from the spontaneous fluctuations in the 465 nm signal 
(Magnification in Figure 4.2 A).  
In Figure 4.2 four examples of CRH neuron population stress responses to a 5-min 
WN stressor in the DF/F0 format are illustrated; two with stress exposure at ZT0 (Figure 
4.2 B) and two with stress exposure at ZT12 (Figure 4.2 C). Stress presentation was 
always performed during low CRH population basal activity levels. All four responses 
were from four different animals. Comparing the basal activity levels before the stress 
exposure (0-10 min in Figure 4.2 A & B) highlighted the fact that the CRH neuron 
population was tonically active and that spontaneous CRH population activity levels 
between animals were somewhat similar. For the majority of the recordings, basal 
activity consisted of reoccurring short activity bursts alternating with occasionally 
interspersed small transient GCaMP6s events (Figure 4.2 B & C). These two types of 
basal activity (short activity bursts and small transient activity) were stereotypic for 
short recordings of basal CRH neuron population activity. The absence of the basal 
activity dynamics (short activity bursts and small transient activity) in the 405 nm signal 
confirms that they were not caused by movement or light artefacts. 
Characterising the actual response to the stressor (10-15 min in Figure 4.2 B & C) 
indicated a stereotypic response pattern. All recordings had in common that the stress-
onset led to an almost immediate and robust increase in CRH population activity 
(Figure 4.2 B & C). In 13/14 recordings, a second smaller peak followed the initial peak 
(Figure 4.2 B top, C), and in rare cases, even a third activity peak occurred (6/14; 
Figure 4.2 B bottom). In all except three recordings, the initial peak was the greatest 
(Figure 4.2 B bottom). 
Post-stress CRH neuron offset kinetics displayed rather variable responses. In 4/14 
recordings, activity levels had decayed back to baseline levels by the end of the noise 
exposure, whereas in another four recordings, activity levels had only reached baseline 
shortly (2-7 min) after stress-offset. While in 1/14 recordings, baseline levels were 
reached only 18-min after stress-offset, and in 5/14 recordings baseline activity levels 
remained elevated above baseline for the remainder of the recording period. Notably, 
the signal of two recordings fell even below initial (pre-stress) baseline levels. In some 
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recordings (5/14), the activity of the post-stress period was relatively stable, displaying 
reoccurring short activity bursts comparable to pre-stress activity (Figure 4.2 B top), 
whereas other recordings displayed elevated activity levels with no distinct pattern 
(Figure 4.2 B bottom, C top). One post-stress recording was particularly interesting as 
it decayed to baseline levels within the stress period and was relatively silent for 4-min, 
but then displayed a 7-min long burst of activity before entering a reoccurring shorter 
bursting activity pattern. Generally speaking, activity levels differed widely between 
animals. 
 
To summarise, the CRH neuron population response to a 5-min long WN stressor 
exhibited a stereotypic activity pattern with an immediate, robust increase in neuronal 
activity after stress-onset and sustained elevated activity levels throughout the stress 
presentation.
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 Figure 4.2: Stress-evoked PVN CRH neuron population responses. A) Example of raw CRH neuron 
population response to a 5-min WN stress at ZT0, displaying 465 nm (blue) and 405 nm signal (brown). 
The CRH neuron population was tonically active with reoccurring spontaneous activity bursts and small 
irregular transient events before and post-stress exposure. Stress evoked immediate elevation in the 
CRH neuron population activity, which remained elevated during the stressor presentation (highlighted 
in grey, 465 nm signal). The 405 nm signal displayed only spontaneous fluorescence fluctuations 
different from the 465 nm signal as highlighted in the magnification of a 3-min long recording window. 
B) Two representative CRH neuron population photometry responses to a 5-min WN stress at ZT0, 
exhibiting spontaneous activity before and after the termination of stress as well as stress-evoked 
activity levels during stress exposure (highlighted in grey). Bottom trace is the same as in A. C) Two 
representative CRH neuron population photometry responses to a 5-min stress at ZT12, exhibiting 
spontaneous activity before and after the termination of stress as well as stress-evoked activity levels 
during stress exposure (highlighted in grey). Displayed are stress responses of four different animals. 
All scale bars in B and C display 20% DF/F0 on the y-axis and 5-min time on the x-axis. 
 
 
4.3.3 Comparison of maximum spontaneous fluorescence 
increase in 24-h data with stress-evoked peak response  
Surprisingly, when the maximum fluorescence increase of spontaneous neuronal CRH 
population activity during the 24-h long recordings (Chapter 3.3.3) was compared with 
the peak response after the 5-min WN stress (Section 4.3.2), it became apparent that 
the magnitudes could be similarly high (Figure 4.3 A & B). The mean maximum 
increase of basal activity was 59.4 ± 8.9 DF/F0 (N= 7) and the peak stress response 
was 63.6 ± 8.2 DF/F0 (N= 7) in the ZT0 group. Whereas, the mean maximum increase 
of basal activity was 57.9 ± 7.1 DF/F0 (N= 7) and the peak stress response was 71.6 ± 
10.2 DF/F0 (N= 7) in the ZT12 group (Figure 4.3 C). When maximum responses were 
statistically compared using a RM One-Way ANOVA, groups were overall significantly 
different (F(1.7,10.2)= 4.49, P=0.04). However, when groups were individually compared 
with each other (basal vs stress) no significance was found. 




Figure 4.3: Comparison of maximum spontaneous fluorescence increase in 24-h data with 
stress-evoked peak response. A) Representative example of 24-h long spontaneous PVN CRH 
population recording starting at ZT0. Spontaneous PVN CRH population activity with a similar 
magnitude to stress-evoked peak responses are indicated with a green dot. B) Representative example 
of the same animal’s stress response to a 5-min WN stress at ZT0. C) Comparison of the basal and 
stress-evoked peak responses at ZT0 (blue) and ZT12 (red). RM One-Way-ANOVA, N= 7, F(1.7, 10.2) 
= 4.49, P= 0.04.
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4.3.4 Effect of time of day on PVN CRH neuron population 
responsiveness to acute 5-min WN stress 
To characterise the kinetics of CRH neuron population responses to a 5-min WN 
stressor, neuronal responses at ZT0 and ZT12 respectively were compared. When 
stress responses at ZT0 and ZT12 were averaged, it visually appeared that neural 
activity was higher in the ZT12 recordings before, during and after the stress period 
(Figure 4.4 A). Therefore, the mean increase in DF/F0 fluorescence before, during and 
after stress exposure was calculated (Figure 4.4 B). The average fluorescence during 
the 5-min stress period at ZT0 was 26.2 ± 5.8 DF/F0, whereas it was 30.1 ± 7.7 DF/F0 
at ZT12 (N= 7 each group). The time of day (ZT0 vs ZT12) effect on mean fluorescence 
in 5-min bins of the baseline (pre), the stress period (stress), and the post-stress period 
(post) was analysed with a RM Two-Way ANOVA. No interaction between time of day 
and stress was observed (F(1.15,6.88)= 1.57, P= 0.25). While time of day had no effect 
on mean fluorescence (F(1,6)= 3.03, P= 0.13), stress exposure significantly affected 
mean fluorescence (F(1.205, 7.230)= 13.26, P= 0.006). Tukey’s multiple comparisons test 
revealed a significant difference in both mean fluorescence of the stress exposure 
period compared to the baseline activity (ZT0 P= 0.008; ZT12 P= 0.03) and compared 
to the mean fluorescence of the post-stress period (ZT0 P= 0.002; ZT12 P= 0.002) in 
the ZT0 as well as in the ZT12 group. 
Since no difference between tested time points (ZT0 vs ZT12) was found in the mean 
fluorescence, the fast transient GCaMP6s calcium event frequency was calculated to 
determine whether there were differences in the event frequency between tested time 
points. As above, this was calculated separately for before (pre), during and after (post) 
the stress period at both time points (ZT0 and ZT12, Figure 4.4 C). Event frequency 
was on average 4.8 ± 0.3 events/min at baseline, 4.9 ± 0.3 events/min during stress 
presentation, and 4.6 ± 0.2 events/min post-stress presentation for the ZT0 condition 
(N= 7). While recordings acquired at ZT12 exhibited 4.7 ± 0.1 events/min during 
baseline, 4.7 ± 0.1 events/min during stress exposure, and 4.6 ± 0.1 events/min during 
the post-stress period (N= 7). The effect of time of day (ZT0 vs ZT12) on event 
frequency per minute of the baseline (pre), the stress period (stress), and the post-
stress period (post) was analysed with a RM Two-Way ANOVA. No interaction 
between time of day and stress was observed (F(1.74,10.49)= 0.06, P= 0.91). There was 
no effect of time of day on event frequency (F(1,6)= 0.75, P= 0.41) nor was there any 
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effect of stress on event frequency between baseline, stress exposure, and post-stress 
period at the two tested time points (F(1.24,7.45)= 0.55, P= 0.51). 
In addition, CRH neuron stress-evoked peak response magnitudes were calculated. 
They varied from 32.1 to 97.0 DF/F0 with an average of 63.6 ± 8.2 DF/F0 in the ZT0 
group and from 33.6 to 120.0 DF/F0 with an average of 71.6 ± 10.2 DF/F0 in the ZT12 
group. Likewise, peak response magnitudes did not differ between the two groups (N= 
7, P= 0.10, Wilcoxon-test, Figure 4.4 D).  
As all measures so far had been unable to detect significant differences of time of day, 
the MAD was calculated across the stress recordings. This analysis was chosen as an 
additional parameter to investigate variability within the two groups, which by visual 
investigation of the average traces (Figure 4.4 A) appeared higher in the ZT12 
recordings. To perform this analysis, the recordings were divided equally into 5-min 
bins, starting with the baseline 5-min prior to the onset of the stress. The variability in 
the baseline seemed higher in the ZT12 group (ZT0 3.9 ± 0.8 vs ZT12 5.7 ± 1.1, N= 7 
each group, Figure 4.4 E), however, while RM Two-Way ANOVA comparing the effect 
of time of the day (ZT0 vs ZT12) revealed no significant differences in MAD (F(1,6)= 
0.11, P= 0.74), stress exposure significantly affected MAD (F(3.10, 18.60)= 18.14, P< 
0.0001). No interaction between time of day and stress was observed (F(3.17,19.03)= 2.28, 
P= 0.10). Tukey’s multiple comparisons post hoc test revealed a significant difference 
between ZT0 baseline and ZT0 stress (P= 0.0004), and every ZT0 post-stress bin 
compared with the stress bin (P= 0.03, P= 0.002, P= 0.004, P= 0.005, P= 0.004). In 
the ZT12 group, significance was found between the stress and three post-stress bins 
(P= 0.008 post1, P= 0.005 post4, P= 0.008 post5). 
Lastly, the cumulative sum of DF/F0 values across the stress recordings were 
calculated as the most sensitive measure (Figure 4.4 F). This analysis would be able 
to find subtle neuronal activity differences that become evident slowly over time 
between the two groups (ZT0 and ZT12). The effect of the time of day was analysed 
using RM Two-Way-ANOVA. Indeed, time of day was found to have a significant effect 
on the cumulative sum of DF/F0 values between ZT0 and ZT12 (N= 7 each group, 
F(1,6)= 6.86, P= 0.03). The interaction between time of day across the recording was 
observed to be significant (F(24414,146484)= 7.34, P< 0.0001). Bonferroni’s multiple 
comparisons test revealed significantly higher activity levels in the ZT12 recordings 
starting approximately 18-min after stress-onset (P= 0.049). 
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To summarise, while stress exposure affected all measured parameters, the effect of 
time of day was solely apparent in the most sensitive measure, the cumulative sum of 
measured fluorescence, suggesting significantly higher CRH neuron population 
activity levels in the ZT12 group.  
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Figure 4.4: Effect of time of day on PVN CRH neuron responsiveness to acute 5-min WN stress. 
A) Average stress-evoked CRH neuron population activity traces in response to a 5-min WN stressor 
(grey) at ZT0 (blue) and ZT12 (red). Both traces exhibit basal and stress-evoked (grey) activity patterns. 
B) Mean DF/F0 before (pre), during (stress), and after (post) stress exposure at ZT0 (blue) and ZT12 
(red); RM Two-Way-ANOVA, N= 7, time of day effect (F(1,6)= 3.03, P= 0.13); stress effect (F(1.205, 
7.230)= 13.26, P= 0.006) C) Event frequency before (pre), during (stress), and after (post) stress 
exposure at ZT0 (blue) and ZT12 (red); RM Two-Way-ANOVA, N= 7, time of day effect F(1,6)= 0.75, 
P= 0.41; stress effect (F(1.24,7.45)= 0.55, P= 0.51) D) CRH neuron population peak DF/F0 during stress 
at ZT0 (blue) and ZT12 (red); N= 7, P= 0.10, Wilcoxon test E) MAD before (pre), during (stress), and for 
five post-stress bins at ZT0 (blue) and ZT12 (red); RM Two-Way-ANOVA, N= 7, effect of time of day 
F(1,6)= 0.11, P= 0.74; effect of stress (F(3.10, 18.60)= 18.14, P< 0.0001) F) Cumulative sum of DF/F0 
across the entire ZT0 (blue) and ZT12 (red) recordings; RM Two-Way-ANOVA, N= 7, time of day effect 
F(1,6)= 6.86, P= 0.03. 
 
 
4.3.5 GFP control data  
Control recordings were performed in the GFP virus injected animals. These animals 
were well suited as controls as their emitted fluorescence was independent of CRH 
neuronal activity but instead provided insight into light and movement artefacts. This 
cohort of animals underwent the same experimental paradigm as the GCaMP6s 
injected animals. Briefly, a 10-min baseline was recorded before the animal was 
presented with a 5-min long WN (~ 85 dB) stress, terminating the recording 25-min 
after stress-offset. 
Overall, raw fluorescence readouts (arbitrary value) of the 465 nm signal in GFP 
recordings were well above what was observed in GCaMP6s animals. Values ranged 
from 550 to 3200 (Figure 4.5 A) with an average of 2475 ± 452 (N= 6) compared to 
210 to 500 with an average of 331 ± 28 (N= 14) in GCaMP6s recordings. The raw 
fluorescence values of the 405 nm signal were similar between the GFP (80.0 ± 5.6, 
N= 6) and GCaMP6s (115.0 ± 6.2, N= 14) injected cohort.  
Even after baseline correction, the emitted fluorescence in the GFP recordings 
generally showed a decreasing trend throughout the entire 40-min (Figure 4.5 B). The 
example recording displayed in Figure 4.5 B highlights the general signal shape and 
signal features in the control cohort, consisting of negligible small changes in 
fluorescence when compared to GCaMP6s and no clear/ reoccurring activity pattern. 
The latter becomes even more evident in the magnification of a 1-min long recording 
period (Figure 4.5 B magnification). The only noticeable features in the GFP recordings 
were sharp downward and upward deflections with a minimal magnitude, especially 
apparent in one example, which was the outlier data point in the statistical graphs 
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(Figure 4.5 D - G). It was speculated that these deflections could have been caused 
by animal movement. Interestingly, in 4/6 GFP recordings, emitted fluorescence 
decreased at stress-onset (Figure 4.5 B highlighted grey area) similar to what was 
observed in the 405 nm signal. None of these sharp features looked similar to any 
activity patterns observed in the GCaMP6s recordings.  
It has to be further emphasised here that the variation of emitted fluorescence within 
and across GFP animals was minimal in the 405 nm signal as well as in the 465 nm 
signal. In the latter, fluorescence emission ranged from – 5.7 to 0.8 DF/F0 across all 
six recordings with an average of 1.5 ± 1.2 DF/F0 (N= 6) compared to an average of 
72.6 ± 6.3 DF/F0 (N= 14) in GCaMP6s recordings (Figure 4.5 C). None of the GFP 
signals exhibited a positive DF/F0 of more than 1%.  
 
It was assumed that time of day had no impact on light or movement artefacts, and 
because the time of day did not affect GCaMP6s recordings in most measures, the 
GFP cohort was only tested at ZT0. The data was analysed in the same way as the 
GCaMP6s data. The magnitude of mean basal (pre-stress) fluorescence in GFP 
recordings (0.02 ± 0.10DF/F0, N= 6, Figure 4.5 D) was minimal compared to GCaMP6s 
emitted fluorescence (6.55 ± 1.01DF/F0, N= 14). Interestingly, mean fluorescence 
during the 5-min stress period was negative in the GFP cohort. It ranged from -3.01 to 
0.09 with an average of -0.9 ± 0.6 DF/F0 (N= 6, Figure 4.5 D) as compared to 28.1 ± 
4.7 DF/F0 in GCaMP6s recordings (N= 14). Likewise, the mean fluorescence during 
the post-stress period was negative as well (-0.3 ± 0.2 DF/F0, N= 6; Figure 4.5 D). 
Similarly to the other parameters, it was much smaller when compared to GCaMP6s 
measurements (15.6 ± 4.3 DF/F0, N= 14). The effect of stress encounter on mean 
fluorescence before, during and after stress was analysed using a RM One-Way 
ANOVA. Stress exposure did not affect mean GFP fluorescence before, during, or after 
stress exposure (F(1.02, 5,10)= 2.55, P= 0.17, One-Way ANOVA). 
Furthermore, the stress-evoked positive peak responses ranging from -0.02 to 1.60 
DF/F0 (Figure 4.5 E) with an average of 0.3 ± 0.2 DF/F0 (N= 6) was also much smaller 
than what was measured in GCaMP6s animals (67.6 ± 6.4 DF/F0, N= 14). In addition, 
a stress-evoked negative peak response (-2.0 ± 1.1% DF/F0, N= 6, Figure 4.5 F) was 
observed solely in the GFP cohort.  
Surprisingly, in 2/6 GFP recordings, fast transient GFP events could be detected with 
the same parameters as for the GCaMP6s data. In those, the event frequency (0.3 ± 
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0.1 events/min (pre), 0.5 ± 0.3 events/min (stress), 0.6 ± 0.4 events/min (post-stress); 
N= 2) was much lower than in the GCaMP6s data (4.8 ± 0.1 events/min (pre), 4.8 ± 
0.2 events/min (stress), 4.6 ± 0.1 events/min (post-stress), N= 14). This was also true 
when calculated across all six animals (0.1 ± 0.0 events/min (pre), 0.1 ± 0.1 events/min 
(stress), 0.2 ± 0.1 events/min (post-stress); N= 6, Figure 4.5 G). The effect of stress 
encounter on fast transient GFP events before, during, and after stress was analysed 
using a RM One-Way ANOVA. Analysis revealed that stress exposure did not have an 
effect on fast transient GFP events before, during, or after stress exposure (F(1.01, 5.05)= 
0.27, P= 0.62, One-Way ANOVA). 
 
In summary, these data show that the magnitude of DF/F0 changes over time and in 
response to WN stress in GFP recordings was minimal compared to the GCaMP6s 
recordings (Figure 4.5 C). Furthermore, fast transient events were only observed in a 
small subset (2/6) of GFP recordings and the event frequency of those was much lower 
compared to GCaMP6s recordings. Therefore, it was concluded that activity patterns 
recorded from GCaMP6s injected animals were not caused by movement or light 
artefacts.  
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Figure 4.5: Acute 5-min WN stress response of GFP injected animals. A) Example trace of raw 
GFP emitted fluorescence in response to 5-min WN stress (grey), displaying 465 nm (red) and 405 nm 
signal (brown). No obvious activity patterns were observed in either signal. B) Representative example 
trace of DF/F0 GFP emitted fluorescence and magnification of a 1-min long recording period, highlighting 
the small maximal fluorescence change of the GFP recordings. C) Example traces, comparing the 
stress-evoked response of a GFP (red) and GCaMP6s (blue) injected animal respectively, highlighting 
the difference in signal magnitude. D) Quantification of mean DF/F0 before (pre), during (stress), and 
after (post) stress exposure; RM One-Way-ANOVA, N= 6, F(1.02, 5,10)= 2.55, P= 0.17 E) Peak positive 
response during stress exposure; N= 6 F) Peak negative response during stress exposure; N= 6 G) 
Fast transient GFP event frequency before (pre), during (stress), and after (post) stress exposure; RM 
One-Way-ANOVA, N= 6, F(1.01, 5,05)= 0.27, P= 0.62. In all traces, stress presentation occurred during 
the highlighted period (grey). 
 
 
4.3.6 Behavioural response to 5-min WN stress  
The animal’s activity was simultaneously recorded with the neuronal data and analysed 
using Topscan software. The goal was to determine whether common activity patterns 
were elicited in response to the stressor presentation. The duration of total activity 
(which included locomotion and in-place movement), immobility, locomotion alone and 
time spent in nest were measured in seconds active (or inactive for immobility) per 10-
sec bin. A representative example of a stress-evoked CRH population response (blue) 
overlaid with a trace displaying total activity (black) and locomotion (cyan) is illustrated 
in Figure 4.6 A. For analysis purposes, every behavioural recording was sub-divided 
into before (pre; 0-10 min), during (stress; 10-15 min), and after (post; 15-40 min) 
stress exposure. The total activity levels (Figure 4.6 B) increased during stress 
exposure in both groups tested (ZT0 and ZT12) from an average of 3.2 ± 1.1 sec active/ 
min (ZT0, N= 3) and 3.0 ± 0.7 sec active/ min (ZT12, N= 4) before stress presentation 
to an average of 16.9 ± 4.8 sec active/ min (ZT0, N= 3) and 18.6 ± 6.0 sec active/ min 
(ZT12, N= 4) during stress presentation. Activity levels in the ZT0 group went back to 
baseline values post-stress (3.1 ± 0.6 sec active/ min, N= 3), whereas in the ZT12 
group activity levels further increased (33.3 ± 10.6 sec active/ min, N= 4). The effect of 
time of day (ZT0 vs ZT12) on total activity levels before (pre), during (stress), and after 
(post) stress presentation was investigated using Two-Way ANOVA. While time of day 
(ZT0 vs ZT12) had no effect on total activity levels (F(1,5)= 2.84, P= 0.15), stress 
exposure overall did affect activity levels F(1.49, 7.45)= 5.31, P= 0.04). The interaction 
between time of day and stress was found to have a significant effect (F(2,10)= 5.23, P= 
0.02). Tukey’s multiple comparisons test did not reveal any significant differences 
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when the three conditions (pre, stress, post) were individually compared with each 
other. 
Similarly, the measure for immobility (Figure 4.6 C) was the inverse of total activity; 
animals were most immobile before the stress exposure (ZT0 56.6 ± 1.2 sec inactive/ 
min, N= 3 vs ZT12 56.8 ± 0.7 sec inactive/ min, N= 4), immobility decreased during 
stress exposure (ZT0 42.5 ± 5.1 sec inactive/ min, N= 3 vs ZT12 40.8 ± 6.0 sec inactive/ 
min, N= 4), and increased (56.8 ± 0.6 sec inactive/ min, N= 3) post-stress in the ZT0 
group while decreasing in the ZT12 group (25.5 ± 10.9 sec inactive/ min, N= 4). The 
effect of time of day (ZT0 vs ZT12) on immobility levels before (pre), during (stress), 
and after (post) stress presentation was analysed using Two-Way ANOVA. Consistent 
with total activity, no effect of time of day (ZT0 vs ZT12) was found (F(1,5)= 2.8, P= 
0.14), whereas stress overall affected immobility (F(1.48, 7.43)= 5.31, P= 0.04). The 
interaction between time of day and stress was found to have a significant effect 
(F(2,10)= 5.29, P= 0.02). Tukey’s multiple comparisons test did not reveal any significant 
difference when the three conditions (pre, stress, post) were separately compared with 
each other. 
Moreover, the time animals spent within their nest (Figure 4.6 D) exhibited the same 
pattern. Before the stress exposure, animals spent all their time within the nest (ZT0 
60.0 ± 0.0 sec/ min, N= 3 vs ZT12 60.0 ± 0.0 sec/ min, N= 4). During the stress period, 
animals still spent most of the time in their nest in both groups (ZT12 51.1 ± 4.4 sec/ 
min, N= 3 vs ZT12 55.2 ± 3.5 sec/ min, N= 4). Analysing the time after stress-offset 
showed that mice in the ZT0 group returned to the nest (60.0 ± 0.0 sec/ min, N= 3), 
whereas mice in the ZT12 group only spent 50.8 ± 3.2 sec/ min (N= 4) in their nest. As 
previously, the effect of time of day (ZT0 vs ZT12) on time spent in the nest before 
(pre), during (stress), and after (post) stress presentation was investigated using Two-
Way ANOVA. Neither time of the day (F(1, 5) = 0.4144, P= 0.54), nor stress exposure 
(F(1.699, 8.494) = 3.813, P= 0.07), nor the interaction between time of day and stress 
exposure (F(2,10) = 3.69, P= 0.06) were significant. 
Assessing locomotion, it became discernible that only a few animals displayed 
locomotor activity. No animal showed locomotion before the stress in either group 
(Figure 4.6 E). Interestingly, during the stress presentation, mainly mice in the ZT0 
group exhibited locomotor activity (ZT0 2.4 ± 1.2 sec active/ min, N= 3 vs ZT12 0.9 ± 
0.4 sec active/ min, N= 4). Following the cessation of the stressor, locomotion activity 
was absent in the ZT0 group and stayed low in the ZT12 group (1.0 ± 0.3 sec active/ 
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min, N= 4). Likewise, the effect of time of day (ZT0 vs ZT12) on locomotor activity 
levels before (pre), during (stress), and after (post) stress presentation was 
investigated using Two-Way ANOVA. Time of day did not have an effect on locomotor 
activity (F(1,5)= 0.11, P= 0.75), while stress encounter globally affected locomotion 
(F(2,10)= 6.33, P= 0.01). The interaction between time of day and stress was not found 
to be significant (F(2,10) = 3.44, P= 0.07). Tukey’s multiple comparisons post hoc test 
revealed that locomotion significantly increased from baseline during stress (P= 0.01) 
as well as significantly decreased after stress-offset (P= 0.01) in the ZT0 group only. 
 
Taking together, stress exposure had a global effect on total activity and locomotor 
activity levels, while the time of the day did not affect the measured activity parameters. 
Interestingly, the effect of stress on locomotion was most noticeable in the ZT0 cohort. 
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Figure 4.6: Behavioural response to 5-min WN stress. A) Representative example of the response 
to 5-min WN stress, including photometry (blue), total activity (black), and locomotion activity traces 
(cyan). Activity is measured in sec active/ 10-sec bin. The period of stress exposure is highlighted in 
grey and a 4-min recording window is magnified for visualisation purposes. All traces reflect 
spontaneous and stress-evoked activity. B) Quantification of total activity before (pre), during (stress), 
and after (post) stress presentation at ZT0 (blue, N= 3) and ZT12 (red, N= 4); Two-Way-ANOVA, time 
of day effect F(1,5)= 2.84, P= 0.15; effect of stress F(1.49, 7.45)= 5.31, P= 0.04) C) Quantification of 
immobility before (pre), during (stress), and after (post) stress presentation at ZT0 (blue, N= 3) and ZT12 
(red, N= 4); Two-Way-ANOVA, time of day effect F(1,5)= 2.8, P= 0.14; effect of stress (F(1.48, 7.43)= 
5.31, P= 0.04) D) Quantification of time spent in nest before (pre), during (stress), and after (post) stress 
presentation at ZT0 (blue, N= 3) and ZT12 (red, N= 4); Two-Way-ANOVA, time of day effect (F (1, 5) = 
0.4144, P= 0.54), effect of stress (F (1.699, 8.494) = 3.813, P= 0.07) E) Quantification of locomotor 
activity before (pre), during (stress), and after (post) stress presentation at ZT0 (blue, N= 3) and ZT12 
(red, N= 4); Two-Way-ANOVA, time of day effect (F(1,5)= 0.11, P= 0.75), effect of stress (F(2, 10)= 
6.33, P= 0.01). 
 
 
4.3.7 PVN CRH neuron population activity patterns after 20-min 
novel environment stress at ZT03 
The goal of this experiment was to test if acute stress influenced ongoing up-state 
rhythmicity (Chapter 3) of the CRH neuron population. Five animals were recorded 
under this protocol with the stress-onset at ZT03. Six-hours of baseline were recorded 
before the stress exposure to have sufficient pre-stress/ post-stress comparison data 
within every animal. The novel environment stressor was chosen as the CRH neuron 
response appeared to habituate to WN even during the 5-min long exposure. I 
anticipated the novel environment to lead to more sustained elevation of CRH neuron 
population activity and therefore speculated to result in a more potent effect. 
The maximum spontaneous GCaMP6s fluorescence increase between animals was 
variable and ranged from 35 DF/F0 to 120 DF/F0 in the absence of stress. Figure 4.7 A 
illustrates one representative photometry recording while the animal was exposed to 
the novel environment for 20-min (highlighted in grey; magnification Figure 4.7 C). As 
expected, before the stress-onset, all recordings displayed rhythmic up-state activity 
with approximately one up-state per hour (7.8 ± 0.8 up-states/ 6h bin, N= 5) that was 
not different to control data (6.6 ± 0.5 up-states/ 6h bin, N= 5, P= 0.12, Wilcoxon test, 
Figure 4.7 F). The onset and offset kinetics of up-states were found to have two 
different features: either a gradual increase and decay in fluorescence and, therefore 
a more blurred onset and offset of the up-state (Figure 4.7 B), or a relatively sharp 
increase and decay in fluorescence, resulting in clearly defined onset and offset of the 
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up-state (Figure 4.7 D). These onset and offset kinetics were the same as observed 
previously (Chapter 3). 
To describe activity levels, the mean fluorescence calculated in 20-min bins before 
(pre), during (stress) and after (post) the stress exposure was analysed using a RM 
One-Way-ANOVA. Overall stress exposure significantly affected mean fluorescence 
(F(1.011, 4.045) = 11.81, P= 0.02, N= 5) and Tukey’s multiple comparisons post hoc test 
confirmed a significant increase in fluorescence in the post-stress group when 
compared to baseline (pre, P= 0.018; Figure 4.7 E). Mean activity levels before (pre; 
7.6 ± 0.9 DF/F0) and during (stress; 30.1 ± 7.0 DF/F0) stress showed a trend towards 
higher activity levels during stress (P= 0.05). 
Characterising the CRH neuron population response during the stress presentation, 
showed that every stress response commenced and terminated with a robust and 
sharp increase in fluorescence. This increase occurred as the initial response to the 
handling stress when the animal was picked up to be relocated into the novel 
environment or the home-cage respectively (Figure 4.7 C). This neuronal response 
evoked by the handling of the animal did not differ between the stress-onset (63.1 ± 
10.0 DF/F0) and stress-offset (47.6 ± 6.1 DF/F0, N= 5, P= 0.06, Wilcoxon test, Figure 
4.7 G). While the animal was exposed to the novel environment, CRH population 
activity remained elevated, though it slowly and steadily declined in all recordings.  
When the WN stress response was compared to the novel environment response 
(Figure 4.7 H), it was evident that the initial peak response between stressors did not 
differ (Novel 63.1 ± 10.0 DF/F0, N= 5 vs WN 67.1 ± 11.4 DF/F0, N= 5; P= 0.81, Wilcoxon 
test). However, the onset kinetics appeared to be more gradual in response to the 
novel environment, whereas it was immediate for the WN. Furthermore, the population 
activity decayed more slowly during the exposure to the novel environment than to the 
WN. The mean fluorescence of the 5-min before (pre), first 5-min during (stress), and 
first 5-min after (post) stress exposure was analysed using a RM Two-Way-ANOVA 
and revealed that stress exposure (pre, during, and post) had a significant effect on 
mean fluorescence (F(1.04, 4.19) = 12.84, P= 0.02) while stress modality (F(1, 4) = 4.68, P= 
0.09) and the interaction of the two (F(1.53, 6.15) = 5.32, P= 0.05) did not. Bonferroni’s 
multiple comparisons post hoc test did not reveal any significances when groups (WN 
vs novel environment) were individually compared. 
 
Lastly, the most sensitive measure, the cumulative sum of emitted fluorescence was 
calculated over 30-min and compared between WN and novel environment stress 
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responses (Figure 4.7 J). The effect of stress modality on cumulative fluorescence was 
analysed with a RM Two-Way-ANOVA. Stress modality (F(1,4)= 31.3, P= 0.005) and 
time (F(180,720)=  9.61, P< 0.0001) significantly affected cumulative fluorescence. The 
interaction between stress modality and time was also observed to be significant 
(F(180,720)= 49.32, P< 0.0001). While the two signals started to diverge ~ 5-min following 
stress-onset, the higher neuronal activity levels in novel environment recordings were 
not significantly different before 7-min after stress-onset, which was 2-min following 
the termination of the WN stress (Bonferroni’s multiple comparisons test, P= 0.043). 
As significance was only evident after the WN stress had terminated already, it was 
concluded that stress modality did not affect neuronal activity levels during stress 
presentation. 
 
To summarise, the 20-min novel environment exposure immediately and robustly 
increased CRH neuron population activity with sustained elevated activity levels 
throughout the stress exposure. Peak responses and mean fluorescence did not differ 
between stress modalities (WN vs novel environment). 
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Figure 4.7: PVN CRH neuron population activity patterns in response to a 20-min novel 
environment stress. A) Representative example trace of CRH neuron population activity in response 
to 20-min in a novel environment (grey), highlighting reoccurring up-states prior and post-stress 
exposure and immediate elevation in CRH population activity in response to the stressor. B) 
Magnification of an up-state with gradual onset and offset kinetics. C) Magnification of stress response, 
indicating prolonged elevated CRH population activity. D) Magnification of an up-state with sharp onset 
and offset kinetics. E) Quantification of mean fluorescence in 20-min bins before (pre), during (stress), 
and after (post) stress exposure; RM One-Way-ANOVA, N= 5, effect of stress exposure (F (1.011, 
4.045) = 11.81, P= 0.02). F) Quantification of up-state number in the 6-h prior to the stress exposure 
(orange) and in unstressed control group (clear), N= 5, P= 0.12, Wilcoxon test G) Quantification of first 
and second peak response, N= 5, P= 0.06, Wilcoxon test. H) Comparison of average WN (ZT0, blue) 
and novel environment (ZT03, orange) neuronal stress responses. Both stressors led to a robust 
increase in CRH neuron population activity with similar peak responses. I) Comparison of mean 
fluorescence in 5-min bins before (pre), during (stress), and after (post) stress exposure in WN (ZT0, 
blue) and novel environment (orange) recordings; RM Two-Way-ANOVA, N= 5, effect of stress F(1.04, 
4.19) = 12.84, P= 0.02; effect of stress modality F(1, 4) = 4.68, P= 0.09. J) Comparison of cumulative 
sum of DF/F0 across all WN (ZT0, blue) and novel environment (orange) recordings; RM Two-Way-
ANOVA, N= 5, effect of stress modality (F(1,4)= 31.3, P= 0.005); effect of stress exposure (F(180,720)= 
9.61, P< 0.0001). 
 
 
4.3.8 Effects of acute stress on ongoing PVN CRH rhythms 
It was shown that PVN CRH neuron population activity was rhythmic throughout the 
24-h day (Chapter 3) and literature demonstrates that acute stress influences ultradian 
CORT secretion. However, it remains unknown if ongoing CRH population activity is 
disrupted by acute stress. Therefore, to test the impact of acute stress on ongoing 
rhythmicity of the CRH neuron population, the entire recording was divided into non-
overlapping 3-h bins, excluding the 20-min stress exposure (Figure 4.8 A) and used to 
compare the mean increase in GCaMP6s fluorescence and the number of up-states. 
Furthermore, the latency to first up-state after stress cessation, the average inter-up-
state-interval length after stress exposure, and the relationship between the last up-
state before the stress and the first up-state post-stress were calculated.  
The mean increase in GCaMP6s fluorescence was compared between the 3-h long 
recording bins to evaluate whether the novel environment affected CRH neuron 
population activity levels. RM One-Way-ANOVA revealed no significant effect on mean 
fluorescence over time (F(1.24,4.98)= 4.06, P=0.09, Figure 4.8 B). 
For all following analysis, the signals were filtered to extract the up-states as described 
previously (Chapter 3.2.4.2). To determine if the number of up-states were affected by 
the stress exposure, they were counted in 3-h bins and compared to control data during 
equivalent times. The first bin (ZT21-ZT0, pre-stress) displayed an average up-state 
count of 4.4 ± 0.4 up-states and 3.6 ± 0.4 up-states in the respective control recordings. 
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The up-state count in the second bin (ZT0-ZT03, pre-stress) was an average of 3.4 ± 
0.6 up-states in comparison to 3.0 ± 0.3 up-states in control data. The first post-stress 
bin (stress-off + 3-h) counted an average of 2.4 ± 0.5 up-states as opposed to 3.2 ± 
0.2 up-states in equivalent control recordings. The last bin (stress-off + 6-h) had an 
average up-state count of 3.0 ± 0.4 up-states relative to 4.0 ± 0.6 up-states in control 
data (Figure 4.8 C). Similarly, to previous analysis, the effect of stress on the number 
of up-states was tested with RM Two-Way-ANOVA. No significant difference was 
found either between groups (stress and control, F(1,4)= 0.78, P=0.42) or over time (F(3, 
12)= 2.56, P= 0.10). The interaction between time and tested groups (stress vs control) 
was not significant (F(2.59,10.04)= 1.91, P= 0.19). 
As the number of up-states appeared unchanged and if anything, more variable, the 
latency to the first up-state post-stress was analysed next. The latency after stress 
encounter appeared longer (64.2 ± 10.1 min) when compared to equivalent time points 
in non-stressed control recordings (32.0 ± 12.4 min, Figure 4.8 D). However, statistical 
analysis revealed no differences between stressed and control recordings (N= 5, P= 
0.31, Wilcoxon-test). 
Since the number of up-states and the latency to first up-state was unaffected by stress 
exposure, it was investigated if inter-up-state-intervals after stress termination were 
different to control data. As for the latency, the intervals appeared longer (57.6 ± 8.8 
min) in stressed as opposed to control data (34.4 ± 3.7 min, Figure 4.8 E), though, 
latencies were found not to differ significantly (N= 5, P= 0.12, Wilcoxon-test).  
Lastly, it was investigated whether the timing of the last up-state before the stress 
exposure could influence the latency of the first up-state after the stress-offset. This 
measure would give further indication of whether the stressor was able to influence 
underlying CRH population rhythmicity. Figure 4.8 F illustrates the result; the latency 
of the first up-state post-stress exposure was unaffected by the latency of the last up-
state before the stress (N= 5, r= 0.4, P= 0.5, Spearman correlation). Latencies post-
stress varied widely. 
 
Taken together, these data show that ultradian CRH neuron population activity was 
not affected by acute stress. However, a subtle trend of reduced CRH population 
activity and reduced number of up-states in the first 3-h after stress exposure could be 
observed. 




Figure 4.8: Effects of acute stress on ongoing PVN CRH neuron population activity. A) 
Representative example trace of CRH neuron population response to 20-min of novel environment 
exposure (orange) subdivided into four analysis periods and overlayed with the filtered signal (black) to 
highlight up-states. B) Mean DF/F0 in 3-h bins; RM One-Way-ANOVA F(1.24,4.98)= 4.06, P= 0.09, N= 
5. C) Number of up-states in 3-h bins comparing stressed (orange) and control (clear) data; RM Two-
Way ANOVA, N= 5, F(1,4)= 0.78, P= 0.42. D) Latency to first up-state after stress-offset under stressed 
(orange) and unstressed (clear) conditions; N= 5, P= 0.31, Wilcoxon-test. E) Inter-up-state-interval 
length after stress-offset under stressed (orange) and unstressed (clear) conditions; N= 5, P= 0.21, 
Wilcoxon-test. F) Relationship between the last up-state before stress-onset and first up-state after 
stress-offset. Spearman correlation, N= 5, r= 0.4, P= 0.5.




Despite recent publications demonstrating CRH neuron population responsiveness to 
various acute stressors in vivo (Kim, Lee et al. 2019; Kim, Han et al. 2019; Li, Navarrete 
et al. 2019; Yuan, Wu et al. 2019), it was previously unknown if CRH neuron population 
responsiveness to acute stress changes across the 24-h day and how acute stress 
might affect ongoing neuronal population rhythmicity. Therefore, using GCaMP6s fibre 
photometry to monitor CRH neuron population activity in behaving mice, these two 
questions were addressed in this chapter. I revealed that CRH neuron population 
activity did not differ between the two tested time points (ZT0 and ZT12), suggesting 
that the CRH population is equally responsive to acute stress throughout the 24-h day. 
Furthermore, I revealed that acute stress showed a trend of disrupting the ongoing 
CRH population rhythmicity, suggesting that the novel environment stress was not 
potent enough to substantially disrupt population rhythmicity. 
 
4.4.1 Diurnal plasma CORT levels 
First, I determined diurnally varying CORT plasma levels in the CRH-ires-Cre mouse 
line at ZT0 and ZT12. I found higher plasma CORT levels at lights off (ZT12) compared 
to lights on (ZT0). These findings indicate that CORT secretion in the CRH-ires-Cre 
mouse line had a diurnal secretion pattern, which is in accordance with previous 
literature. It is well accepted that CORT secretion follows a circadian secretion profile 
in all species studied (McCarthy, Corley et al. 1960; Perlow, Reppert et al. 1981; 
Guillaume, Conte-Devolx et al. 1992; Dalm, Enthoven et al. 2005; Henley, Leendertz 
et al. 2009). Specifically, in both rats and mice, it is known that CORT levels are higher 
at lights off when the animals are active compared to lights on when the animals are 
mostly inactive (McCarthy, Corley et al. 1960; Dalm, Enthoven et al. 2005; Walker, 
Spiga et al. 2012). 
 
4.4.2 PVN CRH neuron population dynamics in response to 
acute stress 
When comparing CRH neuron population responses, in acute stress experiments (WN 
and novel environment) both stress-evoked and basal (before stress) CRH neuron 
activity patterns were similar. Specifically, I showed that the CRH population exhibited 
tonic transient short bursts spontaneously (unstressed). In response to the WN 
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stressor, the CRH population activity increase was immediate and robust, whereas the 
increase in activity was more gradual in response to the novel environment. While CRH 
population activity slowly decayed but remained elevated above baseline throughout 
the stress exposure, removal of the stressor was, in the ZT0 group only, sufficient to 
return activity to pre-stress baseline levels within the recording interval (Figure 4.2 B & 
4.4 A). Furthermore, I found that peak responses and the cumulative sum of emitted 
GCaMP6s fluorescence during the first 5-min of the stress exposure were not 
distinguishable between tested stress modalities (WN vs novel environment). While a 
direct comparison between stressors was difficult due to differing durations of the two 
stressors, I compared the first 5-min of the novel environment exposure with the WN 
exposure to evaluate the same stress duration. This comparison suggests that CRH 
neurons maintain a low level of activity in an unstressed state (pre stress) possibly to 
preserve responsiveness. 
Previous short duration recordings of the CRH neuron population show similar 
spontaneous baseline activity patterns to my findings. Kim et al., Kim and Lee et al. as 
well as Yuan et al. all demonstrate tonic activity patterns of the CRH neuron population 
over short durations of time (seconds to minutes; Kim, Lee et al. 2019; Kim, Han et al. 
2019; Yuan, Wu et al. 2019). The spontaneous firing of a few neurons most likely 
caused these low-level transient GCaMP6s events. In contrast, the synchronous firing 
of smaller sub-populations was possibly responsible for the observed short activity 
burst within the baseline. 
My findings regarding the CRH neuron population activity onset in response to WN 
stress are in accordance with a recent study that used the same stressor (5-min WN). 
They also describe the CRH population response to the 5-min WN stress as immediate 
and robust (Kim, Han et al. 2019). Likewise, Kim, Lee and colleagues investigated the 
CRH population response to a variety of stressors and found that while aversive stimuli 
immediately activated CRH neuron population activity, the activity levels throughout 
the stress exposure were dependent on the stress severity (Kim, Lee et al. 2019). For 
example, during a life-threatening stimulus (forced swim test), CRH population activity 
continued to increase, whereas for less severe stresses, activity peaked and slowly 
decayed throughout the exposure. These data indicate that CRH neuron responses to 
various stressors are very diverse and perhaps gauge the severity of a stimulus. In line 
with this idea, CRH neuron population activity has also been reported to adapt to 
repeated homotypic stresses, suggesting a prevention of excessive activation (Kim, 
Han et al. 2019). Based on this literature and my finding that CRH population activity 
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during stress presentation did not differ between WN and novel environment, I 
conclude that both the WN and novel environment exposure are rated as mild 
stressors. 
It is likely that the decrease in GCaMP6s fluorescence during the course of the WN 
stress period and even after the cessation of the stressor, was caused by a decreasing 
number of active CRH neurons. Another possible explanation is that the CRH 
population fired less synchronised and with a lower spike frequency, which would also 
reduce the signal I measure. Of the two possibilities, the former seems more likely. My 
observation that the initial stress-evoked activity was the highest observed activity level 
suggests that at this time point, a considerable number of CRH neurons were 
simultaneously active.  
 
4.4.3 Comparison of maximum spontaneous vs stress-evoked 
responses 
The fact that spontaneous PVN CRH population activity occasionally appeared with 
similar amplitudes than stress-evoked responses was surprising. As already discussed 
in Chapter 3.4.2, I propose that small amplitude spontaneous activity is not capable of 
initiating CRH peptide release. However, these large/ peak fluorescence values can 
only be achieved with fibre photometry by synchronous firing of a large group of 
neurons or a high firing frequency. Hence, I assume that these very large amplitude 
spontaneous events lead to hormone release. I assume so because we know that 
stress-evoked responses lead to hormone release, therefore similar magnitude events 
should have a similar effect. The amount of released hormone is potentially much less 
when these large spontaneous events occur outside of an up-state, because of the 
short-lasting nature of these high amplitude spontaneous events. I further speculate, 
that these large amplitude spontaneous events could be involved in regulating the 
circadian hormone level. However, these are solely speculations and more research 
is required to link hormone secretion patterns to CRH population activity patterns.  
 
4.4.4 Effect of time of day on PVN CRH neuron population 
responsiveness 
When testing the responsiveness of the CRH neuron population to a 5-min WN 
stressor at ZT0 and ZT12, I hypothesised that the CRH population would be less 
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responsive during the circadian CORT peak (ZT12) due to suppressive effects CORT 
has on CRH activity (Di, Malcher-Lopes et al. 2003; Wamsteeker Cusulin, Fuzesi et al. 
2013a; Senst, Baimoukhametova et al. 2016). Time of day, thus partially diurnally 
differing CORT levels, did not appear to affect basal CRH population activity as 
apparent by non-differing pre-stress event frequency, mean DF/F0, and MAD between 
ZT0 and ZT12. However, it cannot be ruled out that overall, the baseline was higher in 
one of the recorded groups as in both groups baselines were set to 0 separately.  
  
Furthermore, no significant difference between ZT0 and ZT12 was found in stress-
evoked CRH neuron population activity in most parameters tested. Only the cumulative 
summation, which is the most sensitive measure, showed a statistically significant 
difference between the two tested time points (ZT0 vs ZT12). Specifically, the two 
signals started to diverge roughly after stress-offset, but higher activity levels in ZT12 
recordings were only statistically significant from 13-min after stress-offset onwards. 
This finding was consistent with my previous finding that the CRH population was more 
active during the night (Chapter 3). These data suggest that in vivo diurnally differing 
CORT levels did not influence the responsiveness of the CRH population to an acute 
stressor during stress exposure.  
While literature in the past was very controversial regarding the time of day effect on 
magnitude differences in stress-evoked CORT plasma levels (Zimmermann and 
Critchlow 1967; Gibbs 1970; Dunn, Scheving et al. 1972; Kant, Mougey et al. 1986), 
automated high-resolution blood sampling devices have given more reliable insight 
into this matter. Using this technique, Atkinson and co-workers have shown that the 
CORT increase (D rise from pre-stress level) after a 10-min WN stressor between day 
and night stress presentation did not differ (Atkinson, Wood et al. 2006), which is in 
line with my observation of non-differing CRH population responses and suggests 
equal HPA responsiveness throughout the 24-h day. 
Interestingly, when assessing the stress-evoked CORT response in relation to the 
underlying ultradian CORT pulsatility, multiple studies found that stress-evoked CORT 
release was higher when stress exposure coincided with the rising phase of an 
ultradian CORT pulse as opposed to the falling phase of the ultradian CORT pulse 
(Windle, Wood et al. 1998a; Windle, Wood et al. 1998b; Windle, Wood et al. 2001; 
Atkinson, Wood et al. 2006; Sarabdjitsingh, Conway-Campbell et al. 2010). Based on 
my data, I could not make any predictions regarding possible differences of CRH 
neuron responsiveness during high secretory (rising) vs low secretory (falling) ultradian 
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CORT phases, firstly because I was unable to distinguish between rising and falling 
phases of the ultradian CORT secretion due to a lack of high-resolution CORT data. 
Secondly, all my experiments (stress presentations) were conducted during low CRH 
population activity as I had explicitly waited for a low activity baseline before stress 
presentation.  
 
When evaluating the effect of time of day on post-stress CRH population activity, my 
data revealed no difference between the tested time points (ZT0 and ZT12) as 
apparent by non-differing post-stress event frequency, mean DF/F0, and MAD. This 
finding was controversial to what Kim et al. reported (Kim, Han et al. 2019). While the 
acute stress response between metyrapone-injected (CORT production inhibited) and 
saline-injected animals did not differ, the basal activity levels subsequently to an acute 
stressor was higher in metyrapone-treated animals, suggesting that CORT suppresses 
post-stress CRH population activity (Kim, Han et al. 2019). However, the suppressive 
effect of CORT in their experiments was apparent 40-min after stress onset, which was 
outside the post-stress time frame I captured in my recordings. Furthermore, their 
experiment is not precisely comparable to mine as they are comparing a no CORT to 
a high CORT condition both tested during the day. In contrast, my experiment 
compares low CORT (ZT0), which could be sufficient to suppress CRH activity enough 
to make it indistinguishable, to the compared high CORT (ZT12) condition. 
In my data, only the most sensitive measure, the cumulative sum, showed differences 
in CRH population activity levels between ZT0 and ZT12. Specifically, CRH population 
activity started to become higher in the ZT12 group roughly after stress-offset. 
However, statistical significance was only reached another 13-min later. This data 
implies that diurnal mechanisms might influence basal and post-stress CRH population 
activity at the tested time points. It is well accepted that the SCN influences the diurnal 
HPA axis function (Kalsbeek, Buijs et al. 1992; Kalsbeek, van Heerikhuize et al. 1996; 
Kalsbeek, van der Spek et al. 2012) and there is increasing evidence that it might even 
affect stress-evoked CORT secretion (Buijs, Kalsbeek et al. 1993; Buijs, Wortel et al. 
1997). Namely, the SCN serves to suppress HPA axis function during the day (ZT0 
condition), whereas this suppression subsides during the night (ZT12 condition; Buijs, 
Kalsbeek et al. 1993), leading to higher CRH neuron population activity levels. This 
hypothesis of generally higher CRH population activity levels during the night 
compared to the day, potentially influenced by the SCN, is further supported by my 
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findings in Chapter 3, where I demonstrate that spontaneous CRH population activity 
is higher at night (ZT12 condition). 
There is growing evidence that the role of CRH neurons is more complex than solely 
regulating HPA axis output. Recent literature suggests that CRH neurons are also 
involved in regulating the stress-evoked behavioural response (Fuzesi, Daviu et al. 
2016; Daviu, Fuzesi et al. 2020). Hence, another physiological explanation of why the 
stress-evoked CRH population activity levels did not differ between the two tested time 
points (ZT0 and ZT12) could be that these neuronal activity levels are required for 
other stress-related functions such as to stimulate appropriate behavioural responses. 
From an evolutionary perspective, my result is meaningful; indifferent of the time of 
day, the animal is always ready to react to a stressor in the same way. However, 
literature comparing CORT secretion in response to stress at different times of the day 
is not conclusive (Zimmermann and Critchlow 1967; Gibbs 1970; Dunn, Scheving et 
al. 1972 ). The effect of stress delivered at different times of day on CORT secretion 
has been shown to be the same (Zimmermann and Critchlow 1967), higher in the 
evening (Gibbs 1970) or higher in the morning (Dunn, Scheving et al. 1972). While it 
remains unclear if the HPA axis output is influenced by the time of day, it is well 
accepted that the CORT feedback at the pituitary and the adrenal gland as well as the 
response of the adrenal gland to ACTH differs diurnally (Oster, Damerow et al. 2006; 
Walker, Spiga et al. 2015; Gjerstad, Lightman et al. 2018; Kim and Iremonger 2019), 
which possibly modulates HPA axis output. These diurnal differences may have 
evolved to protect the animal from overexposure to CORT and save energy. 
 
While analysis of the simultaneously recorded behavioural data revealed no effect of 
time of day (ZT0 vs ZT12) on the behavioural response to the WN stress exposure, 
stress increased animal locomotion in the ZT0 group. In the literature, WN exposure is 
classed as a mild stressor and was shown to increase risk-assessment behaviours 
such as rearing, locomotion and grooming (Campeau and Watson 1997; Windle, Wood 
et al. 1998a; Atkinson, Wood et al. 2006). Furthermore, Sarabdjitsingh et al. had 
reported higher behavioural stress responses when the stressor coincided with the 
rising phase of an ultradian CORT pulse as opposed to the falling phase of an ultradian 
CORT pulse (Sarabdjitsingh, Conway-Campbell et al. 2010). Again, in my data, I could 
not distinguish between the rising vs falling phase of a CORT pulse as I had no access 
to simultaneous CORT measurements. Generally, it was difficult to compare my results 
with previously published data as the former have focused on risk-assessment 
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behaviours such as rearing and grooming. In contrast, I have investigated a 
combination of locomotion and in-place movement. Furthermore, animal strain and sex 
might have an impact on behaviour as well (Windle, Wood et al. 1998a) and most 
previous research has been performed in rats. 
 
4.4.5 Effect of acute stress on PVN CRH population rhythms 
Exposure of animals to a novel environment was used to investigate whether acute 
stress affected ongoing CRH population rhythms. The stressor was changed from the 
5-min WN to the 20-min novel environment exposure because it appeared that the 
CRH neuron population response to 5-min WN stress habituated. Furthermore, I 
expected the novel environment exposure to result in more sustained CRH neuron 
population activation and consequently a more substantial perturbation of the natural 
rhythm. 
Throughout the novel environment exposure, CRH population activity exhibited a trend 
towards being elevated above baseline (P= 0.05). However, when comparing the 
increase in DF/F0 of the first 5-min of the novel environment exposure to the WN 
exposure, both responses did not differ. Neither did the more sensitive measure, the 
cumulative sum of DF/F0 increase, differ between stress modalities during the 5-min of 
overlapping stress presentation. This finding could indicate that both stressors might 
be perceived of similar severity by the animal.  
When investigating the effect of the stress on CRH population rhythmicity, I found that 
mean DF/F0 increase 20-min after stress-offset was higher compared to 20-min before 
the stress-onset. This elevated neuronal activity could be a result of the stress 
introduced by handling the animal when placed back into its home-cage. However, this 
significance was absent when 3-h long bins prior stress-onset and post stress-offset 
were compared, suggesting a short-lasting/ initial effect because the 3-h long bin post 
stress-offset did show a trend in reduced neuronal activity. Furthermore, all other 
measures, namely the number of up-states, the latency to first up-state, and the inter-
up-state-interval were not found to differ from control data.  
 
Little is known about the effect of acute stress on HPA axis rhythmicity. Windle and 
colleagues investigated the effect of acute stress on the ultradian CORT secretion. To 
do so, they stressed female rats with a 10-min WN stressor and automatically collected 
blood samples in 10-min intervals for 3-h post-stress. Interestingly, they found that the 
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CORT inter-pulse-intervals were longer, and the pulse frequency was reduced in the 
3-h following the stress exposure (Windle, Wood et al. 1998b). With a similar approach, 
Atkinson and co-workers showed that after a 10-min WN stressor during the day, the 
ultradian CORT secretion was inhibited for a prolonged period of time (Atkinson, Wood 
et al. 2006). Lastly, Rankin and co-workers demonstrated a resetting of the CORT 
secretion pulses following acute stress. They created a mathematical model based on 
previously published physiological data and suggest that when a stressor coincides 
with the secretory (rising) phase of an ultradian CORT pulse, then both the natural 
oscillation and the stress stimulate the system to secrete CORT, and the subsequent 
pulse is advanced in time. Whereas if the perturbation coincides with the falling phase 
of a CORT pulse, the stimulation of the natural oscillation to secrete CORT is highly 
reduced, however, the stress still stimulates secretion, consequently, the subsequent 
pulse is delayed in time (Rankin, Walker et al. 2012). None of these previously reported 
phenomena could be observed in my data, however, similar trends were observed 
therefore a bigger experimental group might be able to reveal differences in the future. 
 
4.4.6 Caveats of this study  
In retrospect, there are some limitations and caveats to my study, which are discussed 
below. Limitations regarding the blood sampling study that confirmed diurnally differing 
plasma CORT levels at ZT0 and ZT12 were that I only tested two time points and 
therefore could not confirm a circadian secretion profile. However, the two time points 
that were used for further testing clearly showed significant differences in plasma 
CORT levels. 
Another caveat of my experimental setup, related to the circadian CORT profile, was 
that while I was able to confirm significantly higher plasma CORT levels at ZT12 in a 
separate cohort of mice, I was unable to test if the circadian CORT rhythm persisted 
in the experimentally used cohort of mice when connected to the recording system. 
Potentially the experimental setup could be rather stressful for the animal, which would 
lead to a disruption of the naturally occurring circadian CORT secretion. As a 
consequence, when interpreting my data I can only relate to the time of day effect, 
which might include effects of diurnally differing CORT levels as well as other 
parameters, for example, the SCN. It would be interesting to test in the future how the 
SCN influences the time of day responsiveness of the CRH population. Appropriate 
techniques in order to simultaneously monitor the plasma CORT levels were not 
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available to me. Hence, in the future, it would be advisable to design an experiment in 
which the circadian CORT rhythm can be monitored while animals are recorded with 
the photometry setup. Realistically this is most practical in the rat as automated high-
resolution blood sampling is not yet feasible in mice. 
 
Relating to my behavioural experiment, the fact that I did not find an effect of time of 
day not even in locomotion activity was slightly concerning and is a second indication 
that it would be beneficial to test if circadian CORT rhythms persist when animals are 
tethered. This surprising finding could have been caused either by the inaccuracy of 
the automated behavioural detection software or perhaps the fibre disrupts the 
animal’s activity more than I initially suspected. As a consequence, it would be 
beneficial to investigate a second method of animal behaviour detection in order to 
compare results. Indeed, recent literature suggests a powerful technique that is based 
on neural network learning (Nath, Mathis et al. 2019). In addition, to estimate to what 
extent the tethering disrupts normal animal activity, I suggest to use the same cohort 
of mice that were used for fibre photometry recordings within the same setup, but only 
record their activity/ behaviour instead of simultaneous behaviour and neuronal data. 
This experiment would shed light on how disruptive the fibre tethering is and how much 
might be caused solely by the change of environment from the housing facility to the 
testing room. Furthermore, to facilitate the comparison between my data and literature, 
it would be advantageous to measure more common parameters such as grooming 
and rearing in the future.  
 
The caveats relating to the novel environment experiment are as follows. When the 
animals underwent this experimental paradigm, they were all above one-year of age. 
The CORT rhythm is known to change in aging animals (Dalm, Enthoven et al. 2005) 
and therefore, solely the age of the animals could have had an impact on my results. 
Furthermore, as I measure ultradian events, which are known to be somewhat variable 
within and between animals (Goh, Maloney et al. 2019), a bigger cohort of mice would 
be advisable for future experiments. The fact that ultradian events are quite variable 
causes difficulty of an appropriate control data set. Because the occurrence of an 
ultradian event is not time-locked, the same time point in a control recording is a rather 
vague comparison. Perhaps increasing the number of animals tested could help to 
overcome this caveat at least partially. In my current data, small trends and also higher 
variability occurred; to clarify effects a higher number of animals needs to be tested. 
  Chapter 4 
 
 157 
Only a small cohort of animals were used in this last experiment as it was a very 
demanding experiment and time was limited towards the end of my PhD to further 
inject and implant additional animals. 
Regarding the comparison of the two stressors (WN and novel environment), I have to 
point out that these experiments had been recorded in different recording modes; 
scheduled mode for the novel environment as opposed to the continuous recording for 
the WN exposure. The recording mode profoundly impacted the sampling frequency 
of my data: when acquiring data in the scheduled mode, I missed 7-sec of neuronal 
response while the LED’s were switched off and in addition to that the 2-sec of 
recorded neuronal data were later averaged to one data point every 10-sec. This 
procedure profoundly reduced the resolution of my data when compared to the 
continuous recording (61 Hz) This caveat has to be considered when comparing 
between WN and novel environment data. Besides, the WN stress was an 
experimenter hands-off approach, whereas I had to physically interact with the animal 
for the novel environment experiment. This was a further differing parameter, which 
could also have influenced the result. I suggest for the future to use an experimental 
approach without physical interaction of the experimenter with the animal. 
 
4.4.7 Conclusion 
The data presented here show that time of day does not affect the responsiveness of 
the CRH neuron population to 5-min WN stress nor the behavioural response elicited 
by this stress. This strongly suggests that CRH neurons responsiveness to an acute 
stressor does not differ across the 24-h day. Furthermore, my data suggests that an 
acute stressor does not significantly disrupt ongoing ultradian activity patterns of the 
CRH neuron population. Providing evidence that the CRH population is capable of 
maintaining ongoing rhythmic activity patterns even after acute stress.  





  Chapter 5 
 
 159 
5.1 Summary of major findings 
My PhD thesis has expanded the knowledge about in vivo PVN CRH neuron 
population rhythmicity as well as responses to acute stress across the 24-h day. 
Chapter 3 of my PhD thesis presented for the first time spontaneous in vivo PVN CRH 
neuron population activity patterns across the 24-h day. CRH population activity 
alternated between approximately 20-min long ultradian activity bursts (up-states) and 
periods of low ongoing neuronal activity levels. The up-states occurred roughly once 
per hour consistently throughout the 24-h day, which was remarkably similar to the 
frequency of ultradian CORT release in rats (Jasper and Engeland 1991; Windle, 
Wood et al. 1998b). This observation led to the speculation that CRH activity bursts 
may drive ultradian CORT secretion. Both up-states and the low ongoing activity level 
periods were interspersed with spontaneous fast transient calcium events that did not 
change in frequency, amplitude, or duration during the 24-h day. Unexpectedly, my 
observed diurnal PVN CRH population rhythms did not match the time course of 
previously reported circadian CORT secretion in mice (Dalm, Enthoven et al. 2005). 
However, interestingly, up-states were longer throughout the night (active phase) and 
correlated with increased animal activity. Specifically, an increase in CRH population 
activity appeared to coincide with an increase in total animal activity, which was a 
combination of locomotion and in-place activity. Previously PVN CRH neurons have 
been suggested to influence stress-evoked behaviours (Fuzesi, Daviu et al. 2016; Kim, 
Lee et al. 2019; Yuan, Wu et al. 2019; Daviu, Fuzesi et al. 2020). However, my study 
is the first to show a relationship between spontaneous home-cage animal activity and 
PVN CRH neuron population activity. Furthermore, I found across animals that CRH 
population activity was elevated within the first 30-min after the transition into the night, 
which resulted in the occurrence of an ultradian activity burst shortly (~ 9.6 min) after 
this transition. 
 
Chapter 4 of my PhD thesis presented PVN CRH neuron population responses to 
acute stress at different times during the 24-h day as well as the impact of acute stress 
on ongoing CRH population rhythms discovered in Chapter 3. Specifically, it is shown 
here for the first time, that time of day did not influence the responsiveness of the PVN 
CRH population to an acute 5-min WN stressor. Furthermore, I found that ongoing 
PVN CRH population rhythms were not significantly disrupted by acute 20-min novel 
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environment stress, suggesting that novel environment stress is not potent enough to 
substantially disturb ongoing natural activity patterns. 
 
To summarise, these data presented here are the first to reveal in vivo ultradian and 
diurnal rhythms in the PVN CRH neuron population activity across the 24-h day with a 
strong link to the animal’s home-cage activity. Furthermore, acute stress subtly 
affected ongoing ultradian rhythms within the PVN CRH population and the CRH 
neural responses to acute stress were not found to depend on time of day. 




Figure 5.1: Summary of major results. My thesis revealed ultradian and diurnal activity patterns of 
the PVN CRH neuron population across the day/ night cycle with significantly higher activity levels during 
the night (1). I further found that PVN CRH neuron population activity positively correlated with total 
animal activity, which was a combination of locomotion and in-place activity (2). Additionally, that the 
PVN CRH neuron population response to an acute stress did not depend on the time of day (3). Lastly, 
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5.2 In vivo PVN CRH neuron population rhythms 
This work demonstrates the possible in vivo neuronal activity patterns that may drive 
ultradian and circadian CORT secretion. Interestingly, the frequency of up-states was 
similar to the frequency of ultradian CORT secretion in rats (Jasper and Engeland 
1991; Windle, Wood et al. 1998b). Whereas, neither event parameters (frequency, 
amplitude, duration) of fast transient calcium events nor diurnally varying activity levels 
(longer up-states throughout the night) exhibited by the PVN CRH neuron population 
matched the time course of circadian CORT secretion patterns in rodents (Lightman 
and Conway-Campbell 2010; Waite, McKenna et al. 2012). Instead, CRH population 
activity was elevated shortly after the circadian CORT peak in rodents (Dalm, Enthoven 
et al. 2005; Lightman and Conway-Campbell 2010; Waite, McKenna et al. 2012) and 
up-states were longer during the night. These findings have to be interpreted in light of 
two caveats; firstly the scheduled recording mode missed activity that occurred with a 
faster frequency than 0.1 Hz and secondly the data recording procedure (tethered 
animal) potentially stressed the animal; hence could have changed naturally occurring 
CRH population activity patterns. In the following sections, potential brain regions that 
may contribute to generating these observed PVN CRH activity patterns are explained.  
 
5.2.1 Diurnal PVN CRH neuron population activity regulation  
The diurnal changes in PVN CRH neuron population activity patterns were subtle. 
Precisely, they consisted of longer average up-state durations and total time spent in 
up-states during the night. Additionally, CRH population activity was consistently found 
to be elevated during the first 30-min post-transition into the night (active phase), which 
led to an up-state within ~10 min after the transition. These diurnal changes in CRH 
activity could be driven by a combination of afferent inputs, possibly including inputs 
from the SCN and the LC. The SCN as the body’s master clock projects directly and 
indirectly (via the sub-PVN) to PVN CRH neurons, releasing three different 
neurotransmitters, namely GABA, VP, and VIP (Tousson and Meissl 2004; Cullinan, 
Ziegler et al. 2008; Colwell 2011; Paul, Hanna et al. 2020). These SCN inputs could 
together or individually contribute to the here reported diurnal activity patterns of the 
PVN CRH population.  
It is well accepted that CRH neurons are under tonic GABA inhibition primarily 
originating from intra-hypothalamic areas (Herman, Tasker et al. 2002; Cullinan, 
Ziegler et al. 2008). Since GABA is the SCN’s most prominent output (Strecker, Wuarin 
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et al. 1997), it could be involved in suppressing PVN CRH neuron activity during the 
inactive phase, resulting in reduced total time spent in up-states. Additionally, VP 
secretion peaks during the inactive phase of the animal and low levels of secretion 
occur during the active period in rats (Gillette and Reppert 1987; Kalsbeek, Fliers et 
al. 2010). VP’s actions on the hypothalamus are inhibitory (Kalsbeek, Buijs et al. 1992), 
resulting in a suppression of CRH neuron activity during the inactive phase while the 
suppression diminishes towards the active phase. Lastly, the characterisation of SCN 
VIP neurons showed that their output also conveys a coordinated circadian rhythm, 
precisely a strong inhibitory GABAergic signal, suppressing activity in target cells 
during the mid-day (Paul, Hanna et al. 2020). Taken together, a combination of 
substantial inhibitory inputs (GABA, VP, VIP) from the SCN during the inactive phase 
is likely to be involved in suppressing PVN CRH neuron activity during the inactive 
phase. This suppression of CRH activity could lead to shorter average up-states and 
less total elevated CRH activity. In contrast, literature suggests that SCN suppression 
subsides towards the active phase of the animal, which could, firstly, promote the 
elevated CRH activity observed in the first 30-min after the transition into the night and, 
secondly, lead to longer average up-states and total elevated activity levels of the PVN 
CRH population. 
 
Interestingly, CRH population activity levels were elevated throughout the night, which 
is the active phase of mice. Hence, it is conceivable that other, activity stimulating, 
afferent inputs contribute to the observed elevated activity levels of the PVN CRH 
neuron population during the night. One candidate is the LC as it is known to be a 
major arousal enhancing centre and involved in sleep-wake rhythms (Gonzalez, 
Debilly et al. 1998; Aston-Jones, Chen et al. 2001; Gonzalez and Aston-Jones 2006). 
Direct projections from the LC to PVN CRH neurons have been demonstrated (Mc 
Kellar and Loewy 1981; Cunningham and Sawchenko 1988) with higher spontaneous 
activity patterns during the active phase compared to the inactive phase in rodents 
(Gompf and Aston-Jones 2008). Therefore, I suggest that the LC, as arousal 
enhancing stimulus, is involved in stimulating the reported higher CRH population 
activity levels throughout the night. Furthermore, it is also likely that the LC is 
contributing to stimulate the up-state shortly after the transition into the night as this is 
the waking time of mice and the LC promotes an increase in arousal/ wakefulness 
(Gonzalez, Debilly et al. 1998; Aston-Jones, Chen et al. 2001; Gonzalez and Aston-
Jones 2006). 
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Surprisingly, the observed diurnal activity patterns of the CRH PVN population (longer 
up-states throughout the night) did not match the previously reported time course of 
circadian CORT secretion in mice (Dalm, Enthoven et al. 2005). Precisely, CRH activity 
was not found to peak before the transition into the night (ZT12). This could indicate 
that other circuits independent of CRH might be controlling circadian CORT secretion. 
Indeed, there is evidence, suggesting that the SCN via pre-autonomic PVN neurons, 
is capable of manipulating circadian CORT release (Buijs, Wortel et al. 1999; Paul, 
Hanna et al. 2020). However, there is also evidence that in CRH deficient mice, the 
circadian CORT secretion is absent (Muglia, Jacobson et al. 1997). As a consequence, 
I hypothesise that circadian CORT secretion is regulated by a combination of CRH-
dependent (via the HPA axis) and CRH-independent (via PVN pre-autonomic neurons) 
circuits, which would explain the mismatch between the time course in circadian CORT 
secretion and my recorded diurnal PVN CRH neuron activity patterns. To gain insight 
into the role each of these circuits plays, more research is required in the future.  
 
To conclude, diurnal PVN CRH population activity pattern changes were subtle. It is 
plausible that the observed increase in CRH population activity shortly after the 
transition into the night (ZT12) and the overall elevated activity levels throughout the 
night are a result of a combination of subsiding inhibitory inputs from the SCN and 
increasing stimulatory inputs from the LC. Further, that the mismatch of diurnal CRH 
population activity changes with the time course of circadian CORT secretion in mice 
might be a consequence of CRH-dependent and CRH-independent circuits regulating 
circadian CORT secretion. Nevertheless, it remains unclear what drives diurnal activity 
patterns within the PVN CRH population. 
 
5.2.2 Regulation of ultradian PVN CRH population rhythm 
The roughly hourly occurring up-states exhibited by the PVN CRH population was 
remarkably similar to the frequency of ultradian CORT secretion in rats (Jasper and 
Engeland 1991; Windle, Wood et al. 1998b), suggesting that the PVN CRH population 
may drive ultradian CORT release. However, it is unknown how these up-states are 
generated. Two mechanisms are possible 1) ultradian PVN CRH activity is intrinsically 
generated, which would imply that CRH neurons are the pulse generator of the HPA 
axis, or 2) ultradian activity is imposed onto PVN CRH neurons by ultradian patterns 
of activity in afferent inputs. To date, there is no evidence supporting either theory. 
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However, to answer the pulse generator hypothesis, we require additional 
experimental evidence to draw conclusions. Firstly, we would need clarification about 
whether CRH ultradian activity is self-generated and secondly evidence that observed 
activity patterns match with hormone secretion pulses. While the frequency of up-sates 
appears to match remarkably well with ultradian CORT secretion in rats (Jasper and 
Engeland 1991; Windle, Wood et al. 1998b), a direct link is still missing. Therefore, 
one can speculate about potential upstream neuronal circuits that could generate the 
observed pulsatile CRH population activity. Some candidates are discussed below. 
Within the PVN, there are reciprocal connections between CRH and CRHR1 
expressing neurons that are suggested to influence HPA axis activity (Jiang, 
Rajamanickam et al. 2018). These CRHR1 expressing neurons also project to areas 
within the brain stem that are known to provide NA projections back to the PVN (Jiang, 
Rajamanickam et al. 2018). There is further evidence for ultradian NA secretion in the 
posterior hypothalamus (Levin, Goldstein et al. 1978; Philippu, Dietl et al. 1979; Dietl, 
Prast et al. 1993). While the posterior hypothalamus is not the region of the PVN, it still 
provides a lead to follow up on. Philippu and co-workers found a rhythm with a 
frequency of one pulse approximately every 70-min in anaesthetized cats (Philippu, 
Dietl et al. 1979). Further evidence for ultradian release of NA in the posterior 
hypothalamus was found in freely moving rats (Dietl, Prast et al. 1993). Dietl and 
colleagues showed two rhythms, one pulse of NA every 92-min and in addition to this, 
a peak every 12-h –at the end of the inactive and active phase respectively. As NA 
provides one of the primary excitatory inputs to the PVN CRH neuron population 
(Plotsky, Cunningham et al. 1989; Itoi, Suda et al. 1994; Flak, Myers et al. 2014) the 
above circuit or other ultradian NA secretion circuits within the hypothalamus would be 
possible candidates to generate the observed pulsatile activity within CRH neurons. 
Another candidate that could generate ultradian CRH population activity could be 
orexin neurons within the LH. These neurons also activate PVN neurons and the HPA 
axis (Al-Barazanji, Wilson et al. 2001; Follwell and Ferguson 2002; Bonnavion, 
Jackson et al. 2015). Lastly, ultradian locomotor activity was shown to be generated 
by midbrain dopamine circuits (Blum, Zhu et al. 2014). Notably, ultradian locomotor 
activity appears to correlate with periods of CORT secretion in rats (Honma and 
Hiroshige 1978b; Waite, McKenna et al. 2012).  
To conclude, the PVN CRH population exhibited strong ultradian activity patterns. 
While there are several neuronal circuits that could generate these pulsatile PVN CRH 
activity bursts, cellular mechanisms driving these are currently unclear. 
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5.2.3 PVN CRH neuron population activity and arousal 
The most interesting finding was that up-states correlated with spontaneous home-
cage activity, including locomotion and in-place activity. In-place activity were usually 
exploratory head movements and therefore often appeared as if the animal would 
wake up and quickly check on its environment, reminding of a safety inspection for 
which the animal would have to increase arousal. As a consequence, I hypothesise 
that PVN CRH neurons are involved in stimulating vigilance. There is evidence that 
CRH peptide stimulates arousal during stress (Shibasaki, Imaki et al. 1994), and even 
during basal conditions as shown by central injections of CRH peptide (Eaves, 
Thatcher-Britton et al. 1985; Ehlers, Reed et al. 1986; Opp 1995; Chang and Opp 
2001). Further, that PVN CRH neurons mediate stress-evoked behaviours such as an 
increase in grooming and increased escape behaviour (Fuzesi, Daviu et al. 2016; 
Daviu, Fuzesi et al. 2020). These data provide clear evidence that CRH peptide, as 
well as CRH neuron activity, mediate an increase in alertness. However, the question 
of whether CRH peptide and PVN CRH neuron activity is also a circadian and ultradian 
alerting signal remains unclear. It is well described that rodents have a circadian sleep-
wake pattern with higher amounts of wakefulness during the night as well as ultradian 
sleep bouts that are shorter during the night (Chou, Scammell et al. 2003; Mochizuki 
2004; Gonzalez and Aston-Jones 2006). In addition, locomotor activity occurs with a 
circadian and ultradian pattern, specifically with higher activity levels during the night 
(Buttner and Wollnik 1984; Vitaterna, King et al. 1994; Poon, Wu et al. 1997; Herzog, 
Takahashi et al. 1998; van der Veen, Minh et al. 2006; Nakamura, Yamazaki et al. 
2008). Lastly, even the EEG-defined arousal state increases approximately every 100-
min in mice (Miyata, Kuwaki et al. 2016). While some of these data link CRH peptide 
or PVN CRH neuron activity to the mediation of these alertness-increasing states, my 
in-place activity data is difficult to compare to previous literature as it is a rather 
inaccurate measure to predict arousal/ alertness/ sleep-wake states. Therefore, I 
suggest performing fibre photometry and EEG experiments simultaneously to gain a 
more reliable parameter of arousal states. Moreover, the CRH system likely acts in 
synergy with other alertness-stimulating systems. One candidate is the orexin system 
as it has been reported to stimulate arousal (Chemelli, Willie et al. 1999; Mochizuki 
2004; Miyata, Kuwaki et al. 2016). In the meantime, my data provide the first evidence 
of a possible link between spontaneous CRH neuron activity and spontaneous arousal 
states, however, more work is required to provide definitive answers. 
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5.3 In vivo PVN CRH population response to acute stress 
In addition to revealing the spontaneous 24-h PVN CRH activity patterns, my PhD also 
expands the field of PVN CRH neuron population responses to acute stress. 
Specifically, I showed that time of day did not influence the responsiveness of the PVN 
CRH neuron population to a 5-min WN stressor, suggesting that fluctuations in 
circadian CORT levels do not affect CRH responsiveness. Interestingly, ongoing PVN 
CRH neuron population activity patterns showed a trend of being subtly disrupted by 
a 20-min novel environment exposure. This finding adds to previously published 
results, where acute stress led to slightly longer inter-pulse-intervals in ultradian CORT 
release post-stress in rats (Windle, Wood et al. 1998b). My current data suggest that 
the novel environment stressor may be too mild to cause a substantial disruption of 
ongoing PVN CRH population ultradian activity bursts. In the following, possible 
mechanisms that can lead to non-differing acute stress responses at different times of 
day are explained. Also, a plausible explanation is given why acute stress only subtly 
disrupts ongoing PVN CRH neuronal activity patterns. 
 
5.3.1 Effect of acute stress on PVN CRH population response at 
different times during the 24-h day 
From an evolutionary perspective, survival and increasing the chance of survival is 
pivotal for every organism; hence the way an organism processes threats is 
determinative. The results presented in my thesis showed that the PVN CRH neuron 
population responsiveness to 5-min WN acute stress did not differ throughout the 24-
h day (ZT0 vs ZT12). This finding was against my hypothesis as I predicted increasing 
CORT levels towards the night would reduce the responsiveness of the CRH 
population. Two possible explanations of why stress-evoked signals are not processed 
differently across the day are discussed. Firstly, it is possible that regardless of 
possible CORT actions on basal CRH activity, stress-evoked activity is not influenced 
by CORT. This idea has been previously reported (Kim, Han et al. 2019). Kim et al. 
compared the stress-evoked response and post-stress CRH neuron activity in saline-
injected and metyrapone-injected (CORT synthesis blocker) mice (Kim, Han et al. 
2019). They found that while the acute stress response between metyrapone-injected 
and saline-injected animals did not differ, the basal activity levels subsequently to 
acute stress was higher in metyrapone-treated animals, suggesting that CORT 
suppresses post-stress CRH population activity (Kim, Han et al. 2019). While this is a 
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plausible explanation, the effect of CORT on basal activity was subtle in my findings. 
Therefore, the second explanation could be that fluctuating CORT levels may not 
influence CRH neuron excitability at all. This hypothesis is in line with my findings in 
Chapter 3, where I showed that spontaneous CRH activity was elevated throughout 
the night and more importantly also elevated shortly after the circadian CORT peak in 
mice (Dalm, Enthoven et al. 2005). My findings of non-differing stress responses at 
ZT0 vs ZT12 are in accordance with previously reported data on the magnitude of 
stress-evoked CORT secretion at different times of day (Atkinson, Wood et al. 2006) 
and the comparison of stress-evoked PVN c-fos mRNA expression levels at different 
times of day (Girotti, Weinberg et al. 2007).  
One could even further speculate that stress-evoked signals have the highest 
processing priority as they appear to be able to overwrite underlying physiological 
states such as sleep/ arousal. Evidence supporting this idea has been previously 
reported in rats, where stress increased waking and arousal (Shibasaki, Imaki et al. 
1994; Opp 1995). From an evolutionary perspective, non-differing stress responses 
across the 24-h day increase chance of survival, I therefore speculate that CRH 
neurons have stereotyped stress-response templates that might even be categorised 
in different levels of stress severity. These stress-response templates are not static but 
have been shown to be highly plastic as mice can habituate to mild stressors such as 
a 5-min WN exposure (Kim, Han et al. 2019). It would be interesting to test the 
hypothesis of these stereotyped stress-response templates for different stress 
severities in the future. So far, the comparison of the WN stressor with the novel 
environment showed only subtle differences, although this result has to be considered 
with reservation due to the differences in recording mode (scheduled vs continuous).  
To conclude, my data implies that fluctuating CORT levels do not impact stress-evoked 
PVN CRH neuron responses across the 24-h day. I speculate that this is likely to 
ensure the same physiological response indifferent of time of day to increase chances 
of survival. 
 
5.3.2 Effect of acute stress on ongoing PVN CRH population 
rhythms 
Interestingly, ongoing ultradian PVN CRH neuron population activity patterns showed 
a trend of being subtly disrupted following a 20-min novel environment exposure. This 
finding adds to previously published results showing marginally decreased pulse 
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frequency and increased inter-pulse-intervals after noise stress in rats (Windle, Wood 
et al. 1998b). Furthermore, based on these studies, Rankin et al. created a 
mathematical model to demonstrate that acute noise stress leads to a resetting of the 
ultradian CORT secretion (Rankin, Walker et al. 2012). These findings by Rankin et al. 
and Windle et al. together with my suggestion from findings in Chapter 3 that ultradian 
PVN CRH population bursts might drive ultradian CORT secretion are in line with my 
current findings that ongoing CRH rhythmicity was possibly subtly disrupted by acute 
stress. I discovered a trend towards longer inter-up-state-intervals and latency to first 
up-state following the stressor. Because these trends reflect what Windle and 
colleagues reported previously (Windle, Wood et al. 1998b) and my data is based on 
a small cohort of mice (N= 5), it appears plausible that one may be able to reveal 
differences with a bigger cohort of animals in the future. It also has to be considered 
that ultradian events are known to be somewhat variable within and between animals 
(Goh, Maloney et al. 2019), which exacerbates finding significant differences, 
particularly in small cohorts. In addition, it is plausible that each mouse may experience 
the stressor slightly differently, meaning some mice may find the stressor really 
stressful, whereas others may not. This is an additional argument for the need to 
increase the cohort of tested animals.  
If even after testing a bigger cohort of mice my current finding of non-significant slowing 
of up-states following stress persists, it could also mean that after stress exposure PVN 
CRH neurons do not drive ultradian CORT secretion for a duration of time. Under this 
scenario the reported disruption in ultradian CORT secretion by Windle and co-workers 
(Windle, Wood et al. 1998b) would then be a result of CORT feedback at the pituitary 
and/ or the adrenal gland. Indeed, it is well accepted that CORT secretion can be 
manipulated on the level of the pituitary and adrenal gland (Walker, Spiga et al. 2015; 
Gjerstad, Lightman et al. 2018; Kim and Iremonger 2019). Taking this speculation even 
further, it could be that after acute stress the feedforward/ feedback loop between the 
pituitary and adrenal regulate ultradian CORT secretion for a certain duration of time. 
It has indeed be suggested by Walter and co-workers that this pituitary-adrenal 
network is capable of generating ultradian CORT secretion independent of pulsatile 
CRH-drive (Walker, Terry et al. 2010a; Walker, Spiga et al. 2012). 
My current results suggest that mild acute stressors do not have a substantial impact 
on PVN CRH neuron rhythms. This could be advantageous for the organism as CORT 
acts as a double-edged sword; short term release facilitates physiological adaptation 
to stress, while, prolonged secretion leads to severe disruption of homeostasis 
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(McEwen and Stellar 1993). Therefore, it is important for the organism to have tight 
control over the cell population that controls CORT release. It also increases chances 
of survival as the CRH population becomes sooner available for conveying stress-
related information again. 
 
5.4 Remaining questions and future experiments 
My work has revealed spontaneous 24-h PVN CRH neuron population activity patterns 
and expanded our knowledge about PVN CRH neuron population responsiveness to 
acute stressors. However, this new knowledge unmasks further questions, mainly 
regarding the underlying mechanisms. These remaining questions are discussed 
below. 
1) What drives the diurnal PVN CRH activity rhythm? 
As the SCN is responsible for the generation of circadian rhythms, it is a likely 
candidate that may be involved in driving the observed diurnal activity patterns in my 
recordings. In order to investigate if the SCN is driving the elevated PVN CRH activity 
throughout the night and the significant increase during the transition from the day into 
the night (ZT12), one would most ideally ablate the SCN or inhibit its activity and then 
perform 24-h long photometry recordings of the PVN CRH population. Since both 
ablation and inhibition of SCN neurons without damaging the PVN CRH population is 
difficult due to the location of both structures, I instead suggest to house the mice under 
constant light conditions until the SCN rhythm starts to free run. Once this is achieved, 
PVN CRH neurons need to be recorded over 24-h using fibre photometry to investigate 
if the CRH activity patterns are changed as well. I speculate that one would lose the 
longer duration of up-states during the night and possibly even the significant increase 
in CRH population activity during the transition from the day into the night. This 
speculation is based on previous observations by Waite and co-workers that found the 
circadian profile of CORT secretion vanish after keeping rats under constant light 
conditions (Waite, McKenna et al. 2012). 
  
2) What drives ultradian PVN CRH activity bursts?  
I suggested that observed ultradian activity patterns of the PVN CRH population (up-
states) could be driven by afferent inputs to the PVN CRH neuron population. To shed 
light onto the driver of these up-states, I suggest to selectively choose prominent 
excitatory drivers of the CRH population and manipulate their natural excitatory input. 
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Specifically, I suggest to firstly infuse NA at the same time as performing fibre 
photometry recordings. NA provides one of the primary excitatory inputs to the PVN 
CRH neuron population (Plotsky, Cunningham et al. 1989; Itoi, Suda et al. 1994; Flak, 
Myers et al. 2014), hence a possible candidate as driver for up-states. If NA is driving 
up-states, I would expect that the infusion would be able to stimulate an up-state. 
Additionally, I suggest infusing an alpha-1 adrenergic blocker such as prazosin to 
attempt to prevent ultradian events from arising. This experiment should be performed 
during the inactive phase of the animal as it is unclear what additional circadian related 
inputs drive CRH neurons during the night, which may exacerbate distinguishing 
between effects caused by the manipulation and naturally occurring stronger 
stimulation of the CRH population.  
 
3) Are PVN CRH ultradian bursts related to ultradian CORT secretion? 
I suggested that the observed up-states in the PVN CRH population activity may drive 
ultradian CORT secretion. To confirm if PVN CRH neurons are driving ultradian CORT 
secretion, it is crucial to connect CRH neuron activity patterns with ultradian CORT 
secretion patterns. This would best be studied in rats using high-resolution blood 
sampling at the same time as acquiring fibre photometry data of the PVN CRH neuron 
population. I would expect that ultradian CORT secretion occurs with at least a 10-min 
time lag behind CRH activity bursts. This time lag can be expected to occur as CORT 
has to be synthesised de novo and 10-min is the time it takes for the precursor 
cholesterol to be transported into the adrenal gland (Spiga, Walker et al. 2014).  
 
4) What is the role of PVN CRH neurons in the animal’s arousal state?  
The most surprising finding was the high positive correlation between spontaneous 
home-cage activity and PVN CRH neuron activity. Specifically, that particularly during 
up-states spontaneous animal activity (a combination of locomotion and in-place 
activity) was highest. Because the in-place activity measurement primarily was 
exploratory head movements, resembling of a safety inspection by the animal for which 
it would have to increase arousal, I suggested correlating observed up-states to the 
animal’s arousal state. However, to make more reliable conclusions about animal 
arousal, it would be advised to use EEG recordings instead of the animal activity data 
used here. Therefore, I suggest recording EEG and PVN CRH neuron fibre photometry 
data simultaneously to correlate arousal states of the animal with PVN CRH population 
activity patterns. I would expect to see a correlation between increases in PVN CRH 
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neuron activity and the animal’s arousal and depending on the time resolution of the 
data possibly even a time lag between those parameters. Furthermore, this set up 
could also be used to directly link CRH PVN activity to specific arousal states of the 
animal by optogenetic manipulation. Optogenetic stimulation / inhibition could elicit / 
suppress or delay certain arousal states in the animal.  
 
5.5 Final Conclusion 
Overall my findings add significant knowledge to the field of in vivo PVN CRH neuron 
activity patterns. I have shown that the PVN CRH neuron population is more active 
during the active phase of the animal, which is possibly related to the role CRH neurons 
play in animal behaviour and arousal. Furthermore, the PVN CRH neuron population 
exhibits an ultradian activity pattern with a frequency of approximately one pulse per 
hour. Following acute stress, ongoing ultradian activity bursts appeared mildly 
disrupted. Lastly, I showed that the PVN CRH neuron population response to acute 
stress is a stereotyped response that did not differ across the 24-h day. As such, these 
data provide a foundation to build up the understanding of how these HPA axis rhythms 
may be altered in disease. Several diseases such as depression or anxiety are related 
to a hyperactive HPA axis evident by elevated CORT levels in these patients. However, 
so far it is unclear if these elevated CORT levels are caused by changes in the PVN 
CRH neuron population activity patterns. Hence, my data provides control data that 
disease states can be compared to.
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Appendix A : Buffers and Solutions 
Solution Reagents pH 
1X TBS 0.04 M Tris HCl 
0.01 M Tris Base 
0.15 M NaCl 
7.6 
10X TBS 0.38 M Tris HCl 
0.11 M Tris Base 
1.49 M NaCl 
7.6 
Antibody Diluent 1X TBS 
0.3% Triton-X-100 
2.5% (w/v) bovine serum albumin (BSA)  
2.0% (w/v) normal goat serum 
7.6 
30 % Sucrose 1X TBS 
30% (w/v) Sucrose 
7.4 
Cryoprotectant 0.1 M Phosphate Buffer 
0.9% (w/v) NaCl 
30% (w/v) Sucrose 
1% (w/v) Polyvinylpyrrolidone (PVP-40) 
30% Ethylene Glycol 
7.6 
4% PFA H2O 
4% (w/v) PFA 
0.3% (w/v) Sodium Phosphate Monobasic 
1.23% (w/v) Sodium Phosphate Dibasic 
7.6 
 
 
