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Chapter 1
Introduction
1.1 Background
The non-stationary Stokes system is given by the equations:{
∂tu−∆u+∇pi = f, div u = 0 in (0, T )× Ω,
u|
∂Ω
= 0, u|t=0 = a
(S)
with unknown velocity u = T (u1, . . . , un)
∗ and pressur pi (scalor function) in some
domain Ω ⊂ Rn (n ≥ 2), whose boundary is denoted by ∂Ω and assumed to be a C1,1
hypersurface at least. If we define the spaces Jp(Ω) and Gp(Ω) by the relation:
Jp(Ω) = the closure of {u ∈ C∞0 (Ω)n | div u = 0 in Ω} in Lp(Ω)n,
Gp(Ω) = {∇pi ∈ Lp(Ω)n | pi ∈ Lploc(Ω)},
we know the unique decomposition (so called Helmholtz decomposition)
Lp(Ω)n = Jp(Ω)⊕Gp(Ω) (HD)
with a linear continuous projection P : Lp(Ω)n → Jp(Ω) in the many cases of domains
(cf. Fujiwara and Morimoto [21], Farwig and Sohr [18], [19], Galdi [22], Miyakawa [42],
Simader and Sohr [53] and references therein). Then, we can define the Stokes operator
A by
A = P (−∆) (SO)
with definition domain:
D(A) = Dp(A) = {u ∈ Jp(Ω) ∩W 2,p(Ω)n | u|∂Ω = 0}. (SD)
Having the Stokes operator A in hand, the non-stationary Stokes equation (S) can
be formulated as an ordinary differential equation in the Banach space Jp(Ω) :
∂tu(t) + Au(t) = Pf(t), u(0) = a. (O)
∗TM means the transposed M and the n vector of functions is denoted by the alphabet with arrow
throughout the doctoral disseration.
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Hence, the question is that A generates an analytic semigroup. Through the Laplace
transform, this question is related to the resolvent estimate:
|λ|‖(λ+ A)−1f‖
Lp(Ω)
+ ‖(λ+ A)−1f‖
W2,p(Ω)
≤ Cε,p‖f‖Lp(Ω) (R)
for λ ∈ Σε = {z ∈ C \ {0} | | arg z| ≤ pi − ε} with some ε ∈ (0, pi/2), where 1 < p <∞.
In fact, once obtaining (R), we have the representation formula:
T (t)f =
1
2pii
∫
Γ
eλt(λ+ A)−1f dλ, f ∈ Jp(Ω) (Rp)
where Γ = {λ = eiθs | s ≥ ε} ∪ {λ = e−iθs | s ≥ ε} ∪ {λ = εeis | −θ ≤ s ≤ θ} with
some θ ∈ (pi/2, pi) and ε > 0, which combined with (R) implies not only the generation
of the analytic semigroup {T (t)}t≥0 by A but also the semigroup estimates:
‖T (t)a‖
Lp(Ω)
≤ Cpeεt‖a‖Lp(Ω) ,
‖T (t)a‖
W2,p(Ω)
≤ Cpeεtt−1‖a‖Lp(Ω) (SE)
for any t > 0 (cf. Pazy [46]).
Concerning the references for (R), when Ω = Rn, since the Helmholtz projection
commutes with the Laplacian, the resolvent estimate (R) is reduced to that for the
Laplacian. The case of the half-space Ω = H± = {x = (x1, . . . , xn) ∈ R | ±xn > 1}
was settled by McCracken [41], and the case of bounded domains by Giga [23] and
Solonnikov [54]. The case of exterior domains was treated by Borchers and Sohr [6],
Farwig and Sohr [18], Borchers and Varnhorn [9] and Varnhorn [62]. When Ω is a
perturbed half space which is a domain such that Ω\BR = H+\BR for some R > 0
where BR = {x ∈ R | |x| < R}, (R) was proved by Farwig and Sohr [18]. The case
of cones in R3 was settled by Deuring [15]. The case of aperture domains was settled
by Farwig and Sohr [19]. The case of infinite layers like Rn−1 × (−1, 1) was settled
by Wiegner [63], Abe and Shibata [1] and [2] and Miyakawa [42]. The case of the
asymptotically flat layer was settled by Abels [4].
To obtain Lp–Lq estimate:
‖T (t)a‖
Lq(Ω)
≤ Cp,q eεt t−
n
2 (
1
p
− 1
q )‖a‖
Lp(Ω)
, (1.1.1)
‖∇T (t)a‖
Lq(Ω)
≤ Cp,q eεt t−
n
2 (
1
p
− 1
q )− 12‖a‖
Lp(Ω)
, (1.1.2)
for t > 0 and 1 ≤ p ≤ q ≤ ∞ (p 6= ∞, q 6= 1), we combine (SE) with the Sobolev
inequality:
‖u‖
Wj,q(Ω)
≤ C‖∇mu‖a
Lp(Ω)
‖u‖1−a
Lp(Ω)
+ ‖u‖
Lp(Ω)
(1.1.3)
provided that 0 ≤ j < m, 1 ≤ p < ∞, m − j − n/p is not non-negative integer,
j/m < a ≤ 1 and 1/q = j/n+ 1/p− am/n ≥ 0. The estimates (1.1.1) and (1.1.2) play
an important role in the study of Navier-Stokes equation. In fact, by using the Stokes
semigroup, we can reduce the Navier-Stokes equation:{
∂tu+ (u · ∇)u = ∆u−∇pi, div u = 0 in (0, T )× Ω,
u|
∂Ω
= 0, u|t=0 = a
(NS)
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to the integral equation:
u(t) = T (t)a−
∫ t
0
T (t− s)P (u · ∇u)(s) ds, (I)
where we have set
(v · ∇)w = T
(
(
n∑
j=1
vj∂j)w1, . . . , (
n∑
j=1
vj∂j)wn
)
, ∂j = ∂/∂xj,
for the vectors of functions v = T (v1, . . . , vn) and w = (w1, . . . , wn). Employing the
argument due to Kato [30] and using (1.1.1) and (1.1.2) we can prove the locally in
time existence theorem of (I). More precisely, we see that for any initial data a ∈ Jn(Ω)
there exists a time t0 > 0 such that the integral equation (I) admits a unique solution
u(t) ∈ C0([0, t0), Jn(Ω)) with ∇u(t) ∈ C0((0, t0), Ln(Ω)) (cf. Giga and Miyakawa [25]).
However, in proving a globally in time existence of solutions to (I) at least with
small initial data as well as in the study of time-asymptotic behaviour, we have to show
(1.1.1) and (1.1.2) without eεt. To show this, we need more precise analysis of (λ+A)−1
near λ = 0. That λ = 0 is in the resolvent set was derived in the bounded domain case
by Giga [23] and Solonnikov [54], and in the infinite layer case by Abe and Shibata [2],
which implies that (1.1.1) and (1.1.2) hold, replacing eεt by e−ct with some constant
c > 0.
1.2 Notation
Before stating our main results precisely, we outline our notation used throughout this
doctoral disseration. If B is a subset in the complex number field C or functional space,
then Bn denotes the n-th product:
Bn = {(b1, . . . , bn) | bj ∈ B, j = 1, . . . , n}.
Given n-th vector of functions v = T (v1, . . . , vn), v
′ is defined by v ′ = (v1, . . . , vn−1).
Given point x = (x1, . . . , xn) ∈ Rn, x′ ∈ Rn−1 is defined by x′ = (x1, . . . , xn−1). The
dot · stands for the usual innerproducts both of Rn and of Rn−1.
We denote the upper and lower half-spaces by H± = {x ∈ Rn | ±xn > 1}, and
somothimes write H = H+ or H− to discrive some assertions for the half-space. Given
R > 0, we set
BR = {x ∈ Rn | |x| < R}, BR = {x ∈ Rn | |x| > R},
DR = {x ∈ Rn | R < |x| < R + 1},
CR = {x ∈ Rn | |x′| < R, |xn| < R}
ΩR = Ω ∩BR, B±R = H± ∩BR, D±R = H± ∩DR, C±R = H± ∩ CR.
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And we set the sectorial domain Σε and the ball Ur in C as follows:
Σε = {λ ∈ C\{0} | | arg λ| ≤ pi − ε}, (sec)
Ur = {λ ∈ C | |λ| < r}. (ball)
Moreover, we define two special domains as follows:
Definition 1.2.1 (The perturbed half-space). Ω ⊂ Rn is called a perturbed half-
space if there exist a positive number R such that
Ω\BR = H+\BR. (1.2.1)
Definition 1.2.2 (The aperture domain). Ω ⊂ Rn is called an aperture domain if
there exist a positive number R such that
Ω\BR = (H+ ∪H−)\BR. (1.2.2)
Since the aperture domain Ω is connected we may choose a smooth (n− 1) dimen-
sional manifold M ⊂ Ω ∪ BR such that Ω\M consists of two disjoint ”half spaces” Ω+
and Ω− with M = ∂Ω+ ∩ ∂Ω−, Ω = Ω+ ∪M ∪ Ω− and Ω±\BR = H±\BR, where R
is satisfied with (1.2.2). Let N denote the outward unit normal vector on ∂Ω or the
normal vector on M directed to Ω−.
Next we shall define the cut-off function which is often used throughout this doctoral
disseration. We fix R0 satisfying (1.2.1) if Ω is the perturbed half-space or (1.2.2) if Ω
is the aperture domain. Given R ≥ R0, we define the cut-off functions ψ±,R as follows:
ψ±,R ∈ C∞(Rn; [0, 1]), ψ±,R =
{
1 for H±\BR+1,
0 for H∓ ∩BR. (1.2.3)
For the differentiation, we use the symbols:
∂αxu = ∂
α1
1 · · · ∂αnn u for α = (α1, . . . , αn) ∈ Nn0 ,
∂α
′
x′ u = ∂
α1
1 · · · ∂αn−1n−1 u for α′ = (α1, . . . , αn−1) ∈ Nn−10 ,
∂αxu =
T (∂αxu1, . . . , ∂
α
xun), ∂
α′
x′ u =
T (∂α
′
x′ u1, . . . , ∂
α′
x′ un)
where N0 = N ∪ {0} and N is the set of all natural numbers, and moreover we set
∇ju = (∂αxu | |α| = j), ∇u = ∇1u, ∇ju = T (∇ju1, . . . ,∇jun).
Sobolev space of vector-valued functions are used as well as of scalor- functions. Thus,
given domain D in Rn, ‖ · ‖
Lp(D)
denotes the usual Lp norm on D and we set
‖u‖
Wm,p(D)
=
∑
|α|≤m
‖∂αxu‖Lp(D) , ‖u‖Lp(D) =
n∑
j=1
‖uj‖Lp(D) , ‖u‖Wm,p(D) =
m∑
j=1
‖uj‖Wm,p(D) .
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Lp(D) denotes the usual Lp space on D and C∞0 (D) the set of all functions in C
∞(Rn)
whose support is compact and contained in D. Moreover, we set
LpR(Ω) = {u ∈ Lp(Ω) | u(x) = 0 for |x| > R},
Wm,ploc (D) = {u ∈ Lploc(D) | ∂αxu ∈ Lploc(D), |α| ≤ m},
Ŵ 1,p(D) = {u ∈ Lploc(D) | ∂ju ∈ Lp(D), j = 1, . . . , n},
Wm,p(D) = {u ∈ Lp(D) | ∂αxu ∈ Lp(D), |α| ≤ m},
WN,p0 (D) = {f ∈ WN,p(D) | ∂αx f |∂D = 0 for |α| ≤ N − 1}, N ≥ 1,
W˙N,p(D) = {f ∈ WN,p0 (D) |
∫
D
fdx = 0}, N ≥ 1,
W˙ 0,p(D) = {f ∈ Lp(D) |
∫
D
fdx = 0}.
We often use the same symbols for denoting the vector and scalar function spaces
if there is no confusion.
For two Banach spaces X and Y , L(X, Y ) denotes the set of all bounded linear
operators from X into Y . In particular, we set L(X,X) = L(X). A(Uε, X) denotes
the set of all X-valued holomorphic function defined on Uε which is defined by (ball).
B(U ;X) defines the set of all X-valued bounded holomorphic functions on U . And
BC([0, T );X) denotes the class of X-valued bounded continuous function on [0, T ).
To denote various constants we use the same letter C, and by CA,B,··· we denote
the constants depending on the quantities A, B, . . .. The constants C and CA,B,... may
change from line to line.
1.3 Known results
In this subsection, we shall introduce the known results concerning the half-space, the
perturbed half-space and the aperture domain.
1.3.1 Helmholtz decompostion and Stokes operator
We shall introduce the results of R. Farwig and H. Sohr. Their results are also the
first step to discuss the nonstationary problem (S) in the Lp-space. They showed the
Helmholtz decomposition of the Lp-space of vector fields
Lp(Ω) = Jp(Ω)⊕Gp(Ω) 1 < p <∞, (HD)
where Jp(Ω) and Gp(Ω) denote by the following relation respectively:
Jp(Ω) = the completion in Lp(Ω) of the set {u ∈ C∞0 (Ω) | ∇ · u = 0 in Ω},
Gp(Ω) = {∇pi ∈ Lp(Ω) | pi ∈ Lploc(Ω)}.
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Let P be a continuous projection from Lp(Ω) to Jp(Ω). The Stokes operator A is
defined by A = −P∆ with definition domain D(A) defined by
D(A) = Dp(A) = {u ∈ Jp(Ω) ∩W 2,p(Ω) | u|∂Ω = 0}. (SD)
It is known that the dual space (Jp)∗ of Jp and the adjoint operator (A)∗ of A are
respectively
(Jp)∗ = Jp
′
, (Ap)
∗ = Ap′
where 1/p+ 1/p′ = 1.
The Stokes operator satisfies the parabolic resolvent estimates
‖(λ+ A)−1‖L(Jp(Ω)) ≤ Cε|λ| (1.3.1)
for λ ∈ Σε where ε > 0 is arbitrary. Estimate (1.3.1) implies that −A generates an
analytic semigroup {T (t)}t≥0 of class C0 in each Jp(Ω). Therefore we have
‖AδT (t)a‖Lp ≤ Ct−δ‖a‖Lp (1.3.2)
with C = C(p, δ) for all a ∈ Jq(Ω) and t > 0.
1.3.2 The aperture domain
We shall introduce the known results concerning the aperture domain. The aperture
domain is a particularly interesting class of domains with noncompact boundaries. In
1976, Heywood[28] pointed out that the solution is not uniquely determined by usual
boundary conditions even for the stationary Stokes system in this domain and therefore
in order to get a unique solution u we have to prescribed either the flux through the
aperture M
φ(u) =
∫
M
N · udσ
or the pressure drop at infinity between the upper and lower subdomains Ω±
[pi] = lim
|x|→∞, x∈Ω+
pi(x)− lim
|x|→∞, x∈Ω−
pi(x)
as an additional boundary condition. Here the flux φ(u) is independent of the choice
of M since ∇ · u = 0 in Ω.
R. Farwig and H. Sohr [19] solved the resolvent problem in an aperture domain:{
λu−∆u+∇pi = f, div u = g
u|
∂Ω
= 0,
and showed that if q > n
n−1 then the flux φ(u) must be prescribed to get a unique solution
of the resolvent problem. In this note they complete the analysis of the interaction
6
between flux and pressure drop. From the physical point of view a nonzero flux is due
to a nonzero pressure drop and vice versa (if f = 0, g = 0). However we show that
if and only if n
n−1 < q < n (thus n ≥ 3) we may fix the pressure drop [p] instead of
prescribing the flux to get a unique solution. It is interesting to note that for dimension
n = 2 there is no q ∈ (1,∞) where the physical relation between φ(u) and [p] is
reflected in the mathematical theory of the resolvent problem. Moreover using φ(u),
we can characterize the space Jp(Ω):
Jp(Ω) = {u ∈ Lp(Ω) | ∇ · u = 0, ν · u|∂Ω = 0, φ(u) = 0} (1.3.3)
where ν is the unit outer normal vector on ∂Ω (see [19] Lemma 3.1) . Here the condition
φ(u) = 0 is automatically satisfied and may be omitted if 1 < q < n
n−1 but otherwise
the elemtent of Jp(Ω) must possess this condition φ(u) = 0.
1.3.3 Lp − Lq estimate in several domain
We shall describe the Lp − Lq estimates of Stokes semigroup in several domain. When
Ω = Rn, applying the Young inequality to the concrete solution formula, we have (1.1.1)
and (1.1.2) without eεt, namely there holds:
‖T (t)a‖
Lq(Ω)
≤ Cp,qt−
n
2 (
1
p
− 1
q )‖a‖
Lp(Ω)
, ∀ t > 0, (1.3.4)
‖∇T (t)a‖
Lq(Ω)
≤ Cp,qt−
n
2 (
1
p
− 1
q )− 12‖a‖
Lp(Ω)
, ∀ t > 0, (1.3.5)
for 1 ≤ p ≤ q ≤ ∞ (p 6= ∞, q 6= 1). When Ω = H, applying the Fourier multiplier
theorem to the concrete solution formula obtained by Ukai [61] and using (1.1.3) we
have (1.3.4) and (1.3.5) for 1 ≤ p ≤ q ≤ ∞ (p 6=∞, q 6= 1) (cf. Borchers and Miyakawa
[8] and Desch, Hieber and Pru¨ss [14]).
When Ω is an exterior domain, (1.3.4) holds for 1 ≤ p ≤ q ≤ ∞ ( p 6=∞, q 6= 1) but
(1.3.5) holds only for 1 ≤ p ≤ q ≤ n (q 6= 1). This result was first proved by Iwashita
[29] for 1 < p ≤ q < ∞ in (1.3.4) and 1 < p ≤ q ≤ n in (1.3.5) when n ≥ 3. The
refinement of his result was done by the following authors: Chen [10] (n = 3, q =∞),
Shibata [50] (n = 3, q = ∞), Borchers and Varnhorn [9] (n = 2, (1.3.4) for p = q),
Dan and Shibata [11], [12] (n = 2), Dan, Kobayashi and Shibata [13] (n = 2, 3), and
Maremonti and Solonnikov [40] (n ≥ 2). Especially, that Iwashita’s restriction: q ≤ n
in (1.3.5) is unavoidable was shown by Maremonti and Solonnikov [40].
When Ω is an aperture domain, Abels [3] proved (1.3.4) for 1 < p ≤ q < ∞
and (1.3.5) for 1 < p ≤ q < n when n ≥ 3 ; and Hishida [27] proved (1.3.4) for
1 ≤ p ≤ q ≤ ∞ and (1.3.5) for 1 ≤ p ≤ q ≤ n (q 6= 1) and 1 ≤ p < n < q < ∞ when
n ≥ 3.
As we have said, the Lp − Lq estimate of Stokes semigroup been already studied
by many authors in different cases of the domain. However, little is knows about the
perturbed half-space case.
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1.3.4 Periodic solution
We consider the following Navier-Stokes equations in Ω:{
∂tu−∆u+ u · ∇u+∇pi = f, ∇ · u = 0 in Ω× R,
u|∂Ω = 0
(NS-f)
where f = f(x, t) is the given periodic external force.
We shall introduce the known results concerning the periodic solutions. Under some
restrictive conditions, Serrin [48] gave a criterion for the existence of periodic solutions
of (NS-f) when Ω is a three-dimensional bounded domain whose boundary moves pe-
riodically in time. Kaniel-Shinbrot [31] considered a simpler case such as bounded
domains whose boundary is fixed in time and realized the criterion of Serrin. Having
introduced the notion of reproductive property, they showed the existence of periodic
strong solutions with periodic small force f . In two-dimensional bounded domains,
Takeshita [56] obtained the same result as Kaniel-Shinbrot [31] without assuming the
smallness of f . The original problem posed by Serrin had been treated by Morimoto
[44] and Miyakawa-Teramoto [43] who showed the existence of periodic weak solutions.
Later on, Teramoto [59] constructed periodic strong solutions in a situation such that
the boundary moves slowly in time.
On the other hand, a few results are known in unbounded domains. Maremonti [38],
[39] showed the existence of periodic strong solutions in the three-dimensional whole
space R3 and the half-space R3+, respectively. Maremonti [38], [39] first showed the
algebraic decay rated in time of strong solutions for initial value problem of (NS-f) in R3
and in R3+. As a by-product, he constructed periodic strong solutions for periodic small
external forces. His method is based on the skillful energy estimates in L2 for higher
derivatives of solutions. Kozono and Nakao [32] showed the existence of periodic strong
solutions in the whole space Rn, the half-space Rn+ for n ≥ 3 and the exterior domain
for n ≥ 4 in the way which is different from Maremonti’s. Their method is based of
Lp−Lq estimates of the Stokes semigroup. Kozono and Nakao apply Lp−Lq estimate to
the integral equation which is transformed from the original equation. As a result, they
obtain the existence and uniqueness of periodic strong solution. Taniuchi [58] proved
the stability of the periodic solutions constructed in Kozono and Nakao [32] in the
space Ln(Ω). Salvi [47] proved the existence of a time-periodic weak solution in three-
dimensional exterior domains. He also showed the existence of a time-periodic strong
solution under the assumption that f is small. And then Yamazaki [64] considered
the problem on Rn for n ≥ 3, and generalized the results of [32] and [58] for Morrey
spaces. Moreover he gave us sufficient conditions on the external force for the unique
existence of small solutions in the weak-Ln space bounded for all time. In particular,
this results gives sufficient conditions for the unique existence and the stability of small
time-periodic solutions or almost periodic solutions. This result generalizes the previous
result on the unique existence and the stability of small stationary solutions in the weak-
Ln space with time-independent external force.
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1.4 Main results
In this section, we will state our main results concerning the Stokes system (S) in the
perturbed half-space and the aperture domain. As we already stated in the section
1.1, Farwig and Sohr [18] proved the Helmholtz decomposition (HD) and the resolvent
estimate (R) in the perturbed half-space case and the aperture domain case. There-
fore, we know that the Stokes operator (SO) with domain (SD) generates the analytic
semigroup {T (t)}t≥0 on Jp(Ω).
We need to impose the following assumption on the domain Ω.
Assumption 1.4.1. (Case I) Ω is the perturbed half-space in Rn (n ≥ 2), namely,
there is R > 0 so that Ω\BR = H+\BR.
(Case II ) Ω is the aperture domain in Rn (n ≥ 2), namely, there is R > 0 so that
Ω\BR = (H+ ∪H−)\BR.
1.4.1 Lp − Lq estimates of Stokes semigroup
We obtain the following theorem.
Theorem 1.4.2. Let Ω ⊂ Rn satisfy Assumption 1.4.1 whose boundary ∂Ω is a C1,1
hypersurface. Then, for any a ∈ Jp(Ω), the Stokes semigroup {T (t)}t≥0 satisfies the
following two estimates:
‖T (t)a‖
Lq(Ω)
≤ Cp,qt−
n
2 (
1
p
− 1
q )‖a‖
Lp(Ω)
, t > 0 (1.4.1)
for 1 ≤ p ≤ q ≤ ∞ (p 6=∞, q 6= 1), and
‖∇T (t)a‖
Lq(Ω)
≤ Cp,qt−
n
2 (
1
p
− 1
q )− 12‖a‖
Lp(Ω)
, t > 0 (1.4.2)
for 1 ≤ p ≤ q <∞.
Remark 1.4.3. As was stated in subsection 1.3.3, when Ω is the aperture domain
(n ≥ 3), Hishida [27] already proved (1.4.1) for 1 ≤ p ≤ q ≤ ∞ (p 6= ∞, q 6= 1) and
(1.4.2) for 1 ≤ p ≤ q ≤ n or 1 ≤ p < n < q <∞. We remove not only the assumption:
n ≥ 3 but also the restriction: 1 ≤ p ≤ q ≤ n or 1 ≤ p < n < q <∞ in (1.4.2).
Main step in our proof of Theorem 1.4.2 is to show the following local energy decay
estimate.
Theorem 1.4.4. Let Ω ⊂ Rn satisfy Assumption 1.4.1 whose boundary ∂Ω is a C1,1
hypersurface. Let 1 < p <∞ and R be a positive number such that
Ω\BR = H\BR, if Ω is the perturbed half-space,
Ω\BR = (H+ ∪H−)\BR, if Ω is the aperture domain.
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Then, the Stokes semigroup {T (t)}t≥0 satisfies the following estimate:
‖∂jtT (t)Pa‖W2,p(ΩR) ≤ Cp,Rt
−n+1
2
−j‖a‖
Lp(Ω)
(1.4.3)
for any t ≥ 1, j ∈ N0 and a ∈ LpR(Ω).
If we consider the Stokes system in the half-space:
∂tv −∆v +∇pi = 0, div v = 0 in (0,∞)×H,
v|xn=0 = 0, v|t=0 = b, (1.4.4)
then we know by Ukai [61] and Borchers and Miyakawa [8] that the the solution v of
(1.4.4) satisfies the Lp–Lq estimate:
‖v(t)‖
Lq(H)
≤ Cp,qt−
n
2 (
1
p
− 1
q )‖b‖
Lp(H)
, (1.4.5)
‖∇v(t)‖
Lq(H)
≤ Cp,qt−
n
2 (
1
p
− 1
q )− 12‖b‖
Lp(H)
(1.4.6)
for any t > 0 and 1 ≤ p ≤ q ≤ ∞ (p 6=∞, q 6= 1). Since
‖v(t)‖
Lp(CR)
≤ CR‖∇v(t)‖Lp(CR)
as follows from the boundary condition: v|xn=0 = 0, using (1.4.6) and Theorem 1.4.4,
we have
‖T (t)Pa‖
W2,p(ΩR)
≤ Cp,Rt−
n
2p
− 1
2‖a‖
Lp(Ω)
(1.4.7)
for any a ∈ Lp(Ω) and t ≥ 1. Combining (1.4.5), (1.4.6) and (1.4.7) by the cut-off
technique and following the argument due to Hishida [27, the proof of Theorem 2.1],
we can show Theorem 1.4.2.
In order to prove Theorem 1.4.4, we need some precise informations about solutions
to the resolvent problem in H:
(λ−∆)w +∇θ = f, divw = 0 in H,
w|xn=0 = 0, (1.4.8)
which are stated in the following two theorems.
Theorem 1.4.5. Let R(λ) and Π(λ) denote the solution operators of (1.4.8) which are
defined by
w = R(λ)f = T (R1(λ)f, . . . , Rn(λ)f ) and θ = Π(λ)f
for λ ∈ C \ (−∞, 0]. Let R > 0, 1 < p <∞ and set
Bjp,R = L(LpR(H)n,W j,p(BR))
for j = 1, 2. Then there exist operators Gkj (λ) ∈ A(U1/16,B2p,R), k = 1, 2, 3, j = 1, . . . , n,
and Gkpi(λ) ∈ A(U1/16,B1p,R), k = 1, 2, 3 such that
Rj(λ)f = λ
n−1
2 G1j(λ)f + (λ
n
2 log λ)G2j(λ)f +G
3
j(λ)
Π(λ)f = λ
n−1
2 G1pi(λ)f + (λ
n
2 log λ)G2pi(λ)f +G
3
pi(λ) (1.4.9)
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in BR when n ≥ 2 and n is even; and
Rj(λ)f = λ
n
2G1j(λ)f + (λ
n−1
2 log λ)G2j(λ)f +G
3
j(λ),
Π(λ)f = λ
n
2G1pi(λ)f + (λ
n−1
2 log λ)G2pi(λ)f +G
3
pi(λ) (1.4.10)
in BR when n ≥ 3 and n is odd, provided that λ ∈ U1/16 and f ∈ LpR(Ω).
Theorem 1.4.6. Let 1 < p <∞, 0 < ε < pi/2, and let R(λ) and Π(λ) be the operator
given in Theorem 1.4.5 for λ ∈ C \ (−∞, 0]. Let Σε be the set defined by (sec). Then,
there exist operators R(0) ∈ L(LpR(H)n,W 2,ploc (H)n) and Π(0) ∈ L(LpR(H)n,W 1,ploc (H)n)
which satisfy the following three conditions:
(i) Given f ∈ LpR(H)n, v = R(0)fn and θ = Π(0)f satisfy the equation:
−∆v +∇θ = f, div v = 0 in H,
v|xn=0 = 0, (1.4.11)
(ii)
‖R(λ)f −R(0)f ‖
W1,p(BR)
+ ‖Π(λ)f − Π(0)f ‖
Lp(BR)
≤ Cp,R,ε|λ| 14‖f ‖Lp(H)
for any f ∈ LpR(H)n and λ ∈ Σε with |λ| ≤ 1/16, where Cp,R,ε is a constant
independent of f and λ.
(iii)
|[R(0)f ](x)| ≤ Cp,R|x|−(n−1)‖f ‖Lp(H)
|∇[R(0)f ](x)| ≤ Cp,R|x|−(n−1)‖f ‖Lp(H)
|[Π(0)f ](x)| ≤ Cp,R|x|−(n−1)‖f ‖Lp(H)
for any f ∈ LpR(H)n and x ∈ H with |x| ≥ 2
√
2R, where Cp,R is a constant
independent of f and x.
Constructing a parametrix to the resolvent problem in a perturbed half-space and
an aperture domain, we can derive from Theorem 1.4.5 and Theorem 1.4.6 that the
resolvent operator (λ + A)−1 has the expansion formula of the same type near λ = 0
in the space L(LpR(Ω)n,W 2,p(ΩR)n) as in the half-space case, which is applied to (Rp)
implies Theorem 1.4.4. The fundamental idea of the proofs of Theorems 1.4.2 and 1.4.4
by using Theorems 1.4.5 and 1.4.6 goes back to a paper due to Shibata [50].
1.4.2 Application of Lp − Lq estimate to the Navier-Stokes
equation
In this subsection, we apply the Lp − Lq estimate of Stokes semigroup to the Navier-
Stokes initial value problem in Ω which satisy Assumption 1.4.1. We consider the
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Navier-Stokes equation (NS) Applying the solenoidal projection P to (NS), we can
rewrite (NS) as follows:
∂u+ Au+ P (u · ∇u) = 0, u(0) = a (P-NS)
where A = −P∆ is the Stokes operator.
For given a ∈ Jn(Ω) and 0 < T ≤ ∞ a measurable function u defined on Ω× (0, T )
is called a strong solution of (NS) (with φ(u) = 0 if Ω is an aperture domain) on (0, T )
if u belongs to
u ∈ C([0, T ); Jn(Ω)) ∩ C((0, T );D(A)) ∩ C1((0, T ); Jn(Ω))
together with limt→0 ‖u(t)− a‖Ln = 0 and satisfies (P-NS) for 0 < t < T in Jn(Ω).
We can show the next theorem which tells us the global existence of a strong solution
of (NS) that has several decay properties with small ‖a‖Ln :
Theorem 1.4.7. Let n ≥ 2. There is a constant δ = δ(Ω, n) > 0 with the following
property: if a ∈ Jn(Ω) satsifies ‖a‖Ln ≤ δ, the problem (NS) (with φ(u) = 0 if Ω is an
aperture domain)admits a unique strong solution u(t) on (0,∞). Moreover as t→∞,
‖u(t)‖Lr = o(t− 12+ n2r ) for n ≤ r ≤ ∞, (1.4.12)
‖∇u(t)‖Lr = o(t−1+ n2r ) for n ≤ r <∞. (1.4.13)
‖∂tu(t)‖Lr + ‖Au(t)‖Lr = o(t− 32+ n2r ) for n ≤ r <∞. (1.4.14)
If we assume that a ∈ L1(Ω)∩ Jn(Ω) has small ‖a‖Ln , then we can show the better
decay properties of the solutions as in the following theorem:
Theorem 1.4.8. Let n ≥ 2. There is a constant η = η(Ω, n) ∈ (0, δ] with the following
property: if a ∈ L1(Ω)∩Jn(Ω) and a satisfies ‖a‖Ln ≤ η, then the solution u(t) obtained
in Theorem 1.4.7 enjoys
‖u(t)‖Lr = O(t−n2 (1− 1r )) for 1 < r ≤ ∞, (1.4.15)
‖∇u(t)‖Lr = O(t−n2 (1− 1r )− 12 ) for 1 < r <∞ (1.4.16)
‖∂tu(t)‖Lr + ‖Au(t)‖Lr = O(t−n2 (1− 1r )−1) for 1 < r <∞, (1.4.17)
‖∇2u(t)‖Lr + ‖∇pi(t)‖Lr = O(t−n2 (1− 1r )−1) for 1 < r < n (1.4.18)
as t → ∞. Moreover if Ω satisfies (Case II) in Asumption 1.4.1, for each t > 0 there
exist two constants pi±(t) ∈ R such that pi(t)− pi±(t) ∈ Lr(Ω±) with
‖pi(t)− pi±‖Lr(Ω±) + |[pi(t)]| = O(t−
n
2
(1− 1
r
)− 1
2 ) for
n
n− 1 < r <∞ (1.4.19)
as t→∞ where [pi(t)] = pi+(t)− pi−(t).
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1.4.3 Periodic solution
We consider the periodic solutions in the perturbed half-space and the aperture domain
in the same way as Kozono and Nakao [32]. First we shall reduce our problem to an
integral equation, the solution of the integral equation has the periodic with the same
periodic as the external force. The solution will be constructed in the class of functions
defined on the whole interval R with values in Ln(Ω). Then by a regularity criterion
similar to Serrin’s [48], we shall show that our solution is actually a strong solution. For
that purpose, we shall estimate a time-interval of the existence of local strong solutions
for the initial boundary value problem to (NS-f) in terms of the given data.
Applying the projection operator P to both sides of the first equation of (NS-f), we
have
∂tu+ Au+ P (u · ∇u) = Pf (E)
on Jp(Ω) for t ∈ R. The above (E) can be further transformed to the following integral
equation:
u(t) =
∫ t
−∞
T (t− s)Pf(s)ds−
∫ t
−∞
T (t− s)P (u · ∇u)(s)ds. (I-E)
Concerning the external force f , we impose the following assumption:
Assumption 1.4.9. Let the exponents q and r be as 2 < q < n and n
2
< r < n.
For such q and r, we assume that f belongs to the class
f ∈ BC(R; Lp ∩ Ll) (1.4.20)
for 1 < p, l <∞ with 1/q+2/n < 1/p, 1/r < 1/l < 1/r+1/n provided n ≥ 4 in both
(Case I) and (Case II) in Assumption 1.4.1.
If n = 3 in both (Case I) and (Case II), assume moreover that
Pf(s) = Asg(s) (s ∈ R) with some g ∈ BC(R;D(As)), f ∈ BC(R;Ll) (1.4.21)
for 1 < p < min(q, r) and δ > 0 satisfying 3/2p + δ ≥ max(1 + 3/2q, 1/2 + 3/2r) and
for 1/r < 1/l < 1/r + 1/3. Our result now reads:
Theorem 1.4.10. Let Ω and f satisfy Assumption 1.4.1 and Assumption 1.4.9 respec-
tively. Suppose that f(t) = f(t + ω) for all t ∈ R with some ω > 0. Then there is a
constant η = η(n, q, r, p, l, δ) > 0 such that if
sup
s∈R
‖Pf(s)‖Lp + sup
s∈R
‖Pf(s)‖Ll ≤ η for n ≥ 4,
sup
s∈R
‖g(s)‖Lp + sup
s∈R
‖Pf(s)‖Ll ≤ η for n = 3,
we have a periodic solution u of (I-E) with the same period ω as the external force f
in the class BC(R; Jq) with ∇u ∈ BC(R;Lr). Such a solution u is unique within this
class provided sups∈R ‖u(s)‖Lq + sups∈R ‖∇u(s)‖Lr is sufficiently small.
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Concerning the existence of solutions to (E), we have:
Theorem 1.4.11. In addition to the hypotheses of Theorem 1.4.10, let us assume
furthermore that f is a Ho¨lder continuous function on R with values in Ln. Then the
periodic solution u given by Theorem 1.4.10 has the following additional properties:
(i) u ∈ BC(R; Jn) ∩ C1(R; Jn).
(ii) u(t) ∈ Dn(A) for all t ∈ R and Au ∈ C(R; Jn).
(iii) u satisfies (E) in Jn for all t ∈ R.
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Chapter 2
On Stokes flows in the half-space
Abstract. In this chapter, at first we shall obtain the representation formulas of a
solution to the resolvent problem in the half-space using the Fourier transform. Based
on the representation formulas, we shall investigate the behavior of the solution operator
to Stokes resolvent problem in the half-space near the origin. The order of asymptotic
expantion of the Stokes resolvent near the origin is one half better compared with the
whole space case, because we have the reflection principle on the boundary in the half-
space case unlike the whole space case.
2.1 Representation formulas of a solution to the re-
solvent problem in the half-space H
In this section, we will derive the solution formula to the resolvent Stokes problem in
the half-space H: {
(λ−∆)u+∇pi = f, div u = 0 in H;
u|xn=0 = 0.
(RS)
Let λ ∈ C\(−∞, 0] and let R(λ) and Π(λ) denote the solution operator to (RS) defined
by
u = R(λ)f = T (R1(λ)f, . . . , Rn(λ)f ), pi = Π(λ)f. (2.1.1)
To obtain the concrete representation formula of Rj(λ)f and Π(λ)f , we use the Fourier
transform and its inversion formula. Concerning these transformations and the repre-
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sentation formula, we use the following symbols:
vˆ(ξ) = F [v](ξ) =
∫
Rn
e−ix·ξv(x) dx, F−1[w(ξ)](x) = 1
(2pi)n
∫
Rn
eix·ξw(ξ) dξ,
v˜(ξ′, xn) =
∫
Rn−1
e−ix
′·ξ′v(x′, xn) dx′,
F−1ξ′ [w(ξ′, xn)](x′) =
1
(2pi)n−1
∫
Rn−1
e−ix
′·ξ′w(ξ′, xn) dξ′,
r = |ξ′|, ωj = ξj/r, ωλ(r) =
√
λ+ r2, ω′ · f˜ ′(ξ′, yn) =
n−1∑
j=1
ωj f˜j(ξ
′, yn),
M1λ(r, xn, yn) = e−|xn−yn|ωλ(r) − e−(xn+yn)ωλ(r), M2λ(r, z) =
e−ωλ(r)z − e−rz
ωλ(r)− r ,
sgn z : sgn z = 1 (z > 0), sgn z = 0 (z = 0), sgn z = −1 (z < 0), (2.1.2)
where x′ = (x1, . . . , xn−1) and ξ′ = (ξ1, . . . , ξn−1). Set
F = T (f e1 , . . . , f
e
n−1, f
o
n) =
T (F1, . . . , Fn) (2.1.3)
where
f ej (x) =
{
fj(x
′, xn), xn > 0,
fj(x
′,−xn), xn < 0,
f oj (x) =
{
fj(x
′, xn), xn > 0,
−fj(x′,−xn), xn < 0.
And then, we have the following solution formulas:
Rj(λ)f = Qj(λ)f −F−1ξ′
[
e−ωλ(r)xnQ˜j(λ)f (ξ′, 0)
]
(x′)
−
n−1∑
k=1
F−1ξ′
[
M2λ(r, xn)rωjωkQ˜k(λ)f (ξ′, 0)
]
(x′), j = 1, . . . , n− 1; (2.1.4)
Rn(λ)f = Qn(λ)f −
n−1∑
k=1
F−1ξ′
[
M2λ(r, xn)irωkQ˜k(λ)f (ξ′, 0)
]
(x′); (2.1.5)
Π(λ)f = pif +
n−1∑
k=1
F−1ξ′
[
e−rxn(ωλ(r) + r)iωkQ˜k(λ)f (ξ′, 0)
]
(x′); (2.1.6)
Qj(λ)f = F−1ξ
[
(λ+ |ξ|2)−1
(
Fˆj(ξ)−
n∑
k=1
ξjξkFˆk(ξ)|ξ|−2
)]
(x), (2.1.7)
pif = −i
n∑
k=1
F−1ξ
[
ξkFˆk(ξ)|ξ|−2
]
(x). (2.1.8)
These formulas will be used to analize the part where |ξ′| ≥ 1 in the solution formula.
To investigate the part where |ξ′| ≤ 1 in the solution formula, we will use the following
formula:
Rj(λ)f =
10∑
k=1
F−1ξ′ [(Skj (λ)f )(ξ′, xn)](x′), j = 1, . . . , n− 1, (2.1.9)
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where
(S1j (λ)f )(ξ
′, xn) =
1
2
∫ ∞
0
M1λ(r, xn, yn)
ωλ(r)
f˜j(ξ
′, yn) dyn,
(S2j (λ)f )(ξ
′, xn) = −1
2
∫ ∞
0
M1λ(r, xn, yn)
ωλ(r)(ωλ(r) + r)
rωjω
′ · f˜ ′(ξ′, yn) dyn,
(S3j (λ)f )(ξ
′, xn) =
1
2
∫ ∞
0
M2λ(r, |xn − yn|)−M2λ(r, xn + yn)
ωλ(r) + r
rωjω
′ · f˜ ′(ξ′, yn) dyn,
(S4j (λ)f )(ξ
′, xn) =
∫ ∞
0
M2λ(r, xn)
ωλ(r) + r
re−rynωjω′ · f˜ ′(ξ′, yn) dyn,
(S5j (λ)f )(ξ
′, xn) =
i
2
∫ ∞
0
sgn (xn − yn)M2λ(r, |xn − yn|)
ωλ(r) + r
rωj f˜n(ξ
′, yn) dyn,
(S6j (λ)f )(ξ
′, xn) =
−i
2
∫ ∞
0
M2λ(r, xn + yn)
ωλ(r) + r
rωj f˜n(ξ
′, yn) dyn,
(S7j (λ)f )(ξ
′, xn) = i
∫ ∞
0
M2λ(r, yn)
ωλ(r) + r
re−rxnωj f˜n(ξ′, yn) dyn,
(S8j (λ)f )(ξ
′, xn) = −
∫ ∞
0
M2λ(r, xn)e−ωλ(r)yn
ωλ(r)
rωjω
′ · f˜ ′(ξ′, yn) dyn,
(S9j (λ)f )(ξ
′, xn) =
∫ ∞
0
M2λ(r, xn)e−ωλ(r)yn
ωλ(r)(ωλ(r) + r)
r2ωjω
′ · f˜ ′(ξ′, yn) dyn,
(S10j (λ)f )(ξ
′, xn) =
∫ ∞
0
M2λ(r, xn)M2λ(r, yn)
ωλ(r) + r
r2ωj(if˜n(ξ
′, yn)− ω′ · f˜ ′(ξ′, yn)) dyn;
Rn(λ)f =
7∑
k=1
F−1ξ′
[
(Skn(λ)f )(ξ
′, xn)
]
(x′), (2.1.10)
where
(S1n(λ)f )(ξ
′, xn) =
1
2
∫ ∞
0
M1λ(r, xn, yn)
ωλ(r)
f˜n(ξ
′, yn) dyn,
(S2n(λ)f )(ξ
′, xn) =
i
2
∫ ∞
0
sgn (xn − yn)M2λ(r, |xn − yn|) +M2λ(r, xn + yn)
ωλ(r) + r
rω′ · f˜ ′(ξ′, yn) dyn,
(S3n(λ)f )(ξ
′, xn) = −1
2
∫ ∞
0
M1λ(r, xn, yn)
ωλ(r) + r
f˜n(ξ
′, yn) dyn,
(S4n(λ)f )(ξ
′, xn) = −1
2
∫ ∞
0
M2λ(r, |xn − yn|)−M2λ(r, xn + yn)
ωλ(r) + r
rf˜n(ξ
′, yn) dyn,
(S5n(λ)f )(ξ
′, xn) = −i
∫ ∞
0
M2λ(r, xn)e−ωλ(r)yn
ωλ(r)
rω′ · f˜ ′(ξ′, yn) dyn,
(S6n(λ)f )(ξ
′, xn) = i
∫ ∞
0
M2λ(r, xn)e−ωλ(r)yn
ωλ(r)(ωλ(r) + r)
r2ω′ · f˜ ′(ξ′, yn) dyn,
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(S7n(λ)f )(ξ
′, xn) = −
∫ ∞
0
M2λ(r, xn)M2λ(r, yn)
ωλ(r) + r
r2(iω′ · f˜ ′(ξ′, yn) + f˜n(ξ′, yn)) dyn;
and
Π(λ)f = F−1ξ′
[
(S1pif )(ξ
′, xn)
]
(x′) +
4∑
k=2
F−1ξ′
[
(Skpif )(ξ
′, xn)
]
(x′), (2.1.11)
where
(S1pif )(ξ
′, xn) = − i
2
∫ ∞
0
(e−|xn−yn|r + e−(xn+yn)r)ω′ · f˜ ′(ξ′, yn) dyn
+
1
2
∫ ∞
0
(sgn (xn − yn)e−|xn−yn|r − e−(xn+yn)r)f˜n(ξ′, yn) dyn,
(S2pi(λ)f )(ξ
′, xn) = i
∫ ∞
0
ωλ(r) + r
ωλ(r)
e−rxne−ωλ(r)ynω′ · f˜ ′(ξ′, yn) dyn,
(S3pi(λ)f )(ξ
′, xn) = −i
∫ ∞
0
e−ωλ(r)yn
ωλ(r)
e−rxnrω′ · f˜ ′(ξ′, yn) dyn,
(S4pi(λ)f )(ξ
′, xn) = i
∫ ∞
0
M2λ(r, yn)e−rxnr(ω′ · f˜ ′(ξ′, yn)− if˜n(ξ′, yn)) dyn.
Now, we will derive the formula (2.1.4) – (2.1.11), below. Set
Q(λ)f = T (Q1(λ)f, . . . , Qn(λ)f ).
Then, we see easily that Q(λ)f and pif solve the resolvent equations in Rn:
(λ−∆)Q(λ)f +∇pif = F, div (Q(λ)f ) = 0 in Rn. (2.1.12)
Let u and pi be a solution to (RS) and set u = Q(λ)f + v and pi = pif + θ. Since F = f
in H as follows from (2.1.3), by (2.1.12) we see that v and θ enjoy the equation:
(λ−∆)v +∇θ = 0, div v = 0 in H, v|xn=0 = −Q(λ)f |xn=0 . (2.1.13)
To solve (2.1.13), we apply the partial Fourier transform to (2.1.13) with respect to
x′ = (x1, . . . , xn−1), and then v˜j(ξ′, xn) and θ˜(ξ′, xn) satisfy the system of ordinary
differential equations with respect to xn:
(∂2n − ωλ(r)2)v˜j(ξ′, xn)− iξj θ˜(ξ′, xn) = 0, xn > 0, (2.1.14)
for j = 1, . . . , n− 1,
(∂2n − ωλ(r)2)v˜n(ξ′, xn)− ∂nθ˜(ξ′, xn) = 0, xn > 0, (2.1.15)
i
n−1∑
k=1
ξkv˜k(ξ
′, xn) + ∂nv˜n(ξ′, xn) = 0, xn > 0, (2.1.16)
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v˜j(ξ
′, 0) = −`j(ξ′) (2.1.17)
for j = 1, . . . , n, where we have set `j(ξ
′) = Q˜j(λ)f (ξ′, 0) for the notational simplicity.
By (2.1.14), (2.1.15) and (2.1.16), (∂2n − r2)θ˜(ξ′, xn) = 0. Thus, applying ∂2n − r2 to
(2.1.14) and (2.1.15), we have
(∂2n − ωλ(r)2)(∂2n − r2)v˜j(ξ′, xn) = 0, xn > 0, j = 1, . . . , n.
From this point of view, we will find the solution v˜j and θ˜ of the form:
v˜j(ξ
′, xn) = Pj(ξ′)e−ωλ(r)xn +Qj(ξ′)e−rxn , θ˜(ξ′, xn) = R(ξ′)e−rxn . (2.1.18)
Now, we will look for the conditions which Pj(ξ
′) and Qj(ξ′) should satisfy. By
(2.1.17) we have
Pj(ξ
′) +Qj(ξ′) = −`j(ξ′), j = 1, . . . , n. (2.1.19)
Inserting the formula (2.1.18) into (2.1.14), (2.1.15) and (2.1.16), we have
(r2 − ωλ(r)2)Qj(ξ′)e−rxn − iξjR(ξ′)e−rxn = 0, j = 1, . . . , n− 1,
(r2 − ωλ(r)2)Qn(ξ′)e−rxn + rR(ξ′)e−rxn = 0,
(iξ′ · P ′(ξ′)− ωλ(r)Pn(ξ′))e−ωλ(r)xn + (iξ′ ·Q′(ξ′)− rQn(ξ′))e−rxn = 0
for any xn > 0 where we have set
ξ′ · A′(ξ′) =
n−1∑
j=1
ξjAj(ξ
′)
with Aj = Pj and Qj. Thus, we have
iξ′ · P ′(ξ) = ωλ(r)Pn(ξ′), iξ′ ·Q′(ξ′) = rQn(ξ′), (2.1.20)
(r2 − ωλ(r)2)Qj(ξ′) = iξjR(ξ′), (r2 − ωλ(r)2)Qn(ξ′) = −rR(ξ′), (2.1.21)
for j = 1, . . . , n− 1. From (2.1.20) it follows that
Pn(ξ
′) = iξ′ · P ′(ξ′)ωλ(r)−1, Qn(ξ′) = iξ′ ·Q′(ξ′)r−1 (2.1.22)
Setting
ξ′ · `′(ξ′) =
n−1∑
k=1
ξk`k(ξ
′)
and combining (2.1.22) and (2.1.19), we have the system of the linear equations:
iξ′ · P ′(ξ′) + iξ′ ·Q′(ξ′) = −iξ′ · `′(ξ′),
iξ′ · P ′(ξ′)ωλ(r)−1 + iξ′ ·Q′(ξ′)r−1 = −`n(ξ′).
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Solving this system of the linear equations, we have
iξ′ · P ′(ξ′) = ωλ(r)
ωλ(r)− r (−iξ
′ · `′(ξ′) + r`n(ξ′)),
iξ′ ·Q′(ξ′) = −r
ωλ(r)− r (−iξ
′ · `′(ξ′) + ωλ(r)`n(ξ′)). (2.1.23)
Substituting (2.1.23) into (2.1.20) and (2.1.21) implies that
Pn(ξ
′) =
1
ωλ(r)− r (−iξ
′ · `′(ξ′) + r`n(ξ′)),
Qn(ξ
′) =
1
ωλ(r)− r (iξ
′ · `′(ξ′)− ωλ(r)`n(ξ′)),
R(ξ′) =
ωλ(r) + r
r
(iξ′ · `′(ξ′)− ωλ(r)`n(ξ′)),
Qj(ξ
′) =
−iωj
ωλ(r)− r (iξ
′ · `′(ξ′)− ωλ(r)`n(ξ′)) (2.1.24)
for j = 1, . . . , n− 1. Substituting (2.1.24) and (2.1.19) into (2.1.18) implies that
v˜j(ξ
′, xn) = −`j(ξ′)e−ωλ(r)xn +M2λ(r, xn)iωj(iξ′ · `′(ξ′)− ωλ(r)`n(ξ′))
for j = 1, . . . , n− 1;
v˜n(ξ
′, xn) = −`n(ξ′)e−ωλ(r)xn −M2λ(r, xn)(iξ′ · `′(ξ′)− ωλ(r)`n(ξ′));
θ˜(ξ′, xn) =
ωλ(r) + r
r
(iξ′ · `′(ξ′)− ωλ(r)`n(ξ′))e−rxn (2.1.25)
To obtain (2.1.4), (2.1.5), (2.1.6), (2.1.9), (2.1.10) and (2.1.11) from (2.1.25), (2.1.7)
and (2.1.8), we will use the following relations:
1
2pi
∫ ∞
−∞
eizξn
|ξ|2 + λ dξn =
e−ωλ(r)|z|
2ωλ(r)
, z ∈ R \ {0},
1
2pi
∫ ∞
−∞
eizξnξkn
(|ξ|2 + λ)|ξ|2 dξn =
(isgn z)k
2λ
(
rk−1e−r|z| − ωλ(r)k−1e−ωλ(r)|z|
)
(2.1.26)
for k = 0, 1, 2, which follows from the integral formula of Cauchy in the theory of
one complex variable and the relations: λ + |ξ|2 = (ξn + iωλ(r))(ξn − iωλ(r)) and
|ξ|2 = (ξn + ir)(ξn − ir). Since
`j(ξ
′) = Q˜j(λ)f (ξ′, 0) =
1
2pi
∫ ∞
−∞
Fˆj(ξ)
λ+ |ξ|2 dξn −
n∑
k=1
1
2pi
∫ ∞
−∞
ξjξkFˆk(ξ)
(λ+ |ξ|2)|ξ|2 dξn,
and since
Fˆj(ξ) =
∫ ∞
0
(e−iξnyn + eiξnyn)f˜j(ξ′, yn) dyn, j = 1, . . . , n− 1;
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Fˆn(ξ) =
∫ ∞
0
(e−iξnyn − eiξnyn)f˜n(ξ′, yn) dyn (2.1.27)
as follows from (2.1.3), applying (2.1.26), we have
`j(ξ
′) =
∫ ∞
0
e−ωλ(r)yn
ωλ(r)
f˜j(ξ
′, yn) dyn +
n−1∑
k=1
ξjξk
λ
∫ ∞
0
(
e−ωλ(r)yn
ωλ(r)
− e
−ryn
r
)
f˜k(ξ
′, yn) dyn
− iξj
λ
∫ ∞
0
(
e−ωλ(r)yn − e−ryn) f˜n(ξ′, yn) dyn, j = 1, . . . , n− 1; (2.1.28)
`n(ξ
′) = 0 (2.1.29)
Especially, using (2.1.29) and (2.1.25), we have (2.1.4) - (2.1.8).
In order to drive (2.1.9) – (2.1.11), we will use (2.1.26) and (2.1.27). First of all, by
(2.1.28) we have
iξ′ · `′(ξ′)
= i
∫ ∞
0
re−ωλ(r)yn
ωλ(r)
ω′ · f˜ ′(ξ′, yn) dyn + i r
3
λ
∫ ∞
0
(
e−ωλ(r)yn
ωλ(r)
− e
−ryn
r
)
ω′ · f˜ ′(ξ′, yn) dyn
+
r2
λ
∫ ∞
0
(
e−ωλ(r)yn − e−ryn)ω′ · f˜ ′(ξ′, yn) dyn. (2.1.30)
Using the formula:
λ = (ωλ(r)− r)(ωλ(r) + r) (2.1.31)
and recalling that
M2λ(r, z) =
e−ωλ(r)z − e−rz
ωλ(r)− r ,
we have
e−ωλ(r)z
ωλ(r)
− e
−rz
r
= − λe
−ωλ(r)z
rωλ(r)(ωλ(r) + r)
+
λM2λ(r, z)
r(ωλ(r) + r)
,
e−ωλ(r)z − e−rz = λM
2
λ(r, z)
ωλ(r) + r
, (2.1.32)
which inserted into (2.1.30) implies that
iξ′ · `′(ξ′) =i
∫ ∞
0
re−ωλ(r)yn
ωλ(r)
ω′ · f˜ ′(ξ′, yn) dyn
− ir
2
ωλ(r)(ωλ(r) + r)
∫ ∞
0
e−ωλ(r)yn ω′ · f˜ ′(ξ′, yn) dyn
+
ir2
ωλ(r) + r
∫ ∞
0
M2λ(r, yn)
(
ω′ · f˜ ′(ξ′, yn)− if˜n(ξ′, yn)
)
dyn. (2.1.33)
Since
Q˜j(λ)f (ξ
′, xn) =
1
2pi
∫ ∞
−∞
eixnξnFˆj(ξ)
λ+ |ξ|2 dξn −
n∑
k=1
1
2pi
∫ ∞
−∞
eixnξnFˆk(ξ)ξjξk
(λ+ |ξ|2)|ξ|2 dξn
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as follows from (2.1.7), using (2.1.26) and (2.1.27), we have
Q˜j(λ)f (ξ
′, xn) =
1
2ωλ(r)
∫ ∞
0
(
e−|xn−yn|ωλ(r) + e−(xn+yn)ωλ(r)
)
f˜j(ξ
′, yn) dyn
+
r2ωj
2λ
∫ ∞
0
(
e−|xn−yn|ωλ(r)
ωλ(r)
− e
−|xn−yn|r
r
)
ω′ · f˜ ′(ξ′, yn) dyn
+
r2ωj
2λ
∫ ∞
0
(
e−(xn+yn)ωλ(r)
ωλ(r)
− e
−(xn+yn)r
r
)
ω′ · f˜ ′(ξ′, yn) dyn
− iωjr
2λ
∫ ∞
0
{
sgn (xn − yn)
(
e−|xn−yn|ωλ(r) − e−|xn−yn|r)
− (e−(xn+yn)ωλ(r) − e−(xn+yn)r)} f˜n(ξ′, yn) dyn (2.1.34)
for j = 1, . . . , n− 1, and
Q˜n(λ)f (ξ
′, yn) =
1
2ωλ(r)
∫ ∞
0
(
e−|xn−yn|ωλ(r) − e−(xn+yn)ωλ(r)) f˜n(ξ′, yn) dyn
+
ir
2λ
∫ ∞
0
{
sgn (xn − yn)
(
e−|xn−yn|ωλ(r) − e−|xn−yn|r)
+
(
e−(xn+yn)ωλ(r) − e−(xn+yn)r)}ω′ · f˜ ′(ξ′, yn) dyn
− 1
2λ
∫ ∞
0
{(
ωλ(r)e
−|xn−yn|ωλ(r) − re−|xn−yn|r)
− (ωλ(r)e−(xn+yn)ωλ(r) − re−(xn+yn)r)} f˜n(ξ′, yn) dyn (2.1.35)
By (2.1.31), we have
ωλ(r)e
−zωλ(r) − re−zr = λ
ωλ(r) + r
e−zωλ(r) +
λr
ωλ(r) + r
M2λ(r, z) (2.1.36)
Combining (2.1.25), (2.1.29), (2.1.32) – (2.1.36), we have (2.1.9) and (2.1.10).
Since
pif (ξ′, xn) = − i
2pi
n∑
k=1
ξk
∫ ∞
−∞
eixnξnFˆk(ξ)|ξ|−2 dξn
= − i
2pi
n−1∑
k=1
∫ ∞
−∞
eixnξn
|ξ|2 Fˆk(ξ) dξn −
∂
∂xn
{
1
2pi
∫ ∞
−∞
eixnξn
|ξ|2 Fˆn(ξ) dξn
}
,
by (2.1.27) and (2.1.26) with λ = 0, we have
pif (ξ′, xn) =− i
2
∫ ∞
0
(
e−|xn−yn|r + e−(xn+yn)r
)
ω′ · f˜ ′(ξ′, yn) dyn
+
1
2
∫ ∞
0
(
sgn (xn − yn)e−|xn−yn|r − e−(xn+yn)r
)
f˜n(ξ
′, yn) dyn,
which combined with (2.1.25), (2.1.29) and (2.1.33) implies (2.1.11).
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Finally, we devide R(λ) and Π(λ) into two parts by using a function ψ(r) ∈ C∞(R)
such that
ψ(r) = 1 when |r| ≤ 1 and ψ(r) = 0 when |r| ≥ 2. (2.1.37)
Set ϕ0(ξ′) = ψ(|ξ′|) and ϕ∞(ξ′) = 1− ϕ0(ξ′). In view of (2.1.4) –(2.1.8), we set
R∞j (λ)f = Q
∞
j (λ)f −F−1ξ′
[
e−ωλ(r)xnQ˜∞j (λ)f (ξ
′, 0)
]
(x′)
−
n−1∑
k=1
F−1ξ′
[
M2λ(r, xn)rωjωkQ˜∞k (λ)f (ξ′, 0)
]
(x′), j = 1, . . . , n− 1;
R∞n (λ)f = Q
∞
n (λ)f −
n−1∑
k=1
F−1ξ′
[
M2λ(r, xn)irωkQ˜∞k (λ)f (ξ′, 0)
]
(x′);
Π∞(λ)f = pi∞f +
n−1∑
k=1
F−1ξ′
[
e−rxn(ωλ(r) + r)iωkQ˜∞k (λ)f (ξ
′, 0)
]
(x′),
R∞(λ)f = T (R∞1 (λ)f, . . . , R
∞
n (λ)f ),
Q∞j (λ)f = F−1ξ
[
ϕ∞(ξ′)(λ+ |ξ|2)−1
(
Fˆj(ξ)−
n∑
k=1
ξjξkFˆk(ξ)|ξ|−2
)]
(x),
pi∞f = −i
n∑
k=1
F−1ξ
[
ϕ∞(ξ′)ξkFˆk(ξ)|ξ|−2
]
(x). (2.1.38)
In particular, we see that
(λ−∆)R∞(λ)f +∇Π∞(λ)f = F−1ξ′ [ϕ∞(ξ′)f˜ (ξ′, xn)](ξ′) in H,
divR∞(λ)f = 0 in H, R∞(λ)f |xn=0 = 0. (2.1.39)
In view of (2.1.9)–(2.1.11), we set
R0j (λ)f =
10∑
k=1
F−1ξ′ [ϕ0(ξ′)(Skj (λ)f )(ξ′, xn)](x′), j = 1, . . . , n− 1,
R0n(λ)f =
7∑
k=1
F−1ξ′
[
ϕ0(ξ′)(Skn(λ)f )(ξ
′, xn)
]
(x′),
Π0(λ)f = F−1ξ′
[
(S1pif )(ξ
′, xn)
]
(x′) +
4∑
k=2
F−1ξ′
[
(Skpif )(ξ
′, xn)
]
(x′),
R0(λ)f = T (R01(λ)f, . . . , R
0
n(λ)f ). (2.1.40)
In particular, we see that
(λ−∆)R0(λ)f +∇Π0(λ)f = F−1ξ′ [ϕ0(ξ′)f˜ (ξ′, xn)](ξ′) in H,
divR0(λ)f = 0 in H, R0(λ)f |xn=0 = 0. (2.1.41)
Moreover, by (2.1.37), (2.1.38) and (2.1.40) we have
R(λ)f = R∞(λ)f +R0(λ)f, Π(λ)f = Π∞(λ)f +Π0(λ)f. (2.1.42)
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2.2 Analyticity of R∞(λ) and Π∞(λ) near λ = 0
Let R∞(λ) and Π∞(λ) be operators defined in (2.1.38) with function ψ(r) satisfying the
condition (2.1.37). In this section, we shall show the analyticity of R∞(λ) and Π∞(λ)
near λ = 0. Namely, we shall show the following theorem.
Theorem 2.2.1. Let 1 < p <∞ and set Bjp = L(Lp(H)n,W jp (H)) for j = 1, 2. Then,
R∞j (λ) ∈ A(U1/16,B2p) and Π∞(λ) ∈ A(U1/16,B1p).
Proof. Let ρ(ξ′) be a function in C∞(Rn−1) such that ρ(ξ′) = 1 for |ξ′| ≥ 1 and ρ(ξ′) =
0 for |ξ′| ≤ 1/2. Since ϕ∞(ξ′) = 0 for |ξ′| ≤ 1, we see that ρ(ξ′) = 1 on supp
Q˜∞j (λ)f (ξ
′, 0). Keeping this in mind and looking at the solution formula (2.1.38), we
introduce the following oprators:
L(λ)[g] = F−1ξ′
[
ρ(ξ′)e−ωλ(r)xn g˜(ξ′, 0)
]
(x′),
Mk(λ)[g] = F−1ξ′
[
ρ(ξ′)M2λ(r, xn)ξkg˜(ξ′, 0)
]
(x′),
N∞1 [g] = F−1ξ
[
ϕ∞(ξ′)gˆ(ξ)|ξ|−2] (x),
N∞2 [g] = F−1ξ′
[
ρ(ξ′)e−rxn g˜(ξ′, 0)
]
(x′),
N∞3 (λ)[g] = F−1ξ′
[
ρ(ξ′)ωλ(r)r−1e−rxn g˜(ξ′, 0)
]
(x′),
Pjf = F−1ξ
[
Fˆk(ξ)|ξ|−2
]
(x), j = 1, . . . , n,
R′jh = F−1ξ′
[
ωjh˜(ξ
′)
]
(x′), j = 1, . . . , n− 1 (2.2.1)
where Fk, k = 1, . . . , n, are the functions defined by (2.1.3), and then we have
R∞j (λ)f = Q
∞
j (λ)f − L(λ)[Q∞j (λ)f ]
−
n−1∑
k=1
R′jMk(λ)[Q
∞
k (λ)f ], j = 1, . . . , n− 1;
R∞n (λ)f = Q
∞
n (λ)f −
n−1∑
k=1
iMk(λ)[Q
∞
k (λ)f ];
Π∞(λ) =
n−1∑
k=1
∂k (N
∞
1 [Pkf ]−N∞2 [Q∞k (λ)f ]−N∞3 (λ)[Q∞k (λ)f ]) . (2.2.2)
First of all, we shall show thatQ∞j (λ) ∈ A(U1/16,B2p). To do this, we use the inequalities:
|ξ|2 ≥ 1
8
(|ξ|2 + 1) when |ξ′| ≥ 1/2, (2.2.3)
||ξ|2 + λ| ≥ 1
16
(|ξ|2 + 1) when |ξ′| ≥ 1/2 and λ ∈ U1/16. (2.2.4)
By the integral formula of Cauchy in the theory of one complex variable and (2.2.4),
we have
1
λ+ |ξ|2 =
1
2pii
∫
|z|= 1
16
dz
(z + |ξ|2)(z − λ) =
∞∑
j=0
1
2pii
∫
|z|= 1
16
dz
(z + |ξ|2)zj+1λ
j
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when |λ| < 1/16, and therefore formally we have
Q∞j (λ)f =
∞∑
k=0
Sk[Pjf ]λ
k, λ ∈ U1/16, (2.2.5)
where
Sk[f ] = F−1ξ
[
1
2pii
∫
|z|= 1
16
dz
(z + |ξ|2)zk+1ϕ
∞(ξ′)fˆ(ξ)
]
(x).
To complete the proof, we use the following Mihklin’s multiplier theorem (cf. Stein
[55], Triebel [60]).
Theorem 2.2.2. Let 1 < p < ∞, let S(Rn) denote the Schwartz space of rapidly
decreasing functions on Rn, and let m(ξ) be a function in C∞(Rn \ {0}) which satisfies
the multiplier condition:
|∂αξm(ξ)| ≤ Cα|ξ|−|α| for any α ∈ Nn0 .
Then, the operator T defined on S(Rn) by Tf = F−1ξ [m(ξ)fˆ(ξ)](x) admits an extension
to a bounded linear operator T ∈ L(Lp(Rn)). Furthermore, the norm of the operator T
may be estimate by Cp,nmax{Cα | |α| ≤ k} with some absolute constant Cp,n depending
only on p and n, where k = min{j ∈ N | j > n/2}.
By (2.2.4) we have∣∣∣∣∣∂αξ [ξβ 12pii
∫
|z|= 1
16
dz
(z + |ξ|2)zk+1ϕ
∞(ξ′)
]∣∣∣∣∣ ≤ Cα|ξ|−|α| 1pi
∫
|z|= 1
16
|dz|
|z|k+1 = (16)
kCα|ξ|−|α|
provided that |β| ≤ 2 and ∣∣∂αξ (ξjξk|ξ|−2)∣∣ ≤ Cα|ξ|−|α|,
and then applying Theorem 2.2.2 implies that
‖Sk[f ]‖W2,p(Rn) ≤ Cp,n(16)k‖f‖Lp(Rn) , (2.2.6)
‖Pjf ‖Lp(Rn) ≤ Cp,n‖F‖Lp(Rn) ≤ Cp,n‖f ‖Lp(Rn) . (2.2.7)
Combining (2.2.6) and (2.2.7) implies that
∞∑
k=0
‖S∞k [f ]‖W2,p(Rn)|λ|k ≤ Cp,n‖f‖Lp(Rn)
∞∑
k=0
(16|λ|)k.
Since
lim
k→∞
(16|λ|)k+1
(16|λ|)k = 16|λ| < 1
provided that |λ| < 1/16, ∑∞k=0 S∞k [f ]λk converges uniformly when |λ| ≤ r for any
r < 1/16, which shows that Q∞j (λ) ∈ A(U1/16,B2p).
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Now, we consider the analyticity of the operators: L(λ) and Mk(λ). To do this, we
use the inequality:
| arg(λ+ |ξ′|2)| ≤ pi/4, λ ∈ U1/16, |ξ′| ≥ 1/2, (2.2.8)
which follows from the following observation: Setting λ = |λ|eiθ, we see that
| tan θ| =
∣∣∣∣Im (λ+ |ξ′|2)Re (λ+ |ξ′|2)
∣∣∣∣ = ∣∣∣∣ |λ| sin θ|λ| cos θ + |ξ′|2
∣∣∣∣ ≤ |λ||ξ′|2 − |λ| ≤ 16−14−1 − 16−1 ≤ 1.
Therefore by (2.2.4) and (2.2.8) we have
Re
√
λ+ |ξ′|2 ≥ c(1 + |ξ′|), λ ∈ U1/16, |ξ′| ≥ 1/2 (2.2.9)
with c = (cos(pi/8))/(4
√
2). Recalling that
ωλ(r) =
√
λ+ r2, M2λ(r, z) =
e−ωλ(r)z − e−rz
ωλ(r)− r
(cf. (2.1.2)), we have
e−ωλ(r)xn =
1
2pii
∫
|z|= 1
16
e−
√
z+r2 xn
z − λ dz =
∞∑
`=0
1
2pii
∫
|z|= 1
16
e−
√
z+r2 xn
z`+1
dzλ`;
M2λ(r, xn)ξk = −xnξk
∫ 1
0
e−(r+θ(
√
λ+r2−r))xn dθ
=
∞∑
`=0
{−xnξk
2pii
∫
|z|= 1
16
∫ 1
0
e−(r+θ(
√
λ+r2−r))xn
z`+1
dzdθ
}
λ`.
Therefore, setting
L`[g] = F−1ξ′
[
ρ(ξ′)
1
2pii
∫
|z|= 1
16
e−
√
z+r2 xn
z`+1
dz g˜(ξ′, 0)
]
(x′),
Mk`[g] = F−1ξ′
[
ρ(ξ′)
−xnξk
2pii
∫
|z|= 1
16
∫ 1
0
e−(r+θ(
√
z+r2−r))xn
z`+1
dzdθ g˜(ξ′, 0)
]
(x′),
we have formally
L(λ)[g] =
∞∑
`=0
L`[g]λ
`,
Mk(λ)[g] =
∞∑
`=0
Mk`[g]λ
`. (2.2.10)
In order to show the convergence of the right hand side of (2.2.10) in U1/16 with respect
to B2p-norm, we use the following lemma.
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Lemma 2.2.3. Let 1 < p < ∞ and let Φ(ξ′, xn) be a function in C∞((Rn−1 \ {0}) ×
(0,∞)) which satisfies the multiplier condition:
|∂α′ξ′ ∂`nΦ(ξ′, xn)| ≤ ACα′,`|ξ′|`−|α
′| e−2c(1+|ξ
′|)xn (2.2.11)
for any ξ′ ∈ Rn−1, xn > 0 and ` = 0, 1, k, where k = 1 or 2, Cα′,` is a constant
independent of ξ′ and xn, and A and c are positive constants independent of α′, `, ξ′
and xn. Given f ∈W k,p(H), we set
Φf(x) = F−1ξ′ [Φ(ξ′, xn)fˆ(ξ′, 0)](x′).
Then, we have Φf ∈ W k,p(H) and
‖Φf‖
Wk,p(H)
≤ Cp,nA‖f‖
Wk,p(H)
.
Proof. By Theorem 2.2.2 and (2.2.11) with ` = 0, we have
‖Φf(·, xn)‖Lp(Rn−1) ≤ Cp,nAe−2cxn‖f(·, 0)‖Lp(Rn−1) ≤ Cp,nAe−2cxn‖f‖W1,p(H) ,
and therefore
‖Φf‖
Lp(H)
≤ Cp,nA
(∫ ∞
0
e−2cpxn dxn
)1/p
‖f‖
W1,p(H)
.
Next, we derive the estimate of differentiations of Φf . Set
g(x) = F−1ξ′
[
e−c|ξ
′|xn f˜(ξ′, 0)
]
(x′).
Then, by the Lp(H) boundedness of the singular integral operator defined on the half-
space due to Agmon-Douglis-Nirenberg [5] we have
‖∇g‖
Lp(H)
≤ Cp,n‖∇f‖Lp(H) . (2.2.12)
On the other hand, by (2.2.11)∣∣∣∂α′ξ′ (ec|ξ′|xn ∂`nΦ(ξ′, xn))∣∣∣ ≤ ACα′,`|ξ′|`−|α′| (2.2.13)
for any ξ′ ∈ Rn−1 and xn > 0. Keeping (2.2.12) and (2.2.13) in mind, we set
∂`nΦf = F−1ξ′
[
ec|ξ
′|xn ∂`nΦ(ξ
′, xn) g˜(ξ′, xn)
]
(x′).
When ` = 0 and |α′| = 1 with α′ ∈ Nn−10 , by (2.2.12), (2.2.13) and Theorem 2.2.2 we
have
‖∂α′x′Φf‖Lp(H) ≤ ACp,n‖∂α
′
x′ g‖Lp(H) ≤ ACp,n‖∇f‖Lp(H) .
If f ∈ W 2,p(H), by (2.2.12), (2.2.13) and Theorem 2.2.2 we have also
‖∂α′x′Φf‖Lp(H) ≤ ACp,n‖∂α
′
x′ g‖Lp(H) ≤ ACp,n‖∇2f‖Lp(H)
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provided that |α′| = 2 with α′ ∈ Nn−10 . When ` = 1, in view of (2.2.13) we write
∂nΦf = −
n−1∑
k=1
F−1ξ′
[ iξk
|ξ′|2 e
c|ξ′|xn∂nΦ(ξ′, xn)∂˜kg(ξ′, xn)
]
(x′).
By (2.2.13) with ` = 1,∣∣∣∣∂α′ξ′ [ iξk|ξ′|2 ec|ξ′|xn∂nΦ(ξ′, xn)]
∣∣∣∣ ≤ ACα′|ξ′|−|α′|
for ξ′ ∈ Rn−1 and xn > 0, and therefore applying Theorem 2.2.2 and (2.2.12) implies
that
‖∂nΦf‖Lp(H) ≤
n−1∑
k=1
Cp,nA‖∂kg‖Lp(H) ≤ Cp,nA‖∇f‖Lp(H) .
If f ∈W 2,p(H) and |α′| = 1 with α′ ∈ Nn−10 , we have
‖∂α′x′ ∂nΦf‖Lp(H) ≤
n−1∑
k=1
Cp,nA‖∂k∂α′x′ g‖Lp(H) ≤ Cp,nA‖∇2f‖Lp(H) .
Finally, given f ∈ W 2,p(H) we write
∂2nΦf = F−1ξ′
[
ec|ξ
′|xn∂2nΦ(ξ
′, xn)g˜(ξ′, xn)
]
(x′)
= −
n−1∑
k=1
F−1ξ′
[ec|ξ′|xn
|ξ|2 ∂
2
nΦ(ξ
′, xn)∂˜2kg(ξ
′, xn)
]
(x′)
By (2.2.13) with ` = 2, we have∣∣∣∣∂α′x′ [ec|ξ′|xn|ξ|2 ∂2nΦ(ξ′, xn)]
∣∣∣∣ ≤ ACα′|ξ′|−|α′|
for xn > 0 and ξ
′ ∈ Rn−1, and therefore applying Theorem 2.2.2 and (2.2.12) implies
that
‖∂2nΦf‖Lp(H) ≤ ACp,n
n−1∑
k=1
‖∂2kg‖Lp(H) ≤ ACp,n‖∇2f‖Lp(H) .
This completes the proof of the lemma.
To apply Lemma 2.2.3 to L`[g] and Mk`[g], we use the inequality:
Re(r + θ(
√
λ+ r2 − r)) ≥ c(1 + r) (2.2.14)
with r = |ξ′| for 0 ≤ θ ≤ 1, λ ∈ U1/16 and |ξ′| ≥ 1/2, which follows from (2.2.9)
immediately. By (2.2.9) and (2.2.14),∣∣∣∣∣∂α′ξ′ ∂mn [ρ(ξ′) 12pii
∫
|z|= 1
16
e−
√
z+r2 xn
z`+1
dz
]∣∣∣∣∣ ≤ (16)`Cα′|ξ′|m−|α′|,
28
∣∣∣∣∣∂α′ξ′ ∂mn [ρ(ξ′)xnξk2pii
∫
|z|= 1
16
∫ 1
0
e−(r+θ(
√
z+r2−r))xn
z`+1
dzdθ
]∣∣∣∣∣ ≤ (16)`Cα′|ξ′|m−|α′|
for xn > 0 and ξ
′ ∈ Rn−1, and therefore by Lemma 2.2.3 we have
‖L`[g]‖W2,p(H) ≤ Cp,n(16)`‖g‖W2,p(H) ,
‖Mk`[g]‖W2,p(H) ≤ Cp,n(16)`‖g‖W2,p(H) (2.2.15)
provided that g ∈ W 2,p(H). Combining (2.2.5) and (2.2.10) we have formally
L(λ)
[
Q∞j (λ)f
]
=
∞∑
`,m=0
L`[Sm[Pjf ]]λ
`+m =
∞∑
m=0
( m∑
`=0
L`[Sm−`[Pjf ]]
)
λm, (2.2.16)
Mk(λ) [Q
∞
k (λ)f ] =
∞∑
m=0
( m∑
`=0
Mk,`[Sm−`[Pkf ]]
)
λm. (2.2.17)
By (2.2.6), (2.2.7) and (2.2.15) we have
∞∑
m=0
∥∥∥ m∑
`=0
L`[Sm−`[Pjf ]]
∥∥∥
W2,p(H)
|λ|m ≤
∞∑
m=0
( m∑
`=0
Cp,n(16)
`(16)m
)
|λ|m−`‖f ‖
Lp(H)
= Cp,n‖f ‖Lp(H)
∞∑
m=0
(m+ 1)(16|λ|)m.
Since
lim
m→∞
(m+ 2)(16|λ|)m+1
(m+ 1)(16|λ|)m = limm→∞
1 + 2m−1
1 +m−1
16|λ| = 16|λ| < 1 (2.2.18)
provided that λ ∈ U1/16 , for any r ∈ (0, 1/16) the right hand side of (2.2.16) converges
uniformly in Ur with respect to B2p norm, which shows that L(λ)[Q∞j (λ)·] ∈ A(U1/16,B2p).
In the same manner, we see also thatMk(λ)[Q
∞
k (λ)·] ∈ A(U1/16,B2p). Therefore, we have
Rj(λ) ∈ A(U1/16,B2p), j = 1, . . . , n − 1. Since R′j ∈ L(W 2,p(H)), j = 1, . . . , n − 1, we
have also Rn(λ) ∈ A(U1/16,B2p).
Now, we consider Π∞(λ). By (2.2.3)
|∂αξ (ϕ∞(ξ′)|ξ|−2ξβ)| ≤ Cα|ξ|−|α|
provided that β ∈ Nn0 with |β| ≤ 2, and therefore combining Theorem 2.2.2 and (2.2.7)
implies that
‖∂kN∞1 [Pkf ]‖W1,p(H) ≤ C‖f ‖Lp(H) . (2.2.19)
Since ∣∣∣∂α′ξ′ ∂`n[ρ(ξ′)e−|ξ′|xn ]∣∣∣ ≤ Cα′,`|ξ′|`−|α′|e−c(1+|ξ′|)xn
for ` = 0, 1 with some constant c > 0 as follows from (2.2.3) with ξn = 0, by Lemma
2.2.3 we have
‖∂kN∞2 [g]‖W1,p(H) ≤ Cp,n‖g‖W2,p(H) . (2.2.20)
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By (2.2.5), we have formally
∂kN
∞
2 [Q
∞
k (λ)f ] =
∞∑
`=0
(∂kN
∞
2 [S`[Pkf ]])λ
`. (2.2.21)
By (2.2.6), (2.2.7) and (2.2.20)
∞∑
`=0
‖∂kN∞2 [S`[Pkf ]]‖W1,p(H) |λ|` ≤ cp,n
∞∑
`=0
(16|λ|)`‖f ‖
Lp(H)
,
which shows that the right hand side of (2.2.21) converges uniformly in Ur for any
r ∈ (0, 1/16) with respect to B1p norm, and therefore we have that
∂kN
∞
2 [Q
∞
k (λ)·] ∈ A(U1/16,B1p).
By (2.2.9),
√
z + r2 is holomorphic with respect to z ∈ U1/16, and therefore
√
z + r2 =
1
2pii
∫
|z|= 1
16
√
z + r2
z − λ dz =
∞∑
`=0
1
2pii
∫
|z|= 1
16
√
z + r2
z`+1
dzλ`.
Keeping this in mind and setting
N∞3,`[g] = F−1ξ′
[ 1
2pii
∫
|z|= 1
16
√
z + r2
z`+1
dz
ρ(ξ′)
r
e−rxn g˜(ξ′, 0)
]
(x′)
with r = |ξ′|, we have formally
N∞3 (λ)[g] =
∞∑
`=0
N∞3,`[g]λ
`. (2.2.22)
Since ∣∣∣∣∣∂α′ξ′ ∂mn [ 12pii
∫
|z|= 1
16
√
z + r2
z`+1
dz
ρ(ξ′)
r
e−rxn
]∣∣∣∣∣ ≤ (16)`Cα′|ξ′|m−|α′|e−c(1+|ξ′|)xn
with some c > 0 for m = 0, 1, 2, xn > 0 and ξ
′ ∈ Rn−1, by Lemma 2.2.3 we have
‖N∞3,`[g]‖W2,p(H) ≤ Cp,n(16)`‖g‖W2,p(H) (2.2.23)
provided that g ∈ W 2,p(H). By (2.2.22) and (2.2.5), we have formally
∂kN
∞
3 (λ)[Q
∞
k (λ)f ] =
∞∑
m=0
[ m∑
`=0
∂kN
∞
3,`[Sm−`[Pkf ]]
]
λm. (2.2.24)
Since by (2.2.23), (2.2.6) and (2.2.7) we have
∞∑
m=0
∥∥∥ m∑
`=0
∂kN
∞
3,`[Sm−`[Pkf ]]
∥∥∥|λ|m ≤ Cp,n‖f ‖Lp(H) ∞∑
m=0
(m+ 1)(16|λ|)m,
in view of (2.2.18) we see that the right hand side of (2.2.24) converges uniformly in Ur
for any r ∈ (0, 1/16) with respect to B1p-norm, which shows that ∂kN∞3 (λ)[Q∞k (λ)·] ∈
A(U1/16,B1p). By (2.2.19), (2.2.21), (2.2.24) and (2.2.2), we have Π∞(λ) ∈ A(U1/16,B1p),
which completes the proof of Theorem 2.2.1.
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2.3 Analyticity of R0(λ) and Π0(λ) near λ = 0
Let R0j (λ), j = 1, . . . , n, and Π
0(λ) be the operators defined by the formulas in (2.1.40).
Concerning these operators, we shall show the following theorem.
Theorem 2.3.1. Let 1 < p <∞, R > 0 and set Bjp,R = L(LpR(H),W j,p(H)), j = 1, 2.
Then, we have the expansion formulas:
R0j (λ)f = λ
n−1
2 G1j(λ)f + λ
n
2G2j(λ)f + (λ
n−1+σ(n)
2 log λ)G3j(λ)f +G
4
j(λ)f, (2.3.1)
Π0(λ)f = λ
n−1
2 G1pi(λ)f + λ
n
2G2pi(λ)f + (λ
n−1+σ(n)
2 log λ)G3pi(λ)f +G
4
pi(λ)f, (2.3.2)
where σ(n) is a number such as σ(n) = 1 when n is even and σ(n) = 0 when n is
odd; Gkj (λ) ∈ A(U1/2,B2p,R), k = 1, 2, 3, 4, j = 1, . . . , n; and Gkpi(λ) ∈ A(U1/2,B1p,R),
k = 1, 2, 3, 4.
Proof. First, we shall prove (2.3.1). Recall the formulas defined in (2.1.9), (2.1.10) and
(2.1.2). To show the expansion formula, we shall use the following relations:
ei(x
′−y′)·ξ′ =
∞∑
`=0
(i(x′ − y′) · ω′)`r`
`!
, ω′ = ξ′/r, (2.3.3)
ωλ(r)
−1M1λ(r, xn, yn) =
∞∑
`=0
(−1)`+1
(`+ 1)!
ωλ(r)
`(|xn − yn|`+1 − (xn + yn)`+1), (2.3.4)
M2λ(r, z) = −z
∫ 1
0
e−θrze−(1−θ)ωλ(r)z dθ
=
∞∑
`,m=0
(−z)`+m+1
`!m!
r`ωλ(r)
m
∫ 1
0
θ`(1− θ)m dθ
=
∞∑
`,m=0
(−z)`+m+1
(`+m+ 1)!
r`ωλ(r)
m, (2.3.5)
e−ryn =
∞∑
`=0
(−yn)`
`!
r`, (2.3.6)
e−ωλ(r)yn =
∞∑
`=0
(−yn)`
`!
ωλ(r)
`. (2.3.7)
Let dω′ be the surface element of Sn−1 = {ω′ ∈ Rn−1 | |ω′| = 1}. To get the represen-
tation formula of R0j (λ)f , by which we can show the expansion formula near λ = 0, in-
serting the definition of the partial Fourier transform: f˜j(ξ
′, yn) =
∫
Rn−1 e
−iy′·ξ′ f(y) dy′
with y′ = (y1, . . . , yn−1) and y = (y′, yn) into the formulas of Skj (λ)f in (2.1.9) and
(2.1.10) and applying (2.3.3)-(2.3.7) to the resultant formulas, we are led to introduce
the definition of the following operators:
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S1,0j (λ)f (x) :=F−1ξ′ [S1j (λ)f (ξ′, xn)ϕ0(ξ′)](x′)
=
∞∑
`,m=0
S1j,`m[f ](x)
(m+ 1)! `!
∫ ∞
0
ψ(r)r`+n−2ωλ(r)m dr,
S1j,`m[f ](x) =
(−1)m+1
2(2pi)n−1
∫
H
∫
Sn−1
(i(x′ − y′) · ω′)`
(|xn − yn|m+1 − (xn + yn)m+1)fj(y) dydω′; (2.3.8)
S2,0j (λ)f (x) :=F−1ξ′ [S2j (λ)f (ξ′, xn)ϕ0(ξ′)](x′)
=
∞∑
`,m=0
S2j,`m[f ](x)
(m+ 1)! `!
∫ ∞
0
ψ(r)r`+n−1ωλ(r)m
ωλ(r) + r
dr,
S2j,`m[f ](x) =
n−1∑
k=1
(−1)m+2
2(2pi)n−1
∫
H
∫
Sn−1
(i(x′ − y′) · ω′)`ωjωk
(|xn − yn|m+1 − (xn + yn)m+1)fk(y) dydω′; (2.3.9)
S3,0j (λ)f (x) :=F−1ξ′ [S3j (λ)f (ξ′, xn)ϕ0(ξ′)](x′)
=
∞∑
`,m,q=0
S3j,`m q[f ](x)
(`+m+ 1)! q!
∫ ∞
0
ψ(r)r`+q+n−1ωλ(r)m
ωλ(r) + r
dr,
S3j,`m q[f ](x) =
n−1∑
k=1
(−1)`+m+1
2(2pi)n−1
∫
H
∫
Sn−1
(i(x′ − y′) · ω′)qωjωk
(|xn − yn|`+m+1 − (xn + yn)`+m+1)fk(y) dydω′; (2.3.10)
S4,0j (λ)f (x) :=F−1ξ′ [S4j (λ)f (ξ′, xn)ϕ0(ξ′)](x′)
=
∞∑
`,m,q,s=0
S4j,`m q s[f ](x)
(`+m+ 1)! q! s!
∫ ∞
0
ψ(r)r`+q+s+n−1ωλ(r)m
ωλ(r) + r
dr,
S4j,`m q s[f ](x) =
n−1∑
k=1
(−1)`+m+q+1
(2pi)n−1
∫
H
∫
Sn−1
(i(x′ − y′) · ω′)sωjωkx`+m+1n yqnfk(y) dydω′;
(2.3.11)
S5,0j (λ)f (x) :=F−1ξ′ [S5j (λ)f (ξ′, xn)ϕ0(ξ′)](x′)
=
∞∑
`,m,q=0
S5j,`m q[f ](x)
(`+m+ 1)! q!
∫ ∞
0
ψ(r)r`+q+n−1ωλ(r)m
ωλ(r) + r
dr,
S5j,`m q[f ](x) =
n−1∑
k=1
i(−1)`+m+1
2(2pi)n−1
∫
H
∫
Sn−1
(i(x′ − y′) · ω′)qωj
sgn (xn − yn)|xn − yn|`+m+1fn(y) dydω′; (2.3.12)
S6,0j (λ)f (x) :=F−1ξ′ [S6j (λ)f (ξ′, xn)ϕ0(ξ′)](x′)
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=
∞∑
`,m,q=0
S6j,`m q[f ](x)
(`+m+ 1)! q!
∫ ∞
0
ψ(r)r`+q+n−1ωλ(r)m
ωλ(r) + r
dr,
S6j,`m q[f ](x) =
n−1∑
k=1
i(−1)`+m+2
2(2pi)n−1
∫
H
∫
Sn−1
(i(x′ − y′) · ω′)qωj(xn + yn)`+m+1fn(y) dydω′;
(2.3.13)
S7,0j (λ)f (x) :=F−1ξ′ [S7j (λ)f (ξ′, xn)ϕ0(ξ′)](x′)
=
∞∑
`,m,q,s=0
S7j,`m q s[f ](x)
(`+m+ 1)! q! s!
∫ ∞
0
ψ(r)r`+q+s+n−1ωλ(r)m
ωλ(r) + r
dr,
S7j,`m q s[f ](x) =
n−1∑
k=1
i(−1)`+m+q+1
(2pi)n−1
∫
H
∫
Sn−1
(i(x′ − y′) · ω′)sωjx`+m+1n yqnfn(y) dydω′;
(2.3.14)
S8,0j (λ)f (x) :=F−1ξ′ [S8j (λ)f (ξ′, xn)ϕ0(ξ′)](x′)
=
∞∑
`,m,q,s=0
S8j,`m q s[f ](x)
(`+m+ 1)! q! s!
∫ ∞
0
ψ(r)r`+s+n−1ωλ(r)m+q−1 dr,
S8j,`m q s[f ](x) =
n−1∑
k=1
(−1)`+m+q
(2pi)n−1
∫
H
∫
Sn−1
(i(x′ − y′) · ω′)sωjωkx`+m+1n yqnfn(y) dydω′;
(2.3.15)
S9,0j (λ)f (x) :=F−1ξ′ [S9j (λ)f (ξ′, xn)ϕ0(ξ′)](x′)
=
∞∑
`,m,q,s=0
S9j,`m q s[f ](x)
(`+m+ 1)! q! s!
∫ ∞
0
ψ(r)r`+s+nωλ(r)
m+q−1
ωλ(r) + r
dr,
S9j,`m q s[f ](x) =
n−1∑
k=1
(−1)`+m+q+1
(2pi)n−1
∫
H
∫
Sn−1
(i(x′ − y′) · ω′)sωjωkx`+m+1n yqnfk(y) dydω′;
(2.3.16)
S10,0j (λ)f (x) :=F−1ξ′ [S10j (λ)f (ξ′, xn)ϕ0(ξ′)](x′)
=
∞∑
`,m,q,s,t=0
S10j,`m q s t[f ](x)
(`+m+ 1)! (q + s+ 1)! t!
∫ ∞
0
ψ(r)r`+q+t+nωλ(r)
m+s
ωλ(r) + r
dr,
S10j,`m q s t[f ](x) =
(−1)`+m+q+s
(2pi)n−1
∫
H
∫
Sn−1
(i(x′ − y′) · ω′)tωjx`+m+1n yq+s+1n
(ifn(y)−
n−1∑
k=1
ωkfk(y)) dydω
′; (2.3.17)
S2,0n (λ)f (x) :=F−1ξ′ [S2n(λ)f (ξ′, xn)ϕ0(ξ′)](x′)
=
∞∑
`,m,q=0
S2n,`m q[f ](x)
(`+m+ 1)! q!
∫ ∞
0
ψ(r)r`+q+n−1ωλ(r)m
ωλ(r) + r
dr,
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S2n,`m q[f ](x) =
n−1∑
k=1
i(−1)`+m+1
2(2pi)n−1
∫
H
∫
Sn−1
(i(x′ − y′) · ω′)qωk
(sgn (xn − yn)|xn − yn|`+m+1 + (xn + yn)`+m+1)fk(y) dydω′; (2.3.18)
S3,0n (λ)f (x) :=F−1ξ′ [S3n(λ)f (ξ′, xn)ϕ0(ξ′)](x′)
=
∞∑
`,m=0
S3n,`m[f ](x)
(m+ 1)! `!
∫ ∞
0
ψ(r)r`+n−2ωλ(r)m+2
ωλ(r) + r
dr,
S3n,`m[f ](x) =
(−1)`+m+1
2(2pi)n−1
∫
H
∫
Sn−1
(i(x′ − y′) · ω′)`
(|xn − yn|m+1 + (xn + yn)m+1)fn(y) dydω′; (2.3.19)
S4,0n f (λ)(x) :=F−1ξ′ [S4n(λ)f (ξ′, xn)ϕ0(ξ′)](x′)
=
∞∑
`,m,q=0
S4n,`m q[f ](x)
(`+m+ 1)! q!
∫ ∞
0
ψ(r)r`+q+n−1ωλ(r)m
ωλ(r) + r
dr,
S4n,`m q[f ](x) =
(−1)`+m
2(2pi)n−1
∫
H
∫
Sn−1
(i(x′ − y′) · ω′)q
(|xn − yn|`+m+1 + (xn + yn)`+m+1)fn(y) dydω′; (2.3.20)
S5,0n (λ)f (x) :=F−1ξ′ [S5n(λ)f (ξ′, xn)ϕ0(ξ′)](x′)
=
∞∑
`,m,q,s=0
S5n,`m q s[f ](x)
(`+m+ 1)! q! s!
∫ ∞
0
ψ(r)r`+s+n−1ωλ(r)m+q−1 dr,
S5n,`m q s[f ](x) =
n−1∑
k=1
i(−1)`+m+q
(2pi)n−1
∫
H
∫
Sn−1
(i(x′ − y′) · ω′)sωkx`+m+1n yqnfk(y) dydω′;
(2.3.21)
S6,0n (λ)f (x) :=F−1ξ′ [S6n(λ)f (ξ′, xn)ϕ0(ξ′)](x′)
=
∞∑
`,m,q,s=0
S6n,`m q s[f ](x)
(`+m+ 1)! q! s!
∫ ∞
0
ψ(r)r`+s+n−1ωλ(r)m+q−1
ωλ(r) + r
dr,
S6n,`m q s[f ](x) =
n−1∑
k=1
i(−1)`+m+q
(2pi)n−1
∫
H
∫
Sn−1
(i(x′ − y′) · ω′)sωkx`+m+1n yqnfk(y) dydω′;
(2.3.22)
S7,0n (λ)f (x) :=F−1ξ′ [S7n(λ)f (ξ′, xn)ϕ0(ξ′)](x′)
=
∞∑
`,m,q,s,t=0
S7n,`m q s t[f ](x)
(`+m+ 1)! (q + s+ 1)! t!
∫ ∞
0
ψ(r)r`+q+t+nωλ(r)
m+s
ωλ(r) + r
dr,
S7n,`m q s t[f ](x) =
(−1)`+m+q+s+1
(2pi)n−1
∫
H
∫
Sn−1
(i(x′ − y′) · ω′)tx`+m+1n yq+s+1n
(
n−1∑
k=1
iωkfk(y)− fn(y)) dydω′. (2.3.23)
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Combining (2.1.40), and (2.3.8) – (2.3.23), we have
R0j (λ)f =
10∑
k=1
Sk,0j (λ)f, j = 1, . . . , n− 1, R0n(λ)f =
7∑
k=1
Sk,0n (λ)f. (2.3.24)
To show the expansion formula of R0j (λ)f with respect to λ by using (2.3.24), we
shall use the following lemma.
Lemma 2.3.2. Let ψ(r) be a function in C∞0 (R) satisfying the condition (2.1.37),
ωλ(r) =
√
λ+ r2 and a, b be non-negative integers. Then, we have the following two
expansion formulas:
(1) ∫ ∞
0
ψ(r)raωλ(r)
b−1 dr = ha,b(λ) + ca,bλ
a+b
2 + da,bλ
a+b
2 log λ (2.3.25)
for λ ∈ U1/2 \ (−∞, 0], where ha,b(λ) is a holomorphic function in U1/2 which satisfies
the condition:
|ha,b(λ)| ≤ CLa+b for any λ ∈ U1/2 (2.3.26)
with some constants C > 0 and L ≥ 1 which are independent of a and b, and ca,b and
da,b are constants which depend on a and b and satisfy the condition:
|ca,b| ≤ C, |da,b| ≤ C, da,b = 0 if a+ b
2
6∈ N0 (2.3.27)
with some constant C > 0 which is independent of a and b.
(2) ∫ ∞
0
ψ(r)raωλ(r)
b−1
ωλ(r) + r
dr = h˜a,b(λ) + c˜a,bλ
a+b−1
2 + d˜a,bλ
a+b−1
2 log λ (2.3.28)
for λ ∈ U1/2 \ (−∞, 0], where h˜a,b(λ) is a holomorphic function in U1/2 which satisfies
the condition:
|h˜a,b(λ)| ≤ CLa+b for any λ ∈ U1/2 (2.3.29)
with some constants C > 0 and L ≥ 1 which are independent of a and b, and c˜a,b and
d˜a,b are constants which depend on a and b and satisfy the condition:
|c˜a,b| ≤ C, |d˜a,b| ≤ C, d˜a,b = 0 if a+ b− 1
2
6∈ N0 (2.3.30)
with some constant C > 0 which is independent of a and b.
Proof. Since
ψ(r)raωλ(r)
b−1 =
ψ(r)ra+1ωλ(r)
b−1
ωλ(r) + r
+
ψ(r)raωλ(r)
b
ωλ(r) + r
,
(1) follows from (2) immediately. Therefore, it suffices to show (2) only, below. Set
k˜a,b(λ) =
∫ ∞
1
ψ(r)raωλ(r)
b−1
ωλ(r) + r
dr =
∫ ∞
1
ψ(r)ra(
√
λ+ r2)b−1√
λ+ r2 + r
dr.
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Obviously, k˜ab(λ) is holomorphic in U1/2. If we write λ+ r
2 = |λ+ r2|eiθ, then
| tan θ| =
∣∣∣∣ ImλReλ+ r2
∣∣∣∣ ≤ |Imλ|r2 − |Reλ| ≤ 2−11− 2−1 = 1
when r ≥ 1 and |λ| ≤ 1/2, which shows that |θ| ≤ pi/4. Therefore, we have
Re
√
λ+ r2 = |λ+ r2|1/2 cos(θ/2) ≥ (1− 2−1)1/2 cos(pi/8) = c > 0 (2.3.31)
provided that r ≥ 1 and |λ| ≤ 1/2, which in particular implies that |√λ+ r2+r| ≥ c+1.
From these considerations it follows that
|k˜a,b(λ)| ≤ (c+ 1)−1
∫ 2
1
ra|λ+ r2|b−1 dr ≤ c−12a(9/2)b−1
provided that |λ| ≤ 1/2.
Next, since ψ(r) = 1 when |r| ≤ 1, we have∫ 1
0
ψ(r)raωλ(r)
b−1
ωλ(r) + r
dr =
∫ 1
0
raωλ(r)
b−1
ωλ(r) + r
dr.
Setting
√
λ+ r2 = s− r, we have∫ r ra(√λ+ r2)b−1√
λ+ r2 + r
dr =
∫ s(s2 − λ
2s
)a(
s2 + λ
2s
)b
ds
s2
=
(
1
2
)a+b a∑
`=0
b∑
m=0
(
a
`
)(
b
m
)
(−1)`λ`+m
∫ s
sa+b−2(`+m)−2 ds
=
(
1
2
)a+b a∑
`=0
b∑
m=0
`+m6=a+b−1
2
(
a
`
)(
b
m
)
(−1)`λ`+m s
a+b−2(`+m)−1
a+ b− 2(`+m)− 1
+
(
1
2
)a+b a∑
`=0
b∑
m=0
`+m=a+b−1
2
(
a
`
)(
b
m
)
(−1)`λa+b−12 log s
=
(
1
2
)a+b a∑
`=0
b∑
m=0
`+m6=a+b−1
2
(
a
`
)(
b
m
)
(−1)`λ`+m (r +
√
λ+ r2)a+b−2(`+m)−1
a+ b− 2(`+m)− 1
+
(
1
2
)a+b a∑
`=0
b∑
m=0
`+m=a+b−1
2
(
a
`
)(
b
m
)
(−1)`λa+b−12 log(r +
√
λ+ r2).
Therefore, we have∫ 1
0
ψ(r)raωλ(r)
b−1
ωλ(r) + r
dr = ˜`a,b(λ) + c˜a,bλ
a+b−1
2 + d˜a,bλ
a+b−1
2 log λ,
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where we have set
˜`
a,b(λ) =
(
1
2
)a+b a∑
`=0
b∑
m=0
`+m6=a+b−1
2
(
a
`
)(
b
m
)
(−1)`λ`+m (1 +
√
λ+ 1)a+b−2(`+m)−1
a+ b− 2(`+m)− 1
+
(
1
2
)a+b a∑
`=0
b∑
m=0
`+m=a+b−1
2
(
a
`
)(
b
m
)
(−1)`λa+b−12 log(1 +√λ+ 1)
c˜a,b =−
(
1
2
)a+b a∑
`=0
b∑
m=0
`+m6=a+b−1
2
(
a
`
)(
b
m
)
(−1)`
a+ b− 2(`+m)− 1
d˜a,b =

−
(
1
2
)a+b a∑
`=0
b∑
m=0
`+m=a+b−1
2
(
a
`
)(
b
m
)
(−1)` if a+ b− 1
2
∈ N0,
0 if
a+ b− 1
2
6∈ N0,
Now, we shall show the estimates of ˜`(λ), c˜a,b and d˜a,b. To do this, we use the inequality:
1 ≤ |1 +√1 + λ| ≤ 3 (|λ| ≤ 1/2),
which follows from (2.3.31) with r = 1. Then, we have
|˜`a,b(λ)| ≤
(
3
2
)a+b a∑
`=0
b∑
m=0
(
a
`
)(
b
m
)
(1 + log 3) ≤ (1 + log 3)3a+b
provided that |λ| ≤ 1/2, because
c∑
`=0
(
c
`
)
= 2c with c = a and b.
In the same manner, we have
|c˜a,b| ≤ 1, |d˜a,b| ≤ 1.
If we set h˜a,b(λ) = k˜a,b(λ) + ˜`a,b(λ), then h˜a,b(λ), c˜a,b and d˜a,b satisfy the required
properties, which completes the proof of the lemma.
Inserting the formulas (2.3.25) and (2.3.28) into the relations (2.3.8)–(2.3.23), we
are led to introduce the following relations: Letting e = c, d and a = 0, 1, we set
T 1j,h(λ)f =
∞∑
`,m=0
S1j,`m[f ](x)
(m+ 1)! `!
h`+n−2,m+1(λ),
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T 1j,ea(λ)f =
∞∑
b=0
∑
`+m=2b+a
S1j,`m[f ](x)
(m+ 1)! `!
e`+n−2,m+1λb; (2.3.32)
T 2j,h(λ)f =
∞∑
`,m=0
S2j,`m[f ](x)
(m+ 1)! `!
h˜`+n−1,m+1(λ),
T 2j,ea(λ)f =
∞∑
b=0
∑
`+m=2b+a
S2j,`m[f ](x)
(m+ 1)! `!
e˜`+n−1,m+1λb; (2.3.33)
T kj,h(λ)f =
∞∑
`,m,q=0
Skj,`m q[f ](x)
(`+m+ 1)! q!
h˜`+q+n−1,m+1(λ), k = 3, 5, 6,
T kj,ea(λ)f =
∞∑
b=0
∑
`+m+q=2b+a
Skj,`m q[f ](x)
(`+m+ 1)! q!
e˜`+q+n−1,m+1λb, k = 3, 5, 6; (2.3.34)
T kj,h(λ)f =
∞∑
`,m,q,s=0
Skj,`m q s[f ](x)
(`+m+ 1)! q! s!
h˜`+q+s+n−1,m+1(λ), k = 4, 7,
T kj,ea(λ)f =
∞∑
b=0
∑
`+m+q+s=2b+a
Skj,`m q s[f ](x)
(`+m+ 1)! q! s!
e˜`+q+s+n−1,m+1λb, k = 4, 7; (2.3.35)
T 8j,h(λ)f =
∞∑
`,m,q,s=0
S8j,`m q s[f ](x)
(`+m+ 1)! q! s!
h`+s+n−1,m+q(λ),
T 8j,ea(λ)f =
∞∑
b=0
∑
`+m+q+s=2b+a
S8j,`m q s[f ](x)
(`+m+ 1)! q! s!
e`+s+n−1,m+qλb; (2.3.36)
T 9j,h(λ)f =
∞∑
`,m,q,s=0
S9j,`m q s[f ](x)
(`+m+ 1)! q! s!
h˜`+s+n,m+q(λ),
T 9j,ea(λ)f =
∞∑
b=0
∑
`+m+q+s=2b+a
S9j,`m q s[f ](x)
(`+m+ 1)! q! s!
e˜`+s+n,m+qλ
b; (2.3.37)
T 10j,h(λ)f =
∞∑
`,m,q,s,t=0
S10j,`m q s t[f ](x)
(`+m+ 1)! (q + s+ 1)! t!
h˜`+q+t+n,m+s+1(λ),
T 10j,ea(λ)f =
∞∑
b=0
∑
`+m+q+s+t+1=2b+a
S10j,`m q s t[f ](x)
(`+m+ 1)! (q + s+ 1)! t!
e˜`+q+t+n,m+s+1λ
b; (2.3.38)
T kn,h(λ)f =
∞∑
`,m,q=0
Skn,`m q[f ](x)
(`+m+ 1)! q!
h˜`+q+n−1,m+1(λ), k = 2, 4,
T kn,ea(λ)f =
∞∑
b=0
∑
`+m+q=2b+a
Skn,`m q[f ](x)
(`+m+ 1)! q!
e˜`+q+n−1,m+1λb, k = 2, 4; (2.3.39)
T 3n,h(λ)f =
∞∑
`,m=0
S3n,`m[f ](x)
(m+ 1)! `!
h˜`+n−2,m+3(λ),
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T 3n,ea(λ)f =
∞∑
b=0
∑
`+m=2b+a
S3n,`m[f ](x)
(m+ 1)! `!
e˜`+n−2,m+2λb; (2.3.40)
T 5n,h(λ)f =
∞∑
`,m,q,s=0
S5n,`m q s[f ](x)
(`+m+ 1)! q! s!
h`+s+n−1,m+q(λ),
T 5n,ea(λ)f =
∞∑
b=0
∑
`+m+q+s=2b+a
S5n,`m q s[f ](x)
(`+m+ 1)! q! s!
e`+s+n−1,m+qλb; (2.3.41)
T 6n,h(λ)f =
∞∑
`,m,q,s=0
S6n,`m q s[f ](x)
(`+m+ 1)! q! s!
h˜`+s+n,m+q(λ),
T 6n,ea(λ)f =
∞∑
b=0
∑
`+m+q+s=2b+a
S6n,`m q s[f ](x)
(`+m+ 1)! q! s!
e˜`+s+n,m+qλ
b; (2.3.42)
T 7n,h(λ)f =
∞∑
`,m,q,s,t=0
S7n,`m q s t[f ](x)
(`+m+ 1)! (q + s+ 1)! t!
h˜`+q+t+n,m+s+1(λ),
T 7n,ea(λ)f =
∞∑
b=0
∑
`+m+q+s+t+1=2b+a
S7n,`m q s t[f ](x)
(`+m+ 1)! (q + s+ 1)! t!
e˜`+q+t+n,m+s+1λ
b; (2.3.43)
Inserting (2.3.32)–(2.3.43) into (2.3.24), we have the expansion formulas:
R0j (λ)f =
10∑
k=1
{ 1∑
a=0
λ
n−1+a
2 (T kj,ca(λ)f + log λT
k
j,da(λ)f ) + T
k
j,h(λ)
}
, j = 1, . . . , n− 1;
R0n(λ)f =
7∑
k=1
{ 1∑
a=0
λ
n−1+a
2 (T kn,ca(λ)f + log λT
k
n,da(λ)f ) + T
k
n,h(λ)
}
. (2.3.44)
To complete the proof of Theorem 2.3.1, it suffices to prove the following assertions:
T kj,h(λ), T
k
j,ea(λ) ∈ A(U1/2,B2p,R), (2.3.45)
T kj,d²(n)(λ) = 0, (2.3.46)
where ²(n) is a number such that ²(n) = 0 when n is even and ²(n) = 1 when n is odd.
First of all, we shall show (2.3.46). Set a = ²(n). In (2.3.32) we have (`+ n− 2 +m+
1)/2 = b+(n−1+²(n))/2 6∈ N0, which combined with (2.3.27) implies that T 1j,d²(n)(λ) = 0
(j = 1, . . . , n). In (2.3.33) and (2.3.40) we have (m+`+n−1)/2 = b+(n−1+²(n))/2 6∈
N0, which combined with (2.3.30) implies that T 2j,d²(n)(λ) = T 3n,d²(n)(λ) = 0. In (2.3.34)
and (2.3.39) we have (`+m+q+n−1)/2 = b+(n−1+²(n))/2 6∈ N0, which combined with
(2.3.30) implies that T kj,d²(n)(λ) = 0 (k = 3, 5, 6, j = 1, . . . , n−1) and that T kn,d²(n)(λ) = 0
(k = 2, 4). In (2.3.35), (2.3.37) and (2.3.42) we have (`+m+q+s+n−1)/2 = b+(n−
1 + ²(n))/2 6∈ N0, which combined with (2.3.30) implies that T kj,d²(n)(λ) = 0 (k = 4, 7,
j = 1, . . . , n − 1), that T 9j,d²(n)(λ) = 0 (j = 1, . . . , n − 1) and that T 6n,d²(n)(λ) = 0. In
(2.3.36) and (2.3.41) we have (`+m+q+s+n−1)/2 = b+(n−1+²(n))/2, which combined
with (2.3.27) implies that T 8j,d²(n)(λ) = 0 (j = 1, . . . , n− 1) and that T 5n,d²(n)(λ) = 0. In
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(2.3.38) and (2.3.43) we have (` +m + q + s + t + n)/2 = b + (n − 1 + ²(n))/2 6∈ N0,
which combined with (2.3.30) implies that T 10j,d²(n)(λ) = 0 (j = 1, . . . , n − 1) and that
T 7n,d²(n)(λ) = 0, which completes the proof of (2.3.46).
Next, we shall show (2.3.45). Observing the relations:
∂n
∫ ∞
0
|xn − yn|`+1f(y) dyn = (`+ 1)
∫ ∞
0
sgn (xn − yn)|xn − yn|`f(y) dyn, ` ≥ 0,
∂n
∫ ∞
0
sgn (xn − yn)|xn − yn|`+1f(y) dyn = (`+ 1)
∫ ∞
0
|xn − yn|`f(y) dyn, ` ≥ 0,
∂2n
∫ ∞
0
|xn − yn|f(y) dyn = 2f(y′, xn),
∂2n
∫ ∞
0
sgn (xn − yn)|xn − yn|f(y) dyn = 0,
∂2n
∫ ∞
0
|xn − yn|`+1f(y) dyn = (`+ 1)`
∫ ∞
0
|xn − yn|`−1f(y) dy, ` ≥ 1,
∂2n
∫ ∞
0
sgn (xn − yn)|xn − yn|`+1f(y) dyn
= (`+ 1)`
∫ ∞
0
sgn (xn − yn)|xn − yn|`−1f(y) dy, ` ≥ 1 (2.3.47)
in (2.3.8), (2.3.9), (2.3.12), (2.3.18), (2.3.19) and (2.3.20) and using the inequalities:∫
H
|fj(y)| dy ≤ Cp,nRn(1−(1/p))‖fj‖Lp(H) for f ∈ LpR(H),
‖v‖
W2,p(B+
R
)
≤ Cp,nRn/p
∑
|α|≤2
esssup
|x|≤R, x∈H
|∂αx v(x)|, (2.3.48)
in (2.3.8)–(2.3.23) we have
‖Skj,`m[f ] ‖W2,p(B+
R
)
≤ Cp,nRn+1(2R)`+m(`+ 1)2(m+ 1)2‖f ‖Lp(H) , (2.3.49)
for k = 1, 2, j = 1, . . . , n− 1, and k = 3, j = n;
‖Skj,`m q[f ] ‖W2,p(B+
R
)
≤ Cp,nRn+1(2R)`+m+q(`+m+ 1)2(q + 1)2‖f ‖Lp(H) , (2.3.50)
for k = 3, 5, 6, j = 1, . . . , n− 1, and k = 2, 4, j = n;
‖Skj,`m q s[f ] ‖W2,p(B+
R
)
≤ Cp,nRn+1(2R)sR`+m+q(`+m+ 1)2(q + 1)2(s+ 1)2‖f ‖Lp(H) ,
(2.3.51)
for k = 4, 7, 8, 9, j = 1, . . . , n− 1, and k = 5, 6, j = n;
‖Skj,`m q s t[f ] ‖W2,p(B+
R
)
≤ Cp,nRn+2(2R)tR`+m+q+s(`+m+ 1)2(q + s+ 1)2(t+ 1)2‖f ‖Lp ,
(2.3.52)
40
for k = 10, j = 1, . . . , n − 1 and k = 7, j = n provided that f ∈ LpR(H). For the
notational simplicity, given S ∈ B2p,R we set
|||S||| = sup{‖Sf ‖
W2,p(B+
R
)
| ‖f ‖
Lp(H)
= 1, f ∈ LpR(H)}.
Then, by Lemma 2.3.2 and (2.3.49), we have
∞∑
`,m=0
|||S1j,`m|||
(m+ 1)!`!
esssup
λ∈U1/2
|h`+n−2,m+1(λ)|
≤ Cn,pLn−1Rn+1
∞∑
`,m=0
(2RL)`+m(`+ 1)2(m+ 1)2
(m+ 1)! `!
≤ Cp,nLn−1Rn+1
( ∞∑
`=0
(2RL)`(`+ 1)2
`!
)2
<∞. (2.3.53)
In fact, since
lim
`→∞
(2RL)`+1(`+ 2)2
(`+ 1)!
`!
(2RL)`(`+ 1)2
= lim
`→∞
(1 + 2`−1)2
(1 + `−1)2
2RL
`+ 1
= 0,
the convergence of (2.3.53) follows from the criterion of Cauchy concerning the non-
negative series. Therefore, the right hand side of (2.3.32) convergences uniformly in
U1/2 with respect to the norm ||| · ||| and h`+n−2,m+1(λ) is holomorphic in U1/2, which
imply that T 1jh(λ) ∈ A(U1/2,B2p,R) for j = 1, . . . , n− 1. Employing the same argument,
by Lemma 2.3.2, (2.3.33), (2.3.40) and (2.3.49) we see also that T 2j,h(λ) ∈ A(U1/2,B2p,R)
for j = 1, . . . , n− 1 and that T 3n,h(λ) ∈ A(U1/2,B2p,R).
By Lemma 2.3.2 and (2.3.50), we have
∞∑
`,m,q=0
|||Skj,`m q|||
(`+m+ 1)! q!
esssup
λ∈U1/2
|h˜`+q+n−1,m+1(λ)|
≤ Cn,pLnRn+1
∞∑
`,m,q=0
(2RL)`+m+q(`+m+ 1)2(q + 1)2
(`+m+ 1)! q!
≤ Cp,nLnRn+1
( ∞∑
`=0
(2RL)`(`+ 1)2
`!
)3
<∞, (2.3.54)
where we have used the inequaliteis: (`+m+1) ≥ `!m! and (`+m+1)2 ≤ (`+1)2(m+1)2.
Therefore, the right hand side of (2.3.34) convergences uniformly in U1/2 with respect to
the norm ||| · ||| and h˜`+q+n−1,m+1(λ) is holomorphic in U1/2, which imply that T kjh(λ) ∈
A(U1/2,B2p,R) for k = 3, 5, 6 and j = 1, . . . , n − 1. Employing the same argument, by
Lemma 2.3.2, (2.3.50) and (2.3.39) we see also that T kn,h(λ) ∈ A(U1/2,B2p,R) for k = 2, 4.
By Lemma 2.3.2 and (2.3.51), we have
∞∑
`,m,q,s=0
|||Skj,`m q s|||
(`+m+ 1)! q! s!
esssup
λ∈U1/2
|h˜`+q+s+n−1,m+1(λ)|
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≤ Cn,pLnRn+1
∞∑
`,m,q,s=0
(2RL)s(RL)`+m+q(`+m+ 1)2(q + 1)2(s+ 1)2
(`+m+ 1)! q! s!
≤ Cp,nLnRn+1
( ∞∑
`=0
(2RL)`(`+ 1)2
`!
)4
<∞. (2.3.55)
Therefore, the right hand side of (2.3.35) convergences uniformly in U1/2 with respect
to the norm ||| · ||| and h˜`+q+s+n−1,m+1(λ) is holomorphic in U1/2, which imply that
T kjh(λ) ∈ A(U1/2,B2p,R) for k = 4, 7 and j = 1, . . . , n−1. Employing the same argument,
by Lemma 2.3.2, (2.3.50), (2.3.36), (2.3.37), (2.3.41), (2.3.42) we see also that T kj,h(λ) ∈
A(U1/2,B2p,R) for k = 8, 9 and j = 1, . . . , n − 1 ,and that T kn,h(λ) ∈ A(U1/2,B2p,R) for
k = 5, 6.
By Lemma 2.3.2 and (2.3.52), we have
∞∑
`,m,q,s,t=0
|||Skj,`m q s t|||
(`+m+ 1)! (q + s+ 1)! t!
esssup
λ∈U1/2
|h˜`+q+t+n−1,m+s+1(λ)|
≤ Cn,pLn+1Rn+2
∞∑
`,m,q,s,t=0
(2RL)t(RL)`+m+q+s(`+m+ 1)2(q + s+ 1)2(t+ 1)2
(`+m+ 1)! (q + s+ 1)! t!
≤ Cp,nLnRn+1
( ∞∑
`=0
(2RL)`(`+ 1)2
`!
)5
<∞. (2.3.56)
Therefore, the right hand side of (2.3.38) and (2.3.43) convergences uniformly in U1/2
with respect to the norm ||| · ||| and h˜`+q+t+n,m+s+1(λ) is holomorphic in U1/2, which
imply that T 10jh (λ) ∈ A(U1/2,B2p,R) for j = 1, . . . , n−1 and that T 7n,h(λ) ∈ A(U1/2,B2p,R).
Employing the same argument, we see also that T kj,ea(λ) ∈ A(U1/2,B2p,R), which com-
pletes the proof of (2.3.45), and therefore the proof of theorem concerning R0j (λ) is
completed.
Now, we shall prove the assertion concerning Π0(λ). To get the representation
formula of Π0(λ)f , by which we can show the expansion formula near λ = 0, inserting
the definition of the partial Fourier transform, f˜j(ξ
′, yn) =
∫
Rn−1 e
−iy′·ξ′ f(y) dy′ with
y′ = (y1, . . . , yn−1) and y = (y′, yn) into the formulas of Skpi(λ)f in (2.1.11) and applying
(2.3.3)-(2.3.7) to the resultant formulas, we are led to introduce the definition of the
following operators:
S1,0pi f (x) := F−1ξ′
[
S1pif (ξ
′, xn)ϕ0(ξ′)
]
(x′)
=
n−1∑
k=1
− i
2(2pi)n−1
∫
H
∫
Sn−1
ψ(r)ei(x
′−y′)·ξ′ωk
(
e−|xn−yn|r + e−(xn+yn)r
)
f˜k(ξ
′, yn) dydω′
+
1
2(2pi)n−1
∫
H
∫
Sn−1
ψ(r)ei(x
′−y′)·ξ′ (sgn (xn − yn)e−|xn−yn|r − e−(xn+yn)r) f˜n(y) dydω′;
(2.3.57)
S2,0pi (λ)f (x) := F−1ξ′
[
S2pif (ξ
′, xn)ϕ0(ξ′)
]
(x′)
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=
∞∑
`,m,q=0
S2pi,`m q[f ](x)
`!m! q!
∫ ∞
0
ψ(r)rm+q+n−2ωλ(r)`+1
ωλ(r) + r
dr,
S2pi,`m q[f ](x) =
n−1∑
k=1
i(−1)`+m
(2pi)n−1
∫
H
∫
Sn−1
(i(x′ − y′) · ω′)qωkxmn y`nfk(y) dydω′; (2.3.58)
S3,0pi (λ)f (x) := F−1ξ′
[
S3pif (ξ
′, xn)ϕ0(ξ′)
]
(x′)
=
∞∑
`,m,q=0
S3pi,`m q[f ](x)
`!m! q!
∫ ∞
0
ψ(r)rm+q+n−1ωλ(r)`
ωλ(r) + r
dr,
S3pi,`m q[f ](x) =
n−1∑
k=1
2i(−1)`+m
(2pi)n−1
∫
H
∫
Sn−1
(i(x′ − y′) · ω′)qωkxmn y`nfk(y) dydω′; (2.3.59)
S4,0pi (λ)f (x) := F−1ξ′
[
S4pif (ξ
′, xn)ϕ0(ξ′)
]
(x′)
=
∞∑
`,m,q,s=0
S4pi,`m q s[f ](x)
(`+m+ 1)! q! s!
∫ ∞
0
ψ(r)r`+q+nωλ(r)
m
ωλ(r) + r
dr,
S4pi,`m q s[f ](x) =
(−1)`+m+q+1
(2pi)n−1
∫
H
∫
Sn−1
(i(x′ − y′) · ω′)sxqny`+m+1n
(
n−1∑
k=1
iωkfk(y) + fn(y)) dydω
′.
(2.3.60)
Then, by (2.1.40) and (2.3.57)–(2.3.60), we have the formula:
Π0(λ)f = S1,0pi f +
4∑
k=2
Sk,0pi (λ)f. (2.3.61)
To get the expansion formula of Π0(λ)f in (2.3.61) by Lemma 2.3.2, we are led to
introduce the definition of the following operators: Letting e = c, d and a = 0, 1 and
using Lemma 2.3.2, we set
T 2pi,h(λ)f =
∞∑
`,m,q=0
S2pi,`m q[f ]
`!m! q!
h˜m+q+n−2,`+2(λ),
T 2pi,ea(λ)f =
∞∑
b=0
∑
`+m+q=2b+a
S2pi,`m q[f ]
`!m! q!
e˜m+q+n−2,`+2λb; (2.3.62)
T 3pi,h(λ)f =
∞∑
`,m,q=0
S3pi,`m q[f ]
`!m! q!
h˜m+q+n−1,`+1(λ),
T 3pi,ea(λ)f =
∞∑
b=0
∑
`+m+q=2b+a
S3pi,`m q[f ]
`!m! q!
e˜m+q+n−1,`+1λb; (2.3.63)
T 4pi,h(λ)f =
∞∑
`,m,q,s=0
S4pi,`m q s[f ]
(`+m+ 1)! q! s!
h˜`+q+s+n,m+1(λ),
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T 4pi,ea(λ)f =
∞∑
b=0
∑
`+m+q+s+1=2b+a
S2pi,`m q[f ]
`!m! q! s
e˜`+q+s+n,m+1λ
b. (2.3.64)
Combining (2.3.58), (2.3.59), (2.3.60), (2.3.61), (2.3.62), (2.3.63) and (2.3.64), we have
Π0(λ)f = S1,0pi f +
4∑
k=2
{ 1∑
a=0
λ
n−1+a
2 (T kpi,ca(λ)f + log λT
k
pi,da(λ)f ) + T
k
pi,h(λ)
}
. (2.3.65)
Noting the relations:
∂n
∫ ∞
0
e−|xn−yn|rfk(y) dy = −
∫ ∞
0
sgn (xn − yn)e−|xn−yn|rrfk(y) dy,
∂n
∫ ∞
0
sgn (xn − yn)e−|xn−yn|rfk(y) dy = 2fk(y′, xn)−
∫ ∞
0
e−|xn−yn|rrfk(y) dyn
by (2.3.48) we see easily that
‖S1,0pi f ‖W1,p(H) ≤ Cp,nRn‖f ‖Lp(H) ,
which tells us that S1,0pi ∈ B1p,R, and therefore S1,0pi ∈ A(U1/2, B1p,R). And also, by (2.3.48)
we have
‖Skpi,`m q[f ]‖W1,p(B+
R
)
≤ Cp,nRn+m+`+q‖f ‖Lp(H) , k = 2, 3
‖S4pi,`m q s[f ]‖W1,p(B+
R
)
≤ Cp,nRn+1+`+m+q+s‖f ‖Lp(H) (2.3.66)
Employing the same argument as in proof of (2.3.45) and (2.3.46), by Lemma 2.3.2 and
(2.3.66) we have
T kpi,h(λ), T
k
pi,ea(λ) ∈ A(U1/2,B1p,R), T kpi,d²(n)(λ) = 0,
where ²(n) is the same as in (2.3.46), which combined both with (2.3.65) and with the
fact that σ(n) = 1 − ²(n) implies that Π0(λ) satisfies the required properties. This
completes the proof of the theorem.
In view of (2.1.42), combining Theorems 2.2.1 and 2.3.1 we have Theorem 1.4.5.
2.4 Continuity property of R∞(λ) and Π∞(λ) at λ = 0
Keeping the definition R∞j (λ) and Π
∞(λ) (cf. (2.1.38)) in mind, we introduce the
operators R∞j (0) and Π
∞(0) by the following relations:
R∞j (0)f = Q
∞
j (0)f −F−1ξ′
[
e−rxnQ˜∞j (0)f (ξ
′, 0)
]
(x′)
+
n−1∑
k=1
xnF−1ξ′
[
e−rxnrωjωkQ˜∞k (0)f (ξ
′, 0)
]
(x′),
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R∞n (0)f = Q
∞
n (0)f +
n−1∑
k=1
ixnF−1ξ′
[
e−rxnrωkQ˜∞k (0)f (ξ
′, 0)
]
(x′),
Π∞(0)f = pi∞f +
n−1∑
k=1
2iF−1ξ′
[
e−rxnrωkQ˜∞k (0)f (ξ
′, 0)
]
(x′), (2.4.1)
Q∞j (0)f = F−1
[
ϕ∞(ξ′)|ξ′|−2(Fˆj(ξ)−
n∑
k=1
ξjξkFˆk(ξ)|ξ|−2)
]
(x), (2.4.2)
because we know that
lim
λ→0
ωλ(r) = r, lim
λ→0
M2λ(r, z) = −ze−rz. (2.4.3)
In this section, we will prove the following theorem.
Theorem 2.4.1. Let R∞j (0) and Π
∞(0) be operators which is defined by (4.4.27). Then,
R∞j (0) ∈ L(Lp(H),W 2,p(H)), j = 1, . . . , n, and Π∞(0) ∈ L(Lp(H)n,W 1,p(H)). More-
over, the following assertions hold: (1)
n∑
n−1
‖R∞j (λ)f −R∞j (0)f ‖W2,p(H) + ‖Π∞(λ)f − Π∞(0)f ‖W1,p(H) ≤ C|λ|‖f ‖Lp(H) (2.4.4)
for f ∈ Lp(H)n as |λ| → 0.
(2) Given f ∈ Lp(H), we set u = T (R∞1 (0)f, . . . , R∞n (0)f ), Ψ = Π∞(0)f and g =
F−1ξ′ [ϕ∞(ξ′)f˜ (ξ′, xn)](x′). Then, u, Ψ and g satisfies the relations:
−∆u+∇Ψ = g, div u = 0 in H u |xn=0 = 0. (2.4.5)
(3) Given f ∈ LpR(H) and N ∈ N with N ≥ n+ 2, we have
|R∞j (0)f (x)| = O(|x|−N), |∇R∞j (0)f (x)| = O(|x|−N), |Π∞(0)f (x)| = O(|x|−N)
(2.4.6)
as |x| → ∞.
Proof. Since
|(λ+ |ξ|2)−1 − |ξ|−2| = |λ||ξ|−2|λ+ |ξ|2|−1, (2.4.7)
by (2.2.3) and (2.2.4) we have
|∂αξ [ξβ|ξ|−2ϕ∞(ξ′)]| ≤ Cα|ξ|−|α|, ∀α ∈ Nn0 ,
|∂αξ [ξβ((λ+ |ξ|2)−1 − |ξ|−2)ϕ∞(ξ′)]| ≤ Cα|λ||ξ|−|α|, ∀α ∈ Nn0 ,
provided that β ∈ Nn0 with |β| ≤ 2 and λ ∈ U1/16, and therefore Theorem 2.2.2 implies
that
‖Q∞j (0)f ‖W2,p(H) ≤ Cp,n‖f ‖Lp(H) ,
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‖Q∞j (λ)f −Q∞j (0)f ‖W2,p(H) ≤ Cp,n|λ|‖f ‖Lp(H) (2.4.8)
for any f ∈ Lp(H) and λ ∈ U1/16. In view of (6.2.1) and (2.4.3) we set
L(0)[g] = F−1ξ′
[
ρ(ξ′)e−rxn g˜(ξ′, 0)
]
(x′),
Mk(0)[g] = −xnF−1ξ′
[
ρ(ξ′)e−rxnrωkg˜(ξ′, 0)
]
(x′),
and then formally by (2.2.2) we have
R∞j (0)f = Q
∞
j (0)f − L(0)[Q∞j (0)f ]−
n−1∑
k=1
R′jMk(0)[Q
∞
k (0)f ],
R∞n (0)f = Q
∞
n (0)f −
n−1∑
k=1
iMk(0) [Q
∞
k (0)f ] ,
Π∞(0)f = pi∞f − 2
n−1∑
k=1
∂kN
∞
2 [Q
∞
k (0)f ] . (2.4.9)
By (2.1.31) and Taylor’s theorem, we have
e−ωλ(r)z − e−rz = −λz
ωλ(r) + r
∫ 1
0
e−(r+θ(ωλ(r)−r))z dθ,
e−ωλ(r)z − e−rz
ωλ(r)− r + ze
−rz =
z2λ
ωλ(r) + r
∫ 1
0
(1− θ)e−(r+θ(ωλ(r)−r))z dθ,
ωλ(r)
r
− 1 = λ
r(ωλ(r) + r)
, (2.4.10)
for any z > 0. By (2.2.9), (2.2.14) and (2.4.10), we have∣∣∣∂α′ξ′ ∂`n[ρ(ξ′)e−|ξ′|xn ]∣∣∣ ≤ Cα′|ξ′|`−|α′|e−c(1+|ξ′|)xn , (2.4.11)∣∣∣∂α′ξ′ ∂`n[ρ(ξ′)xne−|ξ′|xn ]∣∣∣ ≤ Cα′ |ξ′|`−|α′|e−c(1+|ξ′|)xn , (2.4.12)∣∣∣∂α′ξ′ ∂`n[ρ(ξ′)(e−ωλ(r)xn − e−|ξ′|xn)]∣∣∣ ≤ |λ|Cα′|ξ′|`−|α′|e−c(1+|ξ′|)xn , (2.4.13)∣∣∣∣∂α′ξ′ ∂`n[ρ(ξ′)(e−ωλ(r)xn − e−|ξ′|xnωλ(r)− r + xne−rxn
)]∣∣∣∣ ≤ |λ|Cα′|ξ′|`−|α′|e−c(1+|ξ′|)xn , (2.4.14)∣∣∣∂α′ξ′ ∂`n [ρ(ξ′)(ωλ(r)r−1 − 1)e−|ξ′|xn]∣∣∣ ≤ |λ|Cα′ |ξ′|`−|α′|e−c(1+|ξ′|)xn , (2.4.15)
for any ` = 0, 1, 2, xn > 0 and α
′ ∈ Nn−10 with some absolute constant c > 0. Therefore,
applying Lemma 2.2.3, by (2.4.11)–(2.4.16) we have
‖L(0)[g]‖
W2,p(H)
≤ Cp,n‖g‖W2,p(H) ,
‖Mk(0)[g]‖W2,p(H) ≤ Cp,n‖g‖W2,p(H) ,
‖L(λ)[g]− L(0)[g]‖
W2,p(H)
≤ Cp,n|λ|‖g‖W2,p(H) ,
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‖Mk(λ)[g]−Mk(0)[g]‖W2,p(H) ≤ Cp,n|λ|‖g‖W2,p(H) ,
‖N∞3 (λ)[g]−N∞2 [g]‖W2,p(H) ≤ Cp,n|λ|‖g‖W2,p(H) , (2.4.16)
which combined with (2.4.9), (2.2.2), (2.2.18), (2.2.19), (2.2.20) and (2.4.8) implies that
R∞j (0) ∈ L(Lp(H)n,W 2,p(H)) and Π∞(0) ∈ L(Lp(H),W 1,p(H)), and that the assertion
(1) holds. The assertion (2) follows from (2.1.39).
Now, we shall prove (2.4.7). Set
K∞(x) = F−1ξ [ϕ∞(ξ′)|ξ|−2](x), K∞k (x) = F−1ξ [ϕ∞(ξ′)ξk|ξ|−2](x),
K∞jk (x) = F−1ξ [ϕ∞(ξ′)ξjξk|ξ|−4](x),
and therefore
Q∞j (0)f = K
∞ ∗ Fj −
n∑
k=1
K∞jk ∗ Fk,
pi∞f = −i
n∑
k=1
K∞k ∗ Fk, (2.4.17)
where ∗ denotes the convolution with respect to x-variable. Since
|x|2N∂βxK∞(x) = (−1)NF−1ξ
[
∆Nξ (ϕ
∞(ξ′)(iξ)β|ξ|−2)] (x),
|x|2N∂βxK∞k (x) = (−1)NF−1ξ
[
∆Nξ (ϕ
∞(ξ′)(iξ)βξk|ξ|−2)
]
(x),
|x|2N∂βxK∞jk (x) = (−1)NF−1ξ
[
∆Nξ (ϕ
∞(ξ′)(iξ)βξjξk|ξ|−4)
]
(x),
where ∆ξ =
∑n
j=1(∂/∂ξj)
2, by (2.2.3) we have
|∂βxK∞(x)|, |∂βxK∞k (x)|, |∂βxK∞jk (x)| ≤ CN |x|−2N (2.4.18)
provided that N > n/2 and |β| ≤ 1. Since Fj(x) = 0 for |x| > R, by (2.1.38), (2.4.17)
and (2.4.18) we have∑
|β|≤1
|∂βxQ∞j (0)f (x)|+ |pi∞f (x)| ≤ CN
∫
|y|≤R
|F (y)||x− y|−2N dy
≤ CN,p,nRn(1−(1/p))|x|−2N‖f ‖Lp(H) , |x| ≥ 2R (2.4.19)
for any β with |β| ≤ 1 and N ∈ N with N > n/2, where we have used (2.1.3) and
(2.3.48).
Now, we consider the decay property of the following terms:
L(0)[Q∞j (0)f ], R
′
jMk(0)[Q
∞
k (0)f ], Mk(0)[Q
∞
k (0)f ], ∂kN
∞
2 [Q
∞
k (0)f ].
To do this, we use the formula:
Q˜∞j (0)f (ξ
′, 0) =
1
2pi
∫ ∞
−∞
Fˆ j(ξ)|ξ|−2ϕ∞(ξ′) dξn −
n∑
k=1
1
2pi
∫ ∞
−∞
Fˆ k(ξ)ξjξk|ξ|−4ϕ∞(ξ′) dξn
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=∫ ∞
0
e−ryn
r
ϕ∞(ξ′)f˜j(ξ′, yn) dyn − 1
2
∫ ∞
0
e−ryn
r
ϕ∞(ξ′)ωjω′ · f˜ ′(ξ′, yn) dyn
− 1
2
∫ ∞
0
e−rynϕ∞(ξ′)ynωj(ω′ · f˜ ′(ξ′, yn)− if˜n(ξ′, yn)) dyn, (2.4.20)
which follows from (2.1.27) and the formulas:
1
2pi
∫ ∞
−∞
e±zξn
|ξ|2 dξn =
e−rz
2r
,
1
2pi
∫ ∞
−∞
e±zξn
|ξ|4 dξn =
ze−rz
4r2
+
e−rz
4r3
,
1
2pi
∫ ∞
−∞
e±zξnξn
|ξ|4 dξn = ±i
ze−rz
4r
for z > 0. Therefore, noting that ϕ∞(ξ′)ρ(ξ′) = ϕ∞(ξ′), we have
L(0)[Q∞j (0)f ] =
∫ ∞
0
F−1ξ′
[e−r(xn+yn)
r
ϕ∞(ξ′)f˜j(ξ′, yn)
]
(x′) dyn
− 1
2
∫ ∞
0
F−1ξ′
[e−r(xn+yn)
r
ϕ∞(ξ′)ωjω′ · f˜ ′(ξ′, yn)
]
(x′) dyn
− 1
2
∫ ∞
0
F−1ξ′
[
e−r(xn+yn)ϕ∞(ξ′)ωjyn(ω′ · f˜ ′(ξ′, yn)− if˜n(ξ′, yn))
]
(x′) dyn,
n−1∑
k=1
Mk(0)[Q
∞
k (0)f ] = −
xn
2
∫ ∞
0
F−1ξ′
[
e−r(xn+yn)ϕ∞(ξ′)ω′ · f˜ ′(ξ′, yn)
]
(x′) dyn
+
xn
2
∫ ∞
0
F−1ξ′
[
e−r(xn+yn)ϕ∞(ξ′)ryn(ω′ · f˜ ′(ξ′, yn)− if˜n(ξ′, yn))
]
(x′) dyn,
n−1∑
k=1
R′jMk(0)[Q
∞
k (0)f ] = −
xn
2
∫ ∞
0
F−1ξ′
[
e−r(xn+yn)ϕ∞(ξ′)ωjω′ · f˜ ′(ξ′, yn)
]
(x′) dyn
+
xn
2
∫ ∞
0
F−1ξ′
[
e−r(xn+yn)ϕ∞(ξ′)ωjryn(ω′ · f˜ ′(ξ′, yn)− if˜n(ξ′, yn))
]
(x′) dyn,
n−1∑
k=1
∂kN
∞
2 [Q
∞
k (0)f ] =
i
2
∫ ∞
0
F−1ξ′
[
e−r(xn+yn)ϕ∞(ξ′)ω′ · f˜ ′(ξ′, yn)
]
(x′) dyn
− i
2
∫ ∞
0
F−1ξ′
[
e−r(xn+yn)ϕ∞(ξ′)ryn(ω′ · f˜ ′(ξ′, yn)− if˜n(ξ′, yn))
]
(x′) dyn (2.4.21)
To show that
|∂βxL(0)Q∞j (0)f |,
∣∣∣∂βx(n−1∑
k=1
R′jMk(0)[Q
∞
k (0)f ]
)∣∣∣, ∣∣∣∂βx(n−1∑
k=1
Mk(0)[Q
∞
k (0)f ]
)∣∣∣,
∣∣∣∂βx(n−1∑
k=1
∂kN
∞
2 [Q
∞
k (0)f ]
)∣∣∣ ≤ CN |x|−N as |x| → ∞ (2.4.22)
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for |β| ≤ 1, recallingthat ωj = ξj/r, we apply the following lemma to (2.4.21).
Lemma 2.4.2. Let 1 < p <∞. Given β′ ∈ Nn−10 , ` ∈ Z and h ∈ LpR(H), we set
[Gβ′,`h](x) =
∫ ∞
0
F−1ξ′ [e−r(xn+yn)r`(ξ′)β
′
ϕ∞(ξ′)h˜(ξ′, yn)](x′) dyn.
Then, we have
|[Gβ′,`h](x)| ≤ Cβ′,`,R,N‖h‖Lp(H) |x|−N , |x| ≥ 2R (2.4.23)
for any N ∈ N with N > `+ |β′|+ n− 1.
Proof. If we set
Hβ′,`(x) = F−1ξ′
[
e−rxnr`(ξ′)β
′
ϕ∞(ξ′)
]
(x′),
then
[Gβ′,`h](x) =
∫
H
Hβ′,`(x
′ − y′, xn + yn)h(y) dy. (2.4.24)
Since ∣∣∣∂α′ξ′ [e−rxnr`(ξ′)β′ϕ∞(ξ′)]∣∣∣ ≤ Cα′(1 + |ξ′|)`+|β′|−|α′|e−4−1(1+|ξ′|)xn
for any α′ ∈ Nn−10 as follows from the fact that ϕ∞(ξ′) = 0 for |ξ′| ≤ 1, we have
|x′|2N |Hβ′,`(x)| =
∣∣∣F−1ξ′ [∆Nξ′ e−rxnr`(ξ′)β′ϕ∞(ξ′)] (x′)∣∣∣
≤ C
∫
Rn−1
(1 + |ξ′|)`+|β′|−2Ne−4−1(1+|ξ′|)xn dξ′
≤ CN,M
xMn
∫
Rn−1
(1 + |ξ′|)`+|β′|−2N−M dξ′, xn > 0,
where ∆ξ′ =
∑n−1
j=1 (∂/∂ξj)
2, which implies that
|Hβ′,`(x)| ≤ Cβ′,`,N,M |x′|−2Nx−Mn (2.4.25)
for any xn > 0 provided that 2N +M > ` + |β′| + n − 1. Since h(y) = 0 for |y| ≥ R,
combining (2.4.24) and (2.4.25), we have (2.4.23), which completes the proof of the
lemma.
Combining (2.4.19), (2.4.22) and (2.4.9) implies (2.4.6), which completes the proof
of Theorem 2.4.1
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2.5 Continuity property of R0j(λ) and Π
0(λ) at λ = 0
In order to consider the limit operators of R0j (λ) and Π
0(λ) when λ → 0 with λ ∈ Σ²,
we introduce the following operators:
R0j (0)f =
1
4(2pi)n−1
∫
H
ψ(r)eix
′·ξ′
{e−|xn−yn|r − e−(xn+yn)r
r
(2f˜j(ξ
′, yn)− ωjω′ · f˜ ′(ξ′, yn))
− (|xn − yn|e−|xn−yn|r − (xn + yn)e−(xn+yn)r)ωjω′ · f˜ ′(ξ′, yn)
− i(sgn (xn − yn)|xn − yn|e−|xn−yn|r − (xn − yn)e−(xn+yn)r)ωj f˜n(ξ′, yn)
+ 2rxnyne
−(xn+yn)rωj(if˜n(ξ′, yn)− ω′ · f˜ ′(ξ′, yn))
}
dξ′dyn, (2.5.1)
for j = 1, . . . , n− 1;
R0n(0)f =
1
4(2pi)n−1
∫
H
ψ(r)eix
′·ξ′
{e−|xn−yn|r − e−(xn+yn)r
r
f˜n(ξ
′, yn)
+ (|xn − yn|e−|xn−yn|r − (xn + yn)e−(xn+yn)r)f˜n(ξ′, yn)
− i(sgn (xn − yn)|xn − yn|e−|xn−yn|r − (xn − yn)e−(xn+yn)r)ω′ · f˜ ′(ξ′, yn)
− 2rxnyne−(xn+yn)r(iω′ · f˜ ′(ξ′, yn) + f˜n(ξ′, yn))
}
dξ′dyn, (2.5.2)
Π0(0)f =
1
2(2pi)n−1
∫
H
ψ(r)eix
′·ξ′
{
i(e−(xn+yn)r − e−|xn−yn|r)ω′ · f˜ ′(ξ′, yn)
+ (sgn (xn − yn)e−|xn−yn|r − e−(xn+yn)r)f˜n(ξ′, yn)
− 2ryne−(xn+yn)r(iω′ · f˜ ′(ξ′, yn) + f˜n(ξ′, yn)
}
dξ′dyn. (2.5.3)
In this section, we will show the following theorem.
Theorem 2.5.1. Let 1 < p < ∞ and R > 0. Let R0j (0) and Π0(0) be the operators
defined by (2.5.1), (2.5.2) and (2.5.3). Then,
R0j (0) ∈ L(LpR(H)n,W 2,ploc (H)), Π0(0) ∈ L(LpR(H)n,W 1,ploc (H)). (2.5.4)
Moreover, the following three assertions hold:
(1) Given f ∈ LpR(H)n, we set u = T (R01(0)f, . . . , R0n(0)f ), Ψ = Π0(0)f and g =
F−1ξ′ [ϕ0(ξ′)f˜ (ξ′, xn)](x′). Then, u, Ψ and g satisfy the relation:
−∆u+∇Ψ = g, div u = 0 in H, u|xn=0 = 0. (2.5.5)
(2) Let 0 < ² < pi/2 and Σ² be a subset defined by (sec). Then, we have
n∑
j=1
‖R0j (λ)f −R0j (0)f ‖W1,p(B+
L
)
+ ‖Π0(λ)f − Π0(0)f ‖
Lp(B+
L
)
≤ CL,R,p,n,²
(
|λ|n−12 (log λ) + |λ|n−12
)
‖f ‖
Lp(B+
R
)
(2.5.6)
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for any L ≥ R, λ ∈ Σ² with |λ| ≤ 1/2 and f ∈ LpR(H)n.
(3) As the behaviour at infinity, we have
|R0j (0)f (x)|, |∇R0j (0)f (x)|, |Π0(0)f (x)| ≤ Cp,R|x|−(n−1)‖f‖Lp(H) (2.5.7)
provided that |x| ≥ 2√2R and f ∈ LpR(H).
Proof. First of all, we shall show (2.5.6). To do this, we use the expansion formulas of
R0j (λ)f and Π
0
j(λ)f . By using (6.3.1) and (6.3.2), there exists r
0
j and pi
0 such that for
j = 1, 2, · · · , n,
‖R0j (λ)f − r0jf‖W 1,p(B+L ) ≤ CL,R,p,n,²
(
|λ|n−12 (log λ) + |λ|n−12
)
‖f ‖
Lp(B+
R
)
, (2.5.8)
‖Π0(λ)f − pi0f‖W 1,p(B+L ) ≤ CL,R,p,n,²
(
|λ|n−12 (log λ) + |λ|n−12
)
‖f ‖
Lp(B+
R
)
, (2.5.9)
where any L ≥ R, λ ∈ Σ² with |λ| ≤ 1/2 and f ∈ LpR(H). And we see
n∑
j=1
‖R0j (λ)−R0j (0)‖L(LpR(H),W 2,ploc (H)) + ‖Π(λ)− Π(0)‖L(LpR(H),W 2,ploc (H)) → 0,
as λ→ 0. By uniqueness, we see r0j = R0j (0), pi0 = Π(0). Therefore we obtain (2.5.6).
Since (R0(λ)f,Π0(λ)f ) satisfies (2.1.41), if we set
u = T (R01(0)f, . . . , R
0
n(0)f ), Ψ = Π
0(0)f
then by (2.5.6) we see that u and Ψ satisfy the equation of (2.5.5) in the sense of dis-
tribution and the boundary condition of (2.5.5) in the sense of trace theory. Moreover,
observing the relations:(
d
dxn
)2 ∫ ∞
0
e−|xn−yn|rϕ(yn) dyn = −2rϕ(xn) +
∫ ∞
0
r2e−|xn−yn|rϕ(yn) dyn,(
d
dxn
)2 ∫ ∞
0
sgn (xn − yn)|xn − yn|e−|xn−yn|rϕ(yn) dyn
=
∫ ∞
0
sgn (xn − yn)(−2r + r2|xn − yn|)e−|xn−yn|rϕ(yn) dyn,(
d
dxn
)2 ∫ ∞
0
|xn − yn|e−|xn−yn|rϕ(yn) dyn
= 2ϕ(xn) +
∫ ∞
0
(−2r + r2|xn − yn|)e−|xn−yn|rϕ(yn) dyn,
d
dxn
∫ ∞
0
e−|xn−yn|rϕ(yn) dyn = −r
∫ ∞
0
sgn (xn − yn)e−|xn−yn|rϕ(yn) dyn,
d
dxn
∫ ∞
0
sgn (xn − yn)e−|xn−yn|rϕ(yn) dyn = 2ϕ(xn)− r
∫ ∞
0
e−|xn−yn|rϕ(yn) dyn,
(2.5.10)
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we see easily (2.5.4).
Finally, we shall show (2.5.7). First we consider R0j (0)f(x). Concerning R
0
j (0)f(x),
given f ∈ LpR(H) we introduce the following operators:
Φ1f =
∫
H
ψ(r)eix
′·ξ′Ψ(ξ′)
e−|xn−yn|r − e−(xn+yn)r
r
f˜(ξ′, yn) dξ′dyn,
Φ2f =
∫
H
ψ(r)eix
′·ξ′Ψ(ξ′)(|xn − yn|e−|xn−yn|r − (xn + yn)e−(xn+yn)r)f˜(ξ′, yn) dξ′dyn,
Φ3f =
∫
H
ψ(r)eix
′·ξ′Ψ(ξ′)(sgn (xn − yn)|xn − yn|e−|xn−yn|r
− (xn − yn)e−(xn+yn)r)f˜(ξ′, yn) dξ′dyn,
Φ4f =
∫
H
ψ(r)eix
′·ξ′Φ(ξ′)ryne−(xn+yn)rf˜(ξ′, yn) dξ′dyn,
where Φ(ξ′) ∈ C∞(Rn−1 \ {0}). We shall show the assertions: If Φ(ξ′) satisfies the
multiplier condition:
|∂α′ξ′ Φ(ξ′)| ≤ Cα′|ξ′|−|α
′|, ξ′ ∈ Rn−1 \ {0},∀α′ ∈ Nn−10 , (2.5.11)
then we have the following asymptotic behaviours:
|Φjf(x)| = O(|x|−(n−1)), j = 1, 2, 3;
|∇Φjf(x)| = O(|x|−(n−1)), j = 1, 2;
|∇Φ3f(x)| = O(|x|−n);
|Φ4f(x)| = O(|x|−n);
|∇Φ4f(x)| = O(|x|−(n+1)) (2.5.12)
as |x| → ∞, provided that f ∈ LpR(H). If we apply (2.5.12) to (2.5.1) and (2.5.2), we
have (2.5.7) concerning R0j (0)f(x). Therefore, we shall show (2.5.12), below. We shall
use the following lemma which was proved by Shibata and Shimizu [52, Theorem 2.3].
Lemma 2.5.2. Let α be a number which is grater than −(n− 1) and set α = N + σ−
(n− 1) with N ∈ N0 and 0 < σ ≤ 1. Let f(ξ′) be a function in C∞(Rn−1 \ {0}) which
satisfies the conditions:
∂γ
′
ξ′ f(ξ
′) ∈ L1(Rn−1), ∀ γ′ ∈ Nn−10 with |γ′| ≤ N,
|∂γ′ξ′ f(ξ′)| ≤ Cγ′|ξ′|α−|γ
′|, ∀ γ′ ∈ Nn−10 , ∀ ξ′ ∈ Rn−1 \ {0}. (2.5.13)
If we put
g(x) =
∫
Rn−1
eix
′·ξ′f(ξ′) dξ′ = (2pi)n−1F−1ξ′ [f(ξ)](x′),
then we have
|g(x′)| ≤ Cn,α( max|γ′|≤N+2Cγ′)|x|
−(n−1+α), ∀x ∈ Rn−1 \ {0}.
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Now, we shall show (2.5.12). Assume that |x| ≥ 2√2R, below. First, we consider
the term: Φ4f . Since f(y) = 0 for |y| > R, we have
|∂α′ξ′ f˜(ξ′, yn)| ≤ Cα′
∫
Rn−1
|(y′)α′f(y)| dy′ ≤ CR,α′
∫
Rn−1
|f(y)| dy′. (2.5.14)
Recalling that r = |ξ′|, by (2.5.11) and (2.5.14) we have∣∣∣∂α′ξ′ [ψ(r)rΦ(ξ′)yne−(xn+yn)rf˜(ξ′, yn)]∣∣∣ ≤ Cα′,R|ξ′|1−|α′| ∫
Rn−1
yn|f(y)| dy′, ∀α′ ∈ Nn−10 .
Therefore, applying Lemma 2.5.2 and the fact that f(y) = 0 for |y| > R, we have
|Φ4f(x)| ≤ (2pi)n−1
∫ ∞
0
∣∣∣F−1ξ′ [ψ(r)rynΦ(ξ′)e−(xn+yn)rf˜(ξ′, yn)](x′)∣∣∣ dyn
≤ Cn,R|x′|−n
∫
H
yn|f(y)| dy ≤ Cp,n,R|x′|−n‖f‖Lp(H) . (2.5.15)
On the other hand, since
|ψ(r)rΦ(ξ′)yne−(xn+yn)rf˜(ξ′, yn)| ≤ Cre−rxn
∫
Rn−1
yn|f(y)| dy′,
using the change of variables: xnξ
′ = η′, we have
|Φ4f(x)| ≤ C
∫
Rn−1
re−xnr dξ′
∫
H
yn|f(y)| dy ≤ Cp,n,Rx−nn ‖f‖Lp(H) . (2.5.16)
Combining (2.5.15) and (2.5.16) implies that
|Φ4f(x)| ≤ Cp,n,R|x|−n‖f‖Lp(H)
for any x 6= 0, provided that f ∈ LpR(H).
Since
∇Φ4f(x) =
∫
H
ψ(r)r2yne
ix′·ξ′(iω′,−1)Φ(ξ′)e−(xn+yn)rf˜(ξ′, yn) dξ′dyn,
where ω′ = (ω1, . . . , ωn−1), employing the same argument, by Lemma 2.5.2 and the
change of variable: xnξ
′ = η′ we have
|∇Φ4f(x)| ≤ Cp,n,R|x|−(n+1)‖f‖Lp(H)
for any x 6= 0, provided that f ∈ LpR(H), from which we have proved (2.5.12) for j = 4.
Now, we consider the terms Φjf for j = 1, 2, 3. First of all, we assume that xn ≥ R.
In this case, what f(y) = 0 for |y| > R implies that
Φ1f(x) =
∫
H
ψ(r)eix
′·ξ′Φ(ξ′)
e−(xn−yn)r − e−(xn+yn)r
r
f˜(ξ′, yn) dξ′dyn
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Φ2f(x) =
∫
H
ψ(r)eix
′·ξ′Φ(ξ′)((xn − yn)e−(xn−yn)r − (xn + yn)e−(xn+yn)r)f˜(ξ′, yn) dξ′dyn
Φ3f(x) =
∫
H
ψ(r)eix
′·ξ′Φ(ξ′)((xn − yn)e−(xn−yn)r − (xn − yn)e−(xn+yn)r)f˜(ξ′, yn) dξ′dyn.
Let us write
e−(xn−yn)r − e−(xn+yn)r
r
= e−xnr
eynr − e−ynr
r
= 2e−xnr
∫ 1
0
e−ynr+2θynr dθ,
(xn − yn)e−(xn−yn)r − (xn ± yn)e−(xn+yn)r
= 2xnynre
−xnr
∫ 1
0
e−ynr+2θynr dθ − yn(e−(xn−yn)r ± e−(xn+yn)r), (2.5.17)
Since ∣∣∣∣∂α′ξ′ ∫ 1
0
e−ynr+2θynr dθ
∣∣∣∣ ≤ Cα′,R|ξ′|−|α′|,∣∣∣∂α′ξ′ [(yn(e−(xn−yn)r ± e−(xn+yn)r)]∣∣∣ ≤ Cα′,R|ξ′|−|α′|,∣∣∣∂α′ξ′ e−xnr∣∣∣ ≤ Cα′,R|ξ′|−|α′|, ∣∣∣∂α′ξ′ [rxne−xnr]∣∣∣ ≤ Cα′,R|ξ′|−|α′|, (2.5.18)
provided that 0 ≤ yn ≤ R, xn ≥ 2R and 0 ≤ r ≤ 2, by (2.5.17), (2.5.18), (2.5.11) and
(2.5.14) we have∣∣∣∣∂α′ξ′ [ψ(r)Φ(ξ′)e−(xn−yn)r − e−(xn+yn)rr f˜(ξ′, yn)]
∣∣∣∣ ≤ Cα′,R|ξ′|−|α′| ∫
Rn−1
|f(y)| dy′,∣∣∣∂α′ξ′ [ψ(r)Φ(ξ′)((xn − yn)e−(xn−yn)r − (xn ± yn)e−(xn+yn)r)f˜(ξ′, yn)]∣∣∣
≤ Cα′,R|ξ′|−|α′|
∫
Rn−1
|f(y)| dy′,
for any α′ ∈ Nn−10 provided that xn ≥ 2R, which combined with Lemma 2.5.2 implies
that
|Φjf(x)| ≤ CR|x′|−(n−1)
∫
H
|f(y)| dy ≤ Cp,n,R|x′|−(n−1)‖f‖Lp(H) (2.5.19)
for j = 1, 2, 3, provided that xn > 2R.
On the other hand, since∣∣∣∣e−(xn−yn)r − e−(xn+yn)rr
∣∣∣∣ ≤ CRe−xnr,∣∣(xn − yn)e−(xn−yn)r − (xn ± yn)e−(xn+yn)r∣∣ ≤ CRe−xnr/2
when 0 ≤ yn ≤ R, 0 ≤ r ≤ 2 and xn > 0 as follows from (2.5.17), by the change of
variable: xnξ
′ = η′ we have
|Φjf(x)| ≤ CR
∫
Rn−1
e−xnr/2 dξ′
∫
H
|f(y)| dy ≤ Cp,n,Rx−(n−1)n ‖f‖Lp(H) , xn > 0,
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which combined with (2.5.19) implies that
|Φjf(x)| ≤ Cp,n,R|x|−(n−1)‖f‖Lp(H) (2.5.20)
provided that xn ≥ 2R and f ∈ LpR(H).
Now, we consider the case where 0 < xn ≤ 2R ≤ |x′|. In this case, we have
Φ1f =
∫
Rn−1
∫ xn
0
ψ(r)eix
′·ξ′Φ(ξ′)
e−(xn−yn)r − e−(xn+yn)r
r
f˜(ξ′, yn) dξ′dyn
+
∫
Rn−1
∫ ∞
xn
ψ(r)eix
′·ξ′Φ(ξ′)
e(xn−yn)r − e−(xn+yn)r
r
f˜(ξ′, yn) dξ′dyn,
Φ2f =
∫
Rn−1
∫ xn
0
ψ(r)eix
′·ξ′Φ(ξ′)((xn − yn)e−(xn−yn)r
− (xn + yn)e−(xn+yn)r)f˜(ξ′, yn) dξ′dyn
+
∫
Rn−1
∫ ∞
xn
ψ(r)eix
′·ξ′Φ(ξ′)((yn − xn)e(xn−yn)r − (xn + yn)e−(xn+yn)r)f˜(ξ′, yn) dξ′dyn,
Φ3f =
∫
Rn−1
∫ xn
0
ψ(r)eix
′·ξ′Φ(ξ′)(xn − yn)(e−(xn−yn)r − e−(xn+yn)r)f˜(ξ′, yn) dξ′dyn.
+
∫
Rn−1
∫ ∞
xn
ψ(r)eix
′·ξ′Φ(ξ′)(xn − yn)(e(xn−yn)r − e−(xn+yn)r)f˜(ξ′, yn) dξ′dyn. (2.5.21)
Writing
e(xn−yn)r − e−(xn+yn)r
r
= −2xne−ynr
∫ 1
0
e−xnr+2θxnr dθ, (2.5.22)
we have ∣∣∣∣∂α′ξ′ e(xn−yn)r − e−(xn+yn)rr
∣∣∣∣ ≤ CR|ξ′|−|α′|, ∀α′ ∈ Nn−10
when 0 ≤ xn ≤ yn ≤ R. On the other hand, by (2.5.17) we have∣∣∣∣∂α′ξ′ e−(xn−yn)r − e−(xn+yn)rr
∣∣∣∣ ≤ CR|ξ′|−|α′|, ∀α′ ∈ Nn−10
when 0 ≤ yn ≤ xn ≤ 2R. Moreover, we have∣∣∣∂α′ξ′ ze±(xn−yn)r∣∣∣ ≤ CR,α′|ξ|−|α′|, z = xn, yn, ∀α′ ∈ Nn−10∣∣∣∂α′ξ′ ze−(xn+yn)r∣∣∣ ≤ CR,α′|ξ|−|α′|, z = xn, yn, ∀α′ ∈ Nn−10
provided that 0 ≤ yn ≤ R and 0 ≤ xn ≤ 2R. Therefore, by (2.5.11), (2.5.14) and
Lemma 2.5.2 we have
|Φjf(x)| ≤ CR|x′|−(n−1)
∫
H
|f(y)| dy ≤ Cp,n,R|x′|−(n−1)‖f‖Lp(H) ,
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which combined with the assumption: 0 ≤ xn ≤ 2R ≤ |x′| implies that
|Φjf(x)| ≤ Cp,n,R|x|−(n−1)‖f‖Lp(H) (2.5.23)
for j = 1, 2, 3 provided that 0 ≤ xn ≤ 2R ≤ |x′|. When |x| ≥ 2
√
2R, we do not need
to consider the case where 0 ≤ xn, |x′| ≤ 2R, and therefore by (2.5.20) and (2.5.23) we
have
|Φjf(x)| = O(|x|−(n−1)) as |x| → ∞ (2.5.24)
for j = 1, 2, 3.
For j = 1, . . . , n− 1 we have
∂jΦ1f =
∫
H
ψ(r)eix
′·ξ′ωjΦ(ξ′)(e−|xn−yn|r − e−(xn+yn)r)f˜(ξ′, yn) dξ′dyn,
∂jΦ2f =
∫
H
ψ(r)eix
′·ξ′ωjΦ(ξ′)r(|xn − yn|e−|xn−yn|r
− (xn + yn)e−(xn+yn)r)f˜(ξ′, yn) dξ′dyn,
∂jΦ2f =
∫
H
ψ(r)eix
′·ξ′ωjΦ(ξ′)r(sgn |xn − yn|e−|xn−yn|r
− (xn − yn)e−(xn−yn)r)f˜(ξ′, yn) dξ′dyn.
Since
|∂α′ξ′ [ωjΦ(ξ′)]| ≤ Cα′|ξ′|−|α
′|
as follows from (2.5.11), employing the same argument, we have
|∂jΦkf(x)| = O(|x|−n) as |x| → ∞ (2.5.25)
for j = 1, . . . , n− 1 and k = 1, 2, 3.
On the other hand, by (2.5.21) we have
∂nΦ1f =−
∫
Rn−1
∫ xn
0
ψ(r)eix
′·ξ′Φ(ξ′)(e−(xn−yn)r − e−(xn+yn)r)f˜(ξ′, yn) dξ′dyn
+
∫
Rn−1
∫ ∞
xn
ψ(r)eix
′·ξ′Φ(ξ′)(e(xn−yn)r + e−(xn+yn)r)f˜(ξ′, yn) dξ′dyn, (2.5.26)
∂nΦ2f =−
∫
Rn−1
∫ xn
0
ψ(r)eix
′·ξ′Φ(ξ′)[e−(xn−yn)r − e−(xn+yn)r
− r((xn − yn)e−(xn−yn)r − (xn + yn)e−(xn+yn)r)]f˜(ξ′, yn) dξ′dyn
+
∫
Rn−1
∫ ∞
xn
ψ(r)eix
′·ξ′Φ(ξ′)[−(e(xn−yn)r + e−(xn+yn)r)
+ r((yn − xn)e(xn−yn)r + (xn + yn)e−(xn+yn)r)]f˜(ξ′, yn) dξ′dyn,
(2.5.27)
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∂nΦ3f =
∫
Rn−1
∫ xn
0
ψ(r)eix
′·ξ′Φ(ξ′)[e−(xn−yn)r − e−(xn+yn)r
− r(xn − yn)(e−(xn−yn)r − e−(xn+yn)r)]f˜(ξ′, yn) dξ′dyn
+
∫
Rn−1
∫ ∞
xn
ψ(r)eix
′·ξ′Φ(ξ′)[e(xn−yn)r − e−(xn+yn)r
+ r(xn − yn)(e(xn−yn)r + e−(xn+yn)r)]f˜(ξ′, yn) dξ′dyn (2.5.28)
When xn ≥ 2R, it follows from (2.5.26), (2.5.27) and (2.5.28) that
∂nΦ1f =−
∫
Rn−1
∫ ∞
0
ψ(r)eix
′·ξ′Φ(ξ′)(e−(xn−yn)r − e−(xn+yn)r)f˜(ξ′, yn) dξ′dyn
∂nΦ2f =−
∫
Rn−1
∫ ∞
0
ψ(r)eix
′·ξ′Φ(ξ′)[e−(xn−yn)r − e−(xn+yn)r
− r((xn − yn)e−(xn−yn)r − (xn + yn)e−(xn+yn)r)]f˜(ξ′, yn) dξ′dyn
∂nΦ3f =
∫
Rn−1
∫ ∞
0
ψ(r)eix
′·ξ′Φ(ξ′)[e−(xn−yn)r − e−(xn+yn)r
− r(xn − yn)(e−(xn−yn)r − e−(xn+yn)r)]f˜(ξ′, yn) dξ′dyn
Employing the same argument as in the proof of (2.5.20), we have
|∂nΦjf(x)| ≤ Cp,n,R|x|−n‖f‖Lp(H) (2.5.29)
provided that xn ≥ 2R and f ∈ LpR(H). Moreover, since
|∂α′ξ′ (e(xn−yn)r − e−(xn+yn)r)| ≤ CR,α′|ξ′|1−|α
′|, ∀α′ ∈ Nn−10
when 0 ≤ xn ≤ 2R and 0 ≤ yn ≤ R as follows from (2.5.22) and since
|∂α′ξ′ [r(xn − yn)(e(xn−yn)r + e−(xn+yn)r)]| ≤ CR,α′|ξ′|1−|α
′|, ∀α′ ∈ Nn−10
when 0 ≤ xn ≤ 2R and 0 ≤ yn ≤ R, by (2.5.11), (2.5.14) and Lemma 2.5.2 we have
|∂nΦ3(x)| ≤ Cp,n,R|x′|−n‖f‖Lp(H) (2.5.30)
provided that 0 ≤ xn ≤ 2R ≤ |x′|, which combined with (2.5.32) implies that
|∂nΦ3(x)| ≤ Cp,n,R|x|−n‖f‖Lp(H) (2.5.31)
provided that |x| ≥ 2√2R. But, in the integrand of the integral from xn to ∞ in
(2.5.26) and (2.5.27) the term: e(xn−yn)r + e−(xn+yn)r appears, and therefore we can not
derive the estimate like (2.5.30) for ∂nΦ1f and ∂nΦ2f . Since
|∂α′ξ′ e±(xn−yn)r|, |∂α
′
ξ′ e
−(xn+yn)r| ≤ CR,α′|ξ′|−|α′|
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for any α′ ∈ Nn−10 when 0 ≤ xn ≤ 2R and 0 ≤ yn ≤ R, and since
|∂α′ξ′ zre±(xn−yn)r|, |∂α
′
ξ′ zre
−(xn+yn)r| ≤ CR,α′|ξ′|−|α′|, z = xn, yn,
for any α′ ∈ Nn−10 when 0 ≤ xn ≤ 2R and 0 ≤ yn ≤ R, by (2.5.11), (2.5.14) and Lemma
2.5.2 we have
|∂nΦk(x)| ≤ Cp,n,R|x′|−(n−1)‖f‖Lp(H)
for k = 1, 2 when 0 < xn ≤ 2R ≤ |x′|, which combined with (2.5.32) implies that
|∂nΦkf(x)| = O(|x|−(n−1)) as |x| → ∞
for k = 1, 2. This completes the proof of (2.5.12).
By Lemma 2.5.2, (2.5.14) and the change of variable: xnξ
′ = η′, we see also that
|Π0f(x)| = O(|x|−(n−1)) as |x| → ∞. (2.5.32)
Since the argument in proving (2.5.32) is the same as in the proof of (2.5.12), we may
omit the proof of (2.5.32), which completes the proof of Theorem 2.5.1.
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Chapter 3
On Stokes flows in the perturbed
half-space
Abstract. We shall discuss Lp − Lq type estimate of the Stokes semigroup in a per-
turbed half-space. Our proof is based on the local energy decay estimate obtained by
investigation of the asymptotic behavior of the resolvent of the Stokes operator near the
origin. The order of asymptotic expansion of the Stokes resolvent near the origin is one
half better compared with the exterior domain case, because we have the reflection prin-
ciple on the boundary in the half-space case unlike the whole space case. And then, such
better asymptotics near the boundary is also obtained in the perturbed half-space by
the perturbation argument. This is one of the reason why the result in the perturbed
half-space case is essentially better compared with the exterior domain case.
3.1 Preliminaries
We shall consider the Stokes resolvent problem in the half-space H:{
(λ−∆)u+∇pi = f, ∇ · u = 0 in H,
u = 0 on xn = 0.
(3.1.1)
Let R(λ)f and Π(λ)f be defined by R(λ)f = u and Π(λ)f = pi which satisfy (3.1.1).
By Farwig-Sohr[18], we can construct R(λ)f ∈ W 2,p(H)n and Π(λ)f ∈ Ŵ 1,p(H) by
using partial Fourier transform, which satisfies the estimate:
‖R(λ)f‖W 2,p(H)n + ‖∇Π(λ)f‖Lp(H)n ≤ Cε,λ0‖f‖Lp(H)n ,
provided that λ ∈ Σε for ε > 0 and |λ| ≥ λ0. We shall investigate the property of
R(λ)f and Π(λ)f near λ = 0 when f has compact support. In Chapter 2, we have the
following expansion formula of the solution oparator (R(λ),Π(λ)) to (3.1.1) near λ = 0:
(R(λ),Π(λ)) =
{
G1(λ)λ
n−1
2 +G2(λ)λ
n
2 log λ+G3(λ) where n is even,
G1(λ)λ
n
2 +G2(λ)λ
n−1
2 log λ+G3(λ) where n is odd,
(3.1.2)
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where λ ∈ U1/2\(−∞, 0] and Gi(λ) (i = 1, 2, 3) are L(LpR(Ω)n,W 2,p(B+R)n×W 1,p(B+R))-
valued holomorphic functions in U1/2. And also, we have some properties of (R(λ),Π(λ))
at λ = 0 as follows (see Chapter 2).
(i) If we set u = R(0)f and pi = Π(0)f for f ∈ LpR(Ω), then (u, pi) satisfies the
equation:
−∆u+∇pi = f, ∇ · u = 0 in H, u(x′, 0) = 0,
(ii) (u, pi) satisfies the estimates:
‖u‖W 2,p(B+L )n + ‖pi‖W 1,p(B+L ) ≤ CR,L‖f‖Lp(H)n , for L > 0
sup
|x|≥1,x∈H
[|x|n−1|u(x)|+ |x|n−1|∇u(x)|+ |x|n−1|pi(x)|] ≤ CR‖f‖Lp(H)n .
and the formula: for any L > 0,
‖R(λ)f −R(0)f‖W 2,p(B+L )n + ‖Π(λ)f − Π(0)f‖W 1,p(B+L ) ≤ C p(|λ|)‖f‖Lp(H)n , (3.1.3)
for any λ ∈ U1/2\(−∞, 0], where p(t) = max(t, tn−12 | log t|) for t ∈ [0, 1).
Moreover, we have necessary condition of the uniquness of Stokes equation in the
perturbed half-space.
Lemma 3.1.1. Let n ≥ 2 and 1 < p < ∞. Let Ω = H or a perturbed half-space. Let
u ∈ W 2,ploc (Ω)n and pi ∈ W 1,ploc (Ω) enjoy
−∆u+∇pi = 0, ∇ · u = 0 in Ω, u|∂Ω = 0. (3.1.4)
Moreover
sup
x∈BR+3
[|x|n−1|u(x)|+ |x|n−1|∇u(x)|+ |x|n−1|pi(x)|] <∞. (3.1.5)
Then u = 0 and pi = 0.
Proof. Considering local regularity, we may assume that u ∈ W 2,qloc (Ω)n and pi ∈ W 1,qloc (Ω)
for any q ∈ (1,∞). In particular we may assume that u ∈ W 2,2loc (Ω)n and pi ∈ W 1,2loc (Ω).
Now we choose φ(x) ∈ C∞0 (Rn) such that φ(x) = 1 for |x| < 1 and φ(x) = 0 for |x| > 2.
Set φL(x) = φ(x/L). Since u(x) and pi(x) satisfy (3.1.4), we have
0 = (−∆u+∇pi, φLu)
= (∇u, (∇φL)u) + (∇u, (φL)∇u)− (pi, (∇φL) · u)− (pi, φL(∇ · u))
= (∇u, (∇φL)u) + (∇u, (φL)∇u)− (pi, (∇φL) · u).
Then (3.1.5) implies that the first and the third terms of right hand side tend to 0 as
L→∞ and therefore we have
0 = ‖∇u‖2L2
which implies that ∇u = 0. Therefore u is constant. Since u(x)|∂Ω = 0, we obtain
u = 0. By the equation we have ∇pi = 0, which implies that pi is constant. Since
pi(x) = O(|x|−(n−1)) as |x| → ∞, we have pi = 0. This completes the proof.
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The following proposition plays an important role in this chapter. This proposition
is used when we construct a parametrix in a perturbed half-space Ω.
Lemma 3.1.2 (Bogovskiˇı lemma). Let 1 < p <∞.For any integer N ≥ 0 there is a
linear operator B from W˙N,p(D+R) into W˙N+1,p(Rn)n such that
∇ · Bf = f, ‖Bf‖WN+1,p(Rn)n ≤ CN,p,R‖f‖WN,p(D+R), supp Bf ⊂ D
+
R
for any f ∈ W˙N,p(D+R).
Lemma 3.1.3. Let 1 < p <∞ and N be a nonnegative integer. Let D be a C2-domain
such that D ⊃ D+R and DR ∩ ∂H ⊂ ∂D. Let ψ+,R be the same function as in (1.2.3).
Assume that u ∈ WN,p(D)n, ∇ · u = 0 in D and u|∂D = 0. Then we have
(∇ψ+,R) · u ∈ W˙N,p(D+R).
As a result we can operate B to (∇ψ+,R) ·u and we have B[(∇ψ+,R) ·u] ∈ W˙N+1,p(Rn)n.
Moreover B[(∇ψ+,R) · u] satisfies the following properties:
∇ · B[(∇ψ+,R) · u] = (∇ψ+,R) · u in Rn, supp B[(∇ψ+,R) · u] ⊂ D+R ,
‖B[(∇ψ+,R) · u]‖WN+1,p(Rn)n ≤ CN,p,R‖∇ψ+,R · u‖WN,p(D+R).
Proof. Since∫
D+R
(∇ψ+,R) · udx = −
∫
D∩supp (1−ψ+,R)
∇(1− ψ+,R) · udx
= −
∫
D∩supp (1−ψ+,R)
∇ · (1− ψ+,R)udx
= −
∫
∂(D∩supp (1−ψ+,R))
(1− ψ+,R)u · νdσ = 0,
Lemma 3.1.3 follows from Lemma 3.1.2.
3.2 Analysis in the perturbed half-space
The aim of this section is to show Theorem 3.2.1 which gives us the expansion formula
of the solution operator in the perturbed half-space.
Theorem 3.2.1. Let 1 < p < ∞ and R > R0. Set BΩ = L(LpR(Ω),W 2,p(ΩR)n ×
W 1,p(ΩR)) and U˙λ0 = Uλ0\(−∞, 0]. Then there exist a λ0 > 0 and (U(λ),Θ(λ)) such
that
U(λ)f = (λ+ A)−1Pf
for f ∈ LpR(Ω) and λ ∈ Uλ0, and
(U(λ),Θ(λ)) =
{
H1(λ)λ
n−1
2 +H2(λ)λ
n
2 log λ+H3(λ) where n is even,
H1(λ)λ
n
2 +H2(λ)λ
n−1
2 log λ+H3(λ) where n is odd
(3.2.1)
for any λ ∈ U˙λ0 where Hj ∈ B(U˙λ0 ;BΩ), j = 1, 2 and H3 ∈ B(Uλ0 ;BΩ).
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In order to show Theorem 3.2.1, we shall introduce the notation which is used to
construct a parametrix. Fix R > 0 such that Ω\BR = H\BR. Let ER be a bounded
domain with smooth boundary ∂ER such that ER ⊂ Ω ∩ BR+5 and ER ∩ BR+4 =
Ω ∩BR+4. In particular, we have D+R+1 ⊂ Ω ∩BR+3 ⊂ ER.
Let R(λ)f and Π(λ)f be the solution operators to (3.1.1). Recall that w = R(λ)f0
and θ = Π(λ)f0 satisfy the equation:
(λ−∆)w +∇θ = f0, ∇ · w = 0 in H, w|xn=0 = 0
where f0(x) = f(x) for |x| > R and f0(x) = 0 for |x| ≤ R. Moreover we have
R(λ)f ∈ W 2,ploc (H)n, Π(λ)f ∈W 1,ploc (H) and the following estimates:
‖R(λ)f‖W 2,p(DR)n + ‖Π(λ)f‖W 1,p(DR) ≤ CR‖f‖Lp(Ω)n for λ ∈ Uλ0 , (3.2.2)
sup
|x|≥R
(|x|n−1|R(0)f |+ |x|n−1|∇R(0)f |+ |x|n−1|Π(0)f |) ≤ CR‖f‖Lp(Ω)n . (3.2.3)
Given f ∈ LpR+3(Ω)n, we set Af = w and Φf = θ where w and θ are the solution to
the equation:
−∆w +∇θ = f, ∇ · w = 0 in ER, w|∂ER = 0. (3.2.4)
We know the unique existence of Af ∈ W 2,p(ER)n and Φf ∈ W 1,p(ER) satisfying the
estimate:
‖Af‖W 2,p(ER)n + ‖∇Φf‖Lp(ER)n ≤ CR,p‖f‖Lp(ER)n
(cf. Farwig and Sohr [18]). By addition of some constant to Φf we may assume that∫
D+R
(Φf − Π(0)f) dx = 0. (3.2.5)
In this subsection, for simplicity, we use the abbreviations ψ+ for the cut-off function
ψ+,R+1 give by (1.2.3). With use of {R(λ)f,Π(λ)f}, {Af,Φf} and ψ+ together with
B, we set
U(λ)f = ψ+R(λ)f + (1− ψ+)Af − B[(∇ψ+) · (R(λ)f − Af)],
Θ(λ)f = ψ+Π(λ)f + (1− ψ+)Φf.
By Lemma 3.1.3 we have (∇ψ+) · (R(λ)f −Af) ∈ W˙ 2,p(D+R+1) and B[(∇ψ+) · (R(λ)f −
Af)] ∈ W 3,p(D+R+1)n, which implies that ∇ · U(λ)f = 0 and U(λ)f ∈ W 2,ploc (Ω)n. And
then we have
(λ−∆)U(λ)f +∇Θ(λ)f = f + Sλf in Ω,
∇ · U(λ)f = 0 in Ω,
U(λ)f |∂Ω = 0
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where
Sλf = −2(∇ψ+) : (∇R(λ)f)− (∆ψ+)R(λ)f − (λ−∆)B[(∇ψ+) · (R(λ)f − Af)]
+ λ(1− ψ+)Af + 2(∇ψ+) : (∇Af) + (∆ψ+)(Af) + (∇ψ+)Πf − (∇ψ+)Φf.
Since (∇ψ+) · (R(λ)f − Af) ∈ W 2,p(D+R+1), the map f 7→ (∇ψ+) · (R(λ)f − Af) ∈
W˙ 1,p(D+R+1) is compact. Therefore we see that Sλ : L
p
R+3(Ω)
n → LpR+3(Ω)n is compact
operator (see [27]). Moreover we have the following two lemmas.
Lemma 3.2.2. For 1 < p <∞ the following relation holds
‖Sλ − S0‖L(LpR+3(Ω)n) ≤ Cp(|λ|)
for any λ ∈ U1/2\(−∞, 0], where p(t) is the same as in (3.1.3).
Proof. Lemma 3.2.2 follows immediately from (3.1.3).
Lemma 3.2.3. It holds that
(1 + S0)
−1 ∈ L(LpR+3(Ω)n).
Proof. From the formula:
S0f = −2(∇ψ+) : (∇R(0)f −∇Af)− (∆ψ+)(R(0)f − Af)
+ ∆B[(∇ψ+) · (R(0)f − Af)] + (∇ψ+)Πf − (∇ψ+)Φf,
we see that S0 is a compact operator in L
p
R+3(Ω)
n. In order to prove the Lemma 3.2.3,
it is sufficient to show that 1 + S0 is injective in L
p
R+3(Ω)
n. Let f ∈ LpR+3(Ω)n satisfy
(1 + S0)f = 0. Set u = U(0)f and pi = Θ(0)f . Since (u, pi) satisfies all the assumption
of Lemma 3.1.1 from (3.2.3), we see u(x) = 0 and pi(x) = 0. Therefore{
ψ+R(0)f + (1− ψ+)Af + B[(∇ψ+) · (R(0)f − Af)] = 0 in Ω,
ψ+Π(λ)f + (1− ψ+)Φf = 0 in Ω.
(3.2.6)
Since ψ+(x) = 1 for |x| ≥ R + 2, we have
R(0)f = 0, Π(0)f = 0 for |x| ≥ R + 2. (3.2.7)
Since ψ+(x) = 0 for |x| ≤ R + 1, we have Af(x) = 0 and Φf(x) = 0 for |x| ≤ R + 1.
Set E˜R = {x ∈ ER | |x| ≥ R} ∪ B+R . If we set
w(x) =
{
Af(x), |x| ≥ R, x ∈ ER,
0, |x| < R,
θ(x) =
{
Φf(x), |x| ≥ R, x ∈ ER,
0, |x| < R
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then w ∈ W 2,p(E˜R)n and θ ∈ W 1,p(E˜R) and (w, θ) satisfies the equation:
−∆w +∇θ = f0, ∇ · w = 0 in E˜R, w|∂gER = 0.
On the other hand, by (3.2.7) we have
−∆R(0)f +∇Π(0)f = f0, ∇ ·R(0)f = 0 in E˜R, R(0)f |∂gER = 0.
By uniqueness we obtain R(0)f = w in E˜R. And also we have ∇(Π(0)f − θ) = 0 and
therefore Π(0)f − θ is constant c in E˜R. Since
0 =
∫
D+R
(Π(0)f − θ)dx =
∫
D+R
cdx = c|D+R |
as follows from (3.2.5), we obtain c = 0. Therefore Π(0)f = θ in E˜R. As a result we
have
R(0)f = w = Af, Π(0)f = θ = Φf in E˜R.
In particular it holds (∇ψ+) · [R(0)f − Af ] = 0 in Ω. By (3.2.6) we have
0 = R(0)f + (1− ψ+)(Af −R(0)f) = R(0)f,
0 = Π(0)f + (1− ψ+)(Φf − Π(0)f) = Π(0)f
for |x| ≥ R + 1 and x ∈ Ω. Consequently we obtain
f = −∆R(0)f +∇Π(0)f = 0
for |x| ≥ R+ 1 and x ∈ Ω. Moreover since Af = 0 and Φf = 0 for x ∈ Ω, |x| ≤ R+ 1,
0 = −∆Af(x) +∇Φf(x) = f
for |x| ≤ R + 1 and x ∈ Ω. Summing up we have proved that f = 0.
We get the following lemma from Lemmas 3.2.2 and 3.2.3.
Lemma 3.2.4. There exists a λ0 > 0 such that for λ ∈ Σε ∪ {0} with |λ| ≤ λ0 the
following relations holds:
(1 + Sλ)
−1 ∈ L(LpR+3(Ω)n), ‖(1 + Sλ)−1‖L(LpR+3(Ω)n) ≤ C.
By Lemma 3.2.4 we can denote the solution (u, pi) as follows:
u(x) = U(λ)(1 + Sλ)
−1f
= ψ+R(λ)(1 + Sλ)
−1f + (1− ψ+)A(1 + Sλ)−1f
− B[(∇ψ+) · (R(λ)− A)(1 + Sλ)−1f ],
pi(x) = Θ(λ)(1 + Sλ)
−1f = ψ+Π(λ)(1 + Sλ)−1f + (1− ψ+)Φ(1 + Sλ)−1f
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where
(1 + Sλ)
−1f = [1 + S0 + (Sλ − S0)]−1f
= (1 + S0)
−1[1 + (1 + S0)−1(Sλ − S0)]−1f
= (1 + S0)
−1
∞∑
j=0
[(1 + S0)
−1(Sλ − S0)]jf,
Sλ − S0 = −2(∇ψ+) : ∇(R(λ)−R(0))− (∆ψ+)(R(λ)−R(0))
+ λ(1− ψ+)Af − (λ−∆)B[(∇ψ+) · (R(λ)−R(0))].
When n is even, by this relation and resolvent expansion (3.1.2) we have
Sλ − S0 = G˜1(λ)λn−12 + G˜2(λ)λn2 log λ+ G˜4(λ)λ
where G˜i(λ) (i = 1, 2, 4) are B(Uλ0 , BΩ). Therefore we obtain
(Sλ − S0)j = H˜j1(λ)λ
n−1
2 + H˜j2(λ)λ
n
2 log λ+ H˜j3(λ)λ
where
H˜j3(λ) = {G˜4(λ)}jλj−1,
H˜j1(λ) = [(G˜1(λ)λ
n−1
2 + G˜4(λ)λ)
j − H˜j3(λ)λ]/λ
n−1
2 ,
H˜j2(λ) = [(Sλ − S0)j − H˜j1(λ)λ
n−1
2 − H˜j3(λ)λ]/(λ
n−1
2 log λ).
In fact, set max|λ|≤λ0 ‖G˜jk(λ)‖ ≤M for k = 1, 2, 4 and then we have
‖H˜j3(λ)‖ ≤ |λ|j−1M j,
‖H˜j1(λ)‖ ≤
j∑
i=1
j!
i!(j − i)!
(
|λ|n−12 ‖G˜1(λ)‖
)i (
|λ|‖G˜4(λ)‖
)j−i
≤M j
j∑
i=1
j!
i!(j − i)!(|λ|
n−1
2 )i|λ|j−i
≤M j|λ| j−12
j∑
i=1
j!
i!(j − i)! |λ|
n−1
2
(i−1)|λ| j−i2
≤M j|λ| j−12
j∑
i=0
j!
i!(j − i)! = (2M)
j|λ| j−12
and
‖H˜j2‖ =
∥∥∥(Sλ − S0)j − H˜j1(λ)λn−12 − H˜j3(λ)λ∥∥∥ (λn2 log λ)−1
≤
j∑
k=1
j!
k!(j − k)! |λ
n
2 log λ|k−1‖G˜2(λ)‖k
(
|λ|n−12 ‖G˜1(λ)‖+ |λ|‖G˜4(λ)‖
)j−k
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≤M j
j∑
k=1
j!
k!(j − k)! |λ
n
2 log λ|k−1(|λ|n−12 + |λ|)j−k
≤M j|λ| j−12
j∑
k=1
j!
k!(j − k)! |λ
n−1
2 log λ|k−1(|λ|n−22 + |λ| 12 )j−k
≤M j|λ| j−12
j∑
k=1
j!
k!(j − k)!1
k2j−k ≤ (3M)j|λ| j−12
where |λn−12 log λ| ≤ 1 and |λ| ≤ 1.
We have
(1 + Sλ)
−1 = Ĥ1(λ)λ
n−1
2 + Ĥ2(λ)λ
n
2 log λ+ Ĥ3(λ)
where Ĥj ∈ B(U˙λ0 ;BΩ)(j = 1, 2) and Ĥ3 ∈ B(Uλ0 ;BΩ). Since we can show the ex-
pansion formula when n is odd in the same manner as in the case where n is even, we
obtained Theorem 3.2.1.
3.3 Local energy decay estimate
We shall prove Theorem 1.4.4 for the perturbed half-space case from what we showed
in subsection 3.2 in the same manner as in Iwashita [29]. For this purpose, it suffices
to prove the following theorem:
Theorem 3.3.1. Let n ≥ 2 and 1 < p < ∞. Then there exists a positive constant
C = C(p) such that the inequality
‖T (t)Pf‖Lp(ΩR) ≤ Ct−
n+1
2 ‖f‖Lp(Ω), t ≥ 1 (3.3.1)
is valid for any f ∈ LpR(Ω).
Proof. Let pi
2
< δ0 < δ < 2pi and 0 < ε < λ0, where λ0 is the same constant as in
Theorem 3.2.1. Let Γ be a contour as follows : Γ = Γ1 ∪ Γ2 where
Γ1 = {λ ∈ C | 0 < |λ| < ε, arg λ = ±δ},
Γ2 = {λ ∈ C | |λ| > ε, arg λ = ±δ}.
The semigroup is described as follows :
T (t)Pf =
−1
2pii
∫
Γ1
e−λtU(λ)Pfdλ+
−1
2pii
∫
Γ2
e−λt(A+ λ)−1Pfdλ. (3.3.2)
The second term of the right hand side of (3.3.2) is estimated as∥∥∥∥−12pii
∫
Γ2
e−λt(λ+ A)−1 dλ
∥∥∥∥
L(Jp(Ω))
≤ C
∫ ∞
ε
e−tr dr ≤ Ce−ct (3.3.3)
for some c, C > 0. In order to estimate the first term of the right hand side of (3.3.2),
we need the following lemma that is a direct consequence of the formula of the gamma
function Γ(σ).
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Lemma 3.3.2. (i) For σ > 0 and t > 0, it holds that
−1
2pii
∫
Γ
e−tzzσ−1dz = −sinσpi
pi
Γ(σ)eipiσt−σ.
(ii) For a nonnegative integer j and any t > 0,
−1
2pii
∫
Γ
e−tzzj log zdz = − d
dσ
[
sinσpi
pi
Γ(σ)eipiσ
]∣∣∣∣
σ=j+1
t−j−1.
Since U(λ)Pf is described as
U(λ)P =
{
H1(λ)λ
n−1
2 +H2(λ)λ
n
2 log λ+H3(λ) where n is even,
H1(λ)λ
n
2 +H2(λ)λ
n−1
2 log λ+H3(λ) where n is odd
(3.3.4)
we can apply Lemma 3.3.2 to obtain∥∥∥∥−12pii
∫
Γ1
e−λtH1(λ)λ
n−1
2 Pf dλ
∥∥∥∥
Lp(ΩR)
≤ Ct−n2− 12‖f‖Lp(Ω), (3.3.5)∥∥∥∥−12pii
∫
Γ1
e−λtH2(λ)λ
n
2 (log λ)Pf dλ
∥∥∥∥
Lp(ΩR)
≤ Ct−n2−1‖f‖Lp(Ω). (3.3.6)
Finally the operator H3(λ) is holmorphic in Uλ0 so that we have∥∥∥∥−12pii
∫
Γ1
e−λtH3(λ)Pf dλ
∥∥∥∥
Lp(ΩR)
≤ Ce−ct‖f‖Lp(Ω). (3.3.7)
Combining (3.3.3) and (3.3.5)-(3.3.7) completes the proof of Theorem 3.3.1 if n is even
and similarly if n is odd.
3.4 Lp − Lq estimate
The aim of this section is to show the Lp−Lq estimate in a perturbed half-space Ω. In
order to prove Lp − Lq estimate, at first we shall prove the following lemma.
Lemma 3.4.1. Let n ≥ 2, 1 < p < ∞ and R ≥ R0. Then there exists a positive
number C = C(Ω, n, p, R) such that
‖∂tT (t)f‖W 1,p(ΩR) + ‖T (t)f‖W 1,p(ΩR) ≤ Ct−
n
2p
− 1
2‖f‖Lp(Ω), t ≥ 2
for f ∈ Jp(Ω).
Proof. Fix R ≥ R0 + 2. For f ∈ Jp(Ω) we set g = T (1)f . Then g ∈ D(AN) for any
N ∈ N and there holds the estimate:
‖ANg‖Lp(Ω) ≤ CN,p‖f‖Lp(Ω). (3.4.1)
67
We set u(t) = T (t)g = T (t+1)f for f ∈ Jp(Ω). Then u(t) belongs to C1([0,∞); Jp(Ω))∩
C0([0,∞);D(A)) and u is the solution of the following Stokes problem with some pres-
sure term pi(t): 
∂tu(t)−∆u(t) +∇pi(t) = 0 in Ω× (0,∞),
∇ · u = 0 in Ω× (0,∞),
u|∂Ω = 0, u|t=0 = g.
(3.4.2)
In the course of the proof of this Lemma, for simplicity, we abbreviate ψ+,R to ψR.
Set h = ψRg−B[(∇ψR) ·g], and then by (1.2.3) we have h = g for |x| ≥ R+1. Moreover
we can see that h ∈ D(AH) where AH denotes the Stokes operator on H. In fact, by
Lemma 3.1.3 we have ∇ · B[(∇ψR) · g] = (∇ψR) · g, supp B[(∇ψR) · g] ⊂ D+R and the
following estimate holds:
‖B[(∇ψR) · g]‖W 2,p(H) ≤ C‖(∇ψR) · g‖W 1,p(H) ≤ C‖f‖Lp(Ω).
Therefore we see that h ∈ W 2,p(H) and that
‖h‖W 2,p(H) ≤ C‖f‖Lp(Ω). (3.4.3)
The facts that h|xn=0 = 0 and that ∇ · h = 0 imply that h ∈ D(AH).
By the solvability of the Stokes equation in the half-space (cf. Ukai [61]) we know
that there exists a (v, ρ) such that
v(t) ∈ C1([0,∞); Jp(H)) ∩ C0([0,∞);D(AH)), ∇ρ(t) ∈ C0([0,∞);Lp(H))
and (v, ρ) solves the following equation:
∂tv(t)−∆v(t) +∇ρ(t) = 0 in H × (0,∞),
∇ · v = 0 in H × (0,∞),
v|t=0 = h, v|xn=0 = 0
(3.4.4)
and ∫
D+R
ρ(t, x)dx = 0. (3.4.5)
Moreover from the Lq − Lr type estimate in the half-space we have
‖∇jv(t, ·)‖Lr(H) ≤ Cq,r(1 + t)−
n
2
( 1
q
− 1
r
)− j
2‖h‖W 2,q(H) (3.4.6)
for j = 0, 1, t ≥ 1 and 1 ≤ q ≤ r ≤ ∞ with (q, r) 6= (1, 1) and
‖∇2v(t, ·)‖Lr(H) + ‖∂tv(t, ·)‖Lr(H) ≤ Cq,r(1 + t)−
n
2
( 1
q
− 1
r
)−1‖h‖W 2,q(H) (3.4.7)
for t ≥ 1 and 1 < q ≤ r <∞ (see Borchers- Miyakawa[8]) .
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By (3.4.4) and (3.4.7) we have
‖∇ρ(t)‖Lr(H) ≤ Cq,r(1 + t)−
n
2
( 1
q
− 1
r
)−1‖h‖W 2,q(H) (3.4.8)
for t ≥ 1 and 1 < q ≤ r < ∞. And in the cylinder C+R = {x ∈ H | |x′| ≤ R, xn ≤ R}
we know the estimates:
‖∇jv(t, ·)‖Lp(C+R ) ≤ CR‖∇
jv(t, ·)‖L∞(H) ≤ CR(1 + t)−
n
2p
− j
2‖h‖W 2,p(H) (3.4.9)
for j = 0, 1 and
‖∇2v(t, ·)‖Lp(C+R ) + ‖∂tv(t, ·)‖Lp(C+R )
≤ CR,p,r
(
‖∇2v(t, ·)‖Lr(C+R ) + ‖∂tv(t, ·)‖Lr(C+R )
)
≤ CR,p,r(1 + t)−
n
2
( 1
p
− 1
r
)−1‖h‖W 2,p(H)
≤ CR,p(1 + t)−
n
2p
− 1
2‖h‖W 2,p(H) (3.4.10)
for t ≥ 1 and 1 < p < r < ∞ where max(p, n) ≤ r < ∞. By (3.4.4), Poincare’s
inequality, (3.4.5) and (3.4.8), we have
‖ρ(t, ·)‖Lp(C+R ) ≤ C‖∇ρ(t, ·)‖Lp(C+R ) ≤ C(1 + t)
− n
2p
− 1
2‖h‖W 2,p(H). (3.4.11)
Since v(t, x) =
∫ xn
0
∂nv(t, x
′, yn)dyn as follows from the fact that v|xn=0 = 0, we obtain
‖v(t, ·)‖Lp(C+R ) ≤ R‖∇v(t, ·)‖Lp(C+R ) (3.4.12)
which combined with (3.4.9) with j = 1 implies that
‖v(t, ·)‖Lp(C+R ) ≤ CR(1 + t)
− n
2p
− 1
2‖h‖W 2,p(H). (3.4.13)
Summing up (3.4.3), (3.4.9) - (3.4.11) and (3.4.13), we have shown that
‖v(t)‖W 2,p(C+R ) + ‖∂tv(t, ·)‖Lp(C+R ) + ‖ρ(t, ·)‖Lp(C+R ) ≤ C(1 + t)
− n
2p
− 1
2‖f‖Lp(Ω). (3.4.14)
In order to estimate (u, pi) in (3.4.2) we set
w(t) = u(t)− {ψR−1v(t)− B[(∇ψR−1) : v(t)]}, θ(t) = pi(t)− ψR−1ρ(t). (3.4.15)
It is easily observed that (w(t), θ(t)) satisfies the equations:
∂tw(t)−∆w(t) +∇θ(t) = K(t), ∇ · w(t) = 0 in Ω× (0,∞), (3.4.16)
w|∂Ω = 0, (3.4.17)
w(0) = u(0)− (ψR−1v(0)− B[(∇ψR−1) · v(0)])
= g − (ψR−1h− B[(∇ψR−1) · h]) , (3.4.18)
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where
K(t) = 2∇ψR−1 : ∇v + (∆ψR−1)v − (∂t −∆)B[(∇ψR−1) · v]− (∇ψR−1)ρ.
Noticing that supp w(0) ⊂ BR by (1.2.3) and w ∈ W 2,p(Ω), we obtain w ∈ D(A) ∩
LpR(Ω). Since w(t) ∈ C0([0,∞);D(A) ∩ LpR(Ω)) ∩ C1([0,∞); Jp(Ω)), we can write
w(t) = T (t)w(0)−
∫ t
0
T (t− s)PK(s)ds. (3.4.19)
Our aim is to estimate w(t) by Theorem 1.4.4. (1.2.3) implies that supp K(t) ⊂ D+R
and by (3.4.14) we see that
‖K(t)‖Lp ≤ C
{
‖v(t)‖W 1,p(C+R ) + ‖∂tv(t)‖Lp(C+R ) + ‖ρ(t)‖Lp(C+R )
}
≤ C(1 + t)− n2p− 12‖f‖Lp . (3.4.20)
For t ≥ 1 we have the estimates:
‖w(t, ·)‖W 1,p(ΩR)
≤ C(1 + t)−n+12 ‖w(0)‖Lp
+ C
∫ t
t−1
(t− s)− 12‖PK(s)‖Lpds+ C
∫ t−1
0
(t− s)−n+12 ‖PK(s)‖Lpds (3.4.21)
=: w1 + w2 + w3.
We shall estimate w1. Since w(0) ∈ D(A) and supp w(0) ⊂ BR ∩ Ω, we see that
‖w(0)‖Lp(Ω) ≤ C‖f‖Lp . (3.4.22)
We have the estimate of w2 as follows:
w2 ≤ C(1 + t)−
n
2p
− 1
2‖f‖Lp(Ω). (3.4.23)
In fact by (3.4.20) we have
w2 ≤
∫ t
t−1
(t− s)− 12 (1 + s)− n2p− 12ds‖f‖Lp(Ω)
≤ Ct− n2p− 12
∫ t
t−1
(t− s)− 12ds‖f‖Lp(Ω)
≤ C(1 + t)− n2p− 12‖f‖Lp(Ω).
Finally we shall estimate w3. By (3.4.20) we have
w3 ≤ C
∫ t
0
(1 + t− s)−n+12 (1 + s)− n2p− 12ds‖f‖Lp(Ω)
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because t− s ≥ 1 for 0 ≤ s ≤ t− 1. We proceed the estimate:
w3 ≤
{∫ t/2
0
+
∫ t
t/2
}
(1 + t− s)−n+12 (1 + s)− n2p− 12 ds ‖f‖Lp(Ω)
≤
∫ t/2
0
(1 + t− s)−n+12 (1 + s)− n2p− 12 ds
+
∫ t/2
0
(1 + s)−
n+1
2 (1 + t− s)− n2p− 12 ds ‖f‖Lp(Ω).
Noticing that (1 + t− s)−1 ≤ (1 + s)−1 for 0 ≤ s ≤ t
2
, we have
w3 ≤ C
(
1 +
t
2
)− n
2p
− 1
2
∫ t/2
0
(1 + s)−
n+1
2 ds ‖f‖Lp(Ω)
≤ C(1 + t)− n2p− 12
∫ ∞
0
(1 + s)−
n+1
2 ds ‖f‖Lp(Ω)
≤ C(1 + t)− n2p− 12‖f‖Lp(Ω). (3.4.24)
By (3.4.22)-(3.4.24) we obtain
‖w(t)‖W 1,p(ΩR) ≤ C(1 + t)−
n
2p
− 1
2‖f‖Lp(Ω) (3.4.25)
for t ≥ 1.
By (3.4.14)-(3.4.15) and (3.4.25) we obtain
‖u(t)‖W 1,p(ΩR) ≤ ‖w(t)‖W 1,p(ΩR) + C‖v(t)‖W 1,p(ΩR) ≤ C(1 + t)−
n
2p
− 1
2‖f‖Lp (3.4.26)
for t ≥ 1. In particular since T (t)f = u(t− 1), for f ∈ Jp(Ω) we have
‖T (t)f‖W 1,p(ΩR) ≤ Ct−
n
2p
− 1
2‖f‖Lp(Ω), t ≥ 2. (3.4.27)
Since ∂tu(t) = ∂tT (t)g = T (t)Ag and Ag ∈ D(A), by (3.4.1) we also have
‖∂tu(t)‖W 1,p(ΩR) ≤ C(1 + t)−
n
2p
− 1
2‖f‖Lp(Ω) for t ≥ 1,
which implies that
‖∂tT (t)f‖W 1,p(ΩR) ≤ Ct−
n
2p
− 1
2‖f‖Lp(Ω) for t ≥ 2.
Summing up we have completed the proof of the lemma.
Remark 3.4.2. We know that in the exterior domain, there holds the estimate:
‖T (t)f‖W 1,p(ΩR) ≤ Ct−
n
2p‖f‖Lp(Ω).
The reason why the exponent in the perturbed half-space is one half better than the
one in the exterior domain is that (3.4.12) holds.
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Next, we shall prove Lp − Lq estimate in Ω\ΩR.
Lemma 3.4.3. Let f ∈ Jp(Ω). Then for t ≥ 2 we have
‖T (t)f‖Lq(Ω\ΩR) ≤ Cp,qt−
n
2
( 1
p
− 1
q
)‖f‖Lp(Ω) (3.4.28)
for 1 < p ≤ q ≤ ∞ and n
2
(1
p
− 1
q
) < 1. And we have
‖∇T (t)f‖Lp(Ω\ΩR) ≤ Cp,Rt−
1
2‖f‖Lp(Ω) (3.4.29)
for 1 < p <∞ and t ≥ 2.
Proof. Fix R ≥ R0+2. Set g = T (1)f ∈ D(AN) for any N ∈ N and set u(t) = T (t)g =
T (t+1)f . In the course of the proof of this Lemma, for simplicity, we abreviate ψ+,R−1
to ψR−1. We set
z(t) = ψR−1u(t)− B[(∇ψR−1) · u(t)], Φ(t) = ψR−1pi(t)
where u(t) and pi(t) are the same as in (3.4.2) and∫
D+R−1
pi(t, x)dx = 0. (3.4.30)
It is observed that (z(t),Φ(t)) satisfies the equations:
∂tz(t)−∆z(t) +∇Φ(t) = L(t), ∇ · z = 0 in H × (0,∞), (3.4.31)
z|xn=0 = 0, (3.4.32)
z(0) = ψR−1u(0)− B[(∇ψR−1) · u(0)] = ψR−1g − B[(∇ψR−1) · g] =: z0 (3.4.33)
where
L(t) = −2∇ψR−1 : ∇u(t)−(∆ψR−1)u(t) + (∂t −∆)B[(∇ψR−1) · u] + (∇ψR−1)pi(t).
(3.4.34)
Since z(t) ∈ C1([0,∞); Jp(H)) ∩ C0([0,∞);D(AH)), we can write z(t) as follows:
z(t) = E(t)z0 −
∫ t
0
E(t− s)PL(s)ds = z1 + z2 (3.4.35)
where E(t) is the solution operator for the half-space H.
Given φ ∈ C∞0 (H) we set
Θ = (∇ψR−1)φ− 1|D+R−1|
∫
D+R−1
(∇ψR−1)φdx (3.4.36)
and then
∫
D+R−1
Θdx = 0. By Lemma 3.1.2 we can choose χ ∈ W 1,p′(D+R−1) such that
∇ · χ = Θ, χ|∂D+R−1 = 0 and
‖χ‖W 1,p′ (D+R−1) ≤ C‖Θ‖Lp′ (D+R−1) ≤ C‖φ‖Lp′ (D+R−1)
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where 1
p
+ 1
p′ = 1.
On the other hand by (3.4.30) and (3.4.36) we have
((∇ψR−1)pi(t), φ) =
∫
D+R−1
pi(t)(∇ψR−1)φ dx
=
∫
D+R−1
pi(t)Θ dx
= (pi,∇ · χ) = (∆u− ∂tu, χ) = −(∇u,∇χ)− (∂tu, χ).
By Lemma 3.4.1 we have
|((∇ψR−1)pi(t), φ)|
≤ ‖∇u‖Lp(D+R−1)‖χ‖W 1,p′ (D+R−1) + ‖∂tu‖Lp(D+R−1)‖χ‖W 1,p′ (D+R−1)
≤ C(1 + t)− n2p− 12‖f‖Lp‖φ‖Lp′
for any φ ∈ C∞0 (H) and t ≥ 1, which implies that
‖(∇ψR−1)pi(t)‖Lp(H) ≤ C(1 + t)−
n
2p
− 1
2‖f‖Lp , t ≥ 1. (3.4.37)
By (3.4.34) we have supp L(t) ⊂ D+R−1 ⊂ Ω. By (3.4.34), (3.4.37) and Lemma 3.4.1 we
have
‖PL(t)‖Lr ≤ Cr‖L(t)‖Lr ≤ Cp,r‖L(t)‖Lp ≤ Cp,r(1 + t)−
n
2p
− 1
2‖f‖Lp (3.4.38)
for t ≥ 1.
Next we shall estimate z(t) by using (3.4.38). We can show the estimate of z1 by
using the following Lp − Lq estimate for the half-space H: For 1 ≤ p ≤ q ≤ ∞ (p, q) 6=
(1, 1), (∞,∞),
‖z1‖Lq(H) ≤ Cp,q(1 + t)−
n
2
( 1
p
− 1
q
)‖z0‖Lp(H), (3.4.39)
‖∇z1‖Lq(H) ≤ Cp,q(1 + t)−
n
2
( 1
p
− 1
q
)− 1
2‖z0‖Lp(H). (3.4.40)
Now we shall estimate z2. For
n
2
(1
p
− 1
q
) < 1 with 1 < p ≤ q ≤ ∞ and 1 < r < min{p, n},
we have
‖z2‖Lq(H)
≤
∫ t
t−1
(t− s)−n2 ( 1p− 1q )‖PL(s)‖Lpds+
∫ t−1
0
(t− s)−n2 ( 1r− 1q )‖PL(s)‖Lr ds
≤ Ct− n2p− 12‖f‖Lp
∫ 1
0
s−
n
2
( 1
p
− 1
q
) ds+ C
∫ t
0
(1 + t− s)−n2 ( 1r− 1q )(1 + s)− n2p− 12 ds ‖f‖Lp
= (I1 + I2)‖f‖Lp .
It is sufficient to estimate the second term I2. We have
I2 =
∫ t/2
0
(1 + t− s)−n2 ( 1r− 1q )(1 + s)− n2p− 12ds+
∫ t/2
0
(1 + s)−
n
2
( 1
r
− 1
q
)(1 + t− s)− n2p− 12ds
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=∫ t/2
0
(1 + t− s)−n2 ( 1p− 1q )(1 + t− s)−n2 ( 1r− 1p )(1 + s)− n2p− 12ds
+
∫ t/2
0
(1 + s)−
n
2
( 1
r
− 1
q
)(1 + t− s)−n2 ( 1p− 1q )(1 + t− s)− n2q− 12ds.
Noticing that (1 + s)−1 ≥ (1 + t− s)−1 for 0 ≤ s ≤ t/2, we have
I2 ≤ 2
(
1 +
t
2
)−n
2
( 1
p
− 1
q
) ∫ t/2
0
(1 + s)−
n
2r
− 1
2ds.
Summing up we have obtained
‖z2‖Lq(H) ≤ Cp,q(1 + t)−
n
2
( 1
p
− 1
q
)‖f‖Lp , t ≥ 1. (3.4.41)
By (3.4.39) and (3.4.41) we obtain
‖z(t)‖Lq(H) ≤ Cp,q(1 + t)−
n
2
( 1
p
− 1
q
)‖f‖Lp , t ≥ 1
provided that n
2
(1
p
− 1
q
) < 1, 1 < p ≤ q ≤ ∞.
Since z(t) = u(t) = T (t+ 1)f for |x| ≥ R, we have
‖T (t)f‖Lq(Ω\ΩR) ≤ Cp,qt−
n
2
( 1
p
− 1
q
)‖f‖Lp(Ω), t ≥ 2.
Therefore we have (3.4.28). Next we shall show the following estimate:
‖∇T (t)f‖Lp(Ω) ≤ Cpt− 12‖f‖Lp(Ω), t > 2 (3.4.42)
for 1 < p <∞. We remember (3.4.35). We can estimate z1 as follows:
‖∇z1‖Lp(H) ≤ C(1 + t)− 12‖z0‖Lp(H) ≤ C(1 + t)− 12‖f‖Lp(Ω). (3.4.43)
Next we shall estimate z2. Take q with 1 < q < min{n2 , p} and then we have
‖∇z2‖Lp(H)
≤
∫ t
t−1
‖∇E(t− s)PL(s)‖Lp(H)ds+
∫ t−1
0
‖∇E(t− s)PL(s)‖Lp(H)ds
≤ C
∫ t
t−1
(t− s)− 12‖L(s)‖Lp(H)ds+ C
∫ t−1
0
(t− s)− 12−n2 ( 1q− 1p )‖L(s)‖Lq(H)ds
≤ Ct− n2p− 12‖f‖Lp(Ω)
∫ 1
0
s−
1
2ds
+ C‖f‖Lp(Ω)
∫ t
0
(1 + t− s)− 12−n2 ( 1q− 1p )(1 + s)− n2p− 12ds
= (I1 + I2)‖f‖Lp(Ω).
To estimate z2, it is sufficient that we consider the second term I2. We have
I2 =
∫ t
0
(1 + t− s)− 12−n2 ( 1q− 1p )(1 + s)− n2p− 12ds
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=∫ t/2
0
(1 + t− s)− 12−n2 ( 1q− 1p )(1 + s)− n2p− 12ds
+
∫ t/2
0
(1 + s)−
1
2
−n
2
( 1
q
− 1
p
)(1 + t− s)− n2p− 12ds
≤ 2(1 + t/2)− 12
∫ t/2
0
(1 + s)−
n
2
( 1
q
− 1
p
)− n
2p
− 1
2ds
= 2(1 + t/2)−
1
2
∫ t/2
0
(1 + s)−
n
2q
− 1
2ds.
Since n
2q
+ 1
2
> 1, we have
‖∇z2‖Lp(H) ≤ C(1 + t)− 12‖f‖Lp(Ω), t ≥ 1. (3.4.44)
By (3.4.43) and (3.4.44) we obatin
‖∇z(t)‖Lp(H) ≤ Cp(1 + t)− 12‖f‖Lp(Ω), t ≥ 1
for 1 < p <∞. Since z(t) = T (t+ 1)f for |x| ≥ R, in view of Lemma 3.4.1 we have
‖∇T (t)f‖Lp(Ω) ≤ Cpt− 12‖f‖Lp(Ω), t ≥ 2.
This completes the proof.
Next we shall show the Lp − Lq estimate for 0 < t ≤ 2.
Lemma 3.4.4. For 0 < t ≤ 2, there exists a positive number C = C(p, q,Ω) such that
‖T (t)f‖Lq(Ω) ≤ Cp,qt−
n
2
( 1
p
− 1
q
)‖f‖Lp(Ω)
for 1 < p ≤ q ≤ ∞ and n
2
(1
p
− 1
q
) < 1. And we have
‖∇T (t)f‖Lq(Ω) ≤ Cp,qt−
n
2
( 1
p
− 1
q
)− 1
2‖f‖Lp(Ω)
for 1 < p <∞.
Proof. By complex interpolation for s ∈ (0, 2) we have
W s,p(Ω) = (Lp(Ω),W 2,p(Ω))s/2.
And by using resolvent estimate, we have
‖T (t)f‖Lp(Ω) ≤ C‖f‖Lp(Ω),
‖T (t)f‖W 2,p(Ω) ≤ Ct−1‖f‖Lp(Ω), 0 < t ≤ 2.
Therefore we have
‖T (t)f‖W s,p(Ω) ≤ (C‖f‖Lp(Ω))1−(s/2)(Ct−1‖f‖Lp(Ω))s/2 ≤ Cst− s2‖f‖Lp(Ω)
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for 1 < p < ∞ and 0 < t < 2. Set s = n(1
p
− 1
q
) and then by Sobolev’s embedding
theorem, we obtain
‖T (t)f‖Lq(Ω) ≤ C‖T (t)f‖W s,p(Ω) ≤ Cst−
n
2
( 1
p
− 1
q
)‖f‖Lp(Ω)
for 1 < p ≤ q <∞ and 0 < n
2
(1
p
− 1
q
) < 1. In view of resolvent estimate, we have
‖∇T (t)f‖Lp(Ω) ≤ Cpt− 12‖f‖Lp(Ω)
for 1 < p <∞ and 0 < t < 2. Therefore we see
‖∇T (t)f‖Lq(Ω) = ‖∇T (t/2)T (t/2)f‖Lq(Ω) ≤ Ct− 12‖T (t/2)f‖Lq(Ω)
≤ Ct− 12−n2 ( 1p− 1q )‖f‖Lp(Ω)
for 1 < p ≤ q <∞. Let Bsp,q(Ω) be the Besov space. For 1 < p <∞ we know
B
n/p
p,1 (Ω) = [L
p(Ω), W 2,p(Ω)]θ,1,
n
p
= 2θ, 0 <
n
p
< 2,
where [·, ·]θ,1 is the real interpolation functor. We have
‖T (t)f‖
B
n/p
p,1 (Ω)
≤ C‖T (t)f‖1−θLp(Ω)‖T (t)f‖θW 2,p(Ω) ≤ Ct−
n
2p‖f‖Lp(Ω)
for 0 < t ≤ 2 and n
2
< p <∞. Since Bn/pp,1 (Ω) ⊂ L∞(Ω), we have
‖T (t)f‖L∞(Ω) ≤ Ct−
n
2p‖f‖Lp(Ω)
for p > n
2
(see [45]). We have completed the proof.
Finally we shall show Theorem 1.4.2 by using Lemmas 3.4.3 and 3.4.4.
Proof of Theorem 1.4.2. By Lemmas 3.4.3 and 3.4.4 we have
‖T (t)f‖Lq(Ω) ≤ Cp,qt−
n
2
( 1
p
− 1
q
)‖f‖Lp(Ω) (3.4.45)
for 1 < p ≤ q ≤ ∞, n
2
(1
p
− 1
q
) < 1 and t > 0. We will remove the restriction of (3.4.45).
To this end we choose p1, . . . , p` in such a way that p = p1 < p2 < · · · < p` = q and
n
2
( 1
pj−1
− 1
pj
) < 1 for j = 2, 3, 4, · · · , `. Then by Lemma (3.4.4) we have
‖T (t)f‖Lq(Ω) =
∥∥∥∥T ( t`− 1
)
T
(
t
`− 1
)
· · ·T
(
t
`− 1
)
f
∥∥∥∥
Lq(Ω)
≤ C
∏`
j=2
(
t
`− 1
)−n
2
( 1
pj−1−
1
pj
)
‖f‖Lp(Ω) = Ct−
n
2
( 1
p
− 1
q
)‖f‖Lp(Ω).
Summing up we have obtained
‖T (t)f‖Lq(Ω) ≤ Ct−
n
2
( 1
p
− 1
q
)‖f‖Lp(Ω) (3.4.46)
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for 1 < p ≤ q ≤ ∞, f ∈ Jp(Ω) and t > 0.
Since for φ, ψ ∈ C∞0,σ(Ω) we have
|(T (t)φ, ψ)| = |(φ, T (t)ψ)| ≤ ‖φ‖L1‖T (t)ψ‖L∞ ≤ Ct−
n
2p′ ‖φ‖L1‖ψ‖Lp′
where 1
p
+ 1
p′ = 1, we obtain
‖T (t)φ‖Lp ≤ Ct−
n
2
(1− 1
p
)‖φ‖L1 , 1 < p <∞,
‖T (t)φ‖L∞ ≤ Ct−
n
2p‖T (t/2)φ‖Lp ≤ Ct−
n
2p t−
n
2
(1− 1
p
)‖φ‖L1 ≤ Ct−n2 ‖φ‖L1 .
Summing up we have obtained (1.4.1) for 1 ≤ p ≤ q ≤ ∞, f ∈ Jp(Ω) and t > 0.
By using (3.4.42) and (1.4.1) we have
‖∇T (t)f‖Lq(Ω) =
∥∥∥∥∇T ( t2
)
T
(
t
2
)
f
∥∥∥∥
Lq(Ω)
≤ Cqt− 12
∥∥∥∥T ( t2
)
f
∥∥∥∥
Lq(Ω)
≤ Cqt− 12 t−
n
2
( 1
p
− 1
q
)‖f‖Lp(Ω)
for t > 0 and 1 ≤ p ≤ q <∞.
We have completed the proof of Theorem 1.2.
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Chapter 4
On the Stokes flows in the aperture
domain
Abstract. We consider the nonstationary Stokes in aperture domain Ω ⊂ Rn, n ≥ 2.
To this end, we shall prove Lp−Lq type estimate of the Stokes semigroup in an aperture
domain in the same way as in the perturbed half-sapce case.
4.1 Preliminaries
We shall consider the Stokes resolvent problem in the half-space H = H+ or H−:{
(λ−∆)u+∇pi = f, ∇ · u = 0 in H,
u = 0 on xn = 0.
(4.1.1)
Let R(λ)f and Π(λ)f be defined by R(λ)f = u and Π(λ)f = pi which satisfy (4.1.1).
By Farwig-Sohr[18], we can construct R(λ)f ∈ W 2,p(H)n and Π(λ)f ∈ Ŵ 1,p(H) by
using partial Fourier transform, which satisfies the estimate:
‖R(λ)f‖W 2,p(H)n + ‖∇Π(λ)f‖Lp(H)n ≤ Cε,λ0‖f‖Lp(H)n
provided that λ ∈ Σε = for ε > 0 and |λ| ≥ λ0. We shall investigate the property of
R(λ)f and Π(λ)f near λ = 0 when f has compact support. In Chapter 2, we have the
following expansion formula of the solution oparator (R(λ),Π(λ)) to (4.1.1) near λ = 0:
(R(λ),Π(λ)) =
{
G1(λ)λ
n−1
2 +G2(λ)λ
n
2 log λ+G3(λ) where n is even,
G1(λ)λ
n
2 +G2(λ)λ
n−1
2 log λ+G3(λ) where n is odd
(4.1.2)
where λ ∈ U1/2\(−∞, 0] and Gi(λ)(i = 1, 2, 3) are L(LpR(H)n,W 2,p(B+R)n ×W 1,p(B+R))-
valued holomorphic functions in U1/2. And also, we have some properties of (R(λ),Π(λ))
at λ = 0 as follows (see Chapter 2):
(i) If we set u = R(0)f and pi = Π(0)f for f ∈ LpR(Ω), then (u, pi) satisfies the
equation:
−∆u+∇pi = f, ∇ · u = 0 in H, u(x′, 0) = 0.
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(ii) (u, pi) satisfies the estimates:
‖u‖W 2,p(B+L )n + ‖pi‖W 1,p(B+L ) ≤ CR,L‖f‖Lp(H)n for L > 0,
sup
|x|≥1, x∈H
[|x|n−1|u(x)|+ |x|n−1|∇u(x)|+ |x|n−1|pi(x)|] ≤ CR‖f‖Lp(H)n
and the formula: for any L > 0 and λ ∈ U1/2\(−∞, 0]
‖R(λ)f −R(0)f‖W 2,p(B+L )n + ‖Π(λ)f − Π(0)f‖W 1,p(B+L ) ≤ C p(|λ|)‖f‖Lp(H)n
(4.1.3)
where p(t) = max(t, t
n−1
2 | log t|) for t ∈ [0, 1).
Moreover, we have necessary condition of the uniquness of Stokes equation in the
aperture domain. We can show the following Lemma 4.1.1 in the same way as Lemma
3.1.1.
Lemma 4.1.1. Let n ≥ 2 and 1 < p < ∞. Let Ω = H± or an aperture domain. Let
u ∈ W 2,ploc (Ω)n and pi ∈ W 1,ploc (Ω) enjoy
−∆u+∇pi = 0, ∇ · u = 0 in Ω, u|∂Ω = 0. (4.1.4)
Moreover
sup
x∈H∩BR+3
[|x|n−1|u(x)|+ |x|n−1|∇u(x)|+ |x|n−1|pi(x)|] <∞. (4.1.5)
Then u = 0 and pi = 0.
The following proposition plays an important role in this chapter. This proposition
is used when we construct a parametrix in Ω and is shown in the same way as in the
perturbed half-space case.
Lemma 4.1.2 (Bogovskiˇı lemma). Let 1 < p <∞. For any integer N ≥ 0 there is
a linear operator B±,R from W˙N,p(D±R) into W˙N+1,p(Rn)n such that
∇ · B±,Rf = f, ‖B±,Rf‖WN+1,p(Rn)n ≤ CN,p,R‖f‖WN,p(D±R) supp B±,Rf ⊂ D
±
R
for any f ∈ W˙N,p(D±R).
Lemma 4.1.3. Let 1 < p <∞ and N be a nonnegative integer. Let D be a C2-domain
such that D ⊃ D±R and D±R ∩ ∂H± ⊂ ∂D. Let ψ±,R be the same function as in (1.2.3).
Assume that u ∈WN,p(D)n, ∇ · u = 0 in D and u|∂D = 0. Then we have
(∇ψ±,R) · u ∈ W˙N,p(D±R).
As a result we can operate B±,R to (∇ψ±,R) · u and we have B±,R[(∇ψ±,R) · u] ∈
W˙N+1,p(Rn). Moreover B±,R[(∇ψ±,R) · u] satisfies the following properties:
∇ · B±,R[(∇ψ±,R) · u] = (∇ψ±,R) · u in Rn,
supp B±,R[(∇ψ±,R) · u] ⊂ D±R ,
‖B±,R[(∇ψ±,R) · u]‖WN+1,p(Rn) ≤ CN,p,R‖∇ψ±,R · u‖WN,p(D±R).
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4.2 Analysis in the aperture domain Ω
The aim of this section is to show Theorem 4.2.1 which gives us the expansion formula
of the solution operator in the aperture domain.
Theorem 4.2.1. Let 1 < p < ∞ and R > R0. Set BΩ = L(LpR(Ω);W 2,p(ΩR)n ×
W 1,p(ΩR)) and U˙λ0 = Uλ0\(−∞, 0]. Then there exist a λ0 > 0 and (U(λ),Θ(λ)) such
that
U(λ)f = (λ+ A)−1Pf
for f ∈ LpR(Ω) and λ ∈ Uλ0 and
(U(λ),Θ(λ)) =
{
H1(λ)λ
n−1
2 +H2(λ)λ
n
2 log λ+H3(λ) where n is even,
H1(λ)λ
n
2 +H2(λ)λ
n−1
2 log λ+H3(λ) where n is odd,
(4.2.1)
for any λ ∈ U˙λ0 where Hj ∈ B(U˙λ0 ;BΩ), j = 1, 2 and H3 ∈ B(Uλ0 ;BΩ).
In order to show Theorem 4.2.1 we shall introduce the notation which is used to
construct a parametrix. Let ER be a bounded domain with smooth boundary ∂ER
such that ER ⊂ Ω ∩ BR+5 and ER ∩ BR+4 = Ω ∩ BR+4. In particular we have D±R+1 ⊂
Ω ∩BR+3 ⊂ ER where D±R is defined by (1.4.1).
Let R±(λ)f and Π±(λ)f be solution operators to (4.1.1). Recall that w± = R±(λ)f0
and θ± = Π±(λ)f0 satisfy the equation:
(λ−∆)w± +∇θ± = f0, ∇ · w± = 0 in H±, w±|xn=0 = 0
where f0(x) = f(x) for |x| > R and f0(x) = 0 for |x| ≤ R. Moreover we have
R±(λ)f ∈ W 2,ploc (H) and Π±(λ)f ∈W 1,ploc (H) and the following estimates:
‖R±(λ)f‖W 2,p(D±R) + ‖Π±(λ)f‖W 1,p(D±R) ≤ CR‖f‖Lp(Ω) (4.2.2)
for λ ∈ Uλ0 and
sup
|x|≥R, x∈H±
(|x|n−1|R±(0)f |+ |x|n−1|∇R±(0)f |+ |x|n−1|Π±(0)f |) ≤ CR‖f‖Lp(Ω).
(4.2.3)
And given f ∈ LpR+3(Ω), we set Af = w and Φf = θ where w and θ are the solution
to the equation;
−∆w +∇θ = f, ∇ · w = 0 in ER, w|∂ER = 0. (4.2.4)
We know the unique existence of Af ∈ W 2,p(ER)n and Φf ∈ W 1,p(ER) satisfying the
estimate:
‖Af‖W 2,p(ER)n + ‖∇Φf‖Lp(ER) ≤ CR,p‖f‖Lp(ER)n
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(cf. Farwig and Sohr [18]). By addition of some constant to Φf , we may assume that∫
D±R
(Φf − Π±(0)f) dx = 0. (4.2.5)
In this section, for simplicity, we use the abbreviations ψ± for the cut-off function ψ±,R,
given by (1.2.3) and B± for the Bogovskiˇı operators B±,R introduced in section 4.1. We
set
U(λ)f = ψ+R+(λ)f + ψ−R−(λ)f + (1− ψ+ − ψ−)Af
+ B+[(∇ψ+) · (R+(λ)f − Af)] + B−[(∇ψ−) · (R−(λ)f − Af)],
Θ(λ)f = ψ+Π+(λ)f + ψ−Π−(λ)f + (1− ψ+ − ψ−)Φf.
By Lemma 4.1.3, we have (∇ψ±) · (R±(λ)f − Af) ∈ W˙ 2,p(D±R+1) and B±[(∇ψ±) ·
(R±(λ)f−Af)] ∈ W 3,p(D±R+1), which implies that ∇·U(λ)f = 0 and U(λ)f ∈W 2,ploc (Ω).
And then we have
(λ−∆)U(λ)f +∇Θ(λ)f = f + Sλf, ∇ · U(λ)f = 0
in Ω subject to U(λ)f |∂Ω = 0 and
φ(U(λ)f) =
∫
M
N · Afdσ =
∫
Ω+∩D
∇v0dx = 0
where
Sλf = −2(∇ψ+) : (∇R+(λ)f − Af)− 2(∇ψ−) : (∇R−(λ)f − Af)
− (∆ψ+)(R+(λ)f − Af)− (∆ψ−)(R−(λ)f − Af)
− (λ−∆)B+[(∇ψ+) · (R+(λ)f − Af)]− (λ−∆)B−[(∇ψ−) · (R−(λ)f − Af)]
+ λ(1− ψ+ − ψ−)Af − (∇ψ+)(Π+(λ)f − Φf) + (∇ψ−)(Π−(λ)f − Φf).
Since (∇ψ±) · (R±(λ)f − Af) ∈ W 2,p(D±R+1), the map f 7→ (∇ψ±) · (R±(λ)f − Af) ∈
W˙ 1,p(D±R+1) is compact. Therefore we see that Sλ : L
p
R+3(Ω)
n → LpR+3(Ω) is compact
operator (see [27]). Moreover, we have the following two lemmas.
Lemma 4.2.2. For 1 < p <∞, the following relation holds
‖Sλ − S0‖L(LpR+3(Ω)) ≤ Cp(|λ|)
for any λ ∈ U1/2\(−∞, 0] where p(t) is the same as in (4.1.3).
Proof. Lemma 4.2.2 follows immediately from (4.1.3).
Lemma 4.2.3. It holds that
(1 + S0)
−1 ∈ L(LpR+3(Ω)).
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Proof. From the formula:
S0f = −2(∇ψ+) : (∇R+(0)f − Af)− 2(∇ψ−) : (∇R−(0)f − Af)
− (∆ψ+)(R+(0)f − Af)− (∆ψ−)(R−(0)f − Af)
+ ∆B+[(∇ψ+) · (R+(0)f − Af)] + ∆B−[(∇ψ−) · (R−(0)f − Af)]
+ (∇ψ+)(Π+f − Φf) + (∇ψ−)(Π−f − Φf),
we see that S0 is the compact operator in L
p
R+3(Ω)
n. In order to prove the Lemma 4.2.3,
it is sufficient to show that 1 + S0 is injective in L
p
R+3(Ω)
n. Let f ∈ LpR+3(Ω)n satisfy
(1 + S0)f = 0. Set u = U(0)f and pi = Θ(0)f . Since (u, pi) satisfies all the assumption
of Lemma 4.1.1 from (6.2.2), we see u(x) = 0 and pi(x) = 0. Therefore
ψ+R+(0)f + ψ−R−(0)f + (1− ψ+ − ψ−)Af
−B+[(∇ψ+) · (R+(0)f − Af)]− B−[(∇ψ−) · (R−(0)f − Af)] = 0 in Ω,
ψ+Π+(0)f + ψ−Π−(0)f + (1− ψ+ − ψ−)Φf = 0 in Ω.
(4.2.6)
Since ψ± = 1, ψ∓(x) = 0 in H±\BR+2, we have
R±(0)f = 0, Π±(0)f = 0 in H±\BR+2. (4.2.7)
Since ψ+(x) = ψ−(x) = 0 in ΩR, we have Af(x) = 0 and Φf(x) = 0. Set U± = ER∩H±.
Both {R±(0)f, Π±(0)f} and {Af, Φf} belong to W 2,q(U±) ×W 1,q(U±) and are the
solution of the Stokes system with zero boundary condition for the external force f :
−∆Af +∇Φf = f0, ∇ · Af = 0 in U±, Af |∂U± = 0.
On the other hand, by (4.2.7) we have
−∆R(0)f +∇Π(0)f = f0, ∇ ·R(0)f = 0 in U±, R(0)f |∂U± = 0.
By uniqueness we obtain R±(0)f = Af in U±. And also we have ∇(Π±(0)f −Φf) = 0
and therefore Π±(0)f − Φf is constant c in U±. Since
0 =
∫
D±R
(Π±(0)f − Φf)dx =
∫
D±R
cdx = c|D±R |
as follows from (4.2.5), we obtain c = 0. Therefore Π±(0)f = Φf in U±. As a result,
we have
R±(0)f = Af, Π±(0)f = Φf in U±.
In particular it holds (∇ψ±) · [R±(0)f − Af ] = 0 in U±. By (4.2.6), we have
0 = Af + ψ±(Af −R±(0)f) = Af in U±,
0 = Φf + ψ±(Φf − Π±(0)f) = Φf in U±.
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Consequently we obtain
f = −∆R±(0)f +∇Π±(0)f = 0
for |x| ≥ R+ 2 and x ∈ Ω. Moreover since Af = 0 and Φf = 0 for x ∈ Ω, |x| ≤ R+ 4,
0 = −∆Af(x) +∇Φf(x) = f
for |x| ≤ R + 4 and x ∈ Ω. Summing up, we obtain f = 0 in Ω.
We get the following lemma from Lemmas 4.2.2 and 4.2.3.
Lemma 4.2.4. There exists a λ0 > 0 such that for λ ∈ Σε ∪ {0} with |λ| ≤ λ0, the
following relations holds:
(1 + Sλ)
−1 ∈ L(LpR+3(Ω)n), ‖(1 + Sλ)−1‖L(LpR+3(Ω)n) ≤ C.
By Lemma 4.2.4, we can denote the solution (u, pi) as follows:
u(x) = U(λ)(1 + Sλ)
−1f
= ψ+R+(λ)(1 + Sλ)
−1f + ψ−R−(λ)(1 + Sλ)−1f + (1− ψ+ − ψ−)A(1 + Sλ)−1f
+ B+[(∇ψ+) · (R+(λ)− A)(1 + Sλ)−1f ] + B−[(∇ψ−) · (R−(λ)− A)(1 + Sλ)−1f ],
pi(x) = Θ(λ)(1 + Sλ)
−1f
= ψ+Π+(λ)(1 + Sλ)
−1f + ψ−Π−(λ)(1 + Sλ)−1f + (1− ψ+ − ψ−)Φ(1 + Sλ)−1f
where
(1 + Sλ)
−1f = [1 + S0 + (Sλ − S0)]−1f
= (1 + S0)
−1[1 + (1 + S0)−1(Sλ − S0)]−1f
= (1 + S0)
−1
∞∑
j=0
[(1 + S0)
−1(Sλ − S0)]jf,
Sλ − S0 = −2(∇ψ+) : (∇R+(λ)f −∇R+(0)f)
− 2(∇ψ−) : (∇R−(λ)f −∇R−(0)f)
− (∆ψ+)(R+(λ)f −R+(0)f)− (∆ψ−)(R−(λ)f −R−(0)f)
− (λ−∆)B+[(∇ψ+) · (R+(λ)f −R+(0)f)]
− (λ−∆)B−[(∇ψ−) · (R−(λ)f −R−(0)f)]
+ λ(1− ψ+ − ψ−)Af
− (∇ψ+)(Π+(λ)f − Π+(0)f) + (∇ψ−)(Φ−(λ)f − Φ−(0)f).
When n is even, by this relation and Theorem 4.1, we have
Sλ − S0 = G˜1(λ)λn−12 + G˜2(λ)λn2 log λ+ G˜4(λ)λ
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where G˜i(λ) (i = 1, 2, 4) are B(Uλ0 , BΩ). Therefore we obtain
(Sλ − S0)j = H˜j1(λ)λ
n−1
2 + H˜j2(λ)λ
n
2 log λ+ H˜j3(λ)λ
where
H˜j3(λ) = {G˜4(λ)}jλj−1,
H˜j1(λ) = [(G˜1(λ)λ
n−1
2 + G˜4(λ)λ)
j,−H˜j3(λ)λ]/λ
n−1
2
H˜j2(λ) = [(Sλ − S0)j − H˜j1(λ)λ
n−1
2 − H˜j3(λ)λ]/(λ
n−1
2 log λ).
In fact, set max|λ|≤λ0 ‖G˜jk(λ)‖ ≤M for k = 1, 2, 4, and then we have
‖H˜j3(λ)‖ ≤ |λ|j−1M j,
‖H˜j1(λ)‖ ≤
j∑
i=1
j!
i!(j − i)!
(
|λ|n−12 ‖G˜1(λ)‖
)i (
|λ|‖G˜4(λ)‖
)j−i
≤M j
j∑
i=1
j!
i!(j − i)!(|λ|
n−1
2 )i|λ|j−i
≤M j|λ| j−12
j∑
i=1
j!
i!(j − i)! |λ|
n−1
2
(i−1)|λ| j−i2
≤M j|λ| j−12
j∑
i=0
j!
i!(j − i)! = (2M)
j|λ| j−12
and
‖H˜j2‖ =
∥∥∥(Sλ − S0)j − H˜j1(λ)λn−12 − H˜j3(λ)λ∥∥∥ (λn2 log λ)−1
≤
j∑
k=1
j!
k!(j − k)! |λ
n
2 log λ|k−1‖G˜2(λ)‖k
(
|λ|n−12 ‖G˜1(λ)‖+ |λ|‖G˜4(λ)‖
)j−k
≤M j
j∑
k=1
j!
k!(j − k)! |λ
n
2 log λ|k−1(|λ|n−12 + |λ|)j−k
≤M j|λ| j−12
j∑
k=1
j!
k!(j − k)! |λ
n−1
2 log λ|k−1(|λ|n−22 + |λ| 12 )j−k
≤M j|λ| j−12
j∑
k=1
j!
k!(j − k)!1
k2j−k ≤ (3M)j|λ| j−12
where |λn−12 log λ| ≤ 1 and |λ| ≤ 1.
We have
(1 + Sλ)
−1 = Ĥ1(λ)λ
n−1
2 + Ĥ2(λ)λ
n
2 log λ+ Ĥ3(λ)
where Ĥj ∈ B(U˙λ0 , BΩ)(j = 1, 2) and Ĥ3 ∈ B(Uλ0 , BΩ). Since we can show the expan-
sion formula for n is odd in the same way as n is even, we obtain Theorem 4.2.1.
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4.3 Local energy decay estimate
We shall prove Theorem 1.4.4 for the aperture domain case from what we showed in
section 3 in the same way as in Iwashita [29]. For this purpose, it suffices to prove the
following theorem:
Theorem 4.3.1. Let n ≥ 2 and 1 < p < ∞. Then there exists a positive constant
C = C(p) such that the inequality
‖T (t)Pf‖Lp(ΩR) ≤ Ct−
n+1
2 ‖f‖Lp(Ω) (4.3.1)
is valid for any f ∈ LpR(Ω) and t ≥ 1.
Proof. Let pi
2
< δ0 < δ < 2pi and 0 < ε < λ0, where λ0 is the same constant as in
Theorem 4.2.1. Let Γ be a contour as follows : Γ = Γ1 ∪ Γ2 where
Γ1 = {λ ∈ C; 0 < |λ| < ε, arg λ = ±δ}, Γ2 = {λ ∈ C; |λ| > ε, arg λ = ±δ}.
The semigroup is described as follows :
T (t)Pf =
−1
2pii
∫
Γ1
e−λtU(λ)Pfdλ+
−1
2pii
∫
Γ2
e−λt(A+ λ)−1Pfdλ. (4.3.2)
The second term of the right hand side of (4.3.2) is estimated as∥∥∥∥−12pii
∫
Γ2
e−λt(λ+ A)−1dλ
∥∥∥∥
L(Jp(Ω))
≤ C
∫ ∞
ε
e−trdr ≤ Ce−ct (4.3.3)
for some c, C > 0. In order to estimate the first term of the right hand side of (4.3.2)
we need the following lemma that is a direct consequence of the formula of the gamma
function Γ(σ).
Lemma 4.3.2. (i) For σ > 0 and t > 0, it holds that
−1
2pii
∫
Γ
e−tzzσ−1dz = −sinσpi
pi
Γ(σ)eipiσt−σ.
(ii) For a nonnegative integer j and any t > 0,
−1
2pii
∫
Γ
e−tzzj log zdz = − d
dσ
[
sinσpi
pi
Γ(σ)eipiσ
]∣∣∣∣
σ=j+1
t−j−1.
Since U(λ)Pf is described as
U(λ)P =
{
H1(λ)λ
n−1
2 +H2(λ)λ
n
2 log λ+H3(λ) where n is even,
H1(λ)λ
n
2 +H2(λ)λ
n−1
2 log λ+H3(λ) where n is odd,
(4.3.4)
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we can apply Lemma 4.3.2 to obtain∥∥∥∥−12pii
∫
Γ1
e−λtH1(λ)λ
n−1
2 Pfdλ
∥∥∥∥
Lp(ΩR)
≤ Ct−n2− 12‖f‖Lp(Ω), (4.3.5)∥∥∥∥−12pii
∫
Γ1
e−λtH2(λ)λ
n
2 (log λ)Pfdλ
∥∥∥∥
Lp(ΩR)
≤ Ct−n2−1‖f‖Lp(Ω). (4.3.6)
Finally the operator H3(λ) is holmorphic in Uλ0 so that we have∥∥∥∥−12pii
∫
Γ1
e−λtH3(λ)Pfdλ
∥∥∥∥
Lp(ΩR)
≤ Ce−ct‖f‖Lp(Ω). (4.3.7)
Combining (4.3.3) and (4.3.5)-(4.3.7) completes the proof of Theorem 4.3.1.
4.4 Lp − Lq estimate
The aim of this section is to show the Lp − Lq estimate in an aperture domain Ω. In
order to prove Lp − Lq estimate, at first we shall prove the following lemma.
Lemma 4.4.1. Let n ≥ 2, 1 < p < ∞ and R ≥ R0. Then there exists a positive
number C = C(Ω, n, p, R) such that
‖∂tT (t)f‖W 1,p(ΩR) + ‖T (t)f‖W 1,p(ΩR) ≤ Ct−
n
2p
− 1
2‖f‖Lp(Ω)
for f ∈ Jp(Ω) and t ≥ 2.
Proof. Fix R ≥ R0 + 2. For f ∈ Jp(Ω), we set g = T (1)f . Then g ∈ D(AN) for any
N ∈ N and there holds the estimate:
‖ANg‖Lp(Ω) ≤ CN,p‖f‖Lp(Ω). (4.4.1)
We set u(t) = T (t)g = T (t + 1)f for f ∈ Jp(Ω). Then u(t) ∈ C1([0,∞); Jp(Ω)) ∩
C0([0,∞);D(A)) and u is the solution of the following Stokes problem with some pres-
sure term pi(t):{
∂tu(t)−∆u(t) +∇pi(t) = 0, ∇ · u = 0 in Ω× (0,∞),
u|∂Ω = 0, u|t=0 = g.
(4.4.2)
Set h± = ψ±,Rg−B±,R[(∇ψ±,R)·g]. By (1.2.3) we see h± = g in H±\BR+1. Moreover
we can see that h± ∈ D(AH±) where AH± denotes the Stokes operator on H±. In fact by
Lemma 4.1.3 we have ∇ ·B±,R[(∇ψ±,R) · g] = (∇ψ±,R) · g, supp B±,R[(∇ψ±,R) · g] ⊂ D±R
and the following estimate holds:
‖B±,R[(∇ψ±,R) · g]‖W 2,p(H±) ≤ C‖(∇ψ±,R) · g‖W 1,p(H±) ≤ C‖f‖Lp(Ω).
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Therefore we see h± ∈ W 2,p(H±) and that
‖h±‖W 2,p(H±) ≤ C‖f‖Lp(Ω). (4.4.3)
The facts that h±|xn=0 = 0, that∇·h± = 0 and that φ(h±) = 0 imply that h± ∈ D(AH).
By the solvability of the Stokes equation in the half-space (cf. Ukai [61]), we know
that there exists a (v±, ρ±) such that
v±(t) ∈ C1([0,∞); Jp(H±)) ∩ C0([0,∞);D(AH±)),
∇ρ±(t) ∈ C0([0,∞);Lp(H±))
and (v±, ρ±) solves the following equation:{
∂tv±(t)−∆v±(t) +∇ρ±(t) = 0, ∇ · v± = 0 in H± × (0,∞),
v±|t=0 = h±, v±|xn=0 = 0
(4.4.4)
and ∫
D±R
ρ±(t, x)dx = 0. (4.4.5)
Moreover, from the Lq−Lr type estimate in the half-space which is proved by Borchers
and Miyakawa [8], we have
‖∇jv±(t, ·)‖Lr(H±) ≤ Cq,r(1 + t)−
n
2
( 1
q
− 1
r
)− j
2‖h±‖W 2,q(H±) (4.4.6)
for j = 0, 1, t ≥ 1 and 1 ≤ q ≤ r ≤ ∞ with (q, r) 6= (1, 1) and
‖∇2v±(t, ·)‖Lr(H±) + ‖∂tv±(t, ·)‖Lr(H±) ≤ Cq,r(1 + t)−
n
2
( 1
q
− 1
r
)−1‖h±‖W 2,q(H±) (4.4.7)
for t ≥ 1 and 1 < q ≤ r <∞.
By (4.4.4) and (6.2.4) we have
‖∇ρ±(t)‖Lr(H±) ≤ Cq,r(1 + t)−
n
2
( 1
q
− 1
r
)−1‖h±‖W 2,q(H±) (4.4.8)
for t ≥ 1 and 1 < q ≤ r <∞. And in the cylinder C±R = {x ∈ H± | |x′| ≤ R, ±xn ≤ R},
we know the estimates:
‖∇jv±(t, ·)‖Lp(C±R ) ≤ CR‖∇
jv±(t, ·)‖L∞(H±)
≤ CR(1 + t)−
n
2p
− j
2‖h±‖W 2,p(H±) (4.4.9)
for j = 0, 1 and
‖∇2v±(t, ·)‖Lp(C±R ) + ‖∂tv±(t, ·)‖Lp(C±R )
≤ CR,p,r
(
‖∇2v±(t, ·)‖Lr(C±R ) + ‖∂tv±(t, ·)‖Lr(C±R )
)
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≤ CR,p,r(1 + t)−
n
2
( 1
p
− 1
r
)−1‖h±‖W 2,p(H±)
≤ CR,p(1 + t)−
n
2p
− 1
2‖h±‖W 2,p(H±) (4.4.10)
for t ≥ 1 and 1 < p < r < ∞ where max(p, n) ≤ r < ∞. By (4.4.4), Poincare’s
inequality, (4.4.5) and (4.4.8), we have
‖ρ±(t, ·)‖Lp(C±R ) ≤ C‖∇ρ±(t, ·)‖Lp(C±R ) ≤ C(1 + t)
− n
2p
− 1
2‖h±‖W 2,p(H±). (4.4.11)
Since v±(t, x) = ±
∫ ±xn
0
∂nv±(t, x′, yn)dyn follows from the fact that v±|xn=0 = 0, we
obtain
‖v±(t, ·)‖Lp(C±R ) ≤ R‖∇v±(t, ·)‖Lp(C±R ), (4.4.12)
which combined with (4.4.9) with j = 1, implies that
‖v±(t, ·)‖Lp(C±R ) ≤ CR(1 + t)
− n
2p
− 1
2‖h±‖W 2,p(H±). (4.4.13)
Summing up (4.4.3), (4.4.9) - (4.4.11) and (4.4.13), we have shown that
‖v±(t)‖W 2,p(C±R ) + ‖∂tv±(t, ·)‖Lp(C±R ) + ‖ρ±(t, ·)‖Lp(C±R ) ≤ C(1 + t)
− n
2p
− 1
2‖f‖Lp(Ω).
(4.4.14)
In the course of the proof of this lemma, for simplicity we abbreviate ψ±,R−1 to ψ±
and B±,R−1 to B±. We set (u±, pi±) as follows:
u±(t) = ψ±v±(t)− B±[∇ψ± · v±(t)], pi±(t) = ψ±ρ±(t).
We obtain
‖u±(t)‖W 1,p(Ω±,R) ≤ ‖v±(t)‖W 1,p(Ω±,R) ≤ CR(1 + t)−
n
2p
− 1
2‖f‖Lp(Ω). (4.4.15)
In order to estimate (u, pi) in (4.4.2), we set
w(t) = u(t)− u+(t)− u−(t), θ(t) = pi(t)− ρ+(t)− ρ−(t). (4.4.16)
It is easily observed that (w(t), θ(t)) satisfies the equations:
∂tw(t)−∆w(t) +∇θ(t) = K(t), ∇ · w(t) = 0 (4.4.17)
in Ω × (0,∞) subject to w|∂Ω = 0, φ(w) = φ(u) = 0 and w|t=0 = w0 = g − h+ − h− ∈
LpR(Ω) ∩D(A), where
K(t) =2∇ψ+ : ∇u+ + 2∇ψ− : ∇u− + (∆ψ+)u+ + (∆ψ−)u−
− (∂t −∆)B+[(∇ψ+) · u+]− (∂t −∆)B−[(∇ψ−) · u−]− (∇ψ+)ρ+ − (∇ψ−)ρ−.
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Noticing that supp w(0) ⊂ BR by (1.2.3) and w ∈ W 2,p(Ω), we obtain w ∈ D(A) ∩
LpR(Ω). Since w(t) ∈ C0([0,∞);D(A) ∩ LpR(Ω)) ∩ C1([0,∞); Jp(Ω)), we can write
w(t) = T (t)w(0)−
∫ t
0
T (t− s)PK(s)ds. (4.4.18)
Our aim is to estimate w(t) by Theorem 1.4.4. (1.2.3) implies supp K(t) ⊂ DR and by
(4.4.14) we see that
‖K(t)‖Lp ≤ C
{
‖u+(t)‖W 1,p(C+R ) + ‖u−(t)‖W 1,p(C−R ) + ‖∂tu+(t)‖Lp(C+R )
+‖∂tu−(t)‖Lp(C−R ) + ‖ρ+(t)‖Lp(C+R ) + ‖ρ−(t)‖Lp(C−R )
}
≤ C(1 + t)− n2p− 12‖f‖Lp . (4.4.19)
For t ≥ 1 we have the estimates:
‖w(t, ·)‖W 1,p(ΩR)
≤ C(1 + t)−n+12 ‖w(0)‖Lp
+ C
∫ t
t−1
(t− s)− 12‖PK(s)‖Lpds+ C
∫ t−1
0
(t− s)−n+12 ‖PK(s)‖Lpds (4.4.20)
=: w1 + w2 + w3.
Then we shall estimate w1 in (4.4.20). Since w(0) ∈ D(A) and supp w(0) ⊂ ΩR, we see
‖w0‖Lp(Ω) ≤ C‖f‖Lp . (4.4.21)
We have the estimate of w2 as follows:
w2 ≤ C(1 + t)−
n
2p
− 1
2‖f‖Lp(Ω). (4.4.22)
In fact by (4.4.19) we have
w2 ≤
∫ t
t−1
(t− s)− 12 (1 + s)− n2p− 12ds‖f‖Lp(Ω)
≤ Ct− n2p− 12
∫ t
t−1
(t− s)− 12ds‖f‖Lp(Ω)
≤ C(1 + t)− n2p− 12‖f‖Lp(Ω).
Finally we shall estimate w3. By (4.4.19) we have
w3 ≤
∫ t−1
0
(t− s)−n+12 (1 + s)− n2p− 12ds‖f‖Lp(Ω)
≤ C
∫ t
0
(1 + t− s)−n+12 (1 + s)− n2p− 12ds‖f‖Lp(Ω)
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because t− s ≥ 1 for 0 ≤ s ≤ t− 1. We proceed the estimate:
w3 ≤
{∫ t/2
0
+
∫ t
t/2
}
(1 + t− s)−n+12 (1 + s)− n2p− 12ds‖f‖Lp(Ω)
≤
∫ t/2
0
(1 + t− s)−n+12 (1 + s)− n2p− 12ds‖f‖Lp(Ω)
+
∫ t/2
0
(1 + s)−
n+1
2 (1 + t− s)− n2p− 12ds‖f‖Lp(Ω).
Noticing that (1 + t− s)−1 ≤ (1 + s)−1 for 0 ≤ s ≤ t
2
, we have
w3 ≤ C
(
1 +
t
2
)− n
2p
− 1
2
∫ t/2
0
(1 + s)−
n+1
2 ds‖f‖Lp(Ω)
≤ C(1 + t)− n2p− 12
∫ ∞
0
(1 + s)−
n+1
2 ds‖f‖Lp(Ω)
≤ C(1 + t)− n2p− 12‖f‖Lp(Ω). (4.4.23)
By (4.4.21)-(4.4.23) we obtain
‖w(t)‖W 1,p(ΩR) ≤ C(1 + t)−
n
2p
− 1
2‖f‖Lp(Ω) (4.4.24)
for t ≥ 1.
By (4.4.14)-(4.4.16) and (4.4.24) we obtain
‖u(t)‖W 1,p(ΩR) ≤ ‖w(t)‖W 1,p(ΩR) + C‖v(t)‖W 1,p(ΩR) ≤ C(1 + t)−
n
2p
− 1
2‖f‖Lp . (4.4.25)
In particular, since T (t)f = u(t− 1) for f ∈ Jp(Ω), we have
‖T (t)f‖W 1,p(ΩR) ≤ Ct−
n
2p
− 1
2‖f‖Lp(Ω) for t ≥ 2. (4.4.26)
Since ∂tu(t) = ∂tT (t)g = T (t)Ag and Ag ∈ D(A), by (4.4.1) we also have
‖∂tu(t)‖W 1,p(ΩR) ≤ C(1 + t)−
n
2p
− 1
2‖f‖Lp(Ω) for t ≥ 1,
which implies that
‖∂tT (t)f‖W 1,p(ΩR) ≤ Ct−
n
2p
− 1
2‖f‖Lp(Ω) for t ≥ 2.
Summing up, we have completed the proof of the lemma.
Next, we shall prove Lp − Lq estimate in Ω±\ΩR.
Lemma 4.4.2. Let f ∈ Jp(Ω). Then for t ≥ 2 we have
‖T (t)f‖Lq(Ω±\ΩR) ≤ Cp,qt−
n
2
( 1
p
− 1
q
)‖f‖Lp(Ω) (4.4.27)
for 1 < p ≤ q ≤ ∞ and n
2
(1
p
− 1
q
) < 1. And we have
‖∇T (t)f‖Lp(Ω±\ΩR) ≤ Cp,Rt−
1
2‖f‖Lp(Ω) (4.4.28)
for 1 < p <∞ and t ≥ 2.
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Proof. In the course of the proof of this Lemma, for simplicity, we use the abbreviations
ψ± for ψ±,R−1 and B± for B±,R−1. Fix R ≥ R0 + 2. Set g = T (1)f ∈ D(AN) for any
N ∈ N and set u(t) = T (t)g = T (t+ 1)f . We set
z±(t) = ψ±u(t)− B±[(∇ψ±) · u(t)], Φ±(t) = ψ±pi(t)
where u(t) and pi(t) are the same as in (4.4.2) and∫
DR−1
pi(t, x)dx = 0. (4.4.29)
It is observed that (z±(t),Φ±(t)) satisfies the equations:
∂tz±(t)−∆z±(t) +∇Φ±(t) = L±(t), ∇ · z± = 0 in H± × (0,∞) (4.4.30)
subjected to z±|xn=0 = 0 and
z±(0) = ψ±u(0)− B±[(∇ψ±) · u(0)] = ψ±g − B±[(∇ψ±) · g] =: z0±
where
L±(t) = −2∇ψ± : ∇u(t)− (∆ψ±)u(t) + (∂t −∆)B±[(∇ψ±) · u] + (∇ψ±)pi(t).
(4.4.31)
Since z±(t) ∈ C1([0,∞); Jp(H±)) ∩ C0([0,∞);D(AH±)), we can write z±(t) as follows:
z±(t) = E±(t)z0± −
∫ t
0
E±(t− s)PL±(s)ds = z1± + z2± (4.4.32)
where E±(t) is the solution operator for the half-space H±.
Given Ψ± ∈ C∞0 (H±) we set
Θ± = (∇ψ±)Ψ± − 1|D±R−1|
∫
D±R−1
(∇ψ±)Ψ±dx (4.4.33)
and then
∫
D±R−1
Θdx = 0. Therefore by Lemma 4.1.2, we can choose χ± ∈W 1,p′(D±R−1)
such that ∇ · χ± = Θ±, χ±|∂D±R−1 = 0 and
‖χ±‖W 1,p′ (D±R−1) ≤ C‖Θ±‖Lp′ (D±R−1) ≤ C‖Ψ±‖Lp′ (D±R−1)
1
p
+
1
p′
= 1.
On the other hand, since by (4.4.29) and (4.4.33), we have
((∇ψ±)pi(t),Ψ±) =
∫
D±R−1
pi(t)Θ±dx = (pi,∇ · χ±) = −(∇u,∇χ±)− (∂tu, χ±).
By Lemma 4.4.1 we have
|((∇ψ±)pi(t),Ψ±)| ≤ (‖∇u‖Lp + ‖∂tu‖Lp) ‖χ±‖W 1,p′ ≤ C(1 + t)−
n
2p
− 1
2‖f‖Lp‖Ψ±‖Lp′
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for any Ψ± ∈ C∞0 (H±), which implies that
‖(∇ψ±)pi(t)‖Lp(H±) ≤ C(1 + t)−
n
2p
− 1
2‖f‖Lp . (4.4.34)
By (4.4.31) we have supp L±(t) ⊂ D±R−1 ⊂ Ω. By (4.4.31), (4.4.34) and Lemma 4.4.1
we have
‖PL±(t)‖Lr ≤ Cr‖L±(t)‖Lr ≤ Cp,r‖L±(t)‖Lp ≤ Cp,r(1 + t)−
n
2p
− 1
2‖f‖Lp . (4.4.35)
Next we shall estimate z±(t) by using (4.4.35). We can show the estimate of z1± by
using the following Lp−Lq estimate for the half-space H±: For 1 ≤ p ≤ q ≤ ∞ (p, q) 6=
(1, 1), (∞,∞),
‖z1±‖Lq(H±) ≤ Cp,q(1 + t)−
n
2
( 1
p
− 1
q
)‖z0±‖Lp(H±), (4.4.36)
‖∇z1±‖Lq(H±) ≤ Cp,q(1 + t)−
n
2
( 1
p
− 1
q
)− 1
2‖z0±‖Lp(H±). (4.4.37)
Next we shall estimate z2±. For
n
2
(1
p
− 1
q
) < 1 with 1 < p ≤ q ≤ ∞ and 1 < r < min{p, n},
we have
‖z2±‖Lq(H±)
≤
∫ t
t−1
(t− s)−n2 ( 1p− 1q )‖PL±(s)‖Lpds+
∫ t−1
0
(t− s)−n2 ( 1r− 1q )‖PL±(s)‖Lrds
≤ Ct− n2p− 12‖f‖Lp
∫ 1
0
s−
n
2
( 1
p
− 1
q
)ds+ C
∫ t
0
(1 + t− s)−n2 ( 1r− 1q )(1 + s)− n2p− 12ds‖f‖Lp
= (I1 + I2)‖f‖Lp .
It is sufficient to estimate the second term I2. We have
I2 =
∫ t/2
0
(1 + t− s)−n2 ( 1r− 1q )(1 + s)− n2p− 12ds+
∫ t/2
0
(1 + s)−
n
2
( 1
r
− 1
q
)(1 + t− s)− n2p− 12ds
=
∫ t/2
0
(1 + t− s)−n2 ( 1p− 1q )(1 + t− s)−n2 ( 1r− 1p )(1 + s)− n2p− 12ds
+
∫ t/2
0
(1 + s)−
n
2
( 1
r
− 1
q
)(1 + t− s)−n2 ( 1p− 1q )(1 + t− s)− n2q− 12ds.
Noticing that (1 + s)−1 ≥ (1 + t− s)−1 for 0 ≤ s ≤ t/2, we have
I2 ≤ 2
(
1 +
t
2
)−n
2
( 1
p
− 1
q
) ∫ t/2
0
(1 + s)−
n
2r
− 1
2ds.
Summing up, we have obtained
‖z2±‖Lq(H±) ≤ Cp,q(1 + t)−
n
2
( 1
p
− 1
q
)‖f‖Lp (4.4.38)
for t ≥ 1. By (4.4.36) and (4.4.38) we obtain
‖z±(t)‖Lq(H±) ≤ Cp,q(1 + t)−
n
2
( 1
p
− 1
q
)‖f‖Lp
93
for t ≥ 1, provided that n
2
(1
p
− 1
q
) < 1 and 1 < p ≤ q ≤ ∞ in H±\BR.
Since z±(t) = u(t) = T (t+ 1)f for {x ∈ H±; |x| ≥ R}, we have
‖T (t)f‖Lq(Ω±\ΩR) ≤ Cp,qt−
n
2
( 1
p
− 1
q
)‖f‖Lp(Ω)
for t ≥ 2. Therefore we see (4.4.27).
Next we shall show the following estimate:
‖∇T (t)f‖Lp(Ω) ≤ Cpt− 12‖f‖Lp(Ω) (4.4.39)
for 1 < p <∞ and t > 2. We remember (4.4.32). We can estimate z1 as follows:
‖∇z1±‖Lp(H) ≤ C(1 + t)−
1
2‖z0±‖Lp(H) ≤ C(1 + t)−
1
2‖f‖Lp(Ω). (4.4.40)
Next we shall estimate z2±. Set q with 1 < q < min{n2 , p} and then we have∥∥∇z2±∥∥Lp(H±)
≤
∫ t
t−1
‖∇E±(t− s)PL±(s)‖Lp(H±)ds+
∫ t−1
0
‖∇E±(t− s)PL±(s)‖Lp(H±)ds
≤ C
∫ t
t−1
(t− s)− 12‖L±(s)‖Lp(H±)ds+ C
∫ t−1
0
(t− s)− 12−n2 ( 1q− 1p )‖L±(s)‖Lq(H±)ds
≤ Ct− n2p− 12‖f‖Lp(Ω)
∫ 1
0
s−
1
2ds+ C‖f‖Lp(Ω)
∫ t
0
(1 + t− s)− 12−n2 ( 1q− 1p )(1 + s)− n2p− 12ds
= (I1 + I2)‖f‖Lp(Ω).
To estimate z2±, it is sufficient that we consider the second term I2. We have
I2 =
∫ t
0
(1 + t− s)− 12−n2 ( 1q− 1p )(1 + s)− n2p− 12ds
=
∫ t/2
0
(1 + t− s)− 12−n2 ( 1q− 1p )(1 + s)− n2p− 12ds
+
∫ t/2
0
(1 + s)−
1
2
−n
2
( 1
q
− 1
p
)(1 + t− s)− n2p− 12ds
≤ 2(1 + t/2)− 12
∫ t/2
0
(1 + s)−
n
2
( 1
q
− 1
p
)− n
2p
− 1
2ds
= 2(1 + t/2)−
1
2
∫ t/2
0
(1 + s)−
n
2q
− 1
2ds.
Since n
2q
+ 1
2
> 1, we have
‖∇z2±‖Lp(H±) ≤ C(1 + t)−
1
2‖f‖Lp(Ω). (4.4.41)
for t ≥ 1 By (4.4.40) and (4.4.41) we obatin
‖∇z±(t)‖Lp(H±) ≤ Cp(1 + t)−
1
2‖f‖Lp(Ω)
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for 1 < p <∞ and t ≥ 1. Since z±(t) = T (t + 1)f in H±\BR, in view of Lemma 4.4.1
we have
‖∇T (t)f‖Lp(Ω) ≤ Cpt− 12‖f‖Lp(Ω)
for t ≥ 2. This completes the proof.
Next we shall show the Lp − Lq estimate for 0 < t < 1.
Lemma 4.4.3. For 0 < t ≤ 2, there exists a positive number C = C(p, q,Ω) such that
‖T (t)f‖Lq(Ω) ≤ Cp,qt−
n
2
( 1
p
− 1
q
)‖f‖Lp(Ω)
for 1 < p ≤ q ≤ ∞ and n
2
(1
p
− 1
q
) < 1. And we have
‖∇T (t)f‖Lq(Ω) ≤ Cp,qt−
n
2
( 1
p
− 1
q
)− 1
2‖f‖Lp(Ω)
for 1 < p <∞.
Proof. By complex interpolation for s ∈ (0, 2), we have
W s,p(Ω) = (Lp(Ω),W 2,p(Ω))θ (s = 2θ).
And by using resolvent estimate we have
‖T (t)f‖Lp(Ω) ≤ C‖f‖Lp(Ω),
‖T (t)f‖W 2,p(Ω) ≤ Ct−1‖f‖Lp(Ω), 0 < t ≤ 2.
Therefore we have
‖T (t)f‖W s,p(Ω) ≤ (C‖f‖Lp(Ω))1−θ(Ct−1‖f‖Lp(Ω))θ ≤ Cst− s2‖f‖Lp(Ω)
for 1 < p < ∞ and 0 < t < 1. Set s = n(1
p
− 1
q
) and then by Sobolev’s embedding
theorem, we obtain
‖T (t)f‖Lq(Ω) ≤ C‖T (t)f‖W s,p(Ω) ≤ Cst−
n
2
( 1
p
− 1
q
)‖f‖Lp(Ω)
for 1 < p ≤ q <∞ and 0 < n
2
(1
p
− 1
q
) < 1. In view of resolvent estimate, we have
‖∇T (t)f‖Lp(Ω) ≤ Cpt− 12‖f‖Lp(Ω)
for 1 < p <∞ and 0 < t < 2. Therefore we see
‖∇T (t)f‖Lq(Ω) ≤ Ct− 12‖T (t/2)f‖Lq(Ω) ≤ Ct−
1
2
−n
2
( 1
p
− 1
q
)‖f‖Lp(Ω)
for 1 < p ≤ q <∞. Let Bsp,q(Ω) be the Besov space. For 1 < p <∞ we know
B
n/p
p,1 (Ω) = [L
p(Ω), W 2,p(Ω)]θ,1,
n
p
= 2θ, 0 <
n
p
< 2
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where [·, ·]θ,1 is the real interpolation functor. We have
‖T (t)f‖
B
n/p
p,1 (Ω)
≤ C‖T (t)f‖1−θLp(Ω)‖T (t)f‖θW 2,p(Ω) ≤ Ct−θ‖f‖Lp(Ω) = Ct−
n
2p‖f‖Lp(Ω)
for 0 < t ≤ 2, n
2
< p <∞. Since Bn/pp,1 (Ω) ⊂ L∞(Ω), we have
‖T (t)f‖L∞(Ω) ≤ Ct−
n
2p‖f‖Lp(Ω)
for p > n
2
(see [45]). We have completed the proof.
Finally we shall show Theorem 1.4.2 by using Lemmas 4.4.2 and 4.4.3.
Proof of Theorem 1.4.2. By Lemma 4.4.2 and 4.4.3 we have
‖T (t)f‖Lq(Ω) ≤ Cp,qt−
n
2
( 1
p
− 1
q
)‖f‖Lp(Ω) (4.4.42)
for 1 < p ≤ q ≤ ∞, n
2
(1
p
− 1
q
) < 1 and t > 0. We will remove the restriction of (4.4.42).
To this end we choose p1, . . . , p` in such a way that p = p1 < p2 < · · · < p` = q and
n
2
( 1
pj−1
− 1
pj
) < 1 for j = 2, 3, 4, · · · , `. Then by Lemma (4.4.3) we have
‖T (t)f‖Lq(Ω) =
∥∥∥∥T ( t`− 1
)
T
(
t
`− 1
)
· · ·T
(
t
`− 1
)
f
∥∥∥∥
Lq(Ω)
≤ C
∏`
j=2
(
t
`− 1
)−n
2
( 1
pj−1−
1
pj
)
‖f‖Lp(Ω) = Ct−
n
2
( 1
p
− 1
q
)‖f‖Lp(Ω).
Summing up we have obtained
‖T (t)f‖Lq(Ω) ≤ Ct−
n
2
( 1
p
− 1
q
)‖f‖Lp(Ω) (4.4.43)
for 1 < p ≤ q ≤ ∞, f ∈ Jp(Ω) and t > 0.
Since for φ, ψ ∈ C∞0,σ(Ω) we have
|(T (t)φ, ψ)| = |(φ, T (t)ψ)| ≤ ‖φ‖L1‖T (t)ψ‖L∞ ≤ Ct−
n
2p′ ‖φ‖L1‖ψ‖Lp′
where 1
p
+ 1
p′ = 1, we obtain
‖T (t)φ‖Lp ≤ Ct−
n
2
(1− 1
p
)‖φ‖L1
for 1 < p <∞. And we obtain
‖T (t)φ‖L∞ ≤ Ct−
n
2p‖T (t/2)φ‖Lp ≤ Ct−
n
2p t−
n
2
(1− 1
p
)‖φ‖L1 ≤ Ct−n2 ‖φ‖L1 .
Summing up, we have obtained (1.4.1) for 1 ≤ p ≤ q ≤ ∞, f ∈ Jp(Ω) and t > 0.
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By using (4.4.39) and (1.4.1), we have
‖∇T (t)f‖Lq(Ω) =
∥∥∥∥∇T ( t2
)
T
(
t
2
)
f
∥∥∥∥
Lq(Ω)
≤ Cqt− 12
∥∥∥∥T ( t2
)
f
∥∥∥∥
Lq(Ω)
≤ Cqt− 12 t−
n
2
( 1
p
− 1
q
)‖f‖Lp(Ω)
for t > 0 and 1 ≤ p ≤ q <∞.
We have completed the proof.
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Chapter 5
On Navier-Stokes flows in the
perturbed half-space and the
aperture domain
Abstract. In this chapter, we consider the application of Lp−Lq estimate to the Navier-
Stokes equation in a perturbed half-space and an aperture domain. Especially, we have
the Lp-Lq type estimate of the gradient of the Stokes semigroup for any p and q with
1 < p 5 q < ∞, while the same estimate holds only for the exponents p and q with
1 < p 5 q 5 n in the exterior domain case, where n denotes the space dimension. And
therefore, we can get better results concerning the asymptotic behaviour of solutions to
the Navier-Stokes equations compared with the exterior domain case.
In this chapter, we shall consider the application of Lp−Lq estimate to the Navier-Stokes
equation. At first we begin to show Theorem 1.4.7.
proof of Theorem 1.4.7. Employing the argument due to Kato [30] we can construct a
unique global solution u(t) of the integral equation
u(t) = T (t)a−
∫ t
0
T (t− τ)P (u(τ) · ∇u(τ)) dτ (IE)
provided that ‖a‖Ln ≤ δ0, where δ0 = δ0(Ω, n) is some small positive constant. The
solution u(t) enjoys the estimates:
‖u(t)‖Lr ≤ Ct− 12+ n2r ‖a‖Ln for n ≤ r ≤ ∞, (5.0.1)
‖∇u(t)‖Lr ≤ Ct−1+ n2r ‖a‖Ln for n ≤ r <∞ (5.0.2)
for t > 0 together with the singular behavior
‖u(t)‖Lr = o(t− 12+ n2r ) for n < r ≤ ∞,
‖∇u(t)‖Lr = o(t−1+ n2r ) for n ≤ r <∞
as t→ 0. (5.0.1) and (5.0.2) implies the Ho¨lder estimate;
‖u(t)− u(τ)‖L∞ + ‖∇u(t)−∇u(τ)‖Ln ≤ C(t− τ)θτ− 12−θ‖a‖Ln (5.0.3)
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for 0 < τ < t and 0 < θ < 1
2
. Due to the Ho¨lder estimate the solution u(t) becomes
actually a strong one of (NS) (see [57]). Furthermore, in the same way as in Hishida[27]
we can obtain the decay properties (1.4.12) and (1.4.13) with r = n. Then we also have
(1.4.13) for n < r <∞. In fact for n < r <∞ we have
‖∇u(t)‖Lr
≤
∥∥∥∥∇T ( t2
)
u
(
t
2
)∥∥∥∥
Lr
+
∫ t
t
2
‖∇T (t− τ)P (u · ∇u)(τ)‖Lr dτ
≤ Ct−n2 ( 1n− 1r )− 12
∥∥∥∥u( t2
)∥∥∥∥
Ln
+ C
∫ t
t
2
(t− τ)−n2 ( 1n− 1r )− 12 ‖P (u · ∇u)(τ)‖Ln dτ
≤ Ct−1+ n2r
∥∥∥∥u( t2
)∥∥∥∥
Ln
+ C
∫ t
t
2
(t− τ)−1+ n2r ‖u(τ)‖L∞‖∇u(τ)‖Lndτ
≤ Ct−1+ n2r
∥∥∥∥u( t2
)∥∥∥∥
Ln
+ C
∫ t
t
2
(t− τ)−1+ n2r τ−1 dτ‖a‖Ln sup
t
2
≤τ≤t
τ
1
2‖u(τ)‖L∞
≤ Ct−1+ n2r
∥∥∥∥u( t2
)∥∥∥∥
Ln
+ Ct−1+
n
2r ‖a‖Ln sup
t
2
≤τ≤t
τ
1
2‖u(τ)‖L∞ .
Therefore by (1.4.12) we obtatin (1.4.13). The proof is complete.
In the same manner as in Hishida [27] we can prove Theorem 1.4.8. The key of his
proof is to show the following Lemma 5.0.4. According to Hishida’s argument [27] we
can also prove Lemma 5.0.4:
Lemma 5.0.4. Let n ≥ 2 and a ∈ L1(Ω) ∩ Jn(Ω). For any small ε > 0 there is a
constant η∗ = η∗(Ω, n, ε) such that the solution u(t) obtained in Theorem 1.4.7 satisfies
‖u(t)‖
L
n
n−1 ≤ C(1 + t)−
1
2
+ε, (5.0.4)
‖u(t)‖L2n ≤ Ct− 14 (1 + t)−n2+ 12+ε, (5.0.5)
‖∇u(t)‖Ln ≤ Ct− 12 (1 + t)−n2+ 12+ε (5.0.6)
for t > 0.
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Chapter 6
Periodic solution
Abstract. We shall construct a periodic strong solution of the Navier-Stokes equations
for some periodic external force in a perturbed half-space and an aperture domain of the
dimension n ≥ 3. Our proof is based on Lp − Lq estimates of the Stokes semigroup.
We apply Lp − Lq estimates to the integral equation which is transformed from the
original equation. As a result, We obtain the existence and uniqueness of periodic strong
solutions.
6.1 Preliminaries.
Since Pru = Pqu for all u ∈ Lr ∩ Lq and since Aru = Aqu for all u ∈ D(Ar) ∩D(Aq),
for simplicity, we shall abbreviate Pru, Pqu as Pu for u ∈ Lr ∩Lq and Aru, Aqu as Au
for u ∈ D(Ar) ∩D(Aq), respectively.
Let us first recall the following Lp−Lq estimates of the Stokes semigroup {T (t)}t≥0
in Ω satisfying Assumption 1.4.1 as follows: For all t > 0 and a ∈ Jp(Ω), there holds
the estimate:
‖T (t)a‖Lq ≤ Cn,p,qt−
n
2
( 1
p
− 1
q
)‖a‖Lp ,
‖∇T (t)a‖Lq ≤ Cn,p,qt−
n
2
( 1
p
− 1
q
)− 1
2‖a‖Lp ,
for 1 < p ≤ q <∞ (see Chapter 3 and 4).
By using these Lp−Lq estimates (Theorem 1.4.2), we shall estimate the nonlinear term
of (I-E).
Lemma 6.1.1. Let q and r be as in Assumption 1.4.9. Define a function space Y and
a bilinear operator G(·, ·) on Y by
Y ≡ {u ∈ BC(R; Jq) | ∇u ∈ BC(R;Lr)},
G(u, v)(t) = −
∫ t
−∞
T (t− s)P (u · ∇v)(s)ds for u, v ∈ Y
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respectively. Then we have G(u, v) ∈ Y with
sup
s∈R
‖G(u, v)(s)‖Lq ≤ C1
(
sup
s∈R
‖u(s)‖Lq sup
s∈R
‖v(s)‖Lq + sup
s∈R
‖u(s)‖Lq sup
s∈R
‖∇v(s)‖Lr
)
,
(6.1.1)
sup
s∈R
‖∇G(u, v)‖Lr ≤ C1
(
sup
s∈R
‖u(s)‖Lq sup
s∈R
‖∇v(s)‖Lr + sup
s∈R
‖∇u(s)‖Lr sup
s∈R
‖∇v(s)‖Lr
)
(6.1.2)
for all u, v ∈ Y where C1 = C(n, q, r).
Proof. Set
G(u, v)(t) = −
∫ t−1
−∞
T (t− s)P (u · ∇v)(s)ds−
∫ t
t−1
T (t− s)P (u · ∇v)(s)ds
= −I1(t)− I2(t). (6.1.3)
By integration by parts and Theorem 1.4.2 we have
|(I1(t), φ)| =
∣∣∣∣− ∫ t−1−∞ (u(s) · ∇T (t− s)φ, v(s))ds
∣∣∣∣
≤
∫ t−1
−∞
‖∇T (t− s)φ‖L(q/2)′‖u(s) · v(s)‖Lq/2ds
≤ C
∫ t−1
−∞
(t− s)−n2 ( 1q′− 1(q/2)′ )− 12‖φ‖Lq′‖u(s)‖Lq‖v(s)‖Lqds
≤ C sup
s∈R
‖u(s)‖Lq sup
s∈R
‖v(s)‖Lq‖φ‖Lq′
for all φ ∈ C∞0,σ and all t ∈ R. By duality there holds
‖I1(t)‖Lq ≤ C sup
s∈R
‖u(s)‖Lq sup
s∈R
‖v(s)‖Lq . (6.1.4)
Similarly by Theorem 1.4.2 and the Ho¨lder inequality, we obtain
‖I2(t)‖Lq ≤
∫ t
t−1
‖∇T (t− s)P (u · ∇v)(s)‖Lqds
≤
∫ t
t−1
(t− s)−n2 ( 1q+ 1r− 1q )‖u(s)‖Lq‖∇v(s)‖Lrds
≤ C sup
s∈R
‖u(s)‖Lq sup
s∈R
‖∇v(s)‖Lr (6.1.5)
for all t ∈ R with C = C(n, q, r). Now (6.1.1) follows from (6.1.3) -(6.1.5).
To show (6.1.2) we use the following inequality of the Sobolev type:
‖φ‖Lr∗ ≤ C‖∇φ‖Lr for all φ ∈ Lq with ∇φ ∈ Lr (6.1.6)
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where r∗ = nr
n−r (see [18] Lemma 3.1). By using Theorem 1.4.2 and (6.1.6), we have
‖∇G(u, v)(t)‖Lr
≤
∫ t−1
−∞
‖∇T (t− s)P (u · ∇v)(s)‖Lrds+
∫ t
t−1
‖∇T (t− s)P (u · ∇v)(s)‖Lrds
≤ C
∫ t−1
−∞
(t− s)−n2 ( 1q+ 1r− 1r )− 12‖u(s)‖Lq‖∇v(s)‖Lrds
+ C
∫ t
t−1
(t− s)−n2 ( 1r∗+ 1r− 1r )− 12‖u(s)‖Lr∗‖∇v(s)‖Lrds
≤ C sup
s∈R
‖u(s)‖Lq sup
s∈R
‖∇v(s)‖Lr
∫ t−1
−∞
(t− s)− n2q− 12ds
+ C sup
s∈R
‖u(s)‖Lr∗ sup
s∈R
‖∇v(s)‖r
∫ t
t−1
(t− s)− n2r ds
≤ C
(
sup
s∈R
‖u(s)‖Lq sup
s∈R
‖∇v(s)‖Lr + sup
s∈R
‖∇u(s)‖Lr sup
s∈R
‖∇v(s)‖Lr
)
for all t ∈ R, which implies (6.1.2). This completes the proof of Lemma 6.1.1.
We shall next show bounds for the external force.
Lemma 6.1.2. Let f be as in (1.4.20) and (1.4.21) of Assumption 1.4.9. For t ∈ R,
we set
F (t) ≡
∫ t
−∞
T (t− s)Pf(s)ds, t ∈ R.
Then we have F ∈ Y and the following estimates hold:
sup
s∈R
‖F (s)‖Lq + sup
s∈R
‖∇F (s)‖Lr ≤ C
(
sup
s∈R
‖Pf(s)‖Lp + sup
s∈R
‖Pf(s)‖Ll
)
(6.1.7)
with C = C(n, q, r, p, l) provided f satisfies (1.4.20):
sup
s∈R
‖F (s)‖Lq + sup
s∈R
‖∇F (s)‖Lr ≤ C
(
sup
s∈R
‖g(s)‖Lp + sup
s∈R
‖Pf(s)‖Ll
)
(6.1.8)
with C = C(n, q, r, p, l) provided f satisfies (1.4.21).
Proof. If f satisfies (1.4.20), we have by Theorem 1.4.2
‖F (t)‖Lq ≤
∫ t−1
−∞
‖T (t− s)Pf(s)‖Lqds+
∫ t
t−1
‖T (t− s)Pf(s)‖Lqds
≤ C sup
s∈R
‖Pf(s)‖Lp
∫ t−1
−∞
(t− s)−n2 ( 1p− 1q )ds+ C sup
s∈R
‖Pf(s)‖Ll
∫ t
t−1
(t− s)−n2 ( 1l− 1q )ds
for all t ∈ R. Since 1/l < 1/r + 1/n < 2/n+ 1/q, the second integral above converges.
So dose the first integral by hypothesis on p and we obtain (6.1.7) for sups∈R ‖F (s)‖Lq .
Similarly, we have by Theorem 1.4.2
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‖∇F (t)‖Lr ≤ C sup
s∈R
‖Pf(s)‖Lp
∫ t−1
−∞
(t− s)−n2 ( 1p− 1r )− 12ds
+ C sup
s∈R
‖Pf(s)‖Ll
∫ t
t1
(t− s)−n2 ( 1l− 1r )− 12ds
for all t ∈ R with C = C(n, q, r, p, l). Since 1/p > 1/q + 2/n > 1/n + 1/r, the first
integral above converges and we obtain (6.1.7) for sups∈R ‖∇F (s)‖Lr .
Next we shall show (6.1.8). If f satisfies (1.4.21), it follows from Theorem 1.4.2 and
(1.3.2) that
‖F (t)‖Lq ≤
∫ t−1
−∞
‖T (t− s)Aδg(s)‖Lqds+
∫ t
t−1
‖T (t− s)Pf(s)‖Lqds
≤ C
∫ t−1
−∞
(t− s)− 32 ( 1p− 1q )‖AδT (t− s
2
)g(s)‖Lpds+ C
∫ t
t−1
(t− s)− 32 ( 1l− 1q )‖Pf(s)‖Llds
≤ C sup
s∈R
‖g(s)‖Lp
∫ t−1
−∞
(t− s)− 32 ( 1p− 1q )−δds+ C sup
s∈R
‖Pf(s)‖Ll
∫ t
t−1
(t− s)− 32 ( 1l− 1q )ds
≤ C
(
sup
s∈R
‖g(s)‖Lq + sup
s∈R
‖Pf(s)‖Ll
)
for all t ∈ R with C = C(n, q, r, p, l, δ). This yields (6.1.8) for sups∈R ‖F (s)‖Lq . In the
same way as ‖F (t)‖Lq , we can deal with ∇F to show (6.1.8) for sups∈R ‖∇F (s)‖Lr . The
proof of Lemma 6.1.2 is complete.
6.2 Existence of periodic solution.
The aim of this section is to show Theorem 1.4.10 which gives us the existence of periodic
solution. To this end, by using Lemmas 6.1.1 and 6.1.2, we shall prove the existence
and uniqueness of solution to the integral equation (I-E) by successive approximation.
Let us recall the function space Y and the bilinear operator G(·, ·) on Y introduced in
Lemma 6.1.1. We define the norm ‖ · ‖Y of the function space Y as follows:
‖u‖Y ≡ sup
s∈R
‖u(s)‖Lq + sup
s∈R
‖∇u(s)‖Lr .
Then we see that Y is a Banach space. We construct a periodic solution of (I-E)
according to the scheme
u0(t) =
∫ t
−∞
T (t− s)Pf(s)ds, (6.2.1)
um+1(t) = u0(t) +G(um, um)(t), m = 0, 1, 2, · · · . (6.2.2)
By Lemma 6.1.2 we have u0 ∈ Y with
‖u0‖Y ≤ C
(
sup
s∈R
‖Pf(s)‖Lp + sup
s∈R
‖Pf(s)‖Ll
)
(6.2.3)
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provided f satisfies (1.4.20) and
‖u0‖Y ≤ C
(
sup
s∈R
‖g(s)‖Lp + sup
s∈R
‖Pf(s)‖Ll
)
(6.2.4)
provided f satisfies (1.4.21). Since f is a periodic function with period ω, we can easily
verify that u0 is also periodic with the same period ω. By induction and Lemma 6.1.1,
so is um for all m = 0, 1, · · · . Moreover it follows from (6.1.1) and (6.1.2) that
‖um+1‖Y ≤ ‖u0‖Y + ‖G(um, um)‖Y ≤ ‖u0‖Y + C∗‖um‖2Y , m = 0, 1, · · ·
where C∗ = 2C1. Hence if
‖u0‖Y ≤ 1
4C∗
, (6.2.5)
then there holds
‖um‖Y ≤ 1−
√
1− 4C∗‖u0‖Y
2C∗
≡ K < 1
2C∗
for all m = 0, 1, · · · . (6.2.6)
By (6.2.3) and (6.2.4), we can take the constant η in Theorem 1.4.10 so that the
condition (6.2.5) is satisfied.
Now assume (6.2.5). Setting wm ≡ um − um−1 (u−1 ≡ 0), we have
wm+1(t) = G(um, um)(t)−G(um−1, um−1)(t) = G(wm, um)(t)−G(um−1, wm)(t)
and Lemma 6.1.1 and (6.2.6) implies
‖wm+1‖Y ≤ ‖G(wm, um)‖Y + ‖G(um−1, wm)‖Y
≤ C∗(‖wm‖Y ‖um‖Y + ‖um−1‖Y ‖wm‖Y ) ≤ 2C∗K‖wm‖Y
≤ · · · ≤ (2C∗K)m+1‖u0‖Y (6.2.7)
for all m = 0, 1, · · · . Since um =
∑m
j=0wj(t), we see by (6.2.6) and (6.2.7) that there
exists a function u ∈ Y such that
um → u in Y (6.2.8)
as m→∞. Clearly, such a limit u(t) is also periodic in t with the same period ω as f .
As in (6.2.7), we have by (6.2.6) that
‖G(um, um)−G(u, u)‖Y
≤ ‖G(um − u, um)‖Y + ‖G(u, um − u)‖Y
≤ C∗‖um − u‖Y ‖um‖Y + C∗‖u‖Y ‖um − u‖Y ≤ ‖um − u‖Y (6.2.9)
for all m. By (6.2.9) we see
G(um, um)→ G(u, u) in Y (6.2.10)
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as m → ∞. Now letting m → ∞ in (6.2.2), we see by (6.2.8) and (6.2.10) that u is a
desired periodic solution of the integral equation (I-E).
It remains to show the uniqueness. Suppose that v ∈ Y is another solution of (I-E)
with ‖v‖Y ≤ K, where K is the same constant as in (6.2.6). Then we have as in (6.2.9)
that
‖u− v‖Y ≤ C∗ (‖u− v‖Y ‖u‖Y + ‖v‖Y ‖u− v‖Y ) ≤ 2C∗K‖u− v‖Y .
Since 2C∗K < 1, there holds u = v and the assertion on uniqueness follows. This proves
Theorem 1.4.10.
6.3 Regularity of solution to (I-E).
The aim of this section is to prove Theorem 1.4.11 which gives use regularity of solution
to (I-E). We shall show that the periodic solution u constructed in the preceding
section is actually a solution of the differential equation (E). To this end, we need the
local existence of strong solutions to the initial-boundary value problem for (NS-f). In
particular, it is important to give the time-interval of existence in terms of the prescribed
data. Here we follow the argument of Kato and Giga.
Let us first define the strong solution of the initial value problem for (NS-f).
Definition 6.3.1. Let a ∈ Jn and let Pf ∈ C((t0, t1); Jn), where t0 < t1. Then a
measurable function v on Ω× (t0, t1) is called a strong solution of (NS-f) on (t0, t1) with
the initial data a at t0 if
(i) v ∈ BC([t0, t1); Jn) ∩ C1((t0, t1); Jn).
(ii) v(t) ∈ D(An) for t0 < t < t1 and Anu ∈ C((t0, t1); Jn).
(iii) There holds the relation in Jn:
dv
dt
+ Av + P (v · ∇v) = Pf for t0 < t < t1,
v(t0) = a.
Our result on the local existence of strong solution now reads:
Lemma 6.3.2. Let n/2 < r < n and let 1 < l < ∞ satisfy 1/r < 1/l < 1/r + 1/n.
Assume that a ∈ Jn ∩ Jr∗ with r∗ = nr/(n − r), f ∈ BC(R;Ll) and that Pf(·) is a
Ho¨lder continuous function on R with values in Jn. Then there exists T > 0 such that
for every t0 ∈ R, we have a unique strong solution v of (NS-f) on (t0, t0 + T ) with the
initial data a at t0. Moreover, v has the addition property with v ∈ BC([t0, t0+T ); Jr∗)
with
sup
t0≤t<t0+T
‖v(t)‖Lr∗ ≤ C2 (6.3.1)
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where C2 = C2(‖a‖Lr∗ , ‖Pf‖BC(R;Ll)) is independent of t0. Here T is estimated as
T = C3(‖a‖Lr∗ + ‖Pf‖BC(R;J l))−
2r∗
r∗−n (6.3.2)
with C3 = C3(n, r, l) independent of a, f and t0.
Proof. The proof is similar to that of Kato and Giga. However, we give it for complete-
ness. It suffices only to construct the solution v of the integral equation:
v(t) = T (t− t0)a+
∫ t
t0
T (t− s)Pf(s)ds−
∫ t
t0
T (t− s)P (v · ∇v)(s)ds (6.3.3)
for t0 < t < t0 + T in the class
v ∈ BC([t0, t0 + T ); Jn ∩ Jr∗) with (t− t0)1/2∇v ∈ BC([t0, t0 + T ); Jn). (6.3.4)
Indeed, due to the Ho¨lder estimate
‖u(t)− u(τ)‖L∞ + ‖∇u(t)−∇u(τ)‖Ln ≤ C(t− τ)θτ− 12−θ‖a‖Ln (6.3.5)
for θ ∈ (0, 1
2
] and 0 < τ < t, the assumption on Pf and a general theory of holomor-
phic semigroup guarantee that the solution of (6.3.3) in the class (6.3.4) satisfies the
properties (i), (ii) and (iii) of Definition 6.3.1(see [27], [57] for details).
Since this lemma deals with local existence of solutions, we may assume that 0 <
T ≤ 1. Let us solve (6.3.3) by successive approximation:
v0(t) = T (t− t0)a+
∫ t
t0
T (t− s)Pf(s)ds, (6.3.6)
vm+1(t) = v0(t)−
∫ t
t0
T (t− s)P (vm · ∇vm)(s)ds. (6.3.7)
Taking α = n/r− 1, we have by assumption 0 < α < 1 and r∗ = n/α. Let us first show
sup
t0<t<t0+T
(t− t0) 1−α2 ‖vm(t)‖Ln/α ≤ Km, m = 0, 1, · · · . (6.3.8)
with some constant Km. In fact, by Theorem 1.4.2 and the Sobolev inequality (6.1.6),
we have
‖v0(t)‖Ln/α ≤ ‖T (t− t0)a‖Ln/α +
∫ t
t0
‖T (t− s)Pf(s)‖Ln/αds
≤ C‖a‖Ln/α + C
∫ t
t0
‖∇T (t− s)Pf(s)‖Lrds
≤ C‖a‖Ln/α + C
∫ t
t0
(t− s)−n2 ( 1l− 1r )− 12‖Pf(s)‖Llds
≤ C‖a‖Ln/α + C‖Pf(s)‖BC(R;J l)(t− t0)−
1−α
2
+ 3
2
− n
2l
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for all t0 < t < t0 + T with C = C(n, r, l) independent of t0. Since 1/l < 1/r+ 1/n, we
have (1− α)/2 < (3− n/l)/2 and hence the above estimate yields
sup
t0<t<t0+T
(t− t0) 1−α2 ‖v0(t)‖Ln/α ≤ C4T
1−α
2 (‖a‖Ln/α + ‖Pf‖BC(R;J l)).
Then K0 may be chosen as
K0 = C4T
1−α
2 (‖a‖Ln/α + ‖Pf‖BC(R;J l)) (6.3.9)
where C4 = C4(n, r, l) is independent of t0. Suppose that (6.3.8) is true. By Theorem
1.4.2 and integration by parts there holds∣∣∣∣(− ∫ t
t0
T (t− s)P (vm · ∇vm)(s)ds, φ
)∣∣∣∣
=
∣∣∣∣∫ t
t0
(vm · ∇T (t− s)φ, vm(s))ds
∣∣∣∣
≤
∫ t
t0
‖vm ⊗ vm(s)‖Ln/2α‖∇T (t− s)φ‖Ln/(n−2α)ds
≤ C
∫ t
t0
(t− s)−α2− 12‖vm(s)‖2Ln/αds · ‖φ‖Ln/(n−α)
≤ CB((1− α)/2, α)K2m(t− t0)−
1−α
2 ‖φ‖Ln/(n−α)
for all φ ∈ C∞0,σ and all t ∈ (t0, t0 + T ), where B(·, ·) denotes the beta function and
C = C(n, r). By duality we have∥∥∥∥∫ t
t0
T (t− s)P (vm · ∇vm)(s)ds
∥∥∥∥
Ln/α
≤ C5K2m(t− t0)−
1−α
2
for t0 < t < t0 + T . Therefore we may define Km+1 as
Km+1 ≡ K0 + C5K2m (6.3.10)
where C5 = C5(n, r) is independent of t0. An elementary consideration shows that if
K0 <
1
4C5
(6.3.11)
then there holds
Km ≤ 1−
√
1− 4C5K0
2C5
≡ k < 1
2C5
(6.3.12)
for all m = 0, 1, · · · . Assume (6.3.11) for a moment. Then in the same way as in (6.2.8),
the uniform estimate (6.3.12) with respect tom yields a function v with (t−t0) 1−α2 v(·) ∈
BC([t0, t0 + T ); J
n/α) such that
lim
m→∞
sup
t0<t<t0+T
(t− t0)(1−α)/2‖vm(t)− v(t)‖Ln/α = 0. (6.3.13)
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We shall next show that if K0 is sufficiently small, then the limit v also satisfies (t −
t0)
1/2∇v(·) ∈ BC([t0, t0 + T );Ln) with
lim
m→∞
sup
t0<t<t0+T
(t− t0) 12‖∇vm(t)−∇v(t)‖Ln = 0. (6.3.14)
To this end, let us prove that
sup
t0<t<t0+T
(t− t0) 12‖∇vm(t)‖Ln ≤ Lm for m = 0, 1, · · · . (6.3.15)
By Theorem 1.4.2, there holds
‖∇v0‖n ≤ C(t− t0)− 12‖a‖Ln + C(t− t0) 12‖Pf‖BC(t0,t0+T );Jn)
for all t ∈ (t0, t0 + T ). Therefore we may take L0 as
L0 ≡ C(‖a‖Ln + ‖Pf‖BC(t0,t0+T );Jn))
where C = C(n) is independent of t0. Moreover it follows from (6.3.8), (6.3.12) and
(6.3.15) that ∥∥∥∥∇ ∫ t
t0
T (t− s)P (vm · ∇vm)(s)ds
∥∥∥∥
Ln
≤
∫ t
t0
(t− s)−n2 ( 1n+α2− 1n )− 12‖vm(s)‖Ln/α‖∇vm(s)‖Lnds
≤ CKmLm
∫ t
t0
(t− s)−α2− 12 (s− t0)α2−1ds
≤ C6kLm(t− t0)− 12
for all t0 < t < t0 + T , where C6 = C6(n, q) is independent of t0. Hence we may take
Lm+1 as
Lm+1 ≡ L0 + C6kLm,
which shows that {Lm}∞m=0 is a linear recurrence. If
k <
1
C6
, (6.3.16)
then we have a uniform bound of {Lm}∞m=0 as
Lm ≤ L0
1− C6k ≡ L
for all m = 0, 1, · · · . Assume (6.3.16) for a moment. Then it is easy to see that the
limit v satisfies (6.3.14).
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In order to prove v ∈ BC([t0, t0 + T ); Jr ∩ Jr∗), we need to show
sup
t0<t<t0+T
‖vm(t)‖Ln/α ≤Mµ,m (m = 0, 1, · · · ) for µ = α and µ = 1. (6.3.17)
Calculation similar to (6.3.8) and (6.3.15) yields Mµ,0 as
Mα,0 = C(‖a‖Ln/α + ‖Pf‖BC(R;J l)), M1,0 = C(‖a‖Ln + ‖Pf‖BC([t0,t0+T );Jn))
where C = C(n, l, µ) is independent of t0. Notice that 0 < T ≤ 1. Suppose that (6.3.17)
is true. Then by Theorem 1.4.2, (6.3.12) and integration by parts, we have∣∣∣∣(∫ t
t0
T (t− s)P (vm · ∇vm)(s)ds, φ
)∣∣∣∣
≤
∣∣∣∣∫ t
t0
(vm(s) · ∇T (t− s)φ, vm(s)ds)
∣∣∣∣
≤
∫ t
t0
‖vm(s)‖Ln/α‖vm(s)‖Ln/µ‖∇T (t− s)φ‖Ln/(n−α−µ)ds
≤ CKmMµ,m
∫ t
t0
(t− s)−α+12 (s− t0)− 1−α2 ds‖φ‖Ln/(n−µ)
≤ CkMµ,mB ((1− α)/2, (1 + α)/2) ‖φ‖Ln/(n−µ)
for all φ ∈ C∞0,σ and all t0 < t < t0 + T , where C = C(n, q, µ). By duality we may take
Mµ,m+1 as
Mµ,m+1 =Mµ,0 + C7kMµ,m for µ = α and 1,
where C7 = C7(n, r, µ) is independent of t0. If
k <
1
C7
, (6.3.18)
then there holds
Mµ,m ≤ Mµ,0
1− C7k (µ = α, 1) for all m = 0, 1, · · · , (6.3.19)
which yields v ∈ BC([t0, t0 + T ); Jn ∩ Jn/α) with
lim
m→∞
sup
t0<t<t0+T
‖vm(t)− v(t)‖Ln/α = 0. for µ = α, 1. (6.3.20)
In particular, the constant C2 in (6.3.1) can be given as C2 =Mα,0/(1−C7k). Now we
see that under the conditions (6.3.11), (6.3.16) and (6.3.18), the limit v belongs to the
class in (6.3.4). Moreover, there holds∫ t
t0
T (t− s)P (vm · ∇vm)(s)ds→
∫ t
t0
T (t− s)P (v · ∇v)(s)ds in Jn (6.3.21)
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uniformly in t ∈ [t0, t0+T ) as m→∞. Indeed, by Theorem 1.4.2, (6.3.12) and (6.3.15)
we have∥∥∥∥∫ t
t0
T (t− s)P (vm · ∇vm)(s)ds−
∫ t
t0
T (t− s)P (v · ∇v)(s)ds
∥∥∥∥
Ln
≤
∫ t
t0
‖T (t− s)P ((vm − v) · ∇vm)(s)‖Lnds+
∫ t
t0
‖T (t− s)P (v · ∇(vm − v))(s)‖Lnds
≤
∫ t
t0
(t− s)−n2 (αn+ 1n− 1n )‖vm − v‖Ln/α‖∇vm(s)‖Lnds
+
∫ t
t0
(t− s)−n2 (αn+ 1n− 1n )‖v‖Ln/α‖∇vm(s)−∇v(s)‖Lnds
≤ CB(1− α/2, α/2)
(
L sup
t0<s<t0+T
(s− t0) 1−α2 ‖vm(s)− v(s)‖Ln/α
+k sup
t0<s<t0+T
(s− t0) 12‖∇vm(s)− v(s)‖Ln
)
for all t0 < t < t0 + T , from which and (6.3.13) and (6.3.14) we obtain (6.3.21). Now,
letting m→∞ in (6.3.7), we see by (6.3.20) and (6.3.21) that v is a solution of (6.3.3).
The proof for uniqueness is standard, so we may omit it (see [20], [25]).
It remains to estimate the time-interval T of existence in terms of the prescribed
data. Since k is determined by (6.3.12), there exists a constant κ = κ(n, r, l) indepen-
dent of t0 such that if K0 ≤ κ, then all conditions (6.3.11), (6.3.16) and (6.3.18) are
satisfied. Now from (6.3.9) we see that T may be chosen as
T ≡
(
κ
C4(‖a‖Ln/α + ‖Pf‖BC(R;J l))
)2/(1−α)
,
which shows (6.3.2) and proves Lemma 6.3.2.
proof of Theorem 1.4.11. Let u be the periodic solution of the integral equation (I-E)
given by Theorem 1.4.10. Since u ∈ Y , we have by (6.1.6) that u ∈ BC(R; Jn ∩ Jr∗),
where r∗ = nr/(n− r). Let
T = C3(‖u‖BC(R;Jr∗ ) + ‖Pf‖BC(R;J l))−2r
∗/(r∗−n)
where C3 is the same constant as in (6.3.2). Then by Lemma 6.3.2, for every t0 ∈ R
there exists a unique strong solution v of (NS-f) on (t0, t0 + T ) with the initial data
u(t0). By (6.2.6) and (6.3.1), we have
sup
t0<s<t0+T
‖v(s)‖Lr∗ + sup
t0<s<t0+T
‖∇u(s)‖Lr ≤ C2 + k ≡ C8 (6.3.22)
where C8 is independent of t0. By (6.3.3) with a replaced by u(t0) and by (I-E), it is
easy to see that
u(t)− v(t) = −
∫ t
t0
T (t− s)P (u · ∇u)(s)ds+
∫ t
t0
T (t− s)P (v · ∇v)(s)ds
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= −
∫ t
t0
T (t− s)P ((u− v) · ∇u)(s)ds−
∫ t
t0
T (t− s)P (v · ∇(u− v))(s)ds
≡ J1(t) + J2(t) (6.3.23)
for t0 < t < t0 + T . By Theorem 1.4.2 there holds
‖J1(t)‖Ln ≤ C
∫ t
t0
(t− s)−n2 ( 1n+ 1r− 1n )‖u(s)− v(s)‖Ln‖∇u(s)‖Lrds
≤ C sup
s∈R
‖∇u(s)‖Lr sup
t0<s<t0+t
‖u(s)− v(s)‖Ln(t− t0)1− n2r (6.3.24)
for all t0 < t < t0+ T , where C = C(n, r) is independent of t0. By integration by parts
we have
|(J2(t), φ)|
=
∣∣∣∣∫ t
t0
(v(s) · ∇T (t− s)φ, u(s)− v(s))ds
∣∣∣∣
≤ C
∫ t
t0
‖v(s)‖Lr∗‖∇T (t− s)φ‖Lr′‖u(s)− v(s)‖Lnds
≤ C sup
t0<s<t0+T
‖v(s)‖Lr∗ sup
t0<s<t0+t
‖u(s)− v(s)‖Ln
∫ t
t0
(t− s)−n2 ( 1n′− 1r′ )− 12ds‖φ‖Ln′
≤ C sup
t0<s<t0+T
‖v(s)‖Lr∗ sup
t0<s<t0+t
‖u(s)− v(s)‖Ln(t− t0)1− n2r ‖φ‖Ln′
for all φ ∈ C∞0,σ and all t0 < t < t0 + T , where C = C(n, q). By duality we have
‖J2(t)‖Ln ≤ C sup
t0<s<t0+T
‖∇v(s)‖Lr∗ sup
t0<s<t0+t
‖u(s)− v(s)‖Ln(t− t0)1− n2r (6.3.25)
for all t0 < t < t0 + T . Now it follows from (6.3.22)-(6.3.25) that
‖u(t)− v(t)‖Ln ≤ C9 sup
t0<s<t0+t
‖u(s)− v(s)‖Ln(t− t0)1− n2r
for t0 < t < t0 + T with C9 independent of t0. Defining τ ≡ min{(1/2C9)2r/(2r−α), T},
we obtain from the above estimate that
‖u(t)− v(t)‖Ln ≤ C9τ 1− n2r sup
t0<s<t0+t
‖u(s)− v(s)‖Ln
≤ 1
2
sup
t0<s<t0+t
‖u(s)− v(s)‖Ln
for all t0 ≤ t ≤ t0 + τ , which yields u ≡ v on [t0, t0 + τ ]. Since τ can be taken
independently of t0, we have u ≡ v on [t0, t0 + T ). Now, since t0 is arbitrary, it follows
from Lemma 6.3.2 that u has the desired properties (i), (ii) and (iii) in Theorem 1.4.11.
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