INTRODUCTION
There is no denying the fact that over the past two decades there has been an increasing interest in characterization of well-known discrete as well as continuous distributions and in character-ization problems in general. Some excellent references, e.g., Kagan, Linnik and Rao (1972) , Kotz (1974) , Pati1 (edited-1963) and Pati1, Kotz and Ord (edited-1975/ \ edited-1981) , lead one to wonder about the vastness of the literature and diverse research interests on this topic. Our concern in this article is, with mul tivariate power series dhtributtons (Khatri (1959)) and, more specifically, with a conjecture set forth by the late Professor J. Neyman in 1965 regarding a characterization of positive and negative multinomial distributions. We settle his conjecture completely after properly formulating it in this section below.
The key reference to this paper is Ghosh, Sinha and Sinha (1977) hereafter abbreviated as GSS -wherein this particular problem has been studied and partially solved. Our work may be regarded as a supplement to that of GSS and the two together settle the conjecture. The paper by Sinha and Sinha (1976) accounts for the first attempt to attack the problem, (Another not-so-re1ated paper, but of independent interest, is Sinha and Gerig (1982) .)
To start with, suppose (X 1 'x 2 ' ... 'X k ) follow a k-variate power series distribution with the joint pmf e-· The proof is given in the Appendix,
We are now in a position to look to the problem more closely. As a matter of fact, our next lemma, together with Theorem 5.1 in GSS, provides a complete proof of Theorem 1.1 stated in Section 1. 
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such that Once necessarily.
Hence, in any case, we must have, for any s > r, rls as also Step II We will now treat the cases when V has at least three distinct values, say, r, s, t in the order o < r < s < t. Without whether the underlying conditional distribution is degenerate at 0 or not. We will settle both the cases.
Step III Suppose one of the conditional distributions is non-degenerate with Vi = 0 having a positive conditional probability while, if possible, there is another with Y i = 0 having zero probability in the conditional distribution. Then, a direct analysis, similar to that in Step I, would result in non-linearity of regression. Hence, in such situations, * * * * PCYi = olY i = Yi J > 0 becomes a necessity for every value Yi of Vi . and r < s < t . Step IV Now suppose that the only degenerate conditional distribution concentrates on Vi = o. We will argue that this violates S2Y * whenever Vi is not an extreme value of V For notational simplicity we take i = 1 ee Ps(~) involves the term n(82, ,8kls) which is a homogeneous polynomial of degree s in (8 2 ,6 3 , ,6 k ) . Taking limit on both sides of
(1) as 8 1 + 0 , the left hand side tends to a positive quantity (more specifically, + do(s)n(62, ... ,6kls)). Hence, none of Pr(~) and Pt(~) can vanish as 6 1 + o. Clearly, this is the case when
Certainly, this must be true for all values of Y .
Step V The highly non-trivial case yet to be settled is: 
provided 52 -sl~t 2 -t 1 . But (2) and (3) contradict each other.
Hence, we must have, among other relations (involving the values in the conditional distributions displayed in the above table), This justifies the same sign of (so-r) and (to:r)J.
We will now apply (4) to get into a contradiction. Once again we refer to the above table and this time we wish to examine S2Y. We take r < s < t and write s = s + sl < t = t + t 1 • We now refer to the
Step IV involving P r , P s ' P t and set 8 i = 8 i '
-13-2~i~k so that it reads as an identity in 8 1 . Arrange P s in increasing order of powers of 8 1 and let 8 1 i be the first member.
Similarly, let 8 l j be the first member in the expression for Pt.
Note that 1 < i < s -r -1 and 1~j~t -r -1 (as, otherwise,
we will end up with situations discussed in our earlier steps). But now i{t-r) = j{s-r) is a necessity and this is not satisfied whenever (s-r, t-r) = 1, i.e., they are relatively prime to each other. So, we are left with the situation s = r + ph, t = r + qh, h > 1, (p,q) = 1 and, then, for some £, 1~s < h , we have i = sp and j = sq .
Hence, we end up with the following set-up (verifying a part of (4) and utilizing the other part, e.g., s2 -sl = t 2 -t l ): Again, on the other hand, if (in Table I ) there are values s3 and t 3 but (s3-s1)~2(s2-s1)' (t 3 -t l )~2(t 2 -t l ) , then also we arrive at a contradiction (to linear regression and/or power series distribution) in the same manner. Hence, in Table II, Various characterizations of such distributions are available in the literature. This distribution also possesses all the properties of the multinomials (vide Neyman (1965) , Sinha and Sinha (1976) ). It would be natural to investigate a similar characterization of these distributions through the properties of regression.
investigation in a separate communication.
We will undertake this
