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ABSTRACT
Stochastic gradient descent (SGD) is one of the most widely used algorithms for large scale opti-
mization problems. While classical theoretical analysis of SGD for convex problems studies (suffix)
averages of iterates and obtains information theoretically optimal bounds on suboptimality, the last
point of SGD is, by far, the most preferred choice in practice. The best known results for last point
of SGD [1] however, are suboptimal compared to information theoretic lower bounds by a logT
factor, where T is the number of iterations. [2] shows that in fact, this additional logT factor is tight
for standard step size sequences ofΘ
(
1√
t
)
andΘ
(
1
t
)
for non-strongly convex and strongly convex
settings, respectively. Similarly, even for subgradient descent (GD) when applied to non-smooth,
convex functions, the best known step-size sequences still lead toO(log T )-suboptimal convergence
rates (on the final iterate). The main contribution of this work is to design new step size sequences
that enjoy information theoretically optimal bounds on the suboptimality of last point of SGD as
well as GD. We achieve this by designing a modification scheme, that converts one sequence of step
sizes to another so that the last point of SGD/GD with modified sequence has the same suboptimality
guarantees as the average of SGD/GD with original sequence. We also show that our result holds
with high-probability. We validate our results through simulations which demonstrate that the new
step size sequence indeed improves the final iterate significantly compared to the standard step size
sequences.
Keywords Stochastic Gradient Descent ·Machine Learning · Convex Optimization
1 Introduction
Stochastic Gradient Descent (SGD) is one of the most popular algorithms for solving large-scale empirical risk mini-
mization (ERM) problems [3, 4, 5]. The algorithm updates the iterates using stochastic gradients obtained by sampling
data points uniformly at random. The algorithm has been studied for several decades [6] but there are still significant
∗
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gaps between practical implementations and theoretical analyses. In particular, the standard analyses hold only for
some kind of average of iterates, but most practitioners just use the final iterate of SGD. So, [7] asked the natural ques-
tion of whether the final iterate of SGD, as opposed to average of iterates, is provably good. It was partly answered
in [1] which gave sub-optimality bound for the last point of SGD but the obtained sub-optimality rates are O(log T )
worse than the information theoretically optimal rates; T is the number of iterations.
[2] showed that the above result is tight for the standard step-size sequence used by most existing theoretical results.
The extra logarithmic factor is not due to the stochastic nature of SGD. In fact, even for subgradient descent (GD)
when applied to general non-smooth, convex functions, the last point’s convergence rates are sub-optimal byO(log T )
factor.
So, this work addresses the following two fundamental questions:
“Does there exist a step-size sequence for which the last point of SGD when applied to general convex functions as well
as to strongly-convex functions has optimal error (sub-optimality) rate?”, and,
“Does there exist a step-size sequence for which the last point of GD when applied to general non-smooth convex
functions has optimal error (sub-optimality) rate?”
In this paper, we answer both the questions in the affirmative. That is, we provide novel step size sequences and
show that the final iterate of SGD run with these step size sequences has the information theoretically optimal error
(suboptimality) rate. In particular, for general non-smooth convex functions, our results ensure an error rate of O( 1√
T
)
and for strongly-convex functions, the error rate is O( 1T ). We also present high-probablity versions, i.e., we show
that with probability at least 1 − δ, the suboptimality is O
(√
log
1
δ
T
)
and O
(
log
1
δ
T
)
respectively (see Theorems 1
and 2). For GD, we show that a similarly modified step-size sequence leads to suboptimality of O( 1T ) and O(
1√
T
) for
non-smooth convex functions, with and with out strong convexity respectively, which is optimal.
In general, SGD takes the iterates near the optimum value but since the objective isn’t smooth near the optimizer x∗, the
gradients don’t become small even when the points are close to x∗. Standard step sizes don’t decay appreciably with
time to ensure fast enough convergence to x∗. Therefore the iterates xt, after going close to x∗, start oscillating around
it without actually approaching it (See Section 4 for concrete examples). Our new step sizes, given in Section 2.1
ensure that the step sizes decay fast enough after a certain point, making the iterates go closer to the optimum x∗. The
exact mode of this decay ensures that the last iterate approaches the optimum at the information theoretic rate.
Our results utilize a general step size modification scheme which ensures that the upper bounds for the average func-
tion value with the original step sizes gets transferred to the last iterate when the modified step sizes are used (see
Theorems 3 and 4). A key technical contribution of the paper is the proof of Theorem 2 that constructs a sequence of
averaging schemes which are ‘good’ with high probability such that the last averaging scheme consists only of the last
iterate and hence lets us conclude that the last iterate is ‘good’ with high probability.
Our new step-size sequence requires that the number of iterations or horizon T is known apriori. In contrast, standard
step-size sequences do not require T apriori, and hence guarantee any-time results. Information about T apriori helps
us in ensuring that we do not drop step-size too early; only after we are close to the optimum, does the step size drop
rapidly. In fact, we conjecture that in absence of apriori information about T , no step-size sequence can ensure the
information theoretically optimal error rates for final iterate of SGD. As a step towards proving this, we show that in
the case of strongly convex objectives, any choice of step sizes with infinite horizon (i.e, without the knowledge of
total number of iterations) is either suboptimal almost surely or suboptimal in expectation for infinitely many points.
We show this in Theorem 5.
Related Work: Averaging was used first in the stochastic approximation setting by [8] to show optimal rates of
convergence. Gradient Descent type methods have been shown to achieve information theoretically optimal error rates
in the convex and strongly convex settings when averaging of iterates is used ([9],[10],[11], [12], Epoch GD in [13] ,
SGD [14] and [15]). The question of the last iterate was first considered in [1] and it gives a bound of O( log T√
T
) and
O( log TT ) in expectation for the general case and strongly convex case respectively. [2] show matching high probability
bounds and show that for the standard step sizes (O
(
1√
t
)
in the general case and O
(
1
t
)
in the strongly convex case),
the logarithmic-suboptimal bounds are tight.
Organization: The setting and main results are presented in Section 2. In particular, Section 2.1 describes the general
step size modification considered and states key results regarding this modification and the lower bound is presented
in Section 2.2. Key technical ideas are developed in Section 3 and the main theorems are proved. We present some
2
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experimental results in Section 4 and conclude in Section 5. Skipped proofs of technical lemmas are given in the
appendix.
2 Problem Setup and Main Results
Consider the following optimization problem:
min
x∈W
F (x), (1)
where objective function F : Rd → R is a convex function and W ⊂ Rd is a closed convex set. Let the global
minimizer of F (·) be x∗ ∈ W . We start the SGD algorithm at a point x1 ∈ W and iteratively obtain estimates xt for
the minimizer of F (·). We assume that at each time step, we have access to independent, unbiased estimate gˆt to a
subgradient gt ∈ ∂F . That is, E[gˆt(x)] = gt(x) ∈ ∂F (x) for every x ∈ W and (gˆt− gt)Tt=1 are independent. We pick
step sizes (αt)
T
t=1 ≥ 0. Let ΠW be the projection operator to the setW . The SGD algorithm is given as follows:
Input: total time T and step sizes αt
Output: xT
for t← 1 to T do
xt+1 ← ΠW (xt − αtgˆt(xt)) .
end
Algorithm 1: Stochastic Gradient Descent
Henceforth, we will retain the assumptions made above. Whenever we use gt(x), it is implied that gt(x) ∈ ∂F (x).
Throughout the paper, we assume that F is a Lipschitz continuous convex function.
Assumption 1 (Lipschitz Continuity). F : Rd → R is G-Lipschitz continuous convex function over closed convex
setW , i.e., ‖g(x)‖ ≤ G for every x ∈ W and every g(x) ∈ ∂F (x). Furthermore, the stochastic gradients gˆ satisfy:
‖gˆ(x)‖ ≤ G almost surely for every x ∈ W .
Assumption 2 (Closed and bounded set). Diameter of closed convex setW is bounded byD, i.e., diam(W) ≤ D.
Assumption 3 (Strong convexity). Let λ > 0. A convex function F is said to be λ strongly convex over W iff
F (y) ≥ F (x) + 〈∇F (x), y − x〉+ λ2 ‖y − x‖2 ∀ x, y ∈ W .
Step size sequence for general convex functions: we first define,
k := inf{i : T · 2−i ≤ 1}, Ti := T − ⌈T · 2−i⌉, 0 ≤ i ≤ k, and Tk+1 := T. (2)
Clearly, 0 = T0 < T1 < . . . < Tk = T − 1 < Tk+1 = T . We note in particular that T1 ≈ T2 . Let C > 0 be arbitrary.
Then, we choose the step size αt as follows:
αt =
C · 2−i√
T
when Ti < t ≤ Ti+1, 0 ≤ i ≤ k. (3)
The theorem below provides suboptimality guarantee for the SGD algorithm with the step-size sequence mentioned
above.
Theorem 1 (SGD/GD Last Point for General Convex Functions). Let Assumptions 1 and 2 hold. Given T ≥ 4, let
x1, . . . , xT be the iterates of SGD (Algorithm 1) with step size αt as defined in Equation (3). Then, the following holds
for all T ≥ 4:
E[F (xT )] ≤ F (x∗) + 4D
2
C
√
T
+
11G2C√
T
.
In particular, if we choose C = DG , we have: EF (xT ) ≤ F (x∗) + 15GD√T . Furthermore, the following holds w.p.
≥ 1− δ for any 0 < δ < 1e :
F (xT ) = F (x
∗) +O
(
D2
C
√
T
+
CG2√
T
log
(
1
δ
)) ≤ F (x∗) +O
(
DG
√
log
1
δ
T
)
.
Finally, under the same assumptions, GD update (xt+1 = ΠW(xt − αt∇F (xt))) with the same step-size sequence
given in (3) also ensures the following after T iterations:
F (xT ) ≤ F (x∗) + 4D
2
C
√
T
+
11G2C√
T
.
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We will prove this theorem in Section 3 after developing some general ideas.
Remarks: (1) Note that the bounds on sub-optimality (for SGD and GD) are information theoretically optimal up to
constants.
(2) Our result on the expected sub-optimality improves upon that of [1] by a multiplicative logT factor and our result
on the high probability sub-optimality improves upon [2] by a multiplicative factor of logT
√
log 1δ . On the other
hand, our step-size sequence requires apriori knowledge of T . We conjecture that for any-time algorithm (i.e., without
apriori knowledge of T ) expected error rate of GD log T√
T
is information theoretically optimal.
(3) The rate obtained above for last point of GD (in the deterministic setting) is also optimal in the gradient oracle
model and to the best of our knowledge, is the first such result for last point of GD.
Step size sequence for strongly-convex functions: Let F (·) be λ strongly convex (Assumption 3). Let k := inf{i :
T · 2−i ≤ 1}. We pick αt as follows:
αt = 2
−i 1
λt
, ∀ Ti < t ≤ Ti+1, 0 ≤ i ≤ k. (4)
We now present our result for last point of SGD with strong-convexity assumption.
Theorem 2 (SGD Last Point for Strongly Convex Functions). Let F satisfy Assumptions 1 and 3. Then the follow-
ing holds for the T -th iterate of the SGD algorithm (Algorithm 1) when run with the step size sequence given in
Equation (4):
E[F (xT )] ≤ F (x∗) + 130G
2
λT
.
Furthermore, the following holds for all 0 < δ ≤ 1/e with probability at least 1− δ:
E[F (xT )] = F (x
∗) +O
(
G2 log(1δ )
λT
)
.
Under the same assumptions, GD update (xt+1 = ΠW(xt − αt∇F (xt))) with the same step-size sequence given in
(4) also ensures the following after T iterations:
F (xT ) ≤ F (x∗) + 130G
2
λT
.
Here again, we note that the result is information theoretically optimal up to log(1/δ) factor.
2.1 General Step Size Modification
Theorems 1 and 2 are consequences of our general results on step size modification that we present below. Consider
SGD step size sequence (γt)
T
t=1. We obtain modified step size sequence (αt)
T
t=1 as follows:
αt := 2
−iγt ∀ Ti < t ≤ Ti+1 and 0 ≤ i ≤ k. (5)
Under certain mild conditions, we will show that the last iterate of SGD with step size αt is as good as the average
iterate of SGD with step size γt. We make these notions precise below:
Assumption 4 (Slowly Decreasing Step Size Sequence). We call a step size sequence (γt) ‘decreasing’ if γt+1 ≤ γt.
We say that step size sequence γt has ‘at most polynomial decay’ with decay constant 0 < β ≤ 1 if γ2t ≥ βγt for
every t ≥ 1.
We have the following general theorem:
Theorem 3. Let (γt)
T
t=1 be a decreasing step size sequence with at most polynomial decay with decay constant
0 < β ≤ 1. Let the iterates of SGD with step size γt be y1, . . . , yT . Let αt be the modification of γt as defined in
Equation (5). Let the iterates of SGD with step size αt be x1, . . . , xT . Then, for all T ≥ 4, we have:
E[F (xT )] ≤ 5G2γT
(
1
β2
+
1
β4
)
+ inf
⌈T
4
⌉≤t≤T1
E[F (yt)] .
We also give a high probability version of Theorem 3.
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Theorem 4. Let T ≥ 4. Let q(0) be any arbitrary fixed probability distribution over the set {⌈T4 ⌉, . . . , T1}. With
probability atleast 1− δ2 , we have:
F (xT ) ≤ γT ·G2
(
120 log(1δ ) + 400
) ·( 1
β2
+
1
β4
)
+
T1∑
s=⌈T4 ⌉
q(0)(s)F (ys).
That is, the above theorems show that compared to any weighted average of function values of iterates in the [T/4, T1]
iterations, the error is not significantly larger if β is reasonably large and γT is small. Now, using standard analysis,
we can ensure small average function value for iterates in [T/4, T1] iterations. Small value of γT and bound on β hold
trivially for standard step-size sequences.
See Section 3 for detailed proofs of the above theorems. We first develop general technique and prove key lemmas in
the next section, and then present proofs for all the theorems.
2.2 Lower Bounds
The step size modification procedure described above assumed the knowledge of the last iterate T (this is not a setback
in practice). We study the case of infinite horizon SGD. In this section we state our bounds on the last iterate of
‘any time’ (infinite horizon) SGD in the case of strongly convex objectives. We will first introduce the notion of
suboptimality that we consider. In particular, we look at two kinds of ‘bad performance’ in infinite horizon SGD for
non-smooth strongly convex optimization. Consider any infinite step size sequence γt.
1. The sequence γt is said to be ‘bad in expectation’ if for an objective F satisfying assumptions 1,2 and 3,
some choice of subgradient oracle, and SGD iterates (xt)t∈N with step size γt, there is a fixed subsequence
{tk}k∈N such that limk→∞ tkE[F (xtk )− F (x∗)] =∞.
2. The sequence γt is said to be ‘bad almost surely’ if for an objective F satisfying assumptions 1,2 and 3, some
choice of subgradient oracle, and SGD iterates (xt)t∈N with step size γt, with probability 1 there exists a
random infinite sequence of times {tk} such that limk→∞ tk[F (xtk)− F (x∗)] =∞
We give a ‘no free lunch’ theorem: that is we show that infinite horizon step-size sequence for non-smooth strongly
convex optimization is either ‘bad in expectation’ or ‘bad almost surely’. More precisely, we will show that if any
infinite horizon SGD is good in ‘expectation’ for every t for every strongly convex function, then it is ‘bad almost
surely’ for some function F .
Theorem 5. Consider infinite horizon SGD with step size γt such that assumptions 1 2 and 3 hold for the objective
function. Then, for any choice of γt > 0, the algorithm is either bad in expectation or bad almost surely.
We give the proof in Section B.
3 Technical Ideas and Proofs
Recall the definition of Ti from Section 2. The rough idea behind the proof is as follows: we will find a ‘good point’
in the range
[⌈T4 ⌉, T1] and then show that this implies that there is a ‘good point’ between T1 = T/2 and T2 ≈ 3T/4
and so on, until we conclude that xT is a good point.
To this end, we first provide a key lemma that bounds the total weighted deviation of SGD iterates from a given iterate
xt0 (in terms of function value), i.e., it intuitively shows that once we find an iterate with small function value, the
remaining iterates cannot deviate from it significantly. The lemma uses a trick that was first used in [16] and then also
in [1].
Lemma 1. Let x1, . . . , xT be the output of SGD algorithm (Algorithm 1) with step size sequence αt defined by (3).
Then, given any 1 < t0 < t1 ≤ T ,
t1∑
t=t0
2αtE [F (xt)− F (xt0)] ≤
t1∑
t=t0
G2α2t .
Proof. By convexity ofW , we have:
‖xt+1 − xt0‖ = ‖ΠW (xt − αtgˆt(xt))− xt0‖ ≤ ‖xt − αtgˆt(xt)− xt0‖
5
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Taking squares and expanding on both sides,
‖xt+1 − xt0‖2 ≤ ‖xt − xt0‖2 + α2t ‖gˆt(xt)‖2 − 2αt〈gˆt(xt), xt − xt0〉
Taking expectation on both sides, and realizing that gˆt is independent of xt and xt0 , we conclude,
E
[‖xt+1 − xt0‖2] ≤ E [‖xt − xt0‖2]+ α2tG2 − 2αtE〈gt, xt − xt0〉
Here we have used the fact that E [gˆt(xt)|xt, xt0 ] = gt(xt). Using convexity, 〈gt, xt − xt0〉 is lower bounded by
F (xt)− F (xt0). We conclude that:
E
[‖xt+1 − xt0‖2] ≤ E [‖xt − xt0‖2]+ α2tG2 − 2αtE [F (xt)− F (xt0 )]
The result now follows by summing the above term from t = t0 to t = t1.
We now provide a high probability version of Lemma 1. To this end, we construct an exponential super-martingale
that when combined with a Chernoff bound leads to exponential concentration bound. The method used is somewhat
similar to the one used in [2], but our technique is specifically for Lemma 1 and is more concise.
For simplicity of exposition, we first define a few key quantities. Let 1 < t0 < t1 ≤ T and r = t1− t0+1. We define
the sequence Lt as follows: for t0 ≤ t ≤ t1 as follows:
Lt1 =
1
e · r , t ∈ [t0, t1], Lt−1 = Lt + L
2
t , t0 ≤ t− 1 < t1. (6)
Using Lemma 3, 1e·r ≤ Lt ≤ 1r . Now, for any l such that t0 ≤ l ≤ t1, we define the following random variables :
A(l, t1) :=
t1∑
t=l
Lt
[
2αt(F (xt)− F (xl))− α
2
tG
2
]
, A
∗(t0, t1) :=
t1∑
t=t0
Lt
[
2αt(F (xt)− F (x
∗))− α2tG
2
]
. (7)
We note the difference between A∗(t0, t1) and A(l, t1): A(l, t1) considers suboptimality with respect to xl whereas
A∗(t0, t1) considers the suboptimality with respect to the optimizer x∗.
Lemma 2. Let A and A∗ be as defined by (7). Let p(t0), . . . , p(t1) be any probability distribution over {t0, . . . , t1}.
We let (p.A)(t0, t1) :=
∑t1
l=t0
p(l)A(l, t1). Also, let αt be a decreasing step size sequence. Then,
P [(p.A)(t0, t1) > η] ≤ exp
(
− η
8α2
t0
G2
)
.
Additionally, if diam(W) ≤ D almost surely, we have:
P [A∗(t0, t1) > η] ≤ exp
(
2D2Lt0
8α2
t0
G2
)
exp
(
−η
8α2
t0
G2
)
.
Lemma 3. Let Γ > 0 be fixed. Let λ0 =
1
reΓ , λ1 = λ0 + Γλ
2
0, . . ., λi+1 = λi + Γλ
2
i . Then, for every i ≤ r,
λi ≤ (1 + 1r )iλ0
See Section A for proofs of the above given lemmata. We also require the following technical lemma:
Lemma 4. Let Ti be as defined in Section 2. Then, for all 0 ≤ i ≤ k − 1:
4 (Ti+2 − Ti+1) ≥ Ti+1 − Ti.
Proof. Lemma follows from the fact that 2⌈a⌉ − 1 ≤ ⌈2a⌉ ≤ 2⌈a⌉.
3.1 Step Size Modification
Henceforth, we will assume that γt is a decreasing step size sequence with at most polynomial decay (decay constant
being β). We let αt be the modification of γt as defined in Equation 5. Let,
τi := arg inf
Ti<t≤Ti+1
E[F (xt)], i ∈ [k + 1], and τ0 := arg inf
⌈T
4
⌉≤t≤T1
E[F (xt)]. (8)
Note that τk+1 = T . We note that τi are completely deterministic and only used as part of the proof. The ability to
compute τi is not necessary.
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Lemma 5. Let xt’s be iterates of SGD (Algorithm 1) with modified step size sequence αt of γt defined in (5); γt
sequence satisfies Assumption 4. Let Ti, k be as defined by (2), and τi, 0 ≤ i ≤ k + 1 be as defined in (8). Also, let
T ≥ 4. Then, the following holds for all i ∈ [k]:
E[F (xτi+1)− F (xτi)] ≤
5G2γT
β2
2−i, E[F (xτ1)− F (xτ0)] ≤
5G2γT
β4
.
Proof. We first consider i ≥ 1. If E[F (xτi+1)] ≤ E[F (xτi)], the proof is done. Else, using Lemma 1 with t0 = τi and
t1 = Ti+2, and the fact that αt is a decreasing sequence, we get:∑Ti+2
t=τi
2αtE [F (xt)− F (xτi)]
Ti+2 − τi + 1 ≤
∑Ti+2
t=τi
G2α2t
Ti+2 − τi + 1 ≤ G
2α2Ti+1. (9)
By definition of τi, E[F (xτi)] ≤ E[F (xt)] whenever Ti < t ≤ Ti+1. Hence,
G22−2iγ2Ti+1 = G
2α2Ti+1 ≥
∑Ti+2
t=τi
2αtE[F (xt)−F (xτi )]
Ti+2−τi+1 ≥
∑Ti+2
t=Ti+1+1
2αtE[F (xt)−F (xτi )]
Ti+2−τi+1 , (10)
where the first equality follows from the definition of αt in (5), first inequality follows from Equation (9), and the final
inequality follows from the fact that E[F (xt)− F (xτi)] ≥ 0 when Ti < t ≤ Ti+1 (see definition of τi in (8)).
Now, by using the above inequality with the assumption E[F (xτi+1)] ≥ E[F (xτi)], and the fact that Ti+2 − Ti ≥
Ti+2 − τi + 1, we have:
G22−2iγ2Ti+1 ≥ 2αTi+2 Ti+2−Ti+1Ti+2−Ti E
[
F (xτi+1)− F (xτi)
] ζ1≥ 2αTi+25 E [F (xτi+1)− F (xτi)]
=
2−iγTi+2
5 E
[
F (xτi+1)− F (xτi)
] ≥ 2−iβγTi+15 E [F (xτi+1)− F (xτi)] , (11)
where ζ1 follows from Lemma 4. The equality follows from definition of αt and the last inequality follows from the
β-slowly decaying assumption for γt (Assumption 4).That is we obtain the result for the case i ≥ 1. The proof for the
case when i = 0 follows with minor modifications to the arguments given above.
We now present a high probability version of Lemma 5.
Lemma 6. Consider the setting of Lemma 5. Let 0 ≤ i ≤ k and define t0 = Ti + 1 for 1 ≤ i and t0 = ⌈T4 ⌉
for i = 0. Let q(i) be any probability distribution over {t0, . . . , Ti+1}. Let pi+1(t) := Ltαt∑Ti+2
s=Ti+1+1
Lsαs
, where
t ∈ [Ti+1 + 1, Ti+2] and the sequence (Lt)Ti+2Ti+1+1 is defined by (6). Then, for any δi ∈ (0, 1) and i ∈ [1, k − 1], the
following holds with probability at least 1− δi:
Ti+2∑
t=Ti+1+1
p(i+1)(t)F (xt) ≤ G
2γT 2
−i
β2
(
15 + 120 log 1δi
)
+
Ti+1∑
s=Ti+1
q(i)(s)F (xs).
For i = 0, the following holds with probability atleast 1− δ0:
T2∑
t=T1+1
p(1)(t)F (xt) ≤ G
2γT 2
−i
β4
(
15 + 120 log 1δi
)
+
T1∑
s=⌈T4 ⌉
q(0)(s)F (xs).
Proof. We will only show the case 1 ≤ i ≤ k − 1. The i = 0 case follows by a similar proof. For Ti ≤ t ≤ Ti+1, we
define Γ(t) =
∑Ti+2
s=t+1 αsLs. We let κ be defined as follows over {Ti + 1, . . . , Ti+2}:
κ(Ti + 1) :=
Γ(Ti+1)
Γ(Ti+1)
· q(i) (Ti + 1) , κ(t) := Γ(Ti+1)Γ(t) q(i)(t) +
αtLt·
(∑
t−1
s=Ti+1
κ(s)
)
Γ(t) , t ∈ (Ti + 1, Ti+1],
κ(t) := 0, ∀t ≥ Ti+1. (12)
From Lemma 7, we conclude that κ is a probability distribution over {Ti+1, . . . , Ti+2}. From Lemma 2, we conclude
that with probability atleast 1− δi:
(κ.A)(t0, t1) ≤ 8α2t0G2 log 1δi (13)
7
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We will show that when this event happens, the inequality in the statement of the lemma holds. If∑Ti+2
t=Ti+1+1
p(i+1)(t)F (xt) ≤
∑Ti+1
s=Ti+1
q(i)(s)F (xs), then the statement of the lemma holds trivially. Now assume∑Ti+2
t=Ti+1+1
p(i+1)(t)F (xt) >
∑Ti+1
s=Ti+1
q(i)(s)F (xs). We use the fact that κ is supported over {Ti + 1, . . . , Ti+1}
and hence:
(κ.A)(t0, t1) =
Ti+1∑
l=Ti+1
Ti+2∑
t=l
κ(l)Lt
[
2αt(F (xt)− F (xl))− α2tG2
]
We exchange summation and collect the coefficients of the term F (xt) to conclude:
(κ.A)(t0, t1) =
Ti+2∑
t=Ti+1+1
Lt
(
αtF (xt)− α
2
tG
2
)
−
Ti+1∑
s=Ti+1
(
α
2
sG
2
σsLs + 2F (xs) (σsαsLs − κ(s)Γ(s− 1))
)
,
where σ(s) :=
∑s
t=Ti+1
κ(s) (empty sum being 0 by definition). By definition of σ(s) = κ(s)+σ(s−1), Γ(s−1) =
αsLs + Γ(s) and κ(s) =
Γ(Ti+1)
Γ(s) q
(i)(s) + αsLsΓ(s) σ(s− 1). Therefore, we conclude:
(κ.A)(t0, t1) =
Ti+2∑
Ti+1+1
2αtLtF (xt)−
Ti+2∑
Ti+1+1
α2tG
2Lt −
Ti+1∑
s=Ti+1
α2sG
2Lsσs
−

 Ti+2∑
Ti+1+1
2αtLt



 Ti+1∑
s=Ti+1
q(i)(s)F (xs)

 . (14)
We recall that p(i+1)(t) ·
(∑Ti+2
s=Ti+1+1
αsLs
)
= αtLt whenever Ti+1 < t ≤ Ti+2. The rest of the proof is similar
to Equation (11) in Lemma 5. We use the fact that αt is the modification of γt, γt has at most polynmial decay,
1
e(Ti+2−Ti) ≤ Lt ≤ 1Ti+2−Ti and Lemma 4 in Equation (14) to conclude the result.
Lemma 7. Let κ be as defined in (12). Then, κ is a probability distribution over {Ti + 1, . . . , Ti+2}.
The proof of this lemma is given in Section A
3.2 Proof of Theorem 3
Proof. Recall the definition of τi in (8). Clearly, τk+1 = T . Summing the bounds in Lemma 5 we conclude:
E[F (xT )] = E[F (xτk+1)] = E[F (xτ0)] +
k∑
i=0
E[F (xτi+1)− F (xτi)]
≤ E[F (xτ0)] +
5G2γT
β4
+
k∑
i=1
5G2γT
β2
2−i ≤ 5G2γT
(
1
β2
+
1
β4
)
+ inf
⌈T
4
⌉≤t≤T1
E[F (xt)].
We conclude the result by noting that xt = yt for all t ≤ T1.
3.3 Proof of Theorem 4
Proof. This proof is similar to the proof of Theorem 3, but instead of Lemma 5 we use Lemma 6. In Lemma 6, we
pick q(i) = p(i) for 1 ≤ i ≤ k − 1 and we let q(0) be arbitrary. We let δi = δ2i+2 . By union bound, the inequalities in
the statement of Lemma 6 hold for all 0 ≤ i ≤ k − 1 simultaneously with probabiliy atleast 1 −∑k−1i=0 δi ≥ 1 − δ2 .
Summing all these inequalities, we conclude:
Tk+1∑
t=Tk+1
p(k)(t)F (xt) ≤ γTG2
[
120 log(1δ ) + 400
] [ 1
β2
+
1
β4
]
+
T1∑
s=⌈T4 ⌉
q(0)(s)F (xs).
We note that the distribution p(k) has unit mass over the point Tk+1 = T and that xt = yt when t ≤ T1 to conclude
the result.
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3.4 Proof of Theorem 1
Proof. We note that the step size defined in Equation (3) is the modification of the standard step size γt =
C√
T
. Let yt
be the output of SGD under the assumptions of the theorem when step size γt is used. Using the fact that infimum is
smaller than any weighted average, we have:
inf
⌈T4 ⌉≤t≤T1
E[F (yt)− F (x∗)] ≤ 1
T1−⌈T4 ⌉+1
T1∑
t=⌈T4 ⌉
E[F (yt)− F (x∗)]
≤ 2T1
T1∑
t=1
E[F (yt)− F (x∗)]
ζ1≤ 2√
T1
[
D2
√
T1
C + CG
2
√
T1
]
≤ 4√
T
[
D2
C + CG
2
]
,
where the second line follows from T1 ≤ 2(T1−⌈T4 ⌉+1). ζ1 follows from the standard analysis [6]. Final inequality
follows from the fact that T4 ≤ T1 ≤ T2 . We note that γt satisfies the conditions for Theorem 3 with β = 1. We
invoke Theorem 3 to conclude the bound on expectation. The above proof in expectation also works for GD . We take
gˆt = ∇F and SGD is the same as GD. Here each xt and yt is a deterministic point mass. Therefore, the expectation
bound for the last iterate of SGD holds for the last iterate of GD.
We will now prove the high probability bound. Let t0 = ⌈T4 ⌉, t1 = T1, and αt = γt = C√T for t ∈ [t0, t1]. Then using
Lemma 2, the following holds with probability atleast 1− δ:
A∗(t0, t1) ≤ 2D2Lt0 + 8α2t0G2 log 1δ .
Using 1e(t1−t0+1) ≤ Lt ≤ 1t1−t0+1 and proceeding similarly as above, we have w.p. ≥ 1− δ2 ,
inf
⌈T4 ⌉≤t≤T1
E[F (yt)− F (x∗)] ≤ 6D2C√T +
5CG2 log
2
δ√
T
.
Theorem now follows by using Theorem 4 with β = 1, q(0)(t) = 1
T1−⌈T4 ⌉+1
, and union bound.
3.5 Proof of Theorem 2
Proof. We note that the step size defined in Equation (4) is the modification of the standard step size γt =
1
λt used for
strongly convex functions (see [14]). Let y1, . . . , yT be the output of SGD when step size γt is used. From Theorem
5 in [14], we conclude that:
inf
⌈T/4⌉≤t≤T1
E[F (yt)− F (x∗)] ≤ 1
T1−⌈T4 ⌉+1
T1∑
t=⌈T/4⌉
E[F (yt)− F (x∗)] ≤ 30G2λT .
The expectation bound follows from using above equation with Theorem 3 and noting that γt satisfies the required
conditions with β = 2. We get high probability bounds by invoking high probability bounds for suffix averaging from
[2], i.e., w.p. at least 1− δ2 ,
inf
⌈T4 ⌉≤t≤T1
F (yt)− F (x∗) ≤ O
(
G2 log
(
1
δ
)
λT
)
.
The result now follows by using Theorem 4 with β = 2 and q(0)(t) = 1
T1−⌈ T4 ⌉+1
.
4 Experiments
We now empirically compare SGD last point with our step-size sequence (Our Method) with the standard steps size
sequence (Standard) as well as the averaged iterates of SGD (Averaged). We apply these methods on two non-smooth
problems: a) Lasso regression, b) linear SVM training.
Lasso Regression: We consider gradient descent for F (x) = 1n
∑n
i=1 ‖〈ai, x〉 − bi‖2 + λ‖x‖1 for x ∈ Rd. Here
ai ∼ N (0, Id) and bi = 〈ai, x∗〉 + zi for some s sparse vector x∗ and zi ∼ N (0, σ2). ai and zi are all independent.
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Figure 1: (a) F (x) vs number of iterations for the Lasso regression (Section 4). Here d = 100, s = ‖x∗‖0 = 60,
n = 80, C = 4, σ = 0.1, λ = 0.2 and T = 219. Green line indicates the running average of the iterates from 1 to t.
(b) SVM loss (15) vs number of iterations. We pick d = 30, σ = 5, η = 1, n = 500, λ = 0.1, T = 217. (c) Average
over 100 independent SGD runs for the SVM loss. Green line is the loss of the average of the last T4 iterates. In all the
cases, SGD last point with our step-size sequence produces smaller objective value than the standard step size as well
as the averaged iterates of SGD.
We use the step sizes of γt =
C√
T
and let αt be the modification of γt as given in Section 2 for total T iterations. Since
the objective is not smooth, the gradient doesn’t vanish near the optimum. Therefore, when the standard step size was
picked, the iterate xt kept oscillating around the infimum but never really reaches it. In contrast, our method decreased
the step size after sometime which allows better convergence to the optimum (see Figure 1(a)).
Training SVMs: We consider training SVMs which is a typical example where non-smooth SGD is heavily used [4].
For our experiments, we generate data as follows. Let ai ∼ N (0, σ2Id) and the label bi = sgn(ai(1) + zi) where
zi ∼ N (0, η2). We generate n = 500 points in d = 30 dimensions. The SVM training problem is now:
F (x) =
1
n
n∑
i=1
max(0, 1− bi〈ai, x〉) + λ
2
‖x‖2, (15)
where λ = 0.1. Since the objective is λ strongly convex, we consider step sizes of γt :=
1
λt for the standard method
and the modified step sizes given in Equation (4) for our method. Figure 1 (b) plots loss during a typical run of SGD
and Figure 1 (c) for the loss averaged over 100 independent runs of SGD for the same problem with the same initial
point. The last point of SGD with modified step size sequence (Our Method) in blue consistently outperformed the
standard SGD (Standard) in red. The green line denotes the loss of the average of the last T4 iterates.
5 Conclusions and Discussion
We studied the fundamental question of sub-optimality of the last point of SGD/GD for general non-smooth convex
functions as well as for strongly-convex functions. We proposed a novel step-size sequence that leads to information
theoretically optimal rates in both the above mentioned settings. Our result proves a more general result for any
“modified step-size” of a decaying standard step-size, and uses a novel technique of tracking best iterate in each
time-interval and ensuring that the later iterates do not significantly deviate from the best iterate in the previous time
interval. We also provide a high-probability bound using a super-martingale technique from [2]. Simulations show
that our step-size indeed leads to better last point than the standard step-size sequences.
Our approach fundamentally exploits an assumption that we apriori know the total number of iterations T . Hence, our
result does not provide an any-time algorithm. In contrast, existing any-time results have an extra logT multiplicative
factor in the sub-optimality. We conjecture that this gap is fundamental and every any-time algorithm would suffer
from the extra logT factor. We give lower bounds for the strongly convex case to show that for any choice of step
sizes, the algorithm is either sub-optimal in expectation or almost surely so infinitely often.
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A Proofs of Technical Lemmas
A.1 Proof of Lemma 2
Proof of Lemma 2. We fix l such that t0 ≤ l ≤ t1. In this proof, we will freely use the fact that αt0 ≥ αt whenever
t0 ≤ t. Let l ≤ t ≤ t1 Define∆t = 〈gˆt(xt)− gt(xt), xt−xl〉. We note that xt are random variables and are functions
of gˆ1, . . . , gˆt−1 only. We define the sigma-field Ft := σ(gˆ1, . . . , gˆt).
We use the following notation for the sake of convenience: Dt := ‖xt−xl‖2. Clearly,Dt is Ft−1 measurable and∆t
is Ft measurable. It is clear from the definition of∆t that E[∆t|Ft−1] = 0 and |∆t| ≤ 2G‖xt − xl‖ = 2G
√
Dt.
By Hoeffding’s lemma, we conclude that for any µ ∈ R, we conclude:
E
[
exp(µ∆t)
∣∣Ft−1] ≤ exp(2G2Dtµ2) (16)
Let λ = 1
8α2
t0
G2
. For t0 ≤ t ≤ t1, consider
Mt := exp
(
t∑
s=l
−2λLsαs∆s + λ(Ls − Ls−1)Ds
)
.
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Clearly,Mt is Ft measurable. Ml = 1 since Dl = ∆l = 0 almost surely. We will show thatMt is a super martingale:
E
[
Mt
∣∣Ft−1] = Mt−1E [exp (−2λLtαt∆t + λ(Lt − Lt−1)Dt)∣∣Ft−1]
= Mt−1 exp
(−λL2tDt)E [exp (−2λLtαt∆t)∣∣Ft−1]
≤Mt−1 exp
(−λL2tDt + 8λ2L2tα2tG2Dt)
≤Mt−1
Therefore,
E [Mt1 ] ≤ 1 (17)
From the proof of Lemma 1, for l ≤ t ≤ t1 we have:
‖xt+1 − xl‖2 ≤ ‖xt − xl‖2 + α2t ‖gˆt(xt)‖2 − 2αt〈gˆt(xt), xt − xl〉
≤ ‖xt − xl‖2 + α2tG2 − 2αt〈gt(xt), xt − xl〉 − 2αt〈gˆt(xt)− gt(xt), xt − xl〉
≤ ‖xt − xl‖2 + α2tG2 + 2αt(F (xl)− F (xt))− 2αt∆t (18)
In the third step, we have used the convexity of F (·). Reordering Equation (18) and using the notation defined above:
2αt(F (xt)− F (xl))− α2tG2 ≤ Dt −Dt+1 − 2αt∆t .
Multiplying the equation above by Lt and adding from t = l to t = t1, noting the fact thatDl = 0 andDt1+1 ≥ 0, we
conclude:
t1∑
t=l
Lt
[
2αt(F (xt)− F (xl))− α2tG2
] ≤ t1∑
t=l
Lt (Dt −Dt+1 − 2αt∆t)
≤
t1∑
t=l
−2Ltαt∆t + (Lt − Lt−1)Dt (19)
We recall the random variable
A(l, t1) :=
t1∑
t=l
Lt
[
2αt(F (xt)− F (xl))− α2tG2
]
From equations (17) and (19), we conclude that for every l such that t0 ≤ l ≤ t1:
E [exp(λA(l, t1))] ≤ E [Mt] ≤ 1 .
By convexity of the exponential function, we have:
E [exp(λ(p.A)(t0, t1))] ≤ E
t1∑
l=t0
p(l)E [exp(λA(l, t1))] ≤ 1
By Chernoff Bound, we conclude:
P [(p.A)(t0, t1) > η] ≤ exp
(
− η
8α2
t0
G2
)
The case for A∗(t0, t1) proceeds similarly but this time we use x∗ in place of xt0 . We define D
∗
t := ‖xt − x∗‖2,
∆∗t := 〈gˆt(xt)− gt(xt), xt − x∗〉 and
M∗t := exp
(
t∑
i=t0
−2λLiαi∆∗i + λ(Li − Li−1)D∗i
)
We note that for t0 < t ≤ t1, E
[
M∗t
∣∣Ft−1] ≤M∗t−1 andD∗t0 ≤ D2. Therefore,
EM∗t1 ≤ EM∗1 ≤ exp
(
L2
t0
D2+Lt0D
2
8α2
t0
G2
)
≤ exp
(
2Lt0D
2
8α2
t0
G2
)
Here we have used the fact that Lt0 ≤ 1t0−t1+1 ≤ 1. Noting that exp(λA∗(t0, t1)) ≤ M∗t1 we use Chernoff bound to
conclude the result.
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A.2 Proof of Lemma 3
Proof of Lemma 3. We prove this by induction. The assertion is true for i = 0. Suppose it is true for i = k ≤ r − 1.
Then,
λk+1 = λk(1 + Γλk)
≤ (1 + 1r )k λ0
(
1 +
(
1+
1
r
)k
re
)
≤ (1 + 1r )k λ0
(
1 +
(
1+
1
r
)k
re
)
≤ (1 + 1r )k+1 λ0
The we have proved the assertion through induction.
A.3 Proof of Lemma 7
Proof of Lemma 7. We take the definitions of the terms used from the proof of Lemma 6. It is clear from the definition
that κ(t) ≥ 0. Since κ(t) = 0 for t > Ti+1, it is sufficient to show that
∑Ti+1
s=Ti+1
κ(s) = 1.
We define σ(t) =
∑t
s=Ti+1
κ(s) (an empty sum denotes 0). By definition of κ, for Ti + 1 ≤ t ≤ Ti+1
σ(t) =
Γ(Ti+1)
Γ(t)
q(i)(t) +
(
1 +
αtLt
Γ(t)
)
σ(t − 1)
=
Γ(Ti+1)
Γ(t)
q(i)(t) +
Γ(t− 1)
Γ(t)
σ(t− 1)
Continuing the above recursion, we conclude:
σ(t) =
Γ(Ti+1)
Γ(t)
T∑
s=Ti+1
q(i)(t)
Since q is a probability distribution over {Ti + 1, . . . , Ti}, we conclude
σ(Ti+1) =
Ti+1∑
s=Ti+1
q(i)(t) = 1
.
B Proofs of Lower Bounds
We will prove theorem 5 for G = 5 and µ = 1 for the sake of convenience. We can handle the general case by
considering the transformation F0(x) =
25µ
G2 F (
G
2µx). We scale the domain as D0 :=
5µ
GD. If F is µ strongly
convex and G Lipschitz, then F0 is 1 strongly convex and 5 Lipschitz. We take the subgradient oracle for F0 to be
gˆ0t (x) :=
5
G gˆt(
Gx
5µ ). It is easy to check that if SGD for F (.) with step sizes αt, the iterates are xt, then starting from
x00 :=
5µ
G x0 and using step sizes α
0
t := µαt and the subgradient oracle defined above, the iterates for F0 is x
0
t =
5µ
G xt.
Therefore, F0(x
0
t ) =
25µ
G2 F (xt) and the proof below goes through seamlessly. This is similar to the rescaling used for
the lowerbounds in [2].
Without loss of generality, we will restrict our attention to strictly positive step size sequences: γt > 0. We further
restrict the possible values of γt in the following lemma:
Lemma 8. If the step size sequence γt is such that there is an infinite sequence of times tk such that limk→∞ tkγtk =∞, then SGD is bad in expectation. Therefore, we can restrict our consideration to step size sequences of the form
γt = O(
1
t ).
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Proof. Consider the function F : [−1, 1]→ R defined by F (x) = |x|+ x22 . F has a global optimum at x = 0 and it
is 1 strongly convex. Let ǫt be a sequence of i.i.d. rademacher random variables (i.e, uniform over {−1, 1}). We let
the subgradient oracle to return gˆt(x) = sgn(x) + x+ 3ǫt. Clearly,
|xt+1| = min(|xt − γt(sgn(xt) + xt + 3ǫt)|, 1) .
ǫt is independent of xt and conditioned on the value of xt, with probability atleast
1
2 , ǫt has the opposite sign as xt.
When this happens, (sgn(xt) + xt + 3ǫt) has the opposite sign of xt and |(sgn(xt) + xt + 3ǫt)| ≥ 1. Therefore under
this event, |xt − γt(sgn(xt) + xt + 3ǫt)| ≥ |xt|+ γt ≥ γt.
Therefore, we conclude:
E|xt+1| ≥ 1
2
min(1, γt) .
Considering the fact that (tk + 1)E (F (xtk+1)− F (0)) ≥ tkE|xtk+1| ≥ 12 min(tk, γtktk) → ∞, we conclude that
SGD with this step size is bad in expectation.
Henceforth, we will restrict our attention without loss of generality to step size sequences such that γt = O(
1
t ). We
will first consider the function F1(x) =
1
2x
2 over the set [−1, 1]. Let the infinite horizon learning rate be (γt)t∈N at
each time instant, the subgradient oracle returns x + ǫt where ǫt is a sequence of i.i.d. uniform random variable over
{−1, 1} (that is rademacher random variables). Let the iterates of SGD be zt and z1 = 1.
Lemma 9. Let T0 be the smallest time such that γt < 1 for all t ≥ T0. Then, for every t ≥ T0
1.
E|zt+1|2 = (1− γt)2Ez2t + γ2t
2.
E‖zt‖2 ≥ 1
t− T0 + 1
Proof. Suppose γt ≥ 1. Then:
|zt(1− γt) + γtǫt| ≥ γt|ǫt| − |zt(1− γt)| ≥ γt − |1− γt| = 1
Therefore, when γt ≥ 1, |zt+1| = 1. Therefore, zT0 = 1 almost surely. When t ≥ T0,
|zt − γt(zt + ǫt)| ≤ |(1− γt)zt|+ γt|ǫt|
= (1− γt)|zt|+ γt ≤ 1
Therefore, when t ≥ T0, the iteration of SGD won’t leave the set [−1, 1] almost surely, so there is no need for the
projection step to obtain the next iterate. That is, for t ≥ T0, zt+1 = zt(1 − γt) + ǫtγt. Squaring and taking
expectations, we conclude:
E|zt+1|2 = (1 − γt)2Ez2t + γ2t
≥ inf
γ∈R
(1 − γ)2Ez2t + γ2
=
Ez2t
1 + Ez2t
Clearly, E|zT0 |2 = 1 = 1T0−T0+1 . Using induction in the equation above, we conclude: E|zt|2 ≥ 1t−T0+1 for every
t ≥ T0.
We divide N into time intervals of the form {2k, 2k + 1, . . . , 2k+1 − 1} := Ik. We have the following lemma:
Lemma 10. If γt =≤ Ct for some constant C ≥ 0 and there exist positive infinite sequences ck and dk such that
limk→∞ ck =∞, limk→∞ dk = 0 and every k, either one of the two conditions below hold:
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1.
∑
t∈Ik γ
2
t ≥ ck2−k
(∑
t∈Ik γt
)2
2.
∑
i∈Ik γt ≤ dk
Then, SGD with step size γt is bad in expectation.
Proof. We consider the optimization problem considered in Lemma 9 i.e, optimizing F (x) = x2. Let Tk = 2
k. We
assume the contrary - that is, E|zTk |2 ≤ LTk for every k, for some L > 0. As shown in the second inequality of
Lemma 9, irrespective of the choice of γ1, . . . , γTk−1,
E|z2Tk | ≥
1
Tk − 1 .
From the first equality in Lemma 9, we conclude that for t ∈ Ik, E|zt+1|2 = (1 − γt)2Ez2t + γ2t Since γt ≤ Ct , we
can take k large enough so that γt ≤ 12 for every t ∈ Ik. Using the fact that (1 − γt) ≥ exp− γt1−γt ≥ exp−2γt.
Therefore,
E|zt+1|2 ≥ e−4γtE|zt|2 + γ2t
Unravelling the recursion above, we conclude:
E|zTk+1 |2 ≥ e−4
∑
t∈Ik
γt
[
E|zTk |2 +
∑
t∈Ik
γ2t
]
(20)
We define Sk :=
∑
t∈Ik γt.
1. Suppose for a particular k, the first item in the statement of the lemma holds
By assumption,
∑
t∈Ik γ
2
t ≥ ckTkS2k . Using this in Equation (20), we conclude:
E|zTk+1 |2 ≥ e−4Sk
[
E|zTk |2 +
ck
Tk
S2k
]
Now, since γt ≤ Ct , we have Sk ≤ C. Therefore,
E|zTk+1 |2 ≥ e−4SkE|zTk |2 +
ck
Tk
S2ke
−4C
= E|zTk |2
[
e−4Sk +
ckS
2
ke
−4C
TkE|zTk |2
]
≥ E|zTk |2
[
e−4Sk +
ckS
2
ke
−4C
L
]
≥ E|zTk |2 inf
x≥0
[
e−4x +
x2cke
−4C
L
]
(21)
In the third step, we have used the fact that TkE|zTk |2 ≤ L. We now consider the function h : R+ → R+
given by h(x) = e−2x + κx2 for some κ > 0. Clearly, h is convex, bounded below and tends to infinity as
x → ∞. Therefore, it has a unique minimizer t∗ - the unique point such that h′(t∗) = 0. That is, t∗ is the
unique point which satisfies: κt∗ = 2e−4t
∗ ≤ 2. Therefore, t∗ ≤ 2κ . Therefore, h(t∗) ≥ e−4t
∗ ≥ e−8/κ ≥
1− 8κ . In Equation (23), we take κ = cke
−4C
L we conclude:
E|zTk+1 |2 ≥ E|zTk |2
(
1− C′ck
)
Where C′ is a constant depending only on L and C.
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2. Suppose for a particular k, the second item in the statement of the lemma holds: Then, by Equation (20), we
have:
E|zTk+1 |2 ≥ e−4dkE|zTk |2 ≥ (1− 4dk)E|zTk |2 (22)
From Equations (21) and (22), we conclude that there exists an absolute constant C¯ depending only on C and L such
that:
E|zTk+1 |2 ≥
(
1− C¯max
(
dk,
1
ck
))
E|zTk |2 (23)
Since max
(
dk,
1
ck
)
→ 0, we can choose k large enough so that sups>k C¯max
(
dk,
1
ck
)
≤ 1 − e−ǫ for arbitrary
ǫ > 0.
From Equation (23), it follows that for arbitraryK ∈ N,
E|zTk+K |2 ≥ e−ǫKE|zTk |2
By Lemma 9, E|zTk |2 ≥ 1Tk−1 ≥ 2−k. By our assumption, E|zTk+K |2 ≤ L2−k−K . Therefore, we
conclude:L2−k−K ≥ e−ǫK2−k for every K ∈ N. This cannot hold for any finite L when we take ǫ < log 2. This
contradicts our assumption. Therefore, SGD with step size γt is bad in expectation.
We will show that if conditions for γt in Lemma 9 or those in Lemma 10 don’t hold, then SGD is bad almost surely.
We recall the definition of the interval Ik = {2k + 1, . . . , 2k+1}. We prove the following lemma to inspect how
frequently long, contiguous segments of ǫt are all equal to 1 for t ∈ Ik. We take τk := 2⌊log2(k/2)⌋. We note that
k
4 ≤ τk ≤ k2We can divide Ik into |Ik|/τk contiguous, disjoint intervals, each of size τk. We call these intervals Jk(i)
for i ∈ {1, . . . , |Ik|/τk}. We let Ak to be the event that for some i ∈ {1, . . . , |Ik|/tau}, ǫt = 1 for all t ∈ Jk(i). In
particular, the even Ak implies that there is a contiguous τk length sequence of ǫt of all 1s in Ik.
Lemma 11.
P(Ack) ≤ Ck2−k/2 for some absolute constant C.
Proof. We subdivide the interval Ik into disjoint subintervals of length τk . There are
2k
τk
such intervals. The event Ak
holds if over one such subinterval, the random signs are all 1. The probability of a given subinterval having all signs
equal to 1 is pτk :=
1
2τk . Therefore, we conclude:
P(Ak) = 1− (1− pτ )⌊
2k
τ ⌋ ≥ 1− e−pτ⌊2
k
τ ⌋ ≥ 1− 1
epτk⌊ 2
k
τk
⌋
.
Here we have used the inequality xe−x ≤ 1e for x > 0.
Therefore, we conclude that: P(Ack) ≤ Ck2−k/2 for some absolute constant C.
We now consider the same function which was considered in Lemma 8 i.e, F : [−1, 1] → R defined by F (x) =
|x| + x22 . F has a global optimum at x = 0 and it is 1 strongly convex. Let ǫt be a sequence of i.i.d. rademacher
random variables (i.e, uniform over {−1, 1}). We let the subgradient oracle to return gˆt(x) = sgn(x) + x + 3ǫt. Let
the iterates of SGD for F with step sizes γt be yt.
Lemma 12. Suppose γt ≤ Ct , there exists an infinite sequence (kr)r∈N and fixed constants c0, d0 > 0 such that both
the conditions hold:
1. ∑
t∈Ikr
γ2t ≤ c02−kr

∑
t∈Ikr
γt


2
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2. ∑
t∈Ikr
γt ≥ d0
We note that these conditions are the negations of the conditions for γt in Lemma 8 and Lemma 10. Then SGD with
step size γt is bad almost surely.
Proof. We will show that there exists a sequence of independent events Bkr for r ∈ N such that P(Bkr ) ≥ p0 > 0
uniformly and whenever Bkr holds,
max
t∈Ikr
t
log t
[F (yt)− F (0)] ≥ δ0
For some constant δ0 > 0. We note that p0 and δ0 depend only on C, d0 and c0. We consider a random times
Tmax, Tmin ∈ Ik as follows:
1. If the event Ack holds, pick a uniformly random element i0 from {1, . . . , |Ik|/τk} independent of everything
else. Set Tmax := maxJk(i0) and Tmin := min Jk(i0)
2. If the event Ak holds, pick a uniformly random element i0 from {i : for all t ∈ Jk(i), ǫt = 1}, independent
of everything else. Set Tmax := max Jk(i0) and Tmin := min Jk(i0)
We note that by symmetry, i0 is uniformly distributed over the set {1, . . . , |Ik|/τk}. We will show that, when the event
Ak holds, then one of the following is true:
1. y (Tmax) = −1.
2. y (Tmin)− y (Tmax) ≥
∑
t∈Jk(i0) γt
Suppose the eventAk holds. Then for Tmin ≤ t < Tmax, yt+1 = max(yt− γt(yt+ sgn(yt)+ 3),−1). Since under the
event Ak, ǫt = 1 for every t ∈ Jk(i0), we conclude that γt(yt + sgn(yt) + 3) ≥ γt. That is SGD drifts in the negative
direction irrespective of the value of the iterate. It is therefore clear that if for some Tmin ≤ t ≤ Tmax, yt hits −1, then
y (Tmax) = −1. Now suppose that for yt > −1 for every t in this range. Then, yt+1 ≤ yt − γt. But unraveling this
recursion, it follows that y (Tmin)− y (Tmax) ≥
∑
t∈Jk(i0) γt. Therefore, it follows that when the event Ak holds:
max
t∈Ik
F (yt) ≥ max(F (y(Tmax)), F (y(Tmin)))
≥ max(|y(Tmax)|, |y(Tmin)|)
≥ min(1, 12 ∑
t∈Jk(i0)
γt
)
(24)
It is clear that since γt = C/t, for k large enough,
1
2
∑
t∈Jk(i0) γt ≤ 1. Therefore, we conclude that for k large enough,
when the event Ak holds,
max
t∈Ik
F (yt) ≥ 12
∑
t∈Jk(i0)
γt .
Fix 0 < β < 1.We now consider Ek to be the event
{∑
t∈Jk(i0) γt ≥ βτ|Ik|
∑
t∈Ik γt
}
.
By symmetry, i0 is uniformly distributed over {1, . . . , |Ik|/τk}. Therefore,
E
∑
t∈Jk(i0)
γt =
τk
|Ik|
∑
t∈Ik
γt
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and
E

 ∑
t∈Jk(i0)
γt


2
=
τk
|Ik|
|Ik|/τk∑
i=1
∑
t,s∈Jk(i0)
γtγs
≤ τk|Ik|
|Ik|/τk∑
i=1
∑
t,s∈Jk(i0)
γ2t + γ
2
s
2
=
τ2k
|Ik|
∑
t∈Ik
γ2t
Now, when k is part of the infinite sequence (kr), by assumption we have:
E

 ∑
t∈Jk(i0)
γt


2
≤ c0 τ
2
k
|Ik|2
(∑
t∈Ik
γt
)2
Therefore, by Payley-Zigmund inequality, whenever k is part of the infinite sequence (kr), for every β < 1,
P

 ∑
t∈Jk(i0)
γt ≥ β τ|Ik|
∑
t∈Ik
γt

 ≥ (1− β)2 (E
∑
t∈Jk(i0) γt)
2
E(
∑
t∈Jk(i0) γt)
2
≥ (1− β)
2
c0
Recalling the definition of Ek, we conclude, P(Ekr ) ≥ (1−β)
2
c0
.
We will now define the event Bk := Ek ∩ Ak. The events Bk are all independent by definition. When the event Bk
holds, clearly, from equation (24), we conclude:
max
t∈Ikr
F (yt) ≥ 12
∑
t∈Jkr (i0)
γt ≥ βτkr
2|Ikr |
∑
t∈Ikr
γt ≥ βτkrd0
2|Ikr |
The second inequality follows from the defintion of Ek . Using the fact that any t ∈ Ikr is such that t ≤ 2|Ikr | and
τkr = Θ(kr), we conclude that for some δ0 > 0, fixed, the following holds whenever the event Bkr holds.
max
t∈Ikr
t
log t
[F (yt)− F (0)] ≥ δ0 (25)
P(Bkr ) ≥ P(Ekr )− P(Akr )
≥ (1 − β)
2
c0
−O(kr2−kr/2)
It is clear that we can find a p0 > 0 such that for all kr large enough, P(Bkr ) > p0.
Since Bkr are independent sets, it follows that infinitely many of them are true with probability 1. From equation (25),
we conclude that SGD with step sizes γt is bad almost surely.
Proof of Theorem 5. We will conclude this from Lemmas 8, 10 and 12. Therefore, it is sufficient to show that any
strictly positive infinite sequence γt is such that atleast one of the following condition holds
1. There is an infinite sequence of times tk such that limk→∞ tkγtk = ∞. In this case, by Lemma 8, we
conclude that it is bad in expectation.
2. There exists a C such that γt ≤ Ct and there exist infinite sequences ck →∞ and dk → 0 such that for every
k, either
∑
t∈Ik γ
2
t ≥ ck2−k
(∑
t∈Ik γt
)2
or
∑
t∈Ik γt ≤ dk. In this case, by Lemma 10, we conclude that it
is bad in expectation.
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3. There exists aC such that γt ≤ Ct and there exist fixed positive constants c0 and d0 such that for some infinite
sub-sequence (kr),
∑
t∈Ikr γ
2
t ≤ c02−kr
(∑
t∈Ikr γt
)2
and
∑
t∈Ikr γt ≥ d0. In this case, by Lemma 12, we
conclude that the algorithm is bad almost surely.
It is therefore sufficient to show that if conditions 1 and 2 don’t hold then condition 3 holds. The negation of condition
1 is that γt ≤ Ct for some C > 0. Now, we denote by
ηk := 2
k
∑
t∈Ik γ
2
t(∑
t∈Ik γt
)2
and
λk :=
∑
t∈Ik
γt
. Therefore, ηk ≥ ck or λk ≤ dk for some ck →∞ and dk → 0 is equivalent to ηk + 1λk →∞ which is equivalent to
the statement that for every subsequence kr, ηkr +
1
λkr
→ ∞. Therefore the negation of condition 2 is equivalent to
atleast one of the following conditions being true
1. There exists infinite sequence (tk) such that tkγtk →∞
2. There exists and infinite subsequence kr such that ηkr +
1
λkr
≤M for someM > 0. That is, ηkr ≤M := c0
and λkr ≥ 1M := d0
Therefore we conclude that when neither of the conditions 1 and 2 hold, then condition 3 holds. This proves our result.
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