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Summary
The nonsymmetric matrix-valued function plays an important role in some basic
issues on designing and analyzing semismooth/smoothing Newton methods for
nonsymmetric matrix optimization problems, which have been recently the focus
of many studies in the science and engineering community. In this thesis, we study
some key properties of nonsymmetric matrix-valued functions and their smoothing
counterparts. The nonsymmetric matrix-valued function is defined as follows: For
any Y ∈ <p×q, assume that Y has the singular value decomposition
Y = U [Σ 0]V T .
Then, we define the nonsymmetric matrix-valued function G : <p×q → <p×q asso-
ciated with the real valued function g : <+ → < by
G(Y ) := U [g(Σ) 0]V T .
In Chapter 2, we study the well definedness of the nonsymmetric matrix-valued
function. Based on the relationship between the symmetric matrix-valued function
and the nonsymmetric matrix-valued function, we show that the continuity, dif-
ferentiability, continuous differentiability, locally Lipschitz continuity, directional
v
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differentiability and (strongly) semismoothness are inherited by G from g. Im-
portantly, we give the formulas for the directional derivative and the generalized
Jacobian of G.
In Chapter 3, we introduce a generalized smoothing function H of the nons-
mooth nonsymmetric matrix-valued function G by using the smoothing function h
of the real-valued function g. We show that the smoothing function H inherits the
properties of locally Lipschitz continuity, continuous differentiability, directional
differentiability and (strongly) semismoothness from h.
Chapter1
Introduction
Let <p×q be the space of p × q real nonsymmetric matrices. We assume without
loss of generality that p ≤ q (otherwise we can consider the transposition of the
matrix). Let Y admit the following singular value decomposition:
Y = U [Σ 0]V T = U [Σ 0][V1 V2]
T = UΣV T1 , (1.1)
where U ∈ <p×p and V ∈ <q×q are orthogonal matrices, V1 ∈ <q×p, V2 ∈ <q×(q−p)
and V = [V1 V2], Σ = diag[σ1, . . . , σp], and σ1 ≥ σ2 ≥ . . . ≥ σp ≥ 0 are the singular
values of Y . Let g : <+ → < be a real valued function. We can then define the
nonsymmetric matrix-valued function G : <p×q → <p×q associated with g by:
G(Y ) := U [g(Σ) 0]V T , (1.2)
where g(Σ) = diag[g(σ1), . . . , g(σp)].
Our study of nonsymmetric matrix-valued functions is motivated by recent in-
terest in matrix optimization problems whose variables involve nonsymmetric ma-
trices. One particular example arising in many fields of engineering and science is
the so-called nuclear norm optimization problem, which has been the focus of sev-
eral recent studies. One common model is the following nuclear norm minimization
1
2problem with linear and second order cone constraints considered in [11]:
min
{
‖X‖∗ : Ae(X) = be, Aq(X)− bq ∈ Km2 , X ∈ <p×q
}
, (1.3)
where ‖X‖∗ is defined as the sum of singular values of X, the linear operators
Ae : <p×q → <m1 and Aq : <p×q → <m2 , the vectors be ∈ <m1 , bq ∈ <m2 are given,
and Km2 denotes the second order cone of dimension m2; see also [2, 13] for the
studies on problem (1.3) with linear equality constraints only. Another common
model is the following nuclear norm regularized linear least squares problem with




‖Au(X)− bu‖2 + µ‖X‖∗ : Ae(X) = be, Al(X) ≥ bl, Aq(X)− bq ∈ Kmq
}
,(1.4)
where the linear operators Aj : <p×q → <mj , j = u, e, l, q, the vectors bj ∈ <mj , j =
u, e, l, q and µ > 0 are given. For more discussions on special cases of problem (1.4),
one may refer to the papers [9, 13, 22] and references therein.
For each τ ≥ 0, the soft thresholding operator Dτ (·) arising from nuclear norm
optimization problems (see [9, 11, 13, 22])1, which is defined as follows:
Dτ (Y ) := Ugτ (Σ)V T , gτ (Σ) = [diag({σi − τ}+) 0],
is a special case of the nonsymmetric matrix-valued functions associated with gτ
(see Example 2.3.1 for the definition of gτ ). A recent result of Jiang et al. [9] shows
that the soft thresholding operator Dτ (·) is strongly semismooth everywhere. This
property plays a key role in analyzing the quadratic convergence of generalized
Newton methods for solving (1.4) with linear equalities only, see [9] for the details.
Another result developed in [12] proved that a smoothing function of Dτ (·) based
on Huber function is also strongly semismooth, which is crucial for the application
1Donald Goldfarb first reported the formula of the soft thresholding operator at the “Founda-
tions of Computational Mathematics Conference’08” held at the City University of Hong Kong,
Hong Kong, China, June 2008.
3of the smoothing Newton methods to (1.4). These results motivate us to address
the following natural questions: Does the nonsymmetric matrix-valued function G
inherit properties from g in general as like in [3]? Can we extend the results in
[12] to generalized smoothing functions of nonsmooth nonsymmetric matrix-valued
functions? The answer to these two questions is the main purpose of the thesis.
In Chapter 2, we first discuss about the well-definedness of the nonsymmetric
matrix-valued function G. We then study the continuity and differential proper-
ties of the nonsymmetric matrix-valued function G in general. In particular, we
show that the properties of continuity, (locally) Lipschitz continuity, directional
differentiability, differentiability, continuous differentiability, and (ρ-order) semis-
moothness are each inherited by G from g. These results parallel those obtained in
[3] for symmetric matrix-valued functions and are useful in the design and analysis
of generalized nonsmooth methods for solving nonsymmetric matrix optimization
problems. Our proofs are based on a relation between the nonsymmetric matrix-
valued G and a symmetric matrix-valued function defined by (2.6).
Chapter 3 is devoted to studying the smoothing functions of nonsmooth non-
symmetric matrix-valued functions. In particular, we are interested in the kind
of smoothing functions: H(, Y ) : < × <p×q → <p×q such that H is continuously
differentiable on < × <p×q unless  = 0 and lim
↓0,Z→Y
R(, Z) = G(Y ). We define a
smoothing function H of G by
H(, Y ) := Udiag[h(, σ1(Y )), ..., h(, σp(Y )) 0]V
T , (1.5)
where h : < × < → < is a smoothing function of g. Our analysis shows that
the properties of Lipschitz continuity, continuous differentiability, directional dif-
ferentiability and (strong) semismoothness are also inherited by H from h. The
property of (strong) semismoothness of the smoothing nonsmooth nonsymmetric
matrix valued functions paves a way for extending the smoothing Newton methods
for symmetric matrix optimization problems to nonsymmetric cases.
4To make the thesis completely self-contained, we have also included two appen-
dices. Appendix A reviews some basic properties of vector-valued functions which
are continuity, (locally) Lipschitz continuity, directional differentiability, contin-
uous differentiability and (ρ-order) semismoothness. Appendix B contains some
results related to the properties of symmetric matrix-valued functions that are
used to analyze the properties of nonsymmetric matrix-valued functions.
Chapter2
Nonsymmetric matrix-valued functions
In this chapter, we first present the nonsymmetric matrix-valued function G is
well-defined and then study the continuity and differential properties of the non-
symmetric matrix-valued function G in general. In particular, we show that the
properties of continuity, (locally) Lipschitz continuity, directional differentiability,
differentiability, continuous differentiability and (ρ-order) semismoothness are in-
herited by G from g.
2.1 Well-definedness
For any given real-valued function g defined on <+ only, we first show that g(0) = 0
is the sufficient and necessary condition for the well-definedness of G.
Given real-valued function gˆ defined on <+,
Gˆ(Y ) = U [gˆ(Σ) 0]V T = U [g(Σ) 0]V T + U [gˆ(0) 0]V T = U [g(Σ) 0]V T + gˆ(0)UV T1 ,
(2.1)
where g(t) := gˆ(t)− gˆ(0), t ≥ 0, g(0) = 0.
5
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For subsequent discussions, we need to extend the values of g to < as follows
g(t) =
 g(t) if t ≥ 0,−g(−t) if t < 0. (2.2)
That is, g is odd as a function from < to <.
First we address that the nonsymmetric matrix-valued function G as in (1.2)
is well defined for any given function g : <+ → <, g(0) = 0. For this purpose, we




 , ∀X ∈ <p×q. (2.3)
Proposition 2.1.1. Let g : <+ → < be a real valued function, g(0) = 0. As-
sume that Y ∈ <p×q has the singular value decomposition as in (1.1). Then, the
corresponding nonsymmetric matrix-valued function G(Y ) given by (1.2) is well
defined.









where U, V1, V2 are given as in (1.1). It follows from [7, pp. 448] that Ξ(Y ) has the
following eigenvalue decomposition:






Since Ξ(Y ) is symmetric, F (Ξ(Y )) (F is the symmetric matrix-valued function.
See Appendix B for its definition and properties.) associated with f = g is well
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defined (see [1]). Let us define Ψ : <p×q → Sp+q by






























 U(g(Σ) + g(−Σ))UT U(g(Σ)− g(−Σ))V T1
V1(g(Σ)− g(−Σ))UT V1(g(Σ) + g(−Σ))V T1 + 2V2g(0)V T2
 ,
which, together with (2.2), implies that
Ψ(Y ) =




 0 G(Y )
G(Y )T 0
 . (2.7)
This shows that the corresponding nonsymmetric matrix-valued function G(Y ) is
well defined. The proof is complete.
On the other hand, since UV1 depend on the singular value decomposition of Y ,
from (2.1) we know that, g(0) = 0 is the necessary condition for the well-definedness
of G .
Thus, for any real-valued function g defined on <+ only, g(0) = 0 is the sufficient
and necessary condition for the well-definedness of G. In the following discussion
of this thesis, we assume that g(0) = 0.
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2.2 Continuity and differential properties
In this section, we show that the properties of continuity, (locally) Lipschitz conti-
nuity, differentiability, and continuous differentiability are inherited by the nonsym-
metric matrix-valued function G defined as in (1.2) from the real-valued function
g : <+ → <. To this end, we review some useful perturbation results for the
spectral decomposition.
Let Sn be the space of real symmetric matrices. For each X ∈ Sn, we define
the following set of orthonormal eigenvectors of X by
LX := {P ∈ O|P TXP ∈ D},
where O denotes the space of n×n orthonormal matrices and D denotes the space
of n× n real diagonal matrices with nonincreasing diagonal entries.




‖P −Q‖ ≤ η‖X − Y ‖ ∀Y ∈ B(X, ), ∀Q ∈ LY . (2.8)
Lemma 2.2.2. [1, p. 63] For any X,Y ∈ Sn, let λ1, . . . , λn and µ1, . . . , µn be the
eigenvalues of X and Y , respectively. Then
|λi − µi| ≤ ‖X − Y ‖ ∀ i = 1, . . . , n. (2.9)
For any Y ∈ <p×q, assume that Y has the singular value decomposition as in
(1.1), we define the following set of orthonormal eigenvectors of Ξ(Y ) by
OΞ(Y ) := {Q ∈ O |QTΞ(Y )Q ∈ D˜},
where D˜ denote the space of (p+q)×(p+q) real diagonal matrix diag[λ1, . . . , λp+q],
where λi = σi, i = 1, . . . , p, λi = −σi−p, i = p + 1, . . . , 2p, and λi = 0, i =
2p+ 1, . . . , p+ q.
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Lemma 2.2.3. For any Y ∈ <p×q, there exist scalars η > 0 and  > 0 such that
min
P∈OΞ(X)
‖P −Q‖ ≤ η‖Ξ(X)−Ξ(Y )‖ ∀ Ξ(Y ) ∈ B(Ξ(X), ), ∀Q ∈ OΞ(Y ). (2.10)
Proof. For any P ∈ LΞ(X) and Q ∈ LΞ(Y ), there exist a permutation matrix W
such that WP ∈ OΞ(X) and WP ∈ OΞ(Y ). Then from Lemma 2.2.1, there exist
scalars η > 0 and  > 0 such that
min
P∈LΞ(X)
‖P −Q‖ = min
P∈LΞ(X)
‖WP −WQ‖ ≤ η‖Ξ(X)− Ξ(Y )‖,
for any Ξ(Y ) ∈ B(Ξ(X), ) and any Q ∈ OΞ(Y ). Then we get (2.10).
Theorem 2.2.4. Let g : <+ → < be a real valued function. Then, the following
results hold:
(a) G is continuous at Y ∈ <p×q with singular values σ1, . . . , σp if and only if g
is continuous at σ1, . . . , σp.
(b) G is continuous on <p×q if and only if g is continuous on <+.
Proof. (a) From (2.7), we know that G is continuous at Y if and only if Ψ is
continuous at Y . We first show that if g is continuous at σ1, . . . , σp, Ψ is continuous
at Y .
From Lemma 2.2.3, we know that there exist η > 0 and  > 0 such that for any
Ξ(Y +∆Y ) ∈ B(Ξ(Y ), ), where Y +∆Y = U¯ [diag(ν1, . . . , νp) 0]V¯ T ,
min
Q∈OΞ(Y )
‖Q− Q¯‖ ≤ η‖Ξ(∆Y )‖, ∀ Q¯ ∈ OΞ(Y+∆Y ).
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Since g defined by (2.2) is an odd function, we obtain that
Ψ(Y )−Ψ(Y +∆Y )
= Qdiag[g(σ1), . . . , g(σp), . . . ,−g(σ1), . . . ,−g(σp), 0, . . . , 0]QT
−Q¯diag[g(ν1), . . . , g(νp), . . . ,−g(ν1), . . . ,−g(νp), 0, . . . , 0]Q¯T
= Qdiag[g(σ1)− g(ν1), . . . , g(σp)− g(νp),−g(σ1) + g(ν1), . . . ,−g(σp) + g(σp), 0, . . . , 0]QT
+(Q− Q¯)diag[g(ν1), . . . ,−g(νp), 0, . . . , 0]QT + Q¯diag[g(ν1), . . . ,−g(νp), 0, . . . , 0](Q− Q¯)T
→ 0 as ∆Y → 0,
which shows that G is continuous at Y .
Suppose instead G is continuous at Y . Fix any orthogonal matrices U and V
such that Y = U [Σ 0]V T , where Σ = diag[σ1, . . . , σp]. Then for any i ∈ {1, . . . , p},
Z = U [diag[σ1, . . . , σi−1, µi, σi+1, . . . , σp] 0]V T → Y as µi → σi,
and hence G(Z) → G(Y ). By the definition of G, we know that g(µi) → g(σi),
that is, g is continuous at σi.
(b) is an immediate consequence of (a).
Now assume that the function g : < → < defined by (2.2) is differentiable at
σ1, . . . , σp, we denote by Ω the (p + q) × (p + q) symmetric matrix whose (i, j)th




λi − λj if λi 6= λj,
g′(λi) if λi = λj, and i ∈ {1, . . . , 2p}, j ∈ {1, . . . , p+ q},
g′(0) if λi = λj = 0, and i ∈ {2p+ 1, . . . , p+ q}, j ∈ {1, . . . , 2p},
0 if i, j ∈ {2p+ 1, . . . , p+ q}.
Lemma 2.2.5. Ψ is differentiable at Y if and only if g is differentiable at σ1, . . . , σp.
Furthermore, if Ψ is differentiable at Y , we have
Ψ′(Y )H = Q(Ω ◦ (QTΞ(H)Q))QT ∀H ∈ <p×q. (2.11)
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Proof. Suppose first that g is differentiable at σ1, . . . , σp. Then, it is also differen-
tiable at −σ1, . . . ,−σp, that is, g is differentiable at λ1, . . . , λ2p.
By Lemma 2.2.3, we know that there exist scalars η > 0 and  > 0 such that
min
Q∈OΞ(Y )
‖Q− Q¯‖ ≤ η‖Ξ(Y )− Ξ(Y¯ )‖, ∀ Y¯ ∈ B(Y, ), ∀ Q¯ ∈ OΞ(Y¯ ).
We show below that for any H ∈ <p×q with ‖H‖ ≤ , there exists Q ∈ OΞ(Y ) such
that
Ψ(Y +H)−Ψ(Y )−Q(Ω ◦ (QTΞ(H)Q))QT = o(‖H‖). (2.12)
This together with the independence of the third term on Q (see [1]) would show
that Ψ is differentiable at Y and Ψ′(Y ) is given by (2.11).
Let ν1, . . . , νp+q be the eigenvalues of Ξ(Y +H) and τ1, . . . , τp be the singular
value of Y + H. Fix any Q¯ ∈ OΞ(Y+H), then νi = τi (i = 1, . . . , p), νi = −τi−p
(i = p + 1, . . . , 2p) and νi = 0 (i = 2p + 1, . . . , p + q). By Lemma 2.2.3, we know
that there exists Q ∈ OΞ(Y ) satisfying
‖Q− Q¯‖ ≤ η‖Ξ(H)‖. (2.13)
For simplicity, let r denote the left-hand side of (2.12), i.e.,
r := Ψ(Y +H)−Ψ(Y )−Q(Ω ◦ (QTΞ(H)Q))QT ,
and denote r¯ := QT rQ and h¯ := QTΞ(H)Q. Then we have
r¯ = oT bo− a− Ω ◦ h¯, (2.14)
where for simplicity we denote a := diag[g(λ1), . . . , g(λp+q)], b := diag[g(ν1), . . . , g(νp+q)],
and o := Q¯TQ. Note that
o = Q¯TQ = (Q¯−Q)TQ+ I,
which, together with (2.13), implies that
oij = O(‖Ξ(H)‖) ∀i 6= j. (2.15)
2.2 Continuity and differential properties 12
Since Q, Q¯ ∈ O, we have o ∈ O so that oTo = I. This implies





ii +O(‖Ξ(H)‖2), i = 1, . . . , p+ q, (2.16)
0 = oiioij + ojiojj +
∑
k 6=i,j
okiokj = oiioij + ojiojj +O(‖Ξ(H)‖2) ∀i 6= j. (2.17)
On the other hand, since
diag[λ1, . . . , λp+q] = Q




okiokjνk − h¯ij =

λi if i = j,
0 otherwise,
i, j = 1, . . . , p+ q. (2.18)
We now show that r¯ = o(‖Ξ(H)‖) = o(‖H‖), which, by ‖r‖ = ‖r¯‖, would
prove (2.12). For any i ∈ {1, . . . , 2p}, from (2.14), (2.18) and the fact that g(νk) =












= o2iig(νi)− g(λi)− g′(λi)(−λi + o2iiνi) +O(‖Ξ(H)‖2)
= (1 +O(‖Ξ(H)‖2))g(νi)− g(λi)− g′(λi)(−λi + (1 +O(‖Ξ(H)‖2))νi)
+O(‖Ξ(H)‖2)
= g(νi)− g(λi)− g′(λi)(νi − λi) +O(‖Ξ(H)‖2),
where the third and fifth equalities use (2.15), (2.16), and the local boundedness
of g. Since g is differentiable at λ1, . . . , λ2p (λi = σi, i = 1, . . . , p and λi = −σi,
i = p+1, . . . , 2p), by Lemma 2.2.2, we know that the right hand side is o(‖Ξ(H)‖).
2.2 Continuity and differential properties 13




o2kig(νk)− g(λi)− 0 · h¯ii
= −g(λi) +O(‖H‖2).
Since λi = 0, it hold that r¯ii = o(‖H‖).
For any i, j ∈ {1, . . . , p+q} with i 6= j, from (2.14), (2.18) and g(νk) = g(0) = 0












= oiioijg(νi) + ojiojjg(νj)− Ωij(oiioijνi + ojiojjνj) +O(‖Ξ(H)‖2)
= (oiioij + ojiojj)g(νi) + ojiojj(g(νj)− g(νi))
−Ωij((oiioij + ojiojj)νi + ojiojj(νj − νi)) +O(‖Ξ(H)‖2)
= ojiojj(g(νj)− g(νi)− Ωij(νj − νi)) +O(‖Ξ(H)‖2),
where the third and fifth equalities use (2.15), (2.17) and the local boundedness of
g. We consider the following six cases to prove r = o(‖H‖).
Case 1: λi = λj and i ∈ {1, . . . , 2p}, j ∈ {1, . . . , p + q}. The preceding relation
together with (2.15), (2.16) and |νi − λi| ≤ ‖Ξ(H)‖, |νj − λj| ≤ ‖Ξ(H)‖ and
the continuity of g at λi yields
r¯ij = o(‖Ξ(H)‖).
Case 2: λi = λj, i ∈ {2p+1, . . . , p+ q} and j ∈ {1, . . . , 2p}. We know that νi = 0, so
r¯ij = ojiojj(g(νj)− g′(0)νj). Together with (2.15), (2.16), |νj − 0| ≤ ‖Ξ(H)‖,
and the continuity of g at 0, we have r¯ij = o(‖Ξ(H)‖).
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Case 3: i, j ∈ {2p + 1, . . . , p + q}. In this case, we have νi = νj = 0 and hence
r¯ij = o(‖Ξ(H)‖).
Case 4: λi 6= λj and i, j ∈ {1, . . . , 2p}. Then, we know that Ωij = (g(λi)−g(λj))/(λi−
λj) in this case. The preceding relation yields
r¯ij = ojiojj(g(νj)− g(νi)− g(λi)− g(λj)
λi − λj (νj − νi)) +O(‖Ξ(H)‖
2)
= ojiojj(g(νj)− g(νi)− (g(λj)− g(λi))(1 + νj − νi − λj + λi
λj − λi )) +O(‖Ξ(H)‖
2).
This together with (2.15), (2.16) and |νi−λi| ≤ ‖Ξ(H)‖, |νj −λj| ≤ ‖Ξ(H)‖
and the continuity of g at λi and λj yields r¯ij = o(‖Ξ(H)‖).
Case 5: λi 6= λj, i ∈ {1, . . . , 2p} and j ∈ {2p + 1, . . . , p + q}. Then, we know that
Ωij = g(λi)/λi in this case. The preceding relation yields
r¯ij = ojiojj(−g(νi) + g(λi)
λi
νi) +O(‖Ξ(H)‖2)
= ojiojj(−g(νi) + g(λi)(1 + νi − λi
λi
)) +O(‖Ξ(H)‖2).
This together with (2.15), (2.16) and |νi − λi| ≤ ‖Ξ(H)‖, and the continuity
of g at λi yields r¯ij = o(‖Ξ(H)‖).
Case 6: λi 6= λj, i ∈ {2p+1, . . . , p+ q} and j ∈ {1, . . . , 2p}. The analysis is the same
as Case 5.
Consequently, we can draw the conclusion that r = o(‖Ξ(H)‖) = o(‖H‖). This
shows that Ψ is differentiable at Y and Ψ′(Y ) is given by (2.11).
Remark 2.2.1. If σp = 0, then g is differentiable at 0. From [3, Proposition 4.3],
F is differentiable at Ξ(Y ). Then, by the chain rule of composite function, we
know that Ψ is differentiable at Y and
Ψ′(Y )(H) = F ′(Ξ(Y ))Ξ(H). (2.19)
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Although when i, j ∈ {2p+ 1, . . . , p+ q}, Ωij = g′(0) may not be 0, (Ξ(H))ij = 0.
So (2.19) coincides with (2.11).
In what follows, we want to give the formula of the differential of G. Since
λi = σi for i = 1, . . . , p, λi = −σi−p for i = p + 1, . . . , 2p, and λi = 0 for i =
2p + 1, . . . , p + q, we define three index sets: α = {1, . . . , p}, β = {p + 1, . . . , 2p}








Ωαα ∈ <p×p and (Ωαα)ij =

g(σi)− g(σj)
σi − σj if σi 6= σj,
g′(σi) if σi = σj,




if σi 6= −σj 6= 0,
g′(0) if σi = −σj = 0,




if σi 6= 0,
g′(0) if σi = 0,




if − σi 6= σj 6= 0,
g′(0) if − σi = σj = 0,
Ωββ ∈ <p×p and Ωββ =

g(σi)− g(σj)
σi − σj if − σi 6= −σj,
g′(σi) if − σi = −σj,




if − σi 6= 0,
g′(0) if − σi = 0,
2.2 Continuity and differential properties 16




if σj 6= 0,
g′(0) if σj = 0,




if − σj 6= 0,
g′(0) if − σj = 0,
Ωγγ ∈ <(q−p)×(q−p) and (Ωγγ)ij = 0.
It should be noted that we have:
Ωβα := Ω
T
αβ, Ωγα := Ω
T
αγ, Ωγβ := Ω
T
γβ.
Theorem 2.2.6. For any Y ∈ <p×q, assume that Y adopts the singular value
decomposition as in (1.1). Then, G is differentiable at Y with singular values
σ1, . . . , σp if and only if g is differentiable at σ1, . . . , σp. Moreover, G





U [Ωαα◦(AT+A)+Ωαβ◦(A−AT )]V T1 +U(Ωαγ ◦B)V T2 ∀ ∆Y ∈ <p×q.
(2.21)
where A := UT∆Y V1 ∈ <p×p, B := UT∆Y V2 ∈ <p×(q−p).
Proof. From Lemma 2.11, we know that Ψ is differentiable at Y and Ψ′(Y ) is given
by (2.11). By (2.7), the differentiability of Ψ at Y means the differentiability of G
at Y.
Next we show below G′(Y ) is given by (2.21). Let Q is given as in (2.4). By a
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direct calculation, we obtain that





















A+ AT AT − A √2B






Denote A := UT∆Y V1 and B := U
T∆Y V2.
Let us denote









Then, by simple calculations, we get
M11 = [Ωαα ◦ (A+ AT ) + Ωαβ ◦ (−A+ AT )]UT ,
M12 = [Ωαα ◦ (A+ AT )− Ωαβ ◦ (−A+ AT )]V T1 + 2(Ωαγ ◦B)V T2 ,
M21 = [Ωβα ◦ (A− AT ) + Ωββ ◦ (−A− AT )]UT ,
M22 = [Ωβα ◦ (A− AT )− Ωββ ◦ (−A− AT )]V T1 + 2(Ωβγ ◦B)V T2 ,
M31 =
√
2(Ωγα ◦BT + Ωγβ ◦BT )UT ,
M32 =
√
2(Ωγα ◦BT − Ωγβ ◦BT )V T2 .
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Consequently,

















 U(M11 +M21) U(M12 +M22)
V1(M11 −M21) +
√





Ωαα = Ωγγ, Ωαγ = Ωβγ,
we obtain from (2.23) that








Ψ′(Y )(∆Y ) =
 0 G′(Y )∆Y
(G′(Y )∆Y )T 0
 ,
yields (2.21).
On the other hand, suppose that G is differentiable at Y . Suppose for the
purpose of a contradiction that g : < → < is not differentiable at σi for some
i ∈ {1, . . . , p}. Then either g is not directionally differentiable at σi, or if it is, the
right and the left derivatives at σi are unequal. In either case, this means there
exists two sequences of nonzero scalars tυ and τυ, υ = 1, 2, . . . , converging to zero,
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exist and either are unequal or are both equal to ∞ or are both equal to −∞.
Consider any U ∈ <p×p and V ∈ <q×q satisfying Y = U [Σ 0]V T . Let ∆Y =
U [diag[0, . . . , 1, . . . , 0] 0]V T with 1 being in the ith diagonal, we obtain that Y +
t∆Y = U [diag[σ1, . . . , σi + t, . . . , σp] 0]V
T for all t ∈ < and hence
lim
υ→∞
G(Y + tυ∆Y )−G(Y )
tυ





, . . . , 0] 0]V T ,
lim
υ→∞
G(Y + τυ∆Y )−G(Y )
τυ





, . . . , 0] 0]V T .
It follows that these two limits either are unequal or both nonfinite, which implies
that G is not differentiable at Y . This contradicts to the fact that G is differentiable
at Y . Therefore, g is differentiable at σ1, . . . , σp.
Theorem 2.2.7. The nonsymmetric matrix-valued function G is continuously dif-
ferentiable if and only if g is continuously differentiable.
Proof. By similar proof as in [4, Lemma 4] we know that Ψ is continuously differen-
tiable at Y . This, together with (2.7), implies that G is continuously differentiable.
To see “only if” direction, suppose G is continuously differentiable. Then it
follows from (2.21) and the definition of Ωαα that g
′(λ) is well defined for all
λ ∈ <. Moreover, G′([diag(λ, 0, . . . , 0) ]) is continuous we get g′(λ) is continuous.
This shows that g is continuously differentiable.
2.3 Semismoothness and the generalized Jaco-
bian
In this section, we show that G inherits the locally Lipschitz continuity, direc-
tional continuity and (strongly) semismoothness from g. First we introduce some
notations.
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For anyX ∈ Sn, λ1(X), . . . , λn(X) be the eigenvalues ofX and e1(X), . . . , en(X)







Let µ1, . . . , µt be the distinct values of λ1(X), . . . , λn(X) and r1, . . . , rt the multi-
plicities, i.e., µj = λsj+1(X) = . . . = λsj+rj(X), j = 1, . . . , t, where
s1 := 0, s2 := r1, . . . , st := r1 + . . .+ rt−1.
We denote by Ej(X) the n × rj matrix whose columns are formed by the eigen-










We need the following lemmas in our sequent analysis, for the details, see [18] and
the references therein.
Lemma 2.3.1. For any j ∈ {1, . . . , t}, the mapping X 7→ Pj(X) is analytic in a





µj − µk (PjHPk + PkHPj). (2.24)
Lemma 2.3.2. [10, Theorem 7] The directional derivatives λ′sj+i(X,H), i =
1, . . . , rj exist and coincide with the corresponding eigenvalues of the matrix E
T
j HEj
arranged in decreasing order.
Lemma 2.3.3. [20, Theorem 4.7] The eigenvalue function λi : Sn → <, i =
1, . . . , n, are strongly semismooth at every X ∈ Sn.
Let φj(·) := f ′(µj, ·), j = 1, . . . , t and Φj : Srj 7→ Srj be the corresponding
matrix functions.
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Let µ1, . . . , µm be the distinct values of σ1, . . . , σp, µm+1, . . . , µ2m be the distinct
value of −σ1, . . . ,−σp and µ2m+1 = 0 be the value of λi(Ξ(Y )) with i ≥ 2p+ 1.
Lemma 2.3.4. If g is locally Lipschitz continuous at σ1, . . . , σp, then Ψ is locally
Lipschitz continuous at Y .
Proof. Since g is locally Lipschitz continuous at σ1, . . . , σp, it is also locally Lips-









[g(λk(Ξ(Y )))− g(µi)]ek(Ξ(Y ))ek(Ξ(Y ))T ,
we obtain that
‖Ψ(Y¯ )−Ψ(Y )‖ ≤
2m∑
i=1






|g(λk(Ξ(Y¯ ))− g(µi)|‖ek(Ξ(Y¯ ))ek(Ξ(Y¯ ))T‖.
Since ‖ek(Ξ(Y¯ ))ek(Ξ(Y¯ ))T‖ are uniformly bounded, the conclusion then follows
from the locally Lipschitz continuity of the eigenvalue function λk(·) and of Pk(·).
If σp = 0. Then, from [3, Proposition 4.6], we know that F is locally Lipschitz
continuous at Ξ(Y ), i.e., there exists L > 0 such that
‖F (Ξ(Y ) + Ξ(H))− F (Ξ(Y ))‖ ≤ L‖Ξ(H)‖.
By the definition of Ψ, we have
‖Ψ(Y +H)−Ψ(Y )‖ ≤ Lˆ‖H‖,
which means Ψ is locally Lipschitz continuous at Y .
Theorem 2.3.5. The following results hold:
(a) G is locally Lipschitz continuous at Y ∈ <p×q if and only if g is locally
Lipschitz continuous at σ1, . . . , σp.
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(b) G is locally Lipschitz continuous on <p×q if and only if g is locally Lipschitz
continuous on <+.
Proof. (a) As shown in Lemma 2.3.4, Ψ is locally Lipschitz continuous at Y . From
(2.7), we know that G is locally Lipschitz continuous at Y .
Suppose instead that G is locally Lipschitz continuous at Y and Y adopts the
singular decomposition (1.1). Then, there exist δ > 0 and κ > 0 such that
‖G(X)−G(Z)‖ ≤ κ‖X − Z‖, ∀X,Z such that ‖X − Y ‖ ≤ δ, ‖Z − Y ‖ ≤ δ,
Choose ν, τ such that |ν−σi| ≤ δ, |τ−σi| ≤ δ. LetX = U [diag(σ1, . . . , ν, . . . , σp) 0]V T
and Z = U [diag(σ1, . . . , τ, . . . , σp) 0]V
T . Then, we know that ‖X − Y ‖ ≤ δ and
‖Z − Y ‖ ≤ δ and hence |g(ν)− g(τ)| = ‖G(X)−G(Z)‖ ≤ κ‖X − Z‖ = κ|ν − τ |.
So, g is locally Lipschitz continuous at σi, i = 1, . . . , p.
(b) is an immediate consequence of (a).
From Lemma 2.3.4, we know that Ψ is also locally Lipschitz continuous if
g : < → < is locally Lipschitz continuous. Hence, ∂BΨ(Y ) is well defined for any
Y ∈ <p×q. Now we study the structure of this generalized Jacobian. Here we




λi − λj if λi 6= λj,
∈ ∂g(λi) if λi = λj, and i ∈ {1, . . . , 2p}, j ∈ {1, . . . , p+ q},
∈ ∂g(0) if λi = λj = 0, and i ∈ {2p+ 1, . . . , p+ q}, j ∈ {1, . . . , 2p},
0 if i, j ∈ {2p+ 1, . . . , p+ q}.
Lemma 2.3.6. If g : < → < is locally Lipschitz continuous at σ1, . . . , σp, the
generalized Jacobian of Ψ at Y is well defined and nonempty. For any V ∈ ∂BΨ(Y ),
one has
V H = Q(Γ ◦ (QTΞ(H)Q))QT ∀H ∈ <p×q, (2.25)
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for some Q ∈ OΞ(Y ).
Proof. Fix any V ∈ ∂BΨ(Y ). According to the definition of ∂BΨ(Y ), there exists
a sequence {Yk} ⊆ <p×q converging to Y such that Ψ is differentiable at Yk for
all k and V = limk→∞Ψ′(Yk). Let σi, and σki be the singular value of Y and Y
k
respectively. Let λi, and λ
k
i (i = 1, . . . , p + q) be the eigenvalue of Ξ(Y ) and
Ξ(Yk) respectively. Then λi = σi (i = 1, . . . , p), λi = −σi−p (i = p+1, . . . , 2p), and




i (i = 1, . . . , p), λ
k
i = −σki−p (i = p+1, . . . , 2p),
and λki = 0 (i = 2p + 1, . . . , p + q). Choose any Qk ∈ OΞ(Yk). By Lemma 2.2.3,
there exist η > 0 and Q¯k ∈ OΞ(Y ) satisfying
‖Qk − Q¯k‖ ≤ η‖Ξ(Y )− Ξ(Yk)‖
for all k sufficiently large. By passing to a subsequence if necessary, we assume that
this holds for all k and that {Qk} converges. By Lemma 2.2.2, we have λki → λi
for i = 1, . . . , p + q. Denote λk = (λk1, . . . , λ
k
p+q)
T . Then, from Theorem 2.2.6, we
get that




g(λki )− g(λkj )
λki − λkj
if λki 6= λkj ,




j , and i ∈ {1, . . . , 2p}, j ∈ {1, . . . , p+ q},
g′(0) if λki = λ
k
j = 0, and i ∈ {2p+ 1, . . . , p+ q}, j ∈ {1, . . . , 2p},
0 i, j = 2p+ 1, . . . , p+ q.
(2.27)
Since g is locally Lipschitz continuous, then {Γkij} is bounded for all i, j. By passing
to a subsequence if necessary, we can assume that {Γkij} converges to some Γij ∈ <
for all i, j.
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Case 1. For each i, i = 1, . . . , 2p, we have
Γkii = g
′(λki )→ Γii ∈ ∂Bg(λi).
Case 2. For each i 6= j such that λi 6= λj, we have λki 6= λkj for all k sufficiently large
and hence
Γkij =
g(λki )− g(λkj )
λki − λkj
→ Γij = g(λi)− g(λj)
λi − λj .
Case 3. For each i 6= j such that λi = λj and i = 1, . . . , 2p, j = 1, . . . , p + q. If
λki = λ
k
j for k along some subsequence, then
Γkij = g
′(λki )→ Γii ∈ ∂Bg(λi) ⊆ ∂g(λi).
If λki 6= λkj for k along some subsequences, then a mean-value theorem of
Lebourg yields
Γkij =
g(λki )− g(λkj )
λki − λkj
∈ ∂g(λˆkij)




j . Since ∂g is upper semicon-
tinuous, this together with λˆkij → λi = λj implies the limit of {Γkij} belongs
to ∂g(λi).
Case 4. For each i 6= j with i ∈ {2p+ 1, . . . , p+ q} and j ∈ {1, . . . , 2p}, λi = λj = 0,
the argument is similar to that in Case 3.




j = 0. Then
Γkij = 0 = Γij.
Thus, taking limits on both sides of (2.26) and using the above results, we obtain
(2.25) for some Q ∈ OΞ(Y ) and Γ ∈ Sp+q, which are the limit of Qk and Γ(λk),
respectively.
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Next we give a formula for the generalized Jacobian of G. Since λi = σi for
i = 1, . . . , p, λi = −σi−p for i = p+ 1, . . . , 2p, and λi = 0 for i = 2p+ 1, . . . , p+ q,
we define three index sets: α = {1, . . . , p}, β = {p + 1, . . . , 2p} and γ = {2p +







Proposition 2.3.7. Assume that g is locally Lipschitz continuous, then, for any
Y ∈ <p×q, the generalized Jacobian ∂BG(Y ) is well defined and nonempty. More-




U [Γαα ◦ (AT + A) + Γαβ ◦ (A− AT )]V T1 + 2U(Γαγ ◦B)V T2 , (2.29)
for some U, V such that Y = U [Σ 0]V T , and A = UTHV1 ∈ <p×p and B =
UTHV2 ∈ <p×(q−p).
Proof. Fix anyW ∈ ∂BG(Y ) for any Y ∈ <p×q. By the definition of B-subdifferential,
we know that there exists {Y k} ∈ <p×q such that G is differentiable at Y k and for




Since G is differentiable at Y k, combining with (2.7), we obtain that Ψ is differen-












Since limY k→Y Ψ(Y k) ∈ ∂BΨ(Y ), from Lemma 2.3.6,
lim
Y k→Y
Ψ(Y k)H = Q(Γ ◦ (QTΞ(H)Q))QT .
It follows from the same calculation as in (2.2.6) we get that WH is given by
(2.29).
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In the next two theorems, we show that G inherits the directional differentia-
bility and semismoothness from g.
Assume that σ1 ≥ . . . ≥ σp > 0 and g : < → < is directionally differentiable
at σ1, . . . , σp. For any H ∈ <p×q, we denote by Λ the (p+ q)× (p+ q) symmetric




λi − λj (Q
TΞ(H)Q)ij if λi 6= λj,
g′(λi; (QTΞ(H)Q)ij) if λi = λj and i, j = 1, . . . , 2p,
0 if i, j = 2p+ 1, . . . , p+ q.
(2.31)
Lemma 2.3.8. If g is directionally differentiable at σ1, . . . , σp and σp > 0. Then,
Ψ is directionally differentiable at Y . Moreover, for any H ∈ <p×q, one has
Ψ′(Y ;H) = QΛQT . (2.32)
Proof. Let µ1, . . . , µm be the distinct values of σ1, . . . , σp, µm+1, . . . , µ2m be the
distinct value of −σ1, . . . ,−σp and µ2m+1 = 0 be the value of λi(Ξ(Y )) with i ≥





Consider the decomposition of Ψ at Y¯ = Y + tH. Since










[g(µk(Ξ(Y¯ )))− g(µj)]ek(Ξ(Y¯ ))ek(Ξ(Y¯ ))T ,
we have









[g(λk(Ξ(Y¯ )))− g(µj)]ek(Ξ(Y¯ ))ek(Ξ(Y¯ ))T .(2.34)
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(PjΞ(H)P2m+1 + P2m+1Ξ(H)Pj). (2.35)









t−1[g(λk(Ξ(Y¯ )))− g(µ1)] = g′(µ1, λ′k(Ξ(Y ),Ξ(H))),
by [18], we know that any accumulation point of E1(Ξ(Y¯ )) is a matrix E˜1(Ξ(Y ))
whose columns e˜1(Ξ(Y )), . . . , e˜r1(Ξ(Y )) satisfy the following two conditions
(a) e˜Ti Ξ(H)e˜i = 0 for i 6= j ∈ {1, . . . , r1}.
(b) e˜T1 Ξ(H)e˜1, . . . , e˜
T
r1
Ξ(H)e˜r1 form the eigenvalues of the r1×r1 matrix E˜T1 Ξ(H)E˜1
arranged in the decreasing order.
Then, by Lemma 2.3.2, we get
g′(µ1, λ′k(Ξ(Y ),Ξ(H))) = g
′(µ1, e˜TkΞ(H)e˜k).
Moreover, since the eigenvalues of E˜T1 Ξ(H)E˜1 coincide with the corresponding
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which is the same as (2.32).
Remark 2.3.1. If σ1 ≥ . . . ≥ σp = 0. Then, g is also directionally differentiable
at 0 since g is directionally differentiable at σ1, . . . , σp. By [3, Proposition 4.2], we
know that F is directionally differentiable at Ξ(Y ). Since
Ψ′(Y ;H) = lim
t↓0




F (Ξ(Y ) + tΞ(H))− F (Ξ(Y ))
t
= F ′(Ξ(Y ); Ξ(H)), (2.37)




λi − λj (Ξ(H))ij if λi 6= λj,
g′(λi; (Ξ(H))ij if λi = λj.
Since for i, j ∈ {2p + 1, . . . , p + q}, λi = λj = 0 and Ξ(H)ij = 0, we have




λi − λj (Q
TΞ(H)Q)ij if λi 6= λj,
g′(λi; (QTΞ(H)Q)ij) if λi = λj and i ∈ {1, . . . , 2p}, j ∈ {1, . . . , p+ q}
g′(λi; (QTΞ(H)Q)ij) if λi = λj and i ∈ {1, . . . , p+ q} j ∈ {1, . . . , 2p}
0 if i, j ∈ {2p+ 1, . . . , p+ q}.
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Theorem 2.3.9. Let Y have the singular value decomposition as in (1.1). Then,
G is directionally differentiable at Y ∈ <p×q if and only if g is directionally differ-
entiable at σ1, . . . , σp. Moreover, for any nonzero ∆Y ∈ <p×q,





where A = UTHV1 and B = U
THV2.
Proof. Suppose first that g is directionally differentiable at σ1, . . . , σp. Then, from
Lemma 2.3.8 and the above arguments, we conclude that G is directionally differ-
entiable at Y .
Next we calculate the directional derivative of G.
Ψ′(Y,H) =
 0 limt↓0










 0 G′(Y ;H)
(G′(Y ;H))T 0
 . (2.39)
From (2.22), we know that
QTΞ(H)Q =

A+ AT AT − A √2B

















σi − σj (aij + aji) if σi 6= σj,
g′(σi; aij + aji) if σi = σj,





(aji − aij) if σi 6= 0,







bij if σi 6= 0,
g′(0,
√





(aij − aji) if σi 6= 0,




σi − σj (aij + aji) if σi 6= σj,







bij if σi 6= 0,
g′(0;
√







bji, if σj 6= 0,
g′(0;
√







bji if σj 6= 0,
g′(0;
√
2bji) if σj = 0,
(Λγγ)ij = 0.
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where
M1 = U(Λαα + ΛβαΛαβ + Λββ)U
T ,





M3 = V1(Λαα − Λβα + Λαβ − Λββ)UT +
√
2V2(Λγα − Λγβ)UT ,
M4 = V1(Λαα − Λβα − Λαβ + Λββ)V T1 +
√
2V2(Λγα − Λγβ)V T1 +
√
2V1(Λαγ − Λβγ)V T2 .
By the definition of Λ, we know that
Λαα = −Λββ, Λαβ = −Λβα, Λαγ = Λβγ, Λγα = Λγβ, Λβα = (Λαβ)T , Λγα = (Λαγ)T ,
which shows that M1 =M2 = 0, M3 =M
T
4 . Together with (2.39), we obtain that





Suppose instead that G is directionally differentiable at Y with singular values
σ1, . . . , σp. Fix any U ∈ Op and V ∈ Oq satisfying Y = U [diag[σ1, . . . , σp] 0]V T .
For each i ∈ {1, . . . , p} and each di ∈ <, let H := U [diag[0, . . . , di, . . . , 0] ]V T .
Since G′(Y ;H) = U [diag[0, . . . , g′(σi; di), . . . , 0] 0]V T exists, we get that g′(σi, di)
is well defined.
Lemma 2.3.10. If g is (strongly) semismooth at σi, i = 1, . . . , p. Then, Ψ is
(strongly) semismooth at Y .
Proof. We give below a proof for the strong semismoothness case. The semis-
moothness case can be derived in a similar way.
By Theorem 2.3.5 and 2.3.9, we know that G is locally Lipschitz continuous
and is directionally differentiable at Y . Since g is strongly semismooth at σi,
i = 1, . . . , p and in addition g is an odd function, it is also strongly semismooth at
−σi, i = 1, . . . , p.
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We first show that if σ1 ≥ . . . ≥ σp > 0, Ψ is strongly semismooth at Y . From
the decomposition of Ψ at Y¯ = Y +H, we have
Ψ(Y¯ )−Ψ(Y ) =
2m∑
j=1






[g(λk(Ξ(Y¯ )))− g(µj)]ek(Ξ(Y¯ ))(ek(Ξ(Y¯ )))T .
Since Pj(·) are twice continuously differentiable near Ξ(Y¯ ), we have
2m∑
j=1






It follows from Lemma 2.3.3 the eigenvalue function λk(·) are strongly semismooth
and g(·) are strongly semismooth at λi. Thus, for k ∈ {sj + 1, . . . , sj + rj} and
j ∈ {1, . . . , 2m}, we have that
g(λk(Ξ(Y¯ )))− g(µj) = g′(λk(Ξ(Y¯ ))), λ′k(Ξ(Y¯ ),Ξ(H))) +O(‖H‖2).
Since ‖ek(Ξ(Y¯ ))(ek(Ξ(Y¯ )))T‖ are uniformly bounded, we get that









g′(λi(Ξ(Y¯ )), λ′i(Ξ(Y¯ ),Ξ(H)))ei(Ξ(Y¯ ))(ei(Ξ(Y¯ )))
T +O(‖H‖2).
By Lemma 2.3.8 we know that for an appropriate choice of ei(Ξ(Y¯ )), one has
Ψ(Y¯ )−Ψ(Y ) = Ψ′(Y¯ , H) +O(‖H‖2),
which implies that Ψ is strongly semismooth at Y .
We next assume that σp = 0. Then g is strongly semismooth at 0. By [3,
Proposition 4.10], we know that F is strongly semismooth at Ξ(Y ) and hence
F (Ξ(Y ) + Ξ(H))− F (Ξ(Y )) = F ′(Ξ(Y ) + Ξ(H); Ξ(H)) +O(‖Ξ(H)‖2),
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which, together with (2.37), yields that
Ψ(Y +H)−Ψ(Y ) = Ψ′(Y +H;H) +O(‖H‖2).
Thus, Ψ is strongly semismooth at Y .
Theorem 2.3.11. If g is (strongly) semismooth at σi, i = 1, . . . , p. Then G is
(strongly) semismooth at Y .
Proof. By Lemma 2.3.10, we obtain that
Ψ(Y¯ )−Ψ(Y )−Ψ′(Y¯ , H) =
 0 G(Y¯ )−G(Y )
(G(Y¯ )−G(Y ))T 0
−
−
 0 G′(Y¯ ;H)
(G′(Y¯ ;H))T 0
 = O(‖H‖2),
which implies that G(Y¯ )−G(Y )−G′(Y¯ ;H) = O(‖H‖2) and hence G is strongly
semismooth at Y .
Example 2.3.1. For some given τ > 0, let g : <+ → < be defined by
g(t) := (t− τ)+.
Note that g(0) = 0 in this case. We then get that the extended function g : < → <
has the following form:
g(t) =

(t− τ)+ if t ≥ 0,
−(−t− τ)+ if t < 0,
that is, g(t) = (t− τ)+− (−t− τ)+. It can be readily seen that the nonsymmetric
matrix-valued function G associated with g becomes the soft thresholding operator.
Since g is strongly semismooth everywhere, by Theorem 2.3.11, we can get the
result that the soft thresholding operator is strongly semismooth everywhere, which
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has been shown by Jiang, Sun and Toh [9]. Therefore, our results on the properties
of the nonsymmetric matrix-valued function G generalize the results of Jiang, Sun




In this chapter, we will discuss the continuity and differential properties of the
smoothing function for the nonsmooth nonsymmetric matrix function. We first
give the definition of the smoothing function and then show that the smooth-
ing function inherits the properties of locally Lipschitz continuity, continuous dif-
ferentiability, directional differentiability and (strongly) semismoothness from the
smoothing function h of the real-valued function g.
3.1 Definition
Let h : <++ × <+ → < be the smoothing function of g : <+ 7→ <. Now we define
the smoothing function H of the nonsmooth nonsymmetric matrix value function
G as follows:
H(, Y ) := U [diag[h(, σ1), . . . , h(, σp)] 0]V
T . (3.1)
As h is only defined on <++ × <+, for later discussion we define the extended
function hˆ : < → < by
hˆ(, y) :=
 h(, y)− h(, 0) if t ≥ 0,−(h(,−y)− h(, 0)) if t < 0.
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We can easily see that hˆ is an odd function and
H(, Y ) = U [h(,Σ) 0]V T = U [hˆ(,Σ) 0]V T + h(, 0)Y.
For the convenience of discussion, we use h and H to represent hˆ and Hˆ, respec-
tively.
In order to study the properties of H, we define the function Φ : < × <p×q →
Sp+q by
Φ(, Y ) := F (,Ξ(Y ))
= Qdiag[h(, σ1), . . . , h(, σp), h(,−σ1), . . . , h(,−σp), h(, 0), . . . , h(, 0)]QT
= Q[diag[h(, σ1), . . . , h(, σp), h(,−σ1), . . . , h(,−σp)] 0]QT ,
where Ξ and Q are given by (2.3) and (2.4), respectively. By the same calculation
as in (2.7), we can get
Φ(, Y ) =
 0 H(, Y )
(H(, Y ))T 0
 . (3.2)
3.2 Continuity, differential properties and semis-
moothness
In this section, we study the continuity, differential and semismooth properties of
the smoothing function of the nonsmooth nonsymmetric matrix-valued function.
Theorem 3.2.1. If h is locally Lipschitz continuous at (, σ1), . . . , (, σp). Then
H is locally Lipschitz continuous at (, Y ).
Proof. Assume that h is locally Lipschitz continuous at (, σ1), . . . , (, σp). Then,
it is also locally Lipschitz continuous at (,−σ1), . . . , (,−σp). We show below that
Φ is locally Lipschitz continuous at (, Y ).
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We first consider the case of σ1 ≥ . . . ≥ σp > 0. Since








[h(, λk(Ξ(Y )))−h(, µi)]ek(Ξ(Y ))ek(Ξ(Y ))T ,
we obtain that
‖Φ(τ, Y¯ )− Φ(, Y )‖ ≤
2m∑
i=1






|h(τ, λk(Ξ(Y¯ ))− h(, µi)|‖ek(Ξ(Y¯ ))ek(Ξ(Y¯ ))T‖.
Since ‖ek(Ξ(Y¯ ))ek(Ξ(Y¯ ))T‖ are uniformly bounded, it follows from locally Lipschitz
continuity of the eigenvalue function λk(·) and of Pk(·) that Φ is locally Lipschitz
continuous at (, Y ).
We next consider the case of σp = 0. Since h is locally Lipschitz continuous at
(, 0), from [23, Proposition 3.3], we know that Φ is locally Lipschitz continuous at
(,Ξ(Y )), i.e., there exists L > 0 such that
‖F (+ τ,Ξ(Y ) + Ξ(H))− F (, Y )‖ ≤ L‖(τ,Ξ(H))‖,
which, together with the definition of Φ, implies that
‖Φ(+ τ, Y +H)− Φ(, Y )‖ ≤ Lˆ‖(τ,H)‖
for some Lˆ > 0. Thus, Φ is locally Lipschitz continuous. It follows from (3.2) that
H is locally Lipschitz continuous at (, Y ).
Theorem 3.2.2. Given (, Y ) ∈ <++×<p×q, if h is continuously differentiable at
(, σi) (i = 1, . . . , p), then H is continuously differentiable at (, Y ). Moreover, for
any (τ,∆Y ) ∈ <++ ×<p×q, the derivative of H is given by
H ′(, Y )(τ,∆Y ) = H ′Y (, Y )∆Y +H
′
(, Y )τ.
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Proof. Fix  > 0. By Theorem 2.2.6 and 2.2.4, we know that H(, ·) is continuously
differentiable around Y ∈ <p×q and for any ∆Y ∈ <p×q,
H ′Y (, Y )∆Y =
1
2
U [Ωαα ◦ (AT + A) + Ωαβ ◦ (A− AT )]V T1 + U(Ωαγ ◦B)V T2 ,
where A := UT∆Y V1 ∈ <p×p, B := UT∆Y V2 ∈ <p×(q−p) and the matrices
Ωαα, Ωαβ, Ωαγ are defined by
(Ωαα)ij :=

h(, σi)− r(, σj)
σi − σj if σi 6= σj,
h′(, σi) if σi = σj,
(Ωαβ)ij :=

h(, σi) + h(, σj)
σi + σj
if σi 6= −σj,





if σi 6= 0,
h′(, 0) if σi = 0.
For fixed Y ∈ <p×q, since h(·, σi) (i = 1, . . . , p) are continuously differentiable
on <++, we know that H(·, Y ) is continuously differentiable on <++ and for any
τ ∈ <, we have
H ′(, Y )τ = τU [diag(h
′
(, σ1), · · · , h′(, σp)) 0]V T .
Since h′(ν, σi(Z)) → h′(, σi(Y )) as ν → , Z → Y , we have that ‖H ′(ν, Z) −
H ′(, Y )‖ → 0, which implies that H ′ is continuous.
The above arguments show that H is differentiable at (, Y ) and
H ′(, Y )(τ,∆Y ) = H ′Y (, Y )∆Y +H
′
(, Y )τ.
Since H ′Y (, Y ) and H
′
(, Y ) are continuous, H
′ is continuous and thus H is con-
tinuously differentiable.
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Let µ1, . . . , µm be the distinct values of σ1, . . . , σp, µm+1, . . . , µ2m be the distinct
value of −σ1, . . . ,−σp and µ2m+1 = 0 be the value of λi(Ξ(Y )) with i ≥ 2p+ 1.
Theorem 3.2.3. For any (, Y ) ∈ <++ × <p×q, if h is directionally differentiable
at (, σi), i = 1, . . . , p, then H is directionally differentiable at (, Y ).
Proof. Since Y is directionally differentiable at (, σi), it is also directionally differ-
entiable at (,−σi). First we show that Φ is directionally differentiable at (, Y ).
For any t > 0, (τ,H) ∈ <++ × <p×q, let Y¯ = Y + tH and ¯ = tτ + . We first
consider the case σ1 ≥ . . . ≥ σp > 0. Since
h(¯, µ2m+1(Ξ(Y¯ )) = h(, µ2m+1) = 0
and






[h(¯, λk(Ξ(Y¯ )))−h(, λk)]ek(Ξ(Y¯ ))ek(Ξ(Y¯ ))T ,
we have
Φ(¯, Y¯ )− Φ(, Y ) =
2m∑
k=1














[h(¯, λk(Ξ(Y¯ )))− h(, λk)]ek(Ξ(Y¯ ))ek(Ξ(Y¯ ))T .
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Next we calculate the directional derivative of B. Since h is directionally dif-
ferentiable at (, λk), k = 1, . . . , 2p, together with the directionally differentiable of
λk(Ξ(Y )), k = 1, . . . , 2p, we obtain that for each k,
lim
t↓0






h′((, λk(Y )); (τ, λ′k(Y ; Ξ(H))))ek(Ξ(Y ))ek(Ξ(Y ))
T . This means
that Φ is directionally differentiable at (, Y ) and









h′((, λk(Y )); (τ, λ′k(Y ; Ξ(H))))ek(Ξ(Y ))ek(Ξ(Y ))
T .
We turn to the case σ1 ≥ . . . σp = 0. Then, h is also directionally differentiable
at (, 0). From [23, Proposition 3.1], we know that F is directionally differentiable
at (,Ξ(Y ). Since
Φ′((, Y ); (τ,H)) = lim
t↓0




F (+ tτ,Ξ(Y ) + tΞ(H))− F (,Ξ(Y ))
t
= F ′((,Ξ(Y )); (τ,Ξ(H))), (3.3)
we obtain that Φ is directionally differentiable at (, Y ). From (3.2), we conclude
that H is also directionally differentiable at (, Y ).
In the following, we show the (strong) semismoothness of H.
Theorem 3.2.4. If h is (strongly) semismooth at (, σi), i = 1, . . . , p. Then H is
(strongly) semismooth at (, Y ).
Proof. We give below a proof for the strong semismoothness case. The semis-
moothness case can be derived in a similar way.
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We first show that Φ is strongly semismooth at (, Y ) by considering two cases.
Case 1: σ1 ≥ . . . ≥ σp > 0. For any (τ,H) ∈ <++ ×<p×q, we have








[h(τ, λk(Ξ(Y +H)))− h(, λk(Ξ(Y )))]ek(Ξ(Y +H))ek(Ξ(Y +H))T .
Since Pj(·) are twice continuously differentiable near Ξ(Y¯ ), we have
2m∑
k=1






It follows from Lemma 2.3.3 and the strong semismoothness of h(·, ·) at (, λi) that
for k ∈ {1, . . . , 2p},
h(+τ, λk(Ξ(Y¯ )))−h(, λk) = h′((+τ, λk(Ξ(Y¯ ))); τ, λ′k(Ξ(Y¯ ),Ξ(H)))+O(‖Ξ(H)‖2).
Since ‖ek(Ξ(Y¯ ))(ek(Ξ(Y¯ )))T‖ are uniformly bounded, we get that
2p∑
k=1




h′((+ τ, λk(Ξ(Y¯ ))); τ, λ′k(Ξ(Y¯ ),Ξ(H))) +O(‖Ξ(H)‖2).
Consequently,
Φ(+ τ, Y +H)− Φ(, Y ) = Φ′((+ τ, Y +H); (τ,H)) +O(‖H‖2),
which means that Φ is strongly semismooth at (, Y ).
Case 2: σp = 0. Then, the assumption implies that h is strongly semismooth at
(, 0). From [23, Theorem 4.2], we know that F is strongly semismooth at (,Ξ(Y )),
that is,
F (+ τ,Ξ(Y ) + Ξ(H))− F (,Ξ(Y ))
= F ′((+ τ,Ξ(Y ) + Ξ(H)); (τ,Ξ(H))) +O(‖(τ,Ξ(H))‖2).
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By the definition of Φ, we get that
Φ(+ τ, Y +H)− Φ(, Y ) = Φ′((+ τ, Y +H); (τ,H)) +O(‖(τ,H)‖2).
which yields that Φ is strongly semismooth at (, Y ). From (3.2), we conclude that
H is (strongly) semismooth.
Example 3.2.1. We use Huber smoothing function h : <++×<+ → < to smooth
the soft thresholding operator, which is defined by
h(, t) =








)2 if − 
2
< t < 
2
,
0 if t ≤ − 
2
.
Then the smoothing function for the soft thresholding operator is
hτ (, t) =






(t− τ + 
2
)2 if τ − 
2
< t < τ + 
2
,
0 if t ≤ τ − 
2
.
We define the extended function hˆτ : < → < by,
hˆτ (, t) :=












) if t < 0.
Since hτ is strongly semismooth on <+ × <, from the above theorem Hτ is
strongly semismooth on <+ ×<p×q.
Chapter4
Conclusions
In this thesis, we studied various continuity and differentiability properties of the
nonsymmetric matrix-valued function and the smoothing function of the nons-
mooth nonsymmetric matrix-valued function. In particular, we showed that the
nonsymmetric matrix-valued function G and its smoothing function H inherit the
continuity, differentiability, continuous differentiability, locally Lipschitz continu-
ity, directional differentiability and (strongly) semismoothness from the real-valued
function g and the smoothing function h of g, respectively. These results can be
applied to address some basic issues on the analysis of semismooth/smoothing
Newton methods arising from the nonsymmetric matrix optimization problems.





This appendix reviews some basic properties of vector-valued functions. These
properties are continuity, (locally) Lipschitz continuity, directional differentiability,
continuous differentiability and (ρ-order) semismoothness.
Throughout this appendix, we assume that X and Y are two finite dimensional
real vector spaces and W is an open set in Y . We consider a function Θ :W → Y .
We say that Θ is continuous at x ∈ W if
Θ(y)→ Θ(x) as y → x;
and Θ is continuous in W if it is continuous at every x ∈ W . The function Θ is
said to be locally Lipschitz continuous at x ∈ W if there exists κ > 0 and δ > 0
such that
‖Θ(y)−Θ(z)‖ ≤ κ‖y − z‖, ∀y ∈ W such that ‖y − x‖ ≤ δ, ‖z − x‖ ≤ δ;
and Θ is locally Lipschitz continuous in W if it is locally Lipschitz continuous at
every x ∈ W . If δ can be taken to be +∞, Θ is said to be Lipschitz continuous
with Lipschitz constant κ.
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and Θ is directionally differentiable onW if it is directionally differentiable at every
x ∈ W . The function Θ is said to be (Fre´chet) differentiable at x ∈ W if there
exists a linear operator Θ′(x) :W → Y such that
Θ(x+ h)−Θ(x)−Θ′(x)h = o(‖h‖).
Moreover, Θ is continuously differentiable inW if Θ is differentiable at every x ∈ W
and Θ′ is continuous.
If Θ is a locally Lipschitz continuous function in W . Then, by Rademacher’s
theorem [17, Chapter 9.J] we know that Θ is almost everywhere differentiable in
W . Let WΘ denote the set of points in W where Θ is differentiable. Then, the
Clarke’s generalized Jacobian of Θ at x ∈ W is defined by (cf. [5])
∂Θ(x) := conv{∂BΘ(x)},
where “conv” denotes the convex hull and the B-subdifferential ∂BΘ(x), defined by
Qi in [15], is given by
∂BΘ(y) :=
{
V : V = lim
j→∞
Θ′(xj) , xj → x , xj ∈ WΘ
}
.
The concept of semismoothness was first introduced by Miﬄin ([14]) for func-
tionals and was extended to vector-valued functions by Qi and Sun ([16]).
Definition A.0.1. Assume that Θ is a locally Lipschitz continuous function on
W . We say that Θ is semismooth at a point x ∈ W if
(i) Θ is directionally differentiable at x; and
(ii) for any y → x and V ∈ ∂Θ(y),
Θ(y)−Θ(x)− V (y − x) = o(‖y − x‖) .
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The function Θ is said to be ρ-order semismooth at x ∈ W if Θ is semismooth at
Θ and, for any y → x and V ∈ ∂Θ(y), one has
Θ(y)−Θ(x)− V (y − x) = O(‖y − x‖1+ρ) .
We say that Θ is strongly semismooth at x ∈ W if it is 1-order semismooth at
x ∈ W .
The following result, originally shown by Sun and Sun [19], will be needed in
our analysis.
Proposition A.0.5. [19, Theorem 3.7] Suppose Θ is locally Lipschitz continuous
and directionally differentiable in a neighborhood of x ∈ W. Then, for any 0 <
ρ <∞, the following two statements are equivalent:
(I) For any h ∈ X and any V ∈ ∂Θ(x+ h),
Θ(x+ h)−Θ(x)− V (h) = o(‖h‖) (respectively, O(‖h‖1+ρ)).
(II) For any h ∈ X such that Θ is differentiable at x+ h,
Θ(x+ h)−Θ(x)−Θ′(x+ h)h = o(‖h‖) (respectively, O(‖h‖1+ρ)).
AppendixB
Properties of symmetric matrix-valued
functions
This appendix contains some results related to the properties of symmetric matrix-
valued functions, which will be used to analyze the properties of nonsymmetric
matrix-valued functions.
Let X ∈ Sn have the eigenvalue decomposition of the form:
X = Pdiag[λ1, . . . , λn]P
T , (B.1)
where P is an orthogonal matrix and diag[λ1, . . . , λn] denotes the n × n diagonal
matrix with its ith diagonal entry λi. Then, for any function f : < → <, we can
define a matrix-valued function F : Sn → Sn (cf. [1, 8]), associated with f , by
F (X) := Pdiag[f(λ1), . . . , f(λn)]P
T . (B.2)
By [1, Chapter V], we know that F (X) is well defined (independent of the ordering
of the eigenvalues and the choice of the eigenvectors).
From [3], we know that F inherits the properties of continuity, (locally) Lip-
schitz continuity, directional differentiability, differentiability, continuous differen-
tiability and semismoothness of f . For the convenience of our proof, we list below
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the related results in [3] and the references therein.
Proposition B.0.6. The function F is continuous at X ∈ Sn with eigenvalues
λ1, . . . , λn if and only if f is continuous at λ1, . . . , λn.
Proposition B.0.7. For any f : < → <, the following results hold:
(a) F is directionally differentiable at an X ∈ S with eigenvalues λ1, · · · , λn if
and only if f is directionally differentiable at λ1, · · · , λn. Moreover, for any
nonzero H ∈ Sn,
F ′(X;H) = P (F [1](λ;P THP )P T





λi − λj Hij if λi 6= λj,
f ′(λi;Hij) if λi = λj.
(b) F is directionally differentiable if and only if f is directionally differentiable.
Proposition B.0.8. The function F is locally Lipschitz continuous at X ∈ Sn with
eigenvalues λ1, . . . , λn if and only if f is locally Lipschitz continuous at λ1, . . . , λn.
Proposition B.0.9. The function F is differentiable at X ∈ Sn with eigenvalues
λ1, . . . , λn if and only if f is differentiable at λ1, . . . , λn. Moreover, F
′(X) is given
by
F ′(X)H = P (f [1](λ) ◦ (P THP ))P T , ∀H ∈ Sn
for some orthogonal matrix such that X = Pdiag[λ1, · · · , λn]P T , where f [1](λ) is




λi − λj if λi 6= λj,
f ′(λi) if λi = λj.
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Proposition B.0.10. Let f : < → < be locally Lipschitz continuous. Then, for
any X ∈ Sn, the generalized Jacobian ∂BF (X) is well defined and nonempty.
Moreover, for any V ∈ ∂BF (X), we have
V H = P (Λ ◦ (P THP ))P T ∀h ∈ Sn
for some orthogonal matrix P such that X = Pdiag[λ1, . . . , λn]P
T , where “◦”




λi − λj if λi 6= λj,
∈ ∂f(λi) if λi = λj.
Proposition B.0.11. The function F is semismooth if and only if f is semis-
mooth. Moreover, if f is ρ-order semismooth (0 < ρ < ∞), then F is min{1, ρ}-
order semismooth.
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