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Abstract 
 
Contemporary manufacturers have to endure the challenges of a constantly 
changing economic environment that is increasingly competitive. Today’s business 
world has witnessed increasingly intense foreign competition, rapid technological 
change, shorter product life-cycles and customers frequently demanding new products. 
To deal with this dynamic and uncertain marketplace, firms are required to become more 
nimble, flexible and quickly responsive to competitive and pressure situations. 
Recognising this trend, the manufacturing sector has focused on becoming more agile. In 
business situations characterised by high uncertainty, agility is not just desirable but is 
quickly becoming a requirement for organisations’ success.  
Despite number of theories being developed on agility by many academics and 
practitioners, few businesses have implemented agility to its full potential. Most studies 
on the experiences in the manufacturing sector have documented events and processes in 
developed economies. To respond to these issues, this study explores the development of 
agility in the context of a developing economy, Thailand, and specifically, its automotive 
parts industry. This study develops and empirically tests a research model to capture the 
key enablers of agility and the impact of agile capabilities on organisational 
performance. The conceptual foundation of the research is grounded in the Resource-
based View (RBV) and the Dynamic Capability View (DCV), and in a review of the 
operations strategy literature. The framework establishes the cause-and-effect 
relationships between manufacturing practices and agile capability and organisational 
performance outcomes. To do this, seven hypotheses are developed and tested.  
iv 
 
The research pursues a positivist paradigm by using Structural Equation 
Modelling (SEM) analysis. The psychometric properties of the research instrument are 
generated through a rigorous procedure of content validity. This is followed by a large-
scale questionnaire survey involving the Industrial Estates Authority of Thailand, 
focusing on tier-1 automotive parts producers. The response rate in this study is 43% 
(n=297). The findings confirm that the manufacturing practices in which organisational 
resources are integrated and reintegrated to generate new capability positively influence 
the development of agility. The results confirm the positive impact of agile capabilities 
on a business organisation’s success, particularly with reference to operational 
performance.    
The research makes an original contribution to the operations strategy and agility 
literature by developing and validating the research model and the accompanying 
measurement instrument. In particular, the conception, measurement, hypotheses and 
empirical findings of the manufacturing practices and the agility construct represent a 
significant contribution in advancing the theoretical foundation and the empirical basis of 
agility in the context of developing economies. Finally, the research makes a practical 
contribution by offering a tool for a business organisation to assess and measure its 
agility initiative and progress, and to identify those areas where improvement is needed. 
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CHAPTER 1 INTRODUCTION 
 
This thesis explores the effect of manufacturing practices on the development of 
agile capabilities and organisational performance outcomes in a developing economy, 
Thailand. It develops and validates a model and measurement instrument for assessing 
(1) different manufacturing practices that firms need if they are to become agile; and (2) 
the impact of agile capabilities on organisational performance in both operational and 
financial scenarios.   
The introductory chapter begins with outlining the background to the research in 
Section 1.1, followed by the rationale of the study, and research questions and objectives 
in Sections 1.2 and 1.3, respectively. It justifies the thesis’s focus on identifying the 
manufacturing practices that enable firms to become agile. The investigation of the 
impact of agile capabilities on organisational performance is also discussed. 
Incorporating with the literature review and theories on the implementation of agility in 
the manufacturing sector, the study examines the development of agility in Thailand. 
Section 1.4 outlines the scope of the study with a concentration on the Thai automotive 
parts industry. This is followed by an outline of the significance of study in Section 1.5. 
This research contributes to the theoretical knowledge of the agility framework and its 
specific application to manufacturing industries in a developing economy. It also 
contributes to practical implication for improving current manufacturing practices in the 
Thai automotive parts industry. Finally, Section 1.6 provides a synopsis of the thesis 
with summaries of the chapters that follow. 
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1.1. Background of the Study 
Manufacturing is currently being driven by shifts in demand and the availability 
of new technologies. The prospect is for a more global manufacturing industry, in which 
developing economies are the sources of new customers as well as the production base 
(Sturgeon & Kawakami 2010). An emerging global supply chain has promised to create 
additional demand and drive further productivity gains across manufacturing industries. 
Concurrently, a rich pipeline of innovations in materials, information technology, 
processes, and manufacturing operations will give manufacturers the opportunity to 
design and build new kinds of products, reinvent existing ones, and bring renewed 
dynamism to the sector (Stefano & Sgalari 2006). With the projected addition of 1.8 
billion people entering the world’s consuming class by 2025, the role of manufacturers in 
a global economy will continue to evolve (Manyika et al. 2012). 
Even as new opportunities for markets and technologies emerge, the growth of 
global value chains has increased exposure of many manufacturing companies to the 
impact of new challenges and complex situations (Doneny et al. 2012). The global 
economy has become more volatile and this has posed a challenge for manufacturing 
industries. Long-term shifts in the global supply chain are accompanied by significant 
fluctuations in market trends, rapid changes in customer’s preferences, technological 
innovation and more competition (Gunasekaran et al. 2008; Richard et al. 2011). Large 
manufacturers such as those in the automotive parts industry, experience routinely short 
product life-cycles and sudden shifts in what customers want (Kang & Montoya 2014). 
According to McKinsey Global institute (2012), automotive parts manufacturers 
experienced oscillating vehicles and parts sales with an average absolute annual change 
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of 9.5% between 2000-2005 to 13.3% between 2006 and 2011. As a result, increased risk 
and uncertainty was realised within the automotive and automotive parts industry. 
To take advantage of emerging opportunities and navigate in a more challenging 
environment, companies and governments need new analytical rigor and foresight, new 
capabilities, and the conviction to act. One of the most important tasks for manufacturing 
is to manage uncertainties. In a constantly changing environment, it is the manufacturers’ 
task to search for change, respond to change, and exploit change as an opportunity 
(Lenny Koh & Simpson 2005; Swisher 2013). Complexities in such a business 
environment can then be overcome by constant adjustments or improvements in the 
manufacturing operations (Calvo et al. 2008). The speed of change will require 
manufacturers to be more nimble and flexible, less hierarchical, and more networked to 
deliver value (Christopher et al. 2006). These attributes are increasingly recognised in 
agile operations. After years of focusing on optimising their value chain for low cost 
productions, manufacturing in the modern era will be characterised by its agility 
(Doheny et al. 2012; Manyika et al. 2012).  
The agility concept was first introduced in the publication of Iacocca Institute of 
Lehigh University back in 1991 (Ren et al. 2003). According to Goldman et al. (1991) 
agility refers to ‘the ability of a company to thrive and prosper in a competitive 
environment of continuous and unanticipated market change – to respond quickly to 
rapidly changing, fragmenting, global markets’. The concept of agility has been 
proposed within the industrial enterprises’ attempt to simultaneously respond to a wide 
range of different competitive objectives including cost, quality, speed, leading-edge 
technology products, and flexibility (Adeleye & Yusuf 2006). Agility involves the 
development of operational capabilities to outperforming improve competition through 
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securing competitive advantage approach (Kisperska-moron & Swierczek 2009; 
Rahiminia et al. 2009).  
In the field of operations strategy, agility has been emphasised as a major 
competitive priority in manufacturing operations. Agility involves the development of 
capabilities that enable firms to manage resources better in a fast-changing business 
environment (Sheppard & Young 2006). The desirability of agility stems from its ability 
to rapidly and efficiently change procedures through an integration and re-integration of 
organisational resources without compromising daily operations or changes to processes 
(Meyer & Stensaker 2006; Wieland & Wallenburg 2012). This skill enables 
organisations to become responsive, flexible, innovative and fast in responding to the 
volatile, unpredictable business environment (Zhang & Sharifi 2007). For manufacturers 
faced by customisation, short lead times, changing consumer preferences and high 
uncertainty, the ability to be agile is not only desirable but has become a requirement for 
organisational survival.  
1.2. Rationale of the Study 
The competition accompanying globalisation has forced many industries to 
progress from slow moving, stable oligopolies to a hypercompetitive environment (Esper 
et al. 2007). New products and changes in operational systems are hastily introduced by 
manufacturers trying to outperform each other (Mangan et al. 2008). Today’s 
marketplace is characterised as volatile, highly competitive and with time-sensitive 
customers (Gunasekaran et al. 2008; Leitao & Francisco 2006). Increasingly, the 
manufacturing industries have witnessed the decline of time-to-market in the last few 
decades (Chen et al. 2012). Products are being increasingly influenced by innovative 
technologies and fragmented customers’ requirements, with the result that product life-
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cycles are decreasing and product proliferation is expanding (Da Silveria et al. 2001; 
Kang & Montoya 2014). The time available to develop new products to meet market 
demand is, hence, greatly reduced.  
Due to increased market complexity and uncertainty, manufacturing has 
witnessed the emergence of agility (Brown & Bessant 2003; Yusuf et al. 2004). Agility 
has been introduced to enable organisations to overcome the challenges of demanding 
customers who seek products that are relevant to their specific and rapidly changing 
needs (Fliedner & Vokurka 1997). While the traditional mass production process 
requires attention to a few products with a long production time, an agile organisation 
focuses on producing a broad range of products that are updated frequently (Bernardes & 
Hanna 2009; MacDuffie et al. 1996).  
The periods of competitive advantage have grown shorter over time, resulting in 
a greater vulnerability in the supply chain (Kurniawan & Zailani 2010; Wagner & Bode 
2006; Wiggins & Timothy 2005). In industrial markets, buyers tend to source from 
suppliers who can meet their quality specification with the shortest lead times. Being 
slow to respond to changing market demand can cause much damages and the loss of 
competitive advantage over the key competitors. The manufacturers are urged to 
investigate how their manufacturing operations are structured and managed in order to 
keep pace with change (Christopher et al. 2006).  
Despite wide discussion on the beneficial impact of agile capabilities, there is still 
a dearth of research on agility with respect to its key enablers and organisational 
performance outcomes. The question as to how manufacturers can identify tools and 
techniques and acquire the relevant agile capabilities has so far resulted in ambiguous 
answers (Zhang 2011). According to Adeleye and Yusuf (2006), the enablers of agility 
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need further exploration to find out best examples of each and the underlining practices 
that help achieve, sustain and maintain each one over a long period of time. Along with 
this is the need to explore how to integrate the gamut of such ‘best practices’ in a firm. 
Nevertheless, agility has been freely promoted without the necessary development of 
models to achieve it (Vazquez-Bustelo et al. 2007). This is indeed generating serious 
risks for organisations that are trying to improve their performance.  
Table 1.1 below provides a summary of the relevant studies on agility. Based on 
the existing literature review, the rationale of this study is as follows:  
1. Most of the empirical research to date has focused on exploratory, descriptive 
or conceptual studies. Gunasekaran and Yusuf (2002) have argued that 
theoretically derived hypotheses and empirical studies to test them are 
conspicuously absent from studies of the agile organisation and although it 
seems intuitive that the ability to respond to dynamic and unpredictable 
changes in the environment should contribute to an organisation’s success, 
this proposition has not been scientifically tested. Although businesses 
organisations are becoming more aware of the importance of agility, the link 
of the agile concept to concrete actions has not yet been explored (Katayama 
& Bennett 2001). These important issues and questions need to be addressed 
to understand how agile capabilities might be achieved with clarity of 
purpose, focus and goals.  
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Table 1.1. Summary of Relevant Studies on Agility 
Citation 
Agility 
Enablers 
Agility 
Capabilities 
Strategic 
Perspective 
Tactical 
Perspective 
Operational 
Perspective 
Operational 
Performance 
Financial 
Performance 
Type of Study Location 
Vokurka & Fliendner (1998) - √ √ - - √ - Conceptual USA 
Yusuf et al. (1999) √ √ - - √ - - Conceptual UK 
Gunasekaran (1999) √ √ - - √ - - Conceptual USA 
Zhang & Shrifi (2000) - √ √ - - √ - Conceptual UK 
Meredith & Francis (2000) √ √ √ √ - - - Conceptual UK 
Christopher (2000) √ √ √ - - - - Conceptual UK 
Maskell (2001) √ - - √ - - √ Conceptual USA 
Hooper et al. (2001) - √ √ - - - - Conceptual UK 
Crocitto & Youssef (2003) √  √ - - - - Conceptual USA 
Jin-Hin et al. (2003) - √ √ √ - - - Conceptual UK 
Conboy  & Fitzgerald (2004) - - √ √ - √ - Conceptual Ireland 
Ismail & Sharifi (2006) √ √ √ - - - - Conceptual UK 
Sherehiy et al. (2007) √ √ √ √ - √ - Conceptual USA 
Ramesh & Devadasan (2007) - √ √ √ - - √ Conceptual India 
Bernardes & Hanna (2009) - √ - √ - √ - Conceptual USA 
Conboy (2009) √ √ √ - - - - Conceptual Ireland 
Wendler (2013) √ √ - - √ - - Conceptual Germany 
Ramasesh et al. (2001) √ √ √ - - √ √ Exploratory India 
Elkins et al. (2004) √ √ √ - - - - Exploratory USA 
Elmoselhy (2013) √ √ √ √ - - √ Exploratory Netherlands 
Tsourveloudis & Valavanis (2002) √ - √ - - √ - Empirical Netherlands 
Cao & Dowlatshahi (2005) - √ - - √ - √ Empirical USA 
Narasimhana et al. (2006) √ √ - - √ √ - Empirical USA 
Xiaobo et al. (2006) - √ - - √ - √ Empirical China 
Vazquez-Bustelo et al. (2007) √ √ - - √ √ √ Empirical Spain 
Charles et al. (2010) - √ √ - - √ - Empirical France 
Eshlaghy et al. (2010) √ √ - - √ - - Empirical Iran 
Zhang (2011) - √ - - √ - - Empirical UK 
Blome et al. (2013) - √ √ - - √ - Empirical USA 
Chang et al. (2013) √ √ - - - - √ Empirical Taiwan 
Vinodh et al. (2012) √ √ √ - - - - Empirical India 
Vinodh & Aravindraj (2012)  √ - √ - - - - Empirical India 
Nicholas & Varun (2012) - √ - √  - √ Empirical USA 
Sud-on (2014) √ √   √ √ √ Empirical Thailand 
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2. The majority of studies conducted on agility with the focus on the capability 
outputs (i.e. flexibility, responsiveness, innovation competency, and 
quickness), while researches on the key enablers to explain how these 
capabilities has taken place are still limit. In dealing with the current 
unprecedented changing speed of competition, many manufacturing 
organisations have started re-orienting their competencies by doing things 
differently to improve their competiveness. A number of manufacturing 
practices such as automation and flexible manufacturing systems, concurrent 
engineering, total quality management, strategic and cooperative outsourcing 
and cross-functional teamwork have been introduced to the industrial 
environment (Vazquez-Bustelo et al. 2007). When formulating their 
operational strategy, managers choose a manufacturing priority and then 
allocate their scarce resources accordingly (Boyer & Lewis 2002). The 
implementation of these practices has, therefore, been considered by 
researchers to be the key enablers of agile capabilities. Given the complexity of 
the market, the selection of the right production practices is considered to be 
critical to enhancing organisational performance and achieve sustained 
competitive advantage (Goldman & Nagel 1993; Sharifi & Zhang 2001). In an 
agile environment, these manufacturing practices must enable manufacturers to 
change their processes rapidly in order to meet the needs of increasingly 
demanding and well-informed customers (Yusuf & Adeleye 2002). Wrong 
decisions and problems of strategic fit sometimes occur and become key issues 
(Ngamsirijit 2008). 
3. Little empirical evidence focuses on agility at the operational level. Treating 
agility as a single-facet concept cannot fully explain the role of agility in a 
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competitive environment. Based on the study of Xiaobo et al. (2006), agility 
can be divided into strategic, tactical and operational levels as shown in Table 
1.2.  
Table 1.2. Type of agility 
Type of Agility Description 
Strategic agility  Ability to find, create and exploit opportunities quickly and 
sensibly in an uncertain environment and to position 
properly  
Tactical agility  Ability to occasionally change or adapt  
Operational agility Ability to change processes to satisfy the changing needs of 
the environment quickly and economically 
 
                   Source: Adapted from Xiaobo et al., (2006) 
While strategic agility is the set of business initiatives which enable 
organisations to achieve competitive advantage, operational agility refers to 
production processes which accomplish speed, accuracy and cost economy 
(Porter 1996; Weill et al. 2002). Operational agility describes the effectiveness 
and efficiency of a firm’s daily operations to satisfy the changing needs of the 
business environment (Cao & Dowlatshahi 2005). On this assumption, it can 
be argued that in order to achieve strategic agility, operational agility is 
required to implement speedy adaptation. A high level of operational agility is 
required to promote on-time delivery, a shorter time for satisfying customers’ 
needs and the ability to adapt quickly to a changing environment (Xiaobo et al. 
2006). An organisation that can adapt quickly is likely to gain a competitive 
advantage.  
4. Little empirical evidence exists validating the positive link between agile 
capabilities and organisational performance, in terms of both operational and 
financial performance. Otherwise it is limited to advance economies such as 
the USA and UK. Given the concurrent importance of emerging demand, and 
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market volatility, understanding to what extent agile capabilities contribute to 
business outcomes, has become critical not only in the context of advanced 
economies but also developing economies (Manyika et al. 2012). 
1.3. Research Questions and Objectives 
The main research questions of this study are: 
What are the manufacturing practices that organisations need to implement in 
order to achieve agile capabilities that finally leads to improved organisational 
performance? 
In order to address the main research question, the following specific objectives are 
formulated: 
1) To identify the manufacturing practices firms need to implement to become 
agile in Thai automotive parts industry 
2) To examine the impact of manufacturing practices on agile capabilities in the 
Thai automotive parts industry 
3) To examine the impact of agile capabilities on operational and financial 
performance in automotive parts manufacturing in Thailand 
4) To measure the impact of operational performance on financial performance in 
Thai automotive parts manufacturing in Thailand 
1.4. Scope of the Study 
Manufacturing companies in developing economies contribute substantially to the 
growth of global economic network. The local suppliers not only produce and distribute 
but also design and undertake R&D functions in the process of releasing new products 
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worldwide (Lin 2004). These manufacturers play a vital role in the networked supply chain 
in responding to changing market demand (Nellore 2001). Given an increasingly important 
role of Original Equipment Manufacturing (OEM) suppliers (also known as tier-1 
suppliers) in product and production development, it is important to understand their link 
to the overall supply chain (Liu et al. 2013).  
The Thai automotive parts industry has been chosen for analysis because it is a 
major strategic player in the global economy and supply chain. According to Thai 
Automotive Institute (2012), OEM parts accounted for more than 70% of the total exports. 
Thailand is ranked the world 14
th
 largest automotive producers with the total annual 
production of more than 2 million vehicle parts units (International Organisation Motor 
Vehicle Manufacturers 2014). The development of this industry has resulted in the 
expansion of both upstream industries such as petrochemicals, plastics, metal and 
machinery and the downstream industry, which is the automotive industry as a whole 
(Komolavanij et al. 2010). This study’s scope is limited to tier-1 suppliers who are 
members of the Industrial Estate Authority of Thailand (IEAT). IEAT operates under the 
Ministry of Industry in developing regional industrial sectors where factories from various 
industries are systematically clustered together (Industrial Estates Thailand 2009). 
Currently, approximately 41 industrial estates are located in 15 provinces under IEAT 
(Industrial Estates Thailand 2009). This study uses data from a single respondent from 
each participating organisation, based on a respondent’s knowledge and experience in 
supply chain management, procurement, operations management and production.  
1.5. Significance of Study 
The study of operations strategy (OS) has been of increasing interest in the 
literature because of its role in maintaining best performance (Krajewski & Ritzman 2005). 
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Its concerns include designing and controlling the processes of production and redesigning 
business operations (Schoenherr & Narasimhan 2012). The aim of OS is to ensure business 
operations are efficient in terms of resource utilisation and effective in terms of meeting 
customer requirements (Wild 2006). In OS programs, the combination of people skills, 
process capabilities, knowledge of technology and business relationships are all required 
for success. The significance of the OS for competitive advantage and its impact on firm 
performance is undisputed, and it has been a long-established concept in production and 
operations management (Demeter 2003; Hayes & Wheelwright 1984; Skinner 1969). OS is 
thus a resource that can lead to competitive advantage (Bourne et al. 2003).  
One key OS that has received much attention in recent years is the move towards 
the agile approach. Agility is emerging as an essential competency for organisations to 
deal with uncertainties in today’s fast-changing environment. It is recognised by many 
organisations as a means by which they can gain competitive advantage and improve 
business results (Blackmon & Brown 2005; Brown & Bessant 2003; Koh & Simpson 
2007). Agility encompasses a comprehensive response to the business challenges of 
profiting from rapidly changing, continually fragmenting markets for high performance, 
high quality, customer-configured goods and services (DeVor et al. 1997; Glodman et al. 
1995). According to Sharifi and Zhang (2001), the ability to respond to changes in 
appropriate ways and to exploit and take advantages of changes is in fact the main factors 
of agility.  
The concept of agility has been popularised by the literature as a mean by which 
organisations seeking to their competitive advantage (Agarwal et al. 2007; Nicholas & 
Varun 2012). Agility refers to the ability to rapidly and efficiently change through a 
combination and recombination of isolated capabilities without compromising daily 
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operations or subsequent change processes (Sheppard and Young, 2006; Wieland and 
Wallenburg, 2012; Meyer and Stensaker, 2006). Given dynamic business environment, 
agile capabilities are important to allow firm to integrate, build, and reconfigure internal 
and external components to address rapidly environments (Teece, 2009). Through the 
dynamic capabilities view, agility stresses on the ability to sense and respond to changes 
and opportunities within the marketplace (Sambamurthy et al. 2003). Agility captures the 
ability to learn to revamp existing operational capabilities with new knowledge, integrate 
the new knowledge in the reconfigured operational capabilities, and coordinate to 
synchronise tasks, resources, and activities to deploy the reconfigured operational 
capabilities (Paul and Omar, 2011). The agile capabilities cover internal and external 
resources that are essentially for organisations to build strategic capabilities and maintain 
long-term competitive advantage (Gripsrud et al. 2006). According to Barney and Clark 
(2007), agility is seen as a source of strategic capabilities in which organisation creating 
and exploiting bundles of values resources that other organisations cannot readily imitate.  
Agility is a complex concept. According to Tsourveloudis and Valavanis (2002), 
the agility metric is difficult to develop due to its multidimensional and fuzzy nature. In 
the broad sense, agility covers both the internal and external resources and processes that 
are linked with the flow of production to the final delivery (Gripsrud et al. 2006). 
Companies are now under unprecedented pressure to improve their operational efficiency 
so that they are more competitive and successful. Such pressures include competition from 
foreign products, new products introduced by competitors, reduced product life-cycle, 
unanticipated shifts in customer demand and advances in manufacturing and information 
technology (Brown & Eisenhardt 1995; Browne et al. 1995; Zhu et al. 2011). In addition, 
customer sophistication and the emergence of ‘intelligent’ products require more complex 
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design specifications and expectations for value-added deliverables (Bhattacharya 1996; 
Weigelt & Sarkar 2012). 
This research deals specifically with the enablers and capabilities of agility and 
organisational performance in the manufacturing industry. The belief is that the adoption 
of appropriate manufacturing practices will enhance agile capabilities, ultimately leading 
to an improvement in organisational performance. Like other research fields, agility 
requires theorisation, model construction and measurement development, because theory 
construction and a cumulative tradition – the ultimate objectives of a research field – are 
inseparable from measurement (Byrd & Turner 2000). This study, drawing on 
manufacturing practices, agile capabilities, the resource-based view (RBV) and the 
dynamic capability view (DCV), develops a framework for agility. The theories provide a 
rigorous foundation for the conceptualisation of agility. By combining the theoretical 
approaches from extant theories, a model of agility is developed and tested. The study 
offers an original contribution to the agility literature. From the perspective of an agile 
environment in a developing country, this study makes a contribution to enrich the body of 
knowledge by producing a reliable model that can be used in the supply chain and 
operations strategy contexts.   
To become agile, it is important that manufacturers understand the concept. The 
development of an agile model is useful for practitioners to understand the areas that need 
to be built or improved in order to become agile. Rather than viewing agility as one 
domain, the model allows organisations to approach agility from different perspectives. 
Moreover, the model provides the means for an organisation to assess and benchmark 
manufacturing practices, capabilities and progress, particularly against competitors in the 
same industry. Assessment of the current state is an essential step in any strategy 
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development. The model offers practitioners both framework and assessment tools to 
strategies agility.  
For an automotive parts manufacturer to run agile operation effectively to address 
the gaps between market demand uncertainty, technological change and competitive 
intensity, the proposed model of agility is expected to provide a better understanding for 
management of what to apply when and what the possible outcome could be. It is evident 
that the opportunities and threats in the current operating environment for manufacturing 
organisations means dealing much more with unpredicted and unprecedented changes 
(Dangayach & Deshmukh 2003). Even in the areas of anticipated and created changes, 
increasing competitive pressure, customer demands and the emergence of new 
performance criteria mean that the rate of change is increasing rapidly. The quicker and 
more effectively changes can be made, the better the organisations will be able to survive 
and remain competitive.  
1.6.  Synopsis of the Thesis 
This thesis comprises eight chapters. Chapter 1 covers the background to the study, 
rational of the study, research questions and objectives, and scope of the study. This 
followed by the significance of study with a justification of the research’s contributions is 
presented and finally the synopsis of the thesis that gives a general overview of the thesis 
structure. 
Chapter 2 briefly discusses the scenario of Thailand’s automotive parts industry. 
This chapter reviews how the industry has operated and how it structured. It also provides 
a discussion on the OEM manufacturing supplier network as well as the analysis of 
16 
 
industry opportunities and challenges that lead to the requirements of agility in the Thai 
automotive parts manufacturing.  
Chapter 3 presents a comprehensive review of the literature on the theoretical 
concepts, empirical research and associated evidence relating to the topic. This chapter 
focuses on different manufacturing practices, agile capabilities and organisational 
performance. The research framework flowing from theories and literature review is then 
presented, with the hypotheses that have been developed.  
Chapter 4 presents the primary research methodology of this study: details on the 
research paradigm; methodologies of choice, the empirical research design and stages, 
including the unit of analysis, overview stages of research instrument development, data 
collection and the use of Structural Equation Modelling (SEM) in data analysis. Ethical 
considerations are finally discussed and the conclusion that leads to the next chapter.  
Chapter 5 follows the description of instrument development explained in Chapter 
4. The analysis of five different stages of content validity is conducted together with the 
discussion of validation processes’ results. The survey questionnaire generated in this 
Chapter is used for large scale survey which leads to the data analysis in the following 
Chapter.  
Chapter 6 presents the data analysis using SEM to answer the research question and 
validate the research hypotheses. This chapter makes a major contribution by analysing the 
descriptive data and examining the validity of the model through both exploratory factory 
analysis (EFA) and confirmatory factor analysis (CFA) approach. This is followed by the 
presentation of final full structural model of agility. 
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Chapter 7 interprets and discusses the findings from the statistical analysis 
described in Chapter 6. The discussion is organised to answer the research objectives and 
hypotheses presented in Chapters 1 and 3, respectively. This chapter clarifies the effects of 
manufacturing practices on the development of agility and reports on the impact of agile 
capabilities on organisational performance in both operational and financial aspects.  
Chapter 8 concludes the thesis with contributions, limitations and implications for 
future research. This chapter deliberates on the contributions of the thesis based on the 
research findings, the research hypotheses and the rationale of study. The theoretical and 
practical implications of the research findings are also described before this chapter 
concludes with an overall summary. 
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CHAPTER 2 STUDY CONTEXT - THAI AUTOMOTIVE 
PARTS INDUSTRY 
 
A decade into the 21
st
 century, the manufacturing sector faces a series of changes and 
challenges ranging from shifts in demand to developing economies to fast technological 
changing. Increasingly, the global growth of manufactured goods has witnessed the presence 
of developing economies as the key contributors. While advanced economies such as the 
United States and Germany are facing trade deficits and declining skilled labour, the global 
exports from major developing economies such as China, India, Indonesia and Thailand 
increased from $14 billion in 2000 to $102 billion in 2010 (Sturgeon & Kawakami 2010). 
This rise in manufacturing outputs has contributed to a doubling of developing economies 
share of global manufacturing, from 21% to 39% during the past decade (McKinsey Global 
institute 2012).  
This chapter reviews the Thai automotive parts industry and its role in a global supply 
chain. It discusses the development of automotive clusters and the Original Equipment 
Manufacturing (OEM) supplier network in Thailand. The opportunities and challenges faced 
by the Thai automotive parts industry that require significant agility in order to perform better 
are examined. Despite many studies on agility, researchers have traditionally developed 
theories and models applicable to advanced economies context. This reliance on the 
perspective of advanced economies has engendered assumptions that may not be relevant to 
the economies of less developed economies. Given the impact of globalisation, both 
advanced and developing economies seek alternatives for dealing with changing demand and 
the competitive environment. This study, therefore, examines the phenomenon of agility in 
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Thailand, specifically the automotive parts industry, which is steeped in its own traditions 
and values in global business. 
2.1. Thai Automotive Parts Industry 
In 1960’s, the automotive parts and the automotive manufacturing industry began in 
parallel as the government of Thailand advocated the need for indigenisation of automotive 
industry with the introduction of import substitution policy (Techakanont 2008). The market 
was in its infancy, with a total of 3,232 passenger cars sold and a mere 525 of these vehicles 
assembled in Thailand (Fujita 1998; Kaosa-Ard 1993). The first automotive joint venture 
between Ford and the Thai motor industry, the Anglo-Thai Motor Company, began local 
assembly in 1961. The competitive market environment in Thailand has since matured as new 
foreign and local manufacturers emerged to set up production plants in order to serve the 
domestic demand (Chiasakul 2004). With government focus on localisation and reducing the 
foreign trade deficit, the Thai government changed its policies, by increasing the tariffs on 
imported Completely Built-up Units (CBU) in 1971 (Techakanont 2011). As a result, many 
new parts manufacturers and assemblers were quickly established in Thailand. In 1975, the 
government reinforced their policy by legislating the need to increase local parts to 25% and  
the legislation compelled the gradual increase in the local parts content to an increased 25% 
by 1975 (Natsuda & Thoburn 2011). A moratorium was placed on new parts manufacturers 
as were limits on the number of vehicle models offered. Nevertheless, as manufacturers 
quickly began circumventing the part and component limits, these rules were abandoned 
before they could have any real effect (Kaosa-Ard 1993).  
However, the government intervention was not enough to provide support to the local 
manufacturers to compete with the imported parts. The widening trade deficit in automotive 
parts increased to more than six times between 1972 and 1977, while the plants were running 
20 
 
much below their optimum production levels at around a one-sixth of their capacity (Kaosa-
Ard 1993). An increased local parts requirements to 50% in 1983 forced out several smaller 
companies such as Dodge, Holden and Simca (Ueda 2009). Gradually, the manufacturing of 
simple parts such as brakes, radiators, engine parts, glass and small body parts began to 
increase.  
Given the liberalisation of market restrictions in 1991, which resulted in lowering of 
prices, the Thai automotive parts production began to grow at a rapid rate (Thai Automotive 
Institute 2012). The transformation of automotive parts industry was witnessed as 
consequences of severe competition between South Korea and Japanese manufacturers that 
had flooded the Thai automotive parts industry with market-specific parts and components 
required for low-priced cars (Chiasakul 2004; Noor et al. 2011). The industry experienced a 
dramatic growth in local production at approximately 12% from 1992 to 1996 (The 
Federation of Thai Industries 2011).  
However, the collapse of entire automotive industry was following the Asian financial 
crisis in 1997-1998 that resulted in the Thai automotive parts industry faced the serious 
problem of over-capacity which lasted long into the succeeding decade (Niyomsilpa 2006). In 
order to respond to this situation, the manufacturers increased export efforts and eventually 
become the new exporters of vehicles and automotive parts in the late 1998 (Thailand Board 
of Investment 2012).  
Thailand is currently making great efforts to establish itself as the ‘Detroit of Asia’. 
The country is today’s largest automotive and automotive parts producer in the Association 
of Southeast Asian Nations (ASEAN) with an annual output of more than 1.5 million 
automotive parts (Asean Automotive Federation 2014). Thailand’s exports of automotive 
parts more than quadrupled between 2003 and 2008, as locally produced vehicles and parts 
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continued to gain global acceptance (Ai-yapark et al. 2010). According to the Ministry of 
Commerce, Thai automotive parts’ customers included more than 130 countries globally with 
a total export value of US$17 billion in 2011 (The Federation of Thai Industries 2011). The 
automotive and automotive part industry in Thailand is one of that generates great economic 
value for the country. The industry accounts for 12% of Gross Domestic Product (GDP) 
originating from manufacturing and over 400,000 skilled workers (Thailand Board of 
Investment 2012). This has made Thailand the largest regional automotive manufacturer in 
Southeast Asia and it was ranked the world’s 14th largest (Table 2.1) in 2013 (International 
Organisation Motor Vehicle Manufacturers 2014).  
 
Table 2.1. World Automotive Production 2013 
Rank Country Cars Commercial vehicles Total Change from previous year 
1 China 18,085,213 4,031,612 22,116,825 14.80% 
2 Japan 8,189,323 1,440,747 9,630,070 -3.10% 
3 Germany 5,439,904 278,318 5,718,222 1.20% 
4 USA 4,346,958 6,698,944 11,045,902 6.90% 
5 South Korea 4,122,604 398,825 4,521,429 -0.90% 
6 India 3,138,988 741,950 3,880,938 -7.00% 
7 Brazil 2,742,309 998,109 3,740,418 9.90% 
8 Russia 1,919,636 255,675 2,175,311 -2.60% 
9 Mexico 1,771,987 1,280,408 3,052,395 1.70% 
10 Spain 1,719,700 443,638 2,163,338 9.30% 
11 UK 1,509,762 87,671 1,597,433 1.30% 
12 France 1,460,000 280,000 1,740,000 -11.60% 
13 Czech Rep. 1,128,473 4,458 1,132,931 -3.90% 
14 Thailand 1,122,780 1,409,797 2,532,577 4.30% 
15 Slovakia 975,000 - 975,000 5.20% 
16 Canada 965,191 1,414,615 2,379,806 -3.40% 
17 Indonesia 925,111 283,100 1,208,211 13.40% 
18 Turkey 633,604 491,930 1,125,534 4.90% 
19 Malaysia 540,200 55,970 596,170 4.70% 
20 Iran 538,170 87,940 626,110 -38.20% 
 
Source: International Organisation of Motor Vehicle Manufacturers (2014)   
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2.2. Development of Thai Automotive Cluster 
Government policies have influenced not only the flow of foreign direct investment 
(FDI) to the automotive and automotive parts industry, but also the location of the automotive 
assembly and parts plants. Between the 1970s and the 1990s, the automotive parts 
manufacturing was subjected to government policies that sort to promote the industry, 
specifically to advance regional development (Lall 2011). The Board of Investment (BOI) 
incentives were granted and privileges were granted for investment in industrial infrastructure 
to establish three general industrial zones in Bangkok, Ayutthaya and Rayong (see Table 2.2). 
This revision drove industrial decentralisation towards the eastern provinces. Industrial 
estates and developed infrastructure were important incentives for multinational enterprises 
(MNEs) when choosing locations for their new plants (Komolavanij et al. 2010). 
 
Table 2.2. Investors’ Privileges within Industrial Estates Authority of Thailand 
 Duty Zone 1 Zone 2 Zone 3 
Corporate Income Taxes 100% exemption for 3 
years 
100% exemption for 7 
years if location in IE 
100% exemption for 8 years 
+ 50% reduction for a 
further 5 years 
Duties on Capital Goods 
(Machinery, Parts etc.) 
Pay 50% Pay 50% Free 
Duties on Imported Raw 
Material  
Exemption for 1 year if 
exports at least 30% 
Exemption for 1 year if 
exports at least 30% 
5 year exemption if exports 
are at least 30%; pay 25% 
for 5 years domestic sales 
VAT, Excise Tax, Surcharge 
(BOI), Import and Export Duty 
(IEAT) 
Normal rates Normal rates Normal rates 
Transport, Electricity, Water Not applicable Not applicable Double deduction from 
taxable income for 10 years 
Infrastructure Facilities  Not applicable Not applicable Double deduction from 
taxable income 25% 
Source: Industrial Estates Thailand (2009) 
 
Note:  Zone 1 = Bangkok (Bangchan IE, Lad Krabang IE), Samut Prakan (Bangpoo IE, Bangplee IE, 
Gemopolis IE),  Samut Sakhon, Nakhon Pathom, Nonthaburi, Pathum Thani 
Zone 2 = Ayutthaya (Bangpa-In IE, Hi-tech IE, Saha Rattana Nakorn IE), Chachoengsao (Gateway City 
IE, Wellgrow IE), Chonburi (Amata Nakhon IE, Chonburi IE, Pinthong IE). Special zone 3 privileges 
apply to Chonburi (Laem-Chabang IE), Ratchaburi (Ratchaburi). 
Zone 3 = Rayong (Amata City IE, Eastern IE, Eastern Seaboard IE, Map-Ta-Phut IE, Padaeng IE, 
Thai Singapore 21 IE, Asia IE) Khon Kaen Mini IE, Northen region IE, Pichit IE, Southern IE, and 
remaining provinces.  
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The Thai government’s strategy for developing industrial clusters and the associated 
industrial activities resulted in an improved Gross Regional Product (GRP) (Poapongsakorn 
& Techakanont 2008). The largest sub-sector is refined petroleum products followed by 
automotive products, petrochemicals and machinery, respectively. The industrial cluster is 
currently known as the Industrial Estate Authority of Thailand (IEAT) and it operates under 
the auspices of the Ministry of Industry of Thailand (Industrial Estates Thailand 2009). IEAT 
is responsible for creating and organising industrial estates and, grouping industrial facilities 
so that they operate in a synergistic manner. This responsibility involves active roles in 
environmental issues, workplace safety, land use, import and export management and 
promotion, and factory-related infrastructure development. There are currently 41 industrial 
estates nationwide, as shown Appendix 2.1 (Industrial Estates Thailand 2009).  
In 2013, the total production capacity of the Thai automotive parts industry reached 
more than one million units per year with half the production reserved for exports, as shown 
in Figure 2.1 (Thai Automotive Institute 2012).  
 
 
 
 
 
 
 
 
 
 
Figure 2.1. Thai Automotive Industry Growth, 2005-2011 
Source: Thai Automotive Institute (2012) 
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The development of the automotive parts industry clusters has led to the development 
of both upstream and downstream industries (Thailand Board of Investment 2009). The 
proximity between vehicle production firms and their input suppliers allows not only 
enhanced communication but also an improved flow of goods and lower costs (Thailand 
Board of Investment 2012). Thailand is currently one of the major offshore bases for 
international automotive manufacturers, especially, for Japanese and American manufacturers 
(Ai-yapark et al. 2010; Komolavanij et al. 2010). According to Japanese Automobile 
Manufacturers’ Association (JAMA), exports from Thailand led the automotive and 
automotive parts industry’s revival throughout Asian countries in recent years (Komolavanij 
et al. 2010).  
2.3. Original Equipment Manufacturing (OEM) Supplier Network 
Thailand has an advantage over other countries in terms of its complete supply chain 
in the automotive industry, consisting of upstream raw material providers and downstream 
automotive assemblers (Komolavanij et al. 2011). All supply chain processes can operate 
domestically, and most suppliers are located near the assemblers, thus reducing production 
costs (Komolavanij et al. 2010). According to the Thai Automotive Institute (2012), the 
automotive parts industry is segmented into three levels – assemblers, tier-1 suppliers, and 
tier-2 and tier-3 suppliers – as illustrated in Figure 2.2 below. 
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Figure 2.2. Thai Automotive and Automotive Parts Industry Structure 
Source: Thai Automotive Institute (2012) 
 
The Thai automotive parts industry has been dominated by 16 assemblers, including 
Japan’s ‘big five’ (Toyota, Isuzu, Mitsubishi, Nissan and Honda) and the United States’ ‘big 
three’ (Ford, General Motors and Daimler-Chrysler), and their associated suppliers through 
direct investment, joint ventures and technical licensing arrangements. There are currently 
approximately 2390 components producers in Thailand. The industry is dominated by parts 
and components manufacturers of which 690 are tier-1 suppliers while the tier-2 and tier-3 
suppliers consist of 1700 (Thai Automotive Institute 2012).  
The automotive parts manufacturers in tier-1 were chosen as the respondents in this 
study as they are Original Equipment Manufacturing (OEM) suppliers and the producers of 
automotive parts that are sent directly to the assemblers. There are currently 690 
manufacturers in tier-1 manufacturers, of which 372 (54%) are foreign majority owned, 
followed by 318 (46%) which are either Thai majority owned or completely owned by Thai 
interests (Thai Autoparts Manufacturing Association 2010). In Thailand’s automotive 
industry supply chain, the tier-2 and tier-3 suppliers are indirect suppliers, who provide or 
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produce raw materials and small automotive parts for the tier-1 suppliers. Tier-1 suppliers are 
known as OEM suppliers who producing large automotive parts for assemblers. These tier-1 
suppliers are considered to play the most critical role in supplying necessary automotive parts 
to the assembling areas (Komolavanij et al. 2011).  
The Thai automotive parts industry has evolved to the extent that it competes very 
well with foreign OEM suppliers. Increasingly, the global automotive leaders are relying 
substantially on their local OEM suppliers to produce and deliver their automotive parts 
worldwide (Languepin 2013). Thailand is known as a specialist manufacturing service 
provider. The world’s leading automakers, including Toyota, Suzuki, Isuzu, Ford and General 
Motors, have invested a total of US$1.4 billion in Thailand (Thailand Board of Investment 
2012). Figure 2.3 below summarises the total automotive parts exported from Thailand in 
2011 and shows that OEM parts comprised 75% of these exports, which accounted for 
US$4757 million of cash flow into the country (Thai Automotive Institute 2012). These OEM 
suppliers perform an active role in promoting the Thai parts industry. 
 
 
 
 
 
 
 
 
 
Figure 2.3. Thailand’s Automotive Parts Exports 2011 
Source: Thai Automotive Institute (2012) 
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The role of OEM suppliers has changed substantially over the years (Lin 2004). 
Traditionally, suppliers used to specialise in low-cost strategies based on manufacturing 
competence (Heide & John 1990; Quinn & Hilmer 1994; Ziggers & Trienekens 1999). Yet 
by engaging in OEM business, suppliers can expand the scope of their competence by 
continuously learning from their own experiences and also from the best practices of buyers 
(Collis 1996; Hobday 1995; Zollo & Winter 2002). This expansion in their scope of 
competence has helped OEM suppliers to create more value by focusing on the creation of 
original-design and own-brand products. As suppliers continue to learn and invest in their 
own competence, they are able to explore opportunities in new markets and also in new 
product design and development. According to Teece et al. (1997), OEM suppliers have the 
ability to adapt, integrate and reconfigure internal and external organisational skills, 
resources, and functional competencies to the changing environment. These abilities 
contribute to suppliers’ initiative and deliberate strategy of aligning internal or external 
resources that can result in technological and process innovations, shortened lead time for 
product development and shortened response times. These are all key determinants of success 
in today’s dynamic manufacturing environment (Liu et al. 2013).  
2.4. Thai Automotive Parts Industry: Opportunities and Challenges  
Several studies have concluded a positive future for Thailand’s automotive parts 
industry. This includes the advantage of geographical location in making it a production hub 
in South East Asia (Barbour-Lacey 2013; Komolavanij et al. 2010). Since Thailand is 
centrally located within Asia, it has a good opportunity to trade with other countries in Asian 
Region. According to the US International Trade Commission (2010) is not only an attractive 
investment site due to its large established automotive industry, support network and 
business-friendly atmosphere; it also serves as a doorway to other markets through its trade 
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agreements with Japan, Australia, New Zealand and India. This further provides the 
opportunity for the market to continuously expand to new international markets. Of a total 
investment of US$2.6 billion identified ASEAN automotive parts sector since 2003, 
investment in Thailand amounted to US$1.6 billion, nearly 62% of the total 114 projects (Fry 
2011). According to Callick (2014), Thai domestic and regional demand is in a period of 
significant growth as leading automakers are moving away from Australia to open new 
factories in Thailand. Honda, for example, is building a plant in Prachinburi province which 
will add 120,000 vehicles to the existing production of 280,000 units from its factory in 
Ayutthaya (Hammerton 2014).  
Thailand, as an ASEAN member, has the opportunity to trade freely within the region 
as set out by the ASEAN Free Trade Area (AFTA). Since some parts used in the production 
of vehicles are expensive to produce domestically, the automotive assemblers can, therefore, 
benefit from AFTA to reduce production costs by importing automotive parts (Wijayasinha 
2010). According to Automotive Industry Solutions (2012), overall Thailand leads other 
ASEAN countries in the major indices of cost (wages), quality, investment environment, 
localisation and productivity (see Figure 2.4 below). However, an evaluation of total 
competitiveness revealed that Thailand lags in key competitive areas such as R&D capability 
compared to Malaysia, and must be improved in the near future. 
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Figure 2.4. Total Evaluation of Automotive Parts in ASEAN 
Source: IHS Automotive Industry Solutions (2012) 
In spite of the opportunities mentioned above, the Thai automotive parts industry does 
face important challenges. Firstly, over the past two decades, the global market has witnessed 
the entry of several players offering automotive parts to the assemblers. Globalisation has had 
a major impact on manufacturing, both locally and internationally. With globalisation 
broadening the marketplace and competition, manufacturing firms are under increasing 
pressure from customers who are demanding a great variety of products (Vinodh et al. 2013). 
This situation has impacted not only on the developed countries but also on developing 
countries such as China, Thailand, Vietnam and Malaysia. The developing economies have 
realised the need for different manufacturing and operational strategies in order to remain 
competitive and profitable (Prajogo et al. 2007).  
Secondly, the emergence of China as the key competitor in the Asian market has 
posed another significant threat to the Thai automotive parts industry. The key strength of 
being a low-cost producer could soon push China to become the most important production 
base for foreign assemblers in Asia (Nuesch 2009). The focus on low-cost production is 
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typical of developing economies when migrating from traditional types of industries to more 
advanced manufacturing industries. Despite Thai manufacturers’ focus on cheaper labour 
costs, Thailand has been affected by raise in labour costs due to the government’s Nationwide 
Minimum Wage Policy (Parker 2013). The impact of this policy has had a negative effect on 
industries and businesses in their labour-intensity, profitability and margin for increased 
productivity (Alexander et al. 2013). According to the pay 
and productivity rankings established by the World Economic Forum in 2011, Thailand 
was ranked 29
th 
globally for pay and productivity, which was lower than Singapore (1
st
), 
Vietnam (4
th
), Malaysia (6
th
) and Indonesia (20
th
) (Fernquest 2012). Moreover, the World 
Economic Forum’s statistics revealed that Thailand ranked 39th in global competiveness in 
2012, behind Singapore (2
nd
), Japan (9
th
), Taiwan (13
th
), Malaysia (21
th
), South Korea (24
th
) 
and China (26
th
) (Sala-I-Martin et al. 2012).    
Thailand’s trade liberalisation policy did much to promote foreign investment in the 
country. Nonetheless, the abolition of the local-content requirement in 2000 under World 
Trade Organisation (WTO) rules has forced the automotive manufacturers to import their 
parts from low-cost, high-quality, most-innovative producers elsewhere (Natsuda et al. 2013). 
While the government’s aim is to make the country a regional export platform for all major 
OEMs, the abolition of the local-content requirement has led to MNEs buying far less from 
domestic suppliers. This switch has become apparent since 2005 (Natsuda & Thoburn 2011). 
General Motors plans to import nearly 85% of its parts, while Daimler-Chrysler and BMW 
will also import most of the parts for their luxury models (Ueda 2009). This is the potential 
disadvantage of the laissez-faire strategy. Emerging or less competitive local firms might 
experience a crisis as they can no longer operate under protective government policies.   
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Thirdly, while the industry-led growth of Thailand has been remarkable by the 
standards of developing countries in general, it falls short of South East Asia’s high 
performance criteria. A research paper comparing competitiveness between Vietnam and 
Thailand by Ohno (2009), argued that Thailand is still unable to break through the ‘glass 
ceiling’ after several decades of industrialisation. This refers to the difficulty in moving from 
the second to the third stage along the path of industrialisation (Ohno 2009).  
According to Ohno (2009), there are four phases to growth trajectory in Automotive 
parts industry (see Figure 2.5 below). Stage one is a simple assembly plant where a producer 
meets buyer requirements from overseas by assembling a unit locally. Phase two is where the 
manufacturing has started to build industrial agglomeration and supporting industries. Phase 
three involves the graduates from foreign guidance to master technology and management. 
After achieving innovations in phase three, phase four expresses the ability of manufacturing 
to obtain original design capacity significantly to become a market leader. None of the 
ASEAN countries has so far graduated from foreign dependency despite their quantitative 
achievements (Ohno 2009). Since core competence and value creation are not internalised, 
there is always a risk that industries will shift to China or elsewhere when the situation 
changes (Ohno 2007).  
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Figure 2.5. Breaking the Glass Ceiling 
Source: Ohno (2005) 
Thirdly, the discrepancy between the requirements between Japanese manufacturing 
and Thai local manufacturing capabilities has been recognised for at least two decades; 
however, it remains unresolved (Ohno 2009). The government of Thailand is aware of this 
acute problem and is trying to remedy the situation as a matter of top national priority. 
Specifically, this requires to strengthen domestic manufacturers and creating linkages among 
them, developing industrial skills, promoting supporting industries, stimulating R&D and 
undertaking other efforts in capabilities development (Ohno 2007). At the risk of over-
simplification, it can be said that Thailand is a country whose government has succeeded in 
developing good policy frameworks but whose domestic business remains less dynamic than 
expected (Lall 2011). 
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foreign guidance  
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Have supporting 
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STAGE FOUR 
Full capability in 
innovation and 
product design as 
global leader   
STAGE THREE 
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2.5. Agility in the Thai Automotive Parts Industry 
Thailand is currently struggling to become a fully-fledged manufacturing country. For 
many decades, the Thai automotive parts industry has been dominated by Japanese 
manufacturing practices (Komolavanij et al. 2010; Lall 2011). This involves the adoption of a 
lean philosophy in the operation and production processes (Rahman et al. 2010). The core 
concept of the lean supply chain is eliminating waste from production to delivery (Tapping 
2006). Several research studies have shown that a lean strategy produces better quality and 
productivity and better customer responsiveness (Krafcik 1998; Nicholas 1998). The 
understanding of the impact of the lean strategy is mostly based on empirical evidence that it 
improves a company’s competitiveness (Doolen & Hacker 2005; Oliver et al. 1996). 
Nevertheless, the lean strategy has been criticised for its inability to deal with demand 
uncertainties and a volatile market environment. Lewis (2000) noted the trade-off between 
lean production and innovation, such that the more successfully a firm applies lean principles, 
the less it will be engaged in general innovative activity. Naylor et al. (1999) describes lean 
manufacturing as developing a value stream to eliminate all waste, including time, to ensure a 
level schedule. A level schedule means that the manufacturing process must be shielded from 
volatility and protected from uncertainty and variation. This makes high-capacity utilisation 
possible, and leads to cheaper manufacturing costs. Lean manufacturing in this sense is a 
program aimed mainly at increasing the efficiency of operations (Hallgren & Olhager 2009; 
Narasimhana et al. 2006).  
Given the impact of market volatility as a result of demand uncertainty and highly 
intense business competition, agility is seen as a system that enables firms to operate in a 
competitive environment of continually and unpredictably changing customer opportunities 
(Goldman et al. 1995). The concept of agility focuses on developing capabilities necessary 
for firms to survive and prosper in a competitive environment of continuous change by 
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reacting quickly and effectively to changing markets, which are driven by customer-designed 
products and services (Gunasekaran 1998). The agile capability is most appropriate in an 
unpredictable environment where the demand for variety is high, while the lean strategy is 
suitable for a more predictable environment (Christopher 2005). Figure 2.6 indicates the 
different contexts in which the lean and agile paradigms might work best.  
 
 
AGILE 
 
 
  
LEAN 
 
 
 
Figure 2.6. Agile and Lean Paradigm 
Source: Christopher (2005) 
In order to select an appropriate manufacturing paradigm, manufacturers need to 
decide on their competitive priorities. Hill (2000) identified various order qualifiers and order 
winners. Order qualifiers are those criteria a company must meet in order to be considered a 
supplier, while order winners are those criteria that win the order over the competition. In 
other words, to become order qualifiers, firms need not only to be as good as competitors but 
to be order winners by distinguishing each marketplace according to its level of importance 
(Hill 2000). As market conditions have changed, so has the basis of competition. For 
example, quality is now considered more as an order qualifier whereas other competitive 
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dimensions such as flexibility, responsiveness and innovation, are considered to be order 
winners (Bolwijn & Kumpe 1990; Dangayacha & Deshmukhb 2006; Gangaraju et al. 2011; 
Gioconda et al. 2008; Hallgren & Olhager 2006; Hamel & Prahalad 1994; Yusuf 1999).     
Mason-Jones et al. (2000) extended the concepts of order winners and order qualifiers 
to the supply chain context. They termed order qualifiers as market qualifiers and order 
winners as critical differentiators. The authors contended that firms with a lean supply chain 
focus have quality and reliability as market qualifiers and low price as an order winner. 
Similarly, firms with an agile supply chain focus have quality and reliability as market 
qualifiers and lead time as an order winner. In their argument, what differentiates an agile 
supply chain from a lean supply chain is the increased speed of manufacturing from raw 
materials to final delivery (Mason-Jones et al. 2000). Aitken et al. (2005, p. 76) also adopted 
this framework and stated that ‘where responsiveness is a key requirement demanding short 
lead-time, the focus is clearly on agility’. Figure 2.7 below shows the differences between 
lean and agile for order winners and market qualifiers as determinants of supply chain focus. 
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Figure 2.7. Order Winners and Market Qualifiers as Determinants of Supply Chain Focus 
Source: Adapted from Mason-Jones et al. (2000) 
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Given that the advantage of low labour costs could be short-lived, it is important for 
the Thai automotive parts manufacturers to search for alternative sources of competitive 
advantage (Jin 2004; Nguyen et al. 2004).  In the 21st century, competition has become more 
intense and technological advances have accelerated. As a result, the product development 
life-cycle has shrunk and product variety has increased considerably. The development of 
agile capabilities is significantly driven by mass customisation, the reduction in product life-
cycles, the increase in technological change and the entry of international competitors into 
local markets (Prajogo et al. 2007). In formulating an operational strategy, the order winner 
and the order qualifier should be specified to drive the focal firm to align its manufacturing 
practices and structure (Roh 2009).   
2.6. Summary 
The regional competitive situation in automotive parts manufacturing and export is 
precarious. To capture the economic opportunities and exploit comparative advantage to 
attract the foreign investment, it is essential that the Thai automotive parts industry continues 
to function better. In order to avoid low-profit manufacturing and global competition rising 
from relatively low cost of materials and labour in China and South East Asia, OEM 
suppliers should attempt to make themselves attractive to buyers by introducing new 
competencies and opportunities that may include the development of agility capabilities. 
Market change forces businesses to adapt to the changing environment, but the inability to do 
so could result in critical errors in business decision-making. The identification of the right 
order winner would provide Thailand with an opportunity to match the competitive status of 
the developed countries in the region, most notably, Japan, South Korea and China. This 
leads to the discussion in Chapter 3, on the manufacturing practices as the key enablers of 
agility, agile capabilities and organisational performance which underpin this study. 
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CHAPTER 3 LITERATURE REVIEW 
 
The previous chapter provides an overview of the study context with particular focus 
on manufacturing industry in a developing economy. This chapter builds upon Chapter 2 by 
reviewing the existing literature and theories that underpin the development of agility as the 
key foundation of this research. The chapter is divided into three major parts. First, the 
importance of manufacturing practices in operations strategy is reviewed with special 
attention to agility. Second, a discussion on the agile capabilities that may affect 
organisational performance in both operational and financial aspects is conducted. Lastly, the 
relevant theories used to explain the development of agile capabilities are discussed. These 
theories are used and adopted in order to develop both the research framework and the 
research hypotheses.   
3.1.  Operations Strategy 
The study of operations strategy has been of interest to researchers, given its role in 
maintaining best performance. One of the objectives of research on operations strategy is to 
identify the drivers of high performance and also, more recently, the sustainability of 
competitive advantage (Beckman & Rosenfield 2008). The importance of the operational 
function at the strategic level, particularly for manufacturing operations, can be traced back to 
Skinner (1969). This was the first exploration of the competitive potential of the firm’s 
operations capabilities and the need to link these to its strategic decisions. Skinner (1974) 
developed some of this thinking in line with his concept of the focused factory and linked it 
to how firms could compete by using their in-house capabilities. Early research explored 
operations strategy as a series of trade-off decisions (Hayes & Wheelwright 1984; Skinner 
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1974). More recently, however, operations strategy has been presented as an incremental 
process of cumulative capability development (Brown et al. 2010; Ferdows & De Meyer 
1990; Rosenzweig & Roth 2004).  
A key trend in operations strategy that has received much attention in recent years is 
the move towards an agile approach. Agility is emerging as an essential competency for 
organisations to deal with the uncertainties in today’s fast-changing business. It is recognised 
by many organisations as a means by which they can gain competitive advantage and 
improve business results (Blackmon & Brown 2005; Koh & Simpson 2007). The term 
‘agility’ means having a comprehensive ability to respond to the business challenges of 
profiting from rapidly changing, continually fragmenting markets and highly customer-
configured goods and services (DeVor et al. 1997; Glodman et al. 1995). According to 
Sharifi and Zhang (2001), agile capabilities enable firms to respond to change in appropriate 
ways and benefit from business opportunities.  
Although the influence of agile capabilities on a range of performance outcomes is 
undisputed (Bernardes & Hanna 2009; Hooper et al. 2001; Jin-Hai et al. 2003; Kidd 1994; 
Sharifi & Zhang 2001; Vokurka & Fliedner 1998), there is uncertainty about the relationship 
between agile capabilities and organisational performance (Vazquez-Bustelo et al. 2007). 
Despite the substantial body of work that has explored agile capabilities (Bernardes & Hanna 
2009; Bottani 2010; Brown & Bessant 2003; Eshlaghy et al. 2010; Gagnon 1999; Hasana et 
al. 2012; Ismail et al. 2011; Matawale et al. 2013; Yusuf & Adeleye 2002), only a few studies 
have explored the enablers of agility and the impact of agile capabilities on organisational 
performance (e.g. Ramasesh et al. 2001; Elmoselhy 2013; Narasimhana et al. 2006; Vazquez-
Bustelo et al. 2007; Chang et al. 2013). This provides a significant research opportunity to 
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explore the links between how organisations formulate agile operations strategy and 
subsequent organisational performance.  
Finding links between strategy formulation and its success remains one of the ‘holy 
grails’ of the strategy literature (Golden & Powell 2000; Kaplan & Norton 2004). Clearly, to 
assume that there will be a linear relationship between strategy formulation and consequent 
success is suspect (Mintzberg et al. 2000). However, to assume that a set of dynamic 
capabilities (Teece et al. 1997) will be in place purely by chance, both in the firm and with 
partners in complex networks, is also problematic (Blackmon & Brown 2005). Brown et al. 
(2010) suggested that operational capabilities do not happen by accident but are developed by 
specific strategies whereby in-house operations and business mainstream strategies including 
supply chain become closely linked in both planning and implementation.   
The last decade has seen much more research interest in strategies that have been 
implemented and what the results were (Barry & Elmes 1997; Dangayach & Deshmukh 
2001; Oke et al. 2008; Pettigrew 1992; Whittington 1996, 2001). Along the same lines, Hayes 
and Wheelwright (1984) conceptualised a set of world-class manufacturing practices as being 
the best practices for achieving superior performance. The authors listed the following 
practices: the skills and capacity of the workforce; managerial technical competence to meet 
clients’ expectations regarding quality; workforce participation; investment in strategic 
development; and developing flexible operations that are capable of responding quickly to 
demands and changes in the market (Drohomeretski et al. 2014). An interest in the practice of 
operations strategy, however, remains minimal (Anderson et al. 1989; Barnes 2001, 2002; 
Dangayach & Deshmukh 2001; Minor III et al. 1994). This is despite the operations 
management field’s avowedly practitioner-centric nature and research suggesting that firms 
with formulated operations strategies achieve higher performance impact associated with 
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alignment between business and operations strategies (Joshi et al. 2003; Papke-Shields & 
Malhotra 2001; Sun & Hong 2002).  
Scholars have presented arguments on why practices matter. According to Ketokivi 
and Schroeder (2004), what we do affects the outcome, so the link between practice and 
performance is an analytic truth, not a synthetic statement for empirical scrutiny. 
Nonetheless, the challenge is in justifying and examining why and in what conditions 
practices have competitive value. The typical dependent variable in a practice-performance 
study is some kind of competitive performance, whether financial or operational; therefore, 
the competitive impact must be considered (Brown et al. 2010; Drohomeretski et al. 2014). In 
order to determine the importance of practices, theoretical perspectives are required to 
establish a theoretical argument (Ketokovi & Schroeder 2004).  
This study adopts the Resource-Based View (RBV) (Wernerfelt 1984) of the firm and 
the Dynamic Capability View (DCV) (Teece et al. 1997) to highlight the importance of 
resources and capabilities to firm performance. These theories have significantly influenced 
academic research in the area of production and operations strategy. Both RBV and DCV 
focus on resources and capabilities for establishing sustained competitive advantage. Since 
this study focuses on organisational practices and how they contribute to the development of 
agile capabilities, these theories seems best fit for this study. A discussion of these theories is 
presented in the next section.  
3.2.  Resource-Based View (RBV) and Dynamic Capability View (DCV) 
The RBV is an influential theoretical framework for understanding how competitive 
advantage is achieved by firms (Barney 1991; Nelson 1991; Peteraf 1993; Prahalad & Hamel 
1990; Schumpeter 1934; Teece et al. 1997; Wernerfelt 1984). The central proposition of RBV 
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focuses on the existing organisational resources as the determinants of sustained performance 
(Henderson & Cockburn 1994; Porter 1979). It is suggested that the fundamental drivers of a 
firm’s competitive advantage and superior performance are mainly associated with its 
resources that are heterogeneous and costly-to-copy (Amit & Schoemaker 1993; Mahoney & 
Pandian 1992). These resources are valuable, rare, inimitable and non-substitutable (VRIN) 
attributes, so they cannot be easily duplicated by competing firms (Barney 1991; Conner & 
Prahalad 1996 ; Nelson 1991; Peteraf 1993).  
Scholars have extended RBV to dynamic markets (Helfat et al. 2007). The RBV has 
been criticised for not explaining well how certain firms remain competitive in today’s 
rapidly changing environment (D'Aveni et al. 2010; Eisenhardt & Martin 2000; Priem & 
Butler 2000). The RBV has been called conceptually vague and tautological, with inattention 
to the mechanisms by which resources actually contribute to competitive advantage (Augier 
& Teece 2007). These scholars have pointed out that the factors surrounding resources are 
not included in the RBV but instead are simply assumed to exist (Eisenhardt & Martin 2000).  
To advance the RBV, clear definitions of resources and capabilities are needed 
(Kraaijenbrink et al. 2010). ‘A resource is an observable asset that can be valued and traded’ 
(Hoopes et al. 2003, p. 890). According to Helfat and Peteraf (2003), a resource is an asset or 
input to production that an organisation owns, controls or has access to on a semi-permanent 
basis. Resources can also be the technology, methodologies, skills, communication and 
interaction that are available to the firm and that, when combined, can be used to create 
competitive advantage (Lowson 2002). The sustainability of this advantage depends on the 
ease with which a resource can be imitated or substituted (Beckman & Rosenfield 2008).  
According to Hoopes et al (2003, p. 890) ‘A capability, on the other hand, is not 
observable, cannot be valued, and changes hands only as part of its entire unit’. Capabilities 
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can be the processes, activities or functions of a system. They indicate the ability of an 
organisation to perform a coordinated set of tasks, utilising organisational resources for the 
purpose of achieving a particular end result (Protogerou et al. 2011). Capabilities are enacted 
through a mixture of people and practices that are represented in systems such as 
management and operational systems. Examples are American Airlines’ yield management 
system and Wal-Mart’s docking system (Beckman & Rosenfield 2008). A capability can be 
valuable in enhancing the value of a resource. Nike’s marketing capability, for instance, 
increases the value of its brand (Hooper et al. 2008). 
Grant (1996) argued that assets do not contribute to a firm’s competitive advantage 
unless they are used to do something. In a dynamic environment with robust competition and 
unpredictable market forces, resource advantage may not be sufficient for sustainable 
advantage, which also requires a unique and difficult-to-copy dynamic capability (Teece 
2007). Consequently, the DCV was introduced in 1943 in Schumpeter’s innovation-based 
model of competition where competitive advantage is based on the creative destruction of 
existing resources and a novel recombination of resources to produce new operational 
capabilities (Schumpeter 1934). In other words, capability is developed through a firm’s 
experience, focus and efforts over time. As firms learn, they tune their capability, giving them 
a competitive advantage that is difficult to replicate without going through a similar long-
term learning process (Beckman & Rosenfield 2008). This dynamic capability enables firms 
to adjust their resource mix, which otherwise might be easily duplicated by competitors. 
Finally, when this capability and its related activity systems have complementarities, the 
potential to create sustained competitive advantage is enhanced (Collis & Montgomery 1995; 
Collis & Montgomery 1998; Milgrom et al. 1991; Porter 1998).  
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DCV attempts to bridge the gaps in the RBV by adopting a practice approach and 
acting as a buffer between firm resources and the business environment (Winter 2003). While 
RBV emphasises resource choice or the selection of appropriate resources, DCV emphasises 
the organisational practices necessary to utilise resources and competencies (Lowson 2002; 
Makadok 2001). These practices are important for enabling internal and external resources to 
be integrated and reconfigured so that a rapidly changing environment is addressed (Teece et 
al. 1997).  
Although there are many possible ways to think about a firm’s capabilities, there are 
four essential dimensions to consider; system-based, organisation-based, network-based, and 
process-based, (Hayes & Upton 1998; Lowson 2002). 
 System-based capabilities derive from a firm’s skill in seamlessly executing the 
multiple elements of its production process to deliver high-quality customer 
experience, short lead times and rapid new product introduction (Hayes & Upton 
1998). Firms with system-based capabilities integrate activities across the firm to 
achieve competitive advantage (Heizer & Render 2011). With system-based 
capabilities, firms achieve integrated production through a cross-functional 
production team (Eisenhardt & Martin 2000). This source of expertise is essential 
for superior products because each member of the team addresses a particular 
aspect of product quality or production. Implementing integrated product 
development practice achieves speed and flexibility of production as well 
enhanced organisational performance (Tan and Tracey, 2007, Krishnan and 
Ulrich, 2001).  
 Organisation-based capabilities are organisation-wide skills in product design 
and/or processes which bring products to the market faster than competitors 
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(Hayes & Upton 1998). In addition to developing an effective operational system 
for product development, several practices are important to the design of a 
product. Increasingly, operations managers have moved towards product and 
process modularity (Gershensona et al. 2003; Jose & Tollenaere 2005). Both 
operations and marketing managers find modularity helpful because it makes 
product development, production and subsequent change easier. Moreover, 
modularity adds flexibility to the ways customers’ needs can be satisfied (Heizer 
& Render 2011).  
 Network-based capabilities are those that reach outside the bounds of a single 
organisation and encompass an entire value chain or supply network (Lowson 
2002). Firms with strong network-based capabilities can guide the other players in 
their value chain to improve the value chain’s overall efficiency (Heizer & Render 
2011). Through the DCV, this supply chain network is employed by operations 
managers to copy, transfer and recombine resources, especially knowledge-based 
resources, across organisations (Eisenhardt & Martin 2000). Network-based 
capabilities can also refer to external linkages in the form of significant 
coordinated relationships which lead to superior performance (Teece et al. 1997). 
 Process-based capabilities are anchored in the activities a firm executes to 
transform materials or information into a product and/or service. These 
capabilities are often focused on developing organisational processes for 
delivering highly flexible and fast delivery outcomes (Hayes & Upton 1998). An 
example of a process-based capability is a technology that none of the firm’s 
competitors has been able to imitate (Hayes & Upton 1998; Teece et al. 1997). In 
the volatile market environment, the use of information technology (IT) has been 
increasingly necessary for firms to retain competitiveness. This includes the 
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integration of IT in production area to enable information to be captured and 
retrieved in response to customers’ enquiries (Heizer & Render 2011). Firms with 
process-based capabilities can attract and retain customers through superior 
service (Hayes & Upton 1998). 
The following section discusses manufacturing practices and their relationships to 
agile capabilities and subsequent organisational performance, in terms of both operational 
and financial performance outcome. 
3.3.  Manufacturing Practices   
Manufacturing practices can be defined as the processes of development, management 
and use of resources for creating and/or reconfiguring capabilities to respond to a specific 
organisational objective (Baldwin & Clark 1997; Langlois 2002; Sanchez & Mahoney 1996). 
Based on the RBV and DCV, manufacturing practice represents the antecedent of dynamic 
capabilities in capturing the operational processes that managers use to manipulate their 
business’s idiosyncratic resources to obtain the capabilities necessary for the changing 
business environment (Eisenhardt & Martin 2000). Based on the importance of operational 
practices through the theoretical perspectives of RBV and DCV, the practices chosen for 
analysis in this study are integrated product development (IPD), modularised manufacturing 
(MM), supply chain coordination (SCC) and manufacturing technology integration (MTI). 
3.3.1.  Integrated Product Development 
Integrated product development (IPD) is a managerial approach to improve product 
development through managing overlapping, parallel execution and concurrent workflow 
(Gerwin & Barrowman 2002; Naveh 2005). The development of new products is crucial in 
the competitive global marketplace (Browning & Ramasesh 2007). The traditional product 
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development practice follows a linear process and has hierarchical structures which are 
complex and difficult to modify (Haque 2003; Lee et al. 2003). In contrast to the traditional 
sequential product development, IPD regards the overlap and interaction of certain activities 
as highly important (Duhovnik et al. 2009; Gerwin & Barrowman 2002; Takeuchi & Nonaka 
1986). According to Krajewski and Ritzman (2005), IPD allows the removal of certain 
organisational boundaries that can hinder new product development. By having multiple 
integrated domains working simultaneously, businesses can benefit from the speed of 
introduction of new products (Duhovnik et al. 2009; King & Tucci 2002).  
IPD researchers have taken a holistic view on managing product development by 
including several performance enhancing elements in IPD. These elements are: a 
multidisciplinary production team (Adler 1995; Koufteros et al. 2002; Sommer et al. 2014), 
early product realisation (Edward et al. 2009; Gerwin & Barrowman 2002a; Vokurka & 
Fliedner 1998) and concurrent production development (Haque et al. 2000; Sommer et al. 
2014; Ulrich & Eppinger 2000). 
3.3.1.1 Multidisciplinary Production Team 
A multidisciplinary production team (MPT) has a high level of interaction, 
communication and information sharing, as well as extensive joint involvement across 
functions, in a specific new product development task (Song & Montoya-Weiss 2001). An 
organisation implementing MPT can benefit from both communication frequency and a high 
level of information flow (Gatignon & Jean-Marc 1997; Moenaert et al. 1994; Randolph & 
Posner 1992). The concept of MPT has since become subject of interest to academics and 
practitioners investigating cross-functional knowledge sharing and collaborative decision-
making (Kirk & Kevin 2014; Pero et al. 2010; Shirland & Manock 2000). MPT has been 
recognised as one of the key elements for IPD (Antti 2007). To facilitate IPD, an MPT can 
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connect relatively autonomous functional units (Olson et al. 2001; Scott 2007). MPT enables 
teams to achieve a common understanding and enhances consistency among decision-makers 
throughout the new product development process (Jeffrey et al. 2001; Troy et al. 2008). 
Rupak et al. (2008) noted that when the MPT has a shared understanding of their cross-
functional capabilities, project processes can be used that effectively integrate the inter-
dependent team knowledge. Since IPD relies on the exploitation of individual assets and 
capabilities and transforms them into collective team knowledge and strength (Lang et al. 
2002; Rupak et al. 2008), MPT is seen as an important source of IPD.   
3.3.1.2 Early Product Realisation  
Early product realisation (EPR) is defined as the capability to translate customer 
needs into product requirements and specifications (Edward et al. 2009). Chee-Cheng (2009) 
noted that the customer requirements and their relationships with design characteristics are 
indeed the driving forces of IPD. Studies have emphasised the importance of EPR to ensure 
that the customer’s preference is systematically transmitted to the operational level (Bellgran 
& Safsten 2010; Swink 1999). Because the customer’s statements are not always clear and 
comprehensible, they must be interpreted and explained. This often involves the performance 
of rapid prototyping for testing (Yan et al. 1999). In this context the EPR approach provides a 
distinctive means to MPT and CPD by explaining how the product should be designed (Chee-
Cheng 2009). Moreover, EPR supports the early commitment of senior management, 
suppliers and customers to provide specific guidelines on an intended product (Chee-Cheng 
2009; Huang & Mak 2003). These guidelines should include the quality of the product itself 
as well as the after-sales services and perhaps even recycling or re-use of the product (Baskin 
et al. 1999; Chee-Cheng 2009). Given that high level commitment from different parties is 
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required at an early stage, and this should enhance production process integration, EPR 
emerges as one of the key elements of IPD. 
3.3.1.3 Concurrent Production Workflow 
Researchers have defined concurrent production workflow (CPW) as an integrated 
and systematic approach to stimulate activities in parallel, particularly for product design and 
related processes (Kamrani & Vijayan 2005; Koufteros et al. 2001). The literature has 
emphasised the importance of CPW to ensure a balance between what may be marketable and 
what is technically feasible (Biren et al. 1998; Naveh 2005). In many manufacturing 
organisations, product design is often carried out separately from the downstream product 
development processes of process planning, manufacturability, production scheduling and 
manufacturing optimisation (Xie et al. 2001). Having all the production tasks in a linear 
process is seen as the shortcoming of an organisation pursuing IPD. Because the feedback 
from these downstream processes can only be made after the product is designed or even 
manufactured, an organisation may face many expensive and time-consuming reworks (Xie 
et al. 2001). CPW is increasingly important in integrating quality control throughout the 
project so that production delays are avoided (Sun & Zhao 2010; Zhang et al. 2006). Since 
CPW focuses on all possible requirements of product development tasks being integrated into 
the product design (Fang et al. 2007; Gelete et al. 2002), it is seen as a source of IPD.   
3.3.2.  Modularised manufacturing    
Modularised manufacturing (MM) is defined as the application of unit standardisation 
or substitution principles to product design, and production process design (Tu 1999; 
TuVonderembse, et al. 2004; Ulrich 1995). The practice of MM is grounded in  
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Simon’s modularity system perspective (1962) that every complex system can be 
decomposed into a hierarchy of subsystem modules that interrelate with each other. These 
modules are seen as units in a large system that is structurally independent of one another, but 
functionally integrated (Baldwin & Clark 2000). According to Schilling and Steensma 
(2001), systems will have higher degrees of modularity when their components can be 
disaggregated and recombined into new configurations with little loss of functionality. The 
concept of modularity was first introduced to manufacturing industries by Baldwin and Clark 
(1997). This involves the breaking down of complex products and processes into simpler 
parts so they can be managed independently and yet operate together as a whole (Mikkola & 
Larsen 2004).  
Although the concept of modularity is not new to manufacturing practitioners, it has 
drawn much greater research attention recently due to its definitive advantage in coping with 
an increasingly turbulent manufacturing environment (Kun et al. 2010). Increasingly, 
literature has emphasised the importance of MM to enhance dynamic capability development 
(Henk & Tom 2004; Teece et al. 1997). Studies have suggested utilising MM as the key 
operational tool for business management to cope with rapidly changing customer 
requirements and increasing technical complexity (Langlois 2002; Sanchez & Mahoney 
1996). MM enables an organisation’s capabilities to create new system configurations by 
recombining new or existing independent components into new ones that better match the 
environment (Baldwin & Clark 1997; Erik de et al. 2012; Paul & Omar 2011).  
MM is established where the unit commonality is thoroughly applied to achieve 
modularity both in product and production process design (Tu 1999; TuVonderembse, et al. 
2004; Ulrich 1995). Despite this notion, the extant literature does not address whether 
modularity in products versus process is more important (Jacobs et al. 2011). While some 
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researchers made a compelling case for product modularity (Galvin & Morkel 2001; Kusiak 
2002; Teece 1986), other has equally supported the importance of process modularity design 
(Cleveland et al. 1989; Narasimhana et al. 2006; Schmenner & Vastag 2006; Spear & Bowen 
1999; Vickery et al. 1993). Jacob et al. (2011) noted that product modularity may drive 
process modularity by which a firm configures its production process to match product 
architecture. Likewise, Duray et al. (2000) suggested that the variety of potential models may 
motivate the use of modular process technologies such as a flexible manufacturing system. 
On the other hand, Bowen et al. (1989) suggested that the implementation of MM through 
both product and process modularity elicits benefits for both customers and manufacturers. 
For customers, modular products are much easier to customise, upgrade and repair and thus 
have greater usability and serviceability. For manufacturers, modularity enables them to 
handle increasingly complex technology by breaking up a product into modules, allowing 
designers and producers to be flexible in their tasks (Baldwin & Clark 1997). Based on these 
arguments, in this study, two categories of MM were, therefore, identified and quantified; 
product modularity (PM) and process modularity (PRM).  
3.3.2.1 Product Modularity 
Product modularity (PM) refers to ‘the use of standardised product modules that can 
be easily assembled and reassembled into different functional forms’ (TuVonderembse, et al. 
2004, p. 151). PM implies a degree of independence among individual modules (Bi & Zhang 
2001; Huang & Kusiak 1998). Through PM, a product is viewed simply as the building 
blocks of interchangeable separate modules making it possible to create a wide variety of 
products using a limited number of modules (Khalaf et al. 2011). The literature supports the 
use of PM to divide the key components into common part segments to allow the component 
modules to be shared across different product lines (Yang et al. 2007). Ulrich and Tung 
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(1991) also defined several types of product modularity, including component swapping 
(different components are paired with the same basic product), mix modularity (mix different 
modules to form a new product) and bus modularity (new options can be added to a standard 
base by attaching new modules). An effective architecture is created when the interfaces 
between functional components are standardised and specified to allow the substitution of a 
range of components without requiring changes in the design of other components (Garud & 
Kumaraswamy 1995; Sanchez & Collins 2001; Sanchez & Mahoney 1996). For a firm 
pursuing MM, PM is crucial to efficiently manage a complex product to be built from smaller 
subsystems that are designed independently yet function together as a whole (Baldwin & 
Clark 1997).   
3.3.2.2 Process Modularity   
Process modularity (PRM) is ‘the extent to which the focal enterprise’s manufacturing 
processes can be decomposed into loosely coupled sub-processes that communicate through 
standardised interfaces’ (TuVonderembse, et al. 2004, p. 151). PRM includes the practice of 
standardising manufacturing process modules, so that they can be re-sequenced easily or new 
modules can be added quickly in response to changing product requirements 
(TuVonderembse, et al. 2004). Not limited to production processes alone, PRM incorporates 
adaptable and reconfigurable tooling and routing into production operations with little loss in 
functionality (Jacobs et al. 2011). The literature suggested that process modularity is based on 
process standardisation: breaking down the process into standard sub-processes that produce 
standard base units and customisation sub-processes; process re-sequencing: reordering the 
sub-processes so that standard sub-processes occur first; and process postponement: 
postponing customisation sub-processes until a customer order is received (Feitzinger & Lee 
1997; Pine 1993a). PRM is essential to enable MM by facilitating the production of a wide 
range of products within a family by utilising self-contained and independent cells of the 
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prior or subsequent transformation processes (Pine 1993b; Pine et al. 1993; Schilling & 
Steensma 2001) At the system level, the production operations occurring within a cell for a 
given family of components can be easily plugged and unplugged to form a new product 
model (Fine et al. 2005). More manufacturers are starting to use modular assembly lines 
where workstations and conveyor units can be added, removed, or rearranged to create 
different process capabilities (Cooper 1999; Hoogeweegen et al. 1999).  
3.3.3.  Supply Chain Coordination 
Supply chain coordination (SCC) is yet another source of dynamic capabilities 
essential for an enterprise to gain and release resources (Eisenhardt & Martin 2000). The 
literature supports the importance of SCC as the organisational process of bringing new 
resources into the enterprise from external sources (Capron et al. 1998; Gulati 1999; Powell 
et al. 1996; Zollo & Singh 1998). This includes the ability to copy, transfer, and recombine 
resources especially those that are knowledge-based throughout the organisation and its 
supply chain partners. This is also known as the formation of alliance relationships that led to 
superior performance (Teece et al. 1997). This alliance is important in that it allows 
knowledge creation routines to flourish within firms, particularly in those industries where 
cutting-edge knowledge is essential for effective strategy and performance (Helfat & 
Raubitschek 2000; Rosenkopf & Nerkar 1999).  
SCC involves active generation and development of knowledge for retrieval and 
application in managing current and future business. Joint knowledge creation involves 
shared knowledge acquisition, dissemination, and interpretation, which allows firms to create 
value by developing new products, building brand image, and responding to customers’ needs 
(Kaufman et al. 2000; Slater & Narver 1995). The success of SCC relies on how well supply 
chain partners develop a better understanding of changes and responses to the competitive 
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environment by working together (Malhotra et al. 2005). Implementing the SCC concept is 
important to allow supply chain partners to share resources such as manufacturing equipment, 
facilities, and technology (Harland et al. 2004). Sustainable collaborations must be supported 
with substantial mutual resource investments. Reciprocal financial and non-financial 
investment including time, money, training and technology and updates, are therefore usually 
present in an effective partnership (Lambert et al. 1999; Min et al. 2005). 
3.3.4.  Information Technology Integration 
Information technology integration (ITI) is defined as the process of linking together 
different computing systems and software applications physically or functionally to act as 
coordinated processes (Agarwal & Sambamruthy 2002; Xiaobo et al. 2006). The influence of 
IT in operations strategy has been long established (Agarwal & Sambamruthy 2002; Clemons 
& Row 1991; Mata et al. 1995). This includes IT being implemented in production planning 
and controlling to enhance the connection between supply and demand. This connection is 
indeed critical to ensure that the operational processes run effectively and efficiently and that 
manufactured products meet customers’ requirements (Johnston et al. 2011; Mahadevan 
2010; Slack & Lewis 2007). Having advanced technologies implemented within 
manufacturing process will benefit an organisation through production set-up time being 
shortened and products being automatically monitored and controlled (Brown et al. 2013; 
Buss et al. 2011; Heizer & Render 2011).     
Although the extensive use of advanced technologies does not necessarily mean that 
they are being used effectively (Burcher et al. 1999; Liao et al. 2010). The level of 
technology integration is a more important issue (Burcher et al. 1999). Previous studies in IT 
also suggest that organisations should realise the benefits of greater operational capabilities 
when IT resources are better integrated (Simoens & Scott 2005; Weiner et al. 2004). 
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Therefore, ITI emphasises particularly the degree of advanced manufacturing technologies 
being used to allow the system integration in the business unit (Small & Chen 1997). 
According to Vonderembse et al. (1997), firms tended to automate specific tasks to solve 
local problems that often resulted in ‘island automation’, which rendered them incapable of 
responding quickly to rapidly changing customer needs. Thus, firms should first focus on 
integration across the value chain, and then focus on automating activities that add value to 
customers (Chikan 2001; Frohlich & Westbrook 2001; Gimenez & Ventura 2005).  
The ITI approach seeks to systematise and co-ordinate record keeping, the design and 
implementation of structures of categorisation and aggregation of transactions, ultimately 
allowing for the generation and manipulation of comprehensive virtual perspectives on the 
nature and flow of operations and resources (Chapman 2005; Davenport 1998). Three 
important ITI elements are identified in this study: manufacturing system integration (MSI), 
enterprise information integration (EII), and virtual manufacturing (VM).  
3.3.4.1 Manufacturing System Integration  
Manufacturing system integration (MSI) can be defined as the manufacturing 
approach of using computers to control the entire production process (Kalpakjian & Schmid 
2006; Laplante 2005). The typical MSI approach relies on closed-loop control processes in 
order to provide real-time output from sensors (Liao et al. 2010). Through MSI, 
manufacturing can be faster and less error-prone. Despite the key advantage of MSI in 
creating an automated manufacturing process, studies have increasingly focused on the 
application of MSI to enhance ITI (Cheung 2014; Panetto & Molina 2008). Within MSI, the 
central focus is on the physical connections and information flows between the 
manufacturing system components (Frohlich & Westbrook 2001). Since MSI allows 
individual processes to integrate information sharing with initiate actions (Liao et al. 2010), it 
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is seen as a source of ITI. The literature identified the implementation of MSI in the areas of 
manufacturing planning and control technologies and also manufacturing equipment and 
process technologies (Alter 2006). 
3.3.4.2 Enterprise Information Integration  
Enterprise information integration (EII) refers to the ability to support a unified view 
of data and information for an entire organisation (Ashish et al. 2005; Giachetti 2004). EII 
involves the process of information integration, using data abstraction to provide uniform 
data access for viewing all the data within an organisation (Ashish et al. 2005). Although the 
databases cover related subject matter, they are heterogeneous in that they may use different 
database systems and structure the data using different schema (Kimball & Caserta 2004; 
Ludascher et al. 2000). Since a set of customers’ information can overlap across different 
subsidiaries, data representation can differ according to the database warehouse schema being 
used (Bernstein & Haas 2008).  EII, therefore is, can translate the user’s query into queries on 
the data sources and integrate the results of those queries so that they derive from a single 
integrated database (Maluf et al. 2002). This integrated database allows a large set 
of heterogeneous data sources to appear to a user as a single homogenous data source (Albino 
et al. 2002; Alsene 1999; Themistocleous et al. 2001).  
3.3.4.3 Virtual Manufacturing 
Virtual manufacturing (VM) can be conceptualised as an integrated infrastructure of 
flexible resources. It is made possible through an alliance of enterprises that are individually 
core competent in specific business functions (Wadhwa, Mishra, et al. 2009). VM relies on 
quick IT-based integration of core component business entities capable of providing value-
added product and services (Dedrick & Kraemer 2005). The literature supports the 
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importance of VM in facilitating the formation of an electronic network in which skills, 
resources, information and knowledge can be seamlessly transferred (Duclos et al. 2001; 
Hunt & Arnett 2004; Rabelo et al. 2004). This electronic network is often known as a 
temporary alliance of independent and geographically dispersed enterprises set up to respond 
to emerging business opportunities (Camarinha-Matos & Afsarmanesh 2005). To enable VM, 
the application of computer-integrated manufacturing systems is required so that an epicentre 
of resource networking for participating enterprises is created (Wadhwa, Mishra, et al. 2009). 
This includes the standardisation and digitisation of information exchange spanning cross-
organisations to enhance ITI (Camarinha-Matos & Afsarmanesh 1999). The literature 
identified the implementation of VN in two specific areas: firstly, direct computer-to-
computer links among supply chain partners; and secondly, electronic networking to perform 
transaction processing and cross-organisational activities (Prajogo & Olhager 2012; Wong et 
al. 2011).                                                                                                                                                
3.4.  Agility  
The term agility was first used by Goldman et al. (1991) in their 21st Century 
Manufacturing Enterprise Strategy report at Iacocca Institute of Lehigh University. The 
authors proposed agility was critical to industrial enterprises’ attempts to improve their 
market share through securing competitive advantage (Agarwal et al. 2007; Nicholas & 
Varun 2012). Studies have increasingly adopted the concept of agility to the areas of 
contemporary business necessary to overcome volatility of demand, imbalances between 
supply and demand, and business disruptions (Braglia et al. 2006; Charles et al. 2010). 
According to Iskanius and Helaakoski (2009), agility involves the integration of 
reconfigurable products, processes, and business relationships so that business can prosper in 
a hypercompetitive market environment.  
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Goldman et al. (1995) summarise four agile principle objectives: (i) customer 
enrichment through one-of-a-kind products at the cost of mass production; (ii) organising to 
master change by competing from multiple fronts with reconfigurable resources; (iii) intra 
and inter-enterprise cooperation; and (iv) leveraging of enterprise knowledge by means of 
advanced technologies. These principles are considered important as sources of today’s 
competitive advantage constructs (Yan & Jian-Min 2006). The literature to date has 
supported the implementation of agility to enable firms to operate profitably in a competitive 
environment of continually unpredictable and changing customer opportunities (Adeleye & 
Yusuf 2006; Guisinger & Ghorashi 2004; Ren et al. 2003). The organisations manifesting 
agility are characterised by responding quickly to customers in positive ways (Kidd 1994; 
Ward 1994). Elements for this quick and effective response to demand changes include 
customer responsiveness, shorter manufacturing lead times than competitors and rapid 
delivery of goods (Bernardes & Hanna 2009; Blome et al. 2013). 
Numerous definitions of agility have been offered over the years by researchers based 
on the summary presented in Table 3.1. Despite these differences, most have focused on 
agility as the development of organisational capabilities to achieve sustained competitive 
advantage under unpredictable environments. Yusuf and Adeleye (2002) define agility as the 
ability to simultaneously respond to a wide range of different competitive objectives 
including cost, quality, dependability, speed, flexibility and leading-edge technology 
products. Likewise, Yusuf et al. (1999) and Ramasesh et al. (2001) have defined agility as the 
successful exploration of competitive base such as speed, flexible, innovation competency, 
proactive, quality and profitable. Wieland and Wallenburg (2012) note that agility is typically 
understood as the ability to rapidly change by adapting the initial stable configuration. Given 
the multidimensionality of agility, making the right decision on agile capabilities is crucial if 
such agility is to be successful.  
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Table 3.1. The definition of agility 
Author(s), Year Definition of agility 
Goldman, Nagel & Preiss, 
1995 
Agility is dynamic, context specific, aggressively change embracing and growth 
oriented. It is not about improve efficiency, cutting costs or battening down the 
business hatches to ride out fearsome competitive storms. It is about succeeding 
and about winning profits, market share and customers in the very centre of 
competitive storms that many companies fears 
Nelson & Harvey, 1995 
 
Agility is a capability; it is an organisation’s capacity to respond rapidly and 
effectively to unanticipated opportunities and to proactively develop solutions for 
potential needs. It is the result of an organisation and the people who comprise it 
working together in ways which benefit the individual, the organisation, and their 
customer. 
DeVor, Graves & Mills, 
1997 
The ability of a producer of goods and services to operate profitably in a 
competitive environment of continuous and unpredictable change.  
Quinn et al., 1997 The ability to accomplish rapid changeover from the assembly of one product to 
the assembly of a different product  
Yusuf, Sarhadi & 
Gunasekaran, 1999 
The successful exploration of competitive bases (speed, flexibility, innovation, pro-
activity, quality, profitability) through integration of reconfigurable resources and 
best practices in a knowledge-rich environment to provide customer-driven 
products and services in a fast-changing market environment 
Sharifi & Zhang, 1999 Agility is the ability to cope with unexpected challenges, to survive unprecedented 
threats of business environment, and to take advantage of changes opportunities 
Zhang & Sharifi, 2000 
 
 
A combination of three element: (1) agility drivers, which are the changes/pressure 
from the business environment that necessitate search for new ways of running a 
business in order to maintain competitive advantage; (2) agility capabilities, which 
are the essential capabilities that a firm needs in order to positively respond to and 
take advantage; (3) agility providers, which are the means whereby the so-called 
capabilities could be obtained 
Conboy & Fitzgerald, 
2001 
The continual readiness of an entity to rapidly or inherently, proactively or 
reactively, embrace change, through high quality, simplicity, economic 
components and relationship with its environment  
Sarkis, 2001 Agility is the ability to thrive in environment of continuous and often unanticipated 
change 
Yusuf and Adeleye 2002  The ability to simultaneously respond to a wide range of different competitive 
objectives including cost, quality, dependability, speed, flexibility and leading-
edge technology products 
Naylor, Naim & Berry, 
1999 
Use of marketing knowledge and virtual organisation to exploit profitable 
opportunities in a volatile environment  
Van Hoek, Harrison & 
Christopher, 2001 
A management concept centred around responsiveness to dynamic and turbulent 
markets and customer demand  
Dove, 2005 The ability to be alert to unexpected changes and the ability to quickly adapt the 
use of existing resources to cope with challenges and opportunities presented by 
these changing circumstances 
Kidd, 2006 
 
 
An agile corporation is a fast moving, adaptable and robust business enterprise 
capable of rapid reconfiguration in response to market opportunities. Such a 
corporation is founded an appropriate processes and structures and the integration 
of technology, organisation and people into a coordinated system in order to 
achieve a quantum leap forward in competitive performance by delivering 
capabilities that surpass those obtained from current enterprise practices 
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Taking the agility concept further, agile capability (AC) demonstrates the ability to 
rapidly and efficiently change through a combination and recombination of isolated 
capabilities without compromising daily operations or subsequent change processes (Meyer 
& Stensaker 2006; Sheppard & Young 2006; Wieland & Wallenburg 2012). According to 
Narasimhana et al. (2006), the ability to respond to customer demands in a timely, effective 
manner is the primary meaning of agility. Having sensed the opportunities in the 
environment, the response component of agility is the ability to revamp existing operational 
capabilities with new knowledge, to integrate the new knowledge in these capabilities, and to 
deploy the reconfigured operational capabilities (Paul & Omar 2011). In other words, AC 
involves the degree to which a firm can detect competitive market opportunities for 
innovation and then seize them by assembling requisite assets, knowledge and relationships 
with speed and surprise (Helfat et al. 2007; Teece et al. 1997). 
Different capabilities were mentioned in the literature as associated with agility.  
Goldman et al. (1991) refer to agility as the ability to be ‘quick’ and ‘adaptive’ when 
responding to changes. Moreover, more recent studies have asserted the term 
‘responsiveness’ as one of the critical dimensions of agility (Holweg 2005; Van Hoek et al. 
2001). Despite the differences, studies have emphasised quickness/speed and 
flexibility/adaptive as the primary attributes of agile capabilities (Gunasekaran 1999; Sharifi 
& Zhang 1999; Yusuf et al. 1999).  An equally important capability is being responsive to 
change and uncertainty (Glodman et al. 1995; Holweg 2005; Sharifi & Zhang 2001). The 
next common component of agile capabilities is competency with a focus on innovation 
(Gunasekaran 2001; Kidd 1994; Tsourveloudis & Valavanis 2002; Zhang 2011). Based on 
these studies, four capabilities are being proposed to measure AC in this study are: 
responsiveness, flexible production, innovation competency and speed in delivery (Sharifi & 
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Zhang 2001; Sharifi & Zhang 1999). In the following section these four capabilities will be 
discussed in more detail.  
 Responsiveness (RES) is the ability to identify changes and respond to them 
(Sharifi & Zhang 2001). This includes the ability of sensing, perceiving and 
anticipating changes (Gunasekaran 1999). Given the impact of environment 
uncertainty, responsiveness is considered a primary determinant of organisational 
performance (Handfield & Bechtel 2002). While being responsive can mean 
different things to different people, it is important to determine what actually 
constitute responsiveness. According to Holweg (2005), agility implies the 
organisation’s responsibility to sense and respond to changes of customer 
requirements. It is often include the manufacturing capability to change the 
production capacity to match with informed customer requirements (Kazan et al. 
2006). Given the fact that customer is today’s key market driver, responsiveness is 
required as one of the most important agility attribute needed for organization to 
achieve sustained competitive advantage (Reichhart & Holweg 2007; Storey et al. 
2005). 
 Flexible production (FP) refers to the ability to achieve different objectives with 
the same facilities (Sharifi & Zhang 1999). FP allows organisations to adjust 
manufacturing output often in the areas of product model and volume (Sharifi & 
Zhang 2001). The recent studies have argued that being flexible in production 
would enable organisations to avoid major modification and disruption to current 
capacity (Bengtsson & Olhager 2002; Holweg 2005). According to Yiwei et al. 
(2011), a high level of FP provides possibilities to make changes at low cost 
within a short time frame. By improving FP, organisations can obtain a high level 
of agile capability through the achievement of time and cost efficient production 
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customisation while maintaining highest performance (Wilson & Platts 2010; 
Zhang et al. 2003). Moreover, volume flexibility implies the ability to remain 
profitability through various operating output levels (Jack & Raturi 2002; Oak 
2005). 
 Innovation competency (INC) can be referred to a wide range of abilities for 
example, appropriate use of technology, product and service quality, change of 
management, cooperation and integration (Sharifi & Zhang 2001). Given the 
broad definition, it make difficult to justify the elements required to become 
competency. The literatures suggest that agility entails the organisation’s 
capability to acquire knowledge and skills that cannot be easily duplicated by 
competitors (Hallgren & Olhager 2009; Zhang 2011). Competency is often 
associated with innovation as a mean to improve the frequency with which new 
products are introduced (Ramasesh et al. 2001). Such INC is considered important 
capability to enable existing knowledge and skill to be reconfigured and/or reused 
to match with changing environment (Gilgeous & Parveen 2001).  
 Speed in delivery (SID) is defined as the ability to carry out tasks and operations 
in the shortest possible time (Sharifi & Zhang 2001).  SID is oriented towards a 
strong customer focus and speed time-to-market (Zhang & Sharifi 2007).The 
literatures have associated agility with the ability of being the first mover to 
outperform the competitors (Hallgren & Olhager 2009). According to Brown and 
Bessant (2003), SID involves speed delivery of finished product that would 
ultimately lead to an improvement of agility. Given the intense competition, 
agility and its capability to quickly delivery market requirements has become 
vital. This often includes guaranteeing of the shortest lead time throughout the 
62 
 
production development process (Zhang 2011). Increasingly, firms are forced to 
introduce a new product faster to remain competitiveness (Christopher 2005).  
3.5.  Organisational Performance 
 The key purpose of research on operations strategy is to identify the drivers of high 
performance (Beckman & Rosenfield 2008). Clearly, the influence of AC on competitive 
advantage and performance has been increasingly acknowledged in numerous studies. 
Despite the beneficial impact of AC, little empirical evidence exists in the literature 
validating its positive link with organisational performance, or otherwise is limited on either 
operational or financial issues (Vazquez-Bustelo et al. 2007). Given the fast-changing 
business environment, the question whether an agile organisation can remain competitive is 
indeed crucial.  
Organisational performance comprises the actual output or result of an organisation as 
measured against its intended goals and objectives. This performance is often measured in 
terms of profits, return on assets, and return on investment or so called ‘financial 
performance’ (Henri 2004; Richard et al. 2009b). Nevertheless, some have argued that simply 
looking at a financial perspective would not reflect the overall competitiveness of the 
organisation (Richard et al. 2009b). Correspondingly, in this study, the use of ‘operational 
performance’ in combination with ‘financial performance’ is adopted to determine overall 
competiveness of organisations. Since this study focuses on how to develop AC from an 
operations strategy perspective, the impact of AC on operational performance is seen as 
advantageous. In this study both operational and financial performance were, therefore, 
adopted and tested. In Section 3.5.1 operational performance will be discussed, followed by 
financial performance in section 3.5.2. 
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3.5.1.  Operational Performance   
Operational competitiveness of firm performance is considered to be the indicator of 
effectiveness of strategic agility (Ojha 2008). This performance should be immediately 
measured so that corrective actions can be taken to improve agile operation. Since the driving 
force of agility is to increase customer power (Narasimhana et al. 2006; Sherehiy et al. 2007), 
customer satisfaction on product and service, have become one of the important performance 
metrics. According to Dove (2001) and Power (2001c), firm viability that includes on time 
delivery, process change-over time and ability to develop new product are also the prime 
outcomes of strategic agility. Likewise, Toni (2001) conceptualised operational performance 
of a firm into productivity, wait and move time, system times and set-up time. Firms adopted 
agility to enhance their competitive performance by closely integrating internal functions 
with external operations of the channel members (Christopher 2005). To determine the 
impact of agility, the indicators of operational performance should be included in addition to 
those of financial performance.  
Using non-financial performance metrics can overcome the limitations of financial 
measures. This is because non-financial are more assessable in that they are consistent with 
enterprises’ goals and strategies (Beamon & Chen 2001; Bourne et al. 2000). Moreover, 
operational performance metrics change and vary over time as market needs change and thus 
tend to be flexible (Medori & Steeple 2000; Pun & White 2005). While financial 
performance measures are more likely to reflect the assessment of an organisation by factors 
outside of its boundaries, operational measures reflect more directly on the efficiency and 
effectiveness of the operations within the organisation (Richard et al. 2009b). These 
categories of performance reflect competencies in specific areas of operations strategy 
including the level of customer satisfaction, level of labour productivity, level of new 
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production introductions relative to competitors and the level of process productivity 
(Chengen 2013; Nyaga et al. 2010; Wong et al. 2011).  
3.5.2.  Financial Performance  
The literature supports using financial measures as the centre of outcome-based 
financial indicators that reflect the fulfilment of the firm’s economic goals (Lambert & 
Schwieterman 2012; Palmatier et al. 2007). As such, the financial performance has been a 
common and dominant model in empirical strategy research (Thomas et al. 1991; 
Venkatraman & Ramanujam 1986). The traditional literature on financial performance 
metrics focuses on indicators such as sales growth, profitability and earnings per share (Cao 
& Zhang 2011; Yang & Crowther 2012). These measures have been widely used in previous 
researches as they are the primary yardsticks for most stakeholders (Chen & Paulraj 2004; 
Flynn et al. 2010). Effective manufacturing operations should be reflected on such financial 
metrics.  
Financial performance can be measured from either a supply chain perspective (such 
as total supply chain costs, inventories and revenue) or process perspective (such as return on 
investment, return on assets, customer growth and profitability) (Bullinger et al. 2002). 
Moreover, the use of pre-tax return on assets, return on investment and return on sales are 
other important financial measures (Vickery et al. 2003). Since this study examines the 
impact of agility from a process perspective, the relevant financial measures identified by the 
literature are return on investment, profit as a percentage of sales, firm’s net income before 
sales, present value of the firm, level of cash flow, level of capital expenditure and level of 
product profitability (Bullinger et al. 2002; Chen & Paulraj 2004; Richard et al. 2009b). 
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3.7.  Research Framework  
When understanding the phenomenon of agility, a framework within which to work 
and from which testable hypotheses can be drawn is essential. Drawing from the literature 
review discussed above, a theoretical framework is established which describes the causal 
relationships between manufacturing practices, agile capabilities and organisational 
performance as shown in Figure 3.1 below. 
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1. Research Framework of the Study 
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3.8.  Research Hypotheses  
Working from the literature review and conceptual framework, this section focuses on 
developing hypotheses of this study. In order to answer the research questions formulated in 
Chapter 1, seven hypotheses were developed and analysed.  
3.8.1.  Integrated Product Development and Agile Capabilities 
Given the impact of demand uncertainty and dynamic marketplace, an effective 
product development practice is increasingly demanded for a better synchronisation of 
organisational resources and market requirements (Ronaldo et al. 2011). Integrated product 
development (IPD) is literally recognised as one of the core features of dynamic capability 
based on the improvement of agile capabilities (AC) (Bendoly et al. 2012; Elisa 2005; Sarin 
& O'Connor 2009). IPD presents the collaborative working environment by which managers 
with different expertise share and synchronise various resources, all of which are necessary to 
create a timely and profitable innovation (Helfat & Raubitschek 2000; Veryzer 2005). This 
form of collaboration and synchronisation is a critical requirement if firms are to become 
agile (Christopher 2005). IPD supports the cross-functional decision-making by which the 
production processes can be done concurrently to accelerate time-to-market of new products 
(Pero et al. 2010; Sieger et al. 2000). Importantly, IPD allows all the key elements to be 
factored at an early stage (Khan & Creazza 2009). This improves in particular the capability 
of firm’s responsiveness since customer requirements are communicated and translated into 
product specifications at the earliest stage of product development (Edward et al. 2009). The 
above arguments lead to: 
Hypothesis 1: Integrated product development has a positive effect on agile capabilities 
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3.8.2.  Modularised Manufacturing and Agile Capabilities 
Doran (2004) suggests improving of agile capabilities (AC) through the 
reconfigurable product and process design in response to demand uncertainty (Salvador et al. 
2002). Modularised manufacturing (MM) is simplifying product customisation by employing 
reconfigurable modules to create new, possibly unique variants to meet customer demand 
(Jacobs et al. 2011). Ward (1994) noted that the ability to exhibit a range of responses in 
volume and product mix is obtained through reconfigurable equipment and infrastructure 
(Ward 1994). One key is the ability to deconstruct and reconstruct the system as needed 
rather than simply anticipating a defined range of requirements (Noaker 1994). MM 
emphasises the manufacturing process to create new system configurations by recombining 
new or existing independent components into new ones that better match the environment 
(Baldwin & Clark 1997; Langlois 2002; Sanchez & Mahoney 1996).  
The common part segments allow production volume to be distributed across a 
smaller number of unique components or subassemblies (Gershensona et al. 2003), resulting 
in the flexible production system in which a wide range of order sizes can be efficiently 
produced (Mirachandani & Mishra 2002; TuVonderembse, et al. 2004). A limited range of 
modules from all function groups is produced to stock in advance, allowing not only the 
reduction of set-up times (Kim & Chhajed 2000) but also shorter development time for 
manufacturing (Bi & Zhang 2001). The deployment of MM based on a cellular design is one 
approach to create the ability to offer the range of required customer responses (Manzini et al. 
2004). Accordingly, AC may be achieved by implementing practices that provide the 
requisite capabilities; that is, reconfigurable equipment leads to an accurate rapid response to 
customer requirements (Sharifi & Zhang 2001). The above arguments lead to:  
Hypothesis 2: Modularised manufacturing has a positive effect on agile capabilities 
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3.8.3.  Supply Chain Coordination and Agile Capabilities 
The scholars have noted SCC is one of the most attractive key drivers of agility (Doz 
& Kosonen 2008; Yusuf et al. 1999).  According to Wadhwa et al. (2009), firms pursue SCC 
to support flexible production through synergised resources necessary to provide agile 
capabilities. Through a partnership, firms can quickly form, reform and dissolve linkages to 
be consistent in tune fluctuating market conditions (Daniel & White 2005). This inter-
organisational linkage will allow an automated flow of knowledge and resources across 
organisational boundaries and link manufacturing firms to their customers or suppliers 
(Iskanius & Helaakoski 2009). The activity tasks are decomposed based on individual 
partner’s functional processes and significantly contribute to the reduction of manufacturing 
time (Martinez et al. 2001; Wu & Su 2005). The alliance relies heavily on a distributed 
decision in a decentralised manner due to members’ autonomy and independence (Vinicius & 
Rabelob 2009). The product development is driven by a self-organised partnership network in 
which each partner is partially responsible for the product development (Martinez et al. 
2001), allowing more flexibility and the best use of individual core competency (Gou et al. 
2002). Through SCC, firms can reduce response time by obtaining information to streamline 
order fulfilment (Verwaal & Hesselmans 2004). The above arguments lead to: 
Hypothesis 3: Supply chain coordination has a positive effect on agile capabilities 
3.8.4.  Information Technology Integration and Agile Capabilities  
The studies have revealed an improvement in agile capabilities (AC) through the 
application of information technology integration (ITI) (Xiaobo et al. 2006). ITI emphasises 
the creation of virtual networking as a source of agility. ITI allows the formation of non-
hierarchical business coordination in which skills, resources, information and knowledge 
among the partners are shared across organisational boundaries through an electric network 
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(Camarinha-Matos & Afsarmanesh 2005; Rabelo et al. 2004). Tasks are carried out and 
operated through integrated business networking, resulting in a speedy production process 
(Gunasekaran et al. 2008), The literature has pinpointed enhanced flexibility and cost 
efficiency through ITI in the way that it allows the business networking to be regrouped, 
reorganised and reused for other manufacturing activities (Martinez et al. 2001; Wu & Su 
2005). The above arguments lead to: 
Hypothesis 4: Information technology integration has a positive effect on agile capabilities  
3.8.5.  Agile Capabilities and Operational Performance  
Agile Capabilities (AC) is seen as the ability to sense and respond, integrate, build 
and reconfigure internal and external competences to address a rapidly changing environment 
(Teece et al. 1997). Within turbulent business environments, AC can be considered as a 
competitive advantage that results from the development of idiosyncratic capabilities that 
better match the changing market environment. Building on the dynamic capability 
framework, Teece (2007) asserts that organisational performance depends on the ability to 
sense and respond to market opportunities (Hult et al. 2005). Therefore, firms with superior 
sensing and responding capabilities can effectively leverage value creation to enhance 
performance. The study examines the impact of AC on both operational and financial 
performance. AC involves a set of capabilities undertaken by manufacturers to promote 
effective operational management within the business. AC is expected to increase operational 
performance through responsiveness, flexibility, reduced lead time, reduced inventory level 
and forecasting. The literature supports the impact of AC on various aspects of operational 
performance. The above arguments lead to: 
Hypothesis 5: Agile capabilities have a positive effect on operational performance 
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3.8.6.  Agile Capabilities and Financial Performance  
The literature supports the contention that agile capabilities wield a positive influence 
on financial performance. Agility enables greater asset use, which, in turn, enhances 
performance (Ramasesh et al. 2001; Schmenner & Swink 1998).  Rapid responses to market 
demands have been shown to result in capturing a greater share of demand and return on 
investment (Fisher et al. 1994). Ramasesh et al. (2001) found that AC increased net present 
value. Since net present value included revenue and sales growth, AC may be a key 
determinant of growth in financial performance (Ettlie 1998; Tracey 2004). The above 
arguments lead to: 
Hypothesis 6: Agile capabilities have a positive effect on financial performance 
3.8.7.  Operational Performance and Organisational Financial Performance 
The final hypothesis focuses on the relationship between operational performance 
(OP) and financial performance (FP). The literature suggests that OP indicators may be the 
ultimate aim of any business organisation and an important indicator in evaluating the impact 
of AC on FP (Demirbag et al. 2006; Montes et al. 2003). Improving the operational measures 
such as innovation, delivery performance, order cycle time, forecast accuracy and order 
processing accuracy may improve the organisation’s financial results (Kaplan & Norton 
1992; Kim 2006). Researchers have emphasised AC as to produce product economically with 
faster response over key competitors and, therefore, a greater market share and financial 
status as a whole (Koh & Simpson 2007). Thus, generic operational performance may be the 
predominant influence on financial performance in the context of agility. These opinions 
suggest that financial performance can be improved by the organisation’s operational 
performance, given that AC has become an essential prerequisite for staying competitive in 
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the global economy and staying profitable (Childerhouse & Towill 2003; Moberg et al. 2002; 
Power et al. 2001a; Tan 2002). The above arguments lead to: 
Hypothesis 7: Operational performance has a positive indirect effect on organisational 
financial performance  
3.9.  Summary  
The first section of this chapter discusses the literature review related to four 
manufacturing practices namely, integrated production development, modularised 
manufacturing, supply chain coordination, and information technology integration. These 
manufacturing practices by the literature have been emphasised as their potential effects on 
agile capability and therefore, are tested in this study. The research framework used to 
explain the relationship between manufacturing practices and agile capabilities draws on the 
RBV and DCV theories used for the Thai automotive parts industry. As suggested through 
the theories of resource and capability, these manufacturing practices are indeed important 
processes that enable organisational resources to be used for developing idiosyncratic 
capabilities that businesses need to beat their competitors. In order to test the relationships 
between manufacturing practices and agile capability, hypotheses 1-4 are generated. Agile 
capabilities discussed in this study are measured in the areas of responsiveness, flexible 
production, innovation competency, and speed in delivery. The establishment of agile 
capability is believed to lead to an improvement in organisational performance. To 
investigate the impact of agile capability on both operational performance and financial 
performance hypotheses 5-7 are developed. Accordingly, this chapter has established a 
research framework to represent seven hypotheses of interest. Based on the extensive 
literature review in Chapter 3, discussions on the methodology being employed to develop 
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research instruments to measure the seven constructs in this study is further conducted in 
Chapter 4.  
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CHAPTER 4 RESEARCH METHODOLOGY 
 
Theories on establishing agile capabilities (AC) in the automotive parts industry were 
explained in the study context and literature review chapters, respectively. Together, these 
discussions presented the empirical background and theoretical foundation for studying 
agility implementation in this research. This chapter reviews research methodology and 
various measurement methods used for the analyses. It examines the literature on the criteria 
for designing a research methodology to select the appropriate research paradigm and 
methods of enquiry. Finally, the chapter discusses in detail the methods for data collection 
and analysis used in both the preliminary and main studies of this research. 
4.1. Research Paradigm 
A paradigm refers to a basic set of standards and rules used to guide a researcher’s 
actions and beliefs (Krajewski & Ritzman, 2005). This set of beliefs relates to the existence 
and nature of reality (ontology), i.e. the perceived relationship with the object being studied 
that is considered real (epistemology). It also refers to the process and means of knowing 
something considered to be real (methodology). These fundamental principles of ontology, 
epistemology and methodology which guide, inform and shape how a researcher sees the 
world and acts accordingly, are collectively known as a research paradigm (Guba & Lincoln 
1994; Mertens 2007).  
Within metaphysics ontology is a branch that examines the nature of reality. It focuses 
on the question of what is taken as real and how to know whether something is real 
(Orlikowski & Baroudi, 1991; Guba & Lincoln, 2005; Mertens, 2007). When stating the type 
of evidence that is acceptable to assert something as real, this is referred to as an ontological 
assumption about reality. Ontologically, a researcher can take the stance that the phenomenon 
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being investigated has an objective reality independent of the researcher’s method of inquiry 
or that it has a subjective and malleable reality existing only through human action 
(Orlikowski & Baroudi, 1991). 
Epistemology is about the philosophy of how knowledge concerning reality should be 
acquired. Here the focus of the relationship is between the researcher (knower) and the 
researched (the would-be known) about which empirical data are being collected (Guba & 
Lincoln 2005; Orlikowski & Baroudi 1991). A researcher’s epistemological perspective 
frames his or her interaction with what is being analysed, which also relies on one’s 
ontological viewpoint. The main issue of epistemology is the question of objectivity in 
producing what is regarded as knowledge; in other words, whether a researcher should be 
close to the subject or topic, or should be neutral concerning what is being investigated 
Epistemologically, knowledge is considered constructed, either by following hypothetico-
deduction reasoning (assumed to be non-value laden) or by following value-laden non-
hypothetico-deduction reasoning. 
The third and final aspect of a research paradigm discussed here is methodology. 
Methodology refers to how a researcher approaches the conducting of his or her empirical 
research (Guba & Lincoln 2005; Orlikowski & Baroudi 1991). It relates more to the strategic 
approach instead of specific methods and techniques employed for data collection and 
analysis. Methodologically, one can employ the qualitative, quantitative or mixed-method 
approach in conducting a research study.  
Table 4.1 summarises the basic beliefs of these research paradigms, based on the 
work done by Orlikowski and Baroudi (1991), Guba and Lincoln (1994), Myers (1997, 2008) 
and Carlsson (2003; 2005).  
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Table 4.1. Basic Beliefs of the Alternative Paradigms 
Assumption Positivism Interpretivism Critical Realism 
Ontology Naïve realism: A “real” 
objective reality, able to 
be captured perfectly. 
 
Experience is taken to be 
objective and real, value 
free, testable and 
independent of theoretical 
explanations.  
Relativism: socially co-
constructed multiple realities.  
Experience is subjective and 
value-laden. 
 
The data are not detachable 
from theory because what 
counts as data are determined 
in the light of the theoretical 
interpretation of individuals.  
Critical realism: “Real” 
reality, but is only able to 
capture imperfectly and 
probabilistically.  
The real reality cannot be 
perfectly measured.  
Epistemology Objectivist or etic 
(outsider’s point of view) 
Theories are held to be 
artificial constructs or 
models yielding 
explanation following the 
process of hypothetico-
deductive logic. 
 
Generalisations (law-like 
relations) are derived 
from experience and are 
independent of the 
investigator, his or her 
methods and the object of 
study. 
Subjectivist or emic (insider’s 
point of view)  
 
Theories are mimetic 
reconstructions of the facts 
themselves following the 
process of inductive logic. 
The criterion of a good theory 
is an understanding of 
meanings and intentions 
rather than deductive 
explanation.  
 
Generalisations derived from 
experience are dependent 
upon the researcher and his or 
her methods.  
Non-positivist, but 
acknowledges both the etic 
and emic views.  
Methodology Experimental and 
rigorously defined 
quantitative survey 
methodology  
Hermeneutical/dialectical 
qualitative methodology.  
Rejects methodological 
individualism, and supports 
the use of methods of both 
positivism and 
interpretivism. 
Source: Orlikowski and Baroudi (1991), Guba and Lincoln (1994), Myers (1997, 2008), and 
Carlsson (2003; 2005)  
While a paradigm can have more than the above three sets of assumptions (for 
instance, axiology and rhetoric may also be considered; see Creswell 2009) ontology, 
epistemology and methodology constitute the core components of a research paradigm (Guba 
& Lincoln 2005).  Thus, a paradigm is determined based on the position of the researcher 
towards these three components (Guba & Lincoln 2005). Broadly speaking, there are three 
major paradigms and these are positivism, interpretivism and critical realism. These 
paradigms offer insights into the research problem and guidance to an appropriate 
methodology, data gathering and analysis. It was noted that the paradigms of research not 
only assist in choosing the methodology to resolve an issue or problem but also dictate the 
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researcher’s view of the world to conceptualise the problem in the first place (Sethi et al. 
2001). Selecting the paradigm provides the basic process for conducting research and 
avoiding errors in interpretation.  
Based on Table 4.1, a researcher’s paradigm (positivist, interpretivist or critical 
realist) determines whether they will be an independent observer or part of the subject being 
investigated. Furthermore it constrains the type and nature of the research questions posed, 
which in turn decides the appropriate research strategy to implement and methods of 
collecting evidence, analysis and inference. With the exception of the positivist paradigm, 
which necessitates the researcher acting as an independent observer, the other two paradigms 
recognise the researcher as an essential part of the investigation. 
Table 4.1 has outlined the aim of the positivism paradigm making valid and reliable 
generalisations about a theory based on empirical findings. Typically, positivist-oriented 
research typically poses research questions that refer to theory testing, theory extension or 
theory verification or falsification. Using the positivism paradigm, research questions are 
devised in terms of deductive reasoning; that is, they begin with a testable hypothesis drawn 
from established theory and such a hypothesis must be supported or rejected through the 
gathering of empirical data (Guba & Lincoln 2005; Myers 2008; Orlikowski & Baroudi 
1991). Under the interpretivism paradigm, the primary objective is to generate a better 
understanding of the phenomenon or phenomena and explain them. The study’s focus is often 
context-based and the research questions regularly incorporate ‘why’ and ‘how’ questions, 
which are amenable to the hermeneutical interpretation of qualitative data (Guba & Lincoln 
2005; Orlikowski & Baroudi 1991; Walsham 1993). This paradigm also subsumes the 
contemporary critical social theory philosophy that grows out of critical interpretivisim 
(Myers & Klein 2011). 
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Critical realism, which ontologically is similar to positivism and has an 
epistemological stance akin to interpretivism, aims to create a better comprehension of the 
underlying structures and mechanisms concerning a specific phenomenon. It also poses 
queries that can be answered using the methods of both positivism and interpretivism 
(Carlsson 2005; Creswell 2009; Myers 2008).  
4.1.1.  Ontological and Epistemological Positioning  
On this theme, the ontological and epistemological choice between positivism, 
interpretivism or critical realism is not based on which approach is better. Orlikowski and 
Baroudi (1991) have commented that all research philosophies can offer deeply insightful 
perspectives on certain phenomena of interest in information systems research. It is vital for 
researchers and scholars to understand the implications of their research perspective and 
execute their analyses in ways that reflect that knowledge. Research methods and 
assumptions are heavily influenced by the doctoral program attended and the agendas of 
powerful and respected mentors; they are not learned and appropriated in a vacuum. This 
thesis - based on the ontological, epistemological and methodological perspectives of the 
three research paradigms - was guided by the positivist ontological and epistemological 
assumptions that are explained below in more detail.  
Firstly, the current research seeks to develop and validate a theoretical model that 
comprises testable hypotheses so that the impact of agile capability on organisational 
performance can be evaluated. Orlikowski and Baroudi (1991) categorised a research study 
as positivist when evidence emerges of formal propositions, quantifiable measures of 
variables, hypotheses testing inferences about a phenomenon or subject from the sample to a 
stated population. Furthermore this thesis aims to establish inferences about the effect of agile 
capability on organisational performance in a developing economy, based on an analysis of 
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sample organisations. The theoretical model as outlined in Chapter 3 is based on perspectives 
and theories drawn from the literature on operations strategy, manufacturing practices, agile 
capabilities, organisational performance, RBV and DCV theories. It is also informed by 
findings from an exploratory study. The major thrust of the research follows the deductive 
method of reasoning in order to validate and extend previously stipulated hypotheses on 
agility that are very relevant to a developing economy. This is an essential characteristic of 
the positivist paradigm. 
Secondly, the variable (phenomenon) being investigated is businesses’ agile 
experiences and this encapsulates conducting surveys of key personnel. Consequently this 
research study employs a questionnaire instrument to quantify the measurement of variables, 
and uses statistical methods to test predetermined hypotheses concerning the relationships 
between research constructs/variables. Specifically, model validation at the measurement and 
structural model level requires the following: assessing construct validity and reliability at 
measurement and structural model levels by using structural equation modelling (SEM) 
technique. The researcher’s role is to interpret the analysis results against the hypotheses and 
ensure that the data is not misrepresented. These important features of the research conform 
to the ontological and epistemological perspective of the positivist paradigm. 
Thirdly, the researcher subscribed to the positivist assumption that the researcher and 
reality are separate and that results should be replicable regardless of who conducts the 
investigation (Creswell, 2009). The basis for formulating such a belief involved the 
articulation of rigorous processes that led to designing and developing the survey instrument 
(literature survey, pre-test, pilot study and interrater agreement). This also involved rigorous 
validation procedures being implemented to establish measurement and structural model 
validity and reliability.  
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Fourth, it is suggested the positivist philosophy argues that there is one objective 
reality. Consequently, valid research is demonstrated only by the degree of proof 
corresponding to the phenomenon or phenomena that the study results stand for (Hope and 
Waterman, 2003). Since this research involves principles, beliefs and knowledge that can be 
directly experienced and verified between independent observers, it can be stated here that 
the thesis is based on a positivist paradigm (Hanson 2008). Examining the relationships 
between manufacturing practices and agility capabilities, agile capabilities and organisational 
performance, through hypotheses testing, indicated that the positivism paradigm was utilised. 
Specifically, this was demonstrated by measuring variable constructs that follow an 
assumption that generates a plausible explanation (Healy & Perry, 2000).  
4.1.2.  Methodological Choice 
Selecting a research methodology depends on the ontological and epistemological 
choices already made and a particular study’s objectives (Guba & Lincoln 2005; Hall & 
Howard 2008). As noted in Section 4.1.1, this study was conducted based on the positivist 
paradigm. It tests hypotheses derived from a theoretical model, developed on the basis of 
what previous studies and literature review concluded. Thus the major purpose of the 
research is essentially to validate or verify a theory using the hypothetico-deductive approach 
(Guba & Lincoln 2005). Whenever the purpose of a study is hypothesis testing using 
statistical methods, and generalising the findings to a larger population from the sample based 
on numerical data, quantitative survey research is the preferred option (Creswell 2009). 
Quantitative methodology is able to produce objective, quantifiable and reliable data 
that are usually generalisable to a larger population or wider context. Sobh and Perry (2006) 
have stated that quantitative methods to test a theory and present model testing authenticate 
the existence of positivism. The methodology employed in this study is highlighted in Figure 
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4.1 and as proposed by Healy and Perry (2000) the methodology demonstrates links between 
methods and their related paradigms. In fact the positivist paradigm illustrated in Figure 4.1 
uses an exploratory literature review, personal interviews, surveys, multivariate analysis and 
structural equation modelling (Weaver and Olson, 2006). 
 
 
 
 
 
 
 
 
Theory-testing research emphasis on measurement 
Figure 4.1. A Representative Range of Methodologies and Their Related Paradigms 
Source: Healy and Perry (2000, p.121) 
4.2. Research Design and Stages 
This study identifies the manufacturing practices firms need to implement to become 
agile as well as the impact of agile capabilities on organisational performance in the Thai 
automotive parts industry. The study employs a sequential exploratory design, which is 
characterised by quantitative data collection and analysis. Figure 4.2 explains the procedure 
followed including the methods selected and the relevant information in each stage of the 
research. 
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Figure 4.2. Research Process Diagram 
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The first stage involves an exploratory study, with an extensive literature review 
serving as the primary method. The exploratory study reviewed all relevant existing models, 
and collected information from past studies about manufacturing practices, agile capabilities, 
and operational and financial performance. The investigation of manufacturing practices is 
focused on integrated product development (IPD), modularised manufacturing (MM), supply 
chain coordination (SCC), and information technology integration (ITI). The results from the 
literature review helped to develop a conceptual model, formulate the research questions, 
objectives and hypotheses. Constructs chosen in the model were operationalised, and referred 
to in developing the research instruments. The first stage was finalised by preparing the 
sampling frames for the data collection process.  
Stage two involved instrument development and data collection in which five 
sequential activities are carried out to ensure optimal research measures: literature review, 
pre-test, pilot study, interrater agreement and large scale survey. The results yielded from 
these activities were used to refine measurement items used in the questionnaire in terms of 
content validity and reliability. The large scale survey involved the distribution of survey 
questionnaire to the identified respondents. The number of required sample was derived from 
the need to undertake structural equation modelling (SEM), and was based on the sampling 
method used.  
Stage three involved analysing and processing data collected using statistical 
methods, including exploratory factor analysis (EFA), confirmatory factor analysis (CFA), 
and structural equation modelling (SEM). Drawing on the existing literature of operational 
capabilities, this thesis developed theoretical model to answer the research question identified 
in Chapter 1, and test the hypotheses developed in Chapter 3. The methods used to conduct 
research should be in line with the research questions (Punch 2003). Therefore, a quantitative 
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approach is the appropriate method to examine the hypotheses, and to answer the research 
questions.  
4.3. Quantitative Method 
In this research, the quantitative method was conducted through a survey. Survey 
research is designed to ensure objectivity, generalisability and reliability by utilising 
techniques for selecting participants randomly from the study population in an unbiased 
manner. Survey research also utilises a standardised questionnaire and statistical methods to 
test predetermined hypotheses regarding the relationships between specific variables 
(Creswell 2009). The researcher is considered external to the actual research and results are 
expected to be replicable regardless of who conducts the research. The process of survey 
research involves hypothesis generation based on extant literature and/or theory, research 
design, instrument design, sample design, data collection, data analysis and making 
inferences (Bryman & Bell 2007). 
Quantitative methods are described as organised methods for combining deductive 
logic with precise empirical observations of individual behaviour, in order to discover and 
confirm a set of probabilistic causal laws that can be used to predict general patterns of 
human activity (Neuman 2003). Amaratunga et al. (2002) contend that applying quantitative 
research helps the researcher to establish statistical evidence on the strengths of relationships 
between both exogenous and endogenous constructs. They also emphasise that the statistical 
results provide directions of relationships when combined with theory and literature. 
Quantitative methodology can verify hypotheses and provide strong reliability and validity 
(Brown & Eisenhardt 1995). Since the objectives of this study are to empirically investigate 
causal relationships between the underlying constructs, this methodology is the most 
appropriate (Brown & Eisenhardt 1995; Jassawalla & Sashittal 1999).  
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Quantitative research employs statistical and mathematical methods to identify facts 
and causal relationships so that results can be generalised to a larger population within known 
limits of error (Nijssen et al., 2002). In general quantitative research processes data starting 
from a theory, and then moving on to data collection and then to findings. Employing a 
quantitative approach makes it possible to include a far greater number of participants in a 
broader context. According to Muijs (2001), quantitative analysis permits scores of one 
variable to be predicted from scores of other variables. Another further advantage is that 
statistical deduction of relationships among the variables for testing hypotheses can posit 
tentative explanations that explain a given set of facts.  
Nonetheless, the literature identified quantitative survey research having source of 
errors in four different areas, these being: measurement error, sampling error, internal validity 
error and statistical conclusion error (Straub et al. 2004). Measurement error takes place 
when an instrument that is not well validated and not reliable. Sampling error can relate to the 
procedures employed pertaining to sample frame, sample and respondent selection and 
sample size determination. Internal validity and statistical conclusion errors are also due to 
errors associated with measurement and/or sampling. A rigorous survey design procedure 
involving instrument design, sample design, data collection and analysis methods can 
minimise the extent of such errors (Churchill 1979; Lewis-Beck et al. 2004; Straub et al. 
2004). The quantitative survey research design of this study is based on Churchill (1979) and 
Haynes et al. (1995) and was rigorous enough to minimise the above errors associated with 
quantitative survey.  
4.4. Instrument Design 
Following the positivist paradigm, the concepts in the research model proposed in 
Chapter 3 have to be operationalised in a manner that can be measured and quantified. Based 
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on Churchill (1979), this involves defining the construct, generating a sample of items to 
operationalise each construct, pre-testing using survey, and pilot testing, before using the 
instrument for actual data collection. In addition to allowing for the operationalisation of the 
concepts of the research model proposed in Chapter 3, these procedures of instrument 
development help minimise measurement errors associated with the survey strategy. Similar 
to Churchill (1979), the methods of content validity testing proposed by Haynes (1995) were 
also adopted in order to improve the instrument’s rigour.  
Content validity is the degree to which elements of an assessment instrument are 
relevant and representative of the targeted constructs for a particular assessment purpose 
(Zikmund 2003). An assessment instrument’s relevance refers to the appropriateness of its 
elements for the targeted construct and functions of assessment (Ebel & Frisbie 1991; Guion 
1977; Messick 1993; Suen 1990). Relevance would decease to the degree that the 
questionnaire contained item outside the domain of intended construct which in turn 
decreases the content validity of the instrument (Zikmund 2003). Based on the instrument 
development methods suggested by Churchill (1979) and Haynes (1995), the research 
questionnaire was devised involving carried in four stages: 
 Stage 1: the analysis of studies in the literature review that involves defining the 
construct and generating a sample of items to operationalise each construct; 
 Stage 2: pre-testing the instrument which involves content validity testing to 
consolidate items measured qualitatively; 
 Stage 3: the pilot study that involves appraising and purifying the instruments and 
examining the internal consistency of items; and  
 Stage 4: interrater agreement analysis which involves content validity of a 
quantitative measurement. Interrater agreement is implemented to test the degree of 
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consensus among different raters when responding to the same instrument (Lindell 
2001).  
The general types of scales for quantifying information are nominal, ordinal, interval, 
and ratio (Bryman & Bell 2007; Sekaran & Bougie 2010). In this study, the use of nominal 
and interval scales is adopted. The instrument in Sections 2 to 4 of the questionnaire mainly 
uses nominative scales. The Likert Scale was chosen in this study. It is commonly used in 
similar research, and it allows respondents to express either a favourable or unfavourable 
attitude toward the object of interest (Cooper & Schindler, 2006). The scale is also easy to 
develop, reliable and applicable to both in respondent-centred and stimulus-centred studies 
(Emory, 1985). The Likert Scale is the most widely used method of scaling in the social 
sciences today. Most social science research uses either a five-point or a seven-point Likert 
Scale. Although there are no significant differences between a five-point or a seven-point 
Likert Scale, Miller (1956) stated that the human mind has a span of absolute judgement that 
can distinguish about seven distinct categories, a span of immediate memory for about seven 
items, and a span of attention that can encompass about six objects at a time. This suggests 
that any increase in the number of response categories beyond six or seven may be futile. 
Studies (e.g. Green & Rao 1970; Neumann & Neumann 1981) have tended to reinforce the 
general preference for five-point scales. 
In this study, a five-point scale was applied to give respondents options in expressing 
their opinions. It has been shown that a five-point scale is just as good as any, and that an 
increase from five to seven to nine points on a rating scale does not improve the reliability of 
the ratings (Hansen 1999). It is sufficient to maintain an acceptable level of reliability, while 
allowing greater flexibility in choosing data analysing techniques for both metric and non-
metric models, and it is likely to provide a better measure of the intensity of participants’ 
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attitudes or opinions. The use of a Likert-type scale is also recommended for research 
involving supply chain practices, concerns and performance measurement (Swafford, et al. 
2006; Tan, 2002; Yusuf et al. 2004) and the implementation of structural equation modelling 
(SEM) such as a data-collection method (Hair et al., 2010; Tabachnick & Fidell, 2011). With 
the exception of a respondent’s profile, all variables were measured on a five-point Likert 
Scale.  
4.5. Sampling Design 
In conducting empirical quantitative survey research, designing a sample that truly 
reflects the theoretical population is critical (Bartlett et al. 2001; Bryman & Bell 2007). 
Sample design requires making decisions on the sampling frame, the sample size and 
respondent selection. The following section provides a discussion of the choices made in 
regard to these points in the current study. 
4.5.1.  Sampling Frame 
This study employed the unrestricted probability sampling design, known as simple 
random sampling method to determine the sample being studied (Sekaran & Bougie, 2010). 
Simple random sampling was chosen because it reduces bias by giving equal and independent 
chances to every member of the population (Kumar 2010; Lohr 2009). This method offers the 
most generalisability for the findings (Sekaran & Bougie, 2010). The quality of respondents 
and response rate are two important factors that influence the quality of an empirical study. 
Since this study has a focus on an operational level, the target respondents were the people 
working in the areas of operations, manufacturing, procurement, materials, R&D and 
information systems, as they were deemed to have best knowledge in the operations strategy 
area.  
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These OEM tier-1 suppliers are working in the automotive parts organisations and are 
members of industrial estates operated by the Industrial Estate Authority of Thailand 
(Industrial Estates Thailand, 2009). IEAT functions under the Ministry of Industry (MOI) in 
developing regional industrial sectors where factories from various industries are orderly and 
systematically clustered together (Thailand Board of Investment, 2009). There are currently 
approximately 41 industrial estates located in 15 provinces nationwide under IEAT (see 
Appendix 3.1).  
4.5.2.  Sample Size  
SEM is based on covariance and correlations that are unstable when evaluated from 
small sample size (Tabachnick & Fidell, 2007). There are no clear cut rules or definitive 
recommendations concerning the required sample size to obtain reliable solutions and 
parameter estimates in SEM. However, while utilising large sample sizes with latent variables 
to estimate, SEM will lead to a degree of confidence about such statistics, the asymptotic 
statistical theory underlying parameter estimations provides clues as to how large sample size 
should be (Holmes-Smith, 2000). The minimum requirements for SEM are presented in Table 
4.2.  
Table 4.2. Sample Size for Structural Equation Modelling 
Statistical Analysis Minimum Sample Size 
Structural Equation Modelling (SEM) ● Sample size as small as 50 found to provide 
valid results  
● Recommended minimum sample sizes of 100 
– 150 to ensure the stable Maximum 
Likelihood Estimation (MLE) solution  
● Suggested sample sizes in a range of 150 - 
400  
 
Source: Hair, Babin, Money, and Samouel (2003) 
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Since this study will employ SEM as the main analytical method, it is important to 
take into account that the Maximum Likelihood Estimation (MLE) method in SEM requires a 
sufficient sample size. To obtain reliable results, it has been recommended that the sample 
should include at least 100 observations, and that the sample size should at least be 5 to 20 
times the number of parameters being estimated (Hair et al., 1998). McQuitty (2004) 
suggested that it is important to determine the minimum sample size required in order to 
achieve a desired level of statistical power with a given model prior to data collection. 
Schreiber et al. (2006) noted that although the required sample size is affected by the 
normality of the data and estimation method that researchers use, the generally accepted 
value is 10 participants for every free parameter estimated.  
Although there is little consensus on the recommended sample size for SEM, Yuksel 
et al. (2010), Hoe (2008), Sivo et al., (2006), and Garver and Mentzer (1999) proposed a 
‘critical sample size’ of 200. In other words, as a rule of thumb, any number above 200 is 
understood to provide sufficient statistical power for data analysis. However, Bentler and 
Chow (1987) suggested under normal distribution theory the ratio of sample size to the 
number of free parameters should be at least 5:1 to get reliable parameter estimates. Sample 
size can affect chi-square statistic and measures of goodness-of-fit (Bearden et al. 1982; 
Yadama & Pandey 1995). Small sample sizes create problems for maximum likelihood-based 
estimation procedures like AMOS, and consequently unstable results may occur (Fornell & 
Larcker 1981; Gerbing & Anderson 1988). 
4.6. Data Collection 
The primary data collection method for this study is quantitative: a survey 
questionnaire. This study used a drop-and-collect method, involving the distribution of self-
administered questionnaires to identify respondents who comprise the sample population. 
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Despite impressive technological advances, there is still a very real need for fast, reliable and 
perhaps most importantly, low-cost research methods (Brown 1993; Maclennan et al. 2011). 
It involves hand-delivery and subsequent recovery of self-completion questionnaires, 
although several other variants exist. According to Brown (1993), by combining the strengths 
and avoiding the weaknesses of face-to-face and postal surveys, drop-and-collect provides a 
fast, cheap and reliable research tool. The drop-and-collect method may reduce the risk of 
bias from non-participation, interviewer effects, and social desirability effects, by harnessing 
the benefit of face-to-face recruitment and follow-up, while leaving participants to complete 
the survey alone and in their own time (Maclennan et al. 2011). 
In March 2013, the survey document with the cover letter explaining the research was 
sent by postal facsimile to 642 organisations throughout Thailand. Response to the 
questionnaire was anonymous and, whilst it collected demographic information about the 
firms, this was only used for analysis and personal data, sensitive information, intellectual 
property or information would not be disclosed in the study. The final survey questionnaire 
contains nine demographic and eighty-three content questions. To facilitate a quick response, 
the final question was translated into Thai by a certified linguistic specialist. The data 
collection was carried out between April and July 2013. To ensure the response rate, three 
reminders are planned for every two weeks.    
In many studies, organisation and respondent background are considered obligatory 
questions on a survey. Thus, this study asked questions related to the background of the 
organisation and operations management with the purpose of (i) understanding the 
respondents’ profiles, as they are the primary sources for this study, (ii) analysing the 
background of the organisation and accomplishments, and (iii) developing related 
information that may be used as part of this study.  
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The questions are formed to comply with the questionnaire of RMIT University’s 
Human Research Ethics Committee. The questions are carefully designed to avoid asking 
sensitive information in the interest of protecting the confidentiality of the respondents. The 
design of demographic questions in questionnaire’s section 1 are referenced to Tan (2007), 
Sahakijpichan (2007), Hashim and Ahmad (2008) with some modifications to apply in Thai 
context. The survey questionnaire uses fixed-alternative questions and open-ended responses 
(Mulaik & Millsap 2000) to identify the background and nature of business management of 
the participant organisation. These questions comprise descriptive data which need to be 
analysed with descriptive statistics. Table 4.3 summarises the type of question asked in 
Section 1 of the questionnaire. 
Table 4.3. Type of Questions for Respondents Profile 
General Characteristics Item Type of Question 
Type of organization  1) Part Produced Open-ended response 
2) Number of employees Determinant-choice 
3) Ownership Determinant-choice 
4) Manufacturing System  Determinant-choice 
5) Annual income Determinant-choice 
6) Process Choice of 
manufacturing  
Determinant-choice 
Role of respondent 7) Position Determinant-choice 
8) Department Determinant-choice 
9) Year of experience  Determinant-choice 
4.7. Data Analysis 
Quantitative analysis begins with establishing the response rate of the surveys as a 
high level of non-respondents may indicate bias due to missing data (Creswell 2009). After 
entering the data into SPSS, the data can be subjected to descriptive analyses such as means, 
standard deviations and range of scores for these variables. Next, the statistical procedures for 
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testing the hypotheses and the research model are explained as part of the research design. 
Tables and figures that interpret the results from the selected tests are presented and 
explained, then, the researcher draws conclusions from the results for the researcher 
questions, hypotheses, and the larger meaning of the results.  
The statistical procedures used in this study involve the use of Structural Equation 
Modelling (SEM) to test and estimate causal relationships among the data (Anderson & 
Schwager 2004). This application also creates insights into the causal nature and strength of 
the relationships (Streiner 2013). Al-Gahtani et al. (2007, p. 686) noted that SEM enables the 
simultaneous analysis of up to 200 variables, ‘allowing the examination of extensive 
interactions among moderator and latent predictor variable indicators’. Further, validity can 
be tested by extracting the factor and cross-loadings all indicator items to the respective latent 
constructs. The model validation process for this study was carried into four stages:  
(1) Data screening stage ensures the data is clean before conducting further analyses. 
This stage is important for identifying any missing values and provides the profiles 
of research respondents both in terms of organisations and individual participants,   
(2) Data preparation stage entails the testing of normality to assess the characteristics 
of data distribution and as well as to test of non-response bias, 
(3) Validity testing stage is conducted in order to meet SEM’s requirements of 
construct validity which include both convergent, discriminant and factorial 
validity tests, and  
(4) SEM analysis stage entails both exploratory factor analysis (EFA) and 
confirmatory factor analysis (CFA).   
Exploratory Factor Analysis (EFA) and Confirmatory Factor Analysis (CFA) were 
executed to ensure that all the constructs in the model possessed construct validity: 
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convergent, discriminant and factorial validity (Byrne 2010, Hair et al. 2012). A SEM 
procedure tested the full structural model and the interrelationships between the constructs. 
The SPSS AMOS Statistical Analysis package with Latent Variables was used for the EFA, 
CFA and full SEM model. It provides maximum likelihood estimation for continuous, 
censored, binary, ordered, categorical with three or more categories, counts, or combinations 
of these either with or without latent variables (Schmitt 2011).  
Forming hypotheses requires presenting the null hypothesis (Ho) and the desired 
alternative hypothesis (H1). This also includes the mediating hypothesis, where another 
variable may influence the relationship between the variables (Muijs 2011). The statistical 
acceptance or rejection of a null hypothesis occurs based on a selected probability (p-value) 
of the null hypothesis being incorrect. Kline (2011) noted that statistical tests for SEM 
analysis are usually conducted at p-value = .05 or p-value = .01, although p-value = .01 was 
considered unnecessary. The results from testing the model and the hypotheses are explained 
in Chapter 6 to determine: firstly, the manufacturing practices firms need in order to become 
agile; and secondly, the effect of agile capabilities on organisational performance.  
4.8. Ethical Considerations 
This study followed the Ethics Guideline Procedures outlined by RMIT University in 
the Ethics Review Process. The objectives were to ensure that questions were designed 
according to the standard requirements of the ethics committee, and simultaneously to 
confirm that no belittling questions were asked. The researcher was prepared, organised, and 
considerate of participants’ confidentiality in this study. The confidentiality of the 
information provided by respondents based on the questionnaire items was assured through 
ethics approval procedures. Ethics approval was obtained by the RMIT Human Research 
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Ethics Committee (HREC) prior to commencing the research stage involving respondents 
(See Appendix 4.1). 
4.9. Summary 
This chapter has described the different elements of methodology used for this 
research. This research is based on a positivism paradigm which permitted the use of a 
quantitative method approach. The process of quantitative data collection and analysis using 
drop-and-collect self-administrate questionnaire was explained. The survey questionnaires 
were distributed to a sample of executives/managers from firms registered on the Industrial 
Estate Authority of Thailand (IEAT) database. After having established the methodology, the 
next chapters focus on the development of research instrument, data collection and analysis, 
commencing with the results of instrument development in Chapter 5, and the results of the 
surveys in Chapter 6.  
  
95 
 
CHAPTER 5 SURVEY DEVELOPMENT 
 
This chapter explains the development processes of questionnaire items to form the 
survey on an agile model. A valid and reliable instrument is of great concern for positivist 
and quantitative research in order to measure the research constructs comprising the 
theoretical model. Given the comparative difficulty of verifying a construct in social sciences, 
the issue of instrument validation is important to ensure that the data being gathered is 
objective and accurately representing the underlying phenomena and that the conclusions 
drawn from the statistical analysis are warranted, unbiased and stable. Figure 5.1 illustrates 
the procedures of instrument validation of this study adopted from Churchill (1979), Haynes 
et al. (1995) and Straub et al. (2004) to ensure the validity of measurement items. This 
involves conducting a content validity test using both qualitative and quantitative methods.     
Validity/Reliability Criteria Instrument Development Stage Specific Tests/Techniques 
 
 
 
 
 
   
 
 
 
 
 
 
Figure 5.1. Instrument Development and Validation Process 
Source: Adapted from Churchill (1979), Haynes et al. (1995) and Straub et al. (2004) 
5.1.2 Generate Sample of Items 
5.1.3 Pretesting  
5.1.1 Specify Domain of Construct 
5.1.4 Pilot Study 
5.1.5 Interrater Agreement 
5.1 Content 
Validity 
Literature review 
Content validity qualitatively 
with local industrial experts 
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structured interview 
Content validity quantitatively 
with sample organisations 
(Mean, P-value and Power)   
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5.1.  Content Validity 
The importance of content validity to instrument validation has been long established 
(Groth-Marnat & Guion 1990; Guion 1977; Messick 1993; Mitchell 1986; Tallent 1992). 
Content validity is the degree to which items in the instrument reflect the content universe to 
which the instrument will be generalised (Straub et al. 2004). It assesses the extent to which 
the questionnaire items pulled are representative of the universe of all possible measures for a 
given latent construct (Lewis et al. 2005). Murphy and Davidshofer (1994) noted that content 
validation is particularly critical for constructs with fuzzy definitional boundaries or 
inconsistent definitions. Since the multidimensional nature of agility (Tsourveloudis & 
Valavanis 2002), content validity is, therefore, deemed appropriate to develop agile 
constructs.  
The key purpose of content validation on initial instrument development is to 
minimise potential error variance associated with an assessment instrument and to increase 
the probability of obtaining supportive construct validity indices in later studies (Hartmann & 
Wood 1982). Content validity is generally established through literature reviews and expert 
judges or panels (Straub et al. 2004). The use of content validity to validate the targeted 
construct varies depending on how precisely the construct is defined and the degree to which 
experts agree on the domain and facets of the construct. According to Haynes et al. (1995), 
content validity is a multi-method, quantitative and qualitative process applying to all 
elements of an assessment instrument. The qualitative approaches used to conduct the content 
validity in this study include the literature reviews for the following stages of: specifying 
domain of construct, generate sample of items, pretesting, and pilot study (Churchill 1979; 
Haynes et al. 1995; Straub et al. 2004). The quantitative approach used in this study is 
interrater agreement analysis (see Figure 5.1).  
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5.1.1.  Specify the Domain of Constructs 
The purpose of the domain specification step is to provide a clear conceptual meaning 
and definition of the construct by indicating its sub-elements or dimensions (Churchill 1979; 
Lewis et al. 2005). This involves the extensive revision of existing literature and where 
appropriate, items were taken from the existing instruments. Some modifications were made 
with reference to each construct to take the Thai automotive parts industry into account. The 
study employed the measurement of manufacturing practices to discover contributing factors 
to agile capabilities (AC). Items capturing information about manufacturing practices were 
associated with integrated production development (IPD), modularised manufacturing (MM), 
supply chain coordination (SCC), and information technology integration (ITI). Each 
antecedent was represented with a set of items.  
IPD was represented in this study on the level of (1) multidisciplinary production 
team (MPT), (2) early product realisation (EPR) and (3) concurrent production workflow 
(CPW). MM was represented with product modularity (PM) and process modularity (PRM). 
ITI was represented with manufacturing system integration (MSI), enterprise information 
integration (EII), and virtual manufacturing (VM).  
AC was measured in this study, on specifically the extent to which an organisation 
has responsiveness (RES), flexible production (FLP), innovation competency (INC), and 
speed in delivery (SID) that promote effective operational processes in a fast-changing 
business environment. The final construct is organisational performance. In this study, 
performance was measured by both financial and operational performance metrics. Table 5.1, 
below, summaries the definitions of the constructs that comprise the research model outlined 
in Chapter 3.  
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Table 5.1. Specifications for Domain of Constructs 
Domain Construct Description/Definition Source 
Integrated 
Product 
Development 
(IPD) 
Multidisciplinary 
production team 
(MPT) 
The magnitude of interaction and communication, 
the level of information sharing, and the extent of 
joint involvement across functions in specific new 
product development task 
(Rupak et al. 
2008; Song & 
Montoya-Weiss 
2001) 
Early product 
realisation (EPR) 
The capability to translate customer needs into 
product requirements and specifications  
(Edward et al. 
2009)  
Concurrent 
production 
workflow (CPW) 
An integrated and systematic approach to 
stimulate activities in parallel particular for the 
products design and their related processes 
(Kamrani & 
Vijayan 2005; 
Koufteros et al. 
2001) 
Modularised 
Manufacturing 
(MM)  
Product 
modularity (PM) 
The use of standardised product modules that can 
be easily assemble and reassembled into different 
functional forms 
(Khalaf et al. 
2011; Tu, 
Vonderembse, et 
al. 2004) 
Process 
modularity 
(PRM) 
The extent to which the focal enterprise’s 
manufacturing processes can be decomposed into 
loosely coupled sub-processes that communicate 
through standardised interfaces 
(Tu, 
Vonderembse, et 
al. 2004) 
Supply Chain 
Coordination 
(SCC) 
The ability to copy, transfer, and recombine resources especially 
knowledge-based among the enterprise and its supply chain partners 
(Capron et al. 
1998; Gulati 1999; 
Powell et al. 1996) 
Information 
Technology 
Integration 
(ITI) 
Manufacturing 
System 
Integration (MSI) 
The manufacturing approach of using computers 
to control the entire production process 
(Kalpakjian & 
Schmid 2006; 
Laplante 2005) 
Enterprise 
Information 
Integration (EII) 
The ability to support a unified view of data and 
information for an entire organisation 
(Ashish et al. 
2005; Giachetti 
2004) 
Virtual 
Manufacturing 
(VM) 
An integrating infrastructure of flexible resources 
made possible through alliance of enterprises that 
are individually core competent in specific 
business function 
(Wadhwa, 
Madhawanand, et 
al. 2009) 
Agile 
Capabilities 
(AC) 
Responsiveness 
(RES) 
The ability to identify changes and respond to 
them 
(Sharifi 1998; 
Sharifi & Zhang 
1999; Zhang & 
Sharifi 2007) 
Flexible 
production (FLP) 
The ability to achieve different objectives with 
the same facilities 
Innovation 
competency 
(INC) 
The abilities in terms of productivity, efficiency, 
and effectiveness of activities towards the aims 
and goals of the company. 
Speed in Delivery 
(SID) 
The ability to carry out tasks and operations in the 
shortest possible time 
Operational 
Performance 
(OP) 
The abilities in terms of productivity, efficiency, and effectiveness of 
activities towards the aims and goals of the company. 
(Chengen 2013; 
Nyaga et al. 2010; 
Wong et al. 2011)  
Financial 
Performance 
(FP) 
Perceived measures of AC’s impact on financial performance in terms 
of return on investment, cash flow and profitability  
(Richard et al. 
2009b; Wong et 
al. 2011) 
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5.1.2.  Generating Sample of Items 
This section provides an overview of the items initially pulled to operationalise each 
construct of the seven theoretical domains shown in Table 5.1.  Based on extensive reading of 
the existing operations strategy, manufacturing management, agility, organisation 
performance, and using the insight the preliminary exploratory study and discussions with 
three academics, and initial pool of items (70 items in total) were generated. In particular, the 
extensive literature review informed the development of manufacturing practice constructs 
(IPD, MM, SCC, and ITI) and the refinement of measurements for the AC, operational 
performance and financial performance constructs.  
The IPD construct was operationalised by 13 initial items measuring three 
dimensions: multidisciplinary production team, early product realisation and concurrent 
production workflow. The four items used to operationalise the multidisciplinary production 
team are based on Koufteros et al. (2002) and Vazquez-Bustelo et al. (2007). These consist of 
the product development team that: (1) is represented by a variety of disciplines, (2) seeks 
joint decision-making, (3) seeks joint problem-solving, and (4) shares knowledge.  The four 
items used to operationalise the early product realisation are based on Yan et al. (1999), 
Huang and Mak (2003) and Chee-Cheng (2009). These consist of (1) all relevant elements of 
product development is taken at the early stage of new product development, (2) customer 
commitment is taken at the early stage of new product development, (3) supplier commitment 
is taken at the early stage of new production development, (4) senior management 
commitment is taken at the early stage of new product development. A total of five items 
used to operationalise the concurrent product workflow are based on the studies of Vazquez-
Bustelo et al. (2007) and Huaptman and Hirji (2002). These consist of (1) product design is 
carried out concurrently with production process design, (2) production team works 
collaboratively throughout the product development process, (3) information is made readily 
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available to all team members, (4) two-way communication is carried out throughout the 
process of product and process design, and (5) quality functional deployment is integrated 
throughout the production process. 
The MM construct was operationalised by 10 initial items measuring two dimensions: 
product modularity and process modularity. The five items used to operationalise each 
context of product modularity and process modularity are based on Rosenkopf and Nerkar 
(1999) and Tu (1999). Five items used to operationalise product modularity are the product 
modules that can be: (1) shared across product families, (2) reassembled into different forms, 
(3) added to a standard base unit, (4) designed to accept a variety of components, and (5) 
designed for multifunctional purposes. Five items used to operationalise product modularity 
are the production processes that can be: (1) designed as adjustable modules, (2) adjusted by 
adding new process modules, (3) adjusted for changing production needs, (4) broken down 
into both standard and customisation sub-processes, and (5) used to produce both standard 
and customised base units.   
The SCC construct was operationalised by five initial items. Three items are based on 
Hammer (2001) and Li et al. (2006), while the remaining two items are based on Paulraj and 
Chen (2007) and Cao et al. (2010).  These items are reflected in the collaboration with key 
supply chain partners to: (1) improve operational quality, (2) help the product development 
process, (3) search and acquire new knowledge, (4) update and promote best practices, and 
(5) pool both financial and non-financial resources.    
The ITI construct was operationalised by 13 initial items measuring three dimensions: 
manufacturing system integration, enterprise information integration and virtual 
manufacturing.  The four items used to operationalise manufacturing system integration are 
based on Liao et al. (2010). These items are reflected in the manufacturing technology system 
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being used in: (1) determining the routing between machines, (2) classifying parts, (3) 
planning the machining operations, (4) planning and controlling material requirement, and (5) 
monitoring the production. The five items used to operationalise enterprise information 
integration are based on Wong (2011). These items are reflected in: (1) the IT applications 
are linked to a centralised database, (2) the data warehouse is maintained to facilitate 
electronic information sharing, (3) the IT infrastructure is able to meet business needs, (4) the 
electronic information shared among supply chain partners is accurate, and (5) the electronic 
information shared among supply chain partners is timely. The three items were used to 
operationalise virtual manufacturing are based on Prajogo and Olhager (2012) and Vazquez-
Bustelo et al. (2007). These items are reflected in: (1) the performance of direct computer-to-
computer within supply chain, (2) inter-organisational coordinated is achieved through 
electronic links, and (3) the use of information technology to enable process transactions. 
The AC construct was operationalised by 17 initial items measuring four dimensions: 
responsiveness, flexible production, innovation competency, and speed in delivery based on 
the studies of Thatte (2007), Upton (1995), Sharifi (1998) and Zhang and Sharifi (2007), and 
Vazquez-Bustelo et al. (2007). Five items used to operationalise on responsiveness construct 
including the capability to: (1) respond quickly to emergency customer orders, (2) 
reconfigure equipment quickly to address demand changes, (3) reallocate people quickly to 
address demand changes, and (4) adjust capacity quickly to address demand changes.   
Five items used to operationalise the flexible production construct include the 
capability to effectively: (1) customise products to match customer requirements, (2) produce 
a range of products for different requirements, (3) adjust production volumes to match 
requirements, (4) adjust manufacturing throughout times to match requirement, and (5) 
produce both large and small orders.  
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Three items used to operationalise on the innovation competency construct include 
the capability to: (1) increase the number of new products, (2) increase the rate of new 
products introduction and (3) develop new skills and competencies.  
Five items used to operationalise speed in delivery construct include the capability to: 
(1) decrease manufacturing lead time, (2) decrease new product development cycle time, (3) 
deliver product quickly, (4) deliver products in a timely fashion, and (5) speed up time-to-
market of new products.   
Organisation performance was operationalised by 12 initial items measuring two 
dimension, operation and financial performance as based on Wong et al. (2011). The six 
items used to operationalise operational performance are: (1) customer satisfaction, (2) labour 
productivity, (3) process productivity, (4) new product introductions, (5) sales volume, and 
(6) inventory turnover. The six items measuring financial performance are: (1) return on 
investment, (2) cash flow return on investment, (3) product profitability, (4) capital 
expenditure, (5) sales from new products, and (6) market share.  
5.1.3.  Pre-Test 
The use of population and expert sampling is recommended for pre-testing the initial 
items pool (Straub et al. 2004). Carefully structured, opened-ended interviews with people 
from the targeted population and experts can increase the likelihood that items and other 
elements are representative of and relevant to the facets of the construct. This process can 
also suggest additional facets and the need for construct refinement (Haynes et al. 1995). A 
pre-test was conducted to strengthen the content validity of the instruments by examining the 
degree of relevance of each variable item. The content validity is enhanced if steps are taken 
to ensure that the domain of the construct is covered (Churchill 1979). The potential items 
generated from the literature in step one were reviewed with a group of local industrial 
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experts using a semi-structured interview method to confirm their acceptance of the proposed 
items and questions from the practical perspectives. The semi-structured interview allows 
each interviewee’s ideas to be used as a parts of new items discovery (Haynes et al. 1995). 
Table 5.2 provides the details of the industrial practitioners who participated in the interview 
sessions. 
To assess the validity of the pre-testing interviews, a framework of themes was 
prepared for exploration. The definitions of all constructs and sub-constructs were presented 
so that input on accuracy and modifications could be received. The respondents were asked to 
provide feedback on representativeness, clarity, specificity, ease of understanding and 
interpretation of the questions. The items which were not important could be then eliminated. 
Based on the feedback, redundant and ambiguous items were either modified or discarded. 
New items were added whenever deemed necessary. By incorporated the interviewees’ 
opinions, twelve items were developed and added (marked as ‘new’), giving a total of 87 
initial items pool.  
Table 5.2. List of Companies for Pre-test 
Name of Organisation Location   Operating Years 
Auto Alliance Thailand  Eastern Seaboard Industrial Estate: Rayong  19 (1995-2014) 
Toyota Boshoku Thailand   Gateway City Industrial Estate: Chonburi  17 (1997-2014) 
AGC Thailand   Amata Nakorn Industrial Estate: Chonburi  51 (1963-2014) 
Somboon Advance Technology   Eastern Seaboard Industrial Estate: Rayong  19 (1995-2014) 
PCS Thailand   Navanakorn Industrial Estate: Nakorn-Ratchasima  54 (1960-2014) 
Siam Motors Group   Amata Nakorn Industrial Estate: Chonburi  52 (1962-2014) 
Thai Summit PKK  Eastern Seaboard Industrial Estate: Rayong  37 (1977-2014) 
Koide Thailand  Eastern Seaboard Industrial Estate: Rayong  4 (2010-2014) 
 
5.1.4.  Pilot Study  
In this stage, the initial measurement items were reviewed using a structured 
interview conducted with four academics and two doctoral students. Through the pilot study, 
the measurement items with all recent discovered items were revalidated. Instead of dropping 
items, this pilot study aimed to refine the measurement items both in terms of content validity 
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and reliability. The feedback and suggestions obtained from the industrial experts were 
discussed with the academics in order to ensure that the domain of the construct is covered 
and thus strengthen the content validity. The results of items operationalised in each construct 
are discussed in Sections 5.1.4.1-5.1.4.7. 
5.1.4.1. Integrated Product Development  
Integrated Product Development (IPD) is measured by items of multidisciplinary 
production team (MPT), early product realisation (EPR) and concurrent product development 
(CPD). Experts suggested a more detailed explanation of IPD be given to respondents prior to 
completing the questionnaire. These expert’s suggestions were addressed by providing a brief 
overview of IPD in the introduction, to ensure the respondents understood what it means. 
Four items of multidisciplinary production team (MPT1-MPT4) were originally adapted from 
the literature with one item (MPT5) developed after the second stage, giving a total of five 
items operationalised MPT (see Table 5.3).  
Table 5.3. Initial Measurement Items for MPT 
Construct Measurement Item Authors 
MPT1 Product development team represents a variety of disciplines  Koufteros et al. 
(2001), 
Vazquez-
Bustelo et al. 
(2007) 
MPT2 Product development team seeks joint decision-making  
MPT3 Product development teams seeks joint problem-solving  
MPT4 Product development team shares knowledge  
MPT5 Product development team as source of new product development   New 
 
Four items measured for early product realisation (EPR1-EPR4) were originally 
adapted from the literature. Through a semi-structured interview in Step 2, experts 
recommended on the consideration of manufacturing capability and product prototype to be 
taken at the early stage of product development. Therefore, two additional items relating to 
manufacturing capacity and rapid product prototype were added (EPR5-EPR6), giving a total 
of six items operationalised EPR (see Table 5.4).  
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Table 5.4. Initial Measurement Items for EPR 
Construct Measurement Item Authors 
EPR1 All relevant elements of product development is taken at the early 
stage of new product development  
Koufteros et al. 
(2001), Huaptman 
and Hirji (2002), 
Upton (1995) 
EPR2 Customer commitment is taken at the early stage of new product 
development  
EPR3 Supplier commitment is taken at the early stage of new production 
development  
EPR4 Senior management commitment is taken at the early stage of new 
product development  
EPR5 Manufacturing capacity is taken at the early stage of new product 
development  
New 
EPR6 Rapid product prototype is conducted at the early stage of new 
product development  
New 
 
Five items measuring concurrent product workflow (CPW1-CPW5) were originally 
adapted from the literature. An additional item was developed and added according to 
experts’ suggestion on the importance of team leaders in project management (CPW6). This 
gives a total of six items being operationalised CPW (see Table 5.5).  
Table 5.5. Initial Measurement Items for CPW 
Construct Measurement Item Authors 
CPW1 Product design is carried out concurrently with production process 
design 
 
Vazquez-Bustelo 
et al. (2007), 
Koufteros et al. 
(2001), Huaptman 
and Hirji (2002) 
CPW2 Production team works collaboratively throughout the product 
development process  
CPW3 Information is made readily availableto all team members  
CPW4 Two-way communication is carried out throughout the process of 
product and process design   
CPW5 Quality functional deployment is integrated throughout the 
production process  
CPW6 Team leader is assigned to ensure close collaboration throughout 
the production process  
New 
 
5.1.4.2. Modularised Manufacturing 
Modularised Manufacturing (MM) is measured using two scales; product modularity 
(PM) and process modularity (PRM). Five items used to measure product modularity (PM1-
PM5) were adapted from the literature. These items have been used as measurement items for 
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PM by many studies and experts believe they represent the factor substantially. For this 
reason, the experts’ opinions were acknowledged and all the items remained unchanged (see 
Table 5.6).  
Table 5.6. Initial Measurement Items for PM 
Construct Measurement Item Authors 
PM1 The product modules are shared across product families   
Tu et al., (1999), 
Rosenkopf and 
Nerkar (1999) 
PM2 The product modules can be reassembled into different forms  
PM3 The product modules can be added to a standard base unit  
PM4 The product modules are designed to accept a variety of 
components 
PM5 The product modules are designed for multifunctional purposes   
 
Five items measured process modularity (PRM1-PRM5) were originally adapted from 
the literature. Based on the experts’ suggestion, an additional item on production process re- 
arranging is developed and added (PRM6) to facilitate customisation sub-processes, giving a 
total of six items used to operationalise PRM (see Table 5.7).  
Table 5.7. Initial Measurement Items for PRM 
Construct Measurement Item Authors 
PRM1 Production process is designed as in terms of adjustable modules   
 
Tu et al., (1999), 
Rosenkopf and 
Nerkar (1999) 
PRM2 Production process can be adjusted by adding new process modules  
PRM3 Production process modules can be adjusted for changing 
production needs  
PRM4 Production process can be broken down into both standard and 
customisation sub-processes  
PRM5 Production process is capable of producing both standard and 
customised base units 
PRM6 Production process can be re-arranged so that customisation sub-
processes occur last 
New 
 
5.1.4.3. Supply Chain Coordination 
Supply Chain Coordination (SCC) is measured by six items (see Table 5.8). Five 
items (SCC1-SCC5) were adapted from the literature. An additional item was developed and 
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added according to the experts’ suggestion that collaboration with key supply chain partners 
is important in discovering new or emerging market opportunities (SCC6). 
Table 5.8. Initial Measurement Items for SCC 
Construct Measurement Item Authors 
SCC1 The collaboration with key supply chain partners to improve their 
quality  
 
Li et al. (2006), 
Paulraj and Chen 
(2007), Cao et al. 
(2010), Hammer 
(2001) 
SCC2 The collaboration with key supply chain partners in product 
development process   
SCC3 The collaboration with key supply chain partners in searching and 
acquiring new knowledge   
SCC4 The collaboration with key supply chain partners in updating and 
promoting best practices  
SCC5 The collaboration with key supply chain partners in pooling both 
financial and non-financial resources  
SCC6 The collaboration with key supply chain partners in discovering 
new or emerging market opportunities   
New 
 
5.1.4.4. Information Technology Integration 
Information Technology Integration (ITI) is operationalised using initial items that 
measure three dimensions: manufacturing system integration (MSI), enterprise information 
integration (EII) and virtual manufacturing (VM).  
Five items used to measure manufacturing system integration (MSI1-MSI5) were 
adapted from the literature. Based on the experts’ suggestion, an additional item on the use of 
manufacturing technology system in product design and the production process is developed 
and added (MSI6), giving a total of six items used to operationalise MSI (see Table 5.9).  
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Table 5.9. Initial Measurement Items for MSI 
Construct Measurement Item Authors 
MSI1 Manufacturing technology system is used in determining the 
routing between machines  
 
 
 
Liao et al. (2010) 
MSI2 Manufacturing technology system is used in classifying parts into 
families according to similarities  
MSI3 Manufacturing technology system is used in planning the 
machining operations  
MSI4 Manufacturing technology system is used in planning and 
controlling shop floor material requirements  
MSI5 Manufacturing technology system is used in monitoring the 
production and providing feedback                                                     
MSI6 Manufacturing technology system is used in product design and 
theproduction process  
New 
 
Five items measuring enterprise information integration (EII1-EII4) were originally 
adapted by a combination of different authors as summarised in Table 5.10 below. Based on 
the experts’ opinions, all the items were kept without any amendments. 
Table 5.10. Initial Measurement Items for EII 
Construct Measurement Item Authors 
EII1 The IT applications are linked into a centralised database                                                                                       
Wong et al. 
(2011), Prajogo 
and Olhager 
(2012) 
 
EII2 The data warehouse is maintained to facilitate electronic 
information sharing 
EII3 The IT infrastructure is capable of meeting current business needs                                                      
EII4 The electronic information shared among supply chain partners is 
accurate 
EII5 The electronic information shared among supply chain partners is 
timely                                     
 
Three items measuring virtual manufacturing (VM1-VM3) were originally adapted 
from the literature. Based on the experts’ suggestion, an additional of three items as related to 
the use of electronic networking to perform information exchange, cross-organisational 
business activities, and standardised information shared among supply chain (VM4-VM6) 
were developed and added, giving a total of six items used to operationalise VM (see Table 
5.11).  
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Table 5.11. Initial Measurement Items for VM 
Construct Measurement Item Authors 
VM1 The performance of direct computer-to-computer links within 
supply chain partners  
 
Wong et al. 
(2011), Prajogo 
and Olhager 
(2012) 
VM2 The inter-organisational coordination is achieved using electronic 
links  
VM3 The use of information technology to enable transaction processing  
VM4 The use of electronic networking to perform information exchange 
with our supply chain partners  
New 
VM5 The use of electronic network to perform cross-organisational 
business activities among supply chain partners  
New 
VM6 The electronic information shared among supply chain partners is 
standardised 
New 
 
5.1.4.5. Agile Capability 
Agile Capability (AC) is operationalised with initial items measuring four 
dimensions: responsiveness (RES), flexible production (FLP), innovation competency (INC), 
and speed in delivery (SID).  
Five items that measured responsiveness (RES1-RES5) were originally adapted from 
the literature by combining different authors’ concepts as summarised in Table 5.12 below. 
Based on the experts’ suggestion, an additional item on the ability to ensure no shortage of 
stock at order time and capability to identify changes in market demand are developed and 
added (RES6-RES7), giving a total of seven items used to operationalise RES (see Table 
5.12). 
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Table 5.12. Initial Measurement Items for RES 
Construct Measurement Item Authors 
RES1 The capability to respond quickly to emergency customer orders   
 
Sharifi (1998) and 
Zhang et al. 
(2007) 
RES2 The capability to reconfigure equipment quickly to address demand 
changes  
RES3 The capability to reallocate people quickly to address demand 
changes  
RES4 The capability to adjust capacity quickly to address demand 
changes 
RES5 The ability to act promptly to customer requirement Mapes et al. 
(1997) 
RES6 The ability to ensure no shortage of stock at order time New 
RES7 The capability to quickly identify changes in market demand New 
 
Five items measuring flexible production (FLP1-FLP5) were originally adapted from 
the literature. Based on the experts’ suggestion, an additional item on the ability to effectively 
changeover between product lines is developed and added (FLP6), giving a total of six items 
used to operationalise RES (see Table 5.13).  
Table 5.13. Initial Measurement Items for FLP 
Construct Measurement Item Authors 
FLP1 The capability to effectively customise the products to match 
customer requirements  
 
 
 
Thatte (2007) and 
Upton (1995) 
FLP2 The capability to effectively produce a range of products for 
different types of customer requirements  
FLP3 The capability to effectively adjust the production volumes to 
match customer requirements  
FLP4 The capability to effectively adjust manufacturing throughout times 
to match customer requirements 
FLP5 The capability to effectively produce both large and small orders 
FLP6 The ability to effectively changeover between product lines New 
 
Three items used to measure innovation competency (INC1-INC3) were adapted from 
the literature. Incorporated with experts’ ideas in the second stage, the additional three items 
were developed and added with regard to: firstly, the capability to acquire skills necessary for 
business process changes; secondly, the capability of being innovative in operation 
management; and thirdly, the capability to acquire new IT and software skills (INC4-INC6). 
This gives a total of six items used to operationalise INC (see Table 5.14). 
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Table 5.14. Initial Measurement Items for INC 
Construct Measurement Item Authors 
INC1 The capability to increase the number of new products introduced 
each year to cope with new market competition 
Sharifi (1998) and 
Zhang et al. 
(2007) INC2 The capability to increase the rate of new product introduction  
INC3 The capability to develop new skills and competencies 
INC4 The capability to acquire the skills necessary for business process 
change 
New 
INC5 The capability of being innovative in operations management   New 
INC6 The capability to acquire new IT and software skills New 
 
Five items measuring speed in delivery (SID1-SID5) were originally adapted by 
combining different authors’ concepts as summarised in Table 5.15 below. Based on the 
experts’ opinions, all the items were remained and no changes were made. 
Table 5.15. Initial Measurement Items for SID 
Construct Measurement Item Authors 
SID1 The capability of decreasing manufacturing lead time  Sharifi (1998), 
Zhang et al. 
(2007) and 
Vazquez-Bustelo 
et al. (2007) 
SID2 The capability of decreasing new product development cycle time  
SID3 The capability to deliver product quickly  
SID4 The capability to deliver product in a timely fashion 
SID5 The capability to speed up time-to-market of new products    
5.1.4.6. Operational Performance  
Six items used to measure operational performance (OP1-OP6) were adapted from the 
literature. These items have been used as measurement items for OP by many studies and 
experts believe they represented the factor substantially. For this reason, the experts’ opinions 
were acknowledged and all the items remained unchanged (see Table 5.16).  
Table 5.16. Initial Measurement Items for OP 
Construct Measurement Item Authors 
OP1 The overall level of customer satisfaction 
Dove (2001), 
Power et al. 
(2001), Toni et al. 
(2001), Wong et 
al. (2011) 
OP2 The overall level of labour productivity  
OP3 The overall level of process productivity  
OP4 The level of new product introductions relative to competitors    
OP5 The level of sales volume relative to competitors 
OP6 The level of inventory turnover 
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5.1.4.7. Financial Performance 
Six items used to measure financial performance (FP1-FP6) were adapted from the 
literature. These items have been used as measurement items for FP by many studies and 
experts believed they represented the factor substantially. For this reason, the experts’ 
opinions were acknowledged and all the items remained unchanged (see Table 5.17).  
Table 5.17. Initial Measurement Items for FP 
Construct Measurement Item Authors 
FP1 The level of return on investment  
Bullinger et al. 
(2002), Vickery 
et al. (2003), 
Chen and Paulraj 
(2004) 
FP2 The level of cash flow return on investment 
FP3 The overall level of product profitability  
FP4 The overall level of capital expenditure  
FP5 The percentage of sales from new products 
FP6 The level of market share relative to competitors  
5.1.5.  Interrater Agreement 
The final step of instrument development involves the testing of content validity using 
quantitative approach, i.e. the interrater agreement analysis. According to Haynes et al. 
(1995), this test makes possible to judge what is relevant and representative of the developed 
instrument in terms of the construct’s domain and facets. Interrater agreement is the extent to 
which results agree when different individuals administer the same instrument to the same 
individuals/raters (Carol 2006). Whenever a test requires observers to render judgements, 
ratings, or scores for a specific behaviour or performance, the consensus among observers 
constitutes an important source of measurement precision (Weiner et al. 2012).  
Haynes (1995) suggested the conduct of multiple judges of content validity and 
quantify judgements using formalised scaling procedures.  In this stage, the measurement 
items formed a self-administered questionnaire that contained eighty-seven continuous items. 
The five-point Likert scale was employed to measure the relevance of variable items (i.e. 1 = 
Not relevant, 2 = Minimally relevant, 3 = Moderately relevant, 4 = Substantially relevant, and 
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5 = Extremely Relevant). A questionnaire was designed to test the set of hypotheses using 
statements that reflect the role of independent and dependent variables. 
The questionnaire was distributed to automotive parts manufacturers based in the 
central region of Thailand for reasons of convenience. Experts on the subject of supply chain 
management were targeted—specifically production, supply chain, operations and 
procurement – as they were believed to have the experience and competence role that 
matched the research interests. These experts consisted of executive director, head of unit, 
and managers. The organisations chosen have operated in the industry for many years, and 
they are the major players in the market. Twenty questionnaires were collected personally 
from the identified respondents who participated in this survey. The research survey was 
accompanied with a cover letter that provided them with key definitions of concepts and 
themes to facilitate their understanding of the questions and statements. The actual 
questionnaire version in this study is presented in Appendix 5.2 and Appendix 5.3 in both 
English and Thai versions.  
The data was quantitatively analysed to address the percentage of agreement among 
observers (Tinsley & Weiss 1975). Table 5.18 below summarises the description of 
respondents for interrater agreement analysis.  
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Table 5.18. Description of Respondents in Interrater Agreement Analysis 
Respondent’s 
Position 
Organisation 
Department 
Managerial 
Experience 
Number of 
Employees 
Ownership 
Manager Production >10 years >200 Foreign Owned 
Manager Purchasing >12 years >200 Foreign Owned 
General Manager Operations >15 years >200 Joint Venture 
Chief Operating 
Officer 
Operations 7 years >200 Joint Venture 
Manager Operations 9 years >200 Joint Venture 
Senior Manager Production 8 years >200 Joint Venture 
Manager 
/Distribution & Inventory 
Control 
>14 years >200 Thai Owned 
Manager Production Control >10 years >200 Thai Owned 
Manager Part Logistics Operation >13 years >200 Thai Owned 
Manager Component  Import >20 years >200 Thai Owned 
Director Supply Chain >10 years >200 Thai Owned 
General Manager Supply Chain 5 years >200 Thai Owned 
Director Operations 7 years >200 Thai Owned 
Senior Manager Sale >10 years >200 Thai Owned 
Manager Product Planning 9 years 151-200 Thai Owned 
Manager Product Design 8 years 151-200 Thai Owned 
Assistant Manager Purchasing 3 years 51-100 Thai Owned 
Director Supply Chain >15 years 101-150 Thai Owned 
Assistant General 
Manager 
Inventory planning 4 years 51-100 Thai Owned 
Through the interrater agreement analysis, a mean score is calculated to reveal the 
level of homogeneity in the rating given (Liao et al. 2010). The analysis is useful to 
determine if a particular scale is appropriate for measuring a particular variable. If various 
raters do not agree and/or when the value is below the mean point, either the scale is 
defective or the raters must be re-trained (Shoukri 2004). The resulting descriptive statistics 
can guide judgements about the content validity of the element and items that should be 
omitted (Haynes et al. 1995; Nunnally & Bernstien 1994). The interrater agreement with 
respect to a single target using a multi-item rating scale is applied as introduced by Lindell et 
al. (1999). The formula to calculate interrater agreement used in this study is as follows 
(Lindell et al. 1999) and (Lindell 2001): 
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r ∗ wg(J) = 1 −  (
Sn
−2
sEU
2 ) 
Where;  
J is the number of items, 
  s
¯2
n is the variance of the ratings, and  
  s
2
EU is the variance of the uniform distribution  
 
The recommended interrater agreement index used form r*wg(J) to display irregular 
behaviour.  The variance of rater mean scale scores is used as the numerator of agreement 
index. A variant of r*wg(J) using perfectly collinear, uniformly distributed responses as the 
baseline is recommended as a useful index of disattenuated agreement (LeBreton et al. 2005). 
The interrater agreement is different from the reliability tests that it takes into account the 
likelihood that agreement will occur by chance (Gwet 2010). This is important because the 
failure to correct a chance agreement can often result in the overestimation of agreement 
score as well as the misinterpretation of measurement items. A test of the equality of 
variances is recommended for deleting items with a level of interrater agreement (r*wg(J)) 
that is significantly different from zero but less than that of the remaining items. Based on an 
examination, small-sample behaviour of r*wg(J) with, sample sizes of 10 or more raters are 
recommended (Lindell et al. 1999). 
The results of interrater agreement analysis with their corresponding p-value and 
power analyses are presented in Table 5.19. Dropping items is based on the five criteria 
recommended in some studies (Ellis 2010; Lindell 2001; Sellke et al. 2001): 
1) Drop item when its mean value is less than the midpoint, 
2) Drop items left from 1) when p > .05 and  
3) Drop items left from 2) when power < .8 
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According to these criteria, five items were removed. The results are revealed in 
Table 5.19 (PRM4, EII3, VM2, VM5, and INC6), leaving a total of eighty-two items that 
remaining in the final questionnaire.  
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Table 5.19. Instrument Results of Interrater Agreement Analysis 
Constructs Items Mean P Power Decision 
Multidisciplinary 
Production Team 
MPT1: Product development team represents a variety of disciplines  
MPT2: Product development team seeks joint decision-making  
MPT3: Product development teams seeks joint problem-solving  
MPT4: Product development team shares knowledge  
MPT5: Product development team is a source of new product development   
4.60                    
4.25                  
4.60               
4.60                
4.35 
0.000
0.000 
0.000 
0.000 
0.000 
1.00                 
1.00                
1.00            
1.00                  
0.98 
√ 
√ 
√ 
√
√ 
Early Product 
Realisation  
EPR1: All relevant elements of product development are taken at the early stage of new product development  
EPR2: Customer commitment is taken at the early stage of new product development  
EPR3: Supplier commitment is taken at the early stage of new production development  
EPR4: Senior management commitment is taken at the early stage of new product development  
EPR5: Manufacturing capacity is taken at the early stage of new product development  
EPR6: Rapid product prototype is conducted at the early stage of new product development 
4.35                    
4.40                   
3.75                    
4.15                       
3.65                  
4.50 
0.000  
0.000  
0.002    
0.001
0.191  
0.000 
1.00      
1.00                
0.92              
0.98                      
0.14       
0.99         
√ 
√ 
√ 
√
√ 
√ 
Concurrent 
Product Workflow 
CPW1: Product design is carried out concurrently with production process design  
CPW2: Production team works collaboratively throughout the product development process  
CPW3: Information is made readily available to all team members  
CPW4: Two-way communication is carried out throughout the process of product and process design  
CPW5: Quality functional deployment is integrated throughout the production process  
CPW6: Team leader is assigned to ensure close collaboration throughout the production process 
4.15                
3.90                  
4.25               
4.20                      
3.90                
3.85 
0.000  
0.000 
0.002 
0.000
0.000 
0.001 
0.98      
1.00      
1.00      
1.00            
1.00      
0.92 
√ 
√ 
√ 
√ 
√ 
√ 
Product 
Modularity 
PM1: The product modules are shared across product families  
PM2: The product modules can be reassembled into different forms  
PM3: The product modules can be added to a standard base unit  
PM4: The product modules are designed to accept a variety of components 
PM5: The product modules are designed for multifunctional purpose   
4.20                 
3.90                  
3.90                  
3.90                 
3.65  
0.001 
0.000 
0.000 
0.001 
0.000 
0.97             
1.00                  
1.00             
0.95            
1.00 
√ 
√
√ 
√ 
√ 
Process 
Modularity 
PRM1: Production process is design as adjustable modules  
PRM2: Production process can be adjusted by adding new process modules  
PRM3: Production process modules can be adjusted for changing production needs  
PRM4: Production process can be broken down into both standard and customisation sub-processes  
PRM5: Production process is capable of producing both standard and customised base units 
PRM6: Production process can be re-arranged so that customisation sub-processes occur last 
4.15               
4.30                
3.95                
3.80                
4.15                  
3.45 
0.000 
0.000 
0.000 
0.029 
0.001 
0.002 
1.00      
1.00          
1.00                  
0.51                    
0.98             
0.91 
√ 
√ 
√  
dropped 
√ 
√ 
Supply Chain 
Coordination 
SCC1: The collaboration with key supply chain partners to improve their quality  
SCC2: The collaboration with key supply chain partners in product development process   
SCC3: The collaboration with key supply chain partners in searching and acquiring new knowledge   
SCC4: The collaboration with key supply chain partner in updating and promoting best practices  
SCC5: The collaboration with key supply chain partners in pooling both financial and non-financial resources  
SCC6: The collaboration with key supply chain partners in discovering new or emerging market opportunities   
4.30 
4.20 
3.90 
3.90 
4.05 
3.50 
0.000 
0.001 
0.001 
0.000 
0.000 
0.000 
1.00 
0.97 
0.95 
0.99 
1.00 
1.00 
√ 
√ 
√ 
√ 
√ 
√ 
Manufacturing 
System Integration 
MSI1: Manufacturing technology system is used in determining the routing between machines  
MSI2: Manufacturing technology system is used in classifying parts into families according to similarities  
MSI3: Manufacturing technology system is used in planning the machining operations  
MSI4: Manufacturing technology system is used in planning and controlling shop floor material requirements  
MSI5: Manufacturing technology system is used in monitoring the production and providing feedback                                                                
MSI6: Manufacturing technology system is used in product design and production process  
3.35 
3.30 
4.15 
4.25 
3.90       
4.55 
0.005 
0.002 
0.001 
0.004  
0.001 
0.000 
0.82 
0.92 
0.95 
0.86               
0.97 
1.00 
√ 
√ 
√ 
√  
√ 
√ 
Enterprise 
Information 
Integration 
EII1: The IT applications are linked to a centralised database                                                                                       
EII2: The data warehouse is maintained to facilitate electronic information sharing 
EII3: The IT infrastructure is capable of meeting current business needs                                        
EII4: The electronic information shared among supply chain partners is accurate 
EII5: The electronic information shared among supply chain partners is timely                                     
4.05 
3.85 
3.15                               
4.80 
4.85 
0.002 
0.000 
0.015
0.001 
0.002 
0.91 
1.00 
0.56                 
0.97  
0.91 
√ 
√ 
dropped 
√  
√ 
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Table 5.19. Instrument Results of Interrater Agreement Analysis 
Constructs Items Mean P Power Decision 
Virtual 
Manufacturing 
VM1: The performance of direct computer-to-computer links within supply chain partners  
VM2: The inter-organisational coordination is achieved using electronic links  
VM3: The use of information technology to enable transaction processing  
VM4: The use of electronic networking to perform information exchange with our supply chain partners  
VM5: The use of electronic network to perform cross-organisational business activities among supply chain partners 
VM6: The electronic information shared among supply chain partners is standardised 
4.00                     
3.10 
3.85 
4.15                    
4.15 
2.95 
0.001
0.028 
0.002 
0.000
0.048 
0.000 
0.94                
0.37 
0.92 
1.00 
0.18                 
1.00 
√ 
dropped 
√ 
√  
dropped 
√  
Responsiveness 
RES1: The capability to respond quickly to emergency customer orders  
RES2: The capability to reconfigure equipment quickly to address demand changes  
RES3: The capability to reallocate people quickly to address demand changes  
RES4: The capability to adjust capacity quickly to address demand changes 
RES5: The ability to act promptly to customer requirement 
RES6: The ability to ensure no shortage of stock at order time 
RES7: The capability to quickly identify changes in market demand 
3.50 
4.10 
4.15 
3.80                  
3.65 
4.70 
3.80 
0.000 
0.000 
0.000 
0.001 
0.000 
0.000 
0.000 
1.00 
1.00 
1.00 
0.97                 
1.00 
1.00 
1.00 
√ 
√ 
√ 
√ 
√ 
√ 
√ 
Flexible Production  
FLP1: The capability to effectively customise the products to match customer requirements  
FLP2: The capability to effectively produce a range of products for different types of customer requirements  
FLP3: The capability to effectively adjust the production volumes to match customer requirements  
FLP4: The capability to effectively adjust manufacturing throughout times to match customer requirements 
FLP5: The capability to effectively produce both large and small orders 
FLP6: The ability to effectively changeover between product lines 
3.45 
4.20 
3.95 
4.15 
3.65 
4.35 
0.000 
0.003 
0.000 
0.000 
0.000 
0.000 
1.00 
0.90 
1.00 
1.00 
1.00 
1.00 
√ 
√ 
√ 
√ 
√ 
√ 
Innovation 
Competency 
INC1: The capability to increase the number of new products introduced each year to cope with new market competition 
INC2: The capability to increase the rate of new products introduction  
INC3: The capability to develop new skills and competencies 
INC4: The capability to acquiring the skills necessary for business process change 
INC5: The capability of being innovative in operation management   
INC6: The capability to acquire new IT and software skills 
3.95 
3.60 
3.35 
3.65 
2.60 
3.35 
0.001 
0.000 
0.000 
0.000 
0.024 
0.055 
0.97 
1.00 
1.00 
1.00 
0.98 
0.56 
√ 
√ 
√ 
√ 
√  
dropped 
Speed in Delivery 
SID1: The capability of decreasing manufacturing lead time  
SID2: The capability of decreasing new product development cycle time  
SID3: The capability to delivery products quickly  
SID4: The capability to delivery products in a timely fashion 
SID5: The capability to speed up time-to-market of new products    
4.50 
4.75 
3.60                   
4.00 
3.40 
0.001 
0.000 
0.000 
0.000 
0.000 
1.00 
1.00 
1.00                  
0.99 
1.00 
√ 
√ 
√
√ 
√ 
Operational 
Performance 
OP1: The overall level of customer satisfaction 
OP2: The overall level of labour productivity  
OP3: The overall level of process productivity  
OP4: The level of new product introductions relative to competitors    
OP5: The level of sales volume relative to competitors 
OP6: The level of inventory turnover  
4.20 
3.70 
4.05 
4.30 
3.85 
3.60 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
√ 
√ 
√ 
√ 
√ 
√ 
Financial 
Performance 
FP1: The level of return on investment  
FP2: The level of cash flow return on investment 
FP3: The overall level of product profitability  
FP4: The overall level of capital expenditure  
FP5: The percentage of sales from new products 
FP6: The level of market share relative to competitors 
3.70 
3.60 
3.70 
3.35 
3.60 
3.45 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
√ 
√ 
√ 
√ 
√ 
√ 
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5.2.  Summary 
This chapter explained the steps involved in developing the research instrument 
and the rationale for the factors included it. While the preliminary conceptual model was 
proposed through an extensive literature review in Chapter 3, certain constructs were 
added and relationships were modified in the light of changes necessitated through both 
qualitative and quantitative content validity conducted, with both academics and 
industrial experts who know or work in the Thai automotive parts industry. The 
participants’ responses for the constructs were discussed in detail along with the 
measurement items used for each construct in the final survey and the hypotheses to be 
tested through the quantitative analysis. Chapter 6, which follows discusses the results 
from the survey analysis of the obtained data to identify the manufacturing practices 
firms need to adopt to become agile and to investigate the impact of agile capabilities on 
organisational performance.  
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CHAPTER 6 DATA ANALYSIS 
 
The literature reviews directed the researcher to an appropriate conceptual model 
which was used to develop a research instrument as described in Chapter 5. As a result, a 
questionnaire was developed and validated before sending out to a larger scale of the 
participants at the research locale. The data gathered from the survey is then analysed 
with structural equation modelling (SEM). This chapter reports the results from the 
analysis of the surveys guided by the main research question for this study: What are the 
manufacturing practices that organisations need to implement in order to achieve agile 
capabilities that finally leads to improved organisational performance? 
The chapter begins with a brief descriptive analysis of the demographic profile 
from the sample used in this study for individual participants and their organisations. 
Before the data can be analysed, it first has to be screened. This includes assessing the 
impact of missing data, identifying and handling outliers, testing data for serious 
departures from normality, non-response bias, and reliability test of all constructs. Data 
preparation is followed by validating testing. In order to achieve the validity requirement 
of SEM, both statistical tests of exploratory factor analysis (EFA) and confirmatory 
factor analysis (CFA) are conducted to ensure that all the model’s constructs possessed 
construct validity: convergent validity, discriminant validity and factorial validity (Byrne 
2010; Hair et al. 2012) This is followed by SEM analysis to test the full structural model. 
Figure 6.1 below summarises the various steps involved in the data analysis and 
illustrates the order in which these are described in the chapter.  
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Data Screening  
• Organisations 
Profile 
• Participants 
Profile 
Data Preparation  
• Missing Values 
• Outliers 
• Normality 
• Non-Response 
Bias 
• Reliability Test 
Validity Testing  
• Dimensionality 
(EFA)  
• Construct validity 
(CFA) 
• Convergent 
Validity 
• Discriminant 
Validity 
• Factorial Validity 
SEM 
• Full SEM Model  
 
Figure 6.1. A Flowchart of Model Validation 
6.1.  Data Screening  
The questionnaire was distributed to tier-1 suppliers in Thailand’s automotive parts 
industry using a drop-and-collect method. This involved the distribution of survey by 
hand and they were collected following completion (Brown 1993). The database of 
identified respondents was obtained from industrial estates that operate under the 
auspices of the Industrial Estate Authority of Thailand (IEAT). The statements in the 
final survey measure the variable employing a five-point Likert scale to measure the 
respondents’ opinions regarding the variable items (i.e. 1 = Strongly Disagree, 2 = 
Disagree, 3 = Neutral, 4 = Agree, and 5 = Strongly Agree). The survey instrument was 
designed in a manner that assured the anonymity of the respondents and all collected 
data was aggregated to avoid any possibility of identification. The final survey 
questionnaire contains nine demographic and eighty-two content questions (see 
Appendix 6.1). The final version was translated into Thai by a certified linguistic 
specialist accredited translator (see Appendix 6.2).  
To ensure a reasonable response rate, the survey was conducted in three phases. 
In phase 1, questionnaires were distributed from 1 April, 2013 to 29 April, 2013 for a 
total of 4 weeks. Of the 690 identified database who received the questionnaires during 
phase 1, a total of 151 responded. The first reminder was then sent followed by the 
second wave of data collection from 6 May, 2013 to 3 June, 2013, which generated 
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another 102 responses. In final phase, that followed the second reminder, another 44 
questionnaires were received, obtained from 10 June, 2013 to 1 July, 2013. Overall, the 
total of response for this is 43%. Table 6.1 presents the breakdown of respondents from 
phase 1 to phase 3.  
Table 6.1. Breakdown of Respondents by Timing of Data Collection 
Phase One 
(1 April – 29 April, 2013) 
Phase Two 
(6 May – 2 June, 2013) 
1
st
 reminder 
Phase Three 
(10 June to 1 July, 2013) 
2
nd
 reminder 
Total 
151 102 44 297 
 
6.1.1. Organisations’ Profile 
Table 6.2 below summarises the results of cross-tabulation analysis of 
participated organisations based on the ownership of businesses.  
Table 6.2. Cross-Tabulation Analysis 
 Total  
Respondents  
Thai Owned Foreign Owned Joint Venture 
Primary Produced Part  No % No % No % No % 
Internal parts 
External parts/Body parts 
Safety parts 
Total 
81 
144 
72 
297 
27.3 
48.5 
24.2 
100 
39 
65 
31 
135 
13.1 
21.9 
10.4 
45.4 
26 
42 
25 
93 
8.8 
14.1 
8.4 
31.3 
15 
33 
21 
69 
5.1 
11.1 
7.1 
23.3 
Number of Employees  No % No % No % No % 
Less than 50 
50-100 
101-150 
151-200 
More than 200 
Total 
0 
14 
31 
44 
208 
297 
0 
4.7 
10.4 
14.8 
70.1 
100 
0 
9 
14 
22 
90 
135 
0 
3 
4.7 
7.4 
30.3 
45.4 
0 
4 
11 
10 
68 
93 
0 
1.3 
3.7 
3.4 
22.9 
31.3 
0 
5 
8 
12 
44 
69 
0.0 
1.6 
2.9 
4 
14.8 
23.3 
Manufacturing Process No % No % No % No % 
Engineer-to-order 
Make-to-order 
Assemble-to-order 
Make-to-stock 
Total 
16 
176 
45 
60 
297 
5.4 
59.3 
15.2 
20.1 
100 
6 
89 
23 
26 
144 
2 
30 
7.7 
8.8 
48.5 
7 
52 
12 
23 
94 
2.4 
17.5 
4 
7.7 
31.6 
3 
41 
10 
11 
65 
1 
13.8 
3.4 
3.7 
21.9 
Annual Income (million USD) No % No % No % No % 
Less than 5 
5-10 
10-25 
25-50 
50-100 
More than 100 
Total 
8 
30 
21 
38 
65 
135 
297 
2.7 
10.1 
7.1 
12.8 
21.9 
45.4 
100 
3 
15 
7 
19 
32 
59 
135 
1 
5.1 
2.4 
6.4 
10.7 
19.8 
45.4 
5 
8 
7 
10 
23 
30 
83 
1.7 
2.7 
2.4 
3.4 
7.7 
10.1 
28 
2 
9 
9 
9 
8 
35 
72 
0.7 
3 
3 
3 
2.7 
11.8 
24.2 
Production Line  No % No % No % No % 
Workforce 
Automation 
Mixed  
Total 
54 
0 
243 
297 
18.2 
0 
81.8 
100 
28 
0 
110 
138 
9.5 
0 
37 
46.5 
16 
0 
78 
94 
5.3 
0 
26.3 
31.6 
10 
0 
55 
65 
3.4 
0 
18.5 
21.9 
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 Primary Produced Parts: The majority of surveyed organisations (48.5%) 
relied on the external/body part as their key produced parts, for example, bumper, 
chassis, and control arm. Approximately 27.3% of the respondents focused on the 
internal parts as their key produced parts, for example, engine parts, axle 
assembly and fuel pump, leaving about 24% of respondents who make safety 
parts, such as brake assists and seatbelts.    
 Number of Employees: The number of employees indicates the diversification 
of the organisations ranging from small to large. Approximately 70% of the 
respondents are characterised as large companies having more than 200 
employees; while remaining respondents are characterised as medium sized 
companies with employees ranging from of 151-200 (14.8%), 101-150 (10.4%) 
and 50-100 (4.7%).  
 Ownership: The majority of firms (46.5%) were mostly owned by Thais, 
followed by 31.6% and 21.9% that are foreign owned and joint ventures, 
respectively. 
 Manufacturing System: Out of the 297 organisations, 59.3% of use “make-to-
order” as their primary production system, followed by make-to-stock and 
assemble-to-order at 20.2% and 15.2%, respectively. This leaves 5.4% on an 
engineer-to-order basis.  
 Annual Income: The majority of respondents (45.5%) had annual incomes 
exceeding 1000 million Baht, followed by those with annual incomes in a rage of 
501-1000 million Baht (21.9%), 251-500 million Baht (12.8%), 50-100 million 
Baht (10%), 101-250 million Baht (7.1%), and less than 50 million Baht (2.7%).  
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 Manufacturing Choice of Process: Most respondents (81.8%) indicate that their 
organisations relied on a mix workforce and machines to operate the production 
line; 18.2% of respondents were workforce-based production. 
6.1.2. Participants’ Profile 
The results for characteristics of surveyed respondents are summarised in Table 6.3  
 Position: The majority of the respondents (17.2%) were managers, while 15.8% 
were senior managers followed by head of department at 11%. 
 Department: The majority of respondents (30%) were in 
manufacturing/production department, 17.8% were in supply chain followed by 
14.5% who worked in quality control. 
 Managerial Experience: Approximately 40% indicated that they have been 
working in the industry for over 10 years followed by 24.9% of respondents 
having between 6-10 years of managerial experience. 
Table 6.3. Characteristics of the Respondents 
                      
 
 
 
 
 
 
 
 
 
 
 
 
 
Position % Frequency 
Executive Officer 
Senior/Higher executive Officer 
Assistant Manager 
Manager 
Senior Manager 
Head of Unit 
Head of Department  
Deputy Director 
Director 
Total  
8.8 
10.4 
8.8 
17.2 
15.8 
9.4 
11.1 
10.1 
8.4 
100 
26 
31 
26 
51 
47 
28 
33 
30 
25 
297 
Department % Frequency 
Manufacturing / Production 
Supply Chain  
Materials and R&D 
Procurement  
Quality Control 
Operations 
Other  
Total  
30 
17.8 
10.1 
9.4 
14.5 
11.4 
6.7 
100 
89 
53 
30 
28 
43 
34 
20 
297 
Managerial Experience % Frequency 
Less than 2 years  
2-5 years 
6-10 years 
More than 10 years 
Total 
14.8 
19.5 
24.9 
40.7 
100 
44 
58 
74 
121 
297 
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6.2.  Data Preparation 
6.2.1.  Assessment of Missing Values 
The problem of missing values commonly occurs in research involving 
questionnaire-based surveys, where many questions have been left unanswered. 
Appropriate treatment is required to solve this problem depending on what theses 
missing values are. Removing the missing values is one solution that is considered 
acceptable and believed to improve the overall data structure (Tabachnick & Fidell 
2011). Yet, fixing the missing values with a systematic pattern could generate biased 
results. Since the drop-and-collect approach was implemented, the researcher could 
collect and double-check if any questions remained unaddressed in person with the 
participants. Accordingly, to obtain a high level of accuracy in the data-entry process, a 
double-check procedure is performed. The first check involved verifying all entries case-
by-case and as a second check, descriptive statistics for continuous data, including 
frequency distribution, maximum and minimum value, mean and standard deviation 
were conducted and verified. The frequency distribution statistics yielded no mistakes in 
the data-entry process, and ensured 100% accuracy of the data. 
6.2.2.  Assessment of Outliers  
An outlier is a case with such an extreme value on any variables that they distort 
statistics (Tabachnick & Fidell 2011). Cases with scores that are very different from the 
rest are considered outliers (Kline 2005). Identifying the presence of outliers in the data 
is necessary, since they could cause errors(s) in fitting the model estimation, parameter 
estimation, and standard error estimation (Gallagher et al. 2008). For the quantitative 
analysis, data were entered into the Social Package for the Social Sciences (SPSS 
Version 21) to determine the potential outliers. Outliers can be checked from a 
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univariate, bivariate and multivariate perspective. Since this research uses SEM, a 
multivariate test for outliers was adopted to investigate if there are any extreme scores on 
two or more variables. This is opposed to a univariate outlier that has an extreme score 
on a single variable (Kline 2005, 2010). 
A common approach used to detect outliers is the computation of the squared 
Mahalanobis distance (D
2
). This statistic indicates the distance in standard deviation 
units between a set of scores (vector) for an individual case and the sample means for all 
variables (centroids) (Kline 2005). D
2 
assesses the extent of the dissimilarity of each 
observation or case (in terms of its distance from the mean centre of all observations) 
across a set of variables. An outlying case (the higher D
2
 values relative to the other 
cases) will have a D
2
 value that stands apart from all the other D
2
 values.  Further 
attempt is made to identify whether this strange case has any undue influence on the 
results of the model as a whole. This is by examining the Cook’s Distance value. 
Tabachnick and Fidell (2007) recommended that cases with values larger than 1 are a 
potential problem. To determine if cases are outliers, the researcher identifies the critical 
chi-square value using the number of independent variables as the degrees of freedom. A 
maximum D
2
 larger than the critical chi-square value at a critical alpha value of .001 
indicates the presence of one or more multivariate outliers. Table 6.4 presents a list of 
critical value for evaluating D
2
 .
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Table 6.4. Critical Values for Evaluating Mahalanobis Distance Values 
Number of dependent variables (df)  Critical value 
2 13.82 
3 16.27 
4 18.47 
5 20.52 
6 22.46 
7 24.32 
8 26.13 
9 27.88 
10 29.59 
Source: Pearson & Hartley (1996) 
Nine independent variables included in this study are multidisciplinary 
production team (MPT), early product realisation (EPR), concurrent production 
workflow (CPW), product modularity (PM), process modularity (PRM), supply chain 
coordination (SCC), manufacturing system integration (MSI), enterprise information 
integration (EII), and virtual manufacturing (VM). Table 6.5 presents the top tenth 
further observation of identified outlier cases based on D
2
. 
Table 6.5. Multivariate Outliers Test Results 
Case D
2
 Case D
2
 
140 30.98 142 23.18 
36 27.54 24 22.94 
145 24.83 218 20.76 
97 24.63 14 20.62 
153 23.89 133 20.23 
 
As shown in Table 6.6, case 140 has the maximum D
2
 value
 
at 30.98, which 
slightly exceeds the critical value of 27.88. Further analysis is carried out using Cook’s 
Distance to check whether this outlier has an undue influence on the results as a whole. 
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Table 6.6 presents the top 5 further observation of identified outlier cases based on 
Cook’s distance value. 
Table 6.6. Cook’s Distance Test Results 
Case Cook’s Distance 
140 .170 
142 .150 
1 .143 
3 .121 
141 .107 
 
The maximum value for Cook’s Distance in this data set is 0.170, which is less 
than 1, suggesting they are no major problems (Tabachnick & Fidell 2007). Therefore, it 
can be safely assumed that there were no substantial multivariate outliers in the data and 
the statistical assumptions are not violated. Correspondingly, all the 297 cases are 
retained for further analysis.  
6.2.3.  Assessment of Normality  
Having examined the data for missing values and outliers, the data was further 
tested for any presence of significant departures from normality. This is important as a 
required assumption of multivariate data analysis including SEM/AMOS (Arbuckle 
2007; Byrne 2010). Normality measures whether the data is normally distributed across 
the population sample and there are no excessively high or low scores from a few 
respondents which can then skew the overall result (Hair et al. 2010). Normality test is 
conducted by assessing the shape of distribution of scores across the sample and the 
characteristics of the statistics for a single individual metric variable that approximates 
the normal distribution. A significant variation from the normal distribution renders all 
resulting statistical tests invalid, because several of the statistics are developed assuming 
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normal data distribution. The assessment of univariate normality for all variables is 
sufficient in most cases, especially when the sample size is large; that is, ≥200 
observations (Hair et al. 2006). A large sample size lessens the detrimental effect of non-
normality. Consequently, this section assesses the normality of all individual variables.  
Hair et al. (2010) suggest using the normality test by examining skewness and 
kurtosis values. Statistical tests for normality are done through empirical measures of a 
distribution’s shape using skewness and kurtosis measures for each metric variable. The 
empirical measures assist in identifying the variables with significant departure from 
normality. Skewness indicates the orientation of the distribution; that is, whether it is 
shifted to one side (right or left) or centred and symmetrical. Kurtosis informs us about 
the ‘peakedness’ or ‘flatness’ of distribution in comparison to the normal distribution. A 
positive skew represents a distribution shifted/skewed to the left and a negative skew 
reflects a distribution skewed to the right. A negative kurtosis value denotes a flatter 
distribution, whereas a positive kurtosis value reveals a peaked/taller distribution. 
According to Byrne (2010) kurtosis severely affects tests of variance and covariance, 
while skewness affects tests of means. Data distribution with either a highly skewed 
nature or with high kurtosis indicates non-normality which has random effects on 
specification or estimation (Hall & Wang 2005).  
Since SEM is a covariance-based analysis, the problem of kurtosis is of greater 
concern than that of skewness (DeCarlo 1997; West et al. 1995). The presence of non-
normal data has the effect of inflating the chi-square value and underestimating other 
Goodness-Of-Fit (GOF) indices that the maximum likelihood (ML) AMOS generates 
(Byrne 2001). As skewness and kurtosis of normal distribution have values of zero, 
measures of skewness and kurtosis of a distribution that is different from zero indicate 
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departure from normality. While slight variations from zero are of little concern, 
especially for a large sample size (N≥200), significant variations should be given due 
consideration. The cut-off value of skewness and kutoris should be within +1 to –1 range 
when the data is normally distributed (Lewis-Beck et al. 2004). However, Hair et al. 
(2006) suggest a more lenient measure of +3 to –3 which is also supported by Kline 
(2010, p. 63).  
The results of the normality test are displayed in Table 6.7. The results 
demonstrate that all values for the items fall within the range of rigorous value of +1 to –
1 (Lewis-Beck et al. 2004). Only two items (FP4 and FP5) are outside the range. 
However, they meet a lenient +3 to –3 range of kurtosis (Hair et al. 2006). Therefore, the 
empirical measures of skewness and kurtosis for all eighty-two metric variables confirm 
no issues of multivariate non-normality in the data set. 
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Table 6.7. Results of Normality Distribution Test 
Variable N Skewness Kurtosis Variable N Skewness Kurtosis 
MPT1 297 -0.287 -0.129 VM1 297 -0.048 -0.231 
MPT2 297 -0.017 -0.101 VM3 297 -0.059 -0.443 
MPT3 297 -0.012 -0.064 VM4 297 -0.373 -0.132 
MPT4 297 0.019 -0.446 VM6 297 -0.087 -0.354 
MPT5 297 0.023 -0.489 RES1 297 -0.235 -0.282 
EPR1 297 0.018 -0.39 RES2 297 -0.257 -0.164 
EPR2 297 -0.164 -0.284 RES3 297 -0.366 -0.144 
EPR3 297 -0.365 0.093 RES4 297 -0.431 0.087 
EPR4 297 -0.028 -0.360 RES5 297 -0.269 -0.305 
EPR5 297 -0.245 0.203 RES6 297 -0.475 0.088 
EPR6 297 0.104 -0.452 RES7 297 -0.558 -0.175 
CPW1 297 0.099 -0.255 FLP1 297 -0.062 -0.497 
CPW2 297 -0.262 0.011 FLP2 297 -0.171 -0.442 
CPW3 297 -0.432 0.682 FLP3 297 -0.182 -0.313 
CPW4 297 -0.038 0.116 FLP4 297 -0.11 -0.519 
CPW5 297 0.079 -0.570 FLP5 297 -0.004 -0.808 
CPW6 297 0.066 -0.25 FLP6 297 -0.053 -0.712 
PM1 297 -0.180 0.006 INC1 297 -0.003 -0.282 
PM2 297 -0.161 0.030 INC2 297 -0.173 -0.408 
PM3 297 -0.450 0.167 INC3 297 -0.216 -0.078 
PM4 297 -0.173 -0.053 INC4 297 -0.185 0.134 
PM5 297 -0.241 -0.183 INC5 297 -0.269 -0.134 
PRM1 297 -0.235 0.070 SID1 297 -0.158 -0.887 
PRM2 297 0.053 0.019 SID2 297 -0.213 -0.506 
PRM3 297 -0.426 -0.058 SID3 297 -0.221 -0.293 
PRM5 297 -0.247 -0.234 SID4 297 -0.397 -0.213 
PRM6 297 -0.145 -0.242 SID5 297 -0.069 -0.088 
SCC1 297 -0.209 0.166 FP1 297 -0.019 -0.942 
SCC2 297 -0.007 -0.679 FP2 297 -0.068 -0.951 
SCC3 297 -0.01 -0.386 FP3 297 0.010 -0.996 
SCC4 297 0.017 -0.266 FP4 297 0.064 -1.003 
SCC5 297 -0.138 0.010 FP5 297 -0.025 -1.078 
SCC6 297 -0.206 -0.297 FP6 297 -0.001 -0.982 
MTS1 297 -0.100 -0.165 OP1 297 -0.298 0.110 
MTS2 297 -0.134 -0.372 OP2 297 -0.381 0.114 
MTS3 297 -0.188 -0.161 OP3 297 -0.263 -0.144 
MTS4 297 -0.114 -0.244 OP4 297 -0.576 0.435 
MTS5 297 -0.288 -0.456 OP5 297 -0.246 0.019 
MTS6 297 -0.22 -0.54 OP6 297 -0.287 -0.061 
EII1 297 -0.505 -0.082         
EII2 297 -0.322 -0.112         
EII4 297 -0.349 0.099         
EII5 297 -0.251 -0.250         
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6.2.4.  Non-response Bias Analysis 
Because the value of a survey is dependent on an individual participant, low 
response rates are a perennial concern among researchers when conducting, analysing, 
interpreting, and acting on survey results. A low response rate can undermine the 
perceived credibility as well as the actual generalisability of the collected data (Luong & 
Rogelberg 1998). To ensure that the sample of responses obtained was representative of 
the population, non-response bias was examined to test whether or not if the answers of 
respondents different from the potential answers of those non-respondents (Dillman 
2000). A method for finding potential non-response bias is to conduct a wave analysis. 
This includes the comparing early and late participants (Rogelberg & Stanton 2007). 
Each returned questionnaire was recorded with the date it was received. The early 
respondents were those who had returned the questionnaire in Phase 1 (1 April – 29 
April, 2013), while the late respondents were those who had returned the survey in Phase 
2 (6 May – 2 June, 2013) and Phase 3 (10 June – 1 July, 2013). If late respondents differ 
from early respondents, it most likely that some level of bias exists (Harris-Kojetin 
2009).  
Differences in the distribution between response waves were analysed by cross-
tabulation. Statistical significance was estimated by chi-squared tests. A p-value ≤0.05 
was considered to be significant. The key demographic variables adopted in the analysis 
were department, number of employees, annual income, and ownership. The results 
revealed the significant p-value of more than 0.05 in all variables. Thus it can be 
concluded that there is no significant demographic difference between the early and late 
respondents. The results are: 
 (1) Department 2 = 15.054, p = 0.238,  
(2) Number of employees: 2 = 12.365, p = 0.136,  
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(3) Annual income: 2 = 15.363, p = 0.119, and  
(4) Ownership: 2 = 4.627, p = 0.328. 
6.2.5.  Reliability Testing  
Reliability testing is vital to ensure the accuracy of the measurement used in the 
survey (Straub et al. 2004). This involves finding measures that reflect the ‘true scores’ 
for the surveyed items examining the phenomenon of interest (Straub et al. 2004). This 
research assessed the internal consistency of the measurement to test its reliability by 
calculating Cronbach’s alpha for each measurement within a dimension using IBM SPSS 
Statistics Software Version 21 (Churchill 1979; Hair 2006). A cut-off value for 
Cronbach’s alpha is acceptable when it is greater than .60 for internal consistency in 
exploratory research or greater than .70 for internal consistency in confirmatory research 
(Straub et al. 2004). The measures of reliability tested by Cronbach’s alpha are shown in 
Table 6.8. The results reveal that Cronbach’s alpha coefficient scores ranged from .88 to 
.97 across all factors. Therefore, the results demonstrate a good level of internal 
consistency. 
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Table 6.8. Reliability of Indicators within the Instrument 
Factor Indicators Cronbach’s Alpha 
Integrated Product Development (IPD) MPT1,2,3,4,5 
EPR1,2,3,4,5,6 
CPW1,2,3,4,5,6 
 
.95 
Modularised Manufacturing (MM) PM1,2,3,4,5 
PRM1,2,3,5,6 
  .88 
Supply Chain Coordination (SCC) SCC1,2,3,4,5,6 .94 
Information Technology Integration (ITI) MSI1,2,3,4,5,6 
EII1,2,4,5 
VM1,3,4,6 
 
.93 
Agile Capabilities (AC)  RES1,2,3,4,5,6,7 
.95 
FLP1,2,3,4,5,6 
INC1,2,3,4,5 
SID1,2,3,4,5 
Operational Performance (OP) OP1,2,3,4,5,6 .96 
Financial Performance (FP) FP1,2,3,4,5,6 .97 
6.3.  Validity Tests 
The second stage of the analysis involved running statistical procedures for some 
vital validity tests before assessing the full model with SEM. Assessment of 
dimensionality is achieved through exploratory factor analysis (EFA) to determine the 
sub-factors that underline a set of items measuring each theoretical construct of a 
nomological network suiting the research context (Kline 2010). Next, the model factors 
should be confirmed via a construct validity test using confirmatory factor analysis 
(CFA) (Byrne 2010; Hair et al. 2010). In this study, CFA was used to test for 
discriminant and factorial validity (Campbell & Fiske 1959; Hair et al. 2006). While 
discriminant validity measures the extent to which latent variables differ from each other, 
factorial validity tests whether a set of latent variables represents an underlying pattern in 
the data (Holmes-Smith 2010; Straub et al. 2004).  
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6.4.  Assessment of Dimensionality through EFA 
The examination of dimensionality is important to evaluate the measurement 
properties of a construct. It aims to provide a better understanding of a factor structure 
among a group of variables. To assess dimensionality, EFA is employed to explore and 
identify the substrata (sub-dimensions) of each constructs (Straub et al. 2004). It involves 
a statistical approach in outlining the correlation among the variables in a dataset 
(Henson & Roberts 2006). This type of analysis helps to determine whether a theoretical 
construct is a uni or multidimensional factor (Holmes-Smith 2010). EFA develops and 
validates the instrument scale in a study including the data reduction or elimination of 
poor item variables. Increasingly, EFA is recognised as a useful tool by organisational 
researchers for refining measures and evaluating construct validity (Conway & Huffcutt 
2003). The objectives of exploratory factor analysis (EFA) in this study are to (Pett et al. 
2003; Thompson 2005):  
 Examine the structure or relationship between variables, 
 Detect and assess the unidimensionality of a theoretical construct, and 
 Reduce the number of variables. 
Although EFA is heuristic in nature which means that investigators have no prior 
hypothesis on the number or nature of the variables (Pett et al. 2003; Swisher & 
Beckstead 2004; Thompson 2004), it can be run in a restricted model to determine the 
sub-factors that underlie set of items measuring each theoretical construct of a 
nomological network connection (Kline 2010). Since factor dimensionality examines the 
constructs as independent of theoretical connections Straub et al. (2004) recommend 
running EFA separately for each set of items posited to reflect a given theoretical 
construct. In the current research, as shown in the conceptual framework section in 
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Chapter 3, the research model has seven theoretical constructs. Thus, seven separate EFA 
models were run.  
To perform EFA, a number of protocols are applied. Prior to factor extraction, the 
factorability of the data and the sample size were checked to ensure the suitability of the 
respondent data for factor analysis. The factorability of the data was tested through 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy (KMOMSA) and Bartlett’s Test of 
sphericity (BTOS). Data are factorable (that is, the EFA is possible) if the KMOMSA is 
between 0.5 and 1 and the BTOS is significant at p< 0.05 (Hair et al. 2010, p.132). 
Kaiser (1974) suggested different meanings for the KMOMSA results, i.e. less than 0.5 
is unacceptable, [0.5-0.6] is miserable, [0.6-0.7] is mediocre, [0.7-0.8] is middling, [0.9, 
1.0] is marvellous. Further, the sample size should satisfy the case-to-variable ratio of 
5:1 as a minimum, but would the preferred ratio is 10:1 (Hair et al. 2010). The results in 
Table 6.9 show KMOMSA of each construct was between 0.8-0.9 with BTOS being 
significant below 0.05. This supports running the EFA. The sample size of this study had 
297 organisations which also satisfies the case to variables at 5:1-10:1 and thus supports 
the appropriateness of running the EFA.  
Table 6.9. KMOMSA and BTOS 
Construct No. of items KMOMSA BTOS Comment 
Integrated Product Development  17 0.935 0.000 EFA supported 
Modularised Manufacturing  10 0.922 0.000 EFA supported 
Supply Chain Coordination  6 0.891 0.000 EFA supported 
Information Technology Integration  14 0.923 0.000 EFA supported 
Agile Capabilities  23 0.945 0.000 EFA supported 
Operational Performance 6 0.930 0.000 EFA supported 
Financial Performance 6 0.941 0.000 EFA supported 
Overall 82 0.923 0.000 EFA supported 
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Once the suitability of the data for factor analysis was determined, the following 
rules were established to extract the factors:  
1) The default methods stipulating factor extraction in EFA include Maximum 
Likelihood (ML) and Principal Axis Factoring (PAF) (Henson & Roberts 2006; 
Tabachnick & Fidell 2007; Thompson 2004). While both ML and PFA are 
recommended in establishing preliminary solutions with an unrestricted model 
(Williams et al. 2010), PAF is often preferable in terms of recovering weak 
factors. PAF makes no assumption about the type of error and minimises the 
unweighted sum of the squares (Jöreskog 2007). Because ML assigns less weight 
to the weaker correlations, it can be expected that ML is less able than PAF to 
recover the weaker factors (Briggs & MacCallum 2003; MacCallum et al. 2007).  
2) Several factors in each factor model were determined based on both methods. 
The Kaiser’s eigenvalue-greater-than-one rule and Parallel Analysis (PA):  
 The Kaiser’s eigenvalue rule suggests that only factors with an eigenvalue of 
1.0 or more should be retained for further investigation (Hair et al. 2010). The 
eigenvalues is the ratio of explanatory importance of the factors with respect 
to the variables. If a factor has a low eigenvalue, then it contributes little to 
explaining variances in the variables and may be ignored as redundant with 
more important factors. Nevertheless, the Kaiser criterion is not 
recommended as the sole cut-off criterion because it tends to overestimate, 
and sometimes underestimate the number of factors (Bandalos & Boehm-
Kaufman 2009; Hubbard & Allen 1987; Zwick & Velicer 1986).  
 Parallel analysis is further conducted at the same time as the eigenvalue test 
to compare against the eigenvalue obtained from the EFA analysis of the 
actual data to estimate the maximum possible number of factors that can be 
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extracted (O'Connor 2000). PA involves comparing the size of the 
eigenvalues with those obtained from a randomly generated data set of the 
same size (Montanelli & Humphreys 1976). Only those eigenvalues 
exceeding the corresponding values from the random data set are retained. 
This approach to identifying the correct number of components to retain has 
been shown to be the most accurate (Choi et al. 2001; Thompson & Daniel 
1996). To undertake PA, we ran O’Connor’s (2000) SPSS script, randomly 
generated 1,000 data sets, and used the 95
th
 percentile of eigenvalues 
calculated from the random data as the comparison baseline. 
3) The factors were rotated for better interpretability. The rotation process 
maximises high item loadings and minimises low item loadings, therefore 
producing a more interpretable and simplified solution (Williams et al. 2010). 
The two main rotation techniques are known as Orthogonal Varimax and Oblique 
Oblimin factor solutions. While orthogonal varimax technique is used in factor 
analysis to produce factor structures that are uncorrelated (Costello & Osborne 
2005), the Oblique Oblimin approach allows the factors to be correlated. Since 
behaviour is rarely partitioned into neatly packaged units that function 
independent of one another, some correlation among factors can be expected 
(Thompson 2004). Therefore, using orthogonal rotation can result in  loss of 
valuable information if the factors are correlated, and oblique rotation should 
theoretically render a more accurate, and reproducible solution (Costello & 
Osborne 2005).  
4) The minimum factor loading to allocate an item to a factor was set at 0.5. Field 
(2009) and Hair et al. (2010) suggest that for a sample size of more than 200, a 
factor loading of .40 and higher is considered to be statistically significant at .05 
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significance level. This level explains around 16 % of the variance in the variable 
(Tabachnick & Fidell 2007). Items with a factor loading below 0.50 were 
discarded from further analysis (Hair et al. 2010; Lewis et al. 2005). Further, 
items for the same construct with factor loading below threshold on more than 
one-factor were dropped. Only items with any cross-loading equal or higher than 
0.50 were kept for further investigation. 
5) Ideally, a minimum of two or three variables must load on a factor so it can be 
given a meaningful interpretation (Gorsuch 1983; Henson & Roberts 2006). 
Appendices 6.3-6.9 provide the results of the seven EFA models in corresponding 
with the parallel analysis. The IPD model produced a three-factor solution which 
explains 66% variance. Based on the item with the largest loading and the overall nature 
of the items in the factor, the three factors were labelled ‘multidisciplinary production 
team’, ‘early product realisation’ and ‘concurrent production workflow’. The same three-
factor solution model was present in the ITI construct. The ITI model explains 75% of 
the total variance. With reference to the item with largest loading and the overall nature 
of the items in the factor, the factors were labelled ‘manufacturing system integration, 
‘enterprise information integration’ and ‘virtual manufacturing’. Further, the MM and 
SCC constructs produced a two-factor and a one-factor solution which account for 69% 
and 64% of the total variance to be explained, respectively. The two factors of MM were 
labelled ‘product modularity’ and ‘process modularity’.  
The agile capability (AC) model produced a four-factor solution explaining 76 % 
of the variance. The four factors were labelled based on the item with the largest loading 
and the overall nature of the items in the construct termed ‘speed in delivery’, ‘flexible 
production’, ‘responsiveness’ and ‘innovation competency’. Finally, both operational 
performance and financial performance accounting for 86% of the total variance is to be 
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explained. Table 6.10 below summaries the final EFA output. Overall, the EFA 
procedure dropped nine items (CPW3, PRM5, SCC6, MSI6, VM6, RES3, RES6, FLP6, 
and INC5) that did not meet the factor extraction criteria, returning seventy-three items 
grouped into 15 factors.  
Table 6.10. Summary of the EFA Output 
Construct No. of 
items 
before 
EFA 
Dropped items Reason to 
drop 
No. of 
factors 
Factor labels No. of 
items 
after 
EFA 
IPD 17 CPW3 (Information is 
made readily available 
across team members) 
Factor loading 
<.5 
3 Multidisciplinary 
Production Team  
16 
Early Product Realisation 
Concurrent Product 
Workflow 
MM 10 PRM5 (The production 
process is capable of 
producing both 
standard and 
customised base units) 
Factor loading 
<.5 
2 Product Modularity 
 
9 
Process Modularity 
SCC 6 SCC6 (The 
collaboration with key 
supply chain partners 
in discovering new or 
emerging market 
opportunities   
Factor loading 
<.5 
1 Supply Chain Coordination 5 
ITI 14 MSI6 (Manufacturing  
is used to monitor the 
production and provide 
feedback), VM6 (The 
electronic information 
shared among supply 
chain partners is 
standardised) 
Factor cross-
loading <.5 
3 Manufacturing System 
Integration  
12 
Enterprise Information 
Integration 
Virtual Manufacturing 
AC 23 RES3 (The capability 
to reallocate people 
quickly to address 
demand changes) 
RES6 (The capability 
to ensure no shortage 
of stock at order time), 
FLP6 (The capability 
to effectively 
changeover production 
line), INC5(The 
capability of being 
innovative in 
operations 
management) 
Factor loading 
<.5 and factor 
cross-loading 
<.5, 
respectively 
4 Speed in Delivery 19 
Flexible Production 
Responsiveness 
Innovation Competency  
OP 6 - - 1 Operational Performance 6 
FP 6 - - 1 Financial Performance 6 
Total  82 9 - 15 - 73 
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6.5.  Assessment of Construct Validity through CFA 
Drawing on the EFA results, CFA is further implemented to validate a data set by 
confirming the underlying structure on a theoretical basis (Byrne 2010; Mueller 1996). 
CFA provides a technique to measure the construct validity on each construct of interest. 
Construct validity assesses the extent to which a set of measured items actually reflect 
the underlying factor model that those items are designed to measure (Hair et al. 2010). 
The construct validity focuses on the measurement of individual constructs. The tests 
were undertaken first for each individual factor model, then for the higher order model; 
concentrating on convergent and discriminant validity, and finally the factorial validity 
was tested for the full measurement model (Lewis, Templeton and Byrd 2005). The 
following section provides an overview of convergent, discriminant, and factorial 
validity and reports the results of the construct validity of the measurement model. 
6.5.1.  Convergent Validity 
Convergent validity assesses the extent to which the items constituting the 
construct converge or share a high proportion of variance in common (Straub, Boudreau 
and Gefen 2004; Hair et al. 2010). In CFA AMOS, the convergence validity of a 
construct can be assessed using one or a combination of the following measures: 
Goodness-Of-Fit (GOF) measures; Squared Multiple Correlation (SMC), which is a 
function of the size of the Standardised Factor Loadings (SFL); Average Variance 
Extracted (AVE); and Construct Reliability (CR) (Straub, Boudreau and Gefen 2004; 
Hair et al. 2010). The various measures of convergent validity and the considerations for 
model re-specification are discussed briefly below. 
Goodness-Of-Fit (GOF) Statistics: GOF compares the goodness of fit between 
theory and reality (Hair et al. 2010). The closer the covariance matrices between the two, 
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the better the theory is said to fit the data. In other words, GOF reflect the model’s ability 
to represent the data. When the GOF showed a poor fit of the theorised model, the model 
is required to be re-specified. The CFA approach supports a model to the degree that the 
fitted population covariance matrix corresponds to the observed sample covariance 
matrix (Marsh et al. 1988). It statistically tests the entire model simultaneously, to 
determine its fits with the data (Byrne 2009). Model-fit is a critical concern when 
conducting SEM. Good model-fit firstly, indicates high correspondence between the data 
and the relationships represented in the model and secondly, validates the model for the 
purpose of research (Byrne 2010). 
GOF indices used in this study are chi-square, absolute fit indices, incremental fit 
indices and parsimony fit indices (see Table 6.11). While a number of GOF indices are 
available, most authors suggest that three to four different types of fit indices can provide 
adequate support for a model-fit (Hair et al. 2010, p. 672; Kline 2010). For example, 
Hair et al., (2010) recommend that in addition to the chi-square (2) value and degrees of 
freedom, at least one incremental index (CFI or TLI) and at least one absolute index 
(RMSEA or SRMR) should be reported. Table 6.12 summarises cut-off vaue of the GOF 
indices for this study. 
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Table 6.11. Category of GOF Indices  
Category Statistics Definition 
Chi-square (2) Chi-square (2) Difference between observed and estimated 
covariance matrices 
Normed Chi-Square (2/df) Ration of chi-square to degrees of freedom 
for a model  
Absolute fit indices  Root Mean Square Error of 
Approximation (RMSEA) 
Badness-of-fit index measuring how well a 
model fits a population taking into account 
both model complexity and sample size  
Standardised Root Mean 
Square Residual (SRMR) 
Standardised value of RMSR 
Incremental fit 
indices 
Normed Fit Index (NFI) Assess how well a specific model fits 
relative to some alternative baseline model 
(often a null model that assumes all 
observed variables are uncorrelated) 
Comparative Fit Index 
(CFI) 
Tucker-Lewis Index (TLI) 
Parsimonious fit 
indices  
Parsimonious Comparative 
Fit Index (PCFI) 
Evaluates the parsimony ratio of the model 
compared to the GOF such as CFI and NFI 
Parsimonious Normed Fit 
Index (PNFI) 
Source: Hair et al. (2010) 
Following the guidelines recommended by Byrne (2010), Kline (2010) and 
Holmes-Smith (2010), this study evaluates model-fit based on selected fit measured as 
summarised in Table 6.12. 
Table 6.12. A Summary of Selected Fit Measures and Established Criteria 
Category Statistics Acceptable 
Level 
Reference Comment 
Chi-Square (2) Chi-square (2) 
p > 0.05 
(Hair et al. 2010, 
p.666; Holmes-
Smith 2010) 
This measure is sensitive 
to large sample size. 
Normed Chi-
square (2/df) 1.0 ≤ χ2 / df ≤ 5 
(Bagozzi et al. 
1991; Hair et al. 
2010) 
The measure is subject to 
the sample size effects. 
Absolute fit 
indices  
Root Mean Square 
Error of 
Approximation 
(RMSEA) 
≤ 0.08 
(Hair et al. 2006; 
Hair et al. 2010; 
Lewis et al. 2005) 
Value close to 0 indicates 
a perfect fit. 
Standardised Root 
Mean Square 
Residual (SRMR) 
≤ 0.09 (Hair et al. 2010) 
Incremental fit 
indices 
Normed Fit Index 
(NFI) 
≥ 0.92 (Hair et al. 2010) 
Value close to 1 indicates 
a perfect fit. 
Comparative Fit 
Index (CFI) 
Tucker-Lewis 
Index (TLI) 
Parsimonious fit 
indices  
Parsimonious 
Comparative Fit 
Index (PCFI) 
≥ 0.5 (Hair et al. 2010) - 
Parsimonious 
Normed Fit Index 
(PNFI) 
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Squared Multiple Correlations (SMC): Standardised estimates of .5 or above 
(preferably .7 and above) and SMC from .3 but preferably .5 and above, suggest 
construct validity and item reliability (Hair et al. 2010). 
AVE and Construct Reliability: With the GOF indices supporting the model’s 
fit with the data, the model’s convergent validity is further assessed based on the size of 
SFL, using the AVE and CR (Hair et al. 2010). The AVE was computed by determining 
the sum of each individual item’s SFL square and dividing by the total number of items 
within the factor. CR was computed by squaring the sum of each individual item’s SFL, 
within the factor and dividing it by the squared sum of each item’s SFL square and sum 
of each individual item’s error variance within the factor (Hair et al. 2010; Holmes-
Smith 2010). Evidence of convergence validity exists if the SFL, AVE and CR values 
are at least 0.7, 0.5 and 0.6, respectively. 
Model Re-specification Considerations: A model is said to be correctly specified 
when it reproduces the sample covariance matrix well. When instances of specification 
error are noticed, the critical ratios (t-values), the SMC values, the standardised residuals 
and the modification indices (MIs) were examined to re-specify the model. Conceptually, 
all unstandardised estimates should be in the expected direction and statistically different 
from zero (that is, the critical ratio is larger than ± 1.96 at α = 0.05 significance level) 
(Byrne 2010; Hair et al. 2010). SMC values should be greater than 0.5. Standardised 
residual covariance should also be less than the benchmark value of 4 but preferably less 
than 2.58 (Hair et al. 2010).  
A large residual covariance between any two measurement items indicates that 
the association between these two items is not accounted for sufficiently by the model. 
This suggests a problem with one or both of the measurement items. A standardised 
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residual value of 2 indicates that a particular covariance is not well reproduced by the 
hypothesised model (at α = 0.05 significance level) and a standardised residual value of 4 
relates to α = 0.001 significance level. When a consistent pattern of large standardised 
residuals is associated with either a single item or several of the items within the factor, 
the necessary re-specification had to account for this association between the variables, 
such as by dropping an item and re-running the measurement model (Hair et al. 2010). 
Modification Indices (MIs) also suggest a potential source of model re-
specification. A MI is calculated for each non-free parameter and represents a possible 
decrease in 2, if the parameter is freely able to be estimated in the re-specified model. A 
chi-square of 3.84 with one degree of freedom has a p = 0.05 and an MI value greater 
than 4 suggests that the chi-square could be significantly reduced if the corresponding 
parameters were estimated. Based on these guidelines, this study examined the 
measurement items that reveal high MI; that is, above 4 (Byrne 2010; Hair et al. 2010), 
and made appropriately re-specified the model. 
6.5.2. Discriminant Validity 
Discriminant validity assesses the extent to which conceptually related constructs 
are different (or not identical). Discriminant validity provides evidence that a construct is 
unique and captures some phenomena that other constructs do not. A more rigorous 
demonstration of discriminant validity, which is also used in this study, is provided by 
comparing the AVE estimates for each factor with the squared inter-factor correlation 
estimates associated with that factor (Hair et al. 2010; Holmes-Smith 2007). 
Discriminate validity is supported when the AVE is consistently higher than the squared 
inter-construct correlations estimate (Hair et al. 2006; Straub et al. 2004). 
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Following the discussions in 6.3.2.1–6.3.2.2 and based on the factor structure 
output of the EFA, the next sections (6.3.3–6.3.4) discuss in detail the construct validity 
tests for each of the theorised research constructs, including both congeneric one factor 
and second-order models. This is followed by a discussion of construct validity of the 
full-measurement model in Section 6.3.5.  
6.5.3.  One-factor Congeneric Model Analysis  
The measurement model is initiated with the examination of measurement 
properties of latent variables for one-factor congeneric models. A one-factor congeneric 
measurement model is the simplest form of a measurement model, and represents the 
regression of a set of observed indicator variables on a single latent variable. The 
technique is employed to assess item reliability, determine scale reliability, and verify 
unidimensionality (Anderson & Gerbing 1988). It is used to examine measurement 
properties of latent variables, within which a single latent variable (factor) is evaluated 
by a number of observed variables (items). Such models give a realistic interpretation of 
data by considering the varying degrees to which each item contributes to the overall 
measure to obtain a quasi-test of validity (Holmes-Smith & Rowe 1994). Schumacker 
and Lomax (2008) suggested a minimum of three items to fit a congeneric model and 
compute a latent construct. The findings on fifteen one-factor congeneric models are 
discussed below in Sections 6.3.5.1-6.3.5.15 
6.5.3.1. One-factor Congeneric Model of Multidisciplinary Production Team  
The multidisciplinary production team (MPT) model was theorised to have six 
indicators (MPT1, MPT2, MPT3, MPT4, MPT5, and CPW2). The CFA results of the 
proposed one-factor congeneric model for MPT in corresponding with its initial GOF 
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statistics are revealed in Figure 6.2 and Table 6.13, respectively. Examination of the 
GOF statistics in Table 6.12 revealed that the proposed model has an unacceptable 
model-fit in the areas of p-value, normed chi-square, RMSEA. In addition, CPW2 
showed a lower than acceptable SMC value (below .5) relative to all others. Analysis of 
the re-specification statistics with reference to the standardised residual covariance 
matrix revealed that the covariance between CPW2 and MPT3 (3.246) was not well 
accounted for by the model. Consistently, the MIs indicated that CPW2 co-varies with 
several measurement items including MPT3, MPT4 and MPT5. This suggested that the 
indicator CPW2 was non-specific. In such circumstances, the literature (Brown 2006; 
Hair et al. 2010) suggests identifying such a variable as confounding and should be 
removed from the measurement model. 
Though the resulting measurement model after deleting CPW2 revealed an 
improvement of GOF indices with RMSEA = .074, the p-value and normed chi-square 
were still below the cut-off value at 0.23 and 2.607, respectively. Further examination of 
MIs revealed the covariance between MPT1 and MPT3 was higher than 4 (5.848). To 
ensure the unidimensionality nature of measurement, a decision was made not to co-vary 
items as long as there were three or more items measuring a given factor. Therefore, 
MPT1 was removed because its SMC value was lower than MPT3’s. The re-specified 
model after removing CPW2 and MPT1 indicates all GOF indices are within acceptable 
range. The final model of MPT is shown in Figure 6.3 with its corresponding GOF 
statistics laid out in Table 6.14. The entire factor loadings were 0.7 and above and SMC 
values are all above .50. Thus, the measurement model fits the data well. 
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Figure 6.2. Proposed One-Factor Congeneric Model of MPT 
Table 6.13. GOF Statistics for Proposed One-Factor Congeneric Model of MPT 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
0.000 
6.186 
RMSEA  
SRMR 
.132 
.013 
 
NFI 
TLI  
CFI 
.967 
.953 
.972 
PCFI 
PNFI 
.583 
.580 
Model-fit is inadmissible (p-value, normed chi-square, RMSEA is unacceptable) 
 
 
 
 
 
 
 
 
 
Figure 6.3. Final One-Factor Congeneric Model of MPT 
Table 6.14. GOF Statistics for Final One-Factor Congeneric Model of MPT 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.274 
1.282 
RMSEA  
SRMR 
.031 
.006 
NFI 
TLI  
CFI 
.996 
.999 
.999 
PCFI 
PNFI 
.666 
.664 
Model-fit is admissible  
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6.5.3.2. One-factor Congeneric Model of Early Product Realisation 
 The early product realisation (EPR) was theorised to have six indicators (EPR1-
EPR6). The CFA results corresponding with the GOF statistics of the proposed one-
factor congeneric model for EPR are presented in Figure 6.4 and Table 6.15 respectively. 
Examination of the GOF statistics in Table 6.15 revealed that the proposed model has a 
poor GOF in the areas of p-value, normed chi-square and RMSEA. The item EPR5 was 
found to be below .50 SMC cut-off value. In addition, the standardised residual 
covariance matrix revealed a relatively high covariance between EPR5 and EPR2 (5.046) 
and between EPR5 and EPR6 (36.992). Considering EPR5’s poor SMC reliability 
(Brown 2006), the item was removed from the measurement model and the model was 
re-run.  
 The resulting measurement model and GOF statistics after deleting EPR5 are 
shown in Figure 6.5 and Table 6.16, respectively. The results have revealed that all GOF 
indices were within an acceptable level and therefore, the model is admissible.  
 
 
 
 
 
 
 
Figure 6.4. Proposed One-Factor Congeneric Model of EPR 
Table 6.15. GOF Statistics for Proposed One-Factor Congeneric Model of EPR 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.000 
4.954 
RMSEA  
SRMR 
.116 
.031 
NFI 
TLI  
CFI 
.975 
.966 
.980 
PCFI 
PNFI 
.588 
.585 
Model-fit is inadmissible (p-value, normed chi-square and RMSEA) 
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Figure 6.5. Final One-Factor Congeneric Model of EPR 
Table 6.16. GOF Statistics for Final One-Factor Congeneric Model of EPR 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.494 
.879 
RMSEA 
SRMR 
.000 
.006 
NFI 
TLI  
CFI 
.997 
1.001 
1.000 
PCFI 
PNFI 
.694 
.689 
Model-fit is admissible  
6.5.3.3. One-factor Congeneric Model of Concurrent Production Workflow 
 The testing one-factor congeneric model of concurrent production workflow 
(CPW) comprised four indicators (CPW1, CPW4, CPW5, and CPW6). The CFA results 
corresponding with the GOF statistics of the proposed model for CPW are presented in 
Figure 6.6 and Table 6.17, respectively.  Examination of the GOF statistics of CPW in 
Table 6.17 indicates that all of the GOF indices meet the threshold set for good model-
fit. Hence, the proposed one-factor congeneric model of CPW is accepted.  
 
 
 
 
 
 
Figure 6.6. Proposed One-Factor Congeneric Model of CPW 
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Table 6.17. GOF Statistics for One-Factor Congeneric Model of CPW 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.176 
1.581 
RMSEA  
SRMR 
.043 
.020 
NFI 
TLI  
CFI 
.996 
.995 
.995 
PCFI 
PNFI 
.663 
.658 
Model-fit is admissible  
6.5.3.4. One-factor Congeneric Model of Product Modularity 
The proposed model for product modularity (PM) consists of five items (PM1-
PM5). The CFA results corresponding with the GOF statistics of the proposed one-factor 
congeneric model for PM are presented in Figure 6.7 and Table 6.18, respectively. From 
Table 6.18, the GOF statistics indicate inadmissible model-fit in terms of p-value, 
normed chi-square, RMSEA and parsimonious indices. To further determine the actual 
cause of the misfit, the standardised residual covariance and the MIs were scrutinised. 
While the standardised residual covariance reveals no indication of misfit, the MIs 
suggests the covariance PM1 and PM5. Based on PM5’s SMC value was below the 
threshold value of 0.5 and consequently removed. The model was then respecified 
without item MP5. Figure 6.8 presents the final one-factor congeneric model of PM with 
its corresponding GOF statistics as shown in Table 6.19. Both the figure and table show 
that the model has an acceptable fit and the final PM model is accepted. 
 
 
 
 
 
 
Figure 6.7. Proposed One-Factor Congeneric Model of PM 
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Table 6.18. GOF Statistics for One-Factor Congeneric Model of PM 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.017 
2.757 
RMSEA  
SRMR 
.077 
.016 
NFI 
TLI  
CFI 
.988 
.985 
.993 
PCFI 
PNFI 
.496 
.494 
Model-fit is inadmissible (p-value, normed chi-square, RMSEA, PCFI and PNFI) 
 
 
 
 
 
 
 
Figure 6.8. Final One-Factor Congeneric Model of PM 
Table 6.19. GOF for Final One-Factor Congeneric Model of PM 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.074 
2.310 
RMSEA  
SRMR 
.072 
.016 
 
NFI 
TLI  
CFI 
.993 
.992 
.996 
PCFI 
PNFI 
.597 
.598 
Model-fit is admissible  
 
6.5.3.5. One-factor Congeneric Model of Process Modularity 
The process modularity (PRM) was theorised to have four indicators. Figure 6.9 
and Table 6.20 reveal the initial CFA and GOF statistics results of PRM’s one-factor 
congeneric measurement model, respectively. Examination of the GOF statistics of PRM 
in Table 6.20 indicates that all of the GOF indices meet the threshold set for good model-
fit. Hence, the one-factor congeneric measurement model of PRM is accepted. 
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Figure 6.9. Proposed One-Factor Congeneric Model of PRM 
Table 6.20. GOF Statistics for One-Factor Congeneric Model of PRM 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.161 
1.827 
RMSEA  
SRMR 
.053 
.012 
 
NFI 
TLI  
CFI 
.994 
.992 
.997 
PCFI 
PNFI 
.665 
.663 
Model-fit is admissible  
 
6.5.3.6. Measurement Model for the Supply Chain Coordination 
 The proposed measurement model for supply chain coordination (SCC) consists 
of the five items (SCC1-SCC5) shown in Figure 6.10. The corresponding GOF statistics 
presents in Table 6.21. The GOF statistics in Table 6.21 reveal that the proposed SCC 
model fits well with the admissible fit indices. 
 
 
 
 
 
 
 
Figure 6.10. Proposed One-Factor Congeneric Model of SCC 
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Table 6.21. GOF Statistics for Proposed One-Factor Congeneric Model of SCC 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.086 
1.931 
RMSEA  
SRMR 
.056 
.005 
NFI 
TLI  
CFI 
.996 
.996 
.998 
PCFI 
PNFI 
.597 
.599 
Model-fit is admissible 
6.5.3.7. One-factor Congeneric Model of Manufacturing System Integration 
The manufacturing system integration (MSI) comprised five indicators (MSI1-
MSI5). Figure 6.11 and Table 6.22 reveal the initial CFA and GOF statistics for MSI’s 
one-factor congeneric model, respectively. Examination of GOF of MSI’s proposed 
measurement model revealed that all of the fit indices meet the threshold set for good 
model fit. Hence, the proposed model is acceptable for final analysis.  
 
 
 
 
 
 
 
Figure 6.11. Proposed One-Factor Congeneric Model of MSI 
Table 6.22. GOF Statistics for One-Factor Congeneric Model of MSI 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.281 
1.254 
RMSEA  
SRMR 
.029 
.005 
NFI 
TLI  
CFI 
.997 
.999 
.999 
PCFI 
PNFI 
.599 
.597 
Model-fit is admissible 
6.5.3.8. One-factor Congeneric Model of Enterprise Information Integration 
The proposed measurement model for enterprise information integration (EII) 
consists of four items (EII1, EII2, EII4, and EII5) as shown in Figure 6.12. The 
corresponding GOF statistics are also presented in Table 6.23. The GOF statistics 
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revealed a good fit of MSI’s proposed model in all indices. Therefore, the proposed 
model is admissible.  
 
 
 
 
 
 
Figure 6.12. Proposed One-Factor Congeneric Model of EII 
Table 6.23. GOF Statistics for One-Factor Congeneric Model of EII 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.165 
1.624 
RMSEA  
SRMR 
.046 
.013 
NFI 
TLI  
CFI 
.993 
.996 
.997 
PCFI 
PNFI 
.662 
.665 
Model-fit is admissible 
6.5.3.9. One-factor Congeneric Model of Virtual Manufacturing 
The virtual manufacturing (VM) consisted of three indicators (VM1, VM3 and 
VM4). Figure 6.13 and Table 6.24 reveal the initial CFA and GOF statistics result of 
VM’s one-factor congeneric model, respectively. Examination of GOF statistics of the 
VM model revealed that all of the fit indices meet the threshold set for good model-fit. 
Hence the proposed model is acceptable for final analysis.  
 
 
 
 
 
Figure 6.13. Proposed One-Factor Congeneric Model of VM 
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Table 6.24. GOF Statistics for One-Factor Congeneric Model of VM 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.217 
1.527 
RMSEA 
SRMR 
.042 
.006 
NFI 
TLI  
CFI 
.998 
.998 
.999 
PCFI 
PNFI 
.661 
.664 
Model-fit is admissible 
6.5.3.10. One-factor Congeneric Model of Responsiveness 
The responsiveness (RES) model comprised five indicators (RES1, RES2, RES4, 
RES5 and RES7). Figure 6.14 and Table 6.25 reveal the proposed CFA and GOF 
statistics results of RES’s one-factor congeneric model, respectively. Examination of 
GOF suggested a poor fit of the RES model in terms of p-value, RMSEA, PCFI and 
PNFI. Analysis of the re-specification statistics with reference to the standardised 
residual covariance matrix revealed that the covariance between RES4 and RES7 (4.537) 
was not well accounted for by the model. Considering RES7’s SMC value is lower than 
RES4’s, the item was excluded from further model re-specification. The final model of 
RES after deleting RES7 is shown in Figure 6.15 with its corresponding GOF statistics in 
Table 6.26. The re-specified GOF statistics indicated a good fit of all indices and that the 
model fitted the data very well.  
 
 
 
 
 
 
Figure 6.14. Proposed One-Factor Congeneric Model of RES 
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Table 6.25. GOF Statistics for One-Factor Congeneric Model of RES 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.000 
12.569 
RMSEA  
SRMR 
.198 
.014 
NFI 
TLI  
CFI 
.971 
.946 
.973 
PCFI 
PNFI 
.487 
.486 
Model-fit is inadmissible (p-value, RMSEA, PCFI and PNFI) 
 
 
 
 
 
 
 
Figure 6.15. Final One-Factor Congeneric Model of RES 
Table 6.26. GOF Statistics for One-Factor Congeneric Model of RES 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.098 
1.957 
RMSEA  
SRMR 
.055 
.080 
NFI 
TLI  
CFI 
.994 
.996 
.997 
PCFI 
PNFI 
.665 
.663 
Model-fit is admissible 
6.5.3.11. One-factor Congeneric Model of Flexible Production 
The flexible production (FLP) comprised five indicators (FLP1-FLP5). Figure 
6.16 shows the CFA result of the proposed one-factor congeneric model for FLP. To 
examine the model-fit, the GOF statistics of the proposed model are shown in Table 
6.27. The GOF statistics in Table 6.27 suggested a good fit of SCC’s proposed model 
with the admissible fit indices. Hence, the proposed model was acceptable for further 
analysis. 
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Figure 6.16. Proposed One-Factor Congeneric Model of FLP 
Table 6.27. GOF Statistics for One-Factor Congeneric Model of FLP 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.051 
2.001 
RMSEA  
SRMR 
.067 
.018 
NFI 
TLI  
CFI 
.990 
.993 
.995 
PCFI 
PNFI 
.696 
.693 
Model-fit is admissible  
 
6.5.3.12. One-factor Congeneric Model of Innovation Competency 
The innovation competency (INC) consisted of indicators (INC1-INC4). Figure 
6.17 and Table 6.28 reveal the proposed CFA and GOF statistics of INC’s one-factor 
congeneric model, respectively. The GOF statistics in Table 6.28 support the contention 
that the model fitted the sample data very well. All the SMC values were above 0.50 
indicating that the measurement items were reliable. Neither the standardised residuals 
nor the MIs exhibited any indication of misfit. Hence the final one-factor congeneric 
model of INC was accepted.  
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Figure 6.17. Proposed One-Factor Congeneric Model of INC 
Table 6.28. GOF Statistics for One-Factor Congeneric Model of INC 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.548 
.601 
RMSEA  
SRMR 
.000 
.002 
NFI 
TLI  
CFI 
.999 
1.001 
1.000 
PCFI 
PNFI 
.633 
.635 
Model-fit is admissible 
6.5.3.13. One-factor Congeneric Model of Speed in Delivery 
The proposed model for speed in delivery (SID) comprised five items (SID1-
SID5). Figure 6.18 illustrates the proposed one-factor congeneric model of SID with its 
corresponding GOF statistics in Table 6.29. Despite all the SMC values being above the 
cut-off value of 0.50, the model was found to be misfit in terms of p-value, normed chi-
square, RMSEA, PCFI, and PNFI. Further scrutiny of the standardised residual 
covariance showed the multi-covariance residual between SID5 and SID2 (25.275) and 
SID1 (5.734), suggesting the proposed items measured one or two factors. Hence the 
item SID5 was excluded and the model was re-specified.  
Figure 6.19 presents the re-specified one-factor CFA model of SID after item 
SID5 was dropped, which in corresponded to the GOF statistics and SMC values of the 
measurement items in Table 6.30. Both the figure and table show that the model has an 
acceptable fit and consequently the CFA model was accepted.  
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Figure 6.18. Proposed One-Factor Congeneric Model of SID 
Table 6.29. GOF Statistics for One-Factor Congeneric Model of SID 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.000 
10.620 
RMSEA  
RMR 
SRMR 
.180 
.016 
.023 
NFI 
TLI  
CFI 
.966 
.938 
.969 
PCFI 
PNFI 
.485 
.483 
Model-fit is inadmissible (p-value, RMSEA, normed chi-square, PCFI, and PNFI) 
 
 
 
 
 
 
 
Figure 6.19. Final One-Factor Congeneric Model of SID 
Table 6.30. GOF Statistics for Final One-Factor Model of SID 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.052 
2.950 
RMSEA  
RMR 
SRMR 
.081 
.007 
.009 
NFI 
TLI  
CFI 
.994 
.996 
.996 
PCFI 
PNFI 
.665 
.662 
Model-fit is admissible 
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6.5.3.14. One-factor Congeneric Model of Operational Performance 
The proposed one-factor congeneric model of operational performance (OP) 
consisted of six indicators (OP1-OP6). Figure 6.20 illustrates the CFA results for the OP 
model. To examine the model-fit, the GOF statistics are shown in Table 6.31. The GOF 
statistics indicated the model’s poor fit in the areas of p-value. The standardised residual 
covariance matrix indicated multi-covariance between OP2 and OP6 (4.853), 
demonstrating that the proposed items do measure one factor or two. Since OP2’s SMC 
value was lower than OP2’s SMC value, the decision was to drop OP6. The re-specified 
one-factor model of OP after deleting OP6 in Figure 6.21 fits the data well as evidenced 
by all the selected GOF statistics shown in Table 6.32. A further examination of residual 
statistics and MIs revealed no indication of misfit. Hence the re-specified model of OP 
was admissible. 
 
 
 
 
 
 
Figure 6.20. Proposed One-Factor Congeneric Model of OP 
Table 6.31. GOF Statistics for Proposed One-Factor Model of OP 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.045 
1.853 
RMSEA  
RMR 
SRMR 
.052 
.027 
.023 
NFI 
TLI  
CFI 
.986 
.989 
.993 
PCFI 
PNFI 
.596 
.591 
Model-fit is inadmissible (p-value <.05) 
 
162 
 
 
 
 
 
 
 
 
Figure 6.21. Final One-Factor Congeneric Model of OP 
Table 6.32. GOF Statistics for Final One-Factor Congeneric Model of OP 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.168 
1.558 
RMSEA  
SRMR 
.043 
.007 
NFI 
TLI  
CFI 
.997 
.998 
.999 
PCFI 
PNFI 
.596 
.591 
Model-fit is admissible 
 
6.5.3.15. One-factor Congeneric Model of Financial Performance 
 The proposed one-factor congeneric model of financial performance (FP) 
consisted of six items (FP1-FP6) as shown in Figure 6.22. The corresponding GOF 
statistics are presented in Table 6.33. The GOF statistics revealed a poor fit of the FP 
model in terms of p-value, PCFI, and PNFI. Analysis of the re-specification statistics 
with reference to the standardised residual covariance matrix indicated the multi-
covariance between FP1 and FP6 (6.539) and FP4 (4.663), demonstrating that the 
proposed items do measure one factor or two. Further examination of MIs also revealed 
covariance between FP3 and FP2 (4.775) was not produced well. Since FP3’s SMC 
value was lower than FP2’s SMC value, FP3 was excluded from further testing. Hence 
the items FP1 and FP3 were excluded from further model re-specification. 
The re-specified one-factor model of FP after deleting FP3 and FP6 in Figure 
6.23 fits the data well as evidenced by all the selected GOF statistics as shown in Table 
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6.34. A further examination of residual statistics and MIs revealed no indication of 
misfit. Hence the re-specified model of FP was accepted.  
 
 
 
 
 
 
 
 
Figure 6.22. Proposed One-Factor Congeneric Model of FP 
Table 6.33. GOF Statistics for Proposed One-Factor Congeneric Model of FP 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.021 
2.178 
RMSEA  
SRMR 
.063 
.032 
NFI 
TLI  
CFI 
.995 
.992 
.995 
PCFI 
PNFI 
.497 
.492 
Model-fit is inadmissible (p-value, PCFI and PNFI) 
 
 
 
 
 
 
 
 
Figure 6.23. Final One-Factor Congeneric Model of FP 
Table 6.34. GOF Statistics for Final One-Factor Congeneric Model of FP 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.228 
1.411 
RMSEA  
SRMR 
.037 
.008 
NFI 
TLI  
CFI 
.995 
.998 
.999 
PCFI 
PNFI 
.663 
.666 
Model-fit is admissible 
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6.5.4.  Higher Order Measurement Model Analysis  
Judgements as to whether or not a measuring instrument should be modelled as a 
higher order structure rests on substantive meaningfulness as dictated by the underlying 
theory (Hair et al. 2010). Whenever the theory supports some higher level factor to 
account for the lower order factors, the factor model is taken as second order, third order 
or some higher order depending on by how many levels the higher order factor is away 
from the observed variable. As some of the research hypotheses of this study were at a 
second-order level, second-order CFA was employed. Similar to the one-factor 
congeneric CFA model, a second-order CFA model can be estimated either as a 
congeneric version with a degree of freedom for error variances and regression weights, 
or as parallel versions (Byrne 2010). Further, when dealing with higher order 
measurement model analysis, the concern is the unidimensionality of each construct. 
Following the test of model goodness-of-fit, the construct validity test on both average 
variance extracted (AVE) and composite reliability (CR) are also presented.  
The following sections (6.6.1-6.6.3) presents a detailed discussion of both model 
fit and the construct validity of each theorised second-order CFA model (IPD, MM and 
ITI). This is followed by a discussion of the full-measurement model of manufacturing 
practices and agile capability (AC) in Sections 6.6.4-6.4.5. 
6.5.4.1. The Second-Order Factor of Integrated Product Development  
In the previous sections, the one-factor congeneric models of the three factors 
that constitute the integrated product development (IPD) were individually tested and 
validated. This section validates all the three factors together, forming the IPD construct. 
The research hypothesis of this study is based on the IPD construct, which is a higher 
order construct. Figure 6.24 shows the proposed second-order measurement model of 
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IPD based on the one-factor congeneric models of MPT, EPR and CPW. The 
corresponding GOF statistics and construct validity (convergent and discriminant 
validity) tests are summarised in Table 6.35. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.24. Proposed Second-Order Measurement Model of IPD 
Table 6.35. GOF Statistics for Second-Order Measurement Model of the IPD 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.000 
1.961 
RMSEA  
SRMR 
.046 
.057 
 
NFI 
TLI  
CFI 
.968 
.980 
.984 
PCFI 
PNFI 
.782 
.769 
Model-fit is inadmissible (p-value) 
The statistics in Table 6.36 indicate an acceptable fit in several of the fit indices, 
except for in the case of the p-value, which is less than the threshold value of 0.05. The 
factor loadings are also sufficiently high, giving an acceptable value for convergent 
validity. A review of the standardised residual covariance revealed that CPW1’s 
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covariance with a few of the other items including CPW5 (6.416) and CPW6 (4.377) was 
not produced well. A further review also suggests EPR6 covariance with CPW4 (6.691) 
and MPT2 (5.004). Consequently, the model was re-specified without CPW1 and EPR6. 
Figure 6.25 presents the re-specified full first-order measurement model of IPD. The 
corresponding GOF statistics in Table 6.37 illustrate that all the fit indices are within the 
recommended thresholds and all factor loadings supported the model’s convergent 
validity based on SFL (above 0.7), AVE (above 0.5) and CR (above 0.7). 
 
Figure 6.25. Final Second-Order Measurement Model of IPD 
Table 6.36. GOF Statistics and Validity Measures for Final Second-Order Model of IPD 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.087 
1.312 
RMSEA  
SRMR 
.032 
.023 
 
NFI 
TLI  
CFI 
.982 
.994 
.996 
PCFI 
PNFI 
.742 
.733 
Model-fit is admissible 
Construct CR1 AVE2 
MPT 0.87 0.64 
EPR 0.75 0.62 
CPW 0.86 0.77 
1 CR (.6 or higher) 2 AVE (.5 or higher) 
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6.5.4.2. The Second-Order of Modularised Manufacturing  
The one-factor congeneric CFA models of the two factors that constitute the MM 
were individually tested and validated. This section validates all the two factors together, 
forming the MM construct. Figure 6.26 shows the full measurement model of the MM. 
The corresponding GOF statistics and construct validity tests are summarised in Table 
6.37. 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.26. Second-Order Measurement Model of MM 
Table 6.37. GOF Statistics for Second-Order Measurement Model of MM 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.000 
5.406 
RMSEA  
SRMR 
.122 
.039 
 
NFI 
TLI  
CFI 
.945 
.933 
.995 
PCFI 
PNFI 
.648 
.641 
Model-fit is inadmissible (p-value, normed chi-square and RMSEA) 
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Though the model revealed sufficiently high factor loadings on all items giving 
an acceptable value for convergent validity, the statistics in Table 6.38 indicate a poor fit 
of second-order CFA Model of MM in the areas of p-value, normed chi-square and 
RMSEA. A review of the standardised residual covariance reveals that PM2’s covariance 
with a few other items such as PRM1 (4.548) and PRM2 (52.490) was not produced 
well. Further, MIs indicated covariance between PRM3 and PM3 (19.692) was also 
unacceptable. Since PRM3’s SMC value was lower than PM3, the decision was made to 
exclude PRM3. Hence the model was re-specified without PM2 and PRM3. Figure 6.27 
presents the re-specified second-order measurement model of MM. Table 6.38 provides 
the corresponding GOF statistics and the measures for convergent validity. All the fit 
indices are within the recommended thresholds and all factor loadings supported the 
model’s convergent validity based on SFL (above 0.7), AVE (above 0.5) and CR (above 
0.7). 
 
 
 
 
 
 
 
 
 
 
Figure 6.27. Final Second-Order Measurement Model of MM 
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Table 6.38. GOF Statistics for Final Second-Order Measurement Model of MM 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.058 
1.678 
RMSEA  
SRMR 
.047 
.015 
 
NFI 
TLI  
CFI 
.990 
.993 
.996 
PCFI 
PNFI 
.617 
.613 
Model-fit is admissible 
Construct CR1 AVE2 
PM 0.84 0.64 
PRM 0.78 0.58 
1 CR (.6 or higher) 2 AVE (.5 or higher) 
 
6.5.4.3. The Second Order Model of Information Technology 
The research hypothesis of this study is based on the ITI construct, which is a 
higher order construct. This section assesses the ITI construct at second-order level. 
Figure 6.28 shows the second-order factor model of the ITI construct. Table 6.39 
documents GOF statistics and the measures for assessing convergent validity of the 
second-order factor model of ITI. The GOF statistics in Table 6.39 indicate an acceptable 
fit of all GOF indices. The factor loadings supported the model’s convergent validity 
based on SFL (above 0.7), AVE (above 0.5) and CR (above 0.7). 
 
 
 
  
 
 
 
 
 
 
 
Figure 6.28. Proposed Second-Order Measurement Model of ITI 
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Table 6.39. GOF Statistics for Proposed Second-Order Measurement Model of ITI 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.265 
1.115 
RMSEA  
SRMR 
.020 
.022 
 
NFI 
TLI  
CFI 
.984 
.998 
.998 
PCFI 
PNFI 
.761 
.760 
Model-fit is admissible  
Construct CR1 AVE2 
MSI 0.84 0.67 
EII 0.84 0.77 
VM 0.77 0.65 
1 CR (.6 or higher) 2 AVE (.5 or higher) 
6.5.5. Factorial Validity  
Factorial validity is a test of whether or not a set of latent variables represent an 
underlying pattern in the data (Straub et al. 2004). In order to conduct factorial validity, 
CFA was further undertaken for the full measurement model of manufacturing practice 
(MP) and agile capabilities (AC) including all the factors that hold both convergent and 
discriminant validity.  
6.5.5.1. Measurement Model of Manufacturing Practices 
The full measurement of manufacturing practices (MP) model considered in this 
analysis comprised three second-order models of IPD, MM and ITI and one-factor 
congeneric of SCC. Table 6.40 provides GOF statistics and the measures of SMC and 
factor loading for assessing the model-fit of measurement model for MP. The GOF 
statistics indicate a good fit of all GOF indices and the measurement model of MP is 
accepted. The final measurement model of MP is illustrated in Figure 6.29. 
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Table 6.40. GOF Statistics and Validity Measures for Proposed Measurement Model of MP 
Factor CR1 AVE2 Indicator SFL3 SMC4 
GOF Indices 
Chi-square Absolute Incremental Parsimony 
IPD 0.83 0.63 
MPT2 .82 .67 2 (p-value) 
= .120 
2/df = 1.075 
 
SRMR = .022 
RMSEA = 
.019 
NFI = .951 
TLI = .996 
CFI = .996 
PCFI = .872 
PNFI = .833 MPT3 .90 .81 
MPT4 .95 .90 
MPT5 .92 .85 
EPR1 .90 .80 
EPR2 .93 .85 
EPR3 .91 .84 
EPR4 .91 .84 
CPW4 .81 .69 
CPW5 .84 .58 
CPW6 .71 .81 
MM 0.75 0.69 
PM1 .94 .81 
PM2 .84 .91 
PM3 .89 .69 
PRM1 .87 .75 
PRM2 .81 .66 
PRM3 .83 .52 
SCC 0.97 0.89 
SCC1 .92 .85 
SCC2 .90 .82 
SCC3 .97 .94 
SCC4 .99 .98 
SCC5 .93 .87 
ITI 0.77 0.53 
MSI1 .94 .88 
MSI2 .95 .91 
MSI3 .94 .88 
MSI4 .95 .91 
MSI5 .86 .74 
EII1 .88 .77 
EII2 .89 .80 
EII4 .90 .81 
EII5 .79 .63 
VM1 .81 .66 
VM3 .90 .80 
VM4 .98 .97  
1 CR (.6 or higher), 2 AVE (.5 or higher), 3 SFL (.7 or higher), 4 SMC (threshold .5 or higher) 
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Figure 6.29. Proposed Full Measurement Model of Manufacturing Practice 
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6.5.5.2. Measurement Model of Agile Capability 
The final full measurement of the AC model considered in this analysis 
comprised four one-congeneric factor models: RES, FLP, INC, and SID. The proposed 
measurement model of AC is illustrated in Figure 6.30. Further, Table 6.41 provides the 
GOF statistics and measures of SMC and factor loading for assessing the model-fit of 
full measurement model for AC.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.30. Proposed Full Measurement Model of AC 
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Table 6.41. GOF Statistics and Validity Measures for Full Measurement Model of AC 
Factor CR1 AVE2 Indicator SFL3 SMC4 
GOF Indices 
Chi-
square 
Absolute Incremental Parsimony 
RES .97 .91 
 
RES1 .95 .91 2 (p-
value) = 
.000 
2/df = 
1.934 
 
SRMR = 
.039 
RMSEA 
= .056 
NFI = .951 
TLI = .996 
CFI = .996 
PCFI = .818 
PNFI = .804 RES2 .95 .90 
RES4 .98 .96 
RES5 .94 .88 
FLP .94 .76 FLP1 .92 .85 
FLP2 .90 .82 
FLP3 .95 .90 
FLP4 .81 .66 
FLP5 .77 .59 
INC .97 .89 INC1 .99 .97 
INC2 .84 .71 
INC3 .98 95 
INC4 .98 95 
SID .94 .78 SID1 .91 .83 
SID2 .82 .67 
SID3 .92 .84 
SID4 .90 .80 
1 CR (.6 or higher), 2 AVE (.5 or higher), 3 SFL (.7 or higher), 4 SMC (threshold .5 or higher) 
While the model indicated an acceptable level of construct validity (CR > .6 and 
AVE > .5), the GOF statistics revealed that the model has poor fit in the areas of p-value. 
A review of the standardised residual covariance reveals that RES2’s covariance with 
RES5 (11.156) was not produced well. Given that RES2’s SMC value was lower than 
RES5’s SMC value, the model was respecified by excluding RES2. Though the re-
specified measurement model of AC after removing RES2 revealed an improvement in 
GOF indices (p = .009, normed chi-square = 1.372, RMSEA = .035, NFI = 978, TLI = 
.993, CFI = .994), the p-value has not met the cut-off value (<.05).  
The examination of MIs indicated multi-covariance between FLP1 and INC1 
(10.081), INC4 (4.340) and INC2 (4.015) was unacceptable. This meant re-running the 
model without FLP1. Despite the improvement in GOF indices after removing FLP1 (p = 
.016, normed chi-square = 1.361, RMSEA = .035, NFI = 979, TLI = .993, CFI = .994), 
the p-value has not met the cut-off value (<.05). 
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Further analysis of MIs indicated covariance between INC2 and FLP2 was not 
produced well (4.118). Given that INC2’s SMC value was lower than FLP2’s SMC 
value, the model was respecified by excluding INC2. The re-specified measurement 
model of AC after removing INC2 revealed an acceptable level of all GOF and therefore 
the model was admissible. Figure 6.31 illustrates the final full measurement model of AC 
with its corresponding GOF statistics and the measures for convergent validity in Table 
6.42. All the fit indices are within the recommended thresholds and all factor loadings 
supported the model’s convergent validity based on SFL (above 0.7), AVE (above 0.5) 
and CR (above 0.7). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.31. Final Full Measurement Model of AC 
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Table 6.42. GOF Statistics and Validity Measures for Final Full Measurement Model of AC 
Factor CR1 AVE2 Indicator SFL3 SMC4 
GOF Indices 
Chi-
square 
Absolute Incremental Parsimony 
RES .97 .92 
 
RES1 .97 .95 2 (p-
value) 
= .184 
2/df = 
1.149 
 
SRMR = 
.022 
RMSEA 
= .027 
NFI = .984 
TLI = .997 
CFI = .998 
PCFI = .779 
PNFI = .768 RES4 .95 .91 
RES5 .95 .91 
FLP .91 .74 FLP2 .90 .81 
FLP3 .95 .91 
FLP4 .81 .65 
FLP5 .77 .60 
INC .98 .85 INC1 .99 .97 
INC3 .97 95 
INC4 .98 95 
SID .94 .78 SID1 .91 .83 
SID2 .82 .67 
SID3 .92 .84 
SID4 .90 .80 
1 CR (.6 or higher), 2 AVE (.5 or higher), 3 SFL (.7 or higher), 4 SMC (threshold .5 or higher) 
 
6.6.  Full Model Testing with Structural Equation Modelling 
Structural Equation Models (SEMs) using latent variables provide a general 
framework for modelling relationships in multivariate data (Bollen 1989). SEM requires 
two main steps being taken to achieve a good model-fit for the relationships between 
variables in multivariate data (Hair et al. 2006). Step one involves testing for construct 
validity and measuring fully the model’s fit to the data. The main objective here is to 
check how well the observed variables of the hypothesised construct relate to one 
another. In the previous sections this process was accomplished by conducting factor 
analyses, specifically using Exploratory Factor Analysis (EFA) and Confirmatory Factor 
Analysis (CFA): convergent, discriminant and factorial Validity. The results show 
acceptable model-fit and validity on all accounts. Step two aims to test the full 
measurement model in order to establish the fit and validity of the structural model as a 
whole rather than as an end in itself (Hair et al. 2006). This phase requires testing of the 
structural model and establishing the significance of the structural relationships. This 
section reports the findings emerging from the tests done on the structural model. 
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A structural model is a conceptual representation of the hypothesised 
relationships between constructs (Hair et al. 2006). Two acceptable approaches exist for 
designing a structural model in SEM (Hair et al. 2006): (1) fixing the factor loadings and 
error variances of the structural model with estimates obtained from the measurement 
model; and (2) allowing the factor loadings and error variances of the structural model to 
be freely estimated. The first approach permits the structural model to be estimated 
easily, since all parameters of the measurement part of the constructs are fixed. Yet this 
approach means it is possible for a change to emerge in fit between the structural and 
measurement model. This would be caused by problems with the measures rather than 
with the structural theory (Hair et al. 2006). The second approach, although it is simple 
and straightforward, provides evidence of interpretational confounding by comparing the 
structural model’s loading estimates of with those obtained from the CFA measurement 
model. While the inconsistencies between the two may be significant – which is a 
disadvantage, as it requires re-examination of the measures – the second approach 
provides a convenient basis of comparison in assessing the closeness of the fit for the 
structural model against the fit for the measurement model. It is expected that small 
fluctuations will occur between the two (.05 or less) (Hair et al. 2006; Kline 2010). The 
second approach is the one that is used most often in practice (Hair et al. 2006; Kline 
2010). Therefore this thesis applies the second approach.  
6.6.1. Bootstrapping SEM  
The validity and acceptability of the structural model can be evaluated in terms of 
model-fit, that is, GOF indices. In order to determine the model-fit of full SEM, 
bootstrapping technique is employed. Bootstrapping is a resampling procedure in which 
the original sample serves as the population (Efron & Tibshirani 1993; Mooney 1997). 
Through bootstrapping, multiple samples (with the same N as the original sample) are 
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randomly drawn from the original sample with replacement, that is, a given case may be 
randomly selected more than once in any given bootstrapping data set (Byrne 2009). The 
CFA model is estimated in each data set, and the results are averaged over the data sets. 
Unlike Monte Carlo simulation in which multiple samples are randomly generated on the 
basis of population parameter values and other data aspects (e.g. sample size, amount of 
non-normality) that are pre-specified by the researcher, bootstrapping allows the 
population parameters to be generated in advance (Brown 2006). As in bootstrapping, 
the results of models fitted in the simulated data sets are averaged to examine the 
behaviour of the estimates (e.g. stability and precision of parameters estimates and test 
statistics).   
Bootstrapping is based on the notion that when the distributional assumptions of 
normal-theory statistics are violated, an empirical sampling distribution can be relied 
upon to describe the actual distribution of the population on which the parameter 
estimates are based (Brown 2006). Since bootstrapping is based on the multiple samples 
spawned from the original data set, it allows the average estimates and standard errors to 
be compared against the results from the original sample in order to evaluate the stability 
of model parameters. Byrne (2009) recommends the use of bootstrapping based on two 
critically important assumptions associated with SEM that are the requirements of the 
data to be continuous scale and have a multivariate normal distribution. These underlying 
assumptions are linked to large-sample theory within which SEM analysis of covariance 
and mean structures is embedded (Byrne 2009). Likewise, Diaconis and Efron (1983) 
suggest the appealing feature of bootstrapping as of being free from two constraining 
statistical assumptions generally associated with the analysis of data (a) that the data are 
normally distributed; and (b) that the researcher can explore more complicated problems 
using a wide array of statistical tools not available earlier. 
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Bootstrapping is conducted using SPSS AMOS Statistical Analysis package. The 
number of bootstrapped samples specified by the researcher should be sufficiently large 
enough to foster the quality of the averaged estimates. According to Brown (2006), 500 
samples are considered common for bootstrapping. Using the CFA measurement models 
presented in the previous sections, bootstrapping is run by generating 500 random 
sample from the original data set (N = 297) and then averaging the results of parameter 
estimates and standard errors across the 500 analyses.  
Support for and acceptability of the structural model is evaluated based on the 
GOF indices cut-off value outlined in Table 6.12. Table 6.43 below illustrates the model 
fit statistics of the full structural model achieved by bootstrapping. The results are 
supported and accepted in terms of the selected and most widely reported fit indices in 
the SEM literature. The model’s p-value (.222) is greater than the threshold value (≥.05) 
which indicates a strong model-fit. All the incremental fit indices (NFI, TLI and CFI) 
meet the threshold value ≥.92. The model’s absolute fit index value is also within the 
recommended range in terms of SRMR and RMSEA (≤.08). Further, the model’s 
parsimony fit indices (PCFI and PNFI) values are acceptable (≥.5) which show a 
relatively higher value than the corresponding measurement models. The final structural 
model is therefore presented in Figure 6.32  
Table 6.43. Model-fit Statistics for Structural Model 
Chi-square Absolute Fit Indices Incremental Fit Indices Parsimonious Fit Indices 
2 (p-value) 
2/DF 
.222 
1.242 
RMSEA  
SRMR 
.029 
.074 
NFI 
TLI  
CFI 
.921 
.981 
.981 
PCFI 
PNFI 
.935 
.868 
Model-fit is admissible 
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Figure 6.32. Full Structural Model 
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6.7.  Summary  
Data analysis in this thesis has been preceded by data editing from collected 
questionnaires and coding the question items. Data screening and preliminary data 
analysis, including descriptive statistics and sample characteristics were discussed. Data 
screening was done prior to conducting SEM because the latter is very sensitive to missing 
data, normality, and sample size. Following this, the number of respondents were analysed 
and demographic characteristics of this sample have been described. 
The second part of data analysis is the use of SEM. Assessment and testing of 
models using SEM involves two steps: assessment of the measurement model and 
assessment of the structural model. In order to ensure the validity and reliability of the 
measurement model, which is the foundation for SEM, the instrument was subjected to 
very rigorous validation procedures involving measurement purification, content validity 
and construct validity through both EFA and CFA.  
The EFA identified some latent factors and led to some changes in the initial 
factors proposed for the model. Items that could not be accurately estimated should be 
dropped since their estimated parameters will not provide any useful insight about the 
model. As a result, 9 items (CPW3, PRM5, SCC6, MSI6, VM6, RES3, FLP3, FLP6, and 
INC5) were dropped after the EFA process.  
The CFA is used to test the model-fit of each one-factor congeneric and 
measurement model to make sure the unidimensionality of each interest construct. 
Accordingly, the initial results indicate the requirements of model re-specification of 
several models in both one-factor congeneric and higher measurement in order to achieve a 
more parsimonious model that is required in the next step of the structural model. As a 
results, nine items (MP1, CPW2, EPR5, PM5, RES7, SID5, FP1, FP3, and OP6) were 
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deleted as a consequence of one-factor congeneric model analysis. In addition, a result of 
higher-order measurement model, further 4 items (EPR6, CPW1, PM2 and PRM3) were 
removed. This was done to improve the convergent and discriminant validity. The 
modified measurement model provides adequate fit to the data, and all indicators are 
highly loaded on their specified factors. Although this rigorous procedure resulted in the 
side effect of several items being dropped, the remaining items sufficiently reflect the 
construct they are measuring. All the constructs contain at least three items.  
Once the measurement models are validated and satisfactory fitness achieved, a full 
structural model was then tested and presented. The validity and acceptability of the 
structural model was evaluated using bootstrapping technique. Unlike theoretical sampling 
distribution, the bootstrapped sampling distribution is concrete because it is based on the 
multiple samples spawned from the original data set. The final GOF indices yield 
acceptable statistics value in all accounts which suggests the validity of the final structural 
model. The next chapter (Chapter 7) further conducts the hypothesised structural model in 
corresponding to the discussion of the research’s findings.  
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CHAPTER 7 RESEARCH FINDINGS AND DISCUSSION 
 
This chapter presents the testing of hypothesised structural model and discusses the 
core findings of the study. The chapter provides the results of the data analysis to address 
the research hypotheses proposed in Chapter 3 and to answer the research question initially 
posed in Chapter 1. This study posits that in order to promote agile capabilities, the 
implementation of manufacturing practices is required. The manufacturing practices – 
integrated production development (IPD), modularised manufacturing (MM), supply chain 
coordination (SCC), and information technology integration (ITI) are therefore, recognised 
as the potential agility’s enablers. The impact of manufacturing practices on agile 
capabilities development has been hypothesised (H1-H4) in order to address the research 
question of what the manufacturing practices firm needs to implement in order to become 
agile. The study also investigated further the impact of agile capabilities on organisational 
performance. It is believed that improving agile capabilities will improve organisational 
performance operationally and financially. These relationships have been hypothesised and 
were tested in H5-H7. Accordingly, Section 7.1 discusses the results of the structural 
model validity and theoretical hypothesis tests. Section 7.2 provides a detailed discussion 
of the major findings of the study and Section 7.3 presents a summary.  
7.1.  Hypothesised Structural Model  
SEM involves the test of model-fit on both measurement and structural model 
levels. This is important not only to identify the model validity but also to observe how 
well the studied variables of hypothesised construct relate to one another (Bollen 1989). 
These processes were accomplished in Chapter 6 with all the results show acceptable 
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model-fit statistics and validity of the full structural model. The model-fit statistics for the 
final structural model is illustrated in Table 7.1. 
Table 7.1. Model-fit Statistics for Structural Model 
Factor Indicator SMC1 SFL2 
GOF Indices 
Chi-square Absolute Incremental Parsimony 
IPD 
MPT2 .67 .82 2 (p-value) = 222 
2/df = 1.242 
 
SRMR = .074 
RMSEA = .029 
NFI = .912 
TLI = .981 
CFI = .981 
PCFI = .935 
PNFI = .868 MPT3 .81 .90 
MPT4 .90 .95 
MPT5 .85 .92 
EPR1 .80 .90 
EPR2 .86 .93 
EPR3 .84 .91 
EPR4 .83 .91 
CPW4 .66 .81 
CPW5 .70 .84 
CPW6 .50 .71 
MM 
PM1 .88 .94 
PM2 .71 .84 
PM3 .80 .89 
PRM1 .76 .87 
PRM2 .66 .81 
PRM3 .69 .83 
SCC 
SCC1 .85 .90 
SCC2 .82 .92 
SCC3 .94 .97 
SCC4 .98 .99 
SCC5 .87 .93 
ITI 
MSI1 .88 .94 
MSI2 .91 .95 
MSI3 .88 .94 
MSI4 .91 .86 
MSI5 .74 .98 
EII1 .77 .88 
EII2 .80 .90 
EII4 .81 .90 
EII5 .63 .79 
VM1 .66 .81 
VM3 .80 .90 
VM4 .97 .99 
RES 
RES1 .87 .93 
RES2 .91 .95 
RES4 .98 .99 
FLP 
FLP2 .79 .89 
FLP3 .90 .95 
FLP4 .64 .80 
FLP5 .58 .76 
INC 
INC1 .97 .99 
INC3 .95 .97 
INC4 .95 .97 
SID 
SID1 .82 .90 
SID2 .65 .80 
SID3 .83 .91 
SID4 .79 .89 
FP 
FP2 .88 .94 
FP4 .83 .91 
FP5 .77 .88 
FP6 .78 .88 
OP 
OP1 .97 .99 
OP2 .93 .96 
OP3 .59 .77 
OP4 .83 .91 
OP5 .98 .99 
1 SFL (.7 or higher), 2 SMC (threshold .5 or higher) 
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Based on Table 7.1, all the GOF results show acceptable model-fit statistics and 
validity of the full structural model. The model normed chi-suqare (1.242) is with in an 
acceptable range (1.0 ≤ χ2 / df ≤ 5). The incremental fit indices meet the threshold value 
≥.92 and the model is acceptable in terms of NFI (0.92), TLI (0.98) and CFI (0.98). The 
model’s absolute fit index value is within the recommended range in terms of SRMR and 
RMSEA (≤.08). The results revealed both SRMR (.074) and RMSEA (.029) are above the 
cut-off value. Further, the model’s parsimony fit indices values are acceptable (≥.5) both in 
terms of PCFI (.93) and PNFI (.86). Further factor loadings supported the model’s validity 
based on SFL (above 0.7), and SMC (above 0.5). 
Once the structural model is validated and satisfactory fitness achieved, a 
hypothesised structural model can then be tested as a main stage of the analysis (Anderson 
& Gerbing, 1988; Holmes-Smith et al., 2004; Kline, 2005; Hair et al., 2010). According to 
Byrne (2001), the structural model aims to specify which latent constructs directly or 
indirectly influence the values of other latent constructs in the model. Likewise, Arbuckle 
(2010) refers to SEM as the portion of the model that specifies how the latent variables are 
related to each other. The purpose of the structural model is therefore to test the underlying 
hypotheses in order to answer the research questions outlined in Chapter 1. Table 7.2 
summarises the proposed research hypotheses (H1-H7) described in Chapter 3. The 
underlying constructs are classified into two classes, including exogenous constructs (IPD, 
MM, SCC, and ITI) and endogenous constructs (AC, OP and FP). 
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Table 7.2. Underlying Research Hypotheses 
No. Hypotheses 
H1: IPD  AC Integrated product development has a positive effect on 
agile capabilities 
H2: MM  AC Modularised manufacturing has a positive effect on agile 
capabilities 
H3: SCC AC Supply chain coordination has a positive effect on agile 
capabilities 
H4: ITI  AC Information technology integration has a positive effect on 
agile capabilities 
H5: AC  OP Agile capabilities have a positive effect on operational 
performance 
H6: AC  FP Agile capabilities have a positive effect on financial 
performance 
H7: OP  FP Operational performance has a positive indirect effect on 
organisational financial performance 
 
7.1.1.  Bayesian SEM and Hypothesis Testing 
 This study adopted a Bayesian SEM approach for testing the full structural 
hypothesised model. The Bayesian SEM approach is well recognised in the statistics 
literature as ideal for analysing a wide variety of models (Berger 1985; Box & Tiao 1992; 
Congdon 2003). To give a general explanation of this approach, consider M to be an 
arbitrary statistical model with a vector of unknown parameters θ, and let Y be the 
observed dataset of raw observations with a sample size n. In the Bayesian approach, θ is 
considered to be random with a distribution (called the prior distribution) and an associated 
(prior) density function, say p(θ). Let p(θ/M) be the probability density function of the 
joint distribution of Y and θ under M. The behaviour of θ under the given data Y is fully 
described by the posterior distribution of θ. Let p(θ/M) be the density function of the 
posterior distribution, which is called the posterior density function. The posterior 
distribution of θ or its density plays the most important role in the Bayesian analysis of the 
model (Song & Lee 2012). Typically, the concept of posterior distribution is the initiator 
of the p-value to confirm the structural model-fit (Song & Lee 2012). The generated p-
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value should be greater than 0.05 and less than 0.95 to indicate good model-fit. The results 
of p-value for this study are shown in the next section.  
 This study uses a different approach to validate the construct model using Bayesian 
SEM analysis for testing the structural model. Several reasons motivated the researcher to 
use Bayesian SEM analysis: 
(1) Sample size: a careful consideration of the relationship between sample size and 
model complexity is desirable in SEM. Some have argued that the minimum 
sample size for SEM analysis has to be more than between 150 and 200 or to 
provide a convergent and proper solution to the research problem (Barrett 2007; 
Gerbing & Anderson 1984). However, Bayesian SEM analysis provides an 
alternative solution to overcome the small sample size used in this research 
(Dunson 2000; Lee & Song 2004; Schines et al. 1999). Many important articles in 
Bayesian analyses of SEM have pointed out that a good feature of sampling-based 
Bayesian methods is that they depend less on asymptotic theory, which enables 
them to produce reliable results even with small samples (Song & Lee 2012). 
(2) SEM can be regarded as regression models with observed and latent variables. 
Although they have been widely applied in research, the classical methods and 
commercial software generally used in this area are based on the covariance 
structure approach, which could encounter serious difficulties when dealing with 
complicated models and/or data structures (Song & Lee 2012). In contrast, the 
Bayesian SEM approach is much more flexible in handling complex situations 
(Arminger & Muthén 1998; Lee & Song 2004). As model complexity needs to be 
handled properly in this research, Bayesian SEM approach appears as a more 
suitable analytical technique. 
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(3) The Bayesian SEM approach directly incorporates prior knowledge into the 
analysis. More precise estimates of the parameters can be obtained under situations 
in which good prior information is available. The posterior distributions of 
parameters and latent variables can be estimated, and the means as well as 
quantiles of posterior distributions can be obtained (Tanner & Wong 1987).  
(4) Finally, interpreting the model from a Bayesian SEM framework provides more 
realistic estimates of the existing knowledge/predictive uncertainty by taking into 
account both the uncertainty about the parameters and the uncertainty that remains 
when the parameters are known (posterior predictive distribution). The Bayesian 
SEM approach has several advantages over classical methods in resolving the issue 
of predictive uncertainty for example, maximum likelihood, generalised and 
weighted least squares (Congdon 2003). 
7.1.2.  Results of Testing for Hypotheses Testing 
 Testing the structural model revealed that all factors represented their relevant 
dimensions. SEM was examined using the Bayesian SEM analysis method to measure the 
relationship between the dimensions, in order to confirm or reject the research hypothesis. 
Assessment of the goodness-of-fit between the model outputs and the observed data was 
based on the posterior predictive p-value. The p-value is defined as the probability that the 
replicated data (i.e. the posterior predictive distribution) could be more extreme than the 
observed data (Gelman et al. 1996). Since Bayesian SEM analysis only concerns the 
overall p-value of the construct model to observe model-fit, the posterior predictive p-
value is found to be 0.09 which indicates good structural model-fit (Kass & Raftery 1995). 
The Bayesian has generated 600,744 observations (burn in 500 and trimming 8 times).  
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 In light of the results of the statistical analyses conducted so far, this research 
proposes that the manufacturing practices organisations need to implement to become agile 
are: Integrated Product Development (IPD), Modularised Manufacturing (MM), Supply 
Chain Coordination (SCC), and Information Technology Integration (ITI). These 
manufacturing practices are, therefore, validated in Bayesian SEM to confirm the 
significance of the individual practice and relationship between them. In this way we can 
better understand the development of agility in the Thai automotive part industry.  
 Bayesian SEM analysis was utilised to further examine the data. As Byrne (2001) 
suggests a 95% confidence interval will ensure that the results are truly reflective of the 
issue at hand and not merely a product of chance. Since the structural mode has been 
accepted the research hypotheses can now be tested. The following paragraphs discuss the 
results of the hypotheses testing. Interpretation of the effect size is reported here as well 
whether they are trivial (0 to .1), small (>.1 to .3), medium (>.3 to .5), or large (>.5) 
(Cohen 1992). Table 7.2 shows the final structural coefficients between dependent factors 
and their independent factors with the effect size for each hypothesis.  
Table 7.3. The Effect Size the Hypothesised Structural Model 
Hypotheses Dependent 
factor 
Independent Estimate 95% Lower 
Bound 
95% Upper 
Bound 
H1 AC   NPD 0.561 0.275 0.545 
H2 AC   MM 0.376 0.140 0.871 
H3 AC   SCC 0.019 -0.022 0.072 
H4 AC   ITI 0.323 0.153 0.395 
H5 OP   AC 0.546 0.644 1.047 
H6 FP   AC 0.108 -0.103 0.369 
H7 FP   OP 0.728 0.474 0.774 
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H1: Integrated product development has a positive impact on agile capabilities 
 The confidential interval for the relationship between New Product Development 
(NPD) and Agile Capabilities (AC) falls within the 95% confidence interval. It can 
therefore be argued that New Product Development (NPD) has a positive “large” effect 
(.561) on Agile Capabilities (AC). Therefore the hypothesis is accepted.  
H2: Modularised manufacturing has a positive impact on agile capabilities 
 The confidential interval for the relationship between Modularised Manufacturing 
(MM) and Agile Capabilities (AC) falls within the 95% confidence interval. It can 
therefore be argued that Modularised Manufacturing (MM) has a positive “medium” effect 
(.376) on Agile Capabilities (AC). Thus the hypothesis is accepted.  
H3: Supply chain coordination has a positive impact on agile capabilities  
 The confidential interval for the relationship between Supply Chain Coordination 
(SCC) and Agile Capabilities (AC) falls without the 95% confidence interval. This result is 
consistent with the estimate coefficient value which indicates a trivial effect size (0.019) of 
SCC on AC. Therefore the hypothesis is rejected.  
H4: Information technology integration has a positive impact on agile capabilities  
The confidential interval for the relationship between Information Technology 
Integration (ITI) and Agile Capabilities (AC) falls within the 95% confidence interval.  It 
can therefore be argued that Information Technology Integration (ITI) has a positive 
“medium” effect (.323) on Agile Capabilities (AC). For this reason, the hypothesis is 
accepted. 
H5: Agile capabilities has a positive impact on operational performance 
The confidential interval for the relationship between Agile Capabilities (AC) and 
Operational Performance (OP) falls within the 95% confidence interval.  Therefore, it can 
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be argued that Agile Capabilities (AC) has a positive “large” effect (.546) on Operational 
Performance (OP). Consequently, the hypothesis is accepted. 
H6: Agile capabilities has a positive impact on financial performance 
The confidential interval for the relationship between Agile Capabilities (AC) and 
Financial Performance (FP) falls without the 95% confidence interval. This is consistent 
with the result of estimate coefficient value which indicates a trivial effect size (0.108) of 
AC on FP. Consequently, the hypothesis is rejected. 
H7: Operational performance has a positive impact on financial performance  
The confidential interval for the relationship between Operational Performance 
(OP) and Financial Performance (FP) falls without the 95% confidence interval. Therefore, 
it can be argued that Operational Performance (OP) has a positive “large” effect (.728) on 
Financial Performance (FP). The result is that the hypothesis is accepted. 
7.1.3.  Mediation Analysis 
Mediation path analysis is a statistical technique partitioning correlations into 
direct effect and indirect effects, and it differentiates between correlation and causation 
(Bernstein et al. 1998). The direct effect of a variable on another variable can be explained 
easily since it implies the path coefficient as discussed in the previous section. Some 
factors in the structural model, however, mediate the relationship between other 
independent and dependent factors. The mediation in its simplest form represents the 
addition of a third or more variables to the relationship between two factors (Stefano et al., 
2007). 
For the purpose of this analysis, indirect effects arise because a variable can 
mediate the relationship between other variables. The sum of the direct and indirect effects 
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on a specific variable is known as the total effect (Wright, 1934). In applying path analysis 
and based on the structural model, it is possible to make certain assumptions about which 
variables affect other variables and the direction of causation (Wright, 1934).  
The research theorises that Operational Performance (OP) mediates the relationship 
between the impacts of Agile Capabilities (AC) and Financial Performance (FP). Table 
6.46 presents compares the direct and indirect effects of Agile Capabilities (AC) on 
Financial Performance (FP). 
Table 7.4. The Effect Size of the Mediating Structural Model Hypothesise 
Hypotheses Dependent 
factor 
Indirect 
paths  
independent Estimate of 
direct effect size 
Estimate of 
indirect effect size 
 
H7 
 
FP   
 
OP   
 
AC 
 
0.073 
 
0.500 
 
Table 7.3 represents the result of direct and indirect effect for Agile Capabilities 
(AC) on Financial Performance (FP). While the direct effect size between Agile 
Capabilities (AC) to Financial Performance (FP) is considered to be trivial (0.07), the 
indirect effect size between Agile Capabilities (AC) to Financial Performance (FP) through 
Operational Performance (OP) is large (0.50).  
7.2.  Discussion of Findings 
The research findings are discussed based on the data analysis conducted to address 
the research question of this study: ‘What are the manufacturing practices that 
organisations need to implement in order to achieve agile capabilities that finally leads to 
improved organisational performance?’ This section discusses of the findings in relation 
to: (1) what the overall model suggest about the impact of manufacturing practices on the 
development of agile capabilities; (2) the effect of agile capabilities on operational and 
financial performance; and (3) the meditational role of operational performance between 
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agile capabilities and financial performance in the Thai automotive parts manufacturing. 
The findings will be discussed with reference to seven relationship domains of the 
literature reviewed in Chapter 3: (7.2.1) integrated product development practice and agile 
capabilities; (7.2.2) modularised manufacturing practice and agile capabilities; (7.2.3) 
supply chain coordination practice and agile capabilities; (7.2.4) information technology 
integration practice and agile capabilities; (7.2.5) agile capabilities and operational 
performance; (7.2.6) agile capabilities and financial performance; and (7.2.7) operational 
performance and financial performance.  
7.2.1. Integrated Product Development Practice and Agile Capabilities  
The study has proposed a theoretical framework that links an integrated product 
development practice on agile capabilities. Based on insights drawn from the theory of 
Resource-based View (RBV), it was hypothesised that integrated production development 
practice influence agile capabilities directly and positively. The importance of practice of 
integrated production development on agile capabilities was confirmed in this study as 
most participants appreciated the process of bringing new products onto the market to 
promote agile capabilities. The participants generally acknowledged that implementing 
integrated production development practices would enable them to become agile.   
In the Bayesian structural model, integrated product development practice was 
hypothesised as a direct enabler of agile capabilities. The analysis confirmed that 
integrated product development practice has a positive large effect on agile capabilities 
development (AC  IPD = .561 at the 95% confidence interval). According to Dynamic 
Capability View (DVC), agility signifies an organisational capability to provide a speedily 
made and customised product that matches changing customer requirements (Paul & Omar 
2011; Teece 2007). Since an integrated product development practice focuses on the 
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process of product creation that is driven by the anticipated needs and wants of key 
customers (Clarkson & Eckert 2005), this is viewed as an agility enabler. The outcomes in 
this research complement many other empirical studies that have adapted RBV and DVC 
and shown the importance of a production-related process as a key driver of agile 
capabilities (Christopher & Towill 2001; Narasimhana et al. 2006; Rosenzweig et al. 2003; 
Tracey 2004).  
The survey used three major constructs of multidisciplinary production team, early 
product realisation and concurrent product development to measure respondents’ 
perceptions of integrated product development practice. The analysis showed that all three 
constructs load high on the statistical measure and validate the positive effect of the main 
factor of integrated product development practice. These three sub-factors can explain a 
significant portion of the variance in integrated product development that promotes agile 
capabilities. Certainly, they are the powerful indications of an integrated product 
development practice which firms must use to promote agile capabilities.  
The research analysis reveals the highest factor loading produced by 
multidisciplinary production team (.85), followed by concurrent product development (.84) 
and early product realisation (.69), respectively. Correspondingly, in order to allow the 
integrated product development practice to take place, the participants have to become a 
multidisciplinary production team. The literature pinpoints the multidisciplinary or cross-
functional team as one of the key characteristics of integrated product development 
practice (Koren 2010; Sahin 2000; Yusuf & Adeleye 2002). The decision made cuts across 
the functional perspective that allows product development processes to be integrated 
(Pero et al. 2010). In other words, the level of integration can now be measured by the 
level of collaboration among managers from different disciplines.  
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The concurrent production workflow and early product realisation play an almost 
equivalent role in measuring an integrated product development practice. The items 
reflecting concurrent production workflow in this study are: (1) two-way communication is 
carried throughout the production process; (2) quality functional deployment is integrated 
throughout the production process; and (3) a team leader is assigned to ensure close 
collaboration throughout the production process. 
The items found to reflect early product realisation in this study are: (1) all relevant 
elements of product development are decided on at the early stage of new product 
development; (2) customer commitment is realised at the early stage of new product 
development; (3) supplier commitment is realised at the early stage of new production 
development; and (4) senior management commitment is realised at the early stage of new 
product development.  
7.2.2.  Modularised Manufacturing Practice and Agile Capabilities 
The practice of modularised manufacturing was measured in this research by two 
indicators of product modularity and process modularity. The influence of product 
modularity was adapted from Teece et al. (1997) who describe modular product 
architecture as allowing standardisation to improve overall modularity. On the other hand, 
many researchers present a compelling case for the importance of process modularity 
(Schmenner & Vastag 2006; Spear & Bowen 1999; Vickery et al. 1993). Since achieving 
of modularisation requires the application of unit commonality in both product and process 
design, both product and process modularity were tested in this study.  
The research model hypothesised that modularised manufacturing practice had a 
positive effect on agile capabilities. Modularised manufacturing practice was shown to 
have a moderate effect on the development of agile capabilities (AC  MM = .376 at the 
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95% confidence interval). This figure indicates that while modularised manufacturing 
practice is seen as an essential contributor to realise agile capabilities, by itself it cannot be 
treated as a major factor but rather as a co-factor.  
The effect of modularised manufacturing practice on agile capabilities derived 
from Dynamic Capability View (DCV). Through the DCV lens, the reconfiguration 
process in which resources are combined and recombined is required to build up a 
dynamic capability (Langlois 2002; Sanchez & Mahoney 1996; Teece 2007). The 
modularity applies the use of unit commonality allowing product and process modules to 
be highly independent of each other (Manzini et al. 2004; Narasimhana et al. 2006). 
Systems with higher degrees of modularity will allow the component modules to be 
disaggregated and recombined into new configurations with little loss of functionality 
(Schilling & Steensma 2001). Modularised manufacturing practice helps to minimise 
inventory carrying requirement and enhance the level of flexible production of both large 
and small volumes which entails agility.   
Although this study has confirmed the literature’s findings on modularised 
manufacturing practice, its effect in relation to agility was found to be moderate. As 
discussed in Chapter 2, Thailand’s manufacturing industry is still fairly new with 
problems, and although the government has succeeded developing a workable policy 
framework, domestic businesses remains less dynamic than expected (Ohno 2007). Since 
core competence and value creation are not internalised, Thai manufacturers are still 
unable to master technology and management to enact changes. Moreover, modularising 
manufacturing relies heavily on skills and advanced technologies, and therefore, a long 
learning process may be required to realise the preferred outcomes. Since this is the first 
empirical study demonstrating the relationship between modularised manufacturing and 
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agility in a non-developed economy, it provides a significant contribution in validating 
numerous conjectures made up to now (e.g. Fisher et al. 1999; Galvin & Morkel 2001; 
Meyer & Mugge 2001; Pine 1993a; Sanchez & Mahoney 1996; Schilling 2000). 
This research analysis reveals the predominant role played by product modularity 
and its contribution to (.72) factor loading, followed by process modularity at (.69). These 
results support and confirm the importance of product modularity as an indicator of 
modularised manufacturing, thus confirming the findings of previous studies. Jacob et al. 
(2011), for example, found that product modularity mediated process modularity to an 
overall modularisation of the manufacturing system. The authors suggested that increasing 
modularity in product architecture leads to increasing modularity in process infrastructure. 
Likewise, the extant literature presented an equally argument supporting product 
modularity as determining the modularised manufacturing process (Baldwin & Clark 
1999; Galvin & Morkel 2001; Kusiak & Huang 1996). One way in which modularity 
facilitates manufacturing modularisation is through the design of product modules that can 
be: (1) shared across product families; (2) added to standard base unit; and (3) accepting a 
variety of components. Moreover, three process modularity indicators in this study are: (1) 
the production process is designed as adjustable modules; (2) the production process can 
be adjusted by adding new process modules; and (3) the production process can be re-
arranged so the customisation process occurs last.   
7.2.3.  Supply Chain Coordination Practice and Agile Capabilities  
Supply chain coordination is a nascent concept embedded in the operations and 
manufacturing management. Under Resource-Based View (RBV), supply chain 
coordination is seen as a process where knowledge, skills and resources are obtained and 
exchanged in order to acquire dynamic capability (Capron et al. 1998; Gulati 1999; Zollo 
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2002). When supply chain partners are coordinated, product development is driven by a 
self-organised partnership in which an individual core competency is best used (Gou et al. 
2002; Martinez et al. 2001). This inter-organisational collaboration has been widely 
recognised as a key factor yielding responsive behaviour and enhances the overall level of 
agility (Doz & Kosonen 2008; Gou et al. 2002; Verwaal & Hesselmans 2004; Vinicius & 
Rabelob 2009; White et al. 2005; Wu & Su 2005). 
Nevertheless, in this study, supply chain coordination practice was found to have a 
trivial effect size on agile capabilities (AC  SCC = .019 at the 95% confidence interval).  
The result implies that increasing coordination across supply chain contributes to a limited 
development of agile capabilities. The items found to measure supply chain coordination 
practice in this study are the coordination with key supply chain partners to improve: (1) 
the operational quality; (2) product design and production process design; (3) in searching 
and acquiring new knowledge; (4) updating and promoting best practices; and (5) pooling 
both financial and non-financial resources.  
Coordination is defined as managing dependencies or joint efforts of members 
towards a common goal (Malone & Crowston 1994). These members depend on each 
other to effectively transfer goods and information between each other. Supply chain 
coordination allows risk sharing among partners by which cost and demand variability are 
shared across the supply chain (Inderfurth & Clemens 2012; Stefano et al. 2007). The 
study by Arun Kanda et al. (2006) suggested the envisaged benefit of supply chain 
coordination is that organisations can rapidly exchange products and information while 
being more flexible in response to customer demand. Through supply chain coordination 
practice, the supply chain members should be flexible in changing their practices and 
organisational design to incorporate the theory of coordination (Christopher 2005). 
199 
 
Nevertheless, implementing this theory is not easy because it has to be applied at the 
interface of diverse organisations (Arun Kanda & Deshmukh 2006). These organisations 
might have conflicting objectives, varying cultures, and organisational designs that may 
result in delayed decision-making (Deshmukh & Arun Kanda 2008; Zou et al. 2004). Zhao 
and Wang (2002) also noted about the cost issue was associated with joining an inter-
organisational information system under different operational conditions that may hurt 
some supply chain members. These results, therefore, may explain the insignificant 
correlation between supply chain coordination practice and agile capabilities in this study. 
This research finding can be explained by the study of Promsaka Na Sakolnakorn 
et al. (2010). The authors studied on management strategy with the aim to identify the 
significant problems of supply chain management in Northeast Thailand, particularly in 
the textile industry. The study revealed that most of entrepreneurs in Thailand often face 
problem of conflicting organisations’ policy, cultures and strategies that resulted in the 
difficulty in decision-making process. This contradiction among partners along the supply 
chain increases costs, delays the production process and delivery of final products 
(Promsaka Na Sakolnakorn, 2010). Moreover, Arun Kanda et al. (2006) suggested that the 
envisaged benefit of supply chain coordination is that organisations can rapidly exchange 
products and information while being more flexible in response to customer demand. 
According to Christopher (2005), through supply chain coordination practice, the supply 
chain members should be flexible in changing their practices and organisational design to 
incorporate the theory of coordination.  
The interviews with the eight Thai systems analysts conducted by Thanasankit and 
Corbitt (2002) also demonstrated that Thai culture influenced the process of decision-
making during requirements engineering. Thai organisational structure is perceived to be 
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taller than for similar organisations in North American and the European countries 
(Hofstede, 1991, Trompenaars, 1993). These differences in organisational structure 
between Thailand and other western organisations have come to the notice of western 
people who have worked in Thailand (Holmes and Tangtongtav, 1995). The tall 
organisational structures, characteristic of Thai organisations, were claimed by some 
researchers to result from the implicit concept of the ‘superior-inferior’ relationship and 
from the levels of seniority within Thai organisations (McKenna, 1990, Thanasankit, 
1999).  In most Thai organisations, where highly developed organisational structures were 
in place, the Thai systems analysts were presented with long waiting periods to get 
approval for the requirements specification or the prototype system. This slowed down the 
systems development processes and hindered the systems analysts ability to move onto the 
next stage within systems development, which often lead to slowing the project down 
(Thanasankit and Corbitt, 2002). Moreover, the high power distance (Hofstede, 1984) 
between superiors and their subordinates reflected the organisational structure.  The high 
power distance, combined with avoiding making uncertain decisions, demonstrated that 
the Thais preferred to pass decision upward as they perceived that their superiors had more 
experience and that decision-making then was one of their responsibilities. As a result the 
decision-making processes were long (Thanasankit and Corbitt, 2002). These results, 
therefore, may explain the insignificant correlation between supply chain coordination 
practice and agile capabilities in this study. 
7.2.4. Information Technology Integration Practice and Agile Capabilities  
Information technology integration was the last practice adopted as the key factor 
contributing to agile capabilities development. Information technology integration practice 
was hypothesised to have a direct and positive effect on agility. Through empirically 
investigating the relationship between information technology integration and agile 
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capabilities, this study found a direct and positive relationship between them (AC  ITI = 
.323 at 95% confidence interval). The results indicate that by implementing information 
technology integration practice, an organisation can achieve agile capabilities.  
The importance of information technology integration practice is based on RBV 
theory. Here, an organisation deploys IT-based resources to mobilise skills, knowledge and 
competencies across the supply chain (Kumar 2004; Nelson & Ghods 1998). Importantly, 
this allows external and internal resources to be combined and recombined to match with 
the changing environment (Saraf et al. 2007). Since agility focus on the organisational 
capabilities to quickly change and respond to market uncertainties, information technology 
integration is considered to be a key agility enabler. The research findings provide support 
for the extant literature on information technology integration practice. According to 
Gunasekaran et al. (2008), a highly integrated IT system enables manufacturers to 
efficiently make a product to meet the changing market requirements and maximise 
customer service. This includes using the IT system to facilitate information sharing 
regarding market changes. Likewise, Wu and Su (2005) suggest that through information 
technology integration practice, necessary resources, skills, and knowledge are shared 
promptly by the supply chain partners which improves responsiveness and agility. The 
research findings are also consistent with the IT study findings of Afsarmanesh et al. 
(2005) and Rabelo et al. (2004). This emphasised the IT process as forming non-
hierarchical business coordination. Furthermore, it allowed more flexibility and 
responsiveness to achieve agility.  
The survey used three major constructs of manufacturing system integration, 
enterprise information integration and virtual manufacturing to measure respondents’ 
perception on information technology integration. The analysis showed that all three 
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constructs load high (<.5) on the statistical measure and validate the positive effect of 
information technology integration. These three sub-factors are able to explain a 
significant portion of the variance in information technology integration to promote agility. 
The research analysis reveals the highest factor loading produced by virtual manufacturing 
(.81), was followed by enterprise information integration (.69) and manufacturing system 
integration (.66). All these sub-themes will be discussed in detail in that order.  
Virtual manufacturing (VM) focuses on the formation of temporary alliance 
networks that share skills and core competencies in order to respond to business 
opportunities (Wadhwa, Madhawanand, et al. 2009). By implementing VM, the Thai 
manufacturers can benefit from higher level of information technology integration (ITI). 
The research finding suggested a highly integrated IT system enables manufacturers to 
efficiently make a product to meet the changing market requirements and maximise 
customer service. This includes using the IT system to facilitate information sharing 
regarding market changes. Through ITI necessary resources, skills, and knowledge are 
shared promptly by the supply chain partners, which improves responsiveness and agility 
(Wu and Su 2005). VM emphasised the IT process as forming non-hierarchical business 
coordination through: (1) the formation of direct computer-to-computer links among 
supply chain partners; (2) using of information technology to enable transaction 
processing; and (3) employing electronic networking to perform information exchange 
among supply chain partners. These particular activities are required in order to allow 
virtual manufacturing network to take place which in turn facilitate organization to achieve 
higher level of agility and enhance competiveness. 
Enterprise information integration involves the utilisation of IT-based resources to 
undertake cross-organisational electronics linkages that enable information acquisition and 
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storage (Winthereik & Vikkelso 2005). The items used to measure enterprise information 
integration in this study are: (1) the IT applications are linked into a centralised database; 
(2) the data warehouse is maintained to facilitate electronic information sharing; (3) the 
electronic information shared among supply chain partners is accurate; and (4) the 
electronic information shared among supply chain partners is timely.  
Manufacturing system integration ranks as the least important indicator for 
information technology integration. Three measurement items found to significantly 
determine manufacturing system integration are the use of manufacturing technology in: 
(1) determining the routing between machines; (2) classifying parts into families according 
to similarities; (3) planning the machine operations; (4) planning and controlling shop 
floor material requirements; and (5) monitoring the production and providing feedback.  
7.2.5.  Agile Capabilities and Operational Performance  
 Agile capability was hypothesised to influence operational performance positively 
and directly. The research analysis confirms most studies on the influence of agile 
capability. The Bayesian SEM and hypothesis testing results indicated agile capabilities 
wielding a positive large effect on operational performance (OP  AC = .546 at the 95% 
confidence interval). This finding implies that increasing agile capabilities improves 
operational performance. 
Although there is theoretical support for the positive impact of agile capabilities on 
organisational performance, a few studies have quantified the value of agile capabilities to 
overall organisational performance. Empirical studies conducted on agility have instead 
emphasised the indirect impact of agile capabilities on an overall organisational 
performance. Vazquez-Bustelo (2007) suggests that integrating of agile capabilities within 
the manufacturing system is vital for improving manufacturing strength if business is to 
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perform at its most efficient. Since the authors have included certain aspects of operational 
performance, their results suggest that agility may be a key determinant of organisational 
performance.  
This study, drawing from the agility, the theories of RBV and DCV, develops the 
agility construct. The theories provide rigorous foundations to the conceptualisation of 
agile capabilities. The proposed structure suggests that the agile capabilities can be 
measured using four dimensions of responsiveness: production flexibility, innovation 
competency, and speed in delivery (Gunasekaran 1999; Tsourveloudis & Valavanis 2002; 
Yusuf et al. 1999; Zhang & Sharifi 2007). These four indicators were able to explain a 
significant portion of the variance in operational performance. The research analysis 
suggested that in using these four measurement items, businesses may improve their 
operational performance in the following areas: level of customer satisfaction, level of 
labour productivity, level of process productivity, level of new product introductions 
relative to competitors, and level of sales volume relative to competitors.    
This study makes a contribution to the literature by quantifying the value of each 
agile attribute. The research analysis reveals the highest factor loading produced by speed 
in delivery (.74) followed by responsiveness and flexible production in which playing an 
equal role (.73), while innovation competency was found to be the least important 
producing factor loading at (.57). In other words, the level of agility can now be measured 
by the level of an organisation’s speed in delivery to changing market requirements. The 
extant literature supports speed in delivery as the key characteristic of being agile 
(Handfield & Nichols 2002; Holweg 2005; Kazan et al. 2006; Reichhart & Holweg 2007; 
Sharifi & Zhang 2001; Sharifi & Zhang 1999). The items determining speed in delivery 
are the capabilities to: firstly, decrease manufacturing lead time; secondly, decrease new 
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product development cycle time; thirdly, deliver product quickly; and fourthly, deliver 
product in a timely fashion. Delivery speed is defined by the needs required by the market 
or customer (Zhang & Sharifi 2007). Given the intense competition, agility and the 
capability to quickly delivery market requirements has become vital.  
In this study, responsiveness and flexible production play the second most 
important attribute of agile capabilities. Responsiveness comprises the items that tap into 
the manufacturers quickly identifying the change and responding to it at the customer’s 
preferred time of choosing. These items reflect the capabilities to quickly: (1) respond to 
emergency customer orders; (2) reconfigure equipment quickly to address demand 
changes; and (3) adjust capacity to address demand changes. Due to fierce competition, 
responsive behaviours toward customer demand is one of the most important agility 
attributes facilitating better performance (Storey et al. 2005).  
Flexible production in this study was reflected by the capabilities to: (1) effectively 
produce a range of products for different types of customer requirements; (2) effectively 
adjust the production volumes to match customer requirements; (3) effectively adjust 
manufacturing throughput times to match customer requirements; and (4) effectively 
produce both large and small orders. Being flexible is one of the well-acknowledged 
attribute of agility. Flexible production has become even more important as customers’ 
demands become more specified than ever (Oak 2005). Being agile means an organisation 
is able to be quick and economical in its production practices (Wilson & Platts 2010; 
Zhang et al. 2003). 
Lastly, innovation competency emerges in this study as the least significant 
measure of agility.  Innovation competency embraces the ability to acquire new skills or 
even reconfigure existing ones to match with market necessity. This focuses mainly on 
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being innovative when offering a product to the market (Hallgren & Olhager 2009). The 
ability to differentiate itself by acquiring critical competencies is increasingly recognised 
as a key strategy to coping with market volatility and is a key attribute of agility (Zhang 
2011). Innovation competency in this study was reflected by the capabilities to: firstly, 
increase the number of new products to cope with market competition; secondly, develop 
new skills and competencies; and thirdly, acquire the skills necessary for changing 
business processes.  
The research finding was found to be consistent with the study of Phusavat and 
Kanchana (2007). The authors conducted a study on the competitive priorities, based on 
the opinions of top executives of manufacturing firms belonging to the Federation of Thai 
Industry (FTI). The results (average weight) showed that know-how (0.107) was found to 
come after fast delivery (0.177) and flexibility (0.153). According to Phusavat and 
Kanchana (2007), know-how deals directly with the trends of decreasing products’ life-
cycle and therefore, the issue on innovative, creativity and skill development are included.  
Zhao et al. (2002) also share this view. Interestingly, while the know-how or 
innovativeness is perceived to be the second most important competitive priority by 
Taiwanese, this is not the case of Thai firms. Thailand has been known as a place of low-
manufacturing cost (Kanchana and Phusavat, 2008; Ohno 2009). The Thai manufacturers 
rely heavily on their cost-management ability and do not perceive the requirement of 
innovativeness as a big threat in the near future (Phusavat and Kanchana, 2007). 
Moreover, IHS Automotive Industry Solutions (2012) revealed that while overall Thailand 
leads other ASEAN countries in the major indices of cost (wages), quality, and 
productivity, an evaluation of total competitiveness revealed that Thailand lags in key 
competitive areas such as R&D capability compared to Malaysia, and must be improved in 
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the near future (see Figure 2.4, page 28). This includes building capacity through human 
capital development for new ideas and innovation (Phusavat and Kanchana, 2007). 
7.2.6.  Agile Capability and Financial Performance  
 The relationship between agile capabilities and financial performance was 
hypothesised in the current study in two ways: (1) agile capabilities to influence financial 
performance directly and positively; and (2) agile capabilities to influence financial 
performance indirectly and positively through operational performance, in other words, 
operational performance mediating the relationship between agile capabilities and financial 
performance. The section discusses the finding pertaining to those direct and meditational 
hypotheses.  
7.2.6.1. Direct Influence of Agile Capabilities on Financial Performance 
Agile capability was hypothesised to influence financial performance positively 
and directly. This hypothesis, however, was found to be insignificant. The Bayesian SEM 
analysis revealed no significant relationship between agile capabilities and financial 
performance. Moreover, further reviewing on the effect size between agile capabilities and 
financial performance was found to be trivial (FP  AC = .108 at 95% confidence 
interval).  
This result contrasted to the studies supporting the influence of agility on the 
growth of financial outcomes (Ramasesh et al. 2001; Schmenner & Swink 1998; Tracey 
2004). Several reasons can possibly explain these findings. Firstly, the impact of this 
financial performance may depend on the development of more complex capability, and 
not simply implementing better practices (Power et al. 2001b; Tan et al. 2007). Some 
interactions between industries and practices have shown to be significant. Although no 
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clear pattern could be identified, this suggests that the impact of agile capabilities may 
depend on the context (Duarte et al. 2011). Jacob et al. (2011) suggest that in order to 
achieve a windows delivery time, an automotive supplier is required to stick to customers’ 
production schedules that are set in advance. Over a period of time, the supplier has 
mastered just-in-time operations and deliveries tied to these production schedules, which 
effected to time anchored agile capabilities may now be an order qualifier rather than an 
order differentiator. Thus, if a supplier’s minimum requirement is time-based performance, 
then it is less likely any one supplier can create financial growth out of time-based 
manufacturing agility (Jacobs et al. 2011). 
The agile capabilities implemented are the best performing practices, and they 
include new product delivery performance, reduced manufacturing lead time, information 
technology integration and product and process modularised design. However, 
participating organisations are aware that by implementing these agility operations, they 
may result in higher financial costs. According to the Master Plan for the Thai Automotive 
Industry 2012-2016, the budget that has been planned means considerable investment in 
research in automotive development and infrastructure (Yossapong et al. 2012 ). Clearly, 
fully implemented agility in manufacturing operations will require a lot of capital for an 
initial investment. This could in turn influence the overall financial performance.  
7.2.6.2. Operational Performance mediating the Relationship between Agile 
Capabilities and Financial Performance 
When testing the impact of operations strategy on performance outcomes, it is 
important that both operations and financial aspects are concurrently tested (Richard et al., 
2009). The previous studies failed to test both operational and financial performance 
simultaneously; thus this could the result in the way that AC was showed to directly affect 
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financial performance. In this study, however, it is argued that agile capabilities created an 
order of magnitude improvement in financial performance once operational performance 
had improved. The absence of any improvement in operational performance can stop a 
business making profits and in turn diminish agile capabilities. The Bayesian SEM 
analysis suggested a significant direct relationship between operational performance and 
financial performance. The results also indicate an indirect moderate effect of agile 
capabilities on financial performance (FP  OP  AC = .31 at the 95% confidence 
interval). Three validated measurement items of operational performance explained 
successfully a significant portion of the variance on financial performance. These items 
concern on improving operational performance in the areas of: (1) customer satisfaction, 
(2) labour productivity, (3) process productivity, (4) new product introductions relative to 
competitors, and (5) sales volume relative to competitors. These indications of operational 
performance are important for it having a positive effect on financial performance. It can 
therefore be concluded that agile capabilities indirectly predict financial performance by 
improving operational performance.  
 While many organisations have realised the importance of operational and financial 
performance measures, the extant literature does not address the relationship between these 
two performance measures. The existing literature to date has focused on either the impact 
of agile capabilities and operational performance or financial performance (Kaplan 2010). 
Such inequality does not lead to metrics which can present a clear picture of organisational 
performance in an uncertain environment. According to Maskell (2001), for a balanced 
approach to be achieved, organisations should bear in mind that while financial 
performance measurements are important for strategic decisions and external reporting, 
day-to-day control of manufacturing and distribution operations is better handled using 
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non-financial measures. This study, however, investigated the link between operational 
measures and financial performance for organisations which adopt agile capabilities.   
 At an operational level, the benefit of developing agile capabilities comes in the 
form of improved labour productivity, process productivity and newly introduced 
products. At a strategic level, it should lead to sustainable improvements in product quality 
and innovation, enhanced competitiveness, and increased market share. These should in 
turn be reflected by improvements in financial performance. This study’s results support 
the notion that operational performance in an agile environment can drive superior 
financial performance, or even create competitive edge-generating competencies as argued 
by Hayes and Pisano (1996) and Ketokovi and Schroeder (2004). In this study, it is 
suggested that increased operational performance will improve financial performance in 
this study, it is suggested that increased operational performance will improve financial 
performance in the areas of: (1) return on investment, (2) capital expenditure, (3) 
percentage of sales from new products, and (4) market share relatively to competitors. 
7.3  Summary  
This chapter presented the testing of hypothesised structural model and reported the 
results of hypotheses proposed in Chapter 3. It also discussed the core finding that used to 
answer the main research question of this study. The hypothesised model was tested using 
a Bayesian SEM approach by including seven paths representing the hypotheses (H1-H7). 
It is found that five hypotheses (H1, H2, H4, H5, and H7) were significant at the 95% 
confidence level, while two hypotheses (H3 and H6) were found to fall out of the 95% 
confidence interval and therefore were rejected.  
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 The study provides evidence that by implementing manufacturing practices: 
integrated product development, modularised manufacturing, and information technology 
integration, an organisation can achieve agile capabilities in the areas of responsiveness, 
flexible production, innovation competency, and speed in delivery. Nonetheless one 
manufacturing practice that had no significant impact on agile capabilities was supply 
chain coordination. As hypothesised, the study found that agile capabilities had a positive 
and significant relationship with operational performance. Therefore, improving agile 
capabilities will improve operational performance outcomes. While agile capabilities had 
no direct significant impact on financial performance, they did indirectly influence 
financial performance. In this study, it argued that the impact of agile capabilities on 
financial performance was mediated by operational performance. In other words, 
improving operational performance achieved through agile capabilities should reflect in 
the growth of financial outcomes. 
The next chapter will present the theoretical and managerial implications of the key 
findings of this research and identify its limitations and implications for future research. 
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CHAPTER 8 CONTRIBUTIONS, LIMITATIONS AND 
IMPLICATIONS 
 
For several decades, the concept of agility has become a subject of interest for 
both academics and practitioners. It represents the key approach for firms having to deal 
with a fast-changing market environment. Increasingly, agility has been recognised as an 
essential competency for organisations seeking to achieve competitive advantage and 
improve business performance. This research has focused on identifying the key enablers 
of agility and investigating the impact of agile capabilities on organisation performance 
in a developing economy, Thailand, and specifically its automotive parts industry. The 
research findings have explored and confirmed the influence of manufacturing practices 
on agile capabilities development. Further results showed that agile capabilities 
contributed significantly to operational performance which in turn leads to financial 
performance outcome. The rest of this chapter outlines the contributions of the study. 
Further, it examines the limitations of the research and discusses possible implications 
for future research and concludes the thesis.  
8.1.  Contributions of the Study 
This study developed and validated the theoretical model and accompanying 
measurement instrument to identify manufacturing practices firms need to adopt to 
become agile. It also assessed the impact of agile capabilities on organisational 
performance in a developing economy. This thesis contributes to research, theory and 
practice in several aspects which are expanded on below. 
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8.1.1.  Contributions to Research and Theory 
The study contributes to research and theory. First, this study was conducted on 
developing an agility model in a developing economy. As discussed earlier in Chapter 1 
(see Section 1.2), most studies have presented limited case evidence of agility in 
developed, Western economies, while the generalisability of the findings to non-
developed ones has yet to be tested. This study contributes by building an agile 
conceptual model for the Thai automotive parts industry. The study also tested, validated 
and provided empirical support for the proposed theoretical model. The study shows not 
only the implementation of agility in a developing economy but also its outcome and 
impact. 
Second, the study included in the model the newly defined construct of 
manufacturing practice as the key enabler of agility. Manufacturing practices represent a 
set of operational processes firms need to achieve agile capabilities. The importance of 
manufacturing practices is recognised by a few researchers of operations strategy (Barry 
& Elmes 1997; Oke et al. 2008; Whittington 2001). Given the increasingly important 
role of Thai OEM suppliers in global production, the notion of 
manufacturing/operational practice is more appealing to the manufacturing sector in 
general and those of developing economies in particular. The research study has made an 
original contribution in defining the manufacturing practice construct and model and 
developing the components that constitute it. It also provides a research-ready instrument 
whose properties are sufficiently validated.   
Third, this study contributes to the establishment of the agility development 
process in which input, transformational and output capabilities were captured. Most 
literature focuses on agility relatively to its capability outputs such as flexibility and 
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responsiveness, while analyses of the key enablers of agility are still limited (see Chapter 
1, Section 1.2.). Despite substantial prior research findings on agile capabilities (for 
example, Bernardes & Hanna 2009; Bottani 2010; Eshlaghy et al. 2010; Hasana et al. 
2012; Ismail & Poolton 2011; Matawale et al. 2013), studies focusing on how firms can 
develop agile capabilities are relatively few (for example, Blome et al. 2013; Vazquez-
Bustelo et al. 2007). This research study substantiates and reinforces those studies on 
agility in the area of operations strategy by taking into account the influence of 
operational processes/practices. The findings revealed that the adoption of manufacturing 
practices, such as integrated product development, modularised manufacturing and 
information technology integrated, are required for firms if they are to become agile.  
Fourth, this study makes a substantial contribution to the theories of Resource-
Based View (RBV) and Dynamic Capability View (DCV). Instead of simply assuming 
that capabilities will be in place purely by chance, this research proposed the established 
organisational processes on how resources can be utilised to obtain dynamic capability. 
Through the theories of RBV and DCV, manufacturing practices reflect the required 
organisational processes so that internal and external resources can be integrated and 
reconfigured to address a rapidly-changing market environment. Providing the 
capabilities that are generated from a firm’s experience and efforts over time, firms can 
achieve a competitive advantage that is difficult to replicate without going through the 
same long-term learning process.   
Fifth, this study contributes to the operations strategy literature by establishing 
the link between agile strategy formulation and a company’s success. This is despite the 
research suggesting firms with formulated operations strategies could perform better 
(Hayes & Wheelwright 1984; Skinner 1974). Only a few studies explain how firms can 
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successfully align their in-house practices and operations strategies (Barnes 2001, 2002; 
Dangayach & Deshmukh 2001). By looking on agility from an operational perspective, 
in-house practices can then be identified. The research findings extended previous 
studies’ interest in strategy as practices necessary to generate competitive performance. 
The adoption of manufacturing practices explains not only how operational capability 
can be developed but also making the link between operations strategy and an 
organisation’s successes. Although the beneficial impact of agility on firms’ success has 
been widely discussed, the studies focusing on how firms can establish a positive link to 
business performance are relatively scarce (Vazquez-Bustelo et al. 2007). The research 
findings contribute directly to testing the relationship between agile capabilities and 
organisational performance operationally and financially.  
8.1.2.  Contributions to Practice  
 Several practical contributions are made by this study. First, it unveils to 
practitioners the mechanisms by which agile capabilities influence organisational 
performance and the key operational processes/practices that need to be considered in 
their agility operations. Understanding these mechanisms and practices enables 
practitioners to become successful. A simple operational application of the model for 
practitioners is to assess agility to identify areas that need improvement. The study 
recommends for practitioners who undertake agility implementation in a developing 
economy to ensure that: 
(1) Managers from various disciplines are offering continued support and 
commitment on agility projects by allocating and channelling the necessary 
resources to improve integrated product development processes. This includes 
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for example, collaborative decision-making and knowledge sharing regarding 
new product development.    
(2) Training is provided to improve workforce skills in the areas of product and 
process design to advance modularised manufacturing process. Despite the 
importance of modularised manufacturing being widely recognised in the 
literature, its ability to promote agile capabilities was only moderate. Since 
Thailand is still in the early stages of adopting agility, the appropriate skills to 
make changes have not been fully learnt. This should also include an 
equivalent promotion of both product modularity and process modularity in 
order to achieve a higher level of agile capabilities.  
(3) Coordination with supply chain partners considers the supply chain partners’ 
policy and culture. In order to properly coordinate the supply chain, the 
relevant partners are expected to be flexible in their operations management, 
organisational policy and culture. Therefore, it is important to investigate the 
conditions under which supply chain coordination is beneficial, so that higher 
supply chain costs and imprecise information do not eventuate. The failure to 
take into account these differences could result in the inability to realise agile 
capabilities.  
(4) Organisations take advantage of IT-based resources to maximise agile 
capabilities by establishing virtual manufacturing. Investment should be made 
in advanced information technologies so that inter-organisational production 
networks allow tasks to be carried out collaboratively and electronically.  
(5) Organisations are aware of the required initial investment concerning agile 
business implementation; it is expected that long-term financial planning will 
occur. As noted from the research analysis, an increase in agile capabilities 
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will not directly improve financial performance, but through improved 
operational performance. This indicates that enhancing agile capabilities will 
result in increasing financial costs that may impact on the bottom line of an 
organisation. In many cases, for a business to adopt or develop a new 
capability, extra costs may involve money being spent on human resources 
and infrastructure. Despite a negative short-term financial liability, the 
research analysis suggests that operational performance will have a positive 
large impact on organisational financial growth. In other words, an 
organisation pursuing agile capabilities can anticipate the benefits of long-
term financial performance. 
This research also offers solutions for the challenges of market uncertainty that 
may face automotive parts manufacturers in Thailand as it expands in the future. These 
research findings can help government policy-makers and industry leaders to identify 
appropriate manufacturing practices to enable agility. The following recommendations 
can make a difference in the promotion of agile capabilities in the Thai automotive parts 
industry:  
● The Ministry of Industry should cooperate with the Thai Automotive Institute 
and Board of Investment to enhance business awareness and avoid the 
consequences of falling behind their competitors. Awareness and training 
sessions should focus on executives and manufacturing and production staff 
as this would encourage executives to implement the agile business model 
and thus improve industry performance and attract more foreign investment. 
● This study provides both a framework and an assessment tool to strategies 
agile operations. An agile model can be used by practitioners as a decision 
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tool to locate, measure, and manage their agile business and identify 
strategies to improve it.  
● An agile framework offers practitioners a common platform to assess and 
benchmark their agility initiative and progress. Assessment of a current state 
is an essential step in any strategy development. The instrument serves as a 
means for firms to benchmark themselves against other firms and in particular 
those operating in the same industry. A simple operational application of the 
model for practitioners is to assess agility to identify areas that need 
improvement. 
● To invest in agility, manufacturers need to be able to make major long-term 
commitments and manage risk of uncertainty at the same time. To translate 
strategies into action and make the most of long-term investment, companies 
also will need to have agile operations (McKinsey Global institute 2012). 
This includes the development of new operational capabilities and methods. 
The implementation of new data-gathering and analytical tools can help 
identify opportunities to serve new markets, better manage supply chains and 
drive innovation and delivery services. New information technologies and 
new methods will require new tool, talent, and mindsets (McKinsey Global 
institute 2012). Moreover, in order to make use of big data and analytics, 
manufacturing companies will need to build new routines and practices where 
they are still lacking (e.g. cross-functional and cross-geography 
collaboration). To respond quickly to changes in market requirements and 
meet the demand for faster product cycles, companies will need to build 
integrated ecosystems of supply chain partners.  
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8.3.  Limitations  
 Part of the strength of any research project is to recognise its limitations (Dolan et 
al., 2004). Despite the above important contributions, this research study has some 
limitations that should be acknowledged. Firstly, limitations of this research resemble 
those that are inherent in any research based on a single geographic location with a 
restricted composition of study participants. The population for study comprises 
automotive parts organisations in Thailand only. While this enhances internal validity, it 
inhibits generalisability. Although constraining the study to a single industry eliminates 
problems associated with the effects of industry and/or country differences, the 
applicability to other industries or countries may be limited.  
Second, several of the items used to design the instrument were tested and 
validated based on data concerning the adoption of agility in Thailand. It is a developing 
economy in which technical, organisational and managerial resources and dynamic 
capabilities are still developing. As such, it is likely that the instrument would have 
looked slightly different from the mainstream agility literature tested in developed 
economies. 
Third, organisational performance was a snapshot measure and did not consider 
the time lag factor due primarily to the lack of obtainable historical performance data. 
Both operational and financial perspectives on organisational performance are 
incomplete, as this study employed a cross-sectional snapshot of the phenomenon. The 
research was able to draw limited causal inferences because of the undertaken cross-
sectional nature of data. This gap can be remedied by examining the links between 
manufacturing practices and agile capabilities in a longitudinal setting. Longitudinal data 
are needed for studying causations (Hedeker & Gibbons 2006).  
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Finally, the rigorous validation procedures that followed (content validity and 
construct validity through both exploratory and covariance-based confirmatory factor 
analysis techniques using AMOS) resulted in dropping some items. Although the 
remaining items sufficiently reflect the constructs of the research model, the content 
validity of some of manufacturing practices and agile capability may have suffered 
because of dropping the items and resistance to change dimensions from each construct, 
respectively.  
 8.4.  Implications for Future Study 
 In view of the limitations identified above and based on the implications of the 
findings of the current research, this study proposes that future studies consider the 
following:  
● Although restricting the sampling frame to automotive parts businesses in 
Thailand did enhance internal validity, it also prevented the generalisability of 
the current research findings. Therefore, it is essential to apply the proposed 
model and its measurement instrument to these sorts of organisations in other 
developing countries. Such a research undertaking would increase the 
generalisability (external validity) of the current research findings which 
contributes to refining the instrument already developed and establishing the 
model’s predictive validity.  
● The concept of agility is applicable to the developed economy context. 
However, its relevant measurement instrument may not be applicable, for two 
reasons. First several of the items comprising the instrument derived from 
studies that mainly focused on developing economies. Second the instrument 
has considered the reality of agility in Thailand—a developing economy—
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and pilot tested it with Thai respondents. As such, the instrument may look 
different if the items had been pulled from the mainstream agility and 
business process modelling literature. Therefore, future research studies that 
adopt the instrument for such contexts will provide insights into the 
applicability of the measurement instrument in them.  
● To minimise the effect of respondent bias from the tier-1 supplier, future 
research undertakings aiming to validate/revalidate the current research 
model and its instrument should gather data for the dependent variables (agile 
capabilities and organisational performance) from the other tiers of suppliers 
of the automotive supply chain; these include tier-2 and tier-3 suppliers. 
These suppliers could include organisations and/or entities that have a stake 
in the manufacturing and outputs of a given firm, and government authorities 
that keep readily accessible performance data about the automotive parts 
and/or manufacturing industries.     
● Some studies indicated alternative measurements (formative measures versus 
reflective measures) or alternative SEM technique, i.e. variance-based SEM 
versus covariance-based SEM produce different results (Cenfetelli & 
Bassellier 2009). Considering that certain hypotheses were found to be 
insignificant and were not supported by the literature, future studies should 
consider employing the alternative analysis tool, for example, Partial Least 
Square (PLS) to further compare and validate the results. 
● In accordance with suggestions made by prior studies on construct 
development and validation (Straub, Boudreau & Gefen 2004; Lewis, 
Templeton & Byrd 2005), future research that aims to validate/revalidate the 
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proposed research model and its instrument should employ separate data for 
validity assessment using EFA and CFA. 
● Finally, a future study using the qualitative method should be conducted in 
order to explore what could explain the trivial effect of supply chain 
coordination. This may include using personal interviews to document 
participants’ perceptions and opinions concerning what makes supply chain 
cooperation succeed or fail. 
8.5  Final Concluding Remarks 
With many markets becoming volatile and difficult to predict, the agile business 
operation has increasingly focused on being a market winner. Despite its benefit to 
organisation performance, agility has not yet fully penetrated developing economies. 
This study provided empirical evidence for and insights into the development of agility 
and its impact on organisational performance in the Thai automotive parts industry. The 
findings of this research suggest that agile capabilities can be developed through 
organisational processes including manufacturing practices such as integrated product 
development, modularised manufacturing and information technology integration. In 
addition, it was found that the organisations pursuing an agile operation strategy can 
significantly improve how they operate and do business. 
The research study contributes to the establishment and validation of a research 
framework to capture the key enablers of agility, agile capabilities and organisational 
performance. The study findings also made an original contribution to the literature on 
agility and operations strategy by developing and validating a theoretical model for 
empirically assessing the effect of operational process/practice on agile capabilities and 
organisational performance in a developing economy. The theory of RBV and DVC 
223 
 
provided a relevant theoretical lens through which integrates the various agility 
perspectives and theories that link agility and organisational performance.   
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Appendix 5.1. The Survey Questionnaire for Interrater Agreement  
 
 
 
School of Business Information Technology and Logistics  
 
INVITATION TO PARTICIPATE IN A RESEARCH PROJECT 
PROJECT INFORMATION STATEMENT 
 
Project Title: 
Exploring the Enablers of Agility, Agile Capability and Organisational Performance: A Case of Thai Automotive   
Parts  
 
Investigators:  
Miss Ploy Sud-on (PhD Candidate, ploy.sud-on@rmit.edu.au, +613 9925 5695) 
Dr. Ahmad Abareshi (Co-Principal Supervisor, ahmad.abareshi@rmit.edu.au, +613 9925 5918) 
Dr. Siddhi Pittayachawan (Co-Principal Supervisor, siddhi.pittayachawan@rmit.edu.au, +613 9925 1357) 
         
 
Dear Participant, 
 
You are kindly invited to participate in a research project that aims to investigate the enablers of agility, 
agile capability and organisational performance both in terms of financial and operational performance in 
the context of developing economies, particularly, in Thai automotive parts industry. This information 
sheet describes the project in straightforward language, or ‘Plain English’. Please read this sheet carefully 
and be confident that you understand its contents before deciding whether or not to participate. If you have 
any questions about the project, please don’t hesitate to contact one of the investigators.  
 
Who is involved in this research project? Why is it being conducted?  
This research is being conducted by Miss. Ploy Sud-on, a PhD Student at the School of Business 
Information Technology & Logistics, RMIT University, Australia. The research project is being conducted 
under the supervision of Dr. Ahmad Abareshi and Dr. Siddhi Pittayachawan and has been approved by the 
RMIT Business College Human Ethics Advisory Network.  
 
Why have you been approached?  
Your organization has been selected for the study because it had undertaken and completed agility 
implementation. You have been approached for the purpose of this research because you are identified 
either as the Top Manager or the Head of department with responsibility for coordinating and managing 
the production and operations that would affect the performance of organisations.  
 
What is the project about? What are the questions being addressed?  
The aim of the research is to explore the impact of agile operations strategy on organisation performance in 
a developing economy context. In particular, the research will seek data about the following questions:  
● What are the manufacturing practices firms need to adopt to become agile?, 
● What is the impact of agile capability on financial and operational performance?, and  
● What is the impact of operational performance on financial performance? 
 
If I agree to participate, what will I be required to do?  
You will be required to fill a questionnaire covering the above areas that will take not more than 30 
minutes.  
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What are the risks or disadvantages associated with participation?  
There are no apparent or hidden risks in participating in this research as it only involves giving your 
evaluation of agility related factors and your organization’s performance. Should any questions cause you 
concern, you are free not to answer them. You will not be asked to provide any personal information and 
personal records.  
 
What are the benefits associated with participation?  
The benefits of participating in this research may be the opportunity this would create for you to reflect 
back and share your experiences. The researcher is happy to make available to you any results, papers, and 
other outcomes from this research. 
 
What will happen to the information I provide?  
All information gathered during the course of this research including your responses will be securely 
stored for a period of five years after completion of the research project in the school of Business 
Information Technology & logistics, RMIT University, Australia. It can only be accessed by the 
researchers. After five years of the completion of the research project, all the information gathered will be 
destroyed. The data collected will be analyzed and results will be primarily used to write up the PhD 
Thesis without including information that can potentially identify either you or your organization.  
 
Any information that you provide can be disclosed only if (1) it is to protect you or others from harm, (2) a 
court order is produced, or (3) you provide the researchers with written permission.  
 
What are my rights as a participant?  
Your participation in this research is voluntary. As a participant, you have the right to withdraw your 
participation at any time; have any unprocessed data withdrawn and destroyed, provided it can be reliably 
identified, and provided that so doing does not increase your risk; and have any questions answered at any 
time.  
 
Whom should I contact if I have any questions?  
If you have any questions regarding this research, please contact either the researcher or one of his 
supervisors at the address above. 
 
Any complaints about your participation in this project may be directed to the Secretary, College of 
Business Human Research Ethics Sub Committee, Business College, RMIT University, GPO Box 
2476V, Melbourne, 3001. The telephone number is (613) 9925 5594 or email address 
rdu@rmit.edu.au. Details of the complaints procedure are available from the above address or via 
the internet at http://www.rmit.edu.au/council/hrec 
 
 
If you agree to participate, please complete the paper based survey and return it to the investigator.  
 
 
Yours Sincerely  
 
Ploy Sud-on 
PhD Research Student  
School of Business Information Technology and Logistics RMIT University, Australia  
Tel: +61406971612  
E-mail: ploy.sud-on@rmit.edu.au 
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Section1: General Questions about the Organisation and Respondent  
 
   The following information requires details of the respondent. Please indicate your answer in the box provided. 
 
1) What is your position in the organisation?  
 Executive Officer   Senior/Higher executive Officer       
 Assistant Manager                            Manager    
 Senior Manager      Head of Unit                                      
 Head of Department    Deputy Director  
 Director 
 
2) Which department are you attached to?  
 Manufacturing/Production   Supply Chain     
 Materials and R&D                          Procurement   
 Quality Control                           Operations  
 Other, please specify ______________ 
 
3) How many employees are there in your company? 
  Less than 50     51-100    
  101-150       151-200  
  More than 200  
 
4) How many years of your experience in the automotive industry? 
  Less than 2 years    2-5 years    
  6-10 years    More than 10 years  
 
5) What is the ownership of your organisation?  
 Foreign Owned    Thai Owned    Joint Venture 
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Section 2: Manufacturing Practices 
 
 
 
This section intends to assess manufacturing practices that might have been created and developed to enhance the 
overall level agile capability. Please indicate your agreement to the following statements regarding to four distinctive 
manufacturing practices;    
(A) Integrated Product Development,    
(B) Modularised Manufacturing,    
(C) Supply chain coordination, and     
(D) Information Technology Integration. 
    
 
(A) Integrated Product Development   
Integrated product development is defined as is defined as a managerial approach for improving product 
development performance through managing overlapping, parallel execution and concurrent workflow of activities. 
Based on the literatures, three main integrated product development sub-constructs are (a.1) multidisciplinary 
production team, (a.2) early product realisation and (a.3) concurrent production workflow. Please rank the relevancy 
of the following items using a five point relevancy scale.  
 
(a.1) Multidisciplinary Production Team    
Multidisciplinary production team is described as the magnitude of interaction and communication, the level of 
information sharing, and the extent of joint involvement across functions in specific new product development task. 
Please rank the relevancy of the following items using a five point relevancy scale. To what extent do you think the 
following statement represents multidisciplinary production team? 
Items  Not 
relevant 
Minimally 
relevant 
Moderately 
relevant 
Substantially 
relevant 
Extremely 
relevant 
Product development team represents a variety of 
disciplines            
Product development team seeks joint decision-
making            
Product development teams seeks joint problem-
solving            
Product development team shares knowledge            
Product development team is a source of new product 
development             
  
(a.2) Early Product Realisation 
Early product realisation is defined as the capability to translate customer needs into product requirements and 
specifications. Please rank the relevancy of the following items using a five point relevancy scale. To what extent do 
you think the following statement represents early product realisation? 
 
 
 
 
 
 
 
Items Not 
relevant 
Minimally 
relevant 
Moderately 
relevant 
Substantially 
relevant 
Extremely 
relevant 
All relevant elements of product development is 
taken at the early stage of new product development            
Customer commitment is taken at the early stage of 
new product development            
Supplier commitment is taken at the early stage of 
new production development            
Senior management commitment is taken at the early 
stage of new product development            
Manufacturing capacity is taken at the early stage of 
new product development            
Rapid product prototype is conducted at the early 
stage of new product development           
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(a.3) Concurrent Production Workflow 
Concurrent product workflow refers to an integrated and systematic approach to stimulate activities in parallel, 
particularly for product design and related. Please rank the relevancy of the following items using a five point 
relevancy scale. To what extent do you think the following statement represents concurrent production workflow? 
Items Not 
relevant 
Minimally 
relevant 
Moderately 
relevant 
Substantially 
relevant 
Extremely 
relevant 
Product designing is carried out concurrently with 
production process designing            
Production team works collaboratively throughout 
the product development process            
Information is made readily available across team 
members            
Two-way communication is carried out throughout 
the process of product and process designing             
Quality functional deployment is integrated 
throughout the production process            
Team leader is assigned to ensure close collaboration 
throughout the production process           
 
 (B) Modularised manufacturing         
Modularised manufacturing is defined as the application of unit standardisation or substitution principles to product 
design and production process design. Based on the literatures, two main MM sub-constructs have been identified. 
These sub-constructs are (b.1) product modularity and (b.2) process modularity.  
 
(b.1) Product modularity        
Product modularity is defined as the use of standardised product modules that can be easily assembled and 
reassembled into different functional forms. Please rank the relevancy of the following items using a five point 
relevancy scale. To what extent do you think the following statement represents product modularity? 
Items Not 
relevant 
Minimally 
relevant 
Moderately 
relevant 
Substantially 
relevant 
Extremely 
relevant 
(1) The product modules are shared across product 
families  
          
(2) The product modules can be reassembled into 
different forms  
          
(3) The product modules can be added to a standard 
base unit  
          
(4) The product modules are designed to accept a 
variety of components  
          
(5) The product modules are designed for 
multifunctional purpose  
          
 
(b.2) Process modularity         
Process modularity is defined as the extent to which the focal enterprise’s manufacturing processes can be 
decomposed into loosely coupled sub-processes that communicate through standardised interfaces. Please rank the 
relevancy of the following items using a five point relevancy scale. To what extent do you think the following 
statement represents process modularity? 
Items Not 
relevant 
Minimally 
relevant 
Moderately 
relevant 
Substantially 
relevant 
Extremely 
relevant 
Production process is design as adjustable modules            
Production process can be adjusted by adding new 
process modules            
Production process modules can be adjusted for 
changing production needs            
Production process can be broken down into both 
standard and customisation sub-processes            
Production process is capable of producing both 
standard and customised base units           
Production process can be re-arranged so that 
customisation sub-processes occur last 
          
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(C) Supply chain coordination      
Supply chain coordination is defined as the organisational process of bringing new resources into the enterprise from 
external sources. Please rank the relevancy of the following items using a five point relevancy scale. To what extent 
do you think the following statement represents supply chain coordination? 
Items Not 
relevant 
Minimally 
relevant 
Moderately 
relevant 
Substantially 
relevant 
Extremely 
relevant 
The collaboration with key supply chain partners to 
improve their quality            
The collaboration with key supply chain partners in 
product development process             
The collaboration with key supply chain partners in 
searching and acquiring new knowledge             
The collaboration with key supply chain partner in 
updating and promoting best practices            
The collaboration with key supply chain partners in 
pooling both financial and non-financial resources            
The collaboration with key supply chain partners in 
discovering new or emerging market opportunities             
 
(D) Information Technology integration       
IT integration is defined as the process of linking together different computing systems and software applications 
physically or functionally to act as coordinated processes. Based on the literature, three main information technology 
integration constructs are (d.1) manufacturing technology system, (d.2) intra-organisational communication and 
(d.3) virtual networking.  
 
(d.1) Manufacturing System Integration        
Manufacturing system integration is defined as the manufacturing approach of using computers to control the entire 
production process. Please rank the relevancy of the following items using a five point relevancy scale. To what 
extent do you think the following statement represents manufacturing system integration? 
Items Not 
relevant 
Minimally 
relevant 
Moderately 
relevant 
Substantially 
relevant 
Extremely 
relevant 
Manufacturing technology system is used in 
determining the routing between machines            
Manufacturing technology system is used in 
classifying parts into families according to 
similarities  
          
Manufacturing technology system is used in planning 
the machining operations            
Manufacturing technology system is used in planning 
and controlling shop floor material requirements            
Manufacturing technology system is used in 
monitoring the production and providing feedback                                                                          
Manufacturing technology system is used in product 
designing and production process           
 
(d.2) Enterprise Information Integration           
Enterprise information integration refers to the ability to support a unified view of data and information for an entire 
organisation. Please rank the relevancy of the following items using a five point relevancy scale. To what extent do 
you think the following statement represents enterprise information integration? 
Items Not 
relevant 
Minimally 
relevant 
Moderately 
relevant 
Substantially 
relevant 
Extremely 
relevant 
The IT applications are linked into a centralised 
database                                                                                                 
The data warehouse is maintained to facilitate 
electronic information sharing           
The IT infrastructure is capable of meeting current 
business needs                                                  
The electronic information shared among supply 
chain partners is accurate           
The electronic information shared among supply 
chain partners is timely                                               
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Section 3: Agile Capability 
 
 (d.3) Virtual Manufacturing        
Virtual manufacturing is defined as an integrating infrastructure of flexible resources made possible through an 
alliance of enterprises that are individually core competent in specific business function. Please rank the relevancy of 
the following items using a five point relevancy scale. To what extent do you think the following statement 
represents virtual manufacturing? 
Items Not 
relevant 
Minimally 
relevant 
Moderately 
relevant 
Substantially 
relevant 
Extremely 
relevant 
The performance of direct computer-to-computer 
links within supply chain partners            
The inter-organisational coordination is achieved 
using electronic links            
The use of information technology to enable 
transaction processing            
The use of electronic networking to perform 
information exchange with our supply chain partners            
The use of electronic network to perform cross-
organisational business activities among supply chain 
partners 
          
The electronic information shared among supply 
chain partners is standardised           
 
 
 
 
This section intends to assess agile capability that might have been created and developed to enhance the overall 
organisation performance. Please indicate your agreement to the following statements regarding to the four 
dimensions of agile capability; distinctive manufacturing practices;    
A. Responsiveness, 
B. Flexible Production,  
C. Innovation Competency, and  
D. Delivery speed. 
 
A. Responsiveness         
Responsiveness is the ability to quickly identify changes and respond fast to them. Please rank the relevancy of the 
following items using a five point relevancy scale. To what extent do you think the following statement represents 
responsiveness? 
Items Not 
relevant 
Minimally 
relevant 
Moderately 
relevant 
Substantially 
relevant 
Extremely 
relevant 
The capability to respond quickly to emergency 
customer orders            
The capability to reconfigure equipment quickly to 
address demand changes            
The capability to reallocate people quickly to address 
demand changes            
The capability to adjust capacity quickly to address 
demand changes           
The ability to act promptly to customer requirement           
The ability to ensure no shortage of stock at order 
time           
The capability to quickly identify changes in market 
demand 
          
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B. Flexible Production     
Flexibility is the ability to effectively meet an increasing variety of customer expectations without excessive costs, 
time, organisational disruptions, or performance losses. Please rank the relevancy of the following items using a five 
point relevancy scale. To what extent do you think the following statement represents flexible production? 
Items Not 
relevant 
Minimally 
relevant 
Moderately 
relevant 
Substantially 
relevant 
Extremely 
relevant 
The capability to effectively customise the products 
to match customer requirements            
The capability to effectively produce a range of 
products for different types of customer requirements            
The capability to effectively adjust the production 
volumes to match customer requirements            
The capability to effectively adjust manufacturing 
throughout times to match customer requirements           
The capability to effectively produce both large and 
small orders           
The ability to effectively changeover between 
product lines 
          
 
C. Innovation Competency       
Innovation competency is the abilities that provide productivity, efficiency, and effectiveness of activities towards 
the aims and goals of the company. Please rank the relevancy of the following items using a five point relevancy 
scale. To what extent do you think the following statement represents innovation competency? 
Items Not 
relevant 
Minimally 
relevant 
Moderately 
relevant 
Substantially 
relevant 
Extremely 
relevant 
The capability to increase the number of new 
products introduced each year to cope with new 
market competition 
          
The capability to increase the rate of new products 
introduction            
The capability to develop new skills and 
competencies           
The capability to acquiring the skills necessary for 
business process change           
The capability of being innovative in operation 
management             
The capability to acquire new IT and software skills           
 
D. Speed in Delivery 
Speed in delivery is the ability to carry out tasks and operations in the shortest possible time. Please rank the 
relevancy of the following items using a five point relevancy scale. To what extent do you think the following 
statement represents speed in delivery? 
Items Not 
relevant 
Minimally 
relevant 
Moderately 
relevant 
Substantially 
relevant 
Extremely 
relevant 
The capability of decreasing manufacturing lead time            
The capability of decreasing new product 
development cycle time            
The capability to perform product delivery quickness            
The capability to perform product delivery timeliness           
The capability to speed up time-to-market of new 
products              
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Section 4: Organisation Performance 
 
 
This section intends to assess organisation performance that might have been enhanced by the improvement of agile 
capability. Please indicate your agreement to the following statements regarding to both operational and financial 
performance.  
A. Financial performance: Please rank the relevancy of the following items using a five point relevancy 
scale. To what extent do you think the following statement represents financial performance? 
Items Not 
relevant 
Minimall
y relevant 
Moderately 
relevant 
Substantially 
relevant 
Extremely 
relevant 
The overall level of customer satisfactions           
The overall level of labour productivity            
The overall level of process productivity            
The level of new product introductions relative to 
competitors              
The level of sales volume relative to competitors           
The level of inventory turnover            
 
B. Operational Performance: Please rank the relevancy of the following items using a five point relevancy 
scale. To what extent do you think the following statement represents financial performance? 
Items Not 
relevant 
Minimally 
relevant 
Moderately 
relevant 
Substantially 
relevant 
Extremely 
relevant 
The level of return on investment            
The level of cash flow return on investment           
The overall level of product profitability            
The overall level of capital expenditure            
The percentage of sales from new products           
The level of market share relative to competitors           
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Appendix 6.1. The Main Survey Questionnaire (English) 
 
 
 
 
School of Business Information Technology and Logistics  
 
INVITATION TO PARTICIPATE IN A RESEARCH PROJECT 
PROJECT INFORMATION STATEMENT 
 
Project Title: 
Exploring the Enablers of Agility, Agile Capability and Organisational Performance: A Case of Thai Automotive Parts  
 
Investigators:  
Miss Ploy Sud-on (PhD Candidate, ploy.sud-on@rmit.edu.au, +613 9925 5695) 
Dr. Ahmad Abareshi (Co-Principal Supervisor, ahmad.abareshi@rmit.edu.au, +613 9925 5918) 
Dr. Siddhi Pittayachawan (Co-Principal Supervisor, siddhi.pittayachawan@rmit.edu.au, +613 9925 1357) 
         
 
 
Dear Participant, 
 
You are kindly invited to participate in a research project that aims to investigate the enablers of agility, 
agile capability and organisational performance both in terms of financial and operational performance in 
the context of developing economies, particularly, in Thai automotive parts industry. This information 
sheet describes the project in straightforward language, or ‘Plain English’. Please read this sheet carefully 
and be confident that you understand its contents before deciding whether or not to participate. If you have 
any questions about the project, please don’t hesitate to contact one of the investigators.  
 
Who is involved in this research project? Why is it being conducted?  
This research is being conducted by Miss. Ploy Sud-on, a PhD Student at the School of Business 
Information Technology & Logistics, RMIT University, Australia. The research project is being conducted 
under the supervision of Dr. Ahmad Abareshi and Dr. Siddhi Pittayachawan and has been approved by the 
RMIT Business College Human Ethics Advisory Network.  
 
Why have you been approached?  
Your organization has been selected for the study because it had undertaken and completed agility 
implementation. You have been approached for the purpose of this research because you are identified 
either as the Top Manager or the Head of department with responsibility for coordinating and managing 
the production and operations that would affect the performance of organisations.  
 
What is the project about? What are the questions being addressed?  
The aim of the research is to explore the impact of agile operations strategy on organisation performance in 
a developing economy context. In particular, the research will seek data about the following questions:  
 What are the manufacturing practices firms need to adopt to become agile?, 
 What is the impact of agile capability on financial and operational performance?, and  
 What is the impact of operational performance on financial performance? 
 
If I agree to participate, what will I be required to do?  
You will be required to fill a questionnaire covering the above areas that will take not more than 30 
minutes.  
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What are the risks or disadvantages associated with participation?  
There are no apparent or hidden risks in participating in this research as it only involves giving your 
evaluation of agility related factors and your organization’s performance. Should any questions cause you 
concern, you are free not to answer them. You will not be asked to provide any personal information and 
personal records.  
 
What are the benefits associated with participation?  
The benefits of participating in this research may be the opportunity this would create for you to reflect 
back and share your experiences. The researcher is happy to make available to you any results, papers, and 
other outcomes from this research. 
 
What will happen to the information I provide?  
All information gathered during the course of this research including your responses will be securely 
stored for a period of five years after completion of the research project in the school of Business 
Information Technology & logistics, RMIT University, Australia. It can only be accessed by the 
researchers. After five years of the completion of the research project, all the information gathered will be 
destroyed. The data collected will be analyzed and results will be primarily used to write up the PhD 
Thesis without including information that can potentially identify either you or your organization.  
 
Any information that you provide can be disclosed only if (1) it is to protect you or others from harm, (2) a 
court order is produced, or (3) you provide the researchers with written permission.  
 
What are my rights as a participant?  
Your participation in this research is voluntary. As a participant, you have the right to withdraw your 
participation at any time; have any unprocessed data withdrawn and destroyed, provided it can be reliably 
identified, and provided that so doing does not increase your risk; and have any questions answered at any 
time.  
 
Whom should I contact if I have any questions?  
If you have any questions regarding this research, please contact either the researcher or one of his 
supervisors at the address above. 
 
Any complaints about your participation in this project may be directed to the Secretary, College of 
Business Human Research Ethics Sub Committee, Business College, RMIT University, GPO Box 
2476V, Melbourne, 3001. The telephone number is (613) 9925 5594 or email address 
rdu@rmit.edu.au. Details of the complaints procedure are available from the above address or via 
the internet at http://www.rmit.edu.au/council/hrec 
 
 
 
If you agree to participate, please complete the paper based survey and return it to the investigator.  
 
 
Yours Sincerely  
 
Ploy Sud-on 
PhD Research Student  
School of Business Information Technology and Logistics RMIT University, Australia  
Tel: +61406971612  
E-mail: ploy.sud-on@rmit.edu.au 
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Section1: General Questions about the Organisation and Respondent 
 
 
 
   The following information requires details of the respondent. Please indicate your answer in the box provided. 
 
6) What are the key parts/components your company manufacture? 
  Internal Parts, please specify________________________________________________________  
  External Parts/Body, please specify___________________________________________________   
  Safety Parts, please specify__________________________________________________________  
 
7) What is the number of employee in your company? 
  Less than 50     50-100    
  101-150       151-200  
  More than 200  
 
8) What is your position in the organisation?  
 Executive Officer   Senior/Higher executive Officer       
 Assistant Manager                            Manager    
 Senior Manager      Head of Unit                                      
 Head of Department    Deputy Director  
 Director 
 
9) Which department are you attached to?  
 Manufacturing/Production   Supply Chain     
 Materials and R&D                             Procurement   
 Quality Control                           Operations  
 Other, please specify ______________ 
 
10) How many years of your experience in the automotive industry? 
  Less than 2 years    2-5 years    
  6-10 years    More than 10 years  
 
11) What is the ownership of your organisation?  
 Foreign Owned    Thai Owned    Joint Venture 
  
12) What is the main manufacturing system of your organisation? 
 Engineer-to-order     Make-to-order   
 Assemble-to-order                    Make-to-stock   
 
13) What is the annual income of your organisation? (million USD) 
  Less than 5                5-10                   10-25  
  25-50                                     50-100     More than 100 
 
14) What is the main process choice of manufacturing of your organisation? 
  Workforce                 Automation                  Mixed 
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Section 2: Manufacturing Practices  
The set of questions under this section are intended to assess manufacturing practices; integrated product 
development, modularised manufacturing, supply chain coordination, and information technology integration; your 
organisation has deployed on the implementation of agility. Please rate the extent of practices that your 
organisation has made on a scale of [Circle (O)]. 
(a) Integrated Product Development  
 (a.1) Multidisciplinary Production Team  
Our product development team represents a variety of disciplines  Strongly Disagree   1     2     3     4     5   Strongly Agree 
Our product development team seeks joint decision-making  Strongly Disagree   1     2     3     4     5   Strongly Agree 
Our product development teams seeks joint problem-solving  Strongly Disagree   1     2     3     4     5   Strongly Agree 
Our product development team shares knowledge  Strongly Disagree   1     2     3     4     5   Strongly Agree 
Our product development team is a source of new product development   Strongly Disagree   1     2     3     4     5   Strongly Agree 
 
(a.2) Early Product Realisation 
All relevant elements of product development is taken at the early stage 
of new product development  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
Customer commitment is taken at the early stage of new product 
development  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
Supplier commitment is taken at the early stage of new production 
development  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
Senior management commitment is taken at the early stage of new 
product development  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
Manufacturing capacity is taken at the early stage of new product 
development  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
Rapid product prototype is conducted at the early stage of new product 
development 
Strongly Disagree   1     2     3     4     5   Strongly Agree 
 
(a.3) Concurrent Production workflow 
Product designing is carried out concurrently with production process 
designing  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
Production team works collaboratively throughout the product 
development process  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
Information is made readily available across team members  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
Two-way communication is carried out throughout the process of 
product and process designing   
Strongly Disagree   1     2     3     4     5   Strongly Agree 
Quality functional deployment is integrated throughout the production 
process  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
Team leader is assigned to ensure close collaboration throughout the 
production process  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
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(b) Modularised Manufacturing 
 (b.1) Product Modularity 
The product modules are shared across product families  Strongly Disagree   1     2     3     4     5   Strongly Agree 
The product modules can be reassembled into different forms  Strongly Disagree   1     2     3     4     5   Strongly Agree 
The product modules can be added to a standard base unit  Strongly Disagree   1     2     3     4     5   Strongly Agree 
The product modules are designed to accept a variety of components Strongly Disagree   1     2     3     4     5   Strongly Agree 
The product modules are designed for multifunctional purpose   Strongly Disagree   1     2     3     4     5   Strongly Agree 
 
(b.2) Process Modularity 
Production process is designed as adjustable modules  Strongly Disagree   1     2     3     4     5   Strongly Agree 
Production process can be adjusted by adding new process modules  Strongly Disagree   1     2     3     4     5   Strongly Agree 
Production process modules can be adjusted for changing production 
needs  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
Production process is capable of producing both standard and 
customised base units 
Strongly Disagree   1     2     3     4     5   Strongly Agree 
Production process can be re-arranged so that customisation sub-
processes occur last 
Strongly Disagree   1     2     3     4     5   Strongly Agree 
 
(c) Supply Chain Coordination 
The collaboration with key supply chain partners to improve their 
quality  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
The collaboration with key supply chain partners in product 
development process   
Strongly Disagree   1     2     3     4     5   Strongly Agree 
The collaboration with key supply chain partners in searching and 
acquiring new knowledge   
Strongly Disagree   1     2     3     4     5   Strongly Agree 
The collaboration with key supply chain partner in updating and 
promoting best practices  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
The collaboration with key supply chain partners in pooling both 
financial and non-financial resources  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
The collaboration with key supply chain partners in discovering new or 
emerging market opportunities   
Strongly Disagree   1     2     3     4     5   Strongly Agree 
 
(d) Information Technology Integration 
 (d.1) Manufacturing System Integration 
Manufacturing technology system is used in determining the routing 
between machines  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
Manufacturing technology system is used in classifying parts into 
families according to similarities  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
Manufacturing technology system is used in planning the machining 
operations  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
Manufacturing technology system is used in planning and controlling 
shop floor material requirements  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
Manufacturing technology system is used in monitoring the production 
and providing feedback                                                                 
Strongly Disagree   1     2     3     4     5   Strongly Agree 
Manufacturing technology system is used in product designing and 
production process 
Strongly Disagree   1     2     3     4     5   Strongly Agree 
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Section 3: Agile Capabilities 
 
(d.2) Enterprise Information Integration 
The IT applications are linked into a centralised database                                                                                       Strongly Disagree   1     2     3     4     5   Strongly Agree 
The data warehouse is maintained to facilitate electronic information 
sharing                                                         
Strongly Disagree   1     2     3     4     5   Strongly Agree 
The electronic information shared among supply chain partners is 
accurate   
Strongly Disagree   1     2     3     4     5   Strongly Agree 
The electronic information shared among supply chain partners is 
timely                                     
Strongly Disagree   1     2     3     4     5   Strongly Agree 
 (d.3) Virtual Manufacturing 
The performance of direct computer-to-computer links within supply 
chain partners  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
The use of information technology to enable transaction processing  Strongly Disagree   1     2     3     4     5   Strongly Agree 
The use of electronic networking to perform information exchange 
with our supply chain partners  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
The electronic information shared among supply chain partners is 
standardised 
Strongly Disagree   1     2     3     4     5   Strongly Agree 
 
  
The set of questions under this section are intended to assess agile capability reflected in how well your organisation 
is being in terms of responsiveness, flexible production, innovation competency, and speed in delivery to deal with 
fast-changing market environment. Please rate the extent of practices that your organisation has made on a scale of 
[Circle (O)]. 
(a) Responsiveness 
We are able to quickly respond to emergency customer orders  Strongly Disagree   1     2     3     4     5   Strongly Agree 
We are able to quickly reconfigure equipment to address demand 
changes  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
We are able to quickly reallocate people to address demand changes  Strongly Disagree   1     2     3     4     5   Strongly Agree 
We are able to quickly adjust capacity to address demand changes Strongly Disagree   1     2     3     4     5   Strongly Agree 
We are able to act promptly to customer requirement Strongly Disagree   1     2     3     4     5   Strongly Agree 
We are able to ensure no shortage of stock at order time Strongly Disagree   1     2     3     4     5   Strongly Agree 
We are able to quickly identify changes in market demand Strongly Disagree   1     2     3     4     5   Strongly Agree 
 
(b) Flexible Production 
We are able to effectively customise the products to match customer 
requirements  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
We are able to effectively produce a range of products for different 
types of customer requirements  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
We are able to effectively adjust the production volumes to match 
customer requirements  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
We are able to effectively adjust manufacturing throughout times to 
match customer requirements 
Strongly Disagree   1     2     3     4     5   Strongly Agree 
We are able to effectively produce both large and small orders Strongly Disagree   1     2     3     4     5   Strongly Agree 
We are able to effectively changeover between product lines Strongly Disagree   1     2     3     4     5   Strongly Agree 
We are able to effectively customise the products to match customer 
requirements  
Strongly Disagree   1     2     3     4     5   Strongly Agree 
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Section 4: Organisational Performance 
 
 
(c) Innovation Competency 
We are able to increase the number of new products introduced each 
year to cope with new market competition 
Strongly Disagree   1     2     3     4     5   Strongly Agree 
We are able to increase the rate of new products introduction  Strongly Disagree   1     2     3     4     5   Strongly Agree 
We are able to develop new skills and competencies Strongly Disagree   1     2     3     4     5   Strongly Agree 
We are able to acquiring the skills necessary for business process 
change 
Strongly Disagree   1     2     3     4     5   Strongly Agree 
We are able of being innovative in operations management   Strongly Disagree   1     2     3     4     5   Strongly Agree 
 
 
(d) Speed in Delivery 
We are able to decrease manufacturing lead time  Strongly Disagree   1     2     3     4     5   Strongly Agree 
We are able to decrease new product development cycle time  Strongly Disagree   1     2     3     4     5   Strongly Agree 
We are able to perform product delivery quickness  Strongly Disagree   1     2     3     4     5   Strongly Agree 
We are able to perform product delivery timeliness Strongly Disagree   1     2     3     4     5   Strongly Agree 
We are able to speed up time-to-market of new products    Strongly Disagree   1     2     3     4     5   Strongly Agree 
 
 
 
The set of questions under this section are intended to assess organisation performance both in terms of finical and 
operational performance. Please rate the extent of practices that your organisation has made on a scale of [Circle 
(O)]. 
 
(a) Operational Performance 
Our customers are satisfied with our service level  Strongly Disagree   1     2     3     4     5   Strongly Agree 
We have high overall level of labour productivity  Strongly Disagree   1     2     3     4     5   Strongly Agree 
We have high overall level of process productivity  Strongly Disagree   1     2     3     4     5   Strongly Agree 
We have high level of new product introductions relative to 
competitors    
Strongly Disagree   1     2     3     4     5   Strongly Agree 
We have high level of sales volume relative to competitors Strongly Disagree   1     2     3     4     5   Strongly Agree 
We have high level of inventory turnover  Strongly Disagree   1     2     3     4     5   Strongly Agree 
 
(b) Financial Performance 
We have high level of return on investment  Strongly Disagree   1     2     3     4     5   Strongly Agree 
We have high level of cash flow return on investment Strongly Disagree   1     2     3     4     5   Strongly Agree 
We have high level of product profitability  Strongly Disagree   1     2     3     4     5   Strongly Agree 
We have high level of capital expenditure  Strongly Disagree   1     2     3     4     5   Strongly Agree 
We have high percentage of sales from new products Strongly Disagree   1     2     3     4     5   Strongly Agree 
We have high level of market share relative to competitors Strongly Disagree   1     2     3     4     5   Strongly Agree 
 
 
  
282 
 
Appendix 6.2. The Main Survey Questionnaire (Thai) 
 
 
School of Business Information Technology and Logistics  
 
จดหมายเชิญเข้าร่วมงานวจิัย 
หัวข้องานวจิัย: 
Exploring the enablers of Agility, Agile Capability and Organisation Performance: A Case of Thai Automotive Parts 
Industry 
 
คณะผู้วจิัย:  
Miss Ploy Sud-on (PhD candidate, ploy.sud-on@rmit.edu.au, +613 9925 5695) 
Dr. Ahmad Abareshi (Co-Principal Supervisor, ahmad.abareshi@rmit.edu.au, +613 9925 5918) 
Dr. Siddhi Pittayachawan (Co-Principle Supervisor, siddhi.pittayachawan@rmit.edu.au, +613 9925 1357) 
  
 
เรียน  ท่านผูมี้ส่วนร่วมในงานวิจยั  
  
ท่านไดรั้บเชิญใหมี้ส่วนร่วมในงานวิจยัเพือ่การศึกษาถึงตวัแปรอิสระท่ีมีผลต่อระบบการผลิตแบบคล่องตวัสูงและผลกระทบท่ีมีต่อประสิทธิภาพการ
ท างานขององคก์รทั้งแง่ประสิทธิภาพทางการเงินและประสิทธิภาพดา้นระบบการด าเนินการ 
เอกสารฉบบัน้ีอธิบายถึงภาพรวมของงานวิจยัและสิทธ์ิของท่านในการใหข้อ้มูลส าหรับงานวิจยั 
กรุณาอ่านค าช้ีแจงโดยละเอียดก่อนตดัสินใจเขา้ร่วมกบังานวิจยัคร้ังน้ี หากท่านมีขอ้สงสยัเก่ียวกบังานวิจยักรุณาติดต่อนกัวจิยัตามรายละเอียดขา้งตน้ 
 
ใครทีม่ส่ีวนร่วมในงานวจิัยคร้ังนี ้? ท าไมจึงต้องด าเนินการวจิัยช้ินนี ้? 
งานวิจยัช้ินน้ีเป็นส่วนหน่ึงของการศึกษาระดบัปริญญาเอกของขา้พเจา้นางสาวพลอย สุดอ่อน ปัจจุบนัก าลงัศึกษาอยูท่ี่ RMIT University 
งานวิจยัช้ินน้ีอยูภ่ายใตก้ารใหค้  าปรึกษาของ Dr. Ahmad Abareshi and Dr. Siddhi Pittayachawan นอกจากน้ีงานวิจยัช้ินน้ียงัไดผ้า่นการตรวจสอบจาก 
RMIT Business College Human Ethics Advisory Network, College of Business 
 
งานวจิัยนีเ้กีย่วกบัอะไร ?  
งานวิจยัน้ีท าการศึกษาถึงระบบอุตสาหกรรมการผลิตในอุตสาหกรรมรถยนตข์องประเทศไทย 
ตลาดรถยนตใ์นปัจจุบนันั้นมีการแข่งขนัสูงทั้งจากตลาดภายในประเทศและต่างประเทศ 
ในส่วนของงานวิจยัน้ีจะวิเคราะห์ถึงการประยุกตใ์ชก้ารผลิตแบบคล่องตวัสูง (Agility) 
ท่ีส่งผลถึงการพฒันาเพื่อประสิทธิภาพสูงสุดและความไดเ้ปรียบทางการแข่งขนัของอุตสหกรรมรถยนตใ์นประเทศไทย 
งานวิจยัช้ินน้ีจดัท าข้ึนเพื่อตอบค าถามต่อไปน้ี 
(1) ระบบปฏิบติัการผลิตท่ีองคก์รตอ้งเลือกใชเ้พื่อเพิ่มความคล่องตวัในการผลิต 
(2) ผลกระทบระบบการผลิตแบบคล่องตวัสูงต่อประสิทธิภาพการผลิตขององคก์ร 
(3) ผลกระทบประสิทธิภาพการด าเนินงานดา้นการผลิตต่อประสิทธิภาพดา้นการเงินขององคก์ร  
 
ท าไมท่านจึงได้รับการทาบทามให้เข้าร่วมงานวจิัยนี ้? 
องคก์รของท่านเก่ียวขอ้งกบัการผลิตรถยนตแ์ละช้ินส่วนรถยนตท่ี์จดทะเบียนอยูใ่นนิคมอุตสาหกรรมแห่งประเทศไทย 
ประสบการณ์และความรู้เก่ียวกบัระบบอุตสาหกรรมการผลิตรถยนตข์องท่านมีความส าคญัอยา่งมากต่องานวจิยั 
งานวิจยัน้ีจะเป็นประโยชนต์่อการพฒันาทางดา้นประสิทธิภาพและความไดเ้ปรียบทางการตลาดของอุตสาหกรรมรถยนตใ์นประเทศไทย 
 
หากท่านตกลงทีจ่ะเข้าร่วมกบังานวจิัย ท่านจะต้องท าอะไรบ้าง ? 
ถา้ท่านตกลงท่ีจะเขา้ร่วมกบังานวิจยัน้ี ท่านไดรั้บแบบสอบถามเก่ียวกบัระบบการผลิตท่ีใชใ้นองคก์รของท่าน การตอบแบบสอบถามจะใชเ้วลา 30 
นาทีโดยประมาณ การตอบแบบสอบถามจะด าเนินการโดยนกัวิจยัเองโดยแบบสอบถามจะถูกแจกและเกบ็กลบัมาโดยตรงจากผูต้อบแบบสอบถาม 
ทั้งน้ีคณะผูว้จิยัยินดีเป็นอยา่งยิ่งหากท่านตอ้งการตรวจสอบขอ้มูลก่อนท่ีจะถูกน าไปวิเคราะห์  
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ในการเข้าร่วมงานวจิัยนี ้จะมคีวามเส่ียงหรือข้อเสียอะไร ? 
การเขา้ร่วมงานวิจยัน้ี ข้ึนอยูก่บัความสมคัรใจของท่าน และการสมัภาษณ์จะไม่กระทบต่องานประจ าของท่าน ไม่มีความเส่ียงใดๆ 
ในการเขา้ร่วมการสมัภาษณ์ ท่านสามารถตรวจสอบกระบวนการสมัภาษณ์ก่อนตดัสินใจเขา้ร่วมกบังานวิจยั 
และในระหวา่งการตอบแบบสอบถามท่านสามารถถอนตวั หรือปฏิเสธการตอบค าถามท่ีท่านไม่ตอ้งการ หากท่านมีความกงัวลเก่ียวกบัการสมัภาษณ์ 
ท่านสามารถติดต่ออาจารยท่ี์ปรึกษาของงานวิจยั เพื่ออธิบายและแนะน าการติดตามผลการวิจยัอยา่เหมาะสมหากจ าเป็น  
 
ในการมส่ีวนร่วมกบังานวจิัยนี ้จะได้ประโยชน์อะไร ? 
ผลท่ีไดจ้ากการวิจยัคร้ังน้ีคาดวา่จะเป็นประโยชนต์่อการพฒันาการของอุตสาหกรรการผลิตของประเทศไทย 
งานวิจยัจะช้ีใหเ้ห็นถึงช่องทางการพฒันาและโอกาสทางการแข่งขนัทั้งในตลาดภายในประเทศและต่างประเทศของอุตสาหกรรมรถยนตข์องประเทศ
ไทยรวมทั้งเป็นประโยชนต์่อองคก์รท่ีจะไดเ้ห็นภาพรวมของระบบการผลิตท่ีใชใ้นปัจจุบนัเพื่อการพฒันาสูงสุด 
การเขา้ร่วมกบังานวิจยัไม่มีผลประโยชนโ์ดยตรงกบัผูเ้ขา้ร่วม อยา่งไรกต็ามคณะผูว้จิยัจะจดัส่งรายงานผลการวิจยัใหก้บัท่าน หากท่านตอ้งการ 
 
อะไรจะเกดิขึน้กบัข้อมูลทีท่่านให้ไว้กบังานวจิัย ? 
 ขอ้มูลจะถูกคดัส าเนาและก าจดัขอ้ความท่ีระบุถึงตวัท่านและองคก์รของท่านขอ้มูลจะถูกวิเคราะห์และสรุปภายใตก้รอบของงานวิจยั 
ความเป็นส่วนตวัและความลบัของท่านจะถูกเกบ็รักษาอยา่งเขม้งวด  
 ขอ้มูลการติดต่อและขอ้มูลจากการสมัภาษณ์จะถูกเกบ็เป็นความลบั เฉพาะคณะผูว้ิจยัเท่านั้นสามารถเขา้ถึงขอ้มูลได ้
 ขอ้มูลทุกอยา่งจะถูกเปิดเผยได ้กต็่อเม่ือ (1) ขอ้มูลนั้นสามารถปกป้องท่านและองคก์รของท่านจากความเสียหายใดๆ (2) ค  าสัง่ศาล 
หรือ (3) ท่านอนุญาตใหค้ณะผูว้ิจยัเปิดเผยขอ้มูลได ้
 ผลการวิจยัจะถูกเขียนในบทสรุปผูบ้ริหารพร้อมกบัรายงานหรือวิทยานิพนธ์ของดิฉนั และจะถูกตีพิมพเ์ชิงวิชาการ 
 เพื่อใหม้ัน่ใจวา่ขอ้มูลไดรั้บการปกป้อง ขอ้มูลจะถูกเกบ็ 5 ปีหลงัจากท่ีงานวิจยัส าเร็จ 
จากนั้นขอ้มูลท่ีเป็นกระดาษจะถูกท าลายและเกบ็ในท่ีปลอดภยั ส่วนขอ้มูลอิเลค็ทรอนิกจะถูกลบดว้ยวิธึท่ีปลอดภยั 
ขอ้มูลทั้งหมดท่ีไม่สามารถท าลายไดจ้ะถูกเกบ็ในตูเ้อกสารท่ีมีท่ีลอ็ก หรือเก็บในฐานขอ้มูลท่ีมีรหสัผา่นของ School of Business IT 
and Logistics, RMIT University 
 
ขอขอบพระคุณเป็นอยา่งสูง ท่ีท่านใหค้วามกรุณาขอ้มูลอนัเป็นประโยชนต์่องานวิจยัคร้ังน้ี 
 
ขอแสดงความนบัถือ 
นางสาวพลอย สุดอ่อน 
นกัศึกษาปริญญาเอก สาขาวิชาการบริหารและโลจิสติกส์ 
RMIT University  
School of Business Information Technology and Logistics  
Melbourne, VIC 3000 
+614 0697 1612 
E-mail: ploy.sud-on@rmit.edu.au 
 
 
งานวิจยัน้ีไดรั้บการรับรองจากคณะกรรมการดา้นจรรยาบรรณงานวิจยัของ RMIT University  หากท่านมีขอ้สงสยัหรือตอ้งการร้องเรียนเก่ียวกบังานวิจยัน้ี  ท่านสามารถแจง้มาไดท่ี้: 
The chair, Business College Human Ethics Advisory Network, College of Business, RMIT  University GPO Box 2476 V, Melbourne 3001, The telephone number is 
(03) 9925 5598 or email address rdu@rmit.edu.au Details of the complaints procedure are available from http://www.rmit.edu.au/browser,ID=2jgrnb7hnpyo 
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แบบสอบถามตอนที ่1: ค าถามทัว่ไปของผู้ตอบแบบสอบถาม 
 
 
 
 
หัวข้อแบบสอบถามหมวดท่ี 1 ออกแบบเพ่ือสอบถามข้อมลูทั่วไปของผู้ตอบแบบสอบถามและองค์กร กรุณาระบคุ าตอบของท่านในช่องท่ีเตรียมไว้ให้  
1) บริษทัของท่านมีการผลิตช้ินส่วนรถยนตใ์ดเป็นหลกั 
  ชิน้สว่นภายใน โปรดระบ_ุ________________________________________________________________________   
  ชิน้สว่นภายนอก โปรดระบ_ุ_______________________________________________________________ 
  ช้ินส่วนป้องกนัความปลอดภยั โปรดระบุ________________________________________________________  
2) บริษทัของท่านมีจ านวนพนกังงานเท่าไร 
 นอ้ยกวา่ 50 คน      50-100 คน   
  101-150 คน      151-200 คน  
  มากกวา่ 200 คน  
3) ท่านท างานในต าแหน่งใดในบริษทั  
 เจา้หนา้ท่ีฝ่ายบริหาร     เจา้หนา้ท่ีผูบ้ริหารระดบัสูง     
 ผูช่้วยผูจ้ดัการ   ผูจ้ดัการ   
 ผูจ้ดัการอาวโุส      หัวหนา้หน่วย                                      
 หัวหนา้แผนก   รองผูอ้  านวยการ 
 ผูอ้  านวยการ 
4) ท่านท างานในแผนกสาขาใดในบริษทั  
 ภายโรงงานและการผลิต   ซัพพลายเชน     
 วจิยัและพฒันาผลิตภณัฑ ์                            จดัซ้ือ   
 หน่วยควบคุมคุณภาพ                           หน่วยปฎิบติัการ  
 อ่ืนๆ โปรดระบุ______________ 
5) ท่านมีประสบการ์ณการท างานในอุตสาหกรรมการผลิตช้ินส่วนรถยนตม์าเป็นเวลานานเท่าไร 
 นอ้ยกวา่ 2 ปี       2-5 ปี    
  6-10 ปี       มากกวา่10 ปี  
6) บริษทัของท่านมีลกัษณะการถือครองหุ้นแบบใด  
 สัญชาติต่างประเทศ    สัญชาติไทย    กิจการร่วมคา้  
7) บริษทัของท่านมีลกัษณะการระบบการผลิตหลกัแบบใด 
 ออกแบบตามค าสั่งซ้ือ    ผลิตตามค าสั่งซ้ือ   
 ประกอบตามค าสั่งซ้ือ    ผลิตเพื่อกกัเก็บ  
8) บริษทัของท่านมีรายไดต่้อปีเท่าไร (หลกัลา้นดอลลาร์) 
                   นอ้ยกวา่ 5                5-10                   10-25                                                  
   25-50                                     50-100     มากกวา่ 100 
9) บริษทัของท่านมีลกัษณะลกัษณะสายการผลิตหลกัแบบใด 
  การใชแ้รงงานคนเป็นหลกั                การใชเ้คร่ืองจกัรเป็นหลกั              
 การผสมผสานระหวา่งเคร่ืองจกัรและแรงงานคน   
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แบบสอบถามหมวดที ่2: ระบบปฏบิัตกิารผลติภายในโรงงาน 
 
 
 
หัวข้อแบบสอบถามหมวดท่ี 2 ออกแบบเพ่ือการศึกษาถึงแบบแผนและลกัษณะของระบบปฏิบติัในเชิงการผลิตในโรงงานของท่าน 
ท้ังนี้ระบบการผลิตภายในโรงงานถกูออกแบ่งเป็น 4 หัวข้อหลกัได้แก่ (2.1) การพัฒนาผลิตภณัฑ์แบบบรูณาการ (2.2) กระบวนการผลิตแบบแยกส่วน  (2.3) 
การประสานงานกับบริษัทคู่ ค้าภายในซัพพลายเชน (2.4) ระบบบรูณาการด้านเทคโนโลยีสารสนเทศ ท้ังนีปั้จจัยต่างๆ 
ได้ถกูก าหนดขึน้เพ่ืออธิบายถึงคุณลกัษณะของระบบปฏิบติัในเชิงการผลิตต่างๆ กรุณาให้คะแนนระดับความคิดเห็นของท่านต่อหัวข้อค าถามต่อไปนี้ 
(2.1) การพฒันาผลิตภัณฑ์แบบบูรณาการ 
2.1.1 การท างานร่วมกันเป็นทีมของบุคคลต่างแขนงสาขา 
ทีมงานพฒันาผลิตภณัฑข์องบริษทัท่านประกอบดว้ยการท างานร่วมกนัของพนกังานสาขาต่างๆ ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
ทีมงานพฒันาผลิตภณัฑข์องบริษทัท่านมีการแกปั้ญหาร่วมกนั  ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
ทีมงานพฒันาผลิตภณัฑข์องบริษทัท่านมีการตดัสินใจร่วมกนั ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
ทีมงานพฒันาผลิตภณัฑข์องบริษทัท่านมีการแลกเปล่ียนความรู้ระหวา่งกนั ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
ทีมงานพฒันาผลิตภณัฑข์องบริษทัท่านเป็นส่วนส าคญัในการน าเสนอความคิดใหม่ๆ ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
2.1.2 การตระหนักถึงผลิตภัณฑ์แต่เน่ินๆ 
  
 2.1.3 การพฒันาผลิตภัณฑ์แบบพร้อมเพรียง 
บริษทัของท่านมีการค านึงถึงกระบวนการขั้นตอนการผลิตต่างๆ 
ในขั้นตอนแรกเร่ิมการพฒันาผลิตภณัฑ ์
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการค านึงถึงความตอ้งการของลูกคา้ในขั้นตอนแรกเร่ิมการพฒันาผลิต
ภณัฑ ์
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการค านึงถึงความสามารถในการผลิตของผูจ้ดัจ  าหน่ายในขั้นตอนแรกเ
ร่ิมการพฒันาผลิตภณัฑ ์
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการค านึงถึงความร่วมมือของผูบ้ริหารในขั้นตอนแรกเร่ิมการพฒันาผ
ลิตภณัฑ ์
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการค านึงถึงความสามารถในการผลิตของโรงงานในช่วงแรกเร่ิมการพั
ฒนาผลิตภณัฑ ์
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการผลิตแบบสินคา้จ าลองเพื่อการทดสอบในช่วงแรกเร่ิมการพฒันาผ
ลิตภณัฑ ์
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
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บริษทัของท่านมีการออกแบบผลิตภณัฑอ์ยา่งพร้อมเพรียงไปกบัการออกแบบกระบวนการผลิต 
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
ทีมงานการผลิตของบริษทัท่านมีการท างานร่วมกนัอยา่งใกลชิ้ดตลอดทั้งกระบวนการผลิต  
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
ทีมงานการผลิตของบริษทัท่านมีการแลกเปล่ียนขอ้มูลการผลิตระหวา่งกนัตลอดทั้งกระบวนการผลิต 
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
ทีมงานการผลิตของบริษทัท่านมีการใชก้ารติดต่อส่ือสารแบบสองทาง  
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการควบคุมคุณภาพสินคา้และระบบการผลิตตลอดทั้งกระบวนการผลิต 
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
หัวหนา้ทีมมีการท างานร่วมกนัอยา่งใกลชิ้ดกบัทีมงานตลอดทั้งกระบวนการผลิต 
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
 
 
(2.2) ระบบกระบวนการผลิตแบบแยกส่วน 
2.2.1 การออกแบบพฒันาผลิตภัณฑ์แบบแยกส่วน 
บริษทัของท่านมีการออกแบบช้ินส่วนรถยนตเ์พื่อการใชง้านร่วมกนัของรถยนตรุ่์นต่างๆ 
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการออกแบบช้ินส่วนรถยนตเ์พื่อง่ายต่อการปรับเปล่ียนรูปแบบตามความตอ้งการ 
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการออกแบบช้ินส่วนรถยนตใ์ห้สามารถประกอบเขา้กนัเป็นส่วนประกอบหลกั 
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการออกแบบช้ินส่วนรถยนตเ์พื่อง่ายแก่การประกอบเขา้กบัช้ินส่วนประกอบอ่ืนๆ 
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการออกแบบช้ินส่วนรถยนตเ์พื่อความสารมารถในการท างานท่ีหลากหลาย 
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
 
2.2.2 การออกแบบกระบวนการผลิตแบบแยกส่วน 
บริษทัของท่านมีการออกแบบกระบวนการผลิตโดยการรวมกนัของกระบวนการผลิตยอ่ยต่างๆ 
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     
4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการออกแบบกระบวนการผลิตเพื่อความสามารถในการเพิ่มเติมกระบวนการผลิตใหม่ๆ ตามความตอ้งการ 
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     
4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการออกแบบกระบวนการผลิตให้ง่ายต่อการแกไ้ข ปรับเปล่ียน 
เพื่อตอบสนองความเปล่ียนแปลงของความตอ้งการดา้นการผลิต 
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     
4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการออกแบบกระบวนการผลิตให้สามารถผลิตไดท้ั้งผลิตภณัฑห์ลกัและผลิตภณัฑต์ามค าสั่งซ้ือ 
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     
4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการออกแบบขั้นตอนการผลิตเบ้ืองตน้ให้เป็นมาตรฐานส าหรับการผลิตรถยนตห์รือช้ินส่วนรถยนตรุ่์นต่างๆ 
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     
4     5   เห็นดว้ยอยา่งยิง่ 
 
 (2.3) การประสานงานกับบริษัทคู่ค้าภายในซัพพลายเชน 
บริษทัของท่านมีการร่วมมือกบับริษทัคู่คา้เพื่อการปรับปรุงคุณภาพการท างาน  ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
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บริษทัของท่านมีการร่วมมือกบับริษทัคู่คา้ในกระบวนการพฒันาผลิตภณัฑ ์ ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการร่วมมือกบับริษทัคู่คา้เพื่อการคน้ควา้และแสวงหาความรู้ใหม่ๆ ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการร่วมมือกบับริษทัคู่คา้ในการปรับปรุงและส่งเสริมแนวทางการปฏิบติัท่ีดี ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการร่วมมือกบับริษทัคู่คา้ในการระดมทรัพยากรต่างๆ   ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการร่วมมือกบับริษทัคู่คา้ในการเปิดตลาดและตอบสนองโอกาสทางการตลาดใหม่ๆ ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
 
 
 
 
 
(2.4) การบูรณาการด้านเทคโนโลยีสารสนเทศ 
2.4.1 เทคโนโลยีเพือ่การผลิต 
บริษทัของท่านมีการน าเอามาใชซ่ึ้งเทคโนโลยเีพื่อก าหนดเส้นทางการเคล่ือนท่ีของเคร่ืองจกัร ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการน าเอามาใชซ่ึ้งเทคโนโลยเีพื่อการจ าแนกประเภทและจดัหมวดหมู่ช้ินส่วนเพื่อการผลิต ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการน าเอามาใชซ่ึ้งเทคโนโลยเีพื่อการวางแผนการผลิตและการท างานของเคร่ืองจกัร  ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการน าเอามาใชซ่ึ้งเทคโนโลยเีพื่อการควบคุมและล าเรียงช้ินส่วนต่างๆ ในโรงงาน  ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการน าเอามาใชซ่ึ้งเทคโนโลยเีพื่อการการควบคุมการท างานและป้อนขอ้มูลการผลิต ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
เคร่ืองจกัรและสายการผลิตบริษทัของท่านมีการน าเอามาใชซ่ึ้งเทคโนโลยเีพื่อการออกแบบและพฒันาผลิตภณัฑ ์ ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
 2.4.2 เทคโนโลยีเพือ่การจัดเก็บข้อมูลภายในองค์กร  
บริษทัของท่านมีการเช่ือมต่อของระบบเทคโนโลยขีองแผนกงานต่างๆ 
ไปยงัฐานขอ้มูลส่วนกลาง 
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการกกัเก็บขอ้มูลไวท่ี้คลงัขอ้มูลแบบอิเล็กทรอนิกส์ ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการแลกเปล่ียนขอ้มูลอิเล็กทรอนิกส์ภายในองคก์รท่ีถูกตอ้งและแม่นย  า ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการแลกเปล่ียนขอ้มูลอิเล็กทรอนิกส์ภายในองคก์รแบบทนัท่วงที ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
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แบบสอบถามหมวดที ่3: ระบบการผลติแบบคล่องตวัสูง 
 2.4.3 ระบบเครือข่ายอิเล็กทรอนิกส์เพือ่การผลิต 
บริษทัของท่านมีการเช่ือมโยงติดต่อผา่นระบบคอมพิวเตอร์กบับริษทัคู่คา้ ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการติดต่อประสานงานผา่นระบบเครือข่ายอิเล็กทรอนิกส์กบับริษทัคู่คา้ ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีการแลกเปล่ียนขอ้มูลเพื่อการผลิตผา่นระบบเครือข่ายอิเล็กทรอนิกส์กบับริษทัคู่คา้ ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีความร่วมมือกนัเพื่อกิจกรรมการผลิตต่างๆ 
ผา่นระบบเครือข่ายอิเล็กทรอนิกส์กบับริษทัคู่คา้ 
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
 
 
 
 
 
 
 
 
 
 
 
 
 
หัวข้อแบบสอบถามหมวดท่ี 3 ออกแบบเพ่ือการศึกษาถึงระบบการผลิตแบบคล่องตัวสูงพูดถึงความสามารถในการพัฒนาประสิทธิภาพการผลิตในด้านต่างๆ 
โดยแบ่งเป็น 4 หัวข้อได้แก่ (3.1) ความรับผิดชอบต่อความต้องการของลกูค้า (3.2) ความยืดหยุ่นของระบบการผลิต (3.3) สมรรถนะการผลิต (3.4) 
ความสามารถในจัดส่งสินค้าอย่างรวดเร็ว ท้ังนี้ปัจจัยต่างๆ ได้ถกูก าหนดขึน้เพ่ืออธิบายถึงคุณลกัษณะของระบบการผลิตแบบคล่องตัวสูงในแง่ต่างๆ 
กรุณาให้คะแนนระดบัความคิดเห็นของท่านต่อหัวข้อค าถามต่อไปนี้ 
3.1 ความรับผดิชอบต่อความต้องการของลูกค้า 
บริษทัของท่านมีความสามารถในการตอบสนองค าสั่งซ้ือของลูกคา้ในกรณีฉุกเฉินท่ีรวดเร็ว ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีความสามารถในการปรับเปล่ียนค่าการผลิตของเคร่ืองจกัรท่ีรวดเร็วเพื่อตอบสนองค าสั่งซ้ือ ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีความสามารถในการจดัสรรบุคคลากรในการผลิตท่ีรวดเร็วเพื่อตอบสนองค าสั่งซ้ือ ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีความสามารถในการปรับเปล่ียนก าลงัการผลิตท่ีรวดเร็วเพื่อตอบสนองค าสั่งซ้ือ ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีความสามารถในตอบสนองต่อค าสั่งซ้ือแบบทนัทวงที ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีความสามารถในการป้องกนัการเกินสินคา้ขาดสตอ๊ก ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
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บริษทัของท่านมีความสามารถในการระบุถึงการเปล่ียนแปลงความตอ้งการของตลาดไดอ้ยา่งรวดเร็ว ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
 3.2 ความยืดหยุ่นของระบบการผลิต  
บริษทัของท่านมีความสามารถในปรับเปล่ียนผลิตภณัฑท่ี์มีให้ตรงกบัความตอ้งการของลูกคา้ไดอ้ยา่งมีประสิทธิภาพ ไม่เห็นดว้ยอยา่งยิง่   1     
2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีความสามารถในการผลิตผลิตภณัฑท่ี์หลากหลายไดอ้ยา่งมีประสิทธิภาพ ไม่เห็นดว้ยอยา่งยิง่   1     
2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีความสามารถในการปรับเปล่ียนปริมาณการผลิตไดอ้ยา่งมีประสิทธิภาพ ไม่เห็นดว้ยอยา่งยิง่   1     
2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีความสามารถในการปรับเปล่ียนระยะเวลาการผลิตไดอ้ยา่งมีประสิทธิภาพ ไม่เห็นดว้ยอยา่งยิง่   1     
2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีความสามารถในการผลิตตามค าสั่งซ้ือทัง่ในปริมาณใหญ่หรือเล็กไดอ้ยา่งมีประสิทธิภาพ ไม่เห็นดว้ยอยา่งยิง่   1     
2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีความสามารถในการปรับเปล่ียนรูปแบบสายการผลิตเพื่อตอบสนองความตอ้งการของลูกคา้ไดอ้ยา่งมีประสิทธิภาพ ไม่เห็นดว้ยอยา่งยิง่   1     
2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
  
 
 
 
 
 
 
 
 
 
3.3 สมรรถนะการผลิต      
บริษทัของท่านมีความสามารถในการน าเสนอผลิตภณัฑใ์หม่ๆ ให้ทนัต่อความตอ้งการของตลาด ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีความสามารถในการเพิ่มความถ่ีในการน าเสนอผลิตภณัฑใ์หม่ๆ  ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีความสามารถในการพฒันาทกัษะและความรู้ใหม่ๆ ภายในองคก์ร ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีความสามารถในการพฒันาทกัษะท่ีจ าเป็นต่อการรับมือกบัการเปล่ียนแปลงทางธุรกิจ ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีความสามารถในการพฒันาความคิดสร้างสรรคใ์นระบบปฏิบติัการ ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   
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แบบสอบถามหมวดที ่4: ประสิทธิภาพการท างานของบริษัท 
เห็นดว้ยอยา่งยิง่ 
3.4 ความสามารถในจัดส่งสินค้าอย่างรวดเร็ว 
บริษทัของท่านมีความสามารถในการลดระยะเวลาห่างระหวา่งช่วงการผลิต (lead-time) 
ในขั้นตอนต่างๆ  
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีความสามารถในการลดระยะเวลารอบการพฒันาผลิตภณัฑใ์หม่ๆ  ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีความสามารถในการจดัส่งสินคา้ท่ีรวดเร็ว ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีความสามารถในการจดัส่งสินคา้ท่ีตรงต่อเวลา ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีความสามารถในการเร่งระยะเวลาการน าผลิตภณัฑใ์หม่ๆ ออกสู่ตลาด ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
 
 
 
หัวข้อแบบสอบถามหมวดท่ี 4 
ออกแบบเพ่ือการศึกษาถึงประสิทธิภาพการท างานของบริษัทจากระบบปฏิบติัการและกระบวนการผลิตท้ังหมดในแง่ของความสามารถในการตอบสนองเป้าหมา
ยทางธุรกิจท่ีตัง้ไว้ ท้ังนีต้ัวแปรส าคัญในการวัดระดบัประสิทธิภาพขององค์กรได้แก่ (4.1) ประสิทธิภาพทางด้านการเงิน และ (4.2) ประสิทธิภาพเชิงปฏิบัติการ 
กรุณาให้คะแนนระดบัความคิดเห็นของท่านต่อหัวข้อค าถามต่อไปนี้ 
4.1 ประสิทธิภาพเชิงปฏิบัติการ  
ลูกคา้มีระดบัความพึงพอใจโดยรวมของท่ีสูงต่อการให้บริการของท่าน ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีอตัราผลผลิตเปรียบเทียบจากจ านวนแรงงานโดยรวมท่ีตรงตามก าหนด ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีอตัราผลผลิตเปรียบเทียบจากก าลงัการผลิตโดยรวมท่ีตรงตามก าหนด ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีความสามารถในการพฒันาผลิตภณัฑใ์หม่ๆ 
สู่ตลาดเปรียบเทียบกบัคู่แข่งขนัหลกัตรงตามก าหนด 
ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีระดบัยอดขายเปรียบเทียบกบัคู่แข่งขนัหลกัตรงตามก าหนด ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีระดบัการหมุนเวียนของสินคา้คงคลงัตรงตามก าหนด ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
 
4.2 ประสิทธิภาพทางด้านการเงิน 
 
 
Appendix 6.3. EFA Model of Integrated Product Development (IPD)  
                           
                   First Iteration          Second (Final) Iteration 
บริษทัของท่านมีระดบัผลตอบแทนจากการลงทุน ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีระดบัผลตอบแทนกระแสเงินสดจากการลงทุนท่ีตรงตามก าหนด ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีระดบัผลก าไรโดยรวมตรงตามก าหนด ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีระดบัรายจ่ายเพื่อการลงทุนตรงตามก าหนด ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีอตัราร้อยละ (%) ของยอดขายจากผลิตภณัฑใ์หม่ตรงตามก าหนด ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
บริษทัของท่านมีส่วนแบ่งทางการตลาดเปรียบเทียบกบัคู่แข่งขนัหลกัตรงตามก าหนด ไม่เห็นดว้ยอยา่งยิง่   1     2     3     4     5   เห็นดว้ยอยา่งยิง่ 
Items 
Factor 
MPT EPR CPW 
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Items 
Factor 
MPT EPR MPT 
MPT3 .946 .000 -.021 
MPT4 .945 -.006 -.022 
MPT5 .886 -.037 -.010 
MPT2 .818 -.007 .002 
MPT1 .700 -.087 .097 
CPW2 .526 .012 .235 
EPR3 -.099 -.944 .050 
EPR1 -.014 -.924 -.046 
EPR2 -.053 -.912 .066 
EPR4 -.039 -.907 .060 
EPR6 .162 -.775 -.039 
EPR5 .182 -.614 -.053 
CPW1 -.001 .051 .952 
CPW4 -.055 -.055 .888 
CPW6 .067 -.043 .668 
CPW5 .268 -.071 .545 
 
 
 
 
 
 
 
 
 
 
 
 
Parallel Analysis Result of IPD 
MPT4 .945 -.005 -.021 
MPT3 .942 .001 -.012 
MPT5 .888 -.036 -.014 
MPT2 .816 -.006 .006 
MPT1 .697 -.084 .101 
CPW2 .521 .018 .240 
EPR3 -.103 -.943 .056 
EPR1 -.009 -.924 -.051 
EPR2 -.049 -.909 .061 
EPR4 -.043 -.906 .066 
EPR6 .154 -.777 -.024 
EPR5 .188 -.615 -.061 
CPW1 .007 .067 .928 
CPW4 -.082 -.033 .923 
CPW6 .057 -.028 .678 
CPW5 .231 -.054 .606 
CPW3 .128 -.203 .450 
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Appendix 6.4. EFA Model of Modularised Manufacturing (MM)  
                           
                    First Iteration                                                        Second (Final) Iteration 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Parallel Analysis Result of MM 
 
 
 
 
Items 
Factor 
PM PRM 
PM4 .973 -.059 
PM1 .930 -.041 
PM2 .928 .023 
PM3 .821 -.058 
PM5 .548 .222 
PRM6 .007 .860 
PRM1 .005 .840 
PRM2 -.073 .832 
PRM3 -.049 .769 
PRM5 .105 .429 
Items 
Factor 
PM PRM 
PM4 .954 .216 
PM2 .936 .286 
PM1 .914 .216 
PM3 .804 .178 
PM5 .621 .384 
PRM6 .281 .867 
PRM1 .272 .830 
PRM2 .193 .817 
PRM3 .195 .750 
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Appendix 6.5. EFA Model of Supply Chain Coordination (SCC) 
 
                    First Iteration                                               Second (Final) Iteration 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Parallel Analysis Result of SCC
Items 
Factor 
SCC 
SCC4 .981 
SCC3 .970 
SCC1 .942 
SCC5 .933 
SCC2 .927 
SCC6 .479 
Items 
Factor 
SCC 
SCC4 .984 
SCC3 .972 
SCC1 .944 
SCC5 .943 
SCC2 .930 
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Appendix 6.6. EFA Model of Information Technology Integration (ITI) 
 
 
                    First Iteration                                                                  Second (Final) Iteration 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Parallel Analysis Result of ITI  
 
 
 
Items 
Factor 
VM MSI EII 
VM4 .985 .030 -.050 
VM3 .927 .016 -.029 
VM1 .800 -.010 .016 
VM6 .480 -.073 .122 
MSI2 -.008 -.971 -.029 
MSI4 .004 -.941 .022 
MSI3 .005 -.939 -.003 
MSI1 .023 -.935 -.020 
MSI5 -.012 -.865 .004 
EII4 -.067 -.002 .948 
EII1 -.033 .011 .904 
EII2 .044 .037 .883 
EII5 .109 .003 .724 
MSI6 .082 -.248 .337 
Items 
Factor 
VM MSI EII 
VM4 .925 -.020 -.032 
VM3 .883 .006 .005 
VM1 .765 .029 .043 
MSI2 -.008 .968 -.024 
MSI4 .003 .939 .028 
MSI3 .001 .938 .004 
MSI1 .022 .933 -.014 
MSI5 -.013 .864 .008 
EII4 -.063 .015 .937 
EII1 -.038 .003 .901 
EII2 .046 -.024 .876 
EII5 .094 .013 .728 
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Appendix 6.7. EFA Model of Agile Capabilities (AC) 
 
                        First Iteration                                                     Second (Final) Iteration 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Parallel Analysis Result of AC
Items 
Factor 
RES INC FLP SID 
RES4 .971 -.065 -.039 -.027 
RES2 .945 .004 .018 -.023 
RES1 .898 -.011 -.050 -.063 
RES5 .859 .001 -.070 -.069 
RES7 .812 -.091 -.095 .042 
RES6 .327 .147 .087 -.016 
RES3 .203 .026 -.197 -.030 
INC1 .030 .975 .027 -.028 
INC4 -.014 .968 .016 -.043 
INC3 -.015 .960 -.006 -.043 
INC2 .056 .766 -.180 .041 
FLP6 .012 .372 -.253 .028 
FLP3 .009 .010 -.935 -.017 
FLP1 .022 -.027 -.895 -.050 
FLP2 .054 .012 -.848 -.027 
FLP4 -.014 .075 -.720 -.099 
FLP5 .062 .090 -.673 -.040 
SID5 -.009 -.033 .000 -.980 
SID3 -.026 -.037 -.029 -.936 
SID1 -.042 -.026 -.073 -.889 
SID2 .057 .012 .001 -.818 
SID4 .093 .049 -.016 -.781 
INC5 .069 .440 .024 -.448 
Items 
Factor 
SID INC RES FLP 
SID5 .990 -.022 -.011 -.021 
SID3 .959 -.023 -.032 .003 
SID1 .894 -.011 -.047 .061 
SID2 .798 .013 .061 .002 
SID4 .787 .072 .086 -.006 
INC1 .004 .992 .026 -.042 
INC4 .027 .992 -.021 -.039 
INC3 .028 .979 -.023 -.014 
INC2 -.051 .774 .042 .166 
RES4 .009 -.022 .990 -.004 
RES2 .015 .046 .954 -.063 
RES1 .045 .025 .910 .013 
RES5 .054 .041 .874 .026 
RES7 -.055 -.056 .832 .048 
FLP3 -.019 -.017 -.014 .981 
FLP1 .013 -.051 .002 .940 
FLP2 -.005 -.005 .031 .884 
FLP4 .055 .050 -.034 .771 
FLP5 .014 .070 .057 .691 
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Appendix 6.8. EFA Model of Operational Performance (OP) 
 
First Iteration 
 
Items 
Factor 
OP 
OP5 .986 
OP1 .979 
OP2 .967 
OP4 .921 
OP6 .857 
OP3 .785 
 
 
 
 
 
 
 
 
 
 
 
 
Parallel Analysis Result of OP 
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Appendix 6.9. EFA Model of Financial Performance (FP) 
                  
First Iteration 
Items 
Factor 
FP 
FP2 .947 
FP3 .926 
FP1 .925 
FP4 .914 
FP6 .885 
FP5 .876 
 
 
 
 
 
 
 
 
 
 
  
Parallel Analysis Result of FP 
 
 
 
 
 
 
