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Metode kuadrat terkecil yang didasarkan pada hubungan antara fungsi distribusi 
kumulatif empiris dan statistik terurut disebut juga regresi rank, dapat digunakan 
untuk mengestimasi parameter dari distribusi. Pada penelitian ini, metode kuadrat 
terkecil terboboti digunakan untuk mengestimasi parameter dari distribusi Gumbel, 
dimana nilai bobot sebanding dengan invers dari variansi sampel yang besar dari 
sebuah fungsi dari statistik terurut. Metode ini digunakan sebagai alternatif dari 
metode kuadrat terkecil karena terjadinya masalah heteroskedastisitas pada model 
regresi dari distribusi Gumbel. Model regresi diperoleh dari transformasi logaritma 
dari fungsi distribusi kumulatif, dimana penentuan fungsi distribusi kumulatifnya 
menggunakan estimator mean rank. Metodologi ini diterapkan pada data curah hujan 
tahunan di Telangana, India Selatan dari tahun 1973-2010 yang bersumber dari 
penelitian Umarfarooque (2011). Hasil estimasi menunjukkan bahwa nilai parameter 
lokasi sebesar 507,204 mm dan parameter skala sebesar 423,729 mm. 
Kata Kunci : Distribusi Gumbel, Estimator Mean Rank, Heteroskedastisitas, Kuadrat 
Terkecil Terboboti, Regresi Rank. 
ABSTRACT 
Least squares method based on the relationship between the empirical cumulative 
distribution also called rank regression, can be used to estimate the parameters of 
distribution. In this research, a weighted least squares method is used to estimate the 
parameters of the Gumbel distribution, where the weights are proportional to the 
inverse of the large sample variances of a function of the order statistics. This method 
is used as an alternative to the least squares method for the problem of 
heteroscedasticity in regression model of the Gumbel distribution. The regression 
model obtained from transformation logarithm of the cumulative distribution 
function, where the determination of the cumulative distribution function using the 
mean rank estimator. This methodology is applied to the data of annual rainfall 
(1973-2010) in Southern Telangana, India was sourced from research Umarfarooque 
(2011). The estimation results show that the value of the location parameter is 
507,204 mm and scale parameter is 423,729 mm. 
Keywords : Gumbel Distribution, Mean Rank Estimator, Heteroskedasticity, 
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Statistika inferensia merupakan teknik pengambilan kesimpulan berdasarkan 
data yang diperoleh dari sampel untuk menggambarkan karakteristik atau ciri dari suatu 
populasi. Statistika inferensia meliputi dua hal penting, yaitu estimasi parameter dan 
pengujian hipotesis. Jika parameter populasi diketahui maka dilakukan pengujian  
hipotesis untuk menguji kebenaran dari asusmsi tentang parameter, tapi jika parameter 
populasi tidak diketahui maka dilakukan estimasi parameter.  
Dalam analisis frekuensi data hidrologi pada data curah hujan, sangat jarang 
dijumpai seri data yang sesuai dengan distribusi normal. Salah satu distribusi yang sering 
digunakan adalah distribusi Gumbel (Arwin, 2007). Distribusi Gumbel diperkenalkan 
pertama kali oleh seorang ahli matematika Jerman Emil Gumbel (1891-1966). Fokus 
Gumbel adalah terutama pada aplikasi dari teori nilai ekstrim untuk masalah rekayasa, 
dalam pemodelan tertentu fenomena meteorologi seperti arus banjir tahunan. Menurut 
Waliesta (1997), distribusi Gumbel disebut juga distribusi nilai ekstrim tipe I, banyak 
digunakan untuk menyatakan kejadian debit tahunan (Arwin, 2007). 
Berbagai metode telah diusulkan untuk mengestimasi parameter dari distribusi 
Gumbel. Salah satu metode yang biasa digunakan adalah metode kuadrat terkecil biasa. 
Metode ini dilakukan dengan mentransformasi distribusi Gumbel ke dalam model regresi 
rank yang berkaitan dengan statistik terurut. Secara matematika, estimasi parameter 
regresi ini dengan cara meminimumkan jumlah kuadrat error. Namun, salah satu asumsi 
pada regresi linier sederhana adalah variansi dari error-nya konstan atau 
homoskedastisitas (Allen, 1997). Penyimpangan terhadap asumsi homoskedastisitas 
sering terjadi. Dengan adanya pelanggaran asumsi ini, penggunaan metode kuadrat 
terkecil biasa memiliki efisiensi yang rendah sehingga perlu dilakukan tindakan 
perbaikan. 
Menurut Zyl dan Schall (2011), statistik terurut 𝑋1 ≤ ⋯ ≤ 𝑋𝑛  tidak memiliki 
variansi konstan, sehingga model regresi rank yang terbentuk dari distribusi Gumbel 
adalah heteroskedastisitas dan metode kuadrat terkecil biasa tidak dapat digunakan. 
Untuk memaksimalkan efisiensi estimasi parameter, digunakan metode kuadrat terkecil 
terboboti dengan memberikan jumlah bobot yang tepat pada tiap titik data. 
Pada tulisan ini, parameter distribusi Gumbel akan diestimasi dengan 
menggunakan metode kuadrat terkecil terboboti dengan menurunkan pendekatan bobot 
untuk variansi sampel yang besar dari sebuah fungsi dari statistik terurut untuk 
menstabilkan variansi dan diaplikasikan pada data curah hujan tahunan. Fungsi Distribusi 
Kumulatif (FDK) nantinya  diestimasi menggunakan  estimator mean rank. 
 
2. Tinjauan Pustaka 
2.1 Distribusi Gumbel 
Distribusi Gumbel adalah suatu rumusan distribusi statistik. Distribusi Gumbel 
termasuk jenis distribusi nilai ekstrim. Fungsi distribusi kumulatif (FDK) dan fungsi 
kepadatan peluang (fkp) dari distribusi Gumbel adalah : 
𝐹 𝑥 = exp  −exp  −
 𝑥−𝛼 
𝛽




exp   −
 𝑥−𝛼 
𝛽
 − exp  −
 𝑥−𝛼 
𝛽
  , −∞ ≤ 𝑥 ≤ ∞,𝛽 > 0         (2) 
dimana : 
𝐹(𝑥) = FDK dari distribusi Gumbel 
𝑓 𝑥 = fkp dari distribusi Gumbel 
     𝛼 =  parameter lokasi 
     𝛽 =  parameter skala 






2.2 Regresi Linier Sederhana 
Menurut Sembiring (1995), model regresi adalah model yang memberikan 
gambaran mengenai hubungan antara variabel bebas X dan variabel tidak bebas Y  yang 
dipengaruhi oleh beberapa parameter regresi yang belum diketahui nilainya. Jika analisis 
regresi dilakukan untuk satu variabel bebas dengan satu variabel tidak bebas, maka 
regresi ini dinamakan regresi linear sederhana dengan model sebagai berikut : 
 𝑌𝑖 = 𝜃0 + 𝜃1𝑋𝑖 + 𝑒𝑖 , 𝑖 = 1, 2,… ,𝑛             (3) 
dimana : 
𝑌         =  variabel tidak bebas 
𝜃0 ,𝜃1  =  koefisien regresi 
𝑋    =  variabel bebas 
𝑒𝑖   = error dengan asumsi 𝑒𝑖  berdistribusi normal dengan rata-rata 0, 
variansi 𝜎2, dan saling independen (Kusuma, 2007). 
Model regresi linear sederhana dalam notasi matriks sebagai berikut : 
𝒀 = 𝑿𝜽 + 𝒆.      
2.3 Metode Kuadrat Terkecil Biasa 
Konsep dari metode kuadrat terkecil biasa adalah mengestimasi parameter 
regresi dengan memininumkan jumlah kuadrat error. Untuk memperoleh estimator pada 
persamaan (3) maka dilakukan dengan metode kuadrat terkecil biasa, yaitu : 
SSR =  𝑒𝑖
2𝑛
𝑖=1   
= 𝑒1
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2 + ⋯+ 𝑒𝑛
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= 𝒆𝑡𝒆  
=  𝒀 − 𝑿𝜽 𝑡 𝒀 − 𝑿𝜽 ,                      (4) 
dengan menurunkan persamaan (4) terhadap 𝜽  dan menyamakan hasil turunannya 
terhadap nol, maka diperoleh estimasi untuk 𝜽: 
𝜽 =  𝑿𝒕𝑿 −1𝑿𝒕𝒀                    (5) 
(Abdul Aziz, 2007). 
2.4 Metode Kuadrat Terkecil Terboboti 
Salah satu asumsi yang harus dipenuhi agar model bersifat BLUE (Best Linear 
Unbiased Estimator) adalah harus terdapat variansi yang sama dari setiap error-nya atau 
homoskedastisitas, dengan kata lain var(𝑒𝑖) = 𝜎
2 . Apabila asumsi ini tidak terpenuhi 
maka yang terjadi adalah sebaliknya, yakni heteroskedastisitas. Heteroskedastisitas 
berarti variansi error berbeda dari suatu observasi ke observasi lainnya (Firdaus, 2004). 
Menurut Nachrowi dan Hardius (2006 alternatif model estimasi yang baik 
untuk berhadapan dengan heteroskedastisitas adalah metode kuadrat terkecil terboboti, 
karena disamping kuadrat terkecil terboboti memiliki kemampuan untuk menetralisir 
akibat dari pelanggaran asumsi heteroskedastisitas, kuadrat terkecil terboboti juga tidak 
kehilangan sifat ketakbiasan dan konsistensi dari model estimasi kuadrat terkecil 
terboboti. 
Misalkan model yang digunakan adalah model pada persamaan (3), yaitu 
𝒀 = 𝑿𝜽 + 𝒆 , dengan asumsi E 𝒆 = 𝟎  dan var 𝒆 = E 𝒆𝒆𝒕 = 𝑽𝜎2  dimana 𝑽  adalah 
matriks definit positif berukuran 𝑛 × 𝑛 yang diketahui.  
Jika 𝑽 adalah matriks definit positif  maka terdapat suatu matriks simetris P  
berukuran 𝑛 × 𝑛  yang nonsingular sedemikian sehingga 𝑷𝒕𝑷 = 𝑽−1  dan 𝑷𝑽𝑷𝒕 = 𝑰 







 Misalkan bahwa 𝒇 = 𝑷𝒆 sehingga E 𝒇 = 𝟎 dan  var 𝒇 = E(𝒇𝒇𝒕) = 𝑰𝜎2. Jika 
persamaan 𝒀 = 𝑿𝜽 + 𝒆 digandakan dengan 𝑷, maka akan diperoleh sebuah model baru 
sebagai berikut : 
𝑷𝒀 = 𝑷𝑿𝜽 + 𝑷𝒆  
atau 
𝒁 = 𝑸𝜽 + 𝒇,                             (6) 
dengan 𝒁 = 𝑷𝒀,𝑸 = 𝑷𝑿 dan 𝒇 = 𝑷𝒆.    
 (Drapper and Smith, 1992). 
Peminimalan 𝒇𝒇𝒕 terhadap 𝜽 dengan cara sama pada metode kuadrat terkecil 
biasa untuk 𝜽 pada model yang telah ditransformasikan adalah : 
𝜽 =  𝑸𝒕𝑸 −𝟏𝑸𝒕𝒁  
=  𝑿𝒕𝑽−𝟏𝑿 
−𝟏
𝑿𝒕𝑽−𝟏𝒀.                          (7) 
2.5 Statistik Terurut 
Definisi 1 (Hogg dan Craig, 1995) 
Misalkan 𝑋1 ,  𝑋2 , . . . ,  𝑋𝑛  merupakan sebuah sampel acak berukuran n dari 
sebuah distribusi kontinu yang mempunyai fkp 𝑓(𝑥) positif, untuk 𝑎 < 𝑥 < 𝑏. Jika 𝑋(1) 
adalah nilai terkecil dari (𝑋1 ,  𝑋2 ,… ,  𝑋𝑛) , 𝑋(2)  adalah nilai terkecil kedua dari 
(𝑋1 ,  𝑋2 , . . . ,  𝑋𝑛),..., 𝑋(𝑛) adalah nilai terbesar dari (𝑋1 ,  𝑋2 , . . . ,  𝑋𝑛). Maka akan berlaku 
hubungan sebagai berikut:  
𝑋(1) < 𝑋(2) < . . . < 𝑋(𝑛).  
Dalam hal ini, 𝑋(𝑖), 𝑖 =  1,2, . . . ,𝑛  dinamakan statistik terurut ke-i dari sampel acak 
𝑋1 ,  𝑋2 ,  𝑋3 , . . . ,  𝑋𝑛 . 
Teorema 1 (Casella dan Beger, 1990) 
Misalkan 𝑋1 ,  𝑋2 ,  𝑋3 , . . . ,  𝑋𝑛  merupakan sebuah sampel acak berukuran n dari sebuah 
distribusi populasi kontinu yang mempunyai fungsi kepadatan peluang 𝑓(𝑥) dan fungsi 
distribusi kumulatif 𝐹 𝑥 .  Maka, fungsi kepadatan peluang dari statistik terurut ke-i 
diberikan oleh : 
 𝑔𝑖 𝑥 𝑖  =  
𝑛 !
 𝑖−1 ! 𝑛−𝑖 !
𝑓 𝑥 𝑖   𝐹 𝑥 𝑖   
𝑖−1
 1 − 𝐹 𝑥 𝑖   
𝑛−𝑖
,        
𝑎 < 𝑥 𝑖 < 𝑏              
= 0, lainnya.               (8) 
2.6 Pendekatan Bobot untuk Variansi Sampel yang Besar 
Bobot untuk regresi adalah invers dari variansi yang mendekati fungsi Λ skalar 
dari statistik terurut. Hal ini diasumsikan bahwa turunan dari Λ kontinu pada nilai 
harapan dari statistik terurut. 
Misalkan 𝑋1 ,… ,𝑋𝑛  menunjukkan suatu sampel berukuran n dari distribusi F 
dengan statistik terurut 𝑋(1) ≤ ⋯ ≤ 𝑋(𝑛)  yang bersesuaian. Ekspresi kuadrat terkecil 
terboboti dengan memperhatikan parameter untuk meminimalkan  𝑤𝑖
𝑛
𝑖=1 [E 𝚲(𝑥(𝑖) ) −
𝚲(𝑥(𝑖))]
2 , dimana bobot untuk kuadrat error 𝑒𝑖
2 = [𝚲(𝑋𝑖) − 𝚲(𝑥(𝑖))]
2  ke-i adalah 
𝑤𝑖 = 1/var 𝚲(𝑥(𝑖) , 𝑖 = 1,… ,𝑛. Fungsi Λ tidak perlu menjadi fungsi linear dari statistik 
terurut. 
Statistik 𝐹 𝑥 𝑖  ,… ,𝐹 𝑥 𝑛   adalah distribusi beta dengan  
𝐹 𝑥 𝑖  ~𝐵𝑒𝑡𝑎 𝑖,𝑛 − 𝑖 + 1 ,  dimana : 




















. Secara asimtotik diperoleh 
 𝑛[𝑥(𝑖) − 𝑋𝑖]
𝑑
 𝑍,  dimana 𝑍~𝑁(0,𝜎𝑖




, 𝑖 = 1,… , 𝑛  dan 
𝐹′ 𝑚𝑖 = 𝑓 𝑚𝑖  ada (Dasgupta, 2008). 
Metode delta dapat diterapkan untuk mendapatkan perkiraan variansi skalar 
fungsi bernilai Λ dari statistik terurut, di mana diasumsikan bahwa turunan pertama dari 
Λ adalah kontinu pada 𝑋𝑖  dan 𝚲
′(𝑋𝑖) ≠ 0. Selanjutnya, 






 , 𝑖 = 1,… ,𝑛   
sehingga dapat disimpulkan bahwa 
var(𝚲(𝑥 𝑖 )) ≈








.       
Selanjutnya jika 𝚲(𝑥(𝑖)) dalam bentuk 𝚲(𝑥(𝑖)) = 𝚲(𝐹(𝑥(𝑖))) dapat dilihat bahwa 






















          (10) 
(Zyl dan Schall, 2011). 
 
2.7 Metode Regresi Rank Kuadrat Terkecil Terboboti 
 Metode kuadrat terkecil yang didasarkan pada hubungan antara fungsi 
distribusi kumulatif empiris dan statistik terurut sebagai variabel bebas disebut juga 
regresi rank, dapat digunakan untuk mengestimasi parameter dari distribusi (Zyl dan 
Schall, 2011). 
Metode ini dilakukan dengan mentransformasi fungsi distribusi kumulatif 
(FDK) dari suatu distribusi ke dalam bentuk linear. Selanjutnya dibentuk model regresi 
rank yang berkaitan dengan statistik terurut.  
Estimasi parameter dari suatu distribusi diperoleh dengan menerapkan metode 
kuadrat terkecil terboboti pada persamaan (7) dengan bobot adalah invers dari variansi 
fungsi statistik terurut. 
 
3. Hasil dan Pembahasan 
3.1 Estimasi Parameter Distribusi Gumbel menggunakan Metode 
Regresi Rank Kuadrat Terkecil Terboboti 
3.1.1 Transformasi Logaritma Fungsi Distribusi Kumulatif Distribusi 
Gumbel 
Fungsi distribusi kumulatif Gumbel merupakan fungsi non-linear yang akan 
ditransformasi ke fungsi linear dengan menggunakan transformasi logaritma yaitu : 
𝐹 𝑥 = exp  − exp  −
 𝑥−𝛼 
𝛽




.                (11) 
3.1.2 Model Regresi Rank 
 Misalkan 𝑥1 ,𝑥2 ,… , 𝑥𝑛  adalah sampel acak berukuran n dengan statistik terurut 
𝑥(1),𝑥(2), … , 𝑥(𝑛)  dengan asumsi bahwa sampel berdistribusi Gumbel dua parameter 
dengan parameter α dan β tidak diketahui, dimana 𝛼  dan 𝛽  menyatakan estimator dari α 
dan β. 
Untuk sampel berukuran n dari distribusi Gumbel dengan statistik terurut 












                               (12) 
dimana 𝑖 = 1, 2,… ,𝑛 adalah nomor urut ke-i dan 𝐹  𝑥(𝑖)  adalah estimator nonparametrik 




Dari persamaan (12) dapat ditentukan model regesi sebagai berikut : 






+ 𝑒𝑖 .                       (13) 
Misalkan bahwa  
𝑌𝑖 = − log(−log𝐹 (𝑥 𝑖 ))   









sehingga persamaan (13) dapat ditulis sebagai berikut : 
𝑌𝑖 = 𝜃0 + 𝜃1𝑋𝑖 + 𝑒𝑖 .                
3.1.3 Estimasi Parameter 
Menurut Zyl dan Schall (2011), statistik urut 𝑥(1) ≤ ⋯ ≤ 𝑥(𝑛) tidak memiliki 
variansi konstan, sehingga model regresi yang terbentuk dari distribusi Gumbel pada 
persamaan (13) adalah heteroskedastisitas dan metode kuadrat terkecil tidak dapat 
digunakan melainkan perlu dilakukan tindakan perbaikan.  
Metode yang digunakan untuk mengestimasi parameter distribusi Gumbel 
adalah metode regresi rank kuadrat terkecil terboboti.  
3.1.3.1 Penentuan Nilai Pembobot 𝒘𝒊 
Misalkan 𝑥1 ,… , 𝑥𝑛  menunjukkan suatu sampel berukuran n dari distribusi 
𝐹 𝑥 = 𝐹(𝑥;𝛼,𝛽)  dimana 𝛼 dan  𝛽  adalah parameter yang tidak diketahui dengan 
statistik terurut 𝑥(1) ≤ ⋯ ≤ 𝑥(𝑛)  yang bersesuaian. Metode kuadrat terkecil terboboti 
digunakan untuk mengestimasi parameter dengan cara meminimalkan 
 𝑤𝑖
𝑛
𝑖=1 [𝚲(𝐹 (𝑥 𝑖 )) − 𝚲(𝐹(𝑥 𝑖 ))]
2 , dimana bobot untuk kuadrat error 𝑒𝑖
2 =
[𝚲(𝐹 (𝑥 𝑖 )) − 𝚲(𝐹(𝑥 𝑖 ))]
2 ke-i adalah 𝑤𝑖 =
1
var  𝑒𝑖 
=
1
var  𝚲(𝐹(𝑥 𝑖 )) 
, 𝑖 = 1,… ,𝑛. 
Misalkan sebuah sampel berukuran n dari distribusi Gumbel dua parameter 
dengan parameter 𝑎 dan 𝛽. Pendekatan variansi dari  − log − log𝐹  𝑥 𝑖     adalah :  
var − log − log𝐹  𝑥 𝑖    ≈
𝑚 𝑖 1−𝑚 𝑖 
 𝑛+2 
 
𝑑 − log  − log 𝐹  𝑥 𝑖    
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𝑖
𝑛+1




2   
Sehingga diperoleh pembobot : 
𝑤𝑖 =
1
var  −log  − log 𝐹  𝑥 𝑖    
  
=
 𝑛+2  
𝑖
𝑛+1









 , 𝑖 = 1,2,… ,𝑛.                                  (14) 
3.1.3.2 Penentuan Nilai Estimasi Parameter α dan β dari Distribusi Gumbel 
Untuk mengestimasi parameter pada persamaan (13) yang bersifat 
heteroskedastisitas, digunakan metode kuadrat terkecil terboboti. Persamaan (13) dapat 
dibentuk ke  dalam model regresi linear sederhana, yaitu : 
𝑌𝑖 = 𝜃0 + 𝜃1𝑋𝑖 + 𝑒𝑖 .   
Model regresi linear sederhana dalam notasi matriks sebagai berikut : 






Untuk menentukan estimasi 𝜃0 dan 𝜃1  yang kemudian dinotasikan dengan 𝜃 0 
dan 𝜃 1, dilakukan dengan menerapkan persamaan (7) yaitu : 






𝑖=1  𝑤 𝑖𝑌𝑖
𝑛
𝑖=1 − 𝑤 𝑖𝑋𝑖
𝑛





𝑖=1  𝑤 𝑖𝑋𝑖
2𝑛






𝑖=1  𝑤 𝑖𝑋𝑖𝑌𝑖
𝑛
𝑖=1 − 𝑤 𝑖𝑋𝑖
𝑛





𝑖=1  𝑤 𝑖𝑋𝑖
2𝑛




 .               
Dengan mengganti nilai 𝑌𝑖 = − log  −log  𝐹  𝑥(𝑖)    dan 𝑋𝑖 = 𝑥(𝑖),  diperoleh  
𝜃 0 =  
 𝑤 𝑖𝑥(𝑖)
2𝑛
𝑖=1  𝑤 𝑖 − log  −log  𝐹  𝑥(𝑖)    
𝑛
𝑖=1 − 𝑤 𝑖𝑥(𝑖)
𝑛





𝑖=1  𝑤 𝑖𝑥(𝑖)
2𝑛
𝑖=1 −  𝑤 𝑖𝑥(𝑖)
𝑛
𝑖=1  
2   





𝑖=1  𝑤 𝑖𝑥 𝑖  − log  −log  𝐹  𝑥 𝑖     
𝑛
𝑖=1 − 𝑤 𝑖𝑥 𝑖 
𝑛





𝑖=1  𝑤 𝑖𝑥 𝑖 
2𝑛
𝑖=1 −  𝑤 𝑖𝑥 𝑖 
𝑛
𝑖=1  
2   
                        (16) 
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−𝛼 /𝛽 
1/𝛽 





𝑖=1  𝑤 𝑖𝑥 𝑖 
2𝑛






𝑖=1  𝑤 𝑖𝑥 𝑖  − log  −log  𝐹  𝑥 𝑖     
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3.2 Aplikasi pada Data 
Data yang digunakan dalam penelitian ini merupakan data sekunder berupa 
data curah hujan tahunan di Telangana, India Selatan dari tahun 1973 – 2010 yang 
diperoleh dari Indian Journal of Natural Sciences. 
Variabel yang digunakan dalam penelitian ini sebagai berikut : 
𝑋  : data curah hujan tahunan (mm) 
𝑌 : transformasi logaritma dari fungsi distribusi kumulatif distribusi Gumbel, 
dengan jumlah sampel 𝑛 = 38. 
3.2.1 Uji Kesesuaian Distribusi 
 Untuk menguji apakah data curah hujan tahunan di Telangana, India Selatan 
dari tahun 1973 – 2010 mengikuti distribusi Gumbel, digunakan uji Chi-square dengan 
hasil sebagai berikut : 
1. Hipotesis  
 H0 : data mengikuti distribusi Gumbel 
 H1 : data  tidak mengikuti distribusi Gumbel 
2. Tingkat signifikansi sebesar 5% = 0.05 
3. Kriteria keputusan  
 Tolak H0 jika 𝜒𝑕
2 (nilai statistik)> 𝜒𝛼∗,𝑑𝑓







 Hasil uji Chi-Square dengan software Easy Fit 5.5 







Tingkat signifikansi (𝛼∗) 0.2 0.1 0.05 0.02 0.01 
Nilai kritis  5.9886 7.7794 9.4877 11.668 13.227 
 Sumber : Hasil olah data, 2014. 
Berdasarkan output software Easy Fit 5.5 pada Tabel 1 diperoleh nilai kritis 
untuk tingkat signifikansi 𝛼∗ = 0.05 dan derajat kebebasan 𝑑𝑓 = 4 adalah 9.4877 dan 
nilai statistik adalah 0.06235. Karena nilai statistik (𝜒𝑕
2) < nilai kritis (𝜒𝛼∗,𝑑𝑓
2 )  yaitu 
0.06235 < 9.4877 , maka H0 diterima. Oleh karena itu, dapat disimpulkan bahwa data 
curah hujan tahunan di Telangana, India Selatan dari tahun 1973 – 2010 berdistribusi 
Gumbel.  
3.2.2 Pendeteksian Heteroskedastisitas 
Untuk mendeteksi adanya heteroskedastistas digunakan uji White. Untuk 
menunjukkan apakah data curah hujan tahunan di Telangana, India Selatan dari tahun 
1973 – 2010 mengalami gangguan heteroskedastisitas digunakan bantuan software SPSS 
17 dengan hasil sebagai berikut : 
1. Formulasi hipotesis 
 H0 : tidak terdapat masalah heteroskedastisitas dalam model. 
 H1 : terdapat masalah heteroskedastisitas dalam model. 
2. Tingkat signifikansi sebesar 5% = 0.05 
3. Kriteria pengujian 
 Tolak H0 jika 𝑛 × 𝑅2 > 𝜒𝛼∗,𝑑𝑓
2 , dimana 𝜒𝛼∗,𝑑𝑓
2  adalah tabel distribusi Chi-square pada 
tingkat signifikansi 𝛼∗ = 0.05 dan deraja kebebasan 𝑑𝑓 = 2. 
4. Kesimpulan 
  Hasil uji White dengan software SPSS 17. 
 




Model R R Square Adjusted R Square 




 .909 .904 .01242 
a. Predictors: (Constant), x2, X 
b. Dependent Variable: e2 
Sumber : Hasil olah data, 2014 
Output untuk uji heteroskedastisitas pada Tabel 2 memberikan hasil perkalian 
banyak observasi dengan koefisien determinasi sebagai berikut : 
𝑛𝑅2 = 38 ×  0.909  
= 34.542,  
dipihak lain didapatkan nilai 𝜒𝛼∗,𝑑𝑓
2  tabel dengan derajat kebebasan 𝑑𝑓 = 2  dengan 
tingkat kesalahan 𝛼∗ = 0.05 sebagai berikut : 
𝜒0.05,2
2 = 5.991 (dapat dilihat pada tabel distribusi Chi-Square) 
dan didapatkan perbandingan sebagai berikut : 
𝑛𝑅2  >  𝜒𝛼∗,𝑑𝑓
2 ,   
dengan demikian H0 ditolak dan dapat disimpulkan bahwa terdapat masalah 






3.2.3 Nilai Estimasi Parameter Distribusi Gumbel dengan Metode 
Kuadrat Terkecil Terboboti 
Dengan menggunakan persamaan (15) dan (16) diperoleh nilai  𝜃 0  dan 𝜃 1 
sebagai berikut : 
𝜃 0 = −1.197 dan 𝜃 1 = 0.00236, 
sehingga diperoleh nilai  𝛽 = 423.729 dan 𝛼 = 507.204. 
Dari hasil pengolahan data curah hujan tahunan di Telangana, India Selatan 
dari tahun (1973-2010) diperoleh nilai estimator parameter distribusi Gumbel adalah 




exp   −
 𝑥𝑖 − 507.204 
423.729
 − 𝑒𝑥𝑝  −
 𝑥𝑖 − 507.204 
423.729
  ,  
−∞ ≤ 𝑥 ≤ ∞  
dimana 𝑥𝑖  menyatakan data curah hujan tahunan tahun ke-i di Telangana, India Selatan. 
3.2.4 Plot Data Distribusi Gumbel 
 
Gambar 1 Grafik Data Curah Hujan Tahunan di Telangana, India Selatan 
Terhadap Peluang Gumbel 
Gambar 1 menunjukkan fungsi kepadatan peluang distribusi Gumbel pada data 
curah hujan tahunan di Telangana, India Selatan pada tahun 1973 – 2010 dengan nilai 
parameter lokasi dan skala masing - masing adalah 𝛼 = 507.204  dan 𝛽 = 423.729 . 
Parameter lokasi (𝛼 ) menunjukkan titik pemusatan data. Semakin besar nilai parameter 
lokasi, maka distribusi data akan bergeser ke kanan, begitu pula sebaliknya, semakin 
kecil nilai parameter lokasi, maka distribusi data akan bergeser ke kiri. Sedangkan, 
parameter skala (𝛽 ) menunjukkan sebaran dari distribusi data. Semakin besar nilai 
parameter skala, maka distribusi data akan semakin menyebar, begitu pula sebaliknya, 
semakin kecil nilai parameter skala, maka distribusi data semakin menyempit. 
4. Kesimpulan dan Saran 
4.1 Kesimpulan 
Dari hasil analisis yang telah dilakukan dan berdasarkan penjelasan yang telah 
diberikan, maka dapat diambil beberapa kesimpulan sebagai berikut: 
1. Hasil estimasi parameter distribusi Gumbel menggunakan metode regresi rank 
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2. Berdasarkan hasil estimasi pada data curah hujan tahunan di Telangan, India Selatan 




exp   −
 𝑥𝑖−507.204 
423.729
 − 𝑒𝑥𝑝  −
 𝑥𝑖−507.204 
423.729
  ,  −∞ ≤ 𝑥 ≤ ∞.  
Model tersebut menunjukkan bahwa nilai parameter lokasi sebesar 507,204 mm dan 
parameter skala sebesar 423,729 mm. 
4.2 Saran  
Penelitian lebih lanjut dapat menggunakan estimator median rank untuk 
penentuan distribusi kumulatifnya serta melakukan analisis perbandingan efisiensi 
relatif antara metode estimasi kuadrat terkecil terboboti dan metode maksimum 
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