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Abstract
We obtain a fermionic coset realization of the primaries of minimal
unitary models and show how their four-point functions may be calcu-
lated by the use of a reduction formula. We illustrate the construction
for the Ising model, where we obtain an explicit realization of the en-
ergy operator, Onsager fermions, as well as of the order and disorder
operators realizing the dual algebra, in terms of constrained Dirac
fermions. The four-point correlators of these operators are shown to
agree with those obtained by other methods.
∗On leave of absence from the Universidad Nacional de La Plata, Argentina
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1 Introduction
The study of two-dimensional Conformal Quantum Field Theory (CQFT) has
received much attention in the last ten years, following the pioneering work of
Belavin, Polyakov, and Zamolodchikov (BPZ) [1]. Interest in this subject has
been promoted by the relation of 2D-CQFT’s to two-dimensional statistical
systems near second-order phase transitions as well as in their relevance in
the study of classical solutions of string theories∗.
Based on the general approach developed in [1], Friedan, Qiu and Shenker
(FQS) have shown [3] that unitarity of the representation of the Virasoro
algebra (VA) restricts the possible values of the central charge c, and the
conformal dimensions h of the fields to the range c ≥ 0, h ≥ 0, with c and h
taking only the discrete values
c = 1− 6
(k + 2)(k + 3)
, k = 1, 2... (1.1)
h(k)p,q =
(p(k + 3)− q(k + 2))2 − 1
4(k + 2)(k + 3)
(1.2)
if 0 < c < 1. These values of c characterize the so-called “minimal unitary
models”. In particular, FQS have shown that for the first four values of c
in the series (1.1), c = 1
2
, 7
10
, 4
5
, 6
7
, the conformal dimensions given by (1.2)
coincide with the critical exponents of the Ising Model (IM), Tricritical-IM,
3-state Potts Model and Tricritcal Potts Model, respectively. About the same
time it has further been shown [4] that the critical points of RSOS models [5]
provide in fact particular realizations of all members in the discrete series.
The first attempt to obtain explicit Quantum Field theoretic realizations
of these models was made in ref. [6], where the coset construction was used to
obtain new representations of the Virasoro algebra (VA). In particular it was
shown that the coset G/H , with G = SU(2)k × SU(2)1 and H = SU(2)k+1,
provide realizations of the Virasoro algebra of minimal unitary models. The
possibility of an explicit realization of these coset models by gauging WZW
Lagrangians was also suggested.
Since then, the search for Lagrangian formulations of the coset construc-
tion have received much attention [8], [9], [7], [10].
In refs. [8], [9] it has been shown that the central charges of suitably
gauged WZW models coincide with the central charges of the GKO coset
models. The same conclusion has been reached from the study of gauged
fermionic models [7], [10]. In [9] it was further shown that the energy-
momentum tensor of the gauged WZW theory coincides with the one in
the GKO construction in the physical (BRST-invariant) subspace.
∗See ref. [2] for an extensive coverage and list of references.
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As far as the minimal unitary models are concerned, some specific primary
fields were constructed in the bosonic formulation by Gawedzki and Kupi-
ainen (GK) [8] and a general method for obtaining the other primaries has
been given. In the formulation of [8] the 4-point functions of these primaries
can be evaluated using a decoupled picture. A study of the full operator
content of both bosonic and fermionic gauged theories, including the relation
between their primary fields and the corresponding scaling fields in statistical
models is, however, lacking.
In the present paper we partially fill this gap and show how to realize some
of the primary fields, in the unitary minimal models in the framework of the
fermionic coset construction [7], [10]. By representing the partition function
of the fermionic coset formulation as a product of “decoupled” sectors, we
show that the primary fields are given by BRST-invariant composites of the
decoupled fields. We furthermore show how to obtain the correlators of the
primaries in this picture.
In the particular case of k = 1, c = 1
2
(corresponding to the IM) our
fermionic construction goes beyond the bosonic one of GK as we give a field-
theoretic realization of all operators (energy-, order-, disorder-operators and
Majorana fermions) of the critical Ising model, as well as of the correspond-
ing order-disorder algebra, in terms of BRST-invariant local composites of
decoupled fields involving massless bosons and Dirac fermions. We further
show that all (mixed and unmixed) 4-point correlation functions agree with
the expected results.
The paper is organized as follows:
In section 2 we present the partition function for the GKO coset (SU(2)k×
SU(2)1)/SU(2)k+1 in the fermionic coset formulation, and show that it can
be written as the product of the partition functions of free Dirac fermions,
negative level WZW fields and ghosts.
The computation of the four-point function of primaries in the “decoupled
picture” requires the evaluation of four-point correlators of negative level
SU(n)-WZW fields in arbitrary representations. For positive level SU(n)-
WZW fields in the fundamental representation the general solution has been
given by Knizhnik and Zamolodchikov (KZ) [11]. The computation of higher-
spin 4-point correlators has, however, been restricted to SU(2) WZW fields
[12]. Making use of the equivalence between the SU(n)N WZW theory and
the fermionic coset U(nN)/(SU(N)n × U(1)) [13], we derive in section 3 a
“reduction formula” allowing one to calculate the correlators of primaries in
terms of WZW correlators belonging to SU(2).
In section 4 we then specialize to the case of k = 1, which is expected to
be equivalent to the critical two-dimensional Ising model [14]. We begin by
identifying the primary fields corresponding to the energy and spin operators
and show that their respective 4-point functions agree with known results
[15], [16], [1]. We next identify the disorder operator by requiring the usual
3
order-disorder algebra and show that the 4-point function involving both
order and disorder operators again agrees with known results [1]. A brief
summary of these results has been reported recently [17]. The computations
of the correlators are significantly simplified by the use of the reduction
formula derived in section 3. We conclude this section by identifying the
Onsager [18] (Majorana) fermions.
In section 5 we discuss how the above construction of the primaries may
be generalized to the whole FQS series, and conclude in section 6.
2 Fermionic Coset Realization of the Mini-
mal Unitary Series
As was proposed in ref. [19], the fermionic realization of the G/H coset
model can be obtained from a free fermion Lagrangian with symmetry G
(G = U(N), O(N), ..) by freezing the degrees of freedom associated with the
subgroup H , imposing the conditions
J (H)µ |phys >= 0 (2.1)
where J (H)µ are the conserved currents associated with the group H . In the
path integral formalism (2.1) is implemented by gauging the H-symmetry of
the fermionic Lagrangian.
As mentioned in the introduction, the minimal unitary series can be rep-
resented by the coset models
G/H =
SU(2)k × SU(2)1
SU(2)k+1
(2.2)
One obtains a fermionic representation of a model with symmetry group
SU(2)k×SU(2)1 in terms of cosets, by making use of the general equivalence
[13]
SU(N)k=ˆ
U(Nk)
SU(k)N × U(1) (2.3)
where the l.h.s. stands for the realization of a SU(N) WZW -model of level
k, and the r.h.s. is realized by a theory of N × k free Dirac fermions ψiα(i =
1, ...N and α = 1, ..., k), with the SU(k) currents ψ†iαγµT
a
αβψ
iβ, (T a, a =
1, ..., k2 − 1 the SU(k) generators) and the U(1) currents ψ†iαγµψiα freezed
by gauging the respective symmetry groups. In this way one obtains a coset
representation of the numerator of (2.2), and one is led to make the identifi-
cation
SU(2)k × SU(2)1
SU(2)k+1
=
U(2k)
SU(k)2×U(1)
× U(2)
U(1)
SU(2)k+1
(2.4)
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where the group SU(2)k+1 is moded out by further freezing the currents
ψ†iαγµt
a
ijψ
jα + χ†iαγµt
a
ijχ
j , (with ta the SU(2) generators), which satisfy a
Kac-Moody algebra of level k + 1. The identification (2.4) receives support
from the equality of central charges as well as from the current correlation
functions in the corresponding Lagrangian formulation [8], [10].
According to the above prescriptions, the Lagrangian realizing the r.h.s.
of (2.4) is given by
L(k) = 1√
2π
ψ†iα
(
(/∂ + i/a)δijδαβ + i/B
aT aαβδij + i/A
ataijδαβ
)
ψjβ +
+
1√
2π
χ†iα
(
(/∂ + i/b)δij + i/A
ataij
)
χj (2.5)
where i, j = 1, 2; α, β = 1, 2, ..., k, and the gauge fields act as Lagrange
multipliers implementing the conditions (2.1).
In order to arrive at a “decoupled” description, we change variables by
writing
a = i(∂¯ha)h
−1
a , a¯ = i(∂h¯a)h¯
−1
a
b = i(∂¯hb)h
−1
b , b¯ = i(∂h¯b)h¯
−1
b
A = i(∂¯gA)g
−1
A , A¯ = i(∂g¯A)g¯
−1
A
B = i(∂¯gB)g
−1
B , B¯ = i(∂g¯B)g¯
−1
B
ψ1 = hagAgBψ
(0)
1 , ψ
†
2 = ψ
(0)†
2 (hagAgB)
−1
ψ2 = h¯ag¯Ag¯Bψ
(0)
2 , ψ
†
1 = ψ
(0)†
1 (h¯ag¯Ag¯B)
−1
χ1 = hbgAχ
(0)
1 , χ
†
2 = χ
(0)†
2 (hbgA)
−1
χ2 = h¯bg¯Aχ
(0)
2 , χ
†
1 = χ
(0)†
1 (h¯bg¯A)
−1 (2.6)
where Aµ = A
a
µt
a and Bµ = B
a
µT
a. Under the gauge transformations Wµ →
GWµG
−1 +G∂µG
−1, with Wµ standing for Aµ, Bµ, aµ and bµ, the products
g˜I = g
−1
I g¯I , I = A,B; h˜i = h
−1
i h¯i, i = a, b (2.7)
remain invariant. Parametrizing h˜i by
h˜i = e
−2φi (2.8)
taking due account of the Jacobians of the respective transformations [21],
[22] (see also [10]), and factoring out the infinite gauge volume Ω =
∫ DgADgB
DhaDhb one arrives at the following decoupled form for the partition function
associated with the Lagrangian (2.5):
ZSU(2)k×SU(2)1
SU(2)k+1
= ZFZBZWZWZgh (2.9)
where
5
ZF =
∫
Dψ(0)Dψ(0)†Dχ(0)Dχ(0)† exp
(
−1
π
∫
(ψ
(0)†
2 ∂¯ψ1 + ψ
(0)†
1 ∂ψ
(0)
2 )
)
·
· exp
(
−1
π
∫
(χ
(0)†
2 ∂¯χ
(0)
1 + χ
(0)†
1 ∂χ
(0)
2 )
)
(2.10)
ZB =
∫
DφaDφb exp
(
k
π
∫
φa∆φa
)
exp
(
1
π
∫
φb∆φb
)
ZWZW =
∫
Dg˜ADg˜B exp((k + 5)W [g˜A]) exp((2k + 2)W [g˜B])
and where Zgh is the partition functions of SU(k), SU(2), U(1) and U(1)
decoupled ghost fields. The explicit form of the ghost partition function will
not be required at this time. W [g] is the WZW functional [20]
W [g] =
1
16π
∫
d2xtr(∂µg∂
µg−1) +
+
1
24π
∫
d3yεijktr(g
−1∂igg
−1∂jgg
−1∂kg). (2.11)
where the second integral is over the three-dimensional ball with space time
as boundary. The total central charge is obtained by adding the individual
contributions. The central charge associated with a WZW field of level K
is given by the well-known formula [11]
c =
K dimG
K + CV
(2.12)
where CV is the Casimir of the corresponding symmetry group G in the fun-
damental representation: fabcfa
′bc = CV δ
aa′ . Thus we have for the individual
contributions in ZWZW ,
c
(A)
WZW =
3(k + 5)
k + 3
, c
(B)
WZW =
2(k + 1)(k2 − 1)
k + 2
. (2.13)
Adding to these central charges the contributions cF = 2k + 2, cB = 2 and
cgh = −2k2 − 8, we obtain (1.1), thus giving support to the identification
(2.4).
Note that the WZW -sectors have negative levels −2(k+1) and −(k+5),
respectively, which taken by themselves would imply the presence of negative
norm states. Unitarity is, however, restored by taking into account the other
sectors. Although the different sectors appear decoupled on the level of the
partition function (2.9), they are in fact coupled via the BRST quantization
conditions, the observables of the theory being required to be BRST invariant
[9]. In terms of the variables of the gauged Lagrangian (2.5), this amounts to
considering only gauge invariant composites of these fields. In particular, the
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gauge invariant fermion fields can be constructed in terms of the exponential
of Schwinger line-integrals as follows,
ψˆiα(x) = e−i
∫∞
x
dzµaµ
(
Pe−i
∫∞
x
dzµAµ
)
ij
(
Pe−i
∫∞
x
dzµBµ
)
αβ
ψjβ(x)
χˆi(x) = e−i
∫∞
x
dzµbµ
(
Pe−i
∫∞
x
dzµAµ
)
ij
χj(x) (2.14)
where P denotes “path-ordering”.
In section 5 we shall show that some primaries of the FQS models with
conformal dimensions given by the Kac formula (1.2) can be constructed as
suitable normal ordered products of these fields. Furthermore, as we shall
demonstrate for the IM in section 4, the Schwinger line integrals in (2.14)
play an essential role in the realization of the order-disorder algebra.
3 Reduction Formulae
In section 4 we shall be concerned with the calculation of four-point functions
of gauge-invariant local fermion bilinears such as
Φ
(k)
2,2 = ψˆ
†iα
2 ψˆ
iα
2 + ψˆ
†iα
1 ψˆ
iα
1 = ψ
†iα
2 ψ
iα
2 + ψ
†iα
1 ψ
iα
1 (3.1)
In terms of the decoupled fields, expression (3.1) takes the form
Φ
(k)
2,2 = ψ
(0)†iα
2 g˜
ij
A g˜
αβ
B e
2φaψ
(0)jβ
2
+ψ
(0)†iα
1
(
g˜−1A
)ij (
g˜−1B
)αβ
e−2φaψ
(0)jβ
1 (3.2)
The fields are understood to be normal-ordered. Their conformal dimensions
are, respectively
hψα =
1
2
he2φ1 = he−2φ1 = −
1
4k
(3.3)
and [11]
hg˜A = hg˜−1
A
= − 3
4(k + 3)
hg˜B = hg˜−1
B
= − (k
2 − 1)
2k(k + 2)
(3.4)
Note that the conformal dimensions (3.4) correspond to WZW-fields g˜A and
g˜B in the fundamental representation of SU(2)−(k+5) and SU(k)−2(k+1), re-
spectively.
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The dimension of the composite Φ
(k)
2,2 is simply given in terms of the sum
of the individual contributions,
h
(k)
2,2 =
1
2
− 1
4k
− 3
4(k + 3)
− (k
2 − 1)
2k(k + 2)
=
3
4(k + 2)(k + 3)
(3.5)
with the same result for (antiholomorphic) dimension h¯
(k)
2,2. The result (3.5)
agrees with Kac’s formula (1.2) for p = q = 2. This suggests the identification
of Φ
(k)
2,2 with a primary field.
A typical contribution to the four-point function of Φ
(k)
2,2 is given by
< (ψ†2ψ2)(1)(ψ
†
1ψ1)(2)(ψ
†
1ψ1)(3)(ψ
†
2ψ2)(4) >= (3.6)
=
(µ2)
1
k
16
∣∣∣∣z12z13z24z34z14z23
∣∣∣∣
1
k
{
1
|z12z34|2GA(1, 2, 4, 3)GB(1, 2, 4, 3)
+
1
|z13z24|2GA(1, 3, 4, 2)GB(1, 3, 4, 2)
− 1
z12z34z¯13z¯24
GˆA(1, 3, 4, 2)GˆB(1, 3, 4, 2)
− 1
z13z24z¯12z¯34
GˆA(1, 2, 4, 3)GˆB(1, 2, 4, 3)
}
where zij = zi − zj, z¯ij = z¯i − z¯j , and
GA(1, 2, 3, 4) = < tr(g˜A(1)g˜
−1
A (2))tr(g˜A(3)g˜
−1
A (4)) > (3.7)
GˆA(1, 2, 3, 4) = < tr(g˜A(1)g˜
−1
A (2)g˜A(3)g˜
−1
A (4)) > (3.8)
with the corresponding definition for GB and GˆB in terms of g˜B. The kine-
matic factors within the curly brackets in (3.6) arise from the contractions
of the free fermions, as given by the two-point functions
< ψ
(0)i1
1 (1)ψ
(0)†i2
2 (2) > =
1
2
δi1i2
z12
< ψ
(0)j1
2 (1)ψ
(0)†j2
1 (2) > =
1
2
δj1j2
z¯12
. (3.9)
and the overall factor multiplying (3.6) arises from the four-point function of
the exponentials e±2φ1 upon using
< e−αφ1(1)eβφ1(2) > = |µz12|α
2
4k , α = β
= 0, α 6= β (3.10)
where µ is an arbitrary infrared regulator.
The functions (3.7) and (3.8) and the corresponding ones for g˜B may
directly be obtained from the work of ref. [11], by continuing the KZ result
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to the negative levels in question. Instead we shall make use of the duality
between SU(N)n and SU(n)−(N+2n) following from (2.3) [13] to obtain a
“reduction formula” which will prove very useful further on.
We begin by making the identifications
gij = µ−1ψ†jα1 ψ
iα
1 =
1
µ
ψ
(0)†jα
1 g˜αβe
−2φψ
(0)iβ
1
(g−1)ji = µ−1ψ†iα2 ψ
jα
2 =
1
µ
ψ
(0)†iβ
2 g˜
−1
βαe
2φψ
(0)jα
2 (3.11)
where now
< e−αφ(1)eαφ(2) >= |µz12| α
2
2nN . (3.12)
Comparison of the respective four-point functions then leads to a relation
between the four-point function of g ∈ SU(N)n and g˜ ∈ SU(n)−N−2n. With
the identification (3.11) we have
< g(1)g−1(2)g−1(3)g(4) >=
(
1
µ
)4
< e−2φ(1)e2φ(2)e2φ(3)e−2φ(4) > (3.13)
× < (ψ(0)†1 g˜ψ(0)1 )(1)(ψ(0)†2 g˜−1ψ(0)2 )(2)(ψ(0)†2 g˜−1ψ(0)2 )(3)(ψ(0)†1 g˜ψ(0)1 )(4) >
< g(1)g−1(2)g−1(3)g(4) >=
(
1
µ2
)2− 2
nN
∣∣∣∣z12z34z13z24z143z23
∣∣∣∣
2
nN × (3.14)
× 1
16
{ I1I¯1 1|z12z34|2 < tr(g˜(1)g˜
−1(2))tr(g˜−1(3)g˜(4)) >
+ I2I¯2
1
|z13z24|2 < tr(g˜(1)g˜
−1(3)tr(g˜−1(2)g˜(4)) >
− I1I¯2 1
z13z24z¯12z¯24
< tr(g˜(1)g˜−1(3)g˜(4)g˜−1(2)) >
− I2I¯1 1
z12z34z¯13z¯24
< tr(g˜(1)g˜(2)−1g˜(4)g˜(3)−1) >
}
where IA, I¯B stand for the SU(N) invariant tensors [11]
I1 = δ
i1i2δi3i4 , I¯1 = δ
j1j2δj3j4
I2 = δ
i1i3δi2i4 , I¯2 = δ
j1j3δj2j4. (3.15)
Following [11], we make the decomposition
< g(1)g−1(2)g−1(3)g(4) >= |z14z23|−4hg
∑
A,B
IAI¯BGAB(x, x¯), (3.16)
where
hg =
N2 − 1
2N(N + n)
, (3.17)
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and x, x¯ are given by
x =
z12z34
z14z32
, x¯ =
z¯12z¯34
z¯14z¯32
. (3.18)
The GAB(x, x¯) are the positive level WZW blocks which have been explicitly
calculated in ref. [11]
Comparison of both sides in eq. (3.10) then yields
< tr(g˜(1)g˜−1(2)) tr(g˜−1(4)g˜(3)) >= (3.19)
= 16|µ2z14z23|
2(n2−1)
n(N+n)
|x|2
|x(1− x)| 2
nN
G11(x, x¯)
< tr(g˜(1)g˜−1(2)g˜(4)g˜−1(3)) >=
= −16|µ2z14z23|
2(n2−1)
n(N+n)
x(1− x¯)
|x(1− x)| 2
nN
G21(x, x¯)
The remaining vacuum expectation values are obtained via the substitution
x → 1 − x. The fact that only two WZW blocks (G11 and G21) are needed
is a consequence of the bosonic character of the WZW field, which implies
G11(1− x) = G22(x), G12(1− x) = G21(x) (3.20)
As we shall see in the following section, relations (3.16) will prove very
useful. The real power of this reduction technique will, however, come into
play when considering the four-point function of other primaries, which, as
we shall see in section 5, require the calculation of four-point correlators of
WZW fields belonging to representations of SU(2)−(k+5) and SU(k)−2(k+1),
other than fundamental ones. This poses the problem that the four-point
correlator of SU(k)-WZW fields (k 6= 2) are only known for the fundamental
representation. Via the reduction technique described above one can relate
the correlator in a given representation of SU(k)−2(k+1) to a correlator in
the transposed representation of SU(2)k. Since the four-point correlators of
WZW fields have been calculated for any integrable (spin j, j = 0, 1, ..., k
2
)
representation SU(2)k, this allows one to calculate the four-point correlators
of g˜B in any representation. As for the corresponding correlators involving
g˜A belonging to SU(2)−(k+5), they may be obtained from known SU(2)k cor-
relators for positive level k, or from (3.16) in the case of k = 1 (Ising model).
In short, this means that the correlators of the primaries Φ(k)p,q in the fermionic
coset representation of minimal models can in principle be calculated for ar-
bitrary values of k in terms of SU(2)-WZW four-point functions, modulo
free-field correlators, in analogy with the bosonic coset case.
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4 Fermionic Coset Description of Ising Model
As is well known, the critical Ising model can be described by a continuum
field theory of massless, free Majorana fermions ψM and ψ¯M . [14], [23]. In
this description the energy density operator ǫ(x) is given by the local operator
product of two Majorana fields. While this representation has proven to be
useful, a corresponding local representation for the order (spin) operator σ(x)
and its dual, the disorder operator µ(x), is lacking.
In this section we use the ideas developed previously in order to construct
an explicit local representation of the operators ǫ(x), σ(x) and µ(x) as suit-
able products of gauged Dirac fermions, of conformal dimensions 1/2, 1/16,
and 1/16 respectively, in agreement with the critical exponents of the Ising
model. We also show that the corresponding four-point functions agree with
results obtained by other methods [15], [16], [1]. A corresponding realization
of the Majorana fermions is also given.
a) Energy and order operators
As was mentioned in the introduction, the critical Ising model corresponds
to a conformal field theory with central charge c = 1/2, that is, to k = 1
in the series (1.2). As seen from (1.2), the operators ε and σ can thus be
associated with the primary fields Φ
(1)
2,1 and Φ
(1)
2,2 of conformal dimension 1/2
and 1/16, respectively. In terms of our coset description, this leads us to
make the gauge invariant ansatz
Φ
(1)
2,1 = ε =
1
µ
[(
ψˆ†i2 χˆ
i
1 + χˆ
†i
2 ψˆ
i
1
) (
χˆ†i1 ψˆ
i
2 + ψˆ
†i
1 χˆ
i
2
)]
(4.1)
= −1
µ
(
ψ
(0)†
2 : g
−1
A gA : χ
(0)
1
) (
χ
(0)†
1 : g¯
−1
A g¯A : ψ
(0)
2
)
: e2φa :: e−2φb :
−1
µ
(
ψ
(0)†
2 : g
−1
A gA : χ
(0)
1
) (
ψ
(0)†
1 : g¯
−1
A g¯A : χ
(0)
2
)
: eϕa :: e−ϕ¯a :
: e−ϕb :: eϕ¯b :
+(ψ ↔ χ), ϕa ↔ ϕb, ϕ¯a ↔ ϕ¯b)
for the energy operator, and
Φ
(1)
2,2 = σ =
1
µ
(
ψˆ†iψˆi + χˆ†iχˆi
)
(4.2)
=
1
µ
(
ψ
(0)†
2 g˜Ae
2φaψ
(0)
2 + ψ
(0)†
1 e
−2φa g˜−1A ψ
(0)
1
)
+ (ψ → χ, φa,→ φb)
for the order operator, where µ is a parameter of dimension one, which
we choose to coincide with the infrared regulator in (3.9). Recalling (3.2),
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and noting that exp(±2φb) has dimension −1/4, one checks that the two
operators ε and σ have the correct conformal dimensions, once we make
the identifications : g−1A gA := 1 and : g¯
−1
A g¯A := 1 for the respective normal
ordered products.
For the fermionic coset formulation in question, one has two different
candidates for the Φ
(1)
2,2 primary field. The linear combination of bilinears in
ψ and χ in (4.2) is suggested by the known operator product expansion of
σ(x)σ(x + ε) [1, 24]. The specific form of ǫ, on the other hand, is suggested
by the usual identification of ǫ with the bilinear ψM ψ¯M of Majorana spinors
(see eqs. (4.28), (4.29)).
From (4.1) one sees that all the multipoint correlation functions of ε can
be calculated explicitly, once we set : g−1A gA :=: g¯
−1
A g¯A := 1. For the four-
point function a straight-forward calculation yields †,
〈ε(1)ε(2)ε(3)ε(4)〉 = 1|z12z34|2
|1− x+ x2|2
|1− x|2
=
∣∣∣Pf
(
1
zij
)∣∣∣2 (4.3)
which agrees with the result obtained in the Majorana formulation [14].
The evaluation of the four-point function of σ proceeds as in the case of
(3.4). It is convenient to introduce the notation
α : = ψ†i1 ψ
i
1, α
−1 := ψ†i2 ψ
i
2
α˜ : = χ†i1 χ
i
1, α˜
−1 := χ†i2 χ
i
2 (4.4)
Taking account of the selection rules contained in eqs. (3.6) and (3.7), we
are left with 16 terms which, because of Bose symmetry can each be reduced
to the form 〈α(1)α−1(2)α−1(3)α(4)〉, 〈α˜(1)α˜−1(2)α˜−1(3)α˜(4)〉 or
〈α(1)α−1(2)α˜−1(3)α˜(4)〉, by suitable relabeling of the arguments.
The correlator 〈α(1)α−1(2)α−1(3)α(4)〉 is given by (3.4) with k = 1 and
GB = GˆB = 1, corresponding to the absence of the B-field in (2.5). The
four-point functions GA and GˆA of the SU(2)−6 WZW field are conveniently
calculated from the reduction formulae (3.16), with N = n = 2. In that case
G11 and G21 are the WZW blocks of the SU(2)2 field [11]:
G11(x, x¯) =
|1− x|1/4
|x|3/4 [F1(x)F1(x¯) +
1
4
|x|F2(x)F2(x¯)]
G21(x, x¯) =
|1− x|1/4
|x|3/4
[
1
2
xF3(x)F1(x¯)− 1
2
|x|F1(x)F2(x¯)
]
. (4.5)
†Here Pf denotes the “Pfaffian”, defined in general by
Pf(Aij) =
∑
P (−1)PAi,j1 ...Ainjn , the sum being taken over all possible permutations P .
Henceforth we make use of the arbitrariness of the parameter µ, in order to normalize our
correlators appropriately.
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Here the Fi’s are the hypergeometric functions
F1(x) = F (
1
4
,−1
4
;
1
2
; x) =
1
2
(f1(x) + f2(x))
F2(x) = F (
1
4
,
3
4
;
3
2
; x) =
1√
x
(f1(x)− f2(x))
F3(x) = F (
5
4
,
3
4
;
3
2
; x) = − 1√
x(1 − x)
(f2(x)− f1(x))
F4(x) = F (
1
4
,
3
4
;
1
2
; x) =
1
2
1√
1− x(f1(x) + f2(x)) (4.6)
with
f1(x) =
√
1 +
√
x, f2(x) =
√
1−√x. (4.7)
Note that f1 and f2 are solutions of the second order differential equation
arising from the null-vector condition for a Φ
(1)
2,2 field [1].
From (4.5) and (3.16) with N = n = 2 we then obtain
GA(1, 2, 4, 3) = 8|µ2z14z23|3/4 |x||x(1− x)|1/4 (f1(x)f1(x¯) + f2(x)f2(x¯)) (4.8)
GˆA(1, 2, 4, 3) = −8|µ2z14z23|3/4
√
x(1 − x¯)
|x(1− x)|1/4 (f1(x)f2(x¯)− f2(x)f1(x¯)). (4.9)
Substitution of these results into (3.4) (with k = 1) then leads to
〈α(1)α−1(2)α−1(3)α(4)〉 = 1|µ2z14z23|1/4
1
|x(1− x)|1/4 (f1(x)f1(x¯)+f2(x)f2(x¯)).
(4.10)
It is remarkable that despite the appearance of two different combinations
of the fi’s in (4.5) the final result (4.7) can be written after a number of
manipulations in terms of the first one of the combinations.
The same result is evidently obtained for 〈α˜(1)α˜−1(2)α˜−1(3)α˜(4)〉. Note
that expression (4.7) has the remarkable property of being invariant under the
permutation of the arguments. Hence all unmixed correlators of the above
type are given by the r.h.s. of (4.7). This leaves us with the calculation
of the mixed correlator 〈α(1)α−1(2)α˜−1(3)α˜(4)〉. It is easy to see that this
correlator only involves the trace (3.7). Hence it involves the fi’s only in the
combination (4.8). In fact one finds
〈α(1)α−1(2)α˜−1(3)α˜(4)〉
〈α(1)α−1(2)α−1(3)α(4)〉 =
1
4
(4.11)
Adding all contributions we thus finally obtain for the four-point correlator
of the order operator
〈σ(1)σ(2)σ(3)σ(4)〉 = (4.12)
1
|µ2z14z23|1/4
1
|x(1− x)|1/4
(√
1 +
√
x
√
1 +
√
x+
√
1−√x
√
1−√x¯
)
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where normalization constants have been absorbed into the arbitrary mass
scale µ. This result agrees with the one obtained by [1] using general confor-
mal arguments.
b) Disorder operator and dual algebra
A complete characterization of the Ising model must also include the
disorder operator µ of dimension 1/16. This operator should satisfy the
equal-time dual algebra [23]
σ(1)µ(2) = eiπθ(x1−x2)µ(2)σ(1) (4.13)
where xi denotes the real part of zi. This leads us to make the following
ansatz in terms of the gauge-invariant fermion fields (2.14):
µ(x) = ψˆ†2χˆ2 + χˆ
†
1ψˆ1 + (ψ ↔ χ). (4.14)
The contribution of the non-abelian line integrals cancels as a consequence of
the underlying SU(2)-gauge invariance of the bilinears, as well as the absence
of singularities in 〈ψ(0)†2 χ (0)2 〉, etc. We are thus formally left with
µ(x) = ψ†2e
i
∫∞
x
dzµaµe−i
∫∞
x
dzµbµχ2 ++χ
†
1e
i
∫∞
x
dzµbµe−i
∫∞
x
dzµaµψ1
+ (ψ ↔ χ, aµ ↔ bµ). (4.15)
In terms of the decoupled fields (2.6) we thus obtain
µ(x) =
(
ψ
(0)†
2 g˜Aχ
(0)
2
)
eϕaeϕ¯b +
(
χ
(0)†
1 g˜
−1
A ψ
(0)
1
)
e−ϕae−ϕ¯b +
+(ψ ↔ χ, ϕa ↔ ϕb, ϕ¯↔ ϕ¯b) (4.16)
where (i = a, b)
ϕi = φi + i
∫ ∞
x
dzµεµν∂νφi,
ϕ¯i = φi − i
∫ ∞
x
dzµεµν∂νφi, (4.17)
are respectively the holomorphic and anti-holomorphic components of the
fields φi parametrizing aµ and bµ. Using the (euclidean) equal-time commu-
tator
[φi(x), ∂0φi(y)]ET = −π
2
δ(x1 − y1) (4.18)
we have from (4.17)
[ϕi(x1), ϕi(x2)]ET =
−iπ
2
ǫ(x1 − x2)
[ϕ¯i(x1), ϕ¯i(x2)]ET =
−iπ
2
ǫ(x1 − x2) (4.19)
14
[ϕi(x1), ϕ¯i(x2)]ET =
iπ
2
(4.20)
Making use of these commutation relations we obtain from (4.2) and (4.16)
the equal-time duality relation (4.13), as required.
The evaluation of the 4-point function of the µ-operator proceeds along
the same lines as in the case of the 4-point function of the order operator.
The result is again given by the r.h.s. of (4.12), as expected [15].
We next calculate the mixed 4-point correlation function < σ(1)µ(2)σ(3)µ
(4) >. To this end we introduce in addition to (4.4) the notation
β = ψˆ†1χˆ1 β
−1 = χˆ†2ψˆ2
β˜ = χˆ†1ψˆ1 β˜
−1 = ψˆ†2χˆ2 (4.21)
In the mixed case the evaluation is less straightforward than in the case
of the unmixed four-point functions, since the operators σ and µ no longer
commute.
The fermionic selection rules lead us to consider the evaluation of 24 terms
of the type < α(1)β(2)α−1(3)β−1(4) >,< α(1)α−1(2)β˜(3)β˜−1(4) >,
< α(1)β−1(2)α˜(3)β˜−1(4) >, < α−1(1)α˜−1(2)β(3)β˜(4) >, as well as those
resulting from the permutation of the arguments, and the exchange γ ↔ γ˜,
where γ stands generically for the operators (4.4) and (4.21). This number
can be reduced by noting that two correlators related by the interchange
γ ↔ γ˜ are equal. We outline the calculation for the case of two typical
terms.
i) Consider < α(1)β(2)α−1(3)β−1(4) >. From (2.6) we have
< α(1)β(2)α−1(3)β−1(4) >=< e−(ϕa+ϕ¯a)(1)e−(ϕb+ϕ¯a)(2)e(ϕa+ϕ¯a)(3)e(ϕb+ϕ¯a)(4) >
(4.22)
× < (ψ(0)†1 g˜Aψ(0)1 (1)(ψ(0)†1 g˜Aχ(0)1 )(2)(ψ(0)†2 )g˜−1A ψ(0)2 )(3)(χ(0)†2 g˜−1A ψ(0)2 )(4) >
where normal ordering with respect to the free bosons and fermions is un-
derstood. Recalling (3.9) and (3.10) we find
〈α(1)β(2)α−1(3)β−1(4)〉 = µ2 e
iπ
4
η
16
(
z13z24z¯13z¯24z¯14z¯23
z¯12z¯34
)1/2
· (4.23)
·
(
1
z13z24z¯13z¯24
GA(1, 3, 2, 4)− 1
z13z24z¯14z¯23
GˆA(1, 3, 2, 4)
)
where the phase exp(iπη/4) arises from the commutation relations (4.20).
For the case in question η = 2; in general it takes the values ±2. Evaluation
of (4.23) shows that it reduces, after a number of manipulations‡ to the
‡In particular one makes use of sgn(Imx) 1
|µ2z14z23|1/4
1
|x(1−x)|1/4
(f1(x˙)f1(x¯) −
f2(x)f2(x¯)) =
i
|µ2z13z24|1/4
1
|y(1−y)|1/4
(f1(y)f2(y¯)−f2(y)f1(y¯)) where Imx stands for “imag-
inary part of x”, and y = x/(x− 1).
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remarkably simple result (y = x/(x− 1)),
< α(1)β(2)α−1(3)β−1(4) >=
i
|µ2z13z24|1/4
1
|y(1− y)|1/4 (f1(y)f2(y¯)−f2(y)f1(y¯))
(4.24)
this time involving another combination of the fi’s in accordance with the
expected analiticity properties of the result. (Compare with (4.8)). A nu-
merical factor has again been absorbed into the arbitrary parameter µ.
ii) We next consider < α(1)β−1(2)α˜(3)β˜−1(4) >. One has this time
< α(1)β−1(2)α˜(3)β˜−1(4) >
=< e−(ϕa(1)+ϕ¯a(1))e(ϕb(2)+ϕ¯a(2))(e−(ϕb(3)+ϕ¯b(3))e(ϕa(4)+ϕ¯b(4)) >
× <
(
ψ
(0)†
1 g˜Aψ
(0)
1
)
(1)
(
χ
(0)†
2 g˜
−1
A ψ
(0)
2
)
(2)
(
χ
(0)†
1 g˜Aχ
(0)
1
)
(3)
(
ψ
(0)†
2 g˜
−1
A χ
(0)
2
)
(4) >
=
1
16
e
iπη
4 (z14z23z¯12z¯34)
1/2 1
z14z23z¯12z¯34
GˆA(1, 4, 3, 2) (4.25)
The phase in this case corresponds to η = −2. Expression (4.25) is seen to
involve the fi’s only in the combination of (4.9). In fact one obtains
< α(1)β−1(2)α˜(3)β˜−1(4) >
< α(1)β(2)α−1(3)β−1(4) >
= −1 (4.26)
Explicit calculation shows that up to numerical factors, the same results
are obtained for the remaining terms contributing to the mixed correlator.
Absorbing again a normalization constant into the arbitrary scale parameter
µ, we finally have for the mixed correlator (y = x/(x− 1))
< σ(1)µ(2)σ(3)µ(4) >=
i
|µ2z14z23|1/4
1
|y(1− y)|1/4 (f1(y)f2(y¯)− f2(y)f1(y¯))
(4.27)
This result agrees with the one obtained by BPZ using general conformal
arguments§. [1]. This provides further support for our ansa¨tze (4.1), (4.2)
and (4.14).
c) Realization of Onsager fermions
To complete our discussion of the Ising model, we give a realization of the
Onsager fermions ψM (x) and ψ¯M(x) [18] in the fermionic coset framework.
We identify these fermions with the gauge-invariant composites
ψM = ψˆ
†
2χˆ1 + χˆ
†
2ψˆ1
=
1√
µ
(
ψ
(0)†
2 χ
(0)
1 : e
−ϕaeϕb + χ
(0)†
2 ψ
(0)
1 : e
−ϕaeϕb :
)
(4.28)
§There is a misprint in the relative sign of the result of BPZ (eq. (I.39) of [1]).
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and
ψ¯M = ψˆ
†
1χˆ2 + χˆ
†
1ψˆ2
=
1√
µ
(
ψ
(0)†
1 χ
(0)
2 : e
−ϕ¯aeϕ¯b : +χ
(0)†
1 ψ
(0)
2 : e
ϕ¯ae−ϕb :
)
(4.29)
of dimensions (1
2
, 0) and (0, 1
2
), respectively. This assignment agrees with
the usual representation of the energy operator (4.1) in terms of Majorana
fermions, ǫ = ψM ψ¯M [14]. Note that ψ
†
M = ψ¯M , as required.
5 Other statistical models in the minimal uni-
tary series
Our fermionic coset formulation is expected to allow for the realization of
all the primaries in the FQS series as products of the fundamental, gauge-
invariant fields (2.14). Let us illustrate this for the primaries Φ(k)p,p and Φ
(k)
p,p−1,
the conformal dimension of a general primary Φ(k)p,q being given by (1.2).
We take the bosonic representation in terms of gauged WZW fields [8] as
a guideline for our construction. In ref. [8] the primaries in the FQS series
are constructed in accordance with (2.2) in terms of SU(2) WZW fields g and
g′ of level k and 1, respectively, in a gauged WZW theory. This motivates
us to consider as basic building blocks the bilinears [13]
gˆij = : ψˆiα2 ψˆ
†jα
2 :, gˆ
′
ij
=: χˆi2χˆ
†j
2 :
(gˆ−1)ij = : ψˆiα1 ψˆ
†jα
1 :, (gˆ
′
−1
)ij =: χˆi1χˆ
†j
1 : (5.1)
Note that expressions (5.1) involve the gauge-invariant fields (2.14), so that
gˆij and (gˆ−1)ij should be identified with the gauge-invariant WZW fields of
the gauged WZW action referred to above.
According to ref. [8] we need to consider fields gˆj in the isospin j rep-
resentation of SU(2)k (j = 0,
1
2
, 1, ..k
2
). They can be constructed as the
symmetrized direct product of 2j fundamental fields (5.1):
gˆj =

: gˆ ⊗ ...⊗ gˆ :︸ ︷︷ ︸
2j times


S
(5.2)
where S stands for the symmetrization with respect to left and right indices
separately. We again restrict ourselves to the isospin zero sector. In this
sector we have for Φ(k)p,p
Φ(k)p,p = Tr(gˆj + gˆ
−1
j ) = Tr(gj + g
−1
j ) (5.3)
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where p = 2j + 1. The second equality in (5.3) is a result of the cancellation
of the Schwinger line integrals upon taking the trace. In the notation of (2.4)
the primary (5.3) is given by
Φ(k)p,p = g
(0)i1...ir,k1...kr
j .
(
g˜−1A
)k1...kr,i1...ir
j
+
(
g
(0)
j → g(0)−1j , g˜A → g˜−1A
)
(5.4)
where
g
(0)i1...ir,k1...kr
j = : e
2rφ1 :: ψ
(0)†k1γ1
2 ...ψ
(0)†kγαγ
2 :: ψ
(0)i1α1
2 ...ψ
(0)irαr
2 :
·[: g˜γ1α1B ...g˜γrαrB :]A
(g˜A)
k1..kr,i1...ir
j =
[
: g˜
kji1
A ...g˜
krir
A :
]
S
(5.5)
with r = 2j, and where the superscript “(0)” in the l.h.s. means that the
diagonal SU(2)k+1 gauge field has been decoupled. The field g
(0)
j in (5.5)
is the fermionic coset representation of the SU(2)k WZW field in the j-
representation [13].
Due to the Pauli principle the direct product of g˜A’s and g˜B’s project into
the (2j + 1)-dimensional symmetric (S), antisymmetric (A) representation
of SU(2) and SU(k), respectively, with the corresponding Casimirs given by
[13]
C(S) = j(j + 1)
C(A) = (k + 2)
[
j − j
2
k
− j(j + 1)
k + 2
]
(5.6)
In terms of these Casimirs, we have for the conformal dimension of the cor-
responding products
h(g˜A)j = h¯(g˜A)j =
−j(j + 1)
k + 3
hA = h¯A = −C(A)
k + 2
= −
[
j − j
2
k
− j(j + 1)
k + 2
]
(5.7)
Adding to hA the contributions from the vertex operator (he2rφ1 = h¯e2rφ1 =
− j2
k
) and the free fermions, we obtain
hgj(0) =
j(j + 1)
k + 2
(5.8)
We thus obtain (p = 2j + 1)
h(k)p,p = hg(0)
j
+ h(g˜A)j =
j(j + 1)
(k + 2)(k + 3)
= h¯p,p (5.9)
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in agreement with the Kac formula (1.2). On the other hand, in terms of the
bilinears in χiα, eq. (5.2), the Pauli principle only allows us to construct the
primary
Φ
(k)
k+1,k+1 = Tr(gˆ
′ + gˆ′
−1
)
= Tr
(
g′
(0)
1
2
g˜A + g
′(0)−1
1
2
g˜−1A
)
(5.10)
where
g′
(0)ij
1
2
=: e2φ2χ
(0)i
2 χ
(0)†j
2 :
with dimension (see eq. (3.2))
h
(k)
k+1,k+1 = h¯
(k)
k+1,k+1 =
k
4(k + 3)
, (5.11)
again in agreement with Kac’s formula. Note that the primary (5.10) has
the same dimension as the primary (5.4) for the maximum value of j, j = k
2
.
Note also that for k = 1, these primaries are just the components making up
the order operator (4.1) in the Ising model.
Following again ref. [8], we take for Φ
(k)
p,p−1,
Φ
(k)
p,p−1 = Tr
{
gˆj(gˆ
′ ⊗ 1lj− 1
2
)−1 + (gˆ′ ⊗ 1lj− 1
2
)gˆ−1j
}
, (5.12)
where, in terms of the bilinears (5.1),
Tr
{
gˆj
(
gˆ′ ⊗ 1lj− 1
2
)−1}
={[(
ψˆ†2ψˆ2
)i1j1
. . .
(
ψˆ†2ψˆ2
)irjr]
S
(
χˆ†j11 χˆ
i1
1 δ
j2i2 . . . δjrir
)}
, (5.13)
where S again denotes symmetrization with respect to the indices {il} and
{jl}, separately. Expressing the fermionic fields in terms of the decoupled
variables (2.6), one finds,
Φ
(k)
p,p−1 = : e
2rφ1 :: e−2φ2 :: ψ
(0)†k1β1
2 . . . ψ
(0)†jrβr
2 :
· : ψ(0)j1α12 . . . ψ(0)jrαr2 :
[
: g˜β1α1B . . . g˜
βrαr
B :
]
A
·
[
g˜k2i2A . . . g˜
krir
A
]
S
: χ
(0)†j1
1 χ
(0)k1
1 : δ
j2i2 . . . δjrir . (5.14)
Note that we are left with the symmetrization of only r − 1 fields gA. This
is a combined effect of the cancellation of the Schwinger line integrals and
the use of g1g
−1
1 = 1, g¯1g¯
−1
1 = 1 within the normal product. Using (3.3),
(3.4) and (5.7) one readily checks that the primary (5.12) has the conformal
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dimension (r = 2j)
h
(k)
p,p−1 = −
1
4
− r
2
4k
+
1
2
(r + 1)−
[
r
2
− r
2
4k
− r(r + 2)
4(k + 2)
]
− (r
2 − 1)
4(k + 3)
=
(r + k + 3)2 − 1
4(k + 2)(k + 3)
(5.15)
which is in agreement with Kac formula (1.2).
Other primaries
The primaries considered so far were constructed as local products of
chiral bilinears of the gauge-invariant fermion fields (2.14). The construction
of the remaining primaries will be carried out in the decoupled picture, where
the requirement of BRST invariance is more easily realized.
It follows from the Lagrangian (2.6) that we have the BRST charges
Q
(a)
U(1), Q
(b)
U(1), Q
(B)
SU(k) and Q
(A)
SU(2), associated with the gauge fields aµ, bµ, Bµ
and Aµ, respectively. Our construction will involve bilinears commuting with
the first three charges. Hence we need to consider only Q := Q
(A)
SU(2).
Following ref. [25], we have for the BRST charge Q,
Q =
∮
dz :
[
ηa(z)Ga(z) +
1
2
Cabcη
aηbPc
]
: (5.16)
where Ga(z) ≈ 0 are the first-class constraints associated with the diagonal
SU(2) gauge symmetry, Cabc are the structure constants of the corresponding
constraint algebra, {
Ga(z), Gb(w)
}
= CabcG
c(z)δ(z − w) (5.17)
and
{Pa, ηb} = −δab
(ηa)∗ = ηa, (Pa)∗ = −Pa (5.18)
In order to deduce the first-class constraints Ga ≈ 0 from the decoupled
partition function (2.9), we follow refs. [19], [9] by simultaneously gauging
the sectors corresponding to the free fermions (both ψ’s and χ’s), SU(2)−(k+5)
WZW field g˜A, and SU(2)-ghost fields with an external SU(2) gauge field
W aµ . In terms of the variables w and w¯ defined by
W = i(∂¯w)w−1, W¯ = i(∂w¯)w¯−1 (5.19)
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the dependence of the different sectors on the external gauge field factors are
as follows:∫
DψDψ†
∫
DχDχ†exp{− 1√
2π
∫
ψ†(/∂ + i/W )ψ}exp{− 1√
2π
∫
χ(/∂ + i/W )χ}
= ZF e
(k+1)W [w−1w]
∫
DηDP
∫
Dη¯DP¯e−
∫
PaD¯ab(w)ηbe−
∫
P¯aDab(w¯)η¯b
= e2CVW [w
−1w¯]
∫
DηDP
∫
Dη¯DP¯e−
∫
Pa∂¯ηae−
∫
P¯a∂η¯
∫
Dg˜Ae(k+5)W˜ [g˜A,w,w¯] = e−(k+5)W [w−1w¯]
∫
Dg˜Ae(k+5)W˜ [g˜A] (5.20)
where W˜ [g˜A, w] stands for the gauged WZW action
W˜ [g˜A, w, w¯] =W [w
−1g˜Aw¯]−W [w−1w¯] (5.21)
and use has been made of the invariance of the Haar measure. Note that for
the case in question CV = 2, so that the dependence of the corresponding
gauged partition function Z[w, w¯] on the external field is seen to cancel,
implying
in
Z[w]
δn Z[w]
δwa1(z1) . . . δwan(zn)
∣∣∣
w=0
= 〈Ja1(z1) . . . Jan(zn)〉 = 0 (5.22)
where
Ja(z) =
1
i
δ
δwa(z)
S[w, w¯]
∣∣∣
w=0
(5.23)
with S[w, w¯] the corresponding gauged action. We are thus led to make the
identification
Ga(z) = Ja(z) = jaψ(z) + j
a
χ(z) + j˜
a(z) + jagh(z) (5.24)
where
jaψ =
1√
2π
ψ
(0)†
2 t
aψ
(0)
1
jaχ =
1√
2π
χ
(0)†
2 t
aχ
(0)
1
j˜a(z) = −
(
k + 5
2
)
tr
(
tag˜A∂g˜
−1
A
)
jagh(z) = f
abcPbηc. (5.25)
Analogous relations apply to the antiholomorphic part.
21
Alternatively, the BRST charge (5.14) may also be obtained as the Noether
charge associated with the invariance of the effective action in the decoupled
picture [26, 27].
The primaries Φ(k)p,q are constructed subject to the requirement that they
commute with the BRST charge (5.16). For p− q ≥ 2 this construction will
also have to include the currents (5.25) as we shall see below. Our starting
point is the observation that
h
g
(0)
j
+ h(g˜A)ℓ +
(1− (−1)p−q)
2
h
g
′(0)
1
2
+N = h(k)p,q (5.26)
where j = (p− 1)/2 and ℓ = (q − 1)/2, and N is an integer given by
N =
1
4
[
(p− q)2 − (1− (−1)
p−q)
2
]
(5.27)
Eq. (5.26) tells us that we can obtain the primaries by taking Kac-Moody
descendants of level N , from composites φh of the fields g
(0)
j , (g˜A)ℓ and g
′(0)
1
2
(if p− q is odd), using the property
hJ−Nφh = h+N (5.28)
where
J a−Nφh(z) =
∮
ez
dζ
2πi
J a(ζ)φh(z)
(ζ − z)N (5.29)
with
J a = jaψ + αjaχ + βj˜a. (5.30)
The coefficients α and β are then fixed by the requirement of BRST invariance
of the primary (5.27).
We shall illustrate the procedure for the case p − q = 2, that is N = 1.
We restrict ourselves to the isospin-zero sector. Invariance under SU(2)L ×
SU(2)R leads one to consider
Φ
(k)
p,p−2 = tr : (J g(0)j J¯ (g˜−1A )j−1) : +c.c.
≡ : ǫi1ℓ1δi2ℓ2Jℓ1ℓ2(g(0)j )i1i2i3...i2j ,k1k2k3...k2j
·δk1n1ǫk2n2 J¯n1n2(g˜−1A )k3...k2j ,i3...i2jj−1 : (5.31)
where J = J ata. We now require
QΦ
(k)
p,p−2(w, w¯)|Ω〉 =
[
Q,Φ
(k)
p,p−2(w, w¯)
]
|Ω〉 = 0 (5.32)
where |Ω〉 denotes the ground state. This requires that the short-distance
expansion of Ja(z)Φ
(k)
p,p−2(w, w¯) be regular. However, because of the normal
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product appearing in (5.31), the computation of the commutator is more
easily done by expanding Q in terms of modes. From (5.29) we have
: J a(z)φh(z) := J a−1φh(z). (5.33)
With the mode expansion
ηa(z) =
∞∑
n=−∞
znηa−n, J
a(z) =
∞∑
n=−∞
znJ a−n (5.34)
we have from eq. (5.16), (5.25), (5.30) and (5.31),[
Q,Φ
(k)
p,p−2
]
|Ω〉 = ∑
n=0
ηa−n
[
Jan ,J b−1Φb
]
|Ω〉 = 0 (5.35)
where
Φb := tr
(
tbg
(0)
j J¯−1(g˜−1A )j−1
)
+ c.c. (5.36)
and use thas been made of ηa−n|Ω〉 = 0, for n < 0. Associativity, as well as
the commutation relations
[jan, j
b
m] = fabcj
c
n+m +
K
2
nδabδn,−m (5.37)
for the currents (5.25) with levelK = k, 1,−(k+5) and 2CV = 4, respectively,
gives[
Jan ,J b−1Φb
]
=
[
fabcJ cn−1 + nδabδn,1(k + α− β(k + 5))
]
Φb + J b−1
[
Jan ,Φ
b
]
.
(5.38)
Now, for n ≥ 0, [
JanΦ
b
]
|Ω〉 = δn0Ja0Φb|Ω〉 (5.39)
The r.h.s. of (5.39) is evaluated by recalling the explicit form of Φb as given
by (5.36). We have from (5.25) and (5.5)(
jaψ
)
0
g
(0)
j = −taj g(0)j
j˜a0 (g˜A)j−1 = −taj−1(g˜A)j−1 (5.40)
where taℓ are the SU(2) generators in the spin-ℓ representation,
taℓ =
1
(2ℓ)!
∑ta ⊗ 1l⊗ . . .⊗ 1l︸ ︷︷ ︸
2ℓ


S
(5.41)
with ta ≡ ta1/2, and 1l the 2 × 2 identity matrix; the sum in (5.41) runs over
all possible permutations of ta with the identity matrices.
Using (5.40) one has in the notation of (5.31),
Ja0Φ
b = −tr
(
tbtajg
(0)
j J¯ (g˜A)−1j−1
)
+ tr
(
tbg
(0)
j J¯ ((g˜A)−1j−1taj−1)
)
. (5.42)
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One finds, after some algebra
tr
(
tbtajg
(0)
j J¯ (g˜A)−1j−1
)
= fabcΦ
c + tr
(
tbg
(0)
j J¯
(
(g˜A)
−1
j−1t
a
j−1
))
(5.43)
Substituting (5.43) into (5.42) the contribution of the second term in (5.42)
cancels, leaving one with the expected result
Ja0Φ
b = −fbacΦc (5.44)
Making use of this result we see that the operator (5.38) will annihilate the
groundstate for all n, except n = 1. For n = 1 we are left to compute
fabcJ
c
0Φ
b|Ω〉.
Proceeding as in (5.42) and using (5.43), one evidently has
Ja0Φ
b = fabcΦ
c + (β − 1)tr
(
tbg
(0)
j J¯ ((g˜A)−1j−1taj−1)
)
(5.45)
Contracting (5.45) with fabc, then replacing fabct
b in the second term by
[tc, ta], and making use of
3∑
a=1
taijt
a
kℓ = −
1
2
(δiℓδjk − 1
2
δijδkℓ) (5.46)
one obtains the remarkable result
fabcJ c0Φb = [−cV + (β − 1)(j − 1)] Φa (5.47)
Combining everything one thus finds[
Q,Φ
(k)
p,p−2
]
|Ω〉 = (−cV + (β − 1)(j − 1) + (k + α− β(k + 5))) ηa−1Ψa|Ω〉
(5.48)
BRST invariance thus requires
α = β(j − k − 6) + cV + (j − 1)− k (5.49)
This sample construction can be generalized to other primary fields Φ(k)p,q along
the lines discussed following eq. (??).
For j = 1 (p = 3), expression (5.31) can be written in the compact form
[11] (recall (5.33)),
Φ
(k)
3,1 = J a−1J¯ a¯−1tr
(
: (g(0))−1tag(0)ta¯ :
)
(5.50)
where (see eq. (5.4))(
g(0)
)ij
:=
(
g
(0)
1/2
)ij
=: e2φ : ψ
(0)iα
2 ψ
(0)†jγ
2 g
γα
B (5.51)
and use has been made of
g
(0)
ij ǫik = −
(
g(0)
)−1
kj
ǫji (5.52)
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6 Conclusion
In this paper we have shown how to obtain a fermionic coset realization of
the primaries in the minimal unitary models. In particular we have been able
to obtain in this framework an operator realization of all the primaries in the
Ising model, corresponding to the energy, order and disorder operator, as well
as the Onsager fermions. The fermionic coset description played here a crucial
role in the realization of the order-disorder algebra. The four-point functions
of these primaries were explicitly computed and shown to coincide with those
obtained from the representation theory of the Virasoro algebra [1]. This
gave support to our identifications on operator level. In section 5 we then
generalized the construction of the primaries Φ
(1)
2,2,Φ
(1)
2,1 of the Ising model, to
the primaries Φ(k)p,q with arbitrary k and q = p, p− 1 and p− 2. We have also
indicated how the construction would proceed for general p − q > 2. In the
general case the evaluation of four-point functions will require the knowledge
of the four-point correlators of SU(k)−2(k+1) WZW fields. In section 3 we
have obtained a reduction formula reducing this problem to the computation
of the four-point function of SU(2)k WZW fields, which are known [12].
We expect our general construction to prove useful for obtaining a real-
ization of the order-disorder algebra of other critical statistical models. It
may also prove useful in the study of statistical models away from criticality.
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