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Abstract
We present two generalisations of Sigular Value Decomposition from
real-numbered matrices to dual-numbered matrices. We prove that ev-
ery dual matrix has both types of SVD. Both of our generalisations are
motivated by applications, either to geometry or to mechanics.
1 Introduction
In this paper, we consider two possible generalisations of Singular Value De-
composition to matrices over the ring of dual numbers. We prove that both
generalisations always exist. Both are motivated by applications.
A dual number is a number of the form a+ bǫ where a, b ∈ R and ǫ2 = 0. The
dual numbers form a commutative, assocative and unital algebra over the real
numbers. Let D denote the dual numbers.
Dual numbers have applications in automatic differentiation (see [4]), kinematics
(via screw theory, see [1]), computer graphics (via the dual quaternion algebra,
see [5]), and geometry (see [8]).
Our two main results are the R-SVD and the C-SVD. R-SVD is a generalisation
of Singular Value Decomposition that resembles that over real numbers, while
C-SVD is a generalisation of SVD that resembles that over complex numbers.
Precisely, the theorems we prove are:
Theorem (Dual R-SVD). Given a square dual number matrix M ∈Mn(D), we
can decompose the matrix as:
M = UΣV T
where UTU = V TV = I, and Σ is a diagonal matrix.
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Theorem (Dual C-SVD). Every square dual numbered matrix M ∈Mn(D) can
be decomposed as
M = UΣV
T
where UU
T
= V V
T
= I, and Σ is a block-diagonal matrix where each block is
of one of the forms
(
σi
)
,
(
σi −ǫσ′i
ǫσ′i σi
)
or
(
ǫσ′i
)
, where σ and σ′ are both real.
In the text, we refer to the C-SVD as simply the SVD. We do this because the
bulk of the text is dedicated to proving that the C-SVD always exists.
1.1 Dual C-SVD
The C-SVD is motivated by Yaglom’s 1968 book Complex numbers in geometry
([8]). Yaglom considers the group of Laguerre transformations. The Laguerre
transformations are the group of functions of the form z 7→ az+b
cz+d
where a, b, c, d
are elements of D, z is an element of D, and ad− bc is not a zero divisor. It can
easily be seen that every Laguerre transformation z 7→ az+b
cz+d
can be represented
as the 2× 2 matrix
(
a b
c d
)
.
Yaglom classifies the elements of this group in a geometric way. We restate the
classification in the language of matrices. Yaglom argues that every invertible
2 × 2 matrix over the dual numbers can be expressed in exactly one of the
following two forms:
• UΣV
T
where UU
T
= V V
T
= I and Σ is a diagonal matrix with real-
valued entries.
• UΣ where UU
T
= I, Σ =
(
σ −ǫσ′
ǫσ′ σ
)
, and both σ and σ′ are real.
The first of these forms resembles Singular Value Decomposition. What we
propose in this paper is a generalisation of Singular Value Decomposition to
square dual numbered matrices which includes both forms as special cases.
1.2 Dual R-SVD
Recently in [6], [2], [3] and [7], the authors consider either a form of SVD that is
essentially R-SVD, or a form of Polar Decomposition that is essentially R-Polar
Decomposition. In each of these cases, the motivation for doing this comes from
applications to mechanics.
For completeness, we describe R-Polar Decomposition:
Corollary (Dual R-Polar Decomposition). Every square dual-numbered matrix
M can be expressed in the form M = UP where UTU = I and P is symmetric.
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We have found that none of the authors above have proved that the R-SVD
exists in all cases. Later on, we will detail shortcomings that we’ve found in
their work.
2 Structure
Section 3 contains preliminaries. In section 4 we prove an extension of the
spectral theorem to dual numbers. In section 5 we develop a Singular Value
Decomposition which implies Yaglom’s classification in the 2 × 2 case. In the
introduction, we refer to this version of SVD as C-SVD, but henceforth we shall
simply call it SVD.
In section 6, we detail the shortcomings we’ve found in the work of other authors
on R-SVD. In section 7, we will prove another version of the spectral theorem
that we’ll call the R-spectral theorem. In section 8, we will prove that every
square dual-number matrix has an R-SVD.
We find that it’s clearer to state theorems in matrix language, but easier to
prove them using operator language. We therefore state each theorem in both
operator and matrix language, and we recommend that the reader looks at the
matrix form first.
3 Preliminaries
3.1 Spectral theorem over symmetric real matrices
The spectral theorem over symmetric matrices states that a symmetric matrix
A over the real numbers can be orthogonally diagonalised. In other words, if
A is a real matrix such that A = AT , then there exists a matrix P such that
PTP = I and A = PDPT for some diagonal matrix D.
3.2 Spectral theorem over skew-symmetric real matrices
The spectral theorem over skew-symmetric matrices states that a skew-
symmetric matrix A over the real number can be orthogonally block-
diagonalized, where every block is a skew-symmetric 2×2 block except possibly
for one block, which has dimensions 1× 1 and whose only entry equals 0.
3.3 A note on notation
By a+ bǫ, we mean a − bǫ. We sometimes write M∗ for MT . Given a dual
number a+ bǫ, we call a the real part and b the imaginary part. We sometimes
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denote the real and imaginary parts of a dual number z by ℜ(z) and ℑ(z)
respectively. Two vectors u and v are considered orthogonal if uT v = 0. We
write u¯T v as 〈u, v〉.
A dual matrix U which satisfies UU¯T = U¯TU = I is called unitary.
A dual matrix A such that A = A¯T is called Hermitian.
4 Dual-number spectral theorem
4.1 In matrix language
Theorem (Dual spectral). Given a Hermitian dual number matrixM ∈Mn(D),
we can decompose the matrix as:
M = V ΣV ∗
where V is unitary, and Σ is a block-diagonal matrix where each block is of the
form:
• either
(
σi
)
,
• or
(
σi −ǫσ′i
ǫσ′i σi
)
,
where each σi and σ
′
i is real.
4.2 In operator language
Theorem (Dual spectral). Given a Hermitian operator T : V → V where V
is a free D-module, there is a collection of free submodules V1, V2, . . . , Vk of V
such that:
• V = V1 ⊕ · · · ⊕ Vk,
• Vi ⊥ Vj for any i 6= j,
• dim(Vi) ≤ 2,
• T (Vi) ⊆ Vi,
• T |Vi = λId+ ǫS where S is skew-Hermitian and λ ∈ R.
Proof. We do induction on n = dim(V ).
Let U = {u1, u2, . . . un} be an orthogonal eigenbasis of ℜ(T ) (such a thing
exists by the spectral theorem). Let λ1 ≥ λ2 ≥ · · · ≥ λn be the corresponding
eigenvalues. We dispatch on the eigenvalues:
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Case of λ1 = λ2 = · · · = λn (base case)
First, we have that ℜ(T ) = λId. We therefore have that T can be expressed
as T = λId + ǫS for some operator S. Since T is Hermitian, it follows that
S must be skew-Hermitian. This can be seen from the fact that T ∗ = T =⇒
λId− ǫS∗ = λId+ ǫS =⇒ −S∗ = S. Since the matrix [S]U need only consist
of real entries (as any infinitesimal entries vanish upon being multiplied by ǫ),
we get that [S]U is skew-symmetric. Thus by applying the spectral theorem to
[S]U , we get a set of subspaces V1, V2, . . . , Vn of V such that:
• V = V1 ⊕ · · · ⊕ Vn,
• Vi ⊥ Vj for every i 6= j,
• dim(Vi) ≤ 2,
• S(Vi) ⊆ Vi.
It remains to verify that:
• T (Vi) ⊆ Vi
• T |Vi = λId+ ǫSi where Si is skew-Hermitian.
Regarding the first property: Since λId(Vi) = Vi, and S(Vi) ⊆ Vi, we get
T (Vi) = (λId + ǫS)(Vi) ⊆ Vi.
Regarding the second property: We already have the decomposition T = λId+S,
and we can restrict the domain to Vi.
Case of λ1 = · · · = λm > λm+1 for some m (inductive case)
In the basis U given above, the matrix representative of T , denotedA = (aij)ij =
[T ]U , is given by A = D+ǫS whereD is a diagonal matrix with entries λ1, . . . , λn
and S is a skew-symmetric matrix. We can thus say
aij =


sijǫ, i < j
λi, i = j
−sjiǫ i > j
.
Define the matrix P ∈Mn(D) by
pij =


1, i = j ≤ m
0, i 6= j and i ≤ m and j ≤ m
0, m < i and m < j
sij
λi−λj ǫ, i ≤ m < j
−sji
λj−λi ǫ, j ≤ m < i
.
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Observe that P is a projection onto some subspace since P 2 = P . Additionally,
the subspaces represented by P and I−P are orthogonal since P = P ∗. Finally,
observe that PA = AP . Therefore the matrix A = [T ]U preserves these sub-
spaces. Call these two subspaces W and W⊥. Apply the induction hypothesis
to the subspaces W and W⊥. We are done.
5 Dual-number Singular Value Decomposition
5.1 In matrix language
Theorem (Dual SVD). Given a square dual number matrix M ∈ Mn(D), we
can decompose the matrix as:
M = UΣV ∗
where U and V are unitary, and Σ is a block-diagonal matrix where each block
is either of the form
(
σi
)
,
(
σi −ǫσ′i
ǫσ′i σi
)
or
(
ǫσ′i
)
, where each σi and σ
′
i is real.
Proposition 1. The three block types are necessary.
Proof. We will first show that the block type
(
σi −ǫσ′i
ǫσ′i σi
)
is necessary:
Let ∆(t) =
(
1 −ǫ t
2
ǫ t
2
1
)
for t 6= 0. ∆(t) is the family of axial dilatation matrices.
We now show that ∆(t) cannot be expressed as UΣV ∗ for Σ a diagonal matrix.
Assume that it can be. It then follows that ∆(t)∗∆(t) = V Σ∗ΣV ∗. The left
hand side is ∆(2t). So we have that ∆(2t) is diagonalisable. If ∆(2t) is diagonal-
isable, then the corresponding Linear Fraction Transformation has a fixed point;
i.e. there is a point z on the dual number projective line such that z−ǫt
ǫtz+1
= z.
Rearranging that equation gives ǫt(z2 + 1) = 0, which has no solution in the
dual number projective line. Therefore ∆(t) cannot be expressed in the form
UΣV ∗ for Σ diagonal.
We next show that the block type
(
ǫσ′i
)
is necessary:
Let X(t) =
(
ǫt
)
for t 6= 0. Assume that X(t) can be written as X(t) = UΣV ∗
for Σ a diagonal matrix with strictly real entries. We now equate 1×1 matrices
with scalars. U is expressible in the form ±(1 + ǫu′) and V is expressible in the
form ±(1 + ǫv′). Σ is a real number σ. We get ǫt = ±σ(1 + ǫ(u′ + v′)). This
equation clearly has no solution in the dual numbers. We are done.
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5.2 In operator language
Theorem (Dual SVD). Let V be a free D-module. Let T : V → V be a linear en-
domorphism. We show that there exists a set of free submodules {V1, V2, . . . , Vk}
of V such that:
• V =
⊕k
i=1 Vi.
• Vi ⊥ Vj for each i 6= j.
• dim(Vi) ≤ 2 for each i
• T (Vi) ⊥ T (Vj) for i 6= j.
• The action of T on each subspace Vi is either of the form
– T |Vi = Ui(λiId + ǫSi) where Ui is a unitary operator, λi is a real
scalar, and Si : Vi → V is skew-Hermitian.
– T |Vi = ǫλ′iUi where Ui is a unitary operator and λ′i is a real scalar.
Proof. Let T : V → V be a linear map from a D-module V to itself. Observe
that T ∗T is Hermitian. Thus, apply the dual-number spectral theorem to it
to get subspaces V1, V2, . . . , Vk of V . Observe that these subspaces are orthog-
onal to each other. Also observe that their images under T are orthogonal
to each other because: Given vi ∈ Vi and vj ∈ Vj , assuming i 6= j, we have
that 〈T (vi), T (vj)〉 = 〈T ∗T (vi), vj〉 = 0 as T ∗T (vi) ∈ Vi. Also, by definition,
dim(Vi) ≤ 2 and V1 ⊕ V2 · · · ⊕ Vk = V .
The dual-number spectral theorem implies that T ∗|ViT |Vi = λiId+ ǫSi for some
skew-Hermitian Si. Either λi = 0 or λi 6= 0.
If λi = 0, then T can be expressed as T |Vi = ǫT ′ for some linear endomap
T ′. Passing to its matrix representations, we see that T ′ only needs to have a
real matrix. By singular value decomposition of real matrices, there exists an
orthonormal basis {v1, v2} of T ′ that is mapped to an orthogonal set of vectors.
We thus have a set of blocks of the form {ǫσ′i}.
If λi 6= 0 then let Pi =
√
λiId−ǫS
λ2
. Observe that (T |ViPi)∗(T |ViPi) = Id;
therefore T |ViPi is a unitary matrix. We have that T |Vi = (T |ViPi)P−1i where
P−1i =
√
λiId + ǫ
1
2
√
λi
Si. Now observe that the first term of the product is
unitary operator, and the second term is a real multiple of the identity matrix
plus a skew-Hermitian matrix. We are done.
6 Shortcomings in previous work on R-SVD
The previous work on R-SVD contains some shortcomings.
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In [6], the authors propose an algorithm for finding the R-SVD of a matrix M .
The first step is to find the eigenvectors of A = MTM , which is indeed correct.
However, the way they suggest to compute the eigenvectors is not always correct.
Indeed, the authors suggest to do the computation in two steps:
1. Find the real part of an eigenvector v by solving ℜ(A)ℜ(v) = ℜ(λ)ℜ(v)
for ℜ(v). This is a classic eigenvalue/eigenvector problem which can be
solved in numerous ways.
2. Find the infinitesimal part of v by solving ℑ(Av) = ℑ(λv). If ℜ(v) is
unique up to a scale factor, then this is a linear problem.
The authors assume that the solution to ℜ(A)ℜ(v) = ℜ(λ)ℜ(v) is unique (up to
a scale factor) given a fixed λ. If this is true, then solvingℑ(Av) = ℑ(λv) reduces
to a linear problem. Unfortunately, this assumption is not always correct. The
set of solutions to ℜ(A)ℜ(v) = ℜ(λ)ℜ(v) for fixed λ sometimes forms a vector
space of dimension 2 or more, as it does for example for A =
(
1 + ǫ 0
0 1
)
. Then
the problem of solving ℑ(Av) = ℑ(λv) becomes a non-linear problem. Therefore,
the approach taken by [6] to compute the R-SVD is not always correct.
In [7], the authors attempt to reduce the problem of finding the R-SVD to
solving a system of equations. No proof is given in [7] that this system always
has a solution.
Similarly, in [3] and [2], the authors propose an algorithm for finding the polar
decomposition of a dual matrix. They do this by reducing the problem to finding
the solution of a linear system. No proof is given that this system always has a
solution.
7 Dual-number R-spectral theorem
In the following, we call two vectors u and v R-orthogonal if uT v = 0. We write
uT v as (u, v). By u ∝ v, we mean that there exists a λ ∈ D such that u = λv.
7.1 In matrix language
Theorem (Dual R-spectral). Given a symmetric dual number matrix M ∈
Mn(D), we can decompose the matrix as:
M = V ΣV T
where V is R-orthogonal, and Σ is a diagonal dual-number matrix.
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7.2 In operator language
Theorem (Dual R-spectral). Given a symmetric operator τ : V → V where
V is a free D-module, there is a basis v1, v2, . . . , vn such that vi ⊥ vj for every
i 6= j, and τ(vi) ∝ vi.
Proof. We do induction on n = dim(V ).
Let U = {u1, u2, . . . un} be an R-orthogonal eigenbasis of ℜ(τ) (such a thing
exists by the spectral theorem). Let λ1 ≥ λ2 ≥ · · · ≥ λn be the corresponding
eigenvalues. We dispatch on the eigenvalues:
Case of λ1 = λ2 = · · · = λn (base case)
First, we have that ℜ(τ) = λId. We therefore have that τ can be expressed
as τ = λId + ǫS for some operator S. Since τ is symmetric, it follows that
S must also be symmetric. This can be seen from the fact that τT = τ =⇒
λId + ǫST = λId + ǫS =⇒ ST = S. Since the matrix [S]U need only consist
of real entries (as any infinitesimal entries vanish upon being multiplied by ǫ),
we get that [S]U is symmetric. Thus by applying the spectral theorem to [S]U ,
we get a basis v1, v2, . . . , vn such that vi ⊥ vj for all i 6= j, and S(vi) ∝ vi. It
thus follows that τ(vi) = (λId+ ǫS)(vi) ∝ vi, and we are done.
Case of λ1 = · · · = λm > λm+1 for some m (inductive case)
In the basis U given above, the matrix representative of τ , denoted A = (aij)ij =
[τ ]U , is given by A = D+ǫS whereD is a diagonal matrix with entries λ1, . . . , λn
and S is a symmetric matrix. We can thus say
aij =


sijǫ, i < j
λi + siiǫ, i = j
sjiǫ i > j
.
Define the matrix P ∈Mn(D) by
pij =


1, i = j ≤ m
0, i 6= j and i ≤ m and j ≤ m
0, m < i and m < j
sij
λi−λj ǫ, i ≤ m < j
sji
λj−λi ǫ, j ≤ m < i
.
Observe that P is a projection onto some subspace since P 2 = P . Additionally,
the subspaces represented by P and I − P are R-orthogonal since P = PT .
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Finally, observe that PA = AP . Therefore the matrix A = [τ ]U preserves
these subspaces. Call these two subspaces W and W⊥. Apply the induction
hypothesis to the subspaces W and W⊥. We are done.
8 Dual-number R-Singular Value Decomposi-
tion
8.1 In matrix language
Theorem (Dual R-SVD). Given a square dual number matrix M ∈Mn(D), we
can decompose the matrix as:
M = UΣV T
where U and V are R-orthogonal, and Σ is a diagonal matrix.
8.2 In operator language
Theorem (Dual R-SVD). Let V be a free D-module. Let τ : V → V be a linear
endomorphism. There exists a basis v1, v2, . . . , vn such that vi ⊥ vj for i 6= j,
and τ(vi) ⊥ τ(vj) for i 6= j.
Proof. Observe that τT τ is symmetric. Thus, apply the dual-number R-spectral
theorem to it to get an orthonormal basis v1, v2, . . . , vn of V . Observe that the
images of these basis vectors under τ are R-orthogonal to each other because:
assuming i 6= j, we have that (τ(vi), τ(vj)) = (τT τ(vi), vj) = 0 as τT τ(vi) ∈ Vi.
We are done.
Corollary (Dual R-Polar Decomposition). Every operator τ : V → V has an
R-polar decomposition.
Proof. Given the singular value decomposition τ = WΣV T , let P = WΣWT
and U = WV T . We thus get the R-polar decomposition τ = PU .
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