Most of the special functions of mathematical physics are connected with the representation of Lie groups. The action of elements D of the associated Lie algebras as linear differential operators gives relations among the functions in a class, for example, their differential recurrence relations. In this paper, we apply the fractional generalizations D µ of these operators developed in an earlier paper in the context of Lie theory to the group SO(2,1) and its conformal extension. The fractional relations give a variety of interesting relations for the associated Legendre functions. We show that the two-variable fractional operator relations lead directly to integral relations among the Legendre functions and to one-and two-variable integral representations for those functions. Some of the relations reduce to known fractional integrals for the Legendre functions when reduced to one variable. The results enlarge the understanding of many properties of the associated Legendre functions on the basis of the underlying group structure.
Introduction
The classical special functions (Jacobi, Gegenbauer, Legendre, Laguerre, Bessel, and Hermite functions) are all connected with the representation of Lie groups [1, 2, 3, 4] , or more generally, to the realization of their Lie algebras by linear differential operators D(w, ∂ w ) acting on functions of the variables w. In particular, the special functions appear as factors in the multivariable functions on which the action of the Lie algebra is realized. Many of the properties of the special functions are easily understood in this context. For example, the differential equations for the special functions are connected with the Casimir operators of the associated groups. The actions of appropriate elements D of the Lie algebra lead, when reduced to a single variable, to the standard differential recurrence relations for the functions, while the action of group elements e −tD can be interpreted in terms of generalized generating functions when expressed using a Taylor series expansion in the group parameter t. Numerous examples are given in [1, 3] .
The differential recurrence relations for the special functions are schematically of the form DF α,... = cF α±1,... where the α's label the realization of the Lie algebra and D is a stepping operator. In a previous paper [5] , we defined fractional generalizations D µ of the D's in the context of Lie theory, determined their formal properties, and illustrated their usefulness in obtaining further interesting relations among the functions using the group E(2) and the Bessel functions. We showed, for example, that shifts of the index ν of a Bessel function Z ν by an arbitrary amount µ could be effected using D µ . The resulting relations for the inverse operators D −µ , when reduced to a single variable, gave generalizations of known fractional integrals such as the Riemann integral
and the Weyl integral
[6], Chap. 13. Finally, we obtained integral representations for the Z's as the action of the D µ 's on appropriate input functions. While most of the specific results had been derived historically in other ways, the introduction of the fractional operators allowed them to be unified in a group setting.
We continue that program here for the associated Legendre functions, working in the context of the group SO(2,1) and its conformal extension. We find, in particular, fractional operators which raise of lower the order µ or degree ν of a general associated Legendre function F µ ν by arbitrary amounts, and use the results to unify and extend a number of known results for those functions.
We will summarize the definitions and properties of the fractional operators in the following section, and then apply the theory to derive a number of relations for the associated Legendre functions. These include generating functions, generalizations of known fraction integral relations, and some new integral relations. With appropriate choices for the input functions, the fractional operator relations give integral representations for the associated Legendre functions, and provide group-theoretical setting for those representations. We find, in particular, interesting double-integral representations.
Fractional operators
We will suppose that we have a Lie algebra which corresponds to one of the classical Lie groups, and is realized by the action of a set of linear differential operators D(w, ∂ w ) in variables w on an appropriate class of functions F (w). The exponentials e −tD defined by Taylor series expansion in the group parameter t are elements of the Lie group, and act on the same functions. We will suppose initially that e −tD F exists for all t, and define a Weyl-type fractional operator D t µ+1 F (w).
The contour C W = (∞, 0+, ∞) in the complex t plane runs in from infinity, circles t = 0 in the positive sense, and runs back to infinity. To define phases, we take the integrand as cut along the positive real axis with the phase of t taken as zero on the upper edge of the cut. The direction of the contour at infinity must be such that the integral converges. The expression above would be an identity for D a positive constant. Here, however, D(w, ∂ w ) is an operator which acts on the functions F (w), and the existence of the integral depends on the functions as well as the contour.
Alternatively, D µ W can be defined without the contour integral as
where Re µ < n and endpoint terms are assumed to vanish in the partial integrations which connect the two expressions.
We define a second Riemann-type fractional operator
where C R is the contour C R = (x(w), 0+, x(w)). The endpoint x(w) of the contour must be chosen such that D µ F satisfies a differential equation determined by the Casimir operators of the Lie algebra. This will require that a differential expression related to e −tD F vanish at t = x(w) for the given values of w (see, for example, §7.3).
Which expression for D µ is appropriate in a particular setting, Weyl or Riemann, will depend on D and F . We will therefore simply denote the fractional operator as D µ for formal purposes, and only specify the expression to be used in connection with particular applications. The key restrictions will be the existence of a finite value of the group parameter t = x(w) such that a differential expression related to e −xD F vanishes in the Riemann case, and the convergence of the integral for t → ∞ in the Weyl case.
As shown in [5] , the fractional operators satisfy the expected product rule for powers and commute,
The inverse of
3 Legendre functions, SO(3), and SO(2,1)
Legendre functions appear naturally in the representations of the rotation group SO(3) in three dimensions, the noncompact group SO(2,1), or of their covering group SU(2,C). See, for example, [1, 7, 8] . The Lie algebras so(3) ≃ su(2) are defined by three elements J 1 , J 2 , J 3 with Lie products given by the commutator [J 1 , J 2 ] = J 3 and its cyclic permutations. Thus, in a realization in which the Casimir operator J has the fixed value −ν(ν + 1) and the commuting operator J 3 has the value −iµ, the action of the so(3) algebra can be described in terms of coordinates x 1 = sin θ cos φ, x 2 = sin θ sin φ, x 3 = cos θ on the unit sphere S 2 by the action of the antiHermitian operators
is the associated Legendre function "on the cut" −1 < cos θ < 1. This is defined in terms of the associated Legrendre function P µ ν (z) for general complex z by
where P and Q µ ν . After the t dependence is extracted, these relations reduce to the standard differential recurrence relations for the order µ,
where F µ ν is a general solution of the associated Legendre equation, [9] , §3.8.
Conformal extension of SO(2,1)
We have so far dealt with SO(3) and SO(2,1) considered as the groups of transformations on S 2 and H 2 . These appear as subgroups of the group of Euclidean transformations E(3), and of the group of Poincaré or pseudo-Euclidean transformations E(2,1), and are obtained by adding the translation operators in 3 or 2+1 dimensions to the original algebras. We will deal only with E(2,1). This is defined by the operators M i in 12 and three translation operators P i = ∂ i . We choose the metric such that
, and
and transform as Lorentz vectors, with the commutation relations
with repect to the generators M 1 , M 2 of Lorentz transformations, and the generator M 3 of rotations. P 2 commutes with the M 's, and the solutions of the Klein-Gordon equation P 2 f = m 2 f can be classified with respect to SO (2, 1) by the values of M 2 and M 3 . In the special case that P 2 = 0, the symmetry group can be enlarged by the addition of a set of special conformal transformations with generators K i and the dilatation operator D. See, for example, [4] , Chap. 4. These are given in terms of the coordinates x i by
The K's commute,
and transform as Lorentz vectors,
In addition,
Finally,
Using the explicit realization of the operators given above, we find also that
where the final weak equivalence in each relation holds for the action of the operator on solutions h of the wave equation P 2 h = 0. We will deal with the solutions of the wave equation in terms of the homogeneous functions
where
is a solution of the associated Legendre equation on H 2 with M 2 = −ν(ν + 1) and iM 3 = µ as in 14, and x, t, and z are defined as
In accord with the last two of equations 29, Dh
, a relation which provides a geometric interpretation of the degree ν of the Legendre function.
The operators P 3 and K 3 act as stepping operators in ν. Thus, from the first two relations in 28,
so
. In terms of our coordinates on H 2 ,
while
Upon applying P 3 and K 3 to the functions h µ ν defined in 32, we find that
These relations give the standard differential recurrence relations in ν for the associated Legendre functions F µ ν after the dependence on x and t is removed. The indicated coefficients can be determined using the asymptotic behavior of those functions.
Action of the group operators and generating functions
The action of the finite group operators e −uM± on the functions f µ ν is easily determined. Thus, writing the stepping operation by M + in the form
and noting that
we can easily show that
Alternatively, by direct expansion of the exponential and the use of 19,
Comparison of the two expressions gives the generating function
The series converges for |u| sufficiently small as expected from Lie theory, with absolute convergence for either P
The generating function for F µ ν = P µ ν is known, [9] , 19.10(4). A similar calculation using M − gives the relations
with absolute convergence of the series for the the condition in 45 with 1/t → t.
The action of the finite operators e −uP3 and e −uK3 in the conformal group on the functions h µ ν is well known [4] , but it is useful to determine it directly. In order to use the method sketched above 1 This result is also easily obtained starting with the expression
, and determining the action of e −uM + directly using the relations M + (x 1 + ix 2 ) = 0 and M + x 2 = 0. See also [1] , Chap. VI.
for M ± , we change from the variable z = x 3 /x to a new variable y = x 3 /(x
In this form,
for any ν. Extracting the relevant factors from the respective operands, we find that the actions of P 3 and K 3 can be written in terms of simple derivatives,
The use of y or coth θ as the the preferred variable is in this sense natural. The relations above connect the action of e −uP3 and e −uK3 to Taylor series in y, and lead to the expressions
Equivalently, in terms of z = cosh θ and the formal power series expansions of the exponentials,
The series converge for |h| < min |z ± √ z 2 − 1|, where h = u/x for 54, and h = ux for 55. The expressions 54 and 55 reproduce the known generating functions [9] 19.10(3) and 19.10(2), respectively, for F These relations give generating functions for the Legendre functions in terms of the degree ν. Thus, starting with P 0 0 (z) = 1 and using 55, we obtain the standard generating function for the Legendre polynomials,
The known generating function [9] 3.7(34) for the Q n follows from 55 with
Other simple generating functions can be obtained using different starting points. Thus, using
in 55 gives
A similar generating function for the functions Q λ n (z) follows from 55 and the relation
Further results can be obtained using the known closed-form expressions for Q 1/2 [9] , §3.61. We can also obtain interesting double series. Thus,
A series for Q m n with the same coefficients follows from 57 with the replacement of z by z +vt √ v 2 − 1 in the function to be expanded. In that case, the sum on m does not terminate.
6 Fractional stepping operators from so(2,1)
We can define fractional stepping operators M λ ± as in §2, with
where C is an appropriately chosen contour in the complex u plane. The operator (iM 3 ) σ is defined similarly.
The formal properties of the operators are easily determined.
µ ν = 0 into solutions with the same degree ν. Further, from the relations
we find that
hence, after a partial integration in 62, that
The operators M λ ± therefore increase or decrease the order µ by λ when applied to f
The new functions M λ ± f µ ν may involve a different combination of the fundamental solutions of the associated Legendre equation than appeared originally, with (f
. Furthermore, even when F ′ = F , the operations only give f ′ up to a constants of proportionality because of the sign and numerical factors in the recurrence relations 19 and 20. We will therefore write
where the functional form of F ′ and the constant N are to be determined. The more general relations
can be derived using the Baker-Hausdorff expansion of e A e B e −A as a series of n-fold commutators [5] . The operators M ± are mixed with M 3 under commutation as in Eq. 13, with the result that there are apparently no simple expressions for commutators of the fractional operators M for arbitrary values of λ and η. However, 
Calculations similar to those which lead to 65 show that
so these operators decrease or increase the value of ν by λ. Given the numerical factors in the recurrence relations 38 and 39, the transformed functions h ′ are determined only up to constants of proportionality, P
Because
the operators M σ ± do not commute with P 
where the direction of the contour C W for |u| → ∞ must be chosen to assure convergence of the integral. It is easily shown that the integral converges and gives a solution of the associated Legendre equation for the choice
2 The proportionality of the integral to Q µ+λ ν and the value of the coefficient N + can be established using the asymptotic behavior of the two sides of 74 for z → ∞, proportional in both cases to z −ν−1 . We find that N + = e −iπλ , a result consistent with repeated application of the recurrence relation
. After scaling out the variable t, 73 can be rewritten for
The expression in 74 can be put in the form of a generalized Weyl fractional integral by changing to Z as the integration variable,
The contour can be collapsed for Re λ < 0, and 74 can then reduces to a form equivalent to the known fractional integral [6] , 13.2(30). However, the result in 74 is more general and has a clear connection with the underlying group theory. The further substitutions z = cosh θ, Z = cosh θ ′ convert 76 to an expression in terms of hyperbolic angles,
A different result holds for the Weyl action of M + on the functions t µ P µ ν (z) as may be seen from the relation
2 It can be established that the integrals 74 and 79 below give solutions of the associated Legendre equation with the indicated indices by a calculation similar to that which leads to the condition 89 for the Riemann version of M λ + . The only change in the final condition is the replacement of v by −v in 89, and the restrictions given on ν, µ, and λ follow.
The operator M λ + acts on the Q's, but does not change the sine factors, with the result that, suppressing the the dependence on t,
for Re(±(ν + 
It can be established through a calculation equivalent to that which leads to the condition 92 obtained later for the Riemann version of M λ − that this expression gives a solution of the associated Legendre equation provided the integral converges for |u| → ∞.
The contour C W must extend to |u| → ∞, and must avoid the singularities of the integrand at u/t = (z − 1)/(z + 1), (z + 1)/(z − 1). The singularities are always in the right half of the u/t plane a finite distance from the origin for |z ± 1| finite. For definiteness, we will consider the case in which, after scaling out the variable t, the initial contour is taken to run above both singularities. This allows us to rotate the contour in 80 counterclockwise by π, and then replace u by e iπ u, effectively returning to the expression in 80 with −u replaced by u and with the acquisition of an extra phase e −iπλ . After identifying the constant of proportionality, we find for the choice The coefficient of the integral can be determined using the asymptotic behavior of the two sides of 81 for z → ∞. It corresponds to a coefficient
in the original expression 80, with the contour taken to run above the singularities of the integrand at u/t = (z ± 1)/(z ∓ 1). N − is just the coefficient of the nth term in the generating function 46, up to the factor 1/n!, but extended from integer n to noninteger values n → λ with the factor (−1) n → e −iπλ . We note that the phase of the constant N − defined through 80 depends on the choice of the original contour. The final result does not. 3 The contour in 81 can be closed for λ = n, one recovers the expression for Q µ−n ν given by the generating function 46. The results above continue to hold for Q µ −ν−1 for Re(−ν − µ + λ) > 0, and 81 and 78 can be used to evaluate M λ − P µ ν . Remarkably, the coefficients N − (ν, µ, λ) and N − (−ν − 1, µ, λ) are such that the sine functions in 78 are reproduced in the final result with µ → µ − λ, and we find that
Re(±(ν +
2 ) > 0. This corresponds to a coefficient
in the relation M 
Riemann-type relations using M λ ±
The action of the Riemann-type fractional operator M λ + is given by 73 on a finite contour C R = (u 0 , 0+, u 0 ) where the obvious choice of the endpoint u 0 is the point at which the argument of the Legendre function is +1,
Writing u as u 0 v and factoring out the dependence on t, we obtain the expression
3 The contour rotation and substitution used above replace the factor exp (−uM − ) in the definition of M λ − by exp (−u e iπ M − ), effectively replacing −u by u in the series 46. The resulting expression gives (e iπ M − ) λ when the integration in 62 is performed on the standard Weyl contour (∞, 0+, ∞), hence the extra phase noted above in the expression for M λ − . Had we started instead with a contour that ran below both the singularities of the integrand, rotated the contour clockwise by π, and then replaced u by e −iπ u, the extra phase would have been e iπλ , and the new N − would be e 2iπλ times the result in 82. The ultimate expression for Q µ−λ ν does not change.
where V = z − (z − 1)v and F and F ′ are possibly different associated Legendre functions. The last factor on the right hand side has the same form as the function on the left, but with z replaced by V .
Defining
and using the form of the associated Legendre equation satisfied by that function,
with the replacement µ → µ + λ, we find that 86 gives a solution of 88 provided
at the endpoints of the integration contour. This condition is satisfied for P 
where Re µ < 1, Z ′ = z − u √ z 2 − 1, and u ′ 0 = (z − 1)/(z + 1). Changing to Z ′ as the integration variable, we get the alternative form
where |arg(Z ′ − z)| ≤ π. This result can be reduced in the case of real z with −1 < z < 1 to a known the fractional integral, [6] , 13.1(54).
A similar calculation for M λ − on the Riemann contour starting from 80 leads to the condition for a solution of the associated Legendre equation that the function
vanish at the end points. In fact, it has a finite value for v = 1, e 2πi for either P The action of the operator K λ 3 on a function x ν F µ ν increases the degree ν by λ as shown formally by the commutation relation 70. In particular, using the variable y and the expression in 53 for the action of e −uK3 , we obtain a Weyl-type relation
where Y = y − xu y 2 − 1. The contour C W must be chosen to run to |u| → ∞, avoiding the singularities of the integrand at Y = ±1 or xu = (y ± 1)/(y ∓ 1). The singularities are both in the right-half xu plane a finite distance from the origin for |y ± 1| finite. Following the procedure sketched in §7.2, we change to xu as a new integration variable, pick an initial contour which runs above both singularities, rotate the contour counterclockwise by π, and replace u by e iπ u to return to the standard contour. This gives the expression
where Y is now given by Y = y + u y 2 − 1 and we have acquired an extra phase e −iπλ . By considering the modified Legendre equation
satisfied by the function
we find that the right hand side of 93 satisfies the associated Legendre equation for degree ν + λ and order µ provided that the function
The form of the function is suggested by the Whipple transformation [9] 3.3.2(13,14)
which connects the actions of K λ 3 and M λ − and of P λ 3 and M λ + , and can be used to derive equations 100 and 110 below from 83 and 74. The Whipple transformation is associated with the automorphism
of the abstract conformal algebra. Using the explicit realizations of the operators given in §4, we find that
when acting on solutions of the Laplace equation. These relations are only invariant under rotations about the 3 axis generated by M 3 and not under the full Lorentz group. The transformation maps realizations of the algebra to realizations, with ν ′ = −µ − 
Using the result for N ′ + in 94, we find that
where Re(ν + λ − µ + 1) > 0 for P 
This expression has the form of a Weyl fractional integral [6] , § 13.2, but is apparently not known in the general case. The substitutions Y = coth θ ′ , y = coth θ in 101 give the expression
while the substitutions Y = cosh φ ′ , y = cosh φ give
Finally, with y = z/ √ z 2 − 1 and
The foregoing relations for K 
Relations for
The action of the operator P λ 3 on x ν F µ ν decreases ν by λ as shown by the commutation relation 70. Thus, using the variable y = z/ √ z 2 − 1 and the expression in 52 for the action of e −uP3 , we obtain the Weyl-type relation
where Y = y − u x y 2 − 1. We will again take the initial integration contour to run to |u| → ∞ above the singularities of the integrand at u/x = (y ± 1)(y ∓ 1), scale out the dependence on x, rotate the contour counterclockwise by π, and replace u by e iπ u to reach the standard contour (∞, 0+, ∞). This gives the expression
where Y is now given by Y = y + u y 2 − 1 and we have acquired an extra phase e −iπλ . By considering the modified Legendre equation satisfied by the function
we find that the right hand side of 105 satisfies the associated Legendre equation for degree ν − λ and order µ provided that the function
vanishes at the endpoints of the contour. This condition is satisfied for F 
and
The corresponding result for F µ ν = Q µ ν involves an extra term related through the Whipple transformation [9] 3.3.2 (13, 14) to that found for M λ + in §7.1, and a different coefficient. We find that
The condition for there to be a Riemann-type representation for P 
where Y = y − u y 2 − 1 and u 0 = (y − 1)/(y + 1).
9 Integral representations for associated Legendre functions
ν (z) derived above can be converted into integral representations for the associated Legendre functions by a choice of µ for which the initial function is elementary. Thus, using M λ + , the choices
in 76 and . Choosing λ = µ − 1 2 in these expressions, we get, respectively,
for Re(ν + µ + 1) > 0. If Reµ < 1 2 , the contour integrals can be collapsed, and the resulting form for 116 reduces to the standard integral representation [9] 3.7(4). The fractional operator approach provides an interpretation of this result through its connection to the group SO(2,1).
The result in 116 can be transformed further by distorting the integration contour to (∞ + iπ, iπ, −iπ, ∞ − iπ), with θ ′ = 0 circumvented on the left. The result reduces for Re µ < 1/2 to [9] 3.7 (10) . Similar manipulations are possible for the following expressions. For collections of known representations, see [9, 10, 11] .
The use of 116 and , we obtain the integral representation
where the denominator is now taken to have its principal phase, −π ≤ arg(cosh θ ′ − cosh θ) ≤ π, and ν and µ are arbitrary. If Reµ < 1/2, the contour can be collapsed and 118 reduces to [9] 3.7 (9) .
We can get alternative integral representations for Q µ ν and P µ ν by using the relations
Thus, from the Weyl-type integral 74,
Re(ν + µ + 1) > 0. The substitutions z = cosh θ, Z = cosh θ ′ in the second form gives an expression for Q µ ν (cosh θ) different from 116,
Re(ν + µ + 1) > 0. A similar construction starting from the Riemann-type integral 91 for M λ + with λ = ν + µ and P −ν ν , 120, as the input gives
where −π ≤ arg(cosh θ ′ − cosh θ) ≤ π. We can obtain further integral representations for Q 
By changing to the angular variables z = cosh θ, Z = cosh θ ′ and integrating once by parts, this can be rewritten as
The first expression holds for Re(ν − µ + 1) > 0, and the second with the additional constraint that Re µ > −1/2. The same results can be obtained without the partial integration by starting with Q 
as expected. A similar calculation using 83 with the input function P 1/2 ν and λ = µ + 1 2 gives the integral representation
valid for Re(µ ± (ν + 
Representations using K
Finally, using P 
which reduces for µ = 0 to 
Re(ν ± µ + 1) > 0. The Weyl-type relation 110 for P 
Re(λ − µ) > 0. The right hand side of this expression is the same for the choice λ = ν + 1 as that in the expression 133 for P µ ν , and we find that P 
where the phase of the denominator it to be taken between −π and π. While the form of the integrands in 136 and 139 is the same for the choice λ = ν + 1 in the latter, the integration contours are different, and the difference between the Q µ ν and Q µ −ν−1 involves an admixture of P µ ν .
Double-integral representations
Combinations of the foregoing results give a number of double-integral representations for the associated Legendre functions according to the fractional relations
and similar relations for other products of the operators M λ ± , K λ 3 , and P λ 3 . The appropriate definitions of the operators and the coefficients depend on the input functions. We will give only a few examples.
We first obtain a double integral for P 
