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2. EULER-MACLAURIN SUMMATION FORMULA $\zeta(S)$
$a(n)=1$ for all $n\in N$ $F(s)$
$\zeta(s)$ :
$F(s)= \zeta(\mathcal{S})=\sum_{n=1}^{\infty}\frac{1}{n^{s}}.$
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Euler-Maclaurin summation formula




where $[x]$ is the largest integer not exceeding $x,$ $[f(x)]_{N_{1}}^{N_{2}}$ means $f(N_{2})-f(N_{1})$ , and
$B_{m}(x)$ is the mth Bernoulli polynomial, for example, $B_{0}(x)=1,$ $B_{1}(x)=x- \frac{1}{2},$





























We put $f(x)=x^{-s},$ $N_{1}=N$ , then
$\sum_{N<n\leq N_{2}}\frac{1}{n^{s}}=\int_{N}^{N_{2}}\frac{1}{x^{s}}dx-\sum_{m=0}^{M-1}[(s)_{m}\frac{1}{x^{s+m}}\frac{B_{m+1}(x-[x])}{(m+1)!}]_{N}^{N_{2}}$
$- \frac{(s)_{M}}{M!}\int_{N}^{N_{2}}\frac{1}{x^{s+M}}B_{M}(x-[x])dx,$
where where $(s)_{m}$ is the function defined by $(s)_{0}=1$ and $(s)_{m}=s(s+1)\cdots(s+$








Here we note that
$\int_{N_{1}}^{\infty}\frac{B_{M}(x-[x])}{x^{s+M}}dx$ $\int_{N_{1}}^{\infty}\frac{1}{x^{\sigma+M}}dx\ll 1$
when $\sigma+M>1$ . The right hand side of (3) is meromorophic for the half plane
$\sigma>-M+1$ . The expression (3) gives the analytic continuation of $\zeta(s)$ .
$EM$ $\zeta(s)$ $C$ $M$
$\frac{d}{dx}\frac{B_{m+1}(x-[x])}{(m+1)!}=\frac{B_{m}(x-[x])}{m!}$
$EM$






$B_{1}(x-[x])=- \sum_{n=1}^{\infty}\frac{\sin 2n\pi x}{n\pi}, x\not\in Z$









3. EULER-MACLAURIN SUMMATION FORMULA $F(s)$
Definition 1. Let $g_{0}(x)$ : $(0, \infty)arrow C$ be a function which is continuous on $(0, \infty)-$
$N$ , bounded on every finite open interval $(0, c)$ , and bounded by $O(x^{\alpha 0})$ as $xarrow\infty,$
where $\alpha_{0}$ is a non-negative constant. Let $C_{m},$ $m\in N$ , be arbitral constants, and
$g_{m}(x;C_{m}),$ $m\in N$ , be the functions defined by
$g_{1}(x;C_{1})= \int_{0}^{x}g_{0}(v)dv+C_{1}, x\in(0, \infty)$ ,
and
$g_{m}(x;C_{m})= \int_{0}^{x}g_{m-1}(v;C_{m-1})dv+C_{m}, x\in(O, \infty) , m\geq2.$
By this definition, $g_{1}(x;C_{1})$ is differentiable on $(0, \infty)-N$ and $g_{m}(x;C_{m}),$ $m\geq 2,$
are differentiable on $(0, \infty)$ , which satisfy
$\{\begin{array}{ll}\frac{d}{dx}g_{1}(x;C_{1})=g_{0}(x) , x\in(O, \infty)-N, \frac{d}{dx}g_{m+1}(x;C_{m+1})=g_{m}(x;C_{m}) , x\in(O, \infty) , m\geq 1.\end{array}$
Then the function $g_{0}(x)$ is called good oscillation, if there exists a non-negative
sequence $\{\alpha_{m}\}_{m=1}^{\infty}$ such that $g_{m}(x;C_{m})=O(x^{\alpha_{m}})$ as $xarrow\infty$ and $m+1-\alpha_{m}arrow\infty$
as $marrow\infty$ . Next we define “more good oscillation” When $\alpha_{m}$ satisfy
$\lim\sup^{\underline{\alpha_{m}}}<1,$
$marrow\infty m$
we call $g_{0}(x)$ is “more good oscillation”.









Remark 4. more good better
( )
$g_{0}(x)is$ “more good oscillation“ $\Rightarrow$ $g_{0}(x)is\prime good$ oscillation”
more good oscillation
good oscillation
more more good oscillation
$-B_{1}(x-[x])$ more good oscillation with
$\{g_{m}(x)\}_{m=0}^{\infty}=\{-\frac{B_{m+1}(x-[x])}{(m+1)!}\}_{m=0}^{\infty}$
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Let $N_{1}$ and $N_{2}$ be positive integers, $f(x)$ a $C^{M}$ function defined on the closed
interval $[N_{1}, N_{2}]$ , and $\{a(n)\}_{n=1}^{\infty}$ a complex sequence. Let $g_{0}(x)$ : $(0, \infty)arrow C$ be a
function defined by
$g_{0}(x)= \sum_{n\leq x}a(n)-(x\sum_{h=0}^{l-1}J_{h}(\log x)^{h}+J)$ ,
where $l\in$ $NU\{0\}$ , and $J_{h},$ $J$ are constants. For this $g_{0}(x)$ , let $g_{m}(x;C_{m}),$ $m\in$
$NU\{0\}$ , be the functions defined in Definition 1. Then we have, by integration by









$EM$ ( GEM )
$a(n)=1$ for all $n\in N$ $l=1$ $J_{0}=1$ $J=- \frac{1}{2}$
$g_{0}(x)= \sum_{n\leq x}1-(x-\frac{1}{2})=[x]-x+\frac{1}{2}=-B_{1}(x-[x])$
155
(4) $EM$ GEM $F(s)$
We put $f(x)=x^{-s},$ $N_{1}=N$ in (4), and choose the sequence $\{g_{m}(x;C_{m})\}_{m=0}^{\infty}$ as
that of good oscillation, here we abbreviate $\{g_{m}(x;C_{m})\}_{m=0}^{\infty}=\{g_{m}(x)\}_{m=0}^{\infty}$ . Then
$\sum_{N<n\leq N_{2}}\frac{a(n)}{n^{s}}=\int_{N}^{N_{2}}\frac{1}{x^{s}}\frac{d}{dx}(x\sum_{h=0}^{\iota-1}J_{h}(\log x)^{h}+J)dx$
$+ \sum_{m=0}^{M-1}[(s)_{m}\frac{g_{m}(x)}{x^{s+m}}]_{N}^{N_{2}}+(s)_{M}\int_{N}^{N_{2}}\frac{g_{M-1}(x)}{x^{s+M}}dx.$
For $s$ with $\sigma>\max_{0\leq m\leq M-1}\{1, \alpha_{m}\}$ we can take $N_{2}$ to $\infty$ , and obtain
$F(s)- \sum_{n=1}^{N}\frac{a(n)}{n^{s}}=\int_{N}^{\infty}\frac{1}{x^{s}}\frac{d}{dx}(x\sum_{h=0}^{l-1}J_{h}(\log x)^{h}+J)dx$
$- \sum_{m=0}^{M-1}(s)_{m}\frac{g_{m}(N)}{N^{s+m}}+(s)_{M}\int_{N}^{\infty}\frac{g_{M-1}(x)}{x^{s+M}}dx.$




$W_{h}=\{\begin{array}{ll}J_{h}+(h+1)J_{h+1}, if 0\leq h\leq l-2,J_{h\}} if h=l-1.\end{array}$
$\sigma>1-(M-\alpha_{M-1})$
$g_{0}(x)$ good oscillation $M-\alpha_{M-1}arrow\infty$ as $Marrow\infty$





Theorem 1. Let $a(n),$ $n\in N$ , be complex numbers. Assume the following condition
(X) :
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(X) There exist constants $l\in NU\{0\},$ $J_{h}$ , and $J$ such that the function $g_{0}(x)$
defined by $g_{0}(x)= \sum_{n\leq x}a(n)-(x\sum_{h=0}^{l-1}J_{h}(\log x)^{h}+J)$ is good oscillation,
where the empty sum $\sum_{h=0}^{l-1}$ in the case $l=0$ is defined to be $0.$
Then the following assertion (Y) holds:
(Y) There exists a constant $\sigma_{a}\geq 1$ such that the Dirichlet series $F(s)= \sum_{n=1}^{\infty}\frac{a(n)}{n^{s}}$
is absolutely convergent for $\sigma>\sigma_{a}$ . Moreover, $F(s)$ can be continued analyt-
ically over the whole $s$ -plane beyond the line $\sigma=\sigma_{a}$ , and its only singularity
is a pole of the order $l$ at $s=1.$
Remark 5. The analytic continuation of $\zeta(s)$ by $EM$ is one of example of Theorem
1.
A converse assertion holds under additional assumption.
Theorem 2. Assume (Y) in Theorem 1 and the following condition (A):
(A) For any non-negative integer $m$ , there exists a non-negative constant $c_{m}$ such
that $F(-m- \frac{1}{2}+it)=O((1+|t|)^{c_{m}})$ and the sequence $\{c_{m}\}_{m=0}^{\infty},\lim_{marrow\infty}\frac{c_{m}}{m^{2}}=$
$0$ holds.
Then the assertion (X) in Theorem 1 holds.
Remark 6. Essentially we have the same results under the situation that $F(s)$ has
finite poles. But we are devoted to the case that $F(s)$ has a pole only at $s=1,$
because we want to concentrate the relation between the properties of $F(s)$ and the
oscillation of $g_{0}(x)$ .
Remark 7. The functional equation of $\zeta(s)$ and the Phragm\’en-Lindelof convexity
principle give the well-known estimate $\zeta(\sigma+it)=O((1+|t|)^{\frac{1}{2}-\sigma})$ , where the implied
constant is uniform for $s$ in the vertical strip $-M\leq\sigma\leq\delta<0$ , and hence $c_{m}$ can
be chosen as $m+1$ and $\lim_{marrow\infty\sim\epsilon\overline{m}+}^{c_{m}}=0$ holds for every arbitrary small $\epsilon>0$ . The
property $\lim_{marrow\infty_{\overline{m}^{\frac{c_{m}\epsilon}{+}}}}=0$ holds for Dirichlet $L$ -functions, because those functions
have functional equation of Heck type.
Theorem 1
(X) $g_{0}$ is good oscillation $\Rightarrow$ (Y) $F(s)$ is meromorphic on $C$
Theorem 2
(X) $g_{0}$ is good oscillation $\Leftarrow$ $\{\begin{array}{ll}(Y) F(s) is meromorophic on C(A) Some estimation for |F(s)|.\end{array}$
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$($ . . . $)$ $g_{0}$ $\Leftrightarrow$ $\{\begin{array}{l}(Y) F(s) is meromorophic on C(. . . ) Some estimation for |F(s)|,\end{array}$
Theorem 2
5.
Theorem 3. Let $\{a(n)\}_{n=1}^{\infty}$ be a complex sequence. Assume the following assump-
tion $(X^{*})$ :
$(X^{*})$ There exist constants $l\in NU\{0\},$ $J_{h}$ , and $J$ such that the function $g_{0}(x)$
defined by
$g_{0}(x)= \sum_{n\leq x}a(n)-(x\sum_{h=0}^{l-1}J_{h}(\log x)^{h}+J)$
is of more good oscillation, where the empty sum $\sum_{h=0}^{l-1}$ in the case $l=0$
is defined to be $0.$
Then the following assertion (Y) $+(A^{*})$ is equivalent to $(X^{*})$ :
(Y) There exists a constant $\sigma_{a}$ with $\sigma_{a}\geq 1$ such that the Dirichlet series $F(s)=$
$\sum_{n=1}^{\infty}\frac{a(n)}{n^{s}}$ is absolutely convergent for $\sigma>\sigma_{a}$ . Moreover, $F(s)$ can be contin-
ued analytically over the whole $s$ -plane beyond the line $\sigma=\sigma_{a}$ , and its only
singularity is a pole of the order $l$ at $s=1.$
$(A^{*})F(\sigma+it)=O((1+|t|)^{-K_{1}\sigma+K_{2}})$ holds for $\sigma\leq\sigma_{a}+\epsilon_{f}$ where $K_{1}$ and $K_{2}$ are
positive constants $and-K_{1}\sigma+K_{2}\geq 0$ on the domain.
:













Theorem 4. Assume the assumption (X) with restriction $l=0,1$ . Then the follow-
ing assertion $(Y^{*})$ holds:
$(Y^{*})F_{k}(s)$ , for nonnegative integer $k$ , can be continued analytically over the whole
$s$ -plane, and its only singularity is a pole of the order $l=0,1$ at $s=1.$
Moreover a relation
$\frac{1}{m!}F_{k}(-m)=(-1)^{m+1}g_{m}(k)$
holds for any $k\in N$ and nonnegative integer $m.$
$g_{m}(N)$ $F(s)$
$l\geq 2$
Example 1. The case $a(n)=1$ for $n\in N.$
Then $g_{m}(x)=- \frac{B_{m+1}(x-x])}{(m+1)}!.$
Hence $\frac{1}{m!}\zeta_{k}(-m)=(-1)^{m}\frac{B_{m+1}(k-[k])}{(m+1)!}$ by Th 4.
Hence $\zeta(-m)=(-1)^{m}\frac{B_{m+1}}{m+1}$ , which is well known result.
Example 2. The case $a(n)=\chi(n)$ , which is Dirichlet character $mod q.$
Then $g_{m}(x)=-q^{m} \sum_{a=1}^{q}\chi(a)\frac{B_{m+1}(\frac{x-a}{q}-[\frac{x-a}{q}])}{(m+1)!}.$
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Hence $\frac{1}{m!}L_{k}(-m, \chi)=(-1)^{m}q^{m}\sum_{a=1}^{q}\chi(a)\frac{B_{m+1}(\frac{k-a}{q}-[\frac{k-a}{q}])}{(m+1)!}$ by Th 4.
Here we choose $k=q$ , then we have
$L(-m, \chi)=-q^{m}\sum_{a=1}^{q}\chi(a)\frac{B_{m+1}(\frac{a}{q})}{m+1}$
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