We examine the coordinated and universal rateefficient sampling of a subset of correlated discrete memoryless sources followed by lossy compression of the sampled sources. The goal is to reconstruct a predesignated subset of sources within a specified level of distortion. The combined sampling mechanism and rate distortion code are universal in that they are devised to perform robustly without exact knowledge of the underlying probability distribution of the sources. Singleletter characterizations are provided for a universal sampling rate distortion function for fixed-set and independent random sampling.
I. INTRODUCTION
Consider a set M of m discrete memoryless sources with joint probability mass function (pmf) known only to belong to a given family of pmfs. Subsets of k ≤ m sources are sampled "spatially" at each time instant and compressed jointly, with the objective of reconstructing a predesignated subset of 1 ≤ l ≤ m sources from the compressed representations, within a specified level of distortion. How should the sampler optimally sample the sources in a causal manner to form an efficient rate distortion code that yields the best compression rate for a given distortion level? What are the tradeoffs -under optimal processing -among the sampling procedure, accuracy in estimating the underlying pmf of the memoryless sources, compression rate and distortion level? "Universality" requires that the combined sampling mechanism and lossy compression code be fashioned in the face of imprecise knowledge of the underlying pmf. Motivating applications include in-network computation [5] , dynamic thermal management in multicore processor chips [18] , etc.
The study of problems of combined sampling and compression has a rich and varied history in diverse contexts. Recent relevant works include the lossless source coding of analog sources in an information theoretic setting [16] ; compressed sensing with an allowed detection error rate or quantization distortion [13] ; sub-Nyquist temporal sampling followed by lossy reconstruction [7] and rate distortion of multiple sources with time-shared sampling [10] . Closer to our line of work, the rate distortion function has been characterized when multiple Gaussian signals from a random field are sampled and quantized (centralized or distributed) † V. P. Boda in [12] . In a setting of distributed acoustic sensing and reconstruction, centralized as well as distributed coding schemes and sampling lattices are studied in [8] . In [6] , a Gaussian random field on the interval [0, 1] and i.i.d. in time, is reconstructed from compressed versions of k sampled sequences under a mean-squared error distortion criterion. All the sampling problems above assume a knowledge of the underlying pmf.
In the realm of rate distortion theory where a complete knowledge of the underlying pmf is absent, directions include classical Bayesian and nonBayesian methods [11] , [19] ; "individual sequence" studies [15] , [20] ; and lossy compression of noisy or remote signals [3] , [9] , [14] . These works propose a variety of distortion criteria to investigate universal reconstruction performance.
Our work differs materially from the approaches above. Sampling is spatial rather than temporal, unlike in most of the settings above. Furthermore, we introduce a new form of randomized sampling. We restrict ourselves to universality that involves a lack of specific knowledge of source pmf within a finite family of pmfs. Accordingly, in Bayesian and nonBayesian settings, we consider average and peak distortion criteria, respectively, with an emphasis on the former in our presentation. Extensions to an infinite family of pmfs are currently under study.
This work builds on the concept of sampling rate distortion [2] , which uses as an ingredient the rate distortion function for a "remote" source-receiver model [1] , [4] , [17] .
II. PRELIMINARIES Let M = {1, . . . , m}, and let X M = (X 1 , . . . , X m ) be a
with values in × i∈A X i , and denote n repetitions of X A by
is a finite reproduction alphabet for X i . All logarithms and exponentiations are with respect to the base 2.
Let Θ be a finite set and θ a Θ-valued rv with pmf μ θ of assumed full support. We consider a discrete memoryless multiple source (DMMS) {X Mt } ∞ t=1 consisting of i.i.d. repetitions of the rv X M with pmf known only to the extent of belonging to a finite family of pmfs P = {P X M |θ=τ , τ ∈ Θ} of assumed full support. Two settings are studied: In a Bayesian formulation, the pmf μ θ is taken to be known while in a nonBayesian formulation θ is an unknown constant in Θ.
Definition 1. In the Bayesian setting, a k-random sampler (k-RS), 1 ≤ k ≤ m, collects causally at each t = 1, . . . , n,
In the nonBayesian setting, the first equality above is redundant.
The output of a k-RS is (S n , X n S ) where X n S = (X S1 , . . . , X Sn ). Successively restrictive choices of a k-RS in (1) corresponding to
and, for a given A ⊆ M,
will be termed the k-independent random sampler and the k-fixed-set sampler denoted by k-IRS and k-FS, respectively.
Our objective is to reconstruct a subset of DMMS components with indices in an arbitrary but fixed recovery set B ⊆ M, namely X n B , from a compressed representation of the k-RS output (S n , X n S ), under a suitable distortion criterion. (1), and (f n , ϕ n ) are a pair of mappings where the encoder f n maps the k-RS output (S n , X n S ) into some finite set J = {1, . . . , J} and the decoder ϕ n maps J into Y n B . We shall use the compact notation (P S|X M , f, ϕ), suppressing n. The rate of the code with k-RS (P S|X M , f, ϕ) is 1 n log J. (An encoder that operates by forming first an explicit estimate of θ from (S n , X n S ) is subsumed by this definition.) For a given (single-letter) finite-valued distortion measure d : X B × Y B → R + ∪ {0}, an n-length block code with k-RS (P S|X M , f, ϕ) will be required to satisfy one of the following distortion criteria (d, Δ) depending on the setting.
(i) Bayesian: The expected distortion criterion is
(ii) NonBayesian: The peak distortion criterion is
where the "conditional" expectation denotes, in fact,
Definition 3. A number R ≥ 0 is an achievable universal k-RS coding rate at distortion level Δ if for every > 0 and sufficiently large n, there exist n-length block codes with k-RS of rate less than R + and satisfying the distortion criterion (d, Δ + ) in (4) or (5) above; and (R, Δ) will be termed an achievable universal k-RS rate distortion pair under the expected or peak distortion criterion. The infimum of such achievable rates is denoted by R A (Δ) for a k-FS, and by R i (Δ) for a k-IRS. We shall refer to R A (Δ) as well as R i (Δ) as the universal sampling rate distortion function (USRDf), suppressing the dependence on k.
Remark: Clearly, the USRDf under (4) will be no larger than that under (5) .
III. MAIN RESULTS AND EXAMPLES
We make two main contributions. First, a single letter characterization is provided of the USRDf for fixed-set sampling in the Bayesian and nonBayesian settings. Second, building on these, a single letter characterization of the USRDf is obtained for a k-IRS in these settings, and it is shown that randomized sampling can outperform strictly the "best" fixed-set sampler. We note that the USRDf for a k-FS can be deduced from that of a k-IRS. Nonetheless, for the sake of expository convenience, we develop the two sampling models in succession; this will also facilitate the sketch of the achievability proofs.
Consider first fixed-set sampling with A ⊆ M in (3) . An encoder f with access to X n A cannot distinguish among pmfs in P (indexed by τ ) that have the same P X A |θ=τ . Accordingly, let Θ be a partition of Θ comprising "ambiguity" atoms, with each such atom consisting of τ s with identical marginal pmfs P X A |θ=τ . Indexing the elements of Θ by τ , let θ be a Θ -valued rv with pmf μ θ induced by μ θ . For each τ ∈ Θ , let Λ(τ ) be the collection of τ s in the atom of Θ indexed by τ . In the Bayesian setting, clearly
whereas in the nonBayesian setting P X A |θ =τ is chosen as above.
In the Bayesian setting, consider a modified distortion measure d τ , τ ∈ Θ , defined by
A prominent ingredient in our analysis is the primitive quantity
which is akin to the "fixed-set" sampling rate distortion function of the DMMS with (known) pmf P X M |θ =τ and sampling set A ( [2] , but with an additional Markov constraint). In the nonBayesian setting, the counterpart of (7) is
Remark: Clearly, the minimum in (8) under pmf-wise constraints can be no smaller than that in (7) under pmf-averaged constraints.
Our first main result states that the USRDf at distortion level Δ for fixed-set sampling in the Bayesian setting is a minmax of quantities in (7) , where the minimum is over distortion thresholds δ = Δ τ , τ ∈ Θ with average not exceeding Δ, while the maximum is over the ambiguity atoms τ in Θ . On the other hand, in the nonBayesian setting, the USRDf at distortion level Δ is a maximum over ambiguity atoms of quantities in (8) with δ = Δ, and hence is no smaller than its Bayesian counterpart.
Proposition. The Bayesian USRDf for fixed
where Δ min and Δ max are defined analogously.
Remark: The Δ min and Δ max for the Bayesian and the nonBayesian settings can be different.
Turning to a k-IRS in (2), the freedom now given to the sampler to rove over all k-sized subsets in A k engenders a partition Θ of Θ (and hence a finer partition of Θ) with smaller ambiguity atoms. Let A 1 , . . . , A |A k | (where |A k | = m k ) be any fixed ordering of A k . Let Θ be a partition of Θ consisting of ambiguity atoms, with each atom formed by τ s with identical families of marginal pmfs
Clearly, Θ is a refinement of Θ (for any A i ). Indexing the elements of Θ by τ , let θ be a Θ -valued rv with pmf μ θ derived from μ θ . For each τ in Θ , let Λ(τ ) be the collection of τ s in the atom indexed by τ . In analogy with (7) and (8), we define counterparts in the Bayesian and nonBayesian settings as
where d τ is defined similarly as in (6) .
Theorem. The Bayesian USRDf for a k-IRS is
and the nonBayesian USRDf is
Remarks: (i) For a k-IRS we restrict ourselves to the interesting case k < |B|, for otherwise it would suffice to sample B.
(ii) Does USRDf improve if the sampling sequence S n were provided additionally to the decoder? The (sketch of the) achievability proof in Section IV of the Theorem shows that no improvement results. Example 1. This example illustrates how achievability of the USRDf for fixed-set sampling is simplified into a two-step procedure for the probability of error distortion measure. For a sampling set A ⊆ B, consider the distortion measure
Then, (7) and (8) simplify to
The achievability scheme for the resulting USRDf can be decomposed into two separate steps that facilitate implementation. Specifically, after forming a maximum a posteriori (MAP) or maximum likelihood (ML) estimate τ of θ , a first step entails a lossy reconstruction of the sampled signal x n A by its codeword under a modified distortion criterion. This is followed by a second step of reconstructing x n B from the output y n A of the first step as a MAP estimate viz. y n B = arg max
in the Bayesian setting and as a different estimate
in the nonBayesian setting. Note the difference in conditional pmfs above under which the estimates above are formed; the latter pmf results from the minimization in R nB A (δ; τ ). Particularizing to M = {1, 2} and X 1 = X 2 = {0, 1}, consider a DMMS with P X1X2|θ=τ represented by a virtual binary symmetric channel (BSC) shown in Figure 1 , where p τ , q τ ≤ 0.5, τ ∈ Θ. For A = {1}, the Bayesian USRDf above reduces to
where q τ = P X2|X1θ (0|1, τ ) ; and the nonBayesian USRDf is
indicating a clear gain in the Bayesian USRDf. 1 ((x 1 ⊕ x 2 ) = (y 1 ⊕ y 2 )), the Bayesian USRDf for fixed-set sampling is
Since P X1|θ=τ is the same for all τ ∈ Θ, note that |Θ | = 1. The nonBayesian USRDf is
For sampling set A = {3}, Θ = Θ and the Bayesian USRDf is
0 ≤ Δ ≤q, and the nonBayesian USRDf is
Example 3. This example illustrates that a k-IRS can perform strictly better than the best k-FS.
and 0 < p τ , q τ < 0.5. Under the distortion measure
where q τ = E[q θ |θ = τ ], and the nonBayesian USRDf is
Turning to a k-IRS with k = 1, clearly, Θ = Θ. For a k-IRS the Bayesian USRDf is 
An analytical comparison of the USRDfs shows the strict superiority of the k-IRS over the k-FS.
IV. SKETCH OF PROOFS We limit ourselves to Bayesian setting in the Proposition and the Theorem of Section III. The corresponding achievability proofs can be refashioned in the nonBayesian setting. We first sketch achievability for the Proposition which serves as a stepping stone for achievability in the Theorem. The converse proofs use standard ideas combined with customized technical lemmas, and are omitted.
A common theme in the achievability proofs for a k-FS and a k-IRS involves forming an estimate τ of the underlying τ in Θ and τ of τ in Θ , respectively. The assumed finiteness of Θ enables τ or τ to be conveyed rate-free to the decoder. Codes for achieving the USRDf at a prescribed distortion level Δ are chosen from among sampling rate distortion codes for τ s in Θ or τ s in Θ and corresponding to appropriate distortion thresholds that effectively average to yield the distortion level Δ. A chosen code corresponds to an estimate τ or τ . Proposition: Consider the partition Θ of Θ described earlier. The encoder forms a MAP estimate τ n = τ n (X n A ) = arg max τ P θ |X n A (τ |X n A ) of θ based on X n A . Clearly, for every > 0, P ( τ n = θ ) ≤ / d max for all n large enough (depending on ). The samples X n A are encoded using this estimate as
is a lossless binary representation for Θ . The decoder is defined as
Theorem: There are two phases in encoding. First, the encoder forms an estimate τ n = τ n (S n , X n S ) of θ , where S n ranges over all elements of A k . As in the sketch of achievability in the Proposition, we have P ( τ n = θ ) ≤ / d max for all n large enough.
Let P S , {Δ A, τ n , A ∈ A k } be the optimal sampler and the optimal {E[d τ n (X A , Y B )|S = A, θ = τ n ], A ∈ A k } in (9), respectively. For i ∈ [ m k ] {1, . . . , m k } and n suitably large, define the "time-sets" ν Ai as intervals whose lengths are ∼ = nP S (A i ) and cover {1, . . . , n}. The k-IRS is now chosen in the second phase as S t = A i , t ∈ ν Ai .
For each ν Ai , we use a fixed-set sampling rate distortion code for the DMMS {X Mt } ∞ t=1 with pmf P X M |θ = τ n with sampling set A i . This code is chosen to be of rate ∼ = I(X S ∧ Y B |S = A i , θ = τ n ), block length |ν Ai |, and with expected distortion with threshold Δ Ai, τ n measured under , ϕ(f (S n , X n S )))] ∼ = Δ, for all n large enough. We close with two structural observations. (i) The achievability proof of the Theorem uses a determin-istic sampling sequence of which the decoder is informed ipso facto (without the need for explicit "side information"). A separate converse proof shows that side information S n provided additionally to the decoder, does not reduce US-RDf. Thus, the USRDf in the Theorem remains unchanged even if the decoder were informed of S n . (ii) In general, a k-IRS will outperform a k-FS in two ways. First, the former enables a better approximation of θ in the form of θ whereas the latter estimates θ = θ (θ ). Second, random sampling enables a "time-sharing" over various fixed-set samplers, that can outperform strictly the best fixed-set choice.
