We consider least squares estimators of the finite dimensional regression parameter α in the single index regression model Y = ψ(α T X) + ε, where X is a d-dimensional random vector, E(Y |X) = ψ(α T X), and where ψ is monotone. It has been suggested to estimate α by a profile least squares estimator, minimizing n i=1 (Y i −ψ(α T X i )) 2 over monotone ψ and α on the boundary S d−1 of the unit ball. Although this suggestion has been around for a long time, it is still unknown whether the estimate is √ n convergent. We show that a profile least squares estimator, using the same pointwise least squares estimator for fixed α, but using a different global sum of squares, is √ n-convergent and asymptotically normal. The difference between the corresponding loss functions is studied and also a comparison with other methods is given. An augmented Lagrange method, embedded in the Hooke-Jeeves pattern search algorithm, is implemented in R to compute the profile least squares estimators.
Introduction
The monotone single index model tries to predict a response from the linear combination of a finite number of parameters and a function linking this linear combination to the response via a monotone link function ψ 0 which is unknown. So, more formally, we have the model
where Y is a one-dimensional random variable, X = (X 1 , . . . , X d ) T is a d-dimensional random vector with distribution function G, ψ 0 is monotone and ε is a one-dimensional random variable such that E[ε|X] = 0 G-almost surely. For identifiability, the regression parameter α 0 is a vector of norm α 0 2 = 1, where · 2 denotes the Euclidean norm in R d , so α 0 ∈ S d−1 , the unit (d − 1)-dimensional sphere. The ordinary profile least squares estimate of α 0 is an M -estimate in two senses: for fixed α the least squares criterion
is minimized for all monotone functions ψ (either decreasing or increasing) which gives an α dependent functionψ n,α , and the function
is then minimized over α. This gives a profile least squares estimatorα n of α 0 , which we will call LSE in the sequel. Although this estimate of α 0 has been known now for a very long time (more than 30 years probably), it is not known whether it is √ n convergent (under appropriate regularity conditions), let alone that we know its asymptotic distribution. Also, simulation studies are rather inconclusive. For example, it is conjectured in [13] on the basis of simulations that the rate of convergence ofα n is n 9/20 . Other simulation studies, presented in [1] , are also inconclusive. In that paper, it was also proved that an ordinary least squares estimator (which ignores that the link function could be non-linear) is √ n-convergent and asymptotically normal under elliptic symmetry of the distribution of the covariate X. Another linear least squares estimator of this type, where the restriction on α is α T S n α = 1, where S n is the usual estimate of the covariance matrix of the covariates, and where a renormalization at the end is not needed (as it is in the just mentioned linear least squares estimator) was studied in [2] and there shown to have similar behavior. If this suggests that the profile LSE should also be √ n-consistent, the extended simulation study in [2] shows that it is possible to find other estimates which exhibit a better performance in these circumstances.
An alternative way to estimate the regression vector is to minimize the criterion
where · is the Euclidean norm. Note that this is the sum of d squares. We prove in Section 3 that this minimization procedure leads to a √ n consistent and asymptotically normal estimator, which is a more precise and informative result compared to what we know now about the LSE.. Using the well-known properties of isotonic estimators, it is easily seen that the function (1.3) is piecewise constant as a function of α, with finitely many values, so the minimum exists and is equal to the infimum over α ∈ S d−1 . Notice that this estimator does not use any tuning paramenters, just like the LSE.
In [2] , a similar Simple Score Estimator (SSE)α n was defined as a point α ∈ S d−1 where all components of the function
cross zero. If the criterion function were continuous in α, this estimator would have been the same as the least squares estimator, minimizing (1.3), with a minimum equal to zero, but in the present case we cannot assume this because of the discontinuities of the criterion function.
The definition of an estimator as a crossing of the d-dimensional vector 0 makes it necessary to prove the existence of such an estimator, which we found to be a rather non-trivial task. Defining our estimator directly as the minimizer of (1.3), so as a least squares estimator, relieves us from the duty to prove its existence. Since our estimator is asymptotically equivalent to the SSE, we refer to it here under the same name.
A fundamental function in our treatment is the function ψ α , defined as follows.
Definition 1.1. Let S d−1 denote again the boundary of the unit ball in R d . Then, for each α ∈ S d−1 , the function ψ α : R → R is defined as the nondecreasing function which minimizes
over all nondecreasing functions ψ : R → R. The existence and uniqueness of the function ψ α follows for example from the results in [11] . The function ψ α coincides in a neighborhood of α 0 with the ordinary conditional expectation functioñ ψ αψ
see [2] , Proposition 1. The general definition of ψ α uses conditioning on a σ-lattice, and ψ α is also called a conditional 2-mean (see [11] ).
The importance of the function ψ α arises from the fact that we can differentiate this function w.r.t. α, in contrast with the least squares estimateψ n,α , and that ψ α represents the least squares estimate of ψ 0 in the underlying model for fixed α, if we use α T x as the argument of the monotone link function.
It is also possible to introduce a tuning parameter and use an estimate of d du ψ α (u) u=α T X . This estimate is defined by:ψ
where K is one of the usual kernels, symmetric around zero and with support [−1, 1], and where h is a bandwidth of order n −1/7 for sample size n. For fixed α, the least squares estimateψ n,α is defined in the same way as above. Note that this estimate is rather different from the derivative of a Nadaraya-Watson estimate which is also used in this context and which is in fact the derivative of a ratio of two kernel estimates. If we use the Nadaraya-Watson estimate we need in principle two tuning parameters, one for the estimation of ψ 0 and another one for the estimation of the derivative ψ 0 . Using the estimate (1.5) of the derivative we now minimize
where · is again the Euclidean norm. A variant of this estimator was defined in [2] and called the Efficient Score Estimator (ESE) there, since, if the conditional variance var(Y |X = x) = σ 2 , where σ 2 is independent of the covariate X (the homoscedastic model), the estimate is efficient. As in the case of the simple score estimator (SSE), the estimate was defined as a crossing of zero estimate in [2] and not as a minimizer of (1.6). But the definition as a minimizer of (1.6) produces an asymptotically equivalent estimator. For reasons of space, we will only give a sketch of the proof of this statement below in Section 4. The qualification "efficient" is somewhat dubious, since the estimator is no longer efficient if we do not have homoscedasticy. We give an example of that situation in Section 6, where, in fact, the SSE has a smaller asymptotic variance than the ESE. Nevertheless, to be consistent with our treatment in [2] we will call the estimate,α n , minimizing (1.6), again the ESE.
Dropping the monotonicity constraint, we can also use as our estimator of the link function a cubic splinê ψ n,α , which is defined as the function minimizing
over the class of functions S 2 [a, b] of differentiable functions ψ with an absolutely continuous first derivative, where
see [5] , pp. 18 and 19, where µ > 0 is the penalty parameter. Using these estimators of the link function, the estimateα n of α 0 is then found in [10] by using a (d−1)-dimensional parametrization β and a transformation S : β → S(β) = α, where S(β) belongs to the surface of the unit sphere in R d , and minimizing the criterion
over β, whereψ S(β),µ minimizes (1.7) for fixed α = S(β). Analogously to our approach above we can skip the reparametrizion, and minimize instead:
whereψ n,α,µ minimizes (1.7) for fixed α andψ n,α,µ is its derivative. We call this estimator the spline estimator. All estimators are computed by an augmented Lagrange method, embedded in the Hooke-Jeeves pattern search method, which avoids reparametrization. Details of the method are given in Section 5 and the implementation in R, using Rcpp, can be found in [6] .
We note that this method is, for several reasons, rather different from the heuristic Lagrange method, suggested in Section 4.2 of [2] . The method in Section 4.2 of [2] was still based on the "crossing of zero" definition instead of the least squares definition of the estimators above and in fact tried to eliminate the imsart-generic ver. 2014/10/16 file: LS_paper.tex date: January 16, 2020
Lagrange parameter. The result of that procedure could not ascertain that the solutionα n had norm 1, and a renormalization at the end was needed to enforce this constraint, which has a somewhat unpredictable influence on the convergence of the algorithm. The augmented Lagrange method, on the other hand, has two penalty terms, a linear and a quadratic one, and does not eliminate the two Lagrange parameters. In this case we may assume that the solution, provided by the method, has indeed norm 1 in the number of decimals, set by the procedure.
We finally give simulation results for these different methods in Section 6, where we make a comparison with the results of the Effective Dimension Reduction (EDR) method, proposed in [9] and implemented in the R package edr. The results show that the least squares estimators have a much better performance for the present simulation model, which was also used in [1] .
General conditions and the functionsψ n,α and ψα
We give general conditions that we assume to hold in the remainder of the paper here and give graphical comparisons of the functionsψ n,α and ψ α , where ψ α is defined in Definition 1.1.
where the ε i are i.i.d. standard normal random variables, independent of the X i , which are i.i.d. random vectors, consisting of two independent Uniform(0, 1) random variables. In this case the conditional expectation function (1.4) is a rather complicated function of α which we shall not give here, but can be computed by a computer package such as Mathematica or Maple. The loss functions:
where the loss function L LSE n is for sample sizes n = 10, 000 and n = 100, 000, and α = (α 1 , α 2 ) T . For α 1 ∈ [0, 1] and α 2 equal to the positive root {1 − α 2 1 } 1/2 , we get Figure 1 . The function L LSE has a minimum equal to 1 at α 1 = 1/ √ 2 and L LSE n has minimum at a value very close to 1/ √ 2 (furnishing the profile LSÊ α n ). In order to show the √ n-consistency and asymptotic normality of the estimators in the next sections, we now introduce some conditions, which correspond to those in [2] . We note that we do not need conditions on reparametrization.
(A1) X has a density w.r.t. Lebesgue measure on its support X , which is a convex set X with a nonempty interior, and satisfies
Let a 0 and b 0 be the (finite) infimum and supremum of the interval {α T 0 x, x ∈ X }. Then ψ 0 is continuously differentiable on (a 0 − δR, a 0 + δR), where R and δ are as in Assumption A1 and A3. (A5) The density g of X is differentiable and there exist strictly positive constants c 1 to c 4 such that
These conditions are rather natural, and are discussed in [2] . The following lemma shows that, for the asymptotic distribution ofα n , we can reduce the derivation to the analysis of ψα n . We have the following result (Proposition 4 in [2]) on the distance betweenψ n,α and ψα.
Lemma 2.1. Let conditions (A1) to (A6) be satisfied and let G be the distribution function of X. Then we have, for α in a neighborhood B(α 0 , δ) of α 0 :
A
√ n-convergent profile least squares estimator without tuning parameters
In this section we study a profile least squares estimator which is √ n-convergent and asymptotically normal. It is asymptotically equivalent to the estimator SSE (Simple Score Estimator) studied in [2] and hence we give it here the same name. A crucial role is played by the function ψ α of Definition 1.1. In this section we use the following assumptions, additional to (A1) to (A6).
We start by comparing (1.3) to the function
As in Section 1, the functionψ n,α is simply the (isotonic) least squares estimate for fixed α.
Example 3.1 (Continuation of Example 2.1). We consider the loss function given by
and compare this with the loss function
for the same data as in Example 2.1 in Section 2. If we plot the loss functions L SSE andL SSE n for the model of Example 2.1, where α = (α 1 , α 2 ) T , for α 1 ∈ [0, 1] and α 2 the positive root 1 − α 2 1 , we get Figure 2 . The function L LSE has a minimum equal to 0 at In the computation of the SSE, we have to take a starting point. For this we use the LSE, which is proved to be consistent in [1] . The proof of the consistency of the SSE is a variation on the proof for the corresponding crossing of zero estimator in [2] in (D.2) of the supplementary material. We use the following lemma, which is a corollary to Proposition 2 in the supplementary material of [2] .
Then, uniformly for α in a neighborhood B(α 0 , δ) ∩ S d−1 of α 0 :
Remark 3.1. The proof in [2] used reparametrization, but this is actually not needed in the main argument. 
we get:
Hence for a subsequence (n k ) such thatα
Note that we can assume the existence of such subsequences, since we may assume thatα n ∈ S d−1 ∩ B(α 0 , δ). Also note that the continuity of φ is used to get φ(α * ) = 0. So we find, using
which can only happen if α * = α 0 by Assumption (A7).
where · denotes the Euclidean norm. Then, under conditions (A1) to (A8) we have:
Proof. We introduce the functionĒ n,α , defined by:
where the τ i 's are the points of jump of the functionψ n,α . For similar constructions, relying on smooth functional theory, see [8] , Chapter 10, [7] , Supplementary Material (S2.15), and [2] , Supplementary Material, Section D.3. We get, by the definition of the least squares estimateψ n,α ,
, where, however, a reparametrization is used. Hence we can write:
For α in a neighborhood of α 0 , we can simplify the first term on the right-hand side in the following way:
using that, for α in a neighborhood of α 0 ,
since, for α in a neighborhood of α 0 , E{ψ 0 (α T 0 X)|α T X} = ψ α (α T X).
We also have:
For the last expression on the right-hand side of (3.7) we get:
for a constant K > 0, which is ensured by Definition (3.6), condition (A5) and Lemma 2.1. We also use the Cauchy-Schwarz inequality
For a similar argument, see pp. 307 and 308 of [8] . So the conclusion is:
x y −ψ n,α (α T x) dP n (x, y)
This implies for the SSEα n :
x y −ψ n,αn (α T n x) dP n (x, y)
We now have the following limit result.
Theorem 3.2 (Asymptotic normality of the SSE). Letα n be the minimizer of
10)
for α ∈ S d−1 , where · denotes the Euclidean norm. Let the matrices A and Σ be defined by:
11)
and
Then, under conditions (A1) to (A8) we have:
Proof. By consistency ofα n , we may assume thatα n belongs to a small neighborhood of α 0 . Moreover, for α in a neighborhood of α 0 we have the expansion:
where the factor on the left of α − α 0 in the second term after the last equality sign is given by the matrix with elements:
So we obtain from (3.8),
which follows by taking α to be a solution of the linear equation
we get from (3.15):
x y −ψ n,αn (α T n x) dP n (x, y) = o p n −1/2 + o p ( α n − α 0 ) . (3.17)
Note that the two integrals on the left-hand side of (3.16) are perpendicular to the vector α 0 and that the equation has essentially d−1 degrees of freedom, which is also clear if one treats the system by reparametrization in R d−1 . Moreover, by Lemma 3.2, we can write:
and by (3.13)
Combining this with (3.17) and (3.18) we find that
Finally:
since, by the first part of Lemma 10 in the supplementary material of [2] ,
and, moreover,
The statement of the theorem now follows, where we use the Moore-Penrose generalized inverse to preserve symmetry.
Example 3.2 (Continuation of Example 3.1). We compute the asymptotic covariance matrix for Example 3.1. In this case we get for matrix A in part (ii) of Theorem 3.2:
The Moore-Penrose inverse of A is given by:
Furthermore, we get:
So the asymptotic covariance matrix is given by: 
Two profile least squares estimators using a tuning parameter
The proofs of the consistency and asymptotic normality of the ESE and spline estimator are very similar to the proofs of these properties for the SSE in the preceding section. The only extra ingredient is occurrence of the estimate of the derivative of the link function. Here, we shall only discuss the asymptotic normality. In addition to the assumptions (A1) to (A7), we now assume:
An essential step is again to show that
For the ESE this is done by defining the piecewise constant functionρ n,α for u in the interval between successive jumps τ i and τ i+1 ) ofψ n,α by:
whereρ n,α replacesĒ n,α in (3.6), see Appendix E in the supplement of [2] . The remaining part of the proof runs along the same lines as the proof for the SSE. For additional details, see Appendix E in the supplement of [2] . The corresponding step in the proof for the spline estimator is given by the following lemma.
Lemma 4.1. Let the conditions of Theorem 5 in [10] be satisfied. In particular, let the penalty parameter µ n satisfy µ n = o p (n −1/2 ). Then we have for all α in a neighborhood of α 0 and for the corresponding natural cubic splineψ n,α :
Remark 4.1. The result shows that we have as our basic equation in α:
Proof of Lemma 4.1. Fix α and letψ n,α be the natural cubic spline, minimizing
where the t i are the the ordered values α T X i , and where µ n = o p (n −1/2 ), and a = min i α T X i and b = max i α T X i . We can write the minimum in the following form:
We extend the natural cubic splineψ n,α linearly to a function on R, and define the function
We have:
This implies, assuming boundedness of the derivative of the function
dt. 
since the function φ attains its minimum at 0 by definition of the (natural) cubic spline as a least squares estimate. It follows that
The remaining part of the proof of the asymptotic normality can either run along the same lines as the proof for the same property satisfied by the SSE, using the function u → ψ α (u) = E{ψ 0 (α T x)|α T X = u}, or directly use the convergence ofψ nαn to ψ 0 and ofψ nαn to ψ 0 (see Theorem 3 in [10] ). For the SSE and ESE we were forced to introduce the intermediate function ψ α to get to the derivatives, because for these estimators the derivative ofψ nαn did not exist.
We get the following result. 
whereÃ − is the Moore-Penrose inverse ofÃ.
This corresponds to Theorem 6 in [2] and Theorem 5 in [10] ), but note that the formulation of Theorem 5 in [10] still contains the Jacobian connected with the lower dimensional parametrization.
The augmented Lagrange method
In computing the estimates of α it is very awkward to have to introduce (in view of the restriction α = 1) a parametrization in R d−1 , by either taking a parametrization with sines and cosines or by taking one coordinate as a function of the other ones after taking square roots. We prefer to keep the original coordinates α and to use the augmented Lagrange method for dealing with the restriction α = 1.
We now describe the computational method for the (profile) least squares estimate (LSE). In this case we want to minimize
under the restriction α 2 = 1, where α ∈ R d . In the augmented Lagrangian method we aim to minimize instead
where the last term is an extra penalty term for µ > 0. The general idea of the augmented Lagrangian method is for example explained in [3] , and we use in particular the augmented Lagrangian method for pattern search algorithms, as proposed in [12] , which, in turn, is an adaptation of [4] . There are two decreasing sequences of control parameters: (δ k ) and (η k ); δ k controls the value of the loss function L λ,µ (α) of (5.1), and η k controls the value of | α 2 − 1|, both at iteration k. The iterations are continued until both δ k and η k are below a certain tolerance limit δ * , for which we take δ * = 10 −10 .
The iterations k as just described are the outer iterations of the algorithm. Furthermore, at each inner iteration the criterion L λ,µ (α) is minimized for fixed λ = λ k and µ = µ k and starting value α = α (k) via a run of the Hooke-Jeeves algorithm until the step size of this algorithm has become smaller than δ k . Next either of two actions is taken:
(i) If α (k) 2 − 1 ≤ η k we test for convergence and update the Lagrangian parameter: if δ k < δ * and η k < δ * we are done, otherwise we take
The parameters δ k and η k are also updated in a way we shall describe below. We next do the Hooke-Jeeves inner iterations again with the updated parameters. (ii) If α (k) 2 − 1 > η k , we do not change the Lagrange parameter, but reduce the penalty parameter µ (and in this way increase the penalty) and other parameters in a way we shall also describe below. We next do the Hooke-Jeeves inner iterations again with the updated parameters.
Both in [4] and in [12] (which closely follows [4] in this respect) a whole bunch of parameters is used and we made some arbitrary choices here since we did not see in either of the two papers suggestions for how to do this. Apart from the parameter λ ∈ R, the (positive) parameters are (mostly following the notation of [4] and [12] ): δ, η, τ < 1, γ < 1, η 0 , µ 0 , ω 0 , δ * 1, η * 1, a, ω, a ω , b ω , a η , b η . We initialize these as follows: τ = γ = 0.5, η 0 = µ 0 = ω 0 = 1, δ * = η * = 10 −10 , a ω = b ω = a η = b η = 1, and λ = 0, µ = µ 0 , a = min{µ 0 , γ}, ω = ω 0 a aω = a, δ = ω/{1 + λ + 1/µ}, η = η 0 a aη = η 0 a.
We now give the full description of the algorithm.
1.
[Initialize]. See above.
[Inner iteration]
Minimize the criterion L λ,µ (α) of (5.1) for λ = λ k and µ = µ k and starting value α = α (k−1) via a run of the Hooke-Jeeves algorithm until the step size of this algorithm has become smaller that δ k . Put α = α (k) , where α (k) is the outcome of the algorithm.
3. If α (k) 2 − 1 ≤ η k do step (i) below, else do step (ii). Repeat until δ < δ * and η < η * = δ * .
(i) If δ k < δ * and η k < δ * we are done, otherwise we take
Next, if not finished, do the inner iteration again with the new parameters indexed by k + 1.
An R script, using Rcpp, implementing the method is given in [6] . We also wrote R scripts for computing in this way the SSE of Section 3, the so-called ESE (efficient score estimate, see [2] ) and the spline estimate of [10] . The only thing that changes is the first expression on the right of the criterion function (5.1), the two penalty terms of the augmented Lagrange method remaining the same in these algorithms.
Simulation and comparisons with other estimators
In this section we compare the LSE with the Simple Score Estimator (SSE), the Efficient Score Estimator (ESE), the Effective Dimension Reduction (EDR) estimate and a spline estimate. We consider a part of the simulation settings in [1] . For the EDR we used the R package edr; the method is discussed in [9] . The spline method is described in [10] . Although this method is implemented in the R package simest we used our own implementation based on the augmented Lagrange method described in Section 5.
In simulation setting 1 we take α 0 = (1/ √ 2, 1/ √ 2) T and X = (X 1 , X 2 ) T , where X 1 and X 2 are independent Uniform(0, 1) variables. The response Y follows the monotone single index model:
where ψ 0 (u) = u 3 and ε is a standard normal random variable, in dependent of X.
In simulation setting 2 we also take α 0 = (1/ √ 2, 1/ √ 2) T and X = (X 1 , X 2 ) T , where X 1 and X 2 are independent Uniform(0, 1) variables. This time, however, the monotone single index model is:
see also Table 2 in [1] . This means:
Note that indeed E{ε|X) = 0, but that we do not have independence of ε and X, as in the previous example. It follows from Theorem 3.2 that the variance of the asymptotic normal distribution for the SSE is equal to 2.727482 and from Theorem 4.1 that the variance of the asymptotic normal distribution for the ESE and imsart-generic ver. 2014/10/16 file: LS_paper.tex date: January 16, 2020
Table 2 Simulation, model 2; Y i ∼ Bin 10, exp(α T 0 X i )/ 1 + exp(α T 0 X i ) , where X i consists of two independent Uniform(0, 1) random variables. The mean valueμ i = mean(α in ), i = 1, 2 and n times the variance-covariance ncov(α in ,α jn ), i, j = 1, 2, of the Efficient Dimension Reduction Estimate EDR, computed by the R package edr, the least squares estimate (LSE), the simple score estimate (SSE), the efficient score estimate (ESE) and the spline estimate, for different sample sizes n. The line, preceded by ∞, gives the asymptotic values (unknown for EDR and LSE). The values are based on 1000 replications.
Method
nμ 1μ2σ11σ22σ12 spline estimator equals 2.737200. So the SSE has a smaller asymptotic variance than the ESE and spline estimator. We already noticed in Section 4 that the present model is not homoscedastic and that the ESE, and therefore also the spline estimator are not efficient for this model. This is indeed in accordance with our numerical findings, see in particular the simulation results for n = 5000 in Table 4 . In this case the asymptotic covariance matrix for the SSE of Theorem 3.2 is in fact given by A − = A − ΣA − . It is clear that the estimate EDR is inferior to the other methods for these models; even the LSE for which we do not know the rate of convergence has a better performance. In [9] it is assumed that the errors have a normal distribution, but also in model 1, where this condition is satisfied, the behavior is clearly inferior, in particular for the lower sample sizes. In model 2, the ESE, SSE and the spline estimator exhibit a good behavior, with the SSE being the best estimate for sample size n = 5000, as predicted by the theoretical results on the asymptotic variance. The differences in the asymptotic variances are rather small in this case.
Concluding remarks
In this work we replaced the "crossing of zero" estimators in [2] by profile least squares estimators and introduced the augmented Lagrange method to compute them. The use of the augmented Lagrange method allowed us to dispense with the reparametrization, used in [2] and [10] . The asymptotic distribution of the estimators was determined and its good behavior illustrated by a simulation study, using the same models as in [1] .
In the first model the error is independent of the covariate and homoscedastic and in this case two of the estimators were efficient. In the other (binomial-logistic) model the error was dependent on the covariates and not homoscedastic. It was shown that the SSE (Simple Score Estimate) had in fact a smaller asymptotic variance in this model than the other two estimators for which the asymptotic variance is known. Its behavior was also better than the other two estimates studied (the LSE and the EDR estimate) for which the asymptotic behavior is unknown.
There is no uniformly best estimate in our simulation, but the EDR estimate is clearly inferior to the other estimates, including the LSE, in particular for the lower sample sizes. On the other hand, the LSE is inferior to the SSE, ESE and the spline estimator. All simulation results can be reproduced by running the R scripts which can be found in [6] .
