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W. Gustin’s introduction of combinatorial current graphs as a device for 
obtaining orientable imbeddings of Cayley “color” graphs was fundamental to 
the solution of the Heawood map-coloring problem by G. Ringel, J. W. T. 
Youngs, C. M. Terry, and L. R. Welch. The topological current graphs of this 
paper lead to a construction that generalizes the method of Gustin and its 
augmentation to “vortex” graphs by Youngs, extending the scope of current 
graph theory from Cayley graphs alone to the much larger class of graphs that 
are covering spaces. 
1. INTR~DuOD~N 
This paper provides proof of our previously announced result [83 that 
any orientable imbedding of a Cayley graph derived from a combinatorial 
current graph is a (possibly branched) covering of the dual of the implicit 
imbedding of that combinatorial current graph. This result is a special 
case of our Theorem 2 for graph imbeddings derived from what we call 
“topological current graphs”. We intend to describe our topological 
methods in language as close as possible to that of G. Ringel and J. W. T. 
Youngs, using elementary examples to illustrate such structures as 
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covering spaces. It is assumed that the reader is familiar with Section 2 
of Ringel and Y oungs [ 181. 
The announcement [8] gives some examples and historical information 
about current graphs not repeated here. Our present definition of “current 
assignment” supercedes that of the announcement. What we call a 
“schematic imbedding” there is called a “Heffter-Edmonds imbedding” 
here, for reasons given in Section 2. 
We thank Hale Trotter for his helpful observations concerning coverings 
and our construction. We also thank the referee, whose valuable expository 
suggestions have been adopted in this revision of the original manuscript. 
2. TOPOLOGICAL CURRENT GRAPHS 
In this paper, a graph has finitely many vertices and edges, possibly 
including multiple adjacencies or self-adjacencies. This is what a topologist 
would call a “finite l-dimensional cell complex”. When there are no 
multiple edges or self-adjacencies, it is proper to call a graph simpliciul. 
(The epithet “pseudograph” for nonsimplicial graphs is rejected here, 
because nonsimplicial graphs are so essential to graph imbedding theory.) 
Vertices are denoted here by the letters u, u, and w  or the subscripted 
symbols u,, , u1 ,... . Edges are denoted by the letters j, k, and I or the 
subscripted symbols k, , k, ,... . The two possible orientations of an edge k 
are denoted k+ and k-, even when k represents a self-adjacency. Sometimes 
x or y is used to denote either k+ or k-. 
It is usually easy to give an imbedding to a small graph in a surface of 
low genus (0, 1, or occasionally 2) by drawing a picture, but for large 
imbeddings, another descriptive device is needed. One such device, 
originated by L. Heffter [12], is to consider the cyclic order in which each 
face meets the other faces along’its boundary. Ringel [ 15,161 called Heffter’s 
device a “scheme” and exploited it to great advantage in his early work 
on the Heawood map-coloring problem. An even better device, for many 
purposes, was invented by J. Edmonds [4], who considered the cyclic 
orderings in which the vertices of a simplicial graph meet their neighbors in 
an orientable imbedding. (Simplicial graphs may have nonsimplicial 
imbeddings, that is, not all faces need be 3-sided.) The Edmonds descrip- 
tion of an imbedding, also called a “scheme”, is described in detail by 
Youngs [22]. 
Edmonds schemes are used by Ringel, Youngs, C. M. Terry, and 
L. R. Welch, sometimes explicitly, elsewhere implicitly, in their papers 
solving the Heawood problem (see [17]). The direct application is that the 
combinatorial current graphs of W. Gustin [ll] and Youngs [23] yield 
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generating rows for Edmonds schemes of Cayley graph imbeddings. The 
following definitions are part of a further refinement of the Heffter- 
Edmonds approach to describing graph imbeddings. 
A rotation system on a graph K is a map q~ that assigns to each vertex v 
a cyclic permutation v.u , called the rotation at v, of the oriented edges 
originating at v. The pair (K, F) is called a rotation graph. (For simplicial 
graphs, it is usual to let y, be a cyclic permutation of the vertices adjacent 
to v-see Youngs [22].) 
Now suppose that x (either x = j+ or x = j-) is an oriented edge 
originating at a vertex v of a rotation graph (K, F) and that q,(x) = y 
(either y = k+ or y = k-). Then define v’(x) = y-, where k+- means k- 
and k-- means k+. Thus, the function v’ takes an oriented edge originating 
at v onto an oriented edge terminating at v, as illustrated in Fig. 1. 
+!+ ++ 
V V 
FIG. 1. The rotation system q induces a permutation (p’ on the set of oriented edges 
of K. 
Using the fact that the rotation system q~ consists of cyclic permutations 
at each vertex, it is easy to prove that the function 9)’ permutes the set of 
oriented edges of K. The cyclic group generated by the permutation v’ 
has orbits in the set of oriented edges such that the terminal vertex of an 
edge of any orbit is always the initial point of the previous edge, giving a 
seeming “backwardness” to orbital order. 
To each such orbit we assign an oriented polygon whose sides are 
bijectively identified with the orbit edges so that the direction of the polygon 
boundary coincides with the orientation of each orbit edge, but is “oppo- 
site“ to the order induced by the permutation action. This assignment of 
polygons with boundary identifications to (K, q~,) actually imbeds K in a 
closed, oriented surface M(K, F) (formed by the polygons). We call this 
imbedding the Hefter-Edmonds imbedding. The Euler characteristic of 
the surface M(K, q~) is V - E + F, where V and E are the numbers of 
vertices and edges of the graph K and where F is the number of orbits. 
Not only does every rotation system determine an oriented surface 
imbedding, but conversely, every oriented imbedding of K determines 
a rotation system. The rotation v,u is the cyclic permutation which maps an 
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oriented edge originating at v onto the next edge encountered while one 
traverses a small loop encircling v in the direction of surface orientation. 
Edmonds observed that the genus of a graph may be computed by 
successive computation of the number of orbits of each rotation system. 
The maximum number of orbits corresponds to the smallest genus of an 
imbedding surface. It would be very interesting to know whether the 
Edmonds algorithm is essentially as efficient as possible, in the usual sense 
of computational complexity. Even if it is, it would be interesting to know 
some graph properties that permit a specialized, faster algorithm. 
A current assignment in a group G for a rotation graph (K, v) is a formal 
linear combination of the oriented edges with coefficients in G such that 
the coefficient a(x) of an oriented edge is the inverse of the coefficient 
LY(X-) of its reverse, i.e., that same edge with opposite orientation. The 
coefficients are often called currents. The triple (K, v, a) is called a current 
graph. 
3. THE DERIVED GRAPH 
This section describes the construction of a new graph K, from a current 
graph (K, 4p, CL) and examines an example illustrating the relationship 
between the combinatorial current graphs of Gustin and Youngs and our 
topological current graphs. 
The vertex set of the derived graph K, is the Cartesian product C x G 
of the set C of oriented edge orbits of (K, v) with the current group G. 
(The notation C reminds us that Ringel and Youngs call these orbits 
rotation “circuits”.) The edge set of K, is properly described as a twisted 
product of the edge set of K and the group G. Precisely, the edges of K, 
are denoted (k, g), where k is an edge of K and g E G. The oriented edge 
(k+, g) (also denoted (k, g)+) originates at the vertex (c, g), where c is the 
orbit containing k+, and terminates at the vertex (d, a(k+) g), where d is 
the orbit containing k-, while (k-, ol(k+) g) (also denoted (k, g)-) is the 
reverse of (kf, g). The unoriented edge generated by k and g is denoted 
(k g>. 
The following two propositions indicate circumstances under which 
self-adjacencies and multiple edges in K, can be avoided. Their proofs are 
omitted because they are immediate consequences of the definition of K, . 
PROPOSITION 1. Let (K, y, a) be a current graph. Then the derived 
graph K, has exactly 1 G / self-adjacencies corresponding to each instance of 
an oriented edge in the same orbit as its reverse, both carrying the identity 
current. 
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PROPOSITION 2. Let (K, CP, IX) be a current graph. Then every multiple 
adjacency in the derived graph K, corresponds to an instance of two or more 
distinct oriented edges of the same orbit c all carrying the same current and 
all having their reverses in the same orbit d. 
Before defining the derived rotation system y6 , we apply Propositions 1 
and 2 to our analogue of the Ringel-Youngs current graph for a minimal 
imbedding of the complete graph K, , illustrated in Fig. 2. 
3 i+ V 1 2 t It+ 
t?+ + 
FIG. 2. The Ringel-Youngs current graph for K, . 
The three edges between vertices u and v are labeledj, k, and 1. According 
to the Ringel-Youngs vertex coloring plan, the rotation at a black vertex 
(O)is clockwise while the rotation at a white vertex(O counterclockwise. 
Thus, Fig. 2 represents the following rotation system: 
u. j+k-I- 
v. j-k+ 
That rotation system has only one orbit, namely 
c = (j+, k+, I-, j-, k-, I+}. 
Thus, the imbedding surface for the current graph of Fig. 2 has Euler 
FIG. 3. The Heffter-Edmonds imbedding of the \Ringel-Youngs current graph for 
K, . There is exactly one face. The orientation is counte.rclockwise, “opposite” to the 
order of orbit c. 
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characteristic 2 - 3 + 1 = 0, so it is a torus, not a sphere. Figure 3 
shows the actual Heffter-Edmonds imbedding. 
According to the definition, the vertices of the derived graph K, are the 
pairs Cc, 01, Cc, L., Cc, 6). The 21 edges U d, (k d, (4 d: g E &I of Km 
are exactly the right number for K, to be isomorphic to K, , which is 
immediately proved by application of Propositions 1 and 2 and the 
pigeonhole principle, that is, there are no self-adjacencies or multiple 
edges in K, . It is easily determined which edge of K, adjoins the vertices 
(c, I) and (c, s): if x is the oriented edge of K carrying current s - r, then 
the oriented edge (x, r) of K, originates at (c, r) and terminates at 
(c, a(x) + r) = (c, s). For example, the oriented edge (k+, 6) originates 
at (c, 6) and terminates at (c, a&+) + 6) = (c, 2 + 6) = (c, 1). 
We now consider a map p: K, -+ K* from the derived graph K, to the 
graph K* which is abstracted from the dual of the Heffter-Edmonds 
imbedding K -+ M(K, y). (Topologists would call K* the “l-skeleton” 
of the dual.) 
For any vertex (c, g) in K, , define p(c, g) = c*, where c* is the vertex 
dual to the polygon whose boundary is identified with orbit c. For any 
oriented edge (x, g) in K, , define p(x, g) = x*, the edge in K* dual to the 
edge x of K. We want to observe that the map p: K, + K* is what topo- 
logists call a covering. For simplicity, we define covering here only for 
graph morphisms (i.e., continuous graph maps that take vertices to 
vertices and edges to edges). Later we will need to consider what it means 
for one imbedding to cover another. 
A graph morphism f: K -+ L of connected graphs is called a covering 
if it satisfies two conditions: 
(i) Every vertex of L is in the image off. 
(ii) For every vertex u of K, the set of oriented edges originating 
at u is mapped I-1 onto the set of oriented edges originating atf(u). 
This definition is consistent with the usual topological definition. Its 
simplicity belies profound consequences, among which is the following. 
PROPOSITION 3. Let f: K -+ L be a graph covering. Any two vertices 
v1 and v2 of L have the same number of vertices in their inverse images 
f-l(s) andf -l(v&, any two edges kl and k, of L have the same number of 
edges in their inverse images f -l(kl) and f -l(k&, and furthermore, these 
numbers are the same, that is, #f -l(v,) = #f -l(kl). 
Proof. See Chapter 5 of W. S. Massey [14], Lemma 3.4, where the 
topological version is proved. 
Returning to the example of Figs. 2 and 3, we observe that the one 
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vertex c* of the dual graph K* has all seven vertices of K, in its preimage, 
and each of the three edges j*, k*, and I* of K* have seven edges in their 
preimages, as proved immediately by the construction of K, . Indeed, we 
observe that the map p: K, + K* satisfies both conditions of the definition 
of a graph covering. Proposition 4 is a generalization of this fact. 
PROPOSITION 4. Let (K, q~, CX) be a current graph and K* the dual graph 
abstracted from the Hefter-Edmonds imbedding K -+ M(K, q~). Then the 
graph morphism p: K, -+ K” (defined above) is a covering. 
Proof. The proof of Proposition 4 is an immediate consequence of the 
definitions. 
Proposition 4 is of the greatest importance in constructing a current 
graph to generate an imbedding whose existence is in doubt. Suppose the 
desired imbedding is for a graph with V vertices and E edges and suppose 
that V and E have a common factor n. Proposition 4 tells us it makes sense 
to start with a current graph that has E/n edges and V/n orbits and with 
a current group of order n, which worked so well for the complete graph 
K, . If V and E have no large common factors, we still need not abandon 
hope, but obtaining the imbedding (if it actually exists) is usually much 
harder. 
4. THE DERIVED ROTATION AND ITS ORBITS 
This section defines a rotation system P)~ for the derived graph K, 
associated to a current graph (K, q~, a). It also presents an example of a 
current graph whose orbits are not the same length. A crucial step in the 
formulation of this theory was the assignment of a derived graph to such 
a current graph, for that step firmly established the possibility of going 
beyond Cayley graphs. 
Let x0 ,..., x,-~ be the oriented edges (in orbital order) of an orbit c 
of a current graph (K, 9, a). Then the rotation at vertex (c, g) of the 
derived rotation system vol is the cyclic permutation which carries the 
oriented edge (xi , g) onto the oriented edge (x~+~, g), for i = O,..., n - 1 
modulo n. 
The orbits of the derived rotation system v= are readily obtained from 
its definition. Suppose that (yO , g) is any oriented edge of the derived 
graph K, and that the edge yO of K originates at the vertex v. Next suppose 
that y,, ,..., yqel is the rotation order of the set of oriented edges originating 
at v. Also suppose that the product 
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has order s in the current group G. We call b an excess current at vertex v, 
and we call s the order of the current source at v. The order of the current 
source of v is well-defined, because the various excess currents at v are 
conjugates in G, which might be a nonabelian group. 
When the current source at v has order 1, we say that the Kirchoff 
current law (abbreviated KCL) holds at v. If every vertex of K obeys KCL, 
then we say (K, v, a) obeys KCL (globally). 
The following collection of oriented edges is the orbit containing ( y,, , g) 
in orbital order: 
(~0 7 b”-lid, (~1, kvo) b”-ld,..., (~a-1 3 ~Y,-J 4~4 ... dd b”-ld. 
We observe that the number of edges in this orbit is s times the degree of 
vertex v. For instance, if KCL holds at v, then the number of edges in the 
orbit equals the degree of v, as illustrated in Fig. 4. 
Figure 5 is another example of a current graph which obeys KCL 
globally. According to Propositions 1 and 2, its derived graph is simplicial, 
so we may give the derived rotation by an Edmonds scheme in Table 1. 
. 
. 
? 
l . . I / 
1/ 
/ 
i 
,,(Y,.d o----------)-- -- 4 
v\ 
\ yo 
\ 
..- \ 
l * . 
dYo)d 
FIG. 4. The face of K, containing the edge (yO , g), when the vertex v  of K at which 
edge y, originates obeys KCL. Notice its relation to the boundary circuit of the face 
v* of K* which is dual to vertex v  of K. 
The imbedding surface for the current graph of Fig. 5 has Euler charac- 
teristic 4 - 6 + 2 = 0, so it is a torus. The derived imbedding surface has 
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FIG. 5. A rotation graph of genus 1 with a global KCL current assignment in the 
cyclic group Z, . Circuit Legend: (- - -) c; (. * * * *) d. 
TABLE 1 
A Scheme for the Rotation System of the Graph Derived from the 
Current Graph of Fig. 1. 
(6 0). (4 1) Cc, 6) 
cc, 1). (4 2) cc, 0) 
cc, a (4 3) cc, 1) 
cc, 3). Cd, 4) cc, 2) 
cc, 4). (4 5) cc, 3) 
cc, 5). (4 6) cc, 4) 
Cc, 6). (4 0) cc, 5) 
(4 0). Cc, 6) cc, 3) 
(4 1). cc, 0) cc, 4) 
(4 2). (c, 1) k 5) 
6% 3). cc, 2) k 6) 
(4 4). cc, 3) cc, 0) 
(4 5). cc, 4) cc, 1) 
(4 6). cc, 5) cc, 2) 
(4 4) 
(4 5) 
(4 6) 
64 0) 
(4 1) 
(4 2) 
(4 3) 
cc, 2) 
(c, 3) 
cc, 4) 
k 5) 
Cc, 6) 
cc, 0) 
k 1) 
cc, 3) (4 5) cc, 1) (4 2) cc. 4) 
cc, 4) (4 6) cc, 2) (4 3) cc, 5) 
cc, 5) (4 0) 6% 3) (4 4) Cc, 6) 
Cc, 6) (4 1) cc, 4) (4 5) cc, 0) 
cc, 0) (4 2) (c, 5) (4 6) cc, 1) 
cc, 0 (4 3) (c, 6) (4 ‘3 k 2) 
k 2) (4 4) cc, 0) (4 1) cc, 3) 
cc, 5) 
Cc, 6) 
cc, 0) 
cc, 1) 
cc, 2) 
cc, 3) 
cc, 4) 
characteristic 2 .7 - 6 -7 + 4 * 7 = 0, so it too is a torus. All faces of the 
derived imbedding are 3-sided because all four vertices of the current 
graph are trivalent and all obey KCL. The derived graph cannot be 
isomorphic in any sense to a Cayley graph because its vertices are not all 
of the same degree. 
We conclude this section with Proposition 5, whose proof is omitted. 
PROPOSITION 5. Let (K, v, a) be a current graph with trivial current 
group G = (01. Then the Hefter-Edmonds imbedding of (K., r& is 
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isomorphic to the dual to the Hefter-Edmonds imbedding of (K, q~) under 
a map whose restriction to K, takes a vertex (c, 0) to c* and an edge (k, 0) 
to k*. 
5. BRANCHED COVERINGS OF GRAPH IMBEDDINGS 
This section contains the main result of the paper, that the derived 
imbedding & --+ M(K, , q,) is a (possibly branched) covering of the dual 
K* -+ M(K, cp> to the Heffter-Edmonds imbedding K + M(K, y). Some 
topological discussion is required. 
Let f : X -+ Y be a continuous function of topological spaces. A subset 
W of Y is said to be evenly covered if every component of the preimage 
f-‘(W) is mapped homeomorphically by f onto W. 
A map f: X -+ Y of connected surfaces is called a branched covering 
if aside from a finite set of points b, ,..., b, E Y (called branch points) every 
other pointy E Y has an evenly covered neighborhood. If the set of branch 
points is empty, it is proper to call the map f a covering. We say that X 
is a (branched) covering of Y and that Y is a (branched) quotient of X. The 
inverse image f -‘( y) of any point y E Y is called thefiber over y. 
PROPOSITION 3’. Let f: X -+ Y be a (possibly branched) covering of 
surfaces. Then the fibers f -‘( yl) and f -‘( yJ over any two regular points, 
i.e., not branch points, have the same number of points of X. 
Proof. This follows from Lemma 3.4 of Chapter 5 of Massey [14]. 
The canonical example of a branched covering is the map 2 + 2” on 
the Riemann sphere. Then the branch points are 0 and co, while the fiber 
over every other complex number x + iy contains n points (i.e., its n 
nth-roots). In fact, as R. H. Fox [5] observes, the topological concept of 
branched covering is abstracted from the complex analytic concept of 
Riemann surface. 
Whereas Fox [5] gives a topological treatment of branched coverings, 
A. W. Tucker [20] gives a combinatorial development, including folded 
coverings as well. The generality of branched coverings is partially 
indicated by J. W. Alexander’s theorem [l] that every closed orientable 
n-manifold is a branched covering of the n-sphere. 
In what follows every region of an imbedding of a graph in a surface 
is assumed to be planar. 
A continuous function of surfaces f: M + N is said to be cellular with 
respect to a pair of graph imbeddings K -+ M and L -+ N if every com- 
ponent of the preimage of every cell of N is a cell of M of the same dimen- 
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sion (i.e., the map f takes vertices to vertices, edges to edges, and faces 
to faces). 
A graph imbedding K + M is said to be a cellular branched covering 
of a graph imbedding L ---t N if there is a cellular branched covering 
f: M 4 N each of whose branch points lies in the interior of some face 
of N. It follows that the restriction f: K + L is a graph covering. It can 
be easily shown that the planarity of the faces implies that no face contains 
more than one branch point. (Remark: This definition is tailored to our 
immediate needs.) 
THEOREM 1. Let (K, CJJ, CX) be a current graph with a global KCL current 
assignment in a group G. Then the Hefter-Edmonds imbedding of the 
rotation graph (K, , I&) is a cellular (unbranched) covering of the dual 
K* + M(K, q~) of the Hefter-Edmonds imbedding of (K, CJZJ). 
Proof. What needs to be shown is that the previously defined graph 
covering p: K, + K* (see Section 3) extends to a surface covering 
p: M(K, , v,,) + M(K, v). But the discussion of Section 4 (see esp. Fig. 4) 
implies at once that every component of the inverse image under p of each 
face boundary circuit bd(v*) in K* + M(K, y) is a face boundary circuit 
of K, whose number of edges equals that of bd(v*). Thus, we may extend 
p to map the polygon whose boundary is that circuit homeomorphically 
onto the face v*. 
COROLLARY. If the graph K of Theorem 1 is regular of degree 3, then 
the Hefter-Edmonds imbedding of (KU , q,,) is a triangulation. 
Proof: The dual imbedding K* -+ M(K, v) is a triangulation, and the 
cellular covering p: M(K, , ?J + M(K, v) has no branching. 
The union of the fibers over all the branch points of the base of a 
branched covering f: X -+ Y is called the branch set of the covering 
space X. If x is a point of the branch set, then it has a small neighborhood 
U, such that the restriction 
f: u, -cd -fW, -Ma 
is a covering. The number of points in a fiber of this restriction is called 
the (branching) index at x. (Remark: Index one means no branching.) 
THEOREM 2. Let the current graph (K, q~, CX) have as its nontrivial 
current sources the vertices v1 ,..., v, of orders n, ,..., n, respectively in the 
current group G. Then the Heffter-Edmonds imbedding of (& , vu) is a 
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branched covering over the dual of the Hefter-Edmondr imbedding for 
(K, y). For i = I,..., p, there are 1 G l/q points in the fiber over the branch 
point in the face vi*, each of branching index ni . 
Proof. In this case what must be shown is that the graph covering 
p: K, -+ K* extends to a branched covering. The discussion of orbits in 
Section 4 implies that for i = l,..., p, every component of the inverse 
image under p of the face boundary circuit bd(q*) is a face boundary 
circuit of K, whose number of edges equals ni times the number of edges 
in bd(vi*). Thus, we may extend p to map the polygon whose boundary is 
that circuit so that it covers the face vi*ni times with a branch point at its 
center, The number of such components must be 1 G l/ni in order to 
exhaust the set of all preimages in K, of edges of bd(vi*). For all polygons 
of M(K, , vu) generated by vertices of K at which KCL holds, the map p 
extends homeomorphically as in the proof of Theorem 1. 
Warning. If K, is not connected, then the surface M(%, q,) is not 
connected, and the correct way to interpret Theorems 1 and 2 is that each 
component of M(K, , y,) is a cellular cover of M(K, v). Alpert and Gross 
[3] prove in the continuation of this paper that the components of 
M(K,, vo) are mutually isomorphic and their number equals the index in 
the current group G of the isotropy subgroup of any one of them. 
Figure 6 illustrates a current graph (K, y, a) with one KCL vertex and 
three current sources. Table 2 gives its derived rotation system. The current 
group is the cyclic group 2, . The single orbit is called c. 
Table 2 would look somewhat less idiotic if we wrote the terminal 
vertices instead of the oriented edges. However, this would involve either 
Y 
FIG. 6. A Z,current graph with one KCL vertex and three current sources. 
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TABLE 2 
The Rotation System for the Derived Graph Corresponding to 
the Current Graph of Fig. 6 
cc, 0). 
cc, 1). 
cc, 2). 
cc, 3). 
cc, 4). 
cc, 5). 
&it 0) (k,+, 0) (ke-, 0) (k,+, 0) (k,-, 0) @a+, 0) 
(k,-, 1) &I+, 1) (kz-, 1) (kz+, 1) (k, 1) (ks+, 1) 
(kl-, 2) (kl+, 2) (k,-, 2) (k,+, 2) (k-a-, 2) (ks+, 2) 
Pi, 3) (hi, 3) (k,-, 3) (kz+, 3) (k,-, 3) (k,+, 3) 
(k-t 4) k+,4) (h-, 4) (kt+, 4) (h-, 4) (ks+, 4) 
(k,-, 5) #I+, 5) C'cz-, 5) (k,+, 5) (ks-, 5) (ks+, 5) 
ambiguity or terribly awkward notation because the derived graph K, 
has two edges between each pair of vertices of the form 
{(c, i modulo 6) (c, i + 3 modulo 6)) i = 0 ,..., 5 modulo 6 
according to Proposition 2. That is, the edges k,+ and k,- both lie in 
orbit c, they both carry current 3 modulo 6, and their reverses (k,- and 
k3+, respectively) both lie in the same orbit (i.e., orbit c). 
It is instructive to directly compute the orbits of the derived rotation 
graph (K, , y,). According to Theorem 2, there are 12 orbits, including six 
of length three generated by the KCL vertex q, , one of length six generated 
by u1 , two of length three generated by v2 . The Euler characteristic of the 
imbedding surface is 6 - 18 + 12 = 0, so the surface is a torus. 
In combinatorial current graph theory, the edge k, might be considered 
a “singular arc”. In that case, we might excise the interiors of the three 
digons whose boundaries are identified with the orbits in K, of length two 
and then identify the edges of the digon, reclosing the surface. The result 
would be an imbedding of the complete graph KG in a torus. 
6. A TOPOLOGICAL ANALOGY 
The following analogy may intuitively confirm the validity of Theorems 1 
and 2 to topologists. It also indicates applicability to higher dimensional 
manifolds. 
Let M be a manifold of arbitrary dimension, and let G be a finite group. 
For each element g E G, let f,: M, -+ M be a homeomorphism of a copy 
of M onto M. Let S be a closed 2-sided tame submanifold of codimension 
one in M which preferably does not separate A4, and for g E G, let S, be the 
preimage of S in M, under the homeomorphismf, . Designate a right side 
and a left side for S in M and lift this designation to S, in M, , for all 
gE G. 
Let any element a E G be chosen as the coefficient of the submanifold S 
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in M. Next, cut each manifold M, apart along its submanifold S, . Then, 
for all g E G, paste the left side of S, to the right side of S,, . The result is 
a I G I-sheeted covering of M, each component of which is a cyclic covering. 
The element (I is analogous to a current. In general, a current assignment 
01 on a rotation graph is a chain of codimension one. If it simply assigned 
a single fixed current a to every oriented edge in a nonbounding cycle, 
the current u-l to the reverses of those edges, and the identity to every 
other edge, every component of the derived surface would be a cyclic 
covering of the base surface. 
To obtain more complicated coverings, one might choose a family of 
disjoint closed submanifolds of codimension one in M, no subset of which 
separates M, and assign different elements of G to each. The obvious 
generalization of the above construction would produce a more compli- 
cated covering. If the submanifolds of codimension one were compact but 
not closed, then the result would be a covering of A4 with branching at 
the boundaries of the submanifolds. 
The construction of M(K, , v,) is a combinatorial analogue of the above 
topological construction, involving a decomposition of M(K, q) along its 
l-skeleton (i.e., K). Theorems 1 and 2 assure that the analogy preserves 
the covering property. 
7. APPLICATIONS AND ADDITIONAL DEVELOPMENTS 
The discussion following Proposition 4 begins to indicate how one would 
apply this theory. The discussion of Fig. 6 expands this indication. In this 
final section we continue our description of how to apply this theory to 
try to construct an imbedding of a given graph in a specific surface, as 
when one seeks an upper bound for the genus of the graph. We conclude 
the paper with a summary of additional theoretical developments. 
Given a graph L with V vertices and E edges and a surface T, of genus m, 
we observe that an imbedding of L in T, would have F = 2 - 2m + E - V 
faces. It would be easiest if V, E, and F have a large common factor d, 
for then there might be a KCL current graph (K, v, a) with F/d vertices, 
E/d edges, and V/d orbits such that K, is isomorphic to L. By Theorem 1, 
the derived surface M(& , F,) would have Euler characteristic 
(V/d).d-(E/d).d+(F/d)=d= V-EEF=2-2m, 
so that the derived imbedding K, + M(& , ~JJ would solve the problem. 
This simple factorization is exactly what happens in Case 7 of the 
Heawood problem. We hasten to point out that finding a plausible base 
rotation graph (K, qo) is not enough. Finding a suitable current assignment 
is generally a hard problem, even when one exists. 
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Since the practical difficulty of the current assignment problem grows, 
in our experience, something like the square of the number of orbits of 
the base rotation graph (K, v), it is desirable in the preceding paragraph 
to have d = V. When there is no suitable large common factor d, the next 
best hope is for a direct application of Theorem 2. However, even this is 
often impossible, in which case one attempts to imbed an “approximation” 
of the desired graph in an “approximation” of the desired surface, 
usually a slightly smaller graph in a surface of slightly smaller genus. 
After a successful approximation, one attempts to achieve the desired 
imbedding by adjacency modification, illustrated, for example, in Case 11 
of the Heawood problem [18]. Ringel’s early work [15, 161 on the 
Heawood problem includes some of his important adjacency modification 
methods, which were subsequently used in most cases of the Heawood 
problem. Gross [7] has also used adjacency modification methods in a 
genus problem involving current graphs. 
As mentioned earlier, Alpert and Gross [3] continue the developments 
here. Gross and Alpert [8] tell how to interpret the “singular arcs” of 
Gustin [II] and Youngs [23]. 
Gross [6] describes voltage graph theory, which is dual to current graph 
theory, and shows in this computation of the genus of some metacyclic 
groups a very convenient feature of voltage graphs in the construction 
of Cayley graph imbeddings: one directly lifts the edge “colors” from 
the voltage graph to the derived graph. 
Gross and T. W. Tucker [9] investigate quotients of complete graphs, 
using a reduction of voltage graph theory, and apply this to a re-examina- 
tion of the Heawood problem, indicating, for example, why Case 0 
(see Terry, Welch, and Youngs [19]) is so difficult. Elsewhere, Gross and 
Tucker [IO] prove that every graph covering is realizable by voltages, 
whether that covering is regular or irregular (which is independent of 
the regularity of the graph). This involves an extension of the theory 
presented here, which produces only regular coverings, which are defined 
and discussed by Alpert and Gross [3]. 
Alpert [2] has investigated a connection between graph imbeddings 
and triple systems. Gross has observed that higher dimensional analogues 
of current and voltage graph theory might produce new block designs with 
large blocks and balancing of higher order than pairwise. 
Methods for obtaining Cayley graph imbeddings via combinatorial 
current graph theory have been unified and generalized by A. Jacques [ 131. 
An exposition of this work is given by A. T. White [21], who presents a 
lucid account of graph imbedding theory, relating it to other interesting 
topics in mathematics and suggesting a few new research problems. 
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