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Abstract. This paper investigates the structure of block designs with repeated b! ii . b i,et the 
block design on the parameters b, u, r, k, and h contain exactly t distinct blocks ;, iJ1, . . . . B, 
Let block Bi be repeated exactly ei times and define 
v 
E = diag [e,. . . . . et] . 
Then the incidence matrix A of distinct blocks versus varieties atisfies the matrix equation 
ATEA = (r- h)l + W, 
where AT is the transpose 
order u. We prove that 
ofA, I is the identity matrix of order u, and J is the matrix of l’sof 
AAT= (r-h)E-’ + FJ-W , 
where E” is the inverse of E, J is the matrix of l’s of order t, and W is a symmetric positive 
semidefinite matrix of order t and rank t-u. This basic relationship implies the Mann inequality 
es: 6, b/u = r/k as well as refinements of the inequalities of Connor. 
We also study the strucrure of block designs (and much more general configurations called 
E-designs) with t in the close vicinity of u. We prove, for example, that there does not exist a 
block design with t = u + 1. We conclude with the co,lstruction of various interesting infinite 
families of block designs with repeated blocks. Many problems remain unsolved and a number 
oZ topics for further study present hemselves. 
* The work of the first author was carried out during his stay at the California Institute of Tech- 
nology as Morgan Ward Visiting Professor. The work of the second author was supported iii 
part by ONR Contract Number N00014-67-A-0094-0010. 
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5 1. Introduction 
Let x = {xp x2, . ..., xv) denote a u-set (a slet of u elements) and let 
X,, X,, l ‘=P X, denote b rot necessarily distinct subse+.s of X These sub- 
sets or blocks of the set 1: of varieties are called a block design provided 
that they satisfy the follclwing requirements. 
(1;1) Each 2-subset of Jl is a subset of exactly X of the sets X, PX2,..., X,. 
(1,.2) Each Xi is a k-subset of X. 
(I .3) The integers u, k and X satisfy 0 < X and k < u- 1. 
It is eletatentary toverify that each variety is replicated in exa.ctly r of 
the blocks. Moreover, the five integer parameters b, u, r, k, and X of the 
block design satisfy 
(1.4) bk = ur 
and 
(1.5) r(k.--1) = X(u- 1). 
A block design is also called a (b, u, r, k, k, A)-design [ 3,4,8] . 
Let A’ denote the incidence matrix of blocks versus rarieties. Thus ‘4’ 
is a (0, 1 )-matrix of size b by t3 that satisfies tie matrix equations 
(1.6) AfTA’=(r-X)I+W 
(1.7) A’( 1, . . . . 1)~ = k(1, . . . . l)T . , 
In (1.6) and ( 1.7) the superscript T denotes transpose, I is the identit\T . 
matrix of order u, and J is the matrix of l’s 0:; order u. Indeed, equations 
( 1.6) and ( 1.7) are equivalent o postulates ( 1.1) and ( l,‘&, respectively. 
Now let us suPpq;se that the block design contains exactly t distinct 
blocks and let A be the: incidence matrix of size t by u formed from the 
t distinct rows of A’. Let row i of A be repeated exactly ei times in A’ 
arid let 
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(1.8) E = diag [er , . . . . e,] . 
Then A satisfies the matrix equations 
(1.9) ATEA = (r-_X)I+ XJ 
and 
(1.10) A(1 ,..., l)T =k(l,..., UT . 
In case t = 6 we have 
(1.11) el =e*m =e, = 1 
and all of the blocks of the design are distinct. 
In the present paper we study the matrix product AAT and prove that 
(1.12) AAT =(P-?QE-~ +FJ-W. 
In ( 1.12), E- 1 is the inverse of E, J is the matrix of l’s of order t, and 
W is a symmetric positive semidefinite matrix of order t and rank f-u. 
We remark that the basic relationship (1 a 12) implies the Mann [ 61 inma 
equality 
(1.13) e <b-r i.--- u k 
as well as refinements of the inequalities of Connor [2]. 
The matrix equation (1.9) suggests the study of configurations that 
are much more general than bl.ock designs. We define an E-design as a 
cc5guration characterized by a (0, I)-matrix A of size f by v that sa 
isfies the matrix equation 
(1.14) ATEA = (r-_X)I + &J, 
where 
(1.15) E = diag[el, ._., e,l q q>O, 
an 
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e1.16) OCX<r. 
The matrices I and J in (1.14) are the same as in (1.9). Bd in the de& 
nition of an E-design no a:;sumption is, made on the row sums of 11 and 
the ei are merely required to be positive real numbers. E-designs exist 
in great abundance. AI1 block designs are E-designs. In fact any collec- 
tion of columns of the incidence matrix of a block design yields an E- 
design. 
We prove that the analogue of the matrix equation ( 1.12) remains 
valid for E-designs. We prove that an E-design with t = u satisfies 
(1.17) er = l *a =,et E E. 
We also pr-ove that there does not exist a block design with t = u + I. 
Finally, we construct various interesting infinite families of block 
signs with repeated blocks. 
5 2. The basic: matrix equation 
In what follows it will be convenient to apply the following general 
lemma derived in [ 9 ] . 
Lemma 2.1 y Let X =: [Xii] and Y = [Yij ] be real matrices of order n that 
satisfy the matrix equation 
(2.1) XY=D+[giJiq , 
where D denotes the diagonal mutrlx 
(2.2) D = diag [rl --Xl, ..,, r,--X,] , 
and the scalars ri-hi and Aj are positive and nonnegatiw respctively. 
Then 
(2*3) Y;D-E.X*=I+WIY,xjI 9 
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where D- 1 denotes the inverse of D and I denotes the identity matrix 
of order n. The scalars w, yi and xi are debLSermined by the equations 
(2.4) Ai + &I &J=l+- . ..+- 
II -% r,-& ’ 
.- 
(2.5) WY, 
a a-l = --_._!- yil + l ** + -. 
rl -h yn -X, yin ’ 
We are now prepared to prove the foliowing theorem for E-designs. d 
Thewem 2.2. Let A be the incidence matrix of an E-design and let the 
sum of row i of A equal ki. Then A satisfies the matrix equation 
(2.7) AAT = (r-A)E-I + (r - i+xv) [kiki] t W, 
where W is a symmetric positive semidefinite matrix of order t and ;znk 
t--u. 
P’roof. We note at the outset that the matrix (r-h)J+hJ of ( 1.14) ustzd 
i:n the definition of an E-design is of rank u because of (1.16). Hence 
since the rank of a product of two matrices is less than or equal to the 
rank of either factor we have t 2 v and EtA is of rank u. (The inequal- 
ity t 2 L: is the familiar Fisher inequality for the case of block designs.) 
We now define a real matri;‘: A* of order t of the form 
(2.8) A* = [E)A, Zj c 
We require the columns of 2 to be orthogonal to the columns of EtA 
and we require 2 to be of rank t-u. Furthermore, we require that 
(2.9) Z*Z = (r--X)1, 
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where I is the identity matrix of order t-V. Such matrices 2 exist bjy 
standard theorems of matrix theory. (In case t = u the matrix 2 is 
vacuous.) It then follows from ( il,14) and the requirements imposerd 
on 2 that 
(2.10) AaTA+= ((r--X)1+ XJ) @ (r-h)l, 
where the first matrix in the direct sum is of order u and the second 
matrix is of order t--u. 
We now apply Eemma 21 with X = Awr and Y = A*. We have n == t, 
x, = . . . = h_, = x,_i$/+, = l ** = h, = 0, and D = (r-_)I. Moreover, we have 
r---X + xu 
(2.11) w=- t x , 
- 
G- 
(2.12) Wyi=~*ki 9 
r-h 
(2.13) M/XI. = - yhrk ej ja 
- 
Nence by Lemma 2.1, 
x 
(2.14) A*A*T = (P--)I+ - 
(F-?ix+XU) 
[G$i *$I l 
But then by (2.8) 
(2.15) A*A*T = i3AAT~+ +zp . 
This yields (2.7) with 
(2.16) I+! = (E-- ‘bz)(E- .“LZ)T, 
The matrix IV is clearly a symmetric positive semidefinite matrix of 
order +t. F+$ri<:eover, its rank is t-v bec;.use the rank of an arbitrary real 
matrix x is the zame as the rank of the matrix XXT. 
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Corollary 2.3. The incidence matrix A of the t distinct bloch of a block ’ 
design satisfies the matrix equation 
(2.17) AAT =(r - h)E-l +XkJ W F-- 9 
where W is a symmetric positive semidefinite matrix of order t and rank 
t-v. 
Proof. We have k, = l -- = k, = k and ( 1 S) is valid for a block design. 
An inspection of the main diagonal of the matrix W in Corollary 
2.3 tells us that 
(2.18) k-e- “< 0. 
i 
This is the Mann [6] inequality 
(2.19) b e&=G. 
Let Aij denote the inner product of rows i and j, i # j, of the matrix 
A in Corollary 2.3. Thus hii denotes the number of varieties, that blocks 
i and j have in common. The principal submatrix of order 2 of IV de- 
termined by rows i and j of W has a nonnegative determinant. Hence 
it follows that 
(2L20) (z-k)&---k) > (“rlF)2 , i#j. 
We remark that the weaker inequality 
(2.:2 1) (r-k)2>($?)2 , i#j, 
. 
yields the Connor inequali5es f2] . Tilus we have obtained a refinement 
of these inequalities. 
Suppose that some ej ilttains the maximal value r/k in (2.19): 
(2.20) tells us that 
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(2.22) Aij = t: 
for all j $ i. It is of interest o note that in this case row i and column 
i of W are zero vectlors. 
It is natural to attempt to d.etermine the structure of E-designs and1 
block desif AS with t in the Glose vicinity of U. We begin with the case 
f = v. 
Theorem 3.1. An E-design with t = u satisfies 
(3.1) 
Proof. In case t I= v the matrix equation (2.7) assumes the form 
(3.2) AAT = (r-x)E-’ + (&!vjii [ kikj] l - 
Thus by an inspection of the main diagonal of (3.2) we have 
(3.3) 
r-x hkf 
ki =-+; x+xv l 
ei - 
Now by an inspection of the main diagonal of ( 1.14) we have 
(3,.4) AT(el, . . . . eu)T = r( 1, . . . . l)T . 
Notice that in (3.4) we have made strong use of the fact &hat A is a 
(O., I)-matrix. Furthermore, we know that 
(3.5) AU , . . . . l)T = (k, , ,a.., kJT . 
Hence it follows that 
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(3.6) AAT . . . . eJr =r&, . . . . k,lT 
and by (3.2) we have 
(3.7) (+A)(l,..., UT + o_ ,““+,,, (k,, . . . . kv)T =r(kl, a.., k,)T , 
where 
(3.8) z = elk, + l m- + evkJ . 
Now r > h implies 
(3.9) k, = l -- = k, z k. 
Hence by (3.3) we have (3.1) . 
Theorem 3.1 asserts t lat A (apart from unimportant degeneracies) is 
always the incidence matrix of a symmetric block design ((u, k, A)-de- 
sign:l. In Theorem 3.1 we may assume without loss of generaiity that 
the t?i are positive integers. However, Theorem 3.1 is not a direct con- 
sequence of Theorem 1.2 in Bridges and Wyser [ 1 ] because the latter 
theorem requires th:! added restriction that (r, A) = 1. 
The state of affai;s for E-designs with t = u + 1 is already consider- 
ably more complicated. This is dule in part to the complexity of the 
E-designs with t = u + 1 and el = .** = et = 1 (see e.g., Woodall [ lo] ). 
However, we are able to est::blish the nonexistence of block designs 
with.t=u+ 1. 
Theorem 3.2. There does not exis,! a block design wzth t = u + 1. 
Proelf. The incidence matrix ,4 of distinct blocks is of size t = u + 1 by 
u and satisfies the matrix equations (1.9) and ( 1.10). We may without 
loss of generality assume that 
(3.10) et > l . . 2 et . 
The sum of all of the elements of .A is (u + 1) k and the average of the 
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column sums of A is therefore k + k/v. Hence the minimal coh.rmn sum 
I of A satisfies 
(3.!1) I< k. 
Let the l’s in a column of A of sum 2 occur in rows i, < l .= < i,. It then 
folE ,WS from the Mann inequality (2.19) that 
But this imj lies 
(3.13) 
Y b 1~ k, eil z l -9 =: “ir = e, =x =Z ; . 
Let A have at columns of sum k and p =: v-2 columns of sum greater 
than k. We permute the columns of A and write 
(3.14) A = 
where P consists g.lf the intersectio:rl of all columns of A with sum k and 
all rows of A with corresponding ei = el ,. The above reasoning implies 
that R = 0 or else R is vacuous. 
Let us suppose that R is vacuous. Then all ei = el and all column 
sums of A equal r/er = k. But this implies k = 0, a contradiction, Hence 
we have R = 0. It follows that 
(3.15) ark +P(k+ 1) G Zaii = k(v+ 1) 9 
w.tience 
(3.16) p< k. 
But R = 0 and A has row sums lc so that (3 = K and S 4, a matrix of 
1 ‘s. The ro?vs of A are distinct so ). hat S is :f: row vector of k 1 ‘s, Hehse 
it follows that 
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(3.17) b = uel +eu+l 
and (3.13) and (3.17) imply e,+l = 0, a contradiction. 
8 4. Constructions 
Let. a given (b, u, r, k, X)-design have incidence matrix A of size b by 
u. (The block design may or may not have repeated blocks.) Let 
Q, , . . . . Qe denote e arbitrary permutation matrices of order u and form 
AQls . . . . A&. We may then arrange these e matrices into a column and 
we thereby obtain a new block design on the parameters B = eb, V = v, 
R = er, K = k, A = eh: Block designs constructed by this “stacking” pro- 
cedure may have an abundance of repeated blocks of various multipli- 
cities or even no repeated blocks. Of course we always have the trivial 
stacking with A merely repeated e times. Suppose, for example, that 
e = 2 and that A is the incidence matrix of the projective plane of order 
2. Then the various stackings have t = 7,11, 13,14. 
Of special interest to us are block designs in which a block is repeat- 
ed the maximal number of times, namely e = r/k. We observe that (1.4) 
implies elb and (2.22) implies elh. Hence a block design with a maximal- 
ly repeated block must satisfy. 
(4.1) cl (b, c A) l 
We now proceed with various constructions. Let there be given a 
(b, v, r, k, X)-design on the parameters (e(2k+ l), 2k+ 1, ek, k, +e (k-l)). 
Let this block design have incidence matrix A4 of size e(2k+ 1) by 2k+ 1. 
We may, for example, construct A by our stilcking procedure from a 
symmetric block design on the Hadamard parameters (2k+ 1, k, +(k-1)). 
We define 
J 
.A 
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0 
J-A . 
J-A J-A ’ 
i 
In (4.2) the matrix J that occupies the initial rows is the matrix of l’s 
of size e by 2k+ 1. Then by a direct calculation we may verify that (4.2) 
is the incidence matrix of a block design on the parameters 
B=e(4k+3), ?=4k+3, 
(4.3)1 
, 
R = 2e(k+ l)~, K = 2(k+ l), A = e(k+ 1). 
Notice th2t the initial rlows of (4.2) are repeated the maximal number 
of times. 
The ~d;;~ee k = e = 2 yield a block design on the parameiers (22,11, 12, 
66). The matrix A in this caSe is of size 10 by 5 and is the incidence 
matrix of all ‘t-subsets lof a Sset. 
Let therIe be given a (b, U, r, k, M-design on the parameters (Ak(k+ l), 
k2, X(k+l) k X) P Let this blot-k design have incidence matrix A of size 
Xk(k+ 1) by kz. We may, for example, construct A by our stacking pro- 
cedure from a block design on the affine plane parameters 
(k(k+ l), k2, k+ 1, k, 1). Let Ei denote a :matrix of a s ecified size. with 
ce!umn i a column of 1, ‘s, and O’s elsewhlere. We define 
(4.4) 
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In (4.4) the mattix J is of size X(k+ 1) by k+ 1 and the matrix Ei is 
of sizls hk(k+ 1) by k+ 1. It follows that (4.4) i:, the incidence matrix 
of a block design on the parameters 
B=A(k+l)(k2+k+l), V=kz+k+l, 
(4.5) 
R=X(k+#. K=k+l,h=h(k+l). 
Once again the initial rows of (4.4) are repeated the maximal number of 
times. 
We now construct certain block designs with K = 3. Let there be given 
a (b, u, r, k, X)-design of incidence matrix A on the parameters 
(i$n(n-- l)(n-4) , tz,i (n- l )(n-4), 3, &z--4)). We further require that 
n G 1 (mod 6) and n 2 7. The Hanani constructions [4,5] assure us of the 
existence of these block designs for all of the indicated values of n. 
Let C denote the circulant matrix of order n with l’s in positions (1,2), 
(2,3), . ..) (a-- 1, n), (YI, l), and O’s elsewhere. We define 
I -J 
(4.6) j E, 
0 - 
r+c - 
In (4.6) the matrix J is of size $(n-- 1) by 3 and the previously defined 
matrix Ei is of size in@-- 1) by 3. Ii follows that (4.6) is the incidence 
matrix of a block design on the parameters 
B=&j(n+3)(n+2)(n-l), V=n+3, 
(4.7) 
R =*(n + 2)(n-I), NT= 3, A =$(n-1) . 
The calculations required to verify this assertion utilize the elementary 
relationship 
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(4.8) I+C+**.+C+‘z:J . 
Furthermore, the parameters of the block design satisfy 
(4.9) (B, R, A:, = i(n- 1) . 
Notice that all of the block designs in this sequence satisfy (2. i9) with 
strict inequality. 
The value n = 7 yields the Parker design [ 71 on the parameters (30, 
10,9,3,2). The matrix A is the incidence matrix of the projective 
plane of ,- +-der 2. The value n = 14 yields a block design on the para- 
meters (1 JO,, 16,310, 3, 4). The matrix A may be constructed from a 
triple stacking of the (25, 13,&S, 1 )-design. 
We give another construction for block ciesigns with K = 3. Let there 
be given a (6, IV, r, k, X)-design of incidence matrix A on the parameters 
(+z(n---B)(n-41, n, $(n--I)@-4), 3&z--4)). We now allow n= 1 (mod 
’ 6) or n’ = 4 (mod 6). We define 
(4.10) 
In (4.10) the matrix J is of size $(n-- 1) by 3, the matrix Ei is of size 
$z (n- l), and the matrix C is of o,rder ‘2. It follows that (4.10) is the 
incidence matrix OS a block design on the parameters 
R = 4 (n i- 3)(n + 2)(n-I), V := rh + 3 , 
(4.11) 
Notice that the numbers (4.11 I) may be obtained from the oh$.ml num- 
bers (b, u, I’, k, A) by replacing n bv n f 3. This means that we h=;e . . 
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a recursive construction in the sense that each construction yields a 
matrix that may be used in the subsequent construction. Also, each itera- 
tion of the construction retains the original sets of repeated blocks from 
the previous construction and irrtroduces exactly one new set of repeat- 
ed blocks. The valule n = 4 with &4 vacuous yields a block design on the 
parameters ( 14, 7, 6, 3, 2). This block design has exactly one block 
repeated twice. We may also o&sin this block design from two stack- 
ings of the projective plane of order 2 with t = 13. At the next stage of 
the construction we have yt = ‘7’ with parameters (60, 10, 18, 3,4). This 
block design then has exactly two repeated biocks, oil% of Smultinlicity 
2 and the other of multiplicity 4. Thus we may ultimately construct 
the block design on the parameters (4.11) so that there exist exactly 
i A repeated blocks with multiplicities 2, 4, . . . . A. 
All elf the block designs with repeated blocks in the preceding dis- 
cussion with the exception of the Parker design have (B, R, A) > 1. 
Block designs with repeated blocks and (B, I?, A) = 1 are especially in- 
teresting. We conclude by displaying such a design on the parameters 
(56, 8, 21, 3,6): 
1 ,J I Q 
in (4.112) the matrix J in the upper lefi corzer is of size 6 by 3, the matrix 
Ei is of size Ii 5 by 3, and the matrix C is of order 5. By calculations one 
may verify that this block des!gn has the smallest u whereas the Parker 
design has the smallest b among all block designs with repeated blocks 
and (B, R, A) = 1. We have constructed further block designs with re- 
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peated blocks and (B, R, A) = II, for example, block designs cm the 
parameter sets (44, 112, 11,3, 2) and (55, 1 1, 15, 3, 3). 
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