ABSTRACT Noninvasive assessment of severity of liver fibrosis is crucial for understanding histology and making decisions on antiviral treatment for chronic HBV in view of the associated risks of biopsy. We aimed to develop a computer-assisted assessment system for the evaluation of liver disease severity by using machine leaning classifier based on physical-layer with serum markers. The retrospective data set, including 920 patients, was used to establish Decision Tree Classifier (DTC), Random Forest Classifier (RFC), Logistic Regression Classifier (LRC), and Support Vector Classifier (SVC) for liver fibrosis severity assessment. Training and testing samples account for 50% of the data set, respectively. The best indicator combinations were selected in random combinations of 24 indicators including 67 108 760 group indicators by four different machine learning classifiers. The resulting classifiers prospectively tested in 50% testing patients, and the sensitivity, specificity, overall accuracy, and receiver operating characteristics (ROC) were used to compare four classifiers to existed 19 models. Results show that the RFC-based classifier system, with 9 indicators, is feasible to assess severity for liver fibrosis with diagnostic accuracy (greater than 0.83) superior to existing 19 models. Additional studies based on a large data set with full serum markers and imaging information are necessary to enhance diagnostic accuracy and to expand clinical application.
I. INTRODUCTION
The incidence of chronic liver disease (CLD) is high worldwide, and chronic hepatitis B (CHB) is an important cause of CLD [1] . Liver fibrosis stage is the best predictor of the disease severity, and it dependably predicts the need for different treatments. Currently, liver biopsy is considered the best standard for assessing liver fibrosis, but it has several shortcomings including invasiveness, complications, sampling errors (specimens account for about 1/50,000 of the total liver), unrepeatable operation in short times, complex operating procedure, subjective error of the observer, and high costs [2] . The drawbacks may lead to the occurrence of liver biopsy diagnosis error and poor patient compliance. Therefore, safe and non-invasive methods to diagnose the degree of liver fibrosis are particularly needed. Non-invasive Recently, it is shown that some machine learning methods can provide quite accurate prediction in industrial applications (such as, traffic, vehicle, mining, navigate, civil, machine, chemical engineering, geophysics, etc.) [22] - [31] , and have been increasingly used in the diagnosis and prognosis of different diseases and health conditions [32] - [35] . In this work, four machine learning methods including DTC, RFC, LRC, and SVC were used to establish models for assessing severity for liver fibrosis by 920 collected cases with chronic HBV infection, which were retrospectively recruited from April 2007 to December 2018 in the Department of Infectious Diseases, Second Xiangya Hospital. Both training and testing samples account for 50% of the data set, respectively.
The best indicator combinations were selected in random combinations of 24 indicators including 67 108 760 group indicators by four different machine learning classifiers.
II. MATERIALS AND METHODS

A. PATIENTS AND FEATURES
This study was approved by the Clinical Research Committee of Second Xiangya Hospital, Central South University. 920 collected cases with chronic HBV infection were retrospectively recruited from April 2007 to December 2018 in the Department of Infectious Diseases, Second Xiangya Hospital. Chronic HBV infection was diagnosed according to the guidelines published by the American Association for the Study of Liver Diseases in 2009 [36] and the latest ''Proclaim Prevention and Cure Guide for Chronic Hepatitis B'' from Chinese Medical Association in 2015 [37] . The corresponding 24 indicators include Gender, Age, ALT(alanine aminotransferase), AST(aspartate aminotransferase), TP(total protein), ALB( albumin), GLO(globulin), Tbil(total bilirubin), Dbil(direct Bilirubin), ALP(alkaline phosphatase), GGT(γ -glutamyl transpeptidase), BUN(blood FIGURE 1. The hierarchical structure of the non-invasive assessment system using machine leaning includes physical layer, communications, and machine leaning layer. urea nitrogen), Cre(creatinine), WBC(white blood cell), Neu(neutrophilic granulocyte percent), LY(Lymphocyte ratio), N(neutrophil), L(lymphocyte), RBC(red blood cell), Hb(Hemoglobin), PLT(platelet), PT( prothrombin time), PTA(prothrombin time activity), and INR(international normalized ratio). Table 1 shows statistical characteristics of the collected samples. The liver fibrosis stages are explained as follows: S0, no fibrosis; S1, portal fibrosis, without septa; S2, portal fibrosis with few septa; S3 numerous septa; S4, cirrhosis. Therefore, the liver fibrosis stage ≤ S1(including S0 and S1) is no significant fibrosis, ≥ S2(including S2, S3, and S4) is significant fibrosis, ≥ S3 is severe fibrosis(including S3 and S4), and S4 is cirrhosis.
The inclusion criteria in this study were: (1) Cases with chronic HBV infection were included in this study if positive hepatitis B surface antigen (HBsAg) had been detected in the serum for at least 6 months or liver biopsies were evaluated by three senior pathologists; (2) Cases were excluded if patients diagnosed with chronic HBV infection but coinfected with HIV, hepatitis C virus, or hepatitis D virus; (3) Cases with chronic HBV infection coinfected with the following diseases were also excluded, which are the nonalcoholic steatohepatitis, autoimmune liver diseases including autoimmune hepatitis, primary biliary cirrhosis, and primary sclerosing cholangitis, as well as hereditary and metabolic liver diseases such as Wilson's disease, hemochromatosis, and α-1-antitrypsin deficiency; (4) Cases in the study were excluded if patients with chronic HBV infection due to longterm exposure to toxic drugs and industrial toxicants, liver microcirculatory dysfunction, HCC, liver transplantation, and schistosomiasis.
B. METHODS
The non-invasive assessment system using machine leaning includes physical layer, communications, and machine leaning applications layer (Figure 1 ). Physical layer collects data of serum markers. Communication is a bridge to connect the physical layer with Serology and the computer-assisted assessment system. Four machine learning classification methods, including Decision Tree Classifier (DTC), Random Forest Classifier (RFC), Logistic Regression Classifier (LRC), and Support Vector Classifier (SVC) were used for non-invasive assessment of Severity of Liver Fibrosis.
Both training and testing samples account for 50% of the data set, respectively. The best indicator combinations were selected in random combinations of 24 indicators including 67 108 760 group indicators by four different machine learning classifiers. (Figure 2 ).
DTC is a non-parametric supervised learning method. It predicts the value of a target variable by learning simple decision rules inferred from the data features. Gini impurity was selected as the function to measure the quality of a split and the nodes are expanded until all leaves are pure in this study. All samples have equal weight in the study at each leaf node.
To classify objects, RFC combines more than one algorithm of the same or different kind. It creates a set of decision trees from a randomly selected subset of the training set then aggregates the votes from different decision trees to decide the final class of the test object. Alternatively, the RFC can apply weight concept for considering the impact of result from any decision tree. Trees with high error rate are given low weight value and vice-versa. It would increase the decision impact of trees with low error rate. The number of trees in the forest was set as 10. The same function was used to measure the quality as in the DTC. The minimum number of samples required to split an internal node is set as 2 and the minimum number of samples required to be at a leaf node is set as 1 in this work.
LRC is a statistical method for predicting binary classes. The target variable is dichotomous in nature with only two possible classes. It computes the probability of an event occurrence. It is also a special case of linear regression where the target variable is categorical in nature. By using a log of odds as the dependent variable, LRC predicts the probability of occurrence of a binary event utilizing a logit function. The tolerance for stopping criteria, the inverse of regularization strength, and the maximum number of iterations taken for the solvers to converge are 1E-4, 1.0, and 100, respectively.
SVC is a discriminative classifier(supervised learning) formally defined by a separating hyperplane. The algorithm outputs an optimal hyperplane which categorizes new examples. In two-dimensional space, this hyperplane is a line dividing a plane into two parts wherein each class lay in either side. The degree of the polynomial kernel function is set as 3 in the work.
The four non-invasive serological diagnostic models applying machine learning algorithms were performed by Python with Scikit-learn-the machine learning library. For the detailed hyper parameterization of the algorithms, please refer the scikit-learn user manual at http://scikit-learn.org/ stable/supervised_learning.html [38] .
C. COMPARASIONS AND CROSS-VALIDATION
Four machine learning methods were compared with the existing 19 models, and AUC, SEN, SPE, and ACC were used to evaluate the diagnostic value. k-fold (k = 10 in this analysis) cross-validated predictions were used as predicted values for validating the trained classifier. 10-fold divides all the samples in 10 groups of samples, called folds, of equal sizes (if possible). The prediction function is learned using k−1 folds(k-1 = 9 in this work), and the fold left out is used for test.
III. RESULTS AND DISCUSSION
A. ASSESSMENT RESULTS USING THE EXISTING 19 MODELS
The existing 19 models, including AAR, API, APRI, Doha, CDS, FCI, FI, FIB-4, FibroQ, GP, GPR, GUCI, HB-F, King's Score, LOK, NIKEI, S, and GA, were also used to diagnose liver fibrosis stages ≥ S2, ≥ S3, S4. To make the existed models be applicable to patients' data from different inspection equipment, a threshold needs to be updated according to training samples when using a serological model to diagnose liver fibrosis stages.
A patient will be diagnosed as positive if the result of the model is greater than the threshold, otherwise will be diagnosed as negative. The threshold is determined when the Youden Index (YI = SEN+SPE-1) takes the maximum value and it is based on the training group. Assessed results of 19 models for liver fibrosis stages ≥S2, ≥S3, and S4 are listed in Tables 2, 3 , and 4, respectively. For liver fibrosis stage ≥S2, there is not any models' accuracy being greater than 0.85. In the training group, the maximum accuracy is 0.713 obtained by GPR and S Index and the minimum accuracy is obtained by AAR. In the test group, the maximum accuracy is 0.83 obtained by S Index and the minimum accuracy is obtained by AAR, but the sensitivities in both groups are low. For liver fibrosis stage ≥S3, no model has an accuracy greater than 0.8. In the training group, the maximum accuracy is 0.753 obtained by S Index and the minimum accuracy is obtained by Pohl, while the sensitivity is low. In the test group, the maximum accuracy is 0.751 obtained by FI and the minimum accuracy is obtained by AAR. For liver fibrosis stage S4, the accuracies in training group are better but they are worse in test group. In the training group, the maximum accuracy is 0.883 obtained by S Index and the minimum accuracy is obtained by AAR. In the test group, the maximum accuracy is 0.646 obtained by CDS and the minimum accuracy is obtained by GPR, but the sensitivities in two groups are low.
By comprehensively comparing the AUC, SEN, SPE, ACC of 19 models, it can be concluded that: for the liver fibrosis stage ≥S2, GPR, S, King's Score and APRI could makes a 
C. DISCUSSION
The average accuracy values of cross-validated prediction (k = 10) are listed in Table 6 . It validates that the RFC with 9 indicators can be used to evaluate stages of liver fibrosis ≥S2, ≥S3, and S4. The SEN, SPE, and ACC are similar/greater than results obtained in section 3. It is noticed that the cross-validated predictions indicate that the ACC of RFC for accessing liver fibrosis S4 is superficial to the result presented in section 3. The possible reason is the ratio of training and test samples with 1:1 for models in section 3.2 is different from 9:1 in cross-validation predictions. Since the information of training samples is larger than test samples, the trained model could have stronger discriminant performance. It means a larger training data could improve TABLE 6. The average accuracy of cross-validated prediction (k = 10) of liver fibrosis using four machine learning classifiers including DTC, RFC, LRC, and SVC. discriminant accuracy. Therefore, additional studies based on large data set with full serum markers and imaging information are necessary to enhance diagnostic accuracy.
The classifiers evaluated according to 8 parameters of AUC, SEN, SPE, and ACC for training samples and testing samples. The evaluated results expressed by the following rating system and are visually represented by the number of stars ( * ). * Indicates a failing classifier: one or more of the 8 parameters is/are less than 0.6. * * Indicates a below average discriminator: one or more of the 8 parameters is/are less than 0.7 and all accuracies are greater than 0.6. * * * Indicates an average classifier: one or more of 8 parameters is/are less than 0.8 and all accuracies are equal and greater than 0.7. * * * * Indicates a very good classifier: one or more of 4 parameters in test samples is/are less than 0.85 and all accuracies are equal and greater than 0.8. * * * * * Indicates an excellent classifier: one or more of 4 parameters in test samples is/are equal and greater than 0.9 and all accuracies are equal and greater than 0.8.
The evaluated results of existed methods and four applied machine learning classifiers were listed in Table 7 . When compared to 19 existing model and other three machine leaning algorithms, RFC with the 9 indicators has the potential to improve the accuracy in assessing severity for liver fibrosis, especially for stages of ≥S2 and ≥S3, with three and five stars, respectively.
IV. CONCLUSION
We developed a computer-assisted system to assess severity for liver fibrosis of the chronic HBV. When compared to 19 existing model and other three machine leaning algorithms, RFC with the 9 indicators has the potential to improve the accuracy in assessing severity for liver fibrosis, especially for stages of ≥S2 and ≥S3. It is noted that the quality of training samples is of crucial importance to the establishment of a classifier. Moreover, future studies, based on large data-set including serum maker and image information in the physical-layer, are required to the improvement of the diagnostic accuracy and to the facilitation of its clinical application. 
