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Abstract
Using a functional analytic method we give some results concerning common zeros of the ordinary Bessel
functions J(z) of 5rst kind, with respect to  and 5xed z. A lower bound for the common zero z of the
Bessel functions J(z), J(z), where ,  are known, is also given.
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1. Introduction
Investigating the common zeros of Bessel functions of 5rst kind, J(z), is a quite old and important
problem of Bessel functions for which various theoretical and numerical results exist. One such result
is that the Bessel functions J(z) and J(z), where  rational and −  is a positive integer, cannot
have common zeros (Bourget’s hypothesis) [14, p. 484]. A simple alternative proof of a speci5c
case of this result was given in [9, p. 464]. However, this result does not exclude the possibility
that two functions J(z) and J(z), where ;  do not di?er by a positive integer, may have common
zeros.
The problem of locating the zeros can be “attacked” in two ways. One way is to consider a 5xed
z0 and investigate the function J(z0) as a function of . The 5rst who did this was Dougall in
1900 [4] who proved that, if z0 is purely imaginary, then the real part of  cannot be nonnegative.
Later, in 1936, Coulomb [3] improved this result by proving that for z0 purely imaginary and  not
real, the real part of  cannot be greater than − 32 . In the same paper he proved that there exists a
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sequence of real numbers i i = 1; 2; : : : ;−∞¡ · · ·¡2¡1¡+∞ such that Ji(z0) = 0. For this
result, alternative proofs were given in [11] and [9, p. 465]. Also in [6], in the study of a class of
combinatorial problems called non-overlapping partitions, Flajolet and Schott showed that equation
J(2) = 0 has no positive zeros , i.e., there do not exist positive , so as 2 to be a common zero
of J(z).
Regarding numerical results in this direction, we should mention that Benton and Knoble [2]
showed that it is possible for two Bessel functions J(z) and J(z) to have two positive zeros z1; z2
in common. More precisely, they developed a computer program which takes rough approximations
of the orders ;  and the position of the common zeros and derives the exact values. Later, in
[1], Benton developed a method for obtaining the initial approximations of the orders ;  and the
common zeros z1; z2. Finally we should also mention that Ikebe et al. [10] showed that the simple
zeros of J(z0), with respect to , can be approximated by the eigenvalues of complex symmetric
tridiagonal matrices m × m; m → ∞ and provided an estimation for the error. Our results in this
direction are Theorems 3.2–3.4 and Corollary 3.1.
The other way of dealing with the problem of common zeros of Bessel functions is to con-
sider 5xed i; i = 1; 2; : : : ; k; k¿ 2, and to locate those  which are common zeros of Ji(z). Our
contribution in this direction is Theorem 3.5.
In Section 2, we give some de5nitions, notations and results that we are going to need in our
functional-analytic approach. Finally in Section 3, we present our main results.
2. Preliminaries
Denote by H an abstract separable Hilbert space over the complex 5eld, by {en}; n= 1; 2; : : : its
orthogonal base and by (·; ·) and ‖ · ‖ the usual inner product and norm, respectively, in H . In our
study we will need the following operators.
The shift operator V de5ned by
Ven = en+1; n= 1; 2; : : :
and its adjoint V ∗ de5ned by
V ∗en = en−1; n= 2; 3; : : : ; V ∗e1 = 0:
The self-adjoint operator
T0 = V + V ∗
for which the spectrum is purely continuous and covers the entire interval [ − 2; 2] [7]. Also T0 is
bounded with ‖T0‖= 2 and
(T0f;f)6 2; ‖f‖= 1: (2.1)
The self-adjoint diagonal operator C0 de5ned by
C0en = nen; n= 1; 2; : : :
has a self-adjoint extension with discrete spectrum [8], i.e., the de5nition domain of C0 can be
extended to the range domain of the bounded operator B0 de5ned by
B0en =
1
n
en; n= 1; 2; : : : :
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For C0 the following inequality is easily found to hold:
(C0f;f)¿ 1; ‖f‖= 1: (2.2)
Also we observe that the operator −C0 is the in5nitesimal generator of the following strongly
continuous semigroup:
T (t)x =
∞∑
n=1
e−nt(x; en)en; x∈H; t¿ 0; (2.3)
since ∣∣∣∣
∣∣∣∣T (t)x − xt + C0x
∣∣∣∣
∣∣∣∣ →t→00:
Moreover the semigroup de5ned by (2.3) is a contraction semigroup, since
‖T (t)‖6 e−t6 1; for t¿ 0: (2.4)
The diagonal operator L de5ned by
Len =
1
+ n
en; n= 1; 2; : : : ;  = −n;
which is self-adjoint for ∈R. The operator L is the compact inverse of the operator C0 + I and
for Re ¿− 1 has the following integral representation [15]:
Lx =
∫ ∞
0
e−tT (t)x dt; x∈H (2.5)
in the sense that
(Lx; f) =
∫ ∞
0
e−t(T (t)x; f) dt; ∀f∈H;
where T (t) is de5ned by (2.3).
3. Main results
First of all we recall the following basic theorem which was proved in [13,9]:
Theorem 3.1. A number  = 0; ∈C is a zero of the Bessel function J(z) if and only if 2= is
an eigenvalue of the operator LT0.
The main results of the present paper are the following:
Theorem 3.2. Let  = 1 + i2 = 0; 1; 2 ∈R, be a complex number. Then  is a common zero
of the Bessel functions Jm(z), m= 1; 2; : : : ; k; k¿ 2, m = m1 + im2 ; m = −1;−2; : : : ; if and only
if the numbers (2=)m, m = 1; 2; : : : ; k are eigenvalues of the operator T0 − (2=)C0. In this case
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the following inequalities hold:
m16 |1| − 1; (3.1)
|m2 |6 |2|: (3.2)
Proof. The proof of the 5rst part of the theorem follows easily from Theorem 3.1 and the following
relationships:
LmT0xm =
2

xm ⇔ T0xm = 2 (C0 + m)xm ⇔
(
T0 − 2 C0
)
xm =
2m

xm; (3.3)
where xm = xm(m) = 0, ‖xm‖ = 1. Taking the inner product of both parts of (3.3) with xm and
equating the real and imaginary parts of the resulting equation we obtain
m1 =
1
2
(T0xm; xm)− (C0xm; xm);
m2 =
2
2
(T0xm; xm):
By taking into consideration inequalities (2.1) and (2.2) we obtain
m16 |1| − 1;
|m2 |6 |2|:
Remark 3.1. The hypothesis m = −n; n=1; 2; : : : is necessary for the operators Lm to be de5ned
on all H . However, this is not a restriction for studying the zeros of J−n(z), since those coincide
with the zeros of Jn(z), due to the relationship
J−n(z) = (−1)nJn(z); n= 1; 2; : : : :
Remark 3.2. If (3.1) or (3.2) do not hold, then  cannot be a common zero of Jm(z); m =
1; 2; : : : ; k; k¿ 2. In other words, if  is a common zero of Jm(z); m = 1; 2; : : : ; k; k¿ 2, then
m must lie in the strip:
{m = m1 + im2 ∈C: m16 |Re | − 1 and |m2 |6 |Im |}:
Remark 3.3. In case  = i2 is a purely imaginary common zero of Jm(z), m = 1; 2; : : : ; k, k¿ 2,
we have that
m16− 1 and |m2 |6 |2|:
The above result improves the result of Dougall [4] and Coulomb [3], concerning the imaginary
part of m, and con5rms the numerical results of [10] obtained for = 6i.
Theorem 3.3. Given a complex number  = 0, with ||¡ 12 , there exists a sequence of complex
numbers m ∈Dm = {∈C: |+ m|6 ||}, such that Jm() = 0, m= 1; 2; : : : :
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Proof. According to Theorem 3.2,  = 1 + i2 = 0 is a zero of Jm(z) if and only if, −m are
eigenvalues of the operator C0 − (=2)T0, i.e.,(
C0 − 2 T0
)
xm =−mxm; ‖xm‖= 1:
The operator C0 is self-adjoint with point spectrum {1; 2; 3; : : :} and has a positive de5nite and
Hilbert–Schmidt inverse. The operator (=2)T0, ∈C, is not self-adjoint with ‖ − (=2)T0‖ =
||¡ 12 ¡ 1 = 1, where 1 is the 5rst eigenvalue of C0. Then according to a result of Osborn
[12, Theorem 2.2, p. 395], there exists a sequence of eigenvalues of C0− (=2)T0, each of which is
contained in one of the disks Dm, m= 1; 2; : : : :
Remark 3.4. As it was mentioned in the introduction, it was proved in [9, p. 464] that when  is
real, there exists a sequence of real numbers |m| → ∞, m→∞, such that Jm()=0, m=1; 2; : : : :
Theorem 3.4. The number of di?erent Bessel functions Jm(z), m=1; 2; : : : ; k, k¿ 2, m¿ 0, which
have a common zero ¿ 0 is equal to the number of negative eigenvalues of the operator C0 −
(=2)T0.
Proof. The proof follows from Theorem 3.2 taking into consideration Remark 3.4 and the relation
T0 − 2 C0 =−
2

(
C0 − 2T0
)
:
Corollary 3.1. A su9cient condition for the set of negative eigenvalues of the operator C0−(=2)T0
to be empty is 0¡6 1.
Proof. Assume that 0¡6 1 and that w is an eigenvalue of the operator C0 − (=2)T0. Then(
C0 − 2 T0
)
x = wx; ‖x‖= 1
from where it follows:
(C0x; x)− 2 (T0x; x) = w:
Due to inequalities (2.1) and (2.2), we obtain from the previous relation, w¿ 0, which proves the
corollary.
Remark 3.5. If 0¡¡ 1 then there do not exist i ¿ 0 such that Ji() = 0.
Theorem 3.5. Let J(x) and J(x) be two Bessel functions of the :rst kind and orders ¿¿−1.
If  = 0 is a common zero of J(x) and J(x), the following lower bound for ,
||¿  + 1
22F1(1=+ 32 ; 1; 1 + 1=;−1)
; =
2(− )
 + 1
; (3.4)
holds.
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Proof. Since  is a common zero of J(x) and J(x), it follows from Theorem 3.1 that  = 2= is
an eigenvalue of LT0 and LT0, i.e.,
LT0x = x; ‖x‖= 1; (3.5)
LT0y = y; ‖y‖= 1 (3.6)
or by using (2.5):
x =
∫ ∞
0
e−tT (t)T0x dt;
y =
∫ ∞
0
e−tT (t)T0y dt
from where it follows:
(x + y) =
∫ ∞
0
T (t)T0(e−tx + e−ty) dt
⇒ |x + y|=
∫ ∞
0
‖T (t)‖‖T0‖‖e−tx + e−ty‖ dt
⇒ ‖x + y‖6 2
∫ ∞
0
e−t‖e−tx + e−ty‖ dt: (3.7)
From the fact that  is a common zero of J(x) and J(x) it follows, by use of Theorem 3.2,
that the normalized eigenelements x and y of LT0 and LT0, respectively, are also eigenelements
of the self-adjoint operator T0 − (2=)C0, corresponding to the eigenvalues 2=, 2=, respectively.
Set k =  − . Since  = , the eigenelements x and y are orthogonal. Bearing in mind this fact,
relation (3.7), and applying the following change of variables e−t = u1=(+1), =2k=(+1)=2(−
)=( + 1)¿ 0, we obtain
||6
√
2
∫ ∞
0
e−t
√
e−2t + e−2t dt
=
√
2
( + 1)
∫ 1
0
u1=−1
√
1 + u du=
4
 + 1 2
F1
(
1

+
3
2
; 1; 1 +
1

;−1
)
:
Here we used the identity 2F1(; b; c; z) = (1 − z)c−−b2 F1(c − ; c − b; c; z) (see (1) and (2) [5, p.
105]).
Remark 3.7. For ; ; ∈R,  = −n;  = −n; n = 1; 2; : : : it is easy to see from (3.5) and (3.6)
that
(x + y) = LT0x + LT0y; ‖x‖= ‖y‖= 1;
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from where it follows:
|| ‖x + y‖6 ‖L‖ · ‖T0‖ · ‖x‖+ ‖L‖ · ‖T0‖ · ‖y‖
⇒ ||
√
26
2
|+ 1| +
2
| + 1|
⇒ ||¿
√
2|+ 1| · | + 1|
|+ 1|+ | + 1| : (3.10)
For ; ¿ − 1 and ∈R as in Theorem 3.4, the lower bound for  obtained by (3.4) is better
than the corresponding lower bound obtained by (3.10).
Remark 3.8. If  does not satisfy (3.4) or (3.10), then it cannot be a common zero of J(z), J(z).
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