Ensemble-based Kalman smoother algorithms extend ensemble Kalman filters to reduce the estimation error of past model states utilizing observational information from the future. Like the filters they extend, current smoothing algorithms are optimal only for linear models. However, the ensemble methods are typically applied with high-dimensional nonlinear models, which also require the application of localization in the data assimilation. In this paper, the influence of the model nonlinearity and of the application of localization on the smoother performance is studied. Numerical experiments show that the observational information can be successfully utilized over smoothing lags several times the error doubling time of the model. Localization limits the smoother lag by spatial decorrelation. However, if the localization is well tuned, the usable lag of the smoother, and hence the usable amount of observational information, is maximized. The localization reduces the estimation errors of the smoother even more than those of the filter. As the smoother reuses the transformation matrix of the filter, it profits stronger from increases of the ensemble size than the filter. With respect to inflation and localization, the experiments also show that the same configuration that yields the smallest estimation errors for the filter without smoothing also results in the smallest errors of the smoothed states. Thus, smoothing only adds the lag as a further tunable parameter.
Introduction
Data assimilation with ensemble-based filter algorithms is performed to obtain estimates, e.g. of the model state, by combining the model prediction and observational data that are available until the time when the filter analysis step is computed. The sequential data assimilation methods with alternating forecast phases and analysis steps provide a trajectory of state estimates, each using the observations available until the time of the analysis.
Reanalysis applications estimate the state over a time period in the past. Thus, observations for the full time interval are available at the time when the reanalysis is computed.
For this application, a retrospective analysis is of interest in which also future observations during the time interval are used for the estimation of past states. Ideally, one can utilize the observational information from the full reanalysis time interval to estimate the state trajectory during this interval.
This application is called smoothing.
Smoothing can be performed with ensemble-based algorithms. A first ensemble smoother was derived by van Leeuwen and Evensen (1996) . This formulation exhibited a limited performance with nonlinear models, which was attributed to the fact that the method did not perform sequential updates but a backward smoothing operation of the full time interval using ensemble forecasts over the same time interval (Evensen and van Leeuwen 2000) . The performance of ensemble smoothers was improved by a sequential formulation termed Ensemble Kalman Smoother (EnKS, Evensen and van Leeuwen 2000; van Leeuwen 2001) . Evensen (2003) discussed that smoothing can be performed as a computationally cheap extension of the Ensemble Kalman Filter because the smoother computes a state correction at a previous time by combining the ensemble members at that time with weights given from the filter analysis at the current time. The computing cost of the smoother has been further discussed by Ravela and McLaughlin (2007) , where a cost-reduction is proposed that avoids the recursive update at previous times. A review of different smoother formulations was conducted by Cosme et al. (2012) . Ensemble-smoothers have been applied to complex models, for example, for state estimation in the North Atlantic Ocean (Brusdal et al. 2003) , in an idealized atmospheric model (Khare et al. 2008) , and in an idealized configuration of a high-resolution ocean model (Cosme et al. 2010) . Khare et al. (2008) examined the performance of ensemble smoothers in relation to the ensemble size and the accuracy of the observations. Their experiments showed that localization resulted in reduced errors in the smoothed states. Next to an idealized atmospheric model, the 40-dimensional model by Lorenz (1996) was used to study the smoother performance. Khare et al. (2008) pointed to the relevance of sampling errors, e.g. due to small ensembles, in limiting the time lag over which a smoother can be applied.
The lag at which the smallest errors were obtained was limited by spurious correlations caused by sampling errors.
The effect was also discussed by Cosme et al. (2010) in case of a high-resolution ocean model. While the models used by Khare et al. (2008) and Cosme et al. (2010) were nonlinear, the influence of the nonlinearity was not examined. However, Khare et al. (2008) noted that the time evolution of ensemble perturbations is better approximated by linearized dynamics with a smaller ensemble spread.
Further, Cosme et al. (2010) mention the expectation that nonlinearity will lead to a decorrelation of the different times involved in the smoothing and hence a convergence of the smoothed state estimate.
Ensemble Kalman smoothers, as other linear smoothers, are only optimal for linear dynamics (Cohn et al. 1994) . In this case, the ensemble smoother solution becomes equivalent to the estimates obtained by 4-dimensional variational assimilation methods (Fisher et al. 2005) if the initial ensemble represents the same covariance matrix as used in the variational method. While the smoother is suboptimal for nonlinear systems, the previous studies demonstrated that a smoother can still improve the state estimates. However, it is still unknown to which extent the nonlinearity influences the smoother.
To this end, this study focuses on two aspects: First, the influence of model nonlinearity on the smoother performance is assessed for an example application.
Second, as high-dimensional models typically require the application of localization, the effect of the localization on the smoother performance is examined. In section 2, an ensemble smoother is formulated as the extension of an ensemble square-root Kalman filter. The smoother is then applied in twin assimilation experiments with the 40-dimensional Lorenz-96 model in section 3. By varying the forcing parameter of this low-dimensional model, the nonlinearity of the model is controlled and the smoother performance is studied in dependence of the nonlinearity.
The influence of localization is assessed by varying the localization radius and the ensemble size. Subsequently, the application of the smoother to a realistic large scale ocean circulation model is discussed in section 4. The findings of the experiments are summarized and conclusions are drawn in section 5.
Filter and Smoother Algorithms
A smoother algorithm can be formulated as an extension of an ensemble-based filter. In this study, the smoother is discussed in the context of the Error Subspace Transform Kalman Filter (ESTKF, Nerger et al. 2012b ). However, due to the similarity to other algorithms like the Ensemble Transform Kalman Filter (ETKF, Bishop et al. 2001) , LETKF (Hunt et al. 2007) , or the SEIK filter (Pham 2001) , the application in these filters is analogous. Also, the smoother extension of the SEEK filter (Cosme et al. 2010) is similar.
Error Subspace Transform Kalman Filter (ESTKF)
In all ensemble-based Kalman filters, the state vector x l of size n and the corresponding error covariance matrix P l represent the state of a physical system and its error estimate at time t l . These quantities are represented by an ensemble of m vectors x (j) , j = 1, . . . , m, of model state realizations. The state estimate is given by the ensemble mean
Using the matrix of ensemble perturbations
with the ensemble matrix
, shortly referred to as the ensemble, and
given as the ensemble covariance matrix
A forecast ensemble X f k at the observation time t k is computed by integrating the state ensemble using the numerical model. The vector of observations y k of size p is related to the model state by
where H is the observation operator. The vector of observation errors, k , is assumed to be a white Gaussian distributed random process with covariance matrix R.
For the ESTKF, the forecast covariance matrix P f k is written as
where L k is a matrix of size n × (m − 1) defined by
The matrix T projects the ensemble matrix onto the error subspace represented by the ensemble. It has size m × (m − 1) and is defined by:
Geometrically, T is the Householder matrix associated with
For the analysis, one defines a transform matrix A k of
where I is the identity and ρ with 0 < ρ ≤ 1 is the "forgetting factor" that is used to implicitly inflate the forecast error covariance estimate. Using A k , the analysis covariance matrix is given by
The analysis ensemble is computed as a correction of the ensemble mean and a transformation of the ensemble perturbations. The analysis state estimate is computed from the forecast using a combination of the columns of the matrix L k by
with the weight vector w k of size m − 1 given by
The ensemble is now transformed as
where the weight matrix W k is defined by
Here, C k is the symmetric square root of A k that is computed from the singular value decomposition
The matrix Λ of size m × m is an arbitrary orthogonal matrix or the identity. The vector (1, . . . , 1)
T has to be an eigenvector of Λ to ensure that the ensemble mean is preserved.
For efficiency, the computation of the analysis state estimate, Eq. (9), and the transformation of the ensemble perturbations, Eq. (11), can be combined into a single transformation as
equations (7) and (10) 
Localization
Localization allows ensemble Kalman filters to operate successfully with small ensembles in high-dimensional models. For the ESTKF, the domain localization of the SEIK filter (Nerger et al. 2006 ) with observation localization (Hunt et al. 2007 ) is used. Here, a short review for the local ESTKF is provided. 
Here, • denotes the element-wise product. The matrix C δ is the symmetric square root of A δ .
In the numerical experiments, the matrixD δ is constructed using a 5th order polynomial function (Eq.
4.10 of Gaspari and Cohn 1999) , which mimics a Gaussian function but has compact support. The distance at which the function becomes zero defines the localization radius. To formulate the smoother, the transformation equation (13) is first written as a product of the forecast ensemble with a weight matrix as
The smoother extension ESTKS
with
Here the relation X 
The smoothing at time t i with i = k − l by future observations at different analysis times is computed by multiplying X a i|i with the corresponding matrices G j for all previous analysis times t j , i < j ≤ k. Thus, the smoothed state ensemble is given by
Equations (18) to (21) For the case that covariance inflation is applied, it has to be accounted for in the smoother calculations. As discussed by Cosme et al. (2010) , the equation for the temporal cross-covariances does not contain a model-error term. Hence, an ensemble that was inflated by a forgetting factor has to be deflated for the application in the smoother step. For the ESTKS with inflation, one has to define the weight matrix for smoothing bỹ
The application of ρ in Eq. (22) removes the inflation from the weight matrices that has been introduced by Eq. (7) * .
For the smoother step, the deflated matrixG k is used in Eq.
(21), while for the filter G k defined by Eq. (19) is used. * The factor ρ used here is distinct from the factor √ ρ used by Cosme et al. (2010) . The difference is required because in the ESTKF the inflation is applied in the computation of the matrix A (Eq. 7), which is computationally cheaper than the direct inflation of the ensemble perturbations in Cosme et al. (2010) because of the smaller size of A.
6
L . N e r g e r e t a l . 
i|i and using Eq. (18) recursively. With Eq. (21) one obtains for ρ = 1, i.e. no model errors,
If the model operator M k,i is an orthogonal matrix, the forecast will preserve the ensemble variance. In this case, the smoothing will result in constant smoother errors over the full time interval [t 0 , t k ]. Such an orthogonal matrix is, for example, given by the linear advection model used by Evensen (2004) .
The formulation of the smoother used in section 2.3 hides the fact that the smoothing involves the crosscovariances between the analysis ensemble at the filter time and the ensemble at smoothing time. This can be seen from the alternative formulation for the state correction by smoothing that is used in the EnKS (see Evensen 2003) :
with E given by
This alternative formulation shows that the smoothing will only have an effect if the ensembles at the filter and smoothing times are correlated.
The behavior of the smoother in the case a linear system with known model and observation error covariance matrices was examined by Cohn et al. (1994) . In this situation, the smoother is guaranteed to reduce the error variance of the smoothed state estimate as long as the state errors at the times i and k are correlated. If the errors are uncorrelated, the smoothing has no effect. Cohn et al. (1994) (0000) can result in cross-correlations that are inconsistent with the underlying linearity-assumption of the smoother. The optimality of the smoother does no longer hold due to these spurious cross-correlations. Thus, in case of nonlinearity, the smoother performance is influenced by a combination of existing, but fading cross-correlations as well as spurious cross-correlations. While the spurious cross-correlations result in a limitation of the smoother in reducing the estimation errors similar to the decorrelation, they can also deteriorate the smoothed state estimates for long lags. This combined effect will be examined in the following sections.
Numerical Experiments

Experimental setup
In this section, the behavior of the ESTKS is examined in identical twin experiments using the model by Lorenz For F > 4, the model develops a non-periodic behavior.
The strength of the nonlinearity can be specified by the Lyapunov time λ −1 , which is the asymptotic time at which a small deviation grows by a factor given by the exponential constant e. For the L96 model, λ −1 was described by Karimi and Paul (2010) We refer to this mean error as MRMSE. The error bars for the optimal lag show the median, maximum, and minimum values for each set of 10 experiments. Because the filter itself is influenced by the nonlinearity, the MRMSE obtained with the smoother is considered relative to that of the filter. However, for increasing lags the MRMSE curve flattens and reaches an asymptotic value where the MRMSE shows only a small variation for different lags. The common interpretation for the smoother performance as a function of the lag (see Khare et al. 2008; Cosme et al. 2010) is that for short lags, the cross-correlations between the ensembles at different times provide useful information to reduce the error in the state estimate. The cross-correlations fade over time due to model errors, dissipative dynamics, or nonlinearities of the dynamics. This results in a lower bound of the estimation errors. However, for the cases with F > 5 a small increase of the MRMSE is observed at the beginning of the asymptotic regime (it is too small to be visible in Fig.   1 ). The increase shows that there is an influence of spurious correlations that can slightly deteriorate the smoothed state estimate.
Smoother behavior with varying forcing
As an effect of the nonlinearity, it is visible in Fig. 1 that the lag at which the asymptotic MRMSE is reached decreases for larger F . To quantify the influence of the forcing parameter on the smoother, the optimal lag l opt is considered. In general, l opt should be the lag at which the minimal MRMSE is obtained. However, as this happens in the range of lags where the MRMSE curve is very flat, we found more accurate results when l opt is defined as the lag where the slope of the MRMSE as a function of the lag decreases below a limit. For the analysis below, the limit was set to 5 · 10 −6 . This value was chosen to be as small as possible while avoiding fluctuation effects in measuring l opt that would lead to overly big error bars.
The results shown in Fig. 1 are obtained with the choice of the forgetting factor for each forcing that results in the minimal MRMSE for the filter analysis. This optimal forgetting factor is ρ = 1.0 for F ≤ 4.5 and then decreases about linearly to ρ = 0.96 for F = 10. In the experiments discussed below, the same value of the forgetting factor was optimal for the filter and the smoother for all cases with l opt > 0. Thus, the forgetting factor does not need to be retuned if a smoother is added to a filtering system. If the forgetting factor is reduced below its optimal value, i.e. the inflation of the forecast covariances is too large, the value of the MRMSE increases, both for the filter and the smoother.
In addition, l opt is reduced. This is caused by larger changes of the state by the smoother due to the increased inflation.
These erroneous changes impact the smoothing already for smaller lags and lead to a stronger increase of the MRMSE.
If the inflation is reduced by increasing the forgetting factor from its optimal value, the filter tends to diverge. This effect is caused by the fact that the optimal inflation is close to the choice where filter divergence occurs (see Sakov and Oke 2008) . Usually, the forgetting factor that results in the minimal MRMSE also resulted in the largest l opt . If the forgetting factor would be kept fixed at a low value like 0.96, which is optimal for F = 10, the inflation would be too big for weaker model forcing. In these cases, the MRMSE is larger than for the optimal choice of ρ and l opt is reduced.
However, also with constant ρ, l opt decreases when the forcing is increased. At the beginning of the assimilation process, the smoothing is also beneficial and l opt is larger than zero. However, after the transient phase, the smoothing results in an over-fitting to the data, which has much larger errors with a standard deviation of one. Hence, the smoother increases the errors.
In the non-periodic cases ( 
Smoother behavior with increasing forecast length
Increasing the forecast length for a fixed forcing parameter 
Influence of localization
The experiments discussed in the previous sections used the global filter to assess the impact of the nonlinearity on Localization in smoothers with the L96 model was also discussed by Khare et al. (2008) . That study used a different sampling method from our experiments. However, the results discussed here are consistent with the previous study but provide more insights into the effect of localization on smoothing.
For the localized filter and smoother, the top left panel of Fig. 4 shows the MRMSE as a function of the lag for the four different ensemble sizes. For each ensemble size, the localization radius was chosen so that the MRMSE of the filter was minimal. As expected, the MRMSE grows with decreasing ensemble size. Also it is visible that the optimal lag shrinks when the ensemble size is reduced.
The optimal lag l opt as a function of the localization radius is shown in the top right panel of Fig The experiments use the ESTKF with observation localization. The localization length was set to 1000 km.
This choice resulted in the smallest time-mean RMS errors compared to other radii in the the range between 600 and 1400 km. A forgetting factor ρ = 0.9 is used to inflate the estimated variance of the forecast ensembles.
Impact of smoothing with the global ocean model
The impact of assimilating the pseudo observations is assessed in terms of the RMS error for each analysis time. Figure 5 shows the RMS error over time. As the mean state is a rather unrealistic initial state estimate, the RMS error is already strongly reduced at the first analysis time. After about 5 analysis cycles, the assimilation process reaches its asymptotic phase during which the RMS error shows only small variations. The RMS error for the smoother is displayed in Figure 5 for a lag of 17 analysis steps, corresponding to 170 days, which is the optimal lag computed as in section 3. Thus, the filter analysis and smoothing took less than 3% of the execution time. Nonetheless, the time for smoothing can exceed the time required for the application of the filter for long lags. Apart from the computing time, the memory requirement can become limiting for long lags. This is because the past state ensemble needs to be stored for each smoothed lag.
Multivariate impact of smoothing
The assimilation experiments with the FESOM model The optimal lags for the different fields are summarized in Table I together with the error reduction obtained by the smoother. The optimal lags are distinct for the different fields. While the optimal lags for temperature and zonal velocity are relatively short with 40 days, the optimal lags for the other fields are quite long with 170 to 180 days. A short optimal lag for the temperature field was attributed by Brusdal et al. (2003) to the direct influence of the surface temperature to the surface temperature forcing applied to the model.
The different optimal lags point to the question how to define the optimal lag in multivariate smoothing. When the short lag of 40 days would be used, which is optimal for temperature and zonal velocity, the observational information is not optimally used for the other model fields.
On the other hand, a long lag of 170 days would be far beyond the optimal lag for temperature and zonal velocity. It is smallest for the SSH with about 4% and largest for the meridional velocity with 43% for a lag of 170 days.
Thus, also in case of the complex global ocean model, the smoother does profit more from increasing the ensemble size than the filter.
Summary and Conclusion
This study examined how an ensemble smoother is The experiments in this study used an inflation of the ensemble covariance matrix with a constant forgetting factor that was tuned to obtain the smallest possible RMS errors for the filter. The tuning showed that the filter and the smoother result in minimal RMS errors for the same choice of the forgetting factor. Thus, the tuning performed for a filter with constant forgetting factor is likewise valid for the smoother. Accordingly, the smoother can be added to an existing assimilation system without re-tuning the filtering system. However, the smoother lag should be carefully chosen to maximize the benefit of the smoother.
Experiments using a global ocean circulation model with weak nonlinearity showed results that are consistent with those obtained with the Lorenz96 model. Also here the smoother can be applied using the same inflation as tuned for the filter. The study of the multivariate smoother impact showed distinct optimal lags for different fields.
Thus, one either needs to choose the same lag for all fields as a compromise and one might choose different lags for different model fields.
Synthetically generated observations were used in the experiments performed here. In case of real observations, possible representativeness errors of the observations as well as biases will also influence the smoother. This influence will be considered in a future study.
Increasing the ensemble size had a stronger positive effect on the smoothed than on the filtered fields for both models. Thus, as the ensemble size is typically chosen upon the consideration of computing cost and quality of the state estimates from the assimilation process, it might be worth reconsidering the ensemble size when a smoother is added to a filtering system. 
