Abstract. In this note we are interested in the existence of subharmonics of Hamiltonian system x = JH '(t,x), where H is a convex noncoercive Hamiltonian. This type of Hamiltonian systems governs the motion of relativistic particles. The resolution method consists in finding critical points of dual action integral.
Introduction
Let It is well known that the Hamiltonian system (H) governs the motion of a relativistic particle submitted to an electromagnetic field as we will see in Section 5.
In Section 3, we prove the existence of at least one T-periodic solution of the system (H). This result generalizes the results of Sections 3 and 4
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In Section 4, we prove the existence of subharmonics for the system (H). This result generalizes a result in [8] . The resolution method consists in finding an infinite sequence of critical points by minimising dual action integrals.
In Section 5, we study the minimality of periods of the subharmonics obtained in Section 4. This result generalizes a result in [8] .
In Section 6, we present an application to relativistic mechanic.
Preliminaries
To prove results of Sections 3, 4 and 5, we will need the three following propositions: PROPOSITION We have 
Let A be a continuous T-periodic function from M into the space of (N x N)-matrices. Consider the subspaces
where ||j4*|| = sup ||j4*(t)||. teR
Then the Hamiltonian system (7i) has at least one T-periodic solution.
Proof. Let us denote by H 0 (t,r,p) = G(p-A(t)r)
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and by H^t, s, q) the polar of the map (r,p) >-• H(t, r,p), which is given by the formula:
Ho(t,s,q)= sup {sr + qp-H(t,r,p)}.
(r.pJeR^xR^ It is easy to check that where G* is the polar of G.
Consider the dual action integral
^ J(w(t) + h(t))U(w + h)(t) + HZ(t, w(t)) dt
defined on the space
where
and EA(0,T) are the spaces defined in Proposition 2.1 and IIw is the primitive of w with mean value zero, that is o oo We will proceed by successive lemmas. 
I 5 J(w(t) + h(t))U(w + h)(t)dt\ < + MU
Prom (3.2) it follows that for all w G E 
On the other hand, the functional g defined over
(w)=\HS(t,w(t))dt o is weakly l.s.c., so lim p >oc g(w np ) > g(u>). Consequently min^ <p = ip(w).
LEMMA 3.2. We have E
l = {(r, Ar)/r G L 2 (0, T; R N )} + R 2N . Proof. Let (r,p) G L 2 (0,T;R 2N ). We have (r,p)eE ± T
*=>Vve Ej(0, T) D Ea(0, T), \(-A*(t)v(t),v(t)).(r(t),p(t))dt
= 0 o T ^ VW G £/(0, T) n E a (0, T), \ (p(t) -A(t)r(t)).v(t)dt = 0 o ^ (p-Ar) G [f? J (o l T)n£;A(o,T)]- L .
So, by Proposition 2.1, there exist A G R N such that p(t) -A(t)r(t) = £ + A(t)\ a.e., which yields (r{t),p{t)) = (r(t), A(t)r{t)) + (0,£ + A{t)X) = (r(t) + \,A(t)(r(t) + X)) + (-\,0
a.e..
LEMMA 3.3. The subdifferential of g\E on a point w £ E, where g is finite, is equal to
dg(w) = {u G L 2 (0, T; R 2N )/3r G L 2 (0, T; R N ), G R 2N ,
u(t) + (r(t),A(t)r(t))
where we introduce the notation 8 to distinguish between the subdifferentials in E and in L 2 .
Proof. Let w € E and u € L 2 (0,T;R 2JV ) be such that there exist r € L 2 {0, T; R n ) and £ e R 2JV satisfying
u{t) + {r(t),A(t)r(t)) + £ e dHS(t,w(t)) ae >
or equivalently,
Vy e R 2 ", y) > H^(t,w(t)) + [u(i) + (r(t),A(t)r(t))+
Then for all z E E, we have
H$(t, z(t)) > H* 0 (t, w(t)) + [u(t) + (r(t), A(t)r(t)) + $(z(t) -w(t)) a.e.
By integration, we obtain
T T \ HS(t,z(t))dt> \ HS(t,w(t))dt
0 0 T
+ j Ki) + (r(i), A(t)r(t)) + Z)(z(t) -w(t))dt. o
Since (r, Ar) 6 E 1 -and z -w 6 E, we have T dH^(t,w{t) ) a.e.}.
J [(r(i), A(t)r(t)) + t](z(t) -w(t))dt =
To establish that d(g + SE)(U>) = dg(W) + dS£{W)
, it is enough to show that g*V6* E is exact (see [1] , [7] ).
It is easy to check that S* E = S E ±, so, for all u = (r,p) e L 2 (0,T;R 2iV ), we have It follows that the inf-convolution g*VS E is exact and Lemma 3.3 is proved.
Finally, let us consider the quadratic form: 
Q(w) = -\ J(w(t) + h(t))U(w
JII(tD + h)(t) + (r(t), A(t)r(t)) + £ € dH^(t, w(t))
a.e.
which, by Fenchel's reciprocity, is equivalent to w(t) € dH 0 (t, JU(w + h)(t) + (r(t),A(t)r(t)) + £)•
Since H 0 is differentiable with respect to the second variable and does not depend on expressions of the type (a, A(t)a), the last formula can be written as
w(t) = Hi ) (t,JIl(w + h)(t) + t). It is clear that the function x = JH(w + h) + £ is a T-periodic solution of the system (7i).
Existence of subharmonics
In this section and the following one, we will deal with the case h = 0. Our second main result is the following:
Assume that the function G satisfies assumption (GI) and the assumption: 
Vfc > ko, T \ \Pk(t) -A(t)r k (t)\dt
>ck-d. As in the proof of Theorem 3.1, we shall show that the functional <pk reaches its minimum over Ek in a point and there exists a constant € R 2iV such that the function Xk = Jllwk + & is a kT-periodic solution of the system (Ti). We claim that the sequence (xk) satisfies the conclusion of Theorem 4.1. The function G is convex then, by Assumption (C?i), there exist two constants m,M> 0 such that
Therefore, by Property (3.1), we have for all q € M. N , |g| < m
By Assumption (A), the matrix B = $ 0 A(t)dt is not symmetric, so there exist fl,f»eM w such that a
and let us study the sequence (<pk(yk))• By Proposition 2.2, we have y k € E k , for all integers k > 1. By an easy computation, we obtain that for all integers
o o By using Proposition 2.2, we obtain that for all integers k> 2,
By using (4.2), we obtain that for all k > 4
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So by (4.2) we have:
kT kT
\ Jwk(t)Uwk(t)dt = -\ H*(t,w(t))dt + <p(wk)
0 0
Therefore there exists an integer ko >4 such that for all integers k > ko
o On the other hand, by the duality between xk and wk, we have This ends the proof of Theorem 4.1.
\ H(t,xk)dt = --\ Jwk(t).Uwk(t)dt-ipk{wk
Proof of Theorem 4.2. All the assumptions of Theorem 4.1 are satisfied. Therefore the Hamiltonian system (H) has a sequence of periodic solutions. By combining Assumption (G4) and the inequality (4.5), it is easy to conclude the Theorem.
Minimality of periods
Our fourth main result is the following: On the other hand, by the inequality (4.1) and the convexity of H(t,.), we obtain T T T 
m\\p-Ar\dt -MT < \ H(t, x)dt < TG(0) + \ H'(t, x)xdt
Application to relativistic mechanic
In this section we consider a relativistic particle, with a very small charge e and the mass mo at rest, submitted to a T-periodic (T > 0) continuous uniform electromagnetic field (E(t),B(t)). This charge e, undergoes the action exercised by the field and exerts an influence on the field and modifies it. Since the charge e is very small, we can omit the action that it exerts on the field, which allows us to assume, in the study of the charge motion, that the field is independent on the position (we say that it is uniform) and of the charge speed. The scalar potential of a uniform electric field can be expressed according to the vector E as follows:
¥>(i,r) = -E(t)r,
and the vector potential of a uniform magnetic field can be expressed according to the vector B as follows:
A(t,r) = ±B(t)Ar.
The Hamiltonian, in this case, is given by
H(t,r,p) = c[m 2 0 c 2 + \p -j-B(t) A rf]* -eE(t)r.
The particle motion is governed by the Hamiltonian system (H). It is clear to see that the Hamiltonian H satisfies all the assumptions of Theorem 3.1. Therefore a relativistic particle with a small charge, submitted to a uniform electromagnetic field, has a closed trajectory. If this relativistic particle is submitted only to a uniform magnetic field, then this particle has an infinite sequence (r k ) of closed trajectories satisfying: 
