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The purpose of this research is to create a method of finding practical, robust control laws.
The robustness of a controller is judged by Stochastic Robustness metrics and the level of
robustness is optimized by searching for design parameters that minimize a robustness
cost function.
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Review of the Stochastic Robustness Metric
P(C) = JH(C,v) pr(v) dv
V
J(C)= fn(Pl(C),Pz(C),... )
Given C = C(d) find d*:
J(C(d')) = min(]'(C(d)))
d_D
Estimate by Monte Carlo Analysis
P(C)= l_Hi(C, vi) v i from pr(v)
Ni
J(C) = fn(_l(C), P2(C),...) o_ from Bootstrap
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Given the expected variation of the plant parameters, a Stochastic Robustness metric
characterizes a compensator by giving the probability that the compensator wffl fai! :
to perform acceptably, The definition of what is unacceptabl6 is Iert to the designer but
will normally include such features as instability and slow response time. To calculate the
probability of unacceptability, P, the indicating function, H(C,v) must be integrated over the
space of expected parameter variations. H is a function of both the compensator, C and
the plant parameter values, v. H equals one when the metric is violated and zero otherwise.
i_ ±
Normally, more than one metric will be of importance in a given application. In such a case
it may be necessary to make a trade-off between the metrics. The trade-off can be formalized
by combining the probabilities into a scalar cost function, J. Weights within the cost function
can then be used to reflect the importance to the designer of each metric.
Once J is defined, the task is to find the set of plant design parameters, d, to minimize J.
This task is hindered by the fact that it is normally impossible to evaluate the probabilities
analytically. An alternative evaluation method is to use Monte Carlo Analysis; this has the
disadvantage that errors can be expected in the estimate of P. The expected error reduces
as the inverse of the square root of the number of evaluations. There is therefore a trade-off
between the accuracy and of the evaluations and the computation time.
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Approach
%
1) Statistics
Minimize Variance
• Stratify Sample Space
• Constant sample points for comparisons
Make Statistically Significant Decisions
• Kolmogorov Smirnov Test for useful Parameters
• Confidence Intervals to define N
• Confidence Intervals to decide if sufficiently accurate
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The approach to finding a stochastic global optimization method has two main thrusts. The
first is to understand the statistical effects of the Monte Carlo Analysis and exploit them to
reduce the number of evaluations necessary. The second approach is to identify suitable
search algorithms.
The variability in the estimates of P has been reduced significantly by stratifying the sample space
and by using the same sample points when comparing two compensators. An understanding of these
statistical mechanisms has allowed a significant reduction in the number of evaluations which must
be carded out to compare two compensators.
By using the Kolmogorov-Smirnov test it is possible to identify parameters that have a significant
effect on J, allowing the search to concentrate on these parameters. The establishment of
confidence intervals on the estimates of P provide a basis for making statistically significant
search decisions and also to fix the number of further evaluations that must be required if the
results are not yet statistically significant.
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Approach
2) Search Methods
Take Many Points.
Select the best group.
Random Search _ Calculate N and use KS Test.
_ Select on basis of J.Genetic Algorithm- --Crossover, Mutate, Evaluate.
Calculate N.
g, Start from Jmin, cluster into
Clusterin Algorithm _ a significant group.
Repeat for next best J.Local Pattern Search_
Select base and test point.Evaluate until separate or tight.
Move test point or both points.
Analysis Repeat untilminimum or out of range.
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A wide range of modern search methods were screenedfor their possible use in searching
stochastic space. The most efficient method combines the best qualities of several
different methods.
The proposed search method begins by taking a broad, completely random, search across
the design space. A few evaluations are made at each point and the best points are
then presented as the starting population for a genetic algorithm, The genetic algorithm
carries out the bulk of the search and later will be described in detail.
The result of the genetic algorithm is a set of candidate solutions, most of which should
be close to the global minimum. A clustering algorithm is then used to identify groups
of good solutions and a local line search is carded out from the centroid of each cluster.
=
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Stochastic Line Search
Select base point and test point
,1
Carry out evaluations for plant parameter points
Directly compare probability estimates
Use boots_'apping to calculate confidence intervals for DJ
Do J1 and 12 seperate?
[ .o
Yes
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The line search is based on a pattern search with additional logic to deal with the uncertainties
introduced by the Monte Carlo Evaluation.
The search moves along the line, comparing two points at a time. A set amount of Monte Carlo
Evaluations are carried out and then a decision is made as to where along the line the next
evaluations should be made. The decision is based on an estimate of the likely error in J. If
the errors are relatively small then we can be confident that there is a true difference between
the compensators and a new search point can be chosen. If the error is relatively large, more
evaluations need to be carried out.
This search method has been implemented, and is effective in finding the minimum along a line in
design parameter space.
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Global Optimization by Genetic Algorithms
• GAs are Partially Randomized, therefore suitable for SRA.
• Efficient: Exponential Replication of Good Parameter Values.
Little Previous work with noisy functions.
No work with Monte Carlo Optimization.
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Genetic Algorithms (GAs) were chosen as the main global optimization method.
These algorithms have several attributes that make them well suited to searching
a stochastic space. They rely on a partially randomized comparison of many points
and are therefore insensitive to errors due to Monte Carlo Evaluation and they-
process information efficiently. However, littleprevious work has been done
in using GAs to optimize noisy functions. This work must be carried out before using
GAs for the synthesis of robust control.
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Flow of Stochastic Genetic Algorithm
Create a large Random Population
¢
Evaluate with few MC"Es, take only the beat members
S,lec!Elite
Select 2 Members _
1
_ _Randomly Crossover Tails
_ Select N for Next Generation
6de_bed=A XO'l/4P_ 'slttion
2NN dejim:l=(Cee_ed/6_t utl) _tual
¢
Evaluate the New Population
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The Stochastic Genetic Algorithm (SGA) is currently being researched. The basic structure
of the SGA is shown above. The SGA is similar to normal GAs except for 3 points:
1) The search begins with a random search, using a few Monte Carlo Evaluations at each point,
and using a small proportion of the random points as the initial population to 'kick-start'
the SGA.
2)
3)
The Kolmogorov-Smirnov test is used to determine which design parameters are most
important in affecting J. These parameters are used to cluster the best members of the
population to form one averaged member. This is passed as an elite member into the next
generation.
The number of evaluations per point, N, is fixed before each set of Monte Carlo Evaluations.
This is done by comparing the expected error in the estimated cost of the best member of the
population with the mean difference between the costs of the rest of the population. The ratio
of the error allowed in the estimate to the difference in the cost of the population can be varied
to improve the performance of the search. Here, this parameter is referred to as "A".
The next graphs show the results of a typical run of the SGA. The first graph shows the values
of J for the best member in the population of each generation as the population evolves to a
low value of J. The second graph shows the mean value for J for each generation.
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Parameters to be Tuned
Number of members in random population
Number of initial evaluations
Number of members in genetic population
Number of elite members passed down
Value of A to fix level expected error
Number of crossover points
Probability of crossover
Number of mutations
Probability of mutation
Degree of mutation
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Within the SGA there are several parameters that must be carefully chosen to ensure that
the search is efficient. These parameters are being tuned by running the SGA repeatedly
on a test function, adjusting the parameter, and running the SGA again.
The next graph shows the effect of changing the value of A. Here the SGA was run 150 times
for each of 12 different values of A. At low values of A, few evaluations are carried out per
point and the SGA does not have information of sufficient quality to converge well; with
high values of A the information is of higher quality than needed and the computational effort
would be better spent searching more points. The optimum value is between
2 and 3. With A = 3 the performance is occasionally very good but on average the result is
mediocre. With A = 2.5 the performance will on average be the best but there is a relatively
wide variability. With A = 2 the average performance is not quite so good but the search is
more robust; the variability is less and the search is less likely to result in a poor outcome.
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Future Work
Complete the tuning of the Genetic Algorithm.
Combine the Genetic Algorithm with the Line Search.
Test the method on a real-world control problem.
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Future work will complete the tuning of the SGA and combine it with the line search.
The overall algorithm will then be tested against real world control synthesis problems.
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