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A general mechanism for the generation of frequency combs referenced to atomic resonances is
put forward. The mechanism is based on the periodic phase control of a quantum system’s dipole
response. We develop an analytic description of the comb spectral structure, depending on both
the atomic and the phase-control properties. We further suggest an experimental implementation
of our scheme: Generating a frequency comb in the soft-x-ray spectral region, which can be realized
with currently available techniques and radiation sources. The universality of this mechanism allows
the generalization of frequency-comb technology to arbitrary frequencies, including the hard-x-ray
regime by using reference transitions in highly charged ions.
PACS numbers: 32.80.Qk, 42.50.Gy, 42.62.Eh, 42.62.Fi
Precision spectroscopy is undergoing a revolution
driven by the invention of frequency combs. These combs
represent a “ruler” of equidistant spectral lines and by
now allow to create a fully phase-locked link from radio
frequencies through the infrared, visible, all the way up
into the extreme-ultraviolet (XUV) spectral region [1–
3]. Frequency combs have set off several disruptive de-
velopments in various fields, including optical clocks [4],
attosecond control of electronic processes [5], precision
distance measurement [6], astronomical spectroscopy [7],
the quantum control of multilevel atomic systems [8, 9],
and the laser cooling of molecules [10]. There is a strong
desire to push combs into higher-frequency regions, e.g.
to enable even more precise clockworks helping in the
laboratory search for the variation of fundamental con-
stants [11].
A broad range of approaches have thus far been used
for the generation of frequency combs. Optical frequency
combs were first generated by intra-cavity phase mod-
ulation [12, 13]. Later, frequency combs were demon-
strated that exploit the comb-like frequency structure
of mode-locked lasers with stable repetition rate and
carrier–envelope phase [14]. This generation scheme was
even transferred into the XUV spectral region, utiliz-
ing high-order harmonic generation (HHG) (see [15] for
review) within an enhancement cavity [1, 16]. Charac-
teristic to the current frequency-comb methods is their
“bottom-up” design, by which a comb is created that is
referenced to zero frequency, providing an absolute fre-
quency standard. It appears interesting to explore the
idea of whether there could be a complementary “top-
down” approach to frequency combs, e.g., by spanning
a comb around a high-energy long-lived x-ray transition,
which could then meet the absolute comb somewhere on
the way to lower frequencies.
Here, we provide the mechanism for a “top-down”
frequency-comb approach locked to an atomic reference
transition. The key idea is conceptually related to side-
band generation of continuous-wave (cw) lasers via classi-
cal electro-optical modulation [18–22], dating back to the
early roots of frequency combs [12, 13, 23]. The classical
phase modulation is replaced by a quantum-mechanical
phase modulation of excited states of atoms, and the cw-
laser is replaced by a coherently-excited resonance in any
kind of matter (e.g. atoms, Mo¨ssbauer nuclei, etc.). By
locking to an atomic reference, absolute frequencies are
not immediately accessible, however relative frequencies
are accessible for metrology, with the major advantage
of scalability to arbitrary parts of the electromagnetic
spectrum. A first example of how the x-ray domain can
be accessed with combs was discussed in [17], however
requiring a narrow-band intense x-ray source (not avail-
able to date) in combination with a standard optical
frequency comb laser. In the mechanism presented in
FIG. 1. (color online) Illustration of the key idea: Phase mod-
ulation of the atomic response. (a) Temporal dipole response
(thin black line) of a two-level system with periodically ap-
plied phase steps (thick blue line) ∆φ = pi. The initial phase
φ represents a global offset phase, responsible for line-shape
control [25] of the comb teeth. (b) Spectral dipole response
with the offset phase set to φ = 1
2
pi (black line) and φ = 3
2
pi
(grey line): A frequency comb with Lorentzian comb teeth
is formed, where the envelope scales as predicted by Eq. (5)
(dashed lines). For reference, the spectral response of an iso-
lated Lorentzian absorption line is also shown (dotted blue
line) with ∆φ = φ = 0.
this Letter, we enable the generation of frequency combs
2using nowadays-available pulsed x-ray sources such as
free-electron lasers (FELs) [24] with a quantum-phase-
modulation approach. In this case, the intrinsic natural
line width and transition frequency of an atomic reso-
nance defines the resolution and position of the generated
comb. Utilizing the results on the time-domain manipu-
lation of spectral line shapes [25], we demonstrate below
how frequency combs can be generated, solely by inter-
action of available light pulses of duration shorter than
the resonance’s life time.
The interaction of light with matter can be described
via the dipole response function which is directly propor-
tional to the system’s polarizability. For a dilute medium,
the imaginary part of this complex-valued function de-
scribes absorption or gain of transmitted electromag-
netic radiation (see [26, 27] for reviews). For a two-level
system, i.e., an isolated resonance, the time-dependent
dipole response d(t) after delta-function-like excitation
at time t=0 is given by
d(t) ∝ ie−iErte−Γ2 tθ(t), (1)
where Er and Γ denote the energy and the decay width
of the excited state, respectively, and θ(t) is the Heav-
iside function. Atomic units (a.u.) are used through-
out. Through the Fourier transform, the time-dependent
dipole response d(t) is related to the frequency-dependent
response d˜(E), d˜(E) =
∫ +∞
−∞
d(t)e+iEt dt. Computing the
imaginary part of the Fourier transform of Eq. (1)
Im
{
d˜(E)
}
∝ Im
{
i
1
Γ/2− i∆E
}
(2)
yields the well-known Lorentzian line shape, where ∆E =
E − Er is the energy detuning from the resonance. The
decay width Γ determines the full width at half maximum
(FWHM) of the spectral response, and can generally be
interpreted as the coherence decay of the two-level sys-
tem, subject to spontaneous or other decay mechanisms.
A new phase-control mechanism was demonstrated
in [25], where it was shown how Lorentzian and Fano
line shapes can be transformed into each other. This is
easily understood by multiplying a phase factor eiφ to
d(t) in Eq. (1), or to the argument d˜(E) of the imagi-
nary part in Eq. (2). Experimentally, this is realized by
short-pulsed (delta-like) excitation and phase manipula-
tion of the dipole response, which subsequently decays
over a much longer time scale, i.e., its natural life time
τ = 1/Γ. In general, any phase change ∆φ can be real-
ized via impulsive energy shifts δEr(t) and is given by
∆φ =
∫
δEr(t)dt, (3)
where the integral is to be taken over the duration of
the interaction, shifting the energy of the state (e.g. by
using a strong laser pulse). Here we extend this control
concept to periodic phase manipulations which cover the
whole time of coherence decay of the two-level system.
Fig. 1(a) shows the temporal response of the two-level
system after delta-like excitation at t=0. Incremental
phase steps ∆φ are inserted periodically every Trep, af-
ter starting with an initial phase of φ. Via the Fourier
transform, the spectral response is revealed: a frequency
comb is generated which can be given as an analytical
expression without any approximation:
Im
{
d˜(E)
}
∝ Im
{
iei(φ−∆φ/2)×
+∞∑
n=−∞
an
Γ/2− i [∆E − 2pi · frep (n−∆φ/2pi)]
}
,
(4)
with comb-teeth coefficients
an = − sin(∆φ/2)
pi(n−∆φ/2pi) , (5)
where n is an integer number, and frep = 1/Trep is the
repetition frequency of the applied phase steps ∆φ. The
line shape of each comb tooth is Lorentzian, provided
that φ = ∆φ/2 as explained below. The global phase φ
equally affects all created comb teeth as it can be taken
out of the infinite sum. Eq. (4) thus reveals the typical
spectral response of a frequency comb spanning across
the resonance energy and spaced by integer multiples of
the repetition frequency. An illustration of this spectral
response is shown in Fig. 1(b). Comparing Eq. (4) with
Eq. (2), each comb tooth has equal width Γ and a com-
mon phase factor ei(φ−∆φ/2), leading to equal line shapes
of the comb teeth as set by the global offset phase φ. The
strength of each tooth is given by an in Eq. (5). As can be
FIG. 2. (color online) Tuning the teeth of the frequency
comb. Using different periodic phase steps ∆φ, where the
offset phase is kept at φ = ∆φ/2 to obtain symmetric comb
lines, the frequency position of each comb tooth can be tuned
continuously over a frequency range frep.
seen in Fig. 1(b), symmetric Lorentzian comb teeth are
located on each side of the resonance frequency, separated
by frep. With parameters set to φ =
1
2pi and ∆φ = pi, the
3comb with positive energies (∆E > 0) appears with neg-
ative amplitudes as gain, while it appears with positive
amplitudes as absorption for negative energies. Setting
the parameters to φ = 32pi and ∆φ = pi, the structure
of the created frequency comb is conserved except that
absorption and gain sides exchange their roles. The com-
mon Lorentzian absorption line shape as described by
Eq. (2) is also recovered in Eq. (4). If φ is set to 0 or pi,
while keeping ∆φ = 0, a positive (absorption) or nega-
tive (gain) Lorentzian line shape results. For the general
case ∆φ 6= 0, comparing with Eq. (2), the offset phase φ
should be set to φ = ∆φ/2, or φ = pi +∆φ/2 in order to
keep the Lorentzian symmetric line shape for each comb
tooth.
So far, we restricted our discussion to “maximum”
phase steps ∆φ = pi. According to Eq. (4), another im-
portant feature of the impulsive phase-shift method is
found: The location of the frequency comb can be finely
tuned by setting the incremental phase step ∆φ as illus-
trated in Fig. 2. The location of the n-th comb tooth is
given by En = Er + 2pi · frep(n−∆φ/2pi), having a sym-
metric Lorentzian shape with appropriate choice of the
initial offset phase (e.g., φ = ∆φ/2). The magnitude of
the respective comb teeth is also changed as a function of
∆φ, determined by the coefficients an as given by Eq. (5).
Deviating from the “maximum” phase step ∆φ = pi will
lead to a decrease of the comb-tooth amplitude. For the
case of ∆φ = pi, 30 comb teeth are produced on each
side of the resonance energy Er above the threshold of
1% of the original resonance strength, while 3000 comb
teeth are generated on each side above the threshold of
0.01% of the original resonance strength. In the more
general case of ∆φ 6= pi, the number of comb teeth above
a given threshold are reduced by the factor sin(∆φ/2).
With the thus-far presented formulas [Eqs. (4) and (5)],
we assumed instantaneous phase shifts ∆φ within zero
time. To approach realistic situations, in the following
we extend our model to finite-duration phase shifts. We
assume a linear change of the phase step as illustrated
in Fig. 3(a), where the duration w of linear variation is
normalized to the repetition period Trep. The spectral
response of such a system is again given by Eq. (4), but
now with a different coefficient
an = −∆φ sinc {pi [(n−∆φ/2pi)w +∆φ/2pi]}
2pi(n−∆φ/2pi) , (6)
which reduces to Eq. (5) for w = 0. Thus, the regularity
of the frequency comb is preserved, except the amplitudes
of the comb teeth are now described by Eq. (6). Set-
ting w = 0.05, frequency combs obtained with positive
and negative phase steps are shown in Fig. 3(b) and (c),
where the coefficients an as given in Eq. (6) are shown
as envelope functions. Interestingly, the magnitude of
the comb teeth is enhanced on the positive (∆E > 0)
and negative (∆E < 0) energy side, respectively [see
Fig. 3(b) and (c)], while the “center of gravity” is shifted
FIG. 3. (color online) Effects of a non-zero rise time per
phase step (φ = pi/2, ∆φ = ±pi) of duration w, in units of
the repetition period Trep. (a) Time evolution with positive
(thick blue line) and negative (red dotted line) phase steps for
a non-zero linear rise time w. The oscillating temporal dipole-
response function is shown for positive phase steps (thin black
line). (b,c) The generated frequency comb with w = 0.05 for
(b) positive phase steps, and (c) negative phase steps. The
envelope marking the relative strength of the comb teeth is
drawn with a red dotted line. (d) For positive phase steps,
the envelope is compared for various values of w.
into this direction. Note that the direction of the comb
teeth (gain/absorption) can still be set by using the offset
phase φ as discussed above. For different rise times w the
envelope function of the comb teeth as given by Eq. (6)
is plotted in Fig. 3(d). A slight enhancement of selected
magnitudes even compared to the “ideal” zero-width case
(w = 0) is observed.
After the general introduction of the phase modula-
tion of the dipole response for frequency-comb genera-
tion, we suggest a first realistic experimental implementa-
tion. Here we present theoretical results for the 1s2–1s 2p
transition in helium or helium-like beryllium in the XUV
and soft-x-ray region of the electromagnetic spectrum.
Their natural life times are calculated to ∼ 6 ns (He) and
∼ 8 ps (Be2+). Employing femtosecond pulsed XUV or
soft-x-ray radiation from an FEL, the excitation of the
resonances can thus be described as delta-like, as required
for the phase-modulated response function which we in-
troduced above.
After the excitation, short laser pulses (also in the fs
regime) can be utilized to periodically modify the sponta-
neous decay of the excited 1s 2p level. This external laser
electric field induces periodic AC Stark shifts δEr(t) on
the energy of the excited level Er which are due to the
dipole coupling to nearby off-resonant levels such as 1s 2s,
1s 3s, and 1s 3d. The atomic dipole response d(t) and its
Fourier transform d˜(E) are obtained with the solution of
4the master equation [28, 29] which describes the atomic
dynamics in the presence of the periodic train of fem-
tosecond pulses in Fig. 4(a). The transition energies are
taken from Ref. [30], whereas decay rates and dipole ma-
trix elements are computed with grasp2K [31]. The laser
field is described classically by the function
E(t) = cos(ωLt)
∞∑
j=0
E˜(t− t0 − jTrep), (7)
where t0 is the central time of the first pulse, ωL is the
central frequency, and E˜(t) = E˜0sech(γt) is the single-
pulse envelope [32, 33]. Here, the field-strength maxi-
mum E˜0 is associated with the peak intensity I = cE˜20/8pi,
and the bandwidth γ is related to the FWHM pulse
duration T = 2arccosh(
√
2)/γ of |E˜(t)|2. We assume
near-infrared (NIR) femtosecond laser pulses centered
on 1.5 eV with 100-fs (FWHM) duration. Each pulse
causes a phase shift as shown by Eq. (3), which displays
an approximately linear increase with the laser peak in-
tensity, ∆φ ≈ −(1/2)α ∫ E˜2(t) dt, with the effective dy-
namic polarizability α of the 1s 2p level. The values ex-
tracted from our calculations, α = 354 a.u. for He and
α = −25.7 a.u. for Be2+, are in good agreement with
dynamic polarizabilities calculated for weak constant-
amplitude fields [34–36]. This implies that a phase shift
equal to |∆φ| = pi is obtained by tuning the peak in-
tensity of the train of pulses to 1.37 × 1011W/cm2 and
1.87× 1012W/cm2, in the case of He and Be2+, respec-
tively. The time delay τ between the delta-like excitation
and the NIR pulse train holds the key to independently
modify the initial (offset) phase φ: It can be set such
that the first NIR pulse only partially overlaps with the
excitation, thus the phase shift caused by the first NIR
pulse (i.e., the offset phase) is controlled independently,
here tuned to φ = pi/2. The resulting spectral response
of this scheme is shown in Fig. 4(b) and (c), where the
repetition frequency of the NIR pulse train is tuned to
10 GHz for He, and to 100 GHz for Be2+ in order to
separate the individual comb teeth. Both intensity and
repetition rate of the NIR pulses are higher in magni-
tude than typical laser pulses which can be coupled out
of a mode-locked oscillator. For a first demonstration of
the concept, therefore, we propose to take advantage of
amplified Ti:Sa laser pulses coupled into external Fabry–
Perot cavities which should easily provide the here as-
sumed specifications. The spectral response of the three-
level model shown in Fig. 4(b) and (c) agrees excellently
with our previously developed analytical formalism as
shown in Fig. 1(b).
In conclusion, frequency combs locked to atomic reso-
nances can be generated by a quantum-phase-modulation
method. The two presented examples demonstrate the
experimental feasibility of the process in the XUV and
soft-x-ray domain. The method itself however can in
principle be transferred to any spectral region, including
FIG. 4. (color online) (a) Illustration of a possible experimen-
tal realization using pulsed light to create the coherence (blue)
and temporally locked pulses (red) for the phase manipula-
tion with the energy level scheme of He (red) and He-like Be2+
(blue). In this simplified illustration, only one state (1s2s) is
shown, to which the 1s2–1s2p resonance is coupled. The cal-
culated spectral response around the resonant transition is
shown (b) for the He atom, and (c) for the Be2+ ion.
the hard-x-ray domain by using highly charged ion tran-
sitions [37]. Metastable states will be desirable targets to
enhance the combs frequency precision. The analytical
expressions presented in this work can be readily used
to estimate the exact experimental parameters required
for the specific system of interest. Though the spectral
bandwidth of the here-proposed frequency combs appears
limited, we expect a much broader achievable bandwidth
by extending the method to more sophisticated phase and
amplitude modulation patterns. In all generality the here
developed formalism is just one example of the potential
provided by arbitrary tailoring of spectral line shapes via
direct temporal access to the response function. The gen-
eralization of this approach should thus not only enable
high-precision metrology and related applications at ex-
tremely high frequencies, but also pave the way towards
pulse shaping at arbitrary frequencies.
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