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We consider a kinetic BGK model relaxing to isentropic gas dynamics previously
introduced by the authors, but with Dirichlet boundary condition on the incoming
velocities. We pass to the limit as the relaxation parameter tends to zero by
compensated compactness inside the domain, and obtain that the limit satisﬁes
entropy inequalities on the boundary involving weak traces of entropy ﬂuxes. Our
method is very general and could be applied to any entropy satisfying BGK model as
soon as we have strong compactness of the macroscopic variables inside the
domain. # 2002 Elsevier Science (USA)
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1. INTRODUCTION AND MAIN RESULTS
We consider the one-dimensional system of isentropic gas dynamics
@trþ @xð ruÞ ¼ 0;
@tð ruÞ þ @xð ru2 þ krgÞ ¼ 0;
(
t > 0; x > 0; ð1:1Þ
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with rðt; xÞ50; uðt; xÞ 2 R and k > 0; 15g53; with initial data
rð0; xÞ ¼ r0ðxÞ; rð0; xÞuð0; xÞ ¼ r0ðxÞu0ðxÞ; x > 0; ð1:2Þ
and Dirichlet boundary conditions
rðt; 0Þ ¼ rbðtÞ; rðt; 0Þuðt; 0Þ ¼ rbðtÞubðtÞ; t > 0: ð1:3Þ
Entropy solutions are deﬁned as solutions to (1.1) with ﬁnite energy, which
satisfy the entropy inequalities
@tðZSÞ þ @xðGSÞ40 in 0;1½t	0;1½x; ð1:4Þ
for any ZS and GS suitable entropy and entropy ﬂux for (1.1) parametrized
by a convex function S with subquadratic growth that will be deﬁned
precisely in the next section.
It is well-known that (1.3) cannot be satisﬁed everywhere, therefore one
has to introduce a weaker formulation. Dubois and Le Floch [13] proposed
two formulations for the boundary condition; one based on a Riemann
problem in a half-space, and another based on entropy boundary inequal-
ities derived from a viscosity approximation. Here we consider boundary
conditions of the second kind, which are deﬁned as
GSð r; uÞ 
 GSð rb; ubÞ 
 Z0Sð r
b; ubÞ  ðF ð r; uÞ 
 F ð rb; ubÞÞ40;
in 0;1½t	f0gx; ð1:5Þ
where F ð r; uÞ ¼ ð ru; ru2 þ krgÞ is the ﬂux of the system, overbars denote
weak traces (and will be deﬁned later on), and prime denotes differentiation
with respect to conservative variables ð r; q  ruÞ: The weak formulation of
(1.4) and (1.5) is


ZZ
0;1½	0;1½
ZSð r; uÞ@tj dt dx 

ZZ
0;1½	0;1½
GSð r; uÞ@xj dt dx


Z
0;1½
½GSð rb; ubÞ þ Z0Sð r
b; ubÞðF ð r; uÞ 
 F ð rb; ubÞÞjðt; 0Þ dt40 ð1:6Þ
for any j 2 Dð0;1½t	½0;1½xÞ; j50: We notice that according to [2], (1.1)
allows to deﬁne the weak trace of F ð r; uÞ; and the entropy inequalities (1.4)
allow to deﬁne the weak traces of GSð r; uÞ for any S (see Section 6). Since we
consider data that can contain vacuum rb ¼ 0; and since ZS is not
differentiable at 0; this formula has to be generalized, see (1.22) and (1.23).
We recall that in the scalar case, the weak entropy boundary conditions (1.5)
give a unique solution, as proved by Otto [28].
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The aim of this paper is to obtain the existence of a solution to the initial–
boundary value problem, for arbitrary L1 initial–boundary value data.
Indeed, we are able to obtain it from the relaxation of an entropy
compatible BGK model with Dirichlet condition on the incoming velocities,
by a very general method that uses mainly the subdifferential inequality that
characterizes the entropy compatibility of the kinetic model, as proved in [8].
We need only to know some a priori bound on the macroscopic variables,
and their strong compactness. Here it is obtained by the existence of kinetic
invariant domains and by compensated compactness. Our method could be
used, for example, in the context of [27] to prove that the relaxation limit
gives the right boundary conditions.
In the BV context, the gas dynamics in Lagrangian coordinates was
considered in [21]. The existence of a strong trace for BV functions is used
for boundary conditions since [3], in which they got the ﬁrst existence and
uniqueness result in the scalar case. Other hyperbolic systems with boundary
conditions in the BV context can be found in [15] for small data and together
with a relaxation approximation in [34] for a uniqueness result, and in [25]
for regular solutions. BGK approaches for scalar conservation laws with
boundary conditions can be found in [22, 24, 27]. In the less restrictive
context of L1 or L1 functions, the existence of a strong trace is a difﬁcult
problem that has only to be solved in the scalar case in [33], and in
general weak trace formulations have to be taken into account, as
introduced in [28].
Relations between the two sets of expected boundary values of [13] is an
interesting problem. The fact that these sets are not equal was established in
[5], in which they give a condition for the coincidence for 2	 2 systems.
General systems of conservation laws are considered in [17], where they give
existence from Godunov schemes and viscous approximation and also prove
in this context that the boundary values derived from the viscous
approximation contains the one derived in terms of the boundary Riemann
problems, and the falsity of the converse in general. The p-system in the
interval ½0; 1 is studied in [26] via a solution in Rþ 	 ½0; 1 and in [4] as the
limit of an associated parabolic equation. A problem arising in chemical
engineering using compensated compactness methods is studied in [16].
These problems use the entropy formulation. In [14], the formulation with
Godunov schemes is used for hyperbolic systems in one space variable. We
refer also to [1] for a slightly different formulation.
The kinetic model we use here is the one of [6, 7] with Dirichlet conditions
on incoming velocities and can be written as
@t f þ x@x f ¼
M½ f  
 f
e
in 0;1½t	0;1½x	Rx; ð1:7Þ
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where f ¼ f ðt; x; xÞ 2 R2; t > 0; x > 0; x 2 R; M½ f  is deﬁned by (2.1)–
(2.6),
f ðt; x; xÞ 2 D ¼ fð f0; f1Þ 2 R
2; f0 > 0 or f1 ¼ f0 ¼ 0g; ð1:8Þ
with the initial data
f ð0; x; xÞ ¼ f 0ðx; xÞ; x > 0; x 2 R; ð1:9Þ
and the boundary condition on incoming velocities
f ðt; 0; xÞ ¼ f bðt; xÞ; t > 0; x > 0: ð1:10Þ
It is well-known that the natural space associated to the traces of the kinetic
equation (1.7) is the space L1m with
dm ¼ jxj dx dt: ð1:11Þ
We have the following existence theorem for the BGK model.
Theorem 1.1. Assume that f 0 2 L1ð0;1½x	RxÞ; f
b 2 L1mð0; T ½t	0;1½xÞ
satisfy
f 0ðx; xÞ 2 D; f bðt; xÞ 2 D a:e:; ð1:12Þ
and with H the kinetic entropy (2.14) associated with the physical energy,ZZ
0;1½	R
Hð f 0ðx; xÞ; xÞ dx dx51; ð1:13Þ
ZZ
0;T ½	0;1½
Hð f bðt; xÞ; xÞ dmðt; xÞ51: ð1:14Þ
Then there exists a solution f to (1.7)–(1.10) satisfying
f 2 Ctð½0; T ;L1ð0;1½x	RxÞÞ \ Cxð½0;1½;L
1
mð0; T ½t	RxÞÞ; ð1:15Þ
8t50; f ðt; x; xÞ 2 D a:e: in 0;1½x	Rx; ð1:16Þ
Hð f ðt; x; xÞ; xÞ 2 L1t ð0; T ½;L
1ð0;1½x	RxÞÞ: ð1:17Þ
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Furthermore, f satisfies for any t50 the estimatesZZ
0;1½	R
f0ðt; x; xÞ dx dx
4
ZZ
0;1½	R
f 00 ðx; xÞ dx dxþ
ZZ
0; t½	0;1½
f b0 ðs; xÞ dmðs; xÞ; ð1:18Þ
ZZ
0;1½	R
Hð f ðt; x; xÞ; xÞ dx dx
4
ZZ
0;1½	R
Hð f 0ðx; xÞ; xÞ dx dxþ
ZZ
0; t½	0;1½
Hð f bðs; xÞ; xÞ dmðs; xÞ:
ð1:19Þ
We obtain for these solutions a maximum principle and a compact
support property. In order to pass to the limit, we impose the boundary
condition to be Maxwellian. We also assume that initial data and boundary
conditions lie in an invariant domain D˜ of the system,
D˜ ¼ fð r; uÞ 2 Rþ 	 R; r ¼ 0 or omin4o14o24omaxg; ð1:20Þ
where o1 and o2 are the Riemann invariants of the system, deﬁned by
o1 ¼ u 

2
ﬃﬃﬃﬃﬃ
gk
p
g
 1
r
g
1
2 ; o2 ¼ u þ
2
ﬃﬃﬃﬃﬃ
gk
p
g
 1
r
g
1
2 : ð1:21Þ
We refer to the next section for more details and for the expression of D˜x the
kinetic invariant domains associated to D˜: We have the following
convergence result.
Theorem 1.2. Let rb; ub 2 L1ð0;1½tÞ; r
b50; and let us denote by fe the
solution of Theorem 1.1 with the same initial data f 0ðx; xÞ 2 L1ð0;1½	RÞ and
the same boundary condition f bðt; xÞ ¼ Mð rbðtÞ; ubðtÞ; xÞ that satisfy f 0ðx; xÞ 2
D˜x a.e. x; x; rb; ub 2 D˜ a.e. t for some omin5omax; and the energy bound
(1.13). Then ð re; ueÞ defined by (2.2) lie in D˜ and thus are uniformly bounded in
L1; and passing if necessary to subsequences, ð re;reueÞ converge a.e. in 0;1
½	0;1½ when e! 0 to an entropy solution ð r;ruÞ to ð1:1Þ; ð1:4Þ remaining in
D˜ with initial data ð r0;r0u0Þ ¼
R
f 0 dx and the boundary condition
GSð r; uÞ 
 GSð rb; ubÞ 
 TSð rb; ubÞðF ð r; uÞ 
 F ð rb; ubÞÞ40
in 0;1½t	f0gx; ð1:22Þ
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where
TSð rb; ubÞ is defined by ð2:17Þ and coincides with Z0Sð r
b; ubÞ
when rb > 0: ð1:23Þ
In particular, we can take for initial data in Theorem 1.2 any Maxwellian
f 0ðx; xÞ ¼ Mð r0ðxÞ; u0ðxÞ; xÞ with ð r0; u0Þ 2 D˜ a.e. such that
R1
0 r
0 dx51:
In Section 2, we deﬁne precisely the kinetic model. We prove in Section 3
the existence of a BGK solution with boundary condition. In Section 4, we
give uniform bounds for the obtained sequence of solutions in order to pass
to the limit in Section 5 and to get the boundary condition (1.22). Finally,
in Section 6, we give basic features on weak traces that are used in this
paper.
2. KINETIC MODEL
In this section, we present in more detail the kinetic model we consider.
This BGK model has been introduced in [8] and studied in [6, 7]. The
Maxwellian is deﬁned by
M½ f ðt; x; xÞ ¼ Mð rðt; xÞ; uðt; xÞ; xÞ; ð2:1Þ
with
rðt; xÞ ¼
Z
R
f0ðt; x; xÞ dx; rðt; xÞuðt; xÞ ¼
Z
R
f1ðt; x; xÞ dx; ð2:2Þ
and
Mð r; u; xÞ ¼ ðwð r; x
 uÞ; ðð1
 yÞu þ yxÞwð r; x
 uÞÞ; ð2:3Þ
wð r; xÞ ¼ cg;kða2gr
g
1 
 x2Þlþ; ð2:4Þ
y ¼
g
 1
2
; l ¼
1
g
 1


1
2
; cg;k ¼ a
2=ðg
1Þg =Jl; ð2:5Þ
Jl ¼
Z 1

1
ð1
 z2Þl dz ¼
ﬃﬃﬃ
p
p
Gðlþ 1Þ=Gðlþ 3=2Þ; ag ¼
2
ﬃﬃﬃﬃﬃ
gk
p
g
 1
: ð2:6Þ
The kinetic equilibrium w has been introduced in [12] as a generating
function for entropies and has been used in the stability analysis of [18]. This
function is also involved in [20] for the so-called kinetic formulation. The
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Maxwellian has the moment propertiesZ
R
Mð r; u; xÞ dx ¼ ð r;ruÞ;Z
R
xMð r; u; xÞ dx ¼ ð ru;ru2 þ krgÞ ¼ F ð r; uÞ; ð2:7Þ
for every r50 and u 2 R: Kinetic entropies are parametrized by convex
functions S and are deﬁned from a kernel by
HSð f ; xÞ ¼
Z
R
Fð rð f ; xÞ; uð f ; xÞ; x; vÞSðvÞ dv for f=0;
HSð0; xÞ ¼ 0; ð2:8Þ
where
uð f ; xÞ ¼
f1=f0 
 yx
1
 y
;
rð f ; xÞ ¼ a

 2g
1
g
f1=f0 
 x
1
 y
 2
þð f0=cg;kÞ
1=l
 ! 1
g
1
ð2:9Þ
is the inverse relation for f ¼ Mð r; u; xÞ: The kernel F is symmetric in x; v
and satisﬁes in particular F50 and
R
R
ð1; vÞFð r; u; x; vÞ dv ¼ Mð r; u; xÞ: The
entropy and entropy ﬂux for (1.1) are deﬁned by
ZSð r; uÞ ¼
Z
R
wð r; v 
 uÞSðvÞ dv ¼
Z
R
HSðMð r; u; xÞ; xÞ dx; ð2:10Þ
GSð r; uÞ ¼
Z
R
½ð1
 yÞu þ yvÞwð r; v 
 uÞSðvÞ dv
¼
Z
R
xHSðMð r; u; xÞ; xÞ dx: ð2:11Þ
The kinetic Riemann invariants are deﬁned for f=0 by
o1ð f ; xÞ ¼ uð f ; xÞ 
 agrð f ; xÞ
g
1
2 ;
o2ð f ; xÞ ¼ uð f ; xÞ þ agrð f ; xÞ
g
1
2 ;
ð2:12Þ
and the kinetic invariant domains by
D˜x ¼ ff 2 D; f ¼ 0 or omin4o1ð f ; xÞ4o2ð f ; xÞ4omaxg: ð2:13Þ
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We notice that for SðvÞ ¼ v2=2; we get HS ¼ H and ZS ¼ Z with
Hð f ; xÞ ¼
y
1
 y
x2
2
f0 þ
y
2c
1=l
g;k
f
1þ1=l
0
1þ 1=l
þ
1
1
 y
1
2
f 21
f0


y
1
 y
xf1; ð2:14Þ
and
Zð r; uÞ ¼ ru2=2þ
k
g
 1
rg; ð2:15Þ
the physical energy for (1.1). Let us recall the following properties for this
kinetic model, that are proved in [7].
Proposition 2.1. If S : R! R is of class C1 then we have H 0SðMð r; u;
xÞ; xÞ ¼ Z0Sð r; uÞ whenever ðMð r; u; xÞÞ0 > 0:
Proposition 2.2. (i) If S : R! R is convex and continuous, then
HSð:; xÞ is convex in D:
(ii) If S : R! R is bounded on compact sets, then HSð:; xÞ is continuous
at 0 in ff 2 D; jf1j4Af0g; for any A > 0:
Proposition 2.3. (Subdifferential inequality). If S : R! R is convex, of
class C1; then for every f 2 D; r50 and u; x 2 R; we have
HSð f ; xÞ5HSðMð r; u; xÞ; xÞ þ TSð r; uÞð f 
 Mð r; u; xÞÞ; ð2:16Þ
with
TSð r; uÞ
¼
1
Jl
Z 1

1
ð1
 z2Þl
Sðu þ agryzÞ þ ðyagryz 
 uÞS0ðu þ agryzÞÞ
S0ðu þ agryzÞÞ
 !
dz;
ð2:17Þ
which coincides with Z0Sð r; uÞ when r > 0: We also have if f=0;
ðH 0Sð f ; xÞ 
 TSð r; uÞÞðMð r; u; xÞ 
 f Þ40: ð2:18Þ
Corollary 2.4. (Entropy minimization principle). Assume that S : R
! R is convex, of class C1 and such that jSðvÞj4Bð1þ v2Þ for some B50:
Consider f 2 L1ðRxÞ such that f 2 D a.e. and
R
R
Hð f ðxÞ; xÞ dx51: Then
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HSð f ðxÞ; xÞ and HSðM½ f ðxÞ; xÞ lie in L1ðRxÞ withZ
R
HSðM½ f ðxÞ; xÞ dx4
Z
R
HSð f ðxÞ; xÞ dx: ð2:19Þ
Following [7, 31] we consider the notion of kinetic invariant domain.
Proposition 2.5. (1) The convex sets D˜x are associated to the domains D˜
in the sense that
(i) for any ð r; uÞ 2 D˜; Mð r; u; xÞ 2 D˜x a.e. x;
(ii) for any f 2 L1ðRxÞ such that f ðxÞ 2 D˜x a.e. x; the averages ð r;ruÞ ¼R
R
f ðxÞ dx verify ð r; uÞ 2 D˜:
(2) If x =2 ½omin;omax then D˜x ¼ f0g:
For more details about this model, we refer to [7]. For kinetic relaxa-
tion models and kinetic formulations, we refer in particular to
[8, 10, 19, 20, 23, 29–32].
3. SOLUTION TO THE BGK MODEL
This section is devoted to the existence result for the BGK model with
initial–boundary condition. We notice ﬁrst the following characteristics
formula for (1.7).
Lemma 3.1. Let h 2 L1ð0; T ½;L1ð0;1½	RÞÞ; f 0 2 L1ð0;1½	RÞ and
f b 2 L1mð0; T ½	0;1½Þ: Then there exists a unique solution
f 2 Ctð½0; T ;L1ð0;1½x	RxÞÞ \ Cxð½0;1½;L
1
mð0; T ½t	RxÞÞ ð3:1Þ
to the problem
@tf þ x@xf ¼
h 
 f
e
; x > 0; t > 0; x 2 R;
f ð0; x; xÞ ¼ f 0ðx; xÞ; x > 0; x 2 R;
f ðt; 0; xÞ ¼ f bðt; xÞ; t > 0; x > 0:
8>><
>>:
ð3:2Þ
Furthermore, for any t50; a.e. x > 0; a.e. x 2 R;
f ðt; x; xÞ ¼ f 0ðx 
 tx; xÞe
t=e þ
1
e
Z t
0
e
s=ehðt 
 s; x 
 sx; xÞ ds
 
Ix>tx
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þ"
f bðt 
 x=x; xÞe
x=ðexÞ
þ
1
e
Z x=x
0
e
s=ehðt 
 s; x 
 sx; xÞ ds
#
Ix>0;x5tx; ð3:3Þ
and
jj f jjCxð½0;1½;L1mð0;T ½t	RxÞÞ4jjf
0jjL1 þ jjf
bjjL1m þ
1
e
jjhjjL1 : ð3:4Þ
Now, we explain brieﬂy how we obtain Theorem 1.1. Fixing T > 0; f 0 2
L1ð0;1½x	RxÞ; f
b 2 L1mð0; T ½t	0;1½xÞ such that (1.12)–(1.14) are satis-
ﬁed, we set
CH ðtÞ ¼
ZZ
0;1½	R
Hð f 0ðx; xÞ; xÞ dx dx
þ
ZZ
0; t½	0;1½
Hð f bðs; xÞ; xÞ dmðs; xÞ; ð3:5Þ
C0ðtÞ ¼
ZZ
0;1½	R
f 00 ðx; xÞ dx dxþ
ZZ
0; t½	0;1½
f b0 ðs; xÞ dmðs; xÞ: ð3:6Þ
Proceeding as in [6], we use the Tychonoff–Schauder ﬁxed point theorem in
the locally convex topological vector space Cð½0; T ;L1ð0;1½loc;x	RxÞÞ and
with the following convex C˜ and the following function F : Deﬁne C to be
the set of all g 2 L1ð0; T ½;L1ð0;1½	RÞÞ satisfying (C1) and (C2) for a.e.
t 2 ½0; T ; where
ðC1Þ gðt; x; xÞ 2 D a:e: in 0;1½	R;
ðC2Þ
ZZ
0;1½	R
Hðgðt; x; xÞ; xÞ dx dx4CH ðtÞ;ZZ
0;1½	R
g0ðt; x; xÞ dx dx4C0ðtÞ:
Let us also introduce
C˜ ¼
(
g 2 Cð½0; T ;L1ð0;1½	RÞÞ satisfying @tg þ x@xg þ
g
e
2
C
e
;
and ðC1Þ and ðC2Þ for all t 2 ½0; T :
)
ð3:7Þ
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For any g 2 C; we denote by F ðgÞ the solution to (3.1)–(3.2) with h ¼ M½g:
Using Jensen’s inequality with the convex function H; and with changes of
variables, we getZZ
0;1½	R
HðF ðgÞðt; x; xÞ; xÞ dx dx
4
ZZ
x>0
x>tx
Hð f 0ðx 
 tx; xÞ; xÞe
t=e dx dx
þ
ZZ
x>0
05x5tx
H f b t 

x
x
; x
 
; x
 
e

 xex dx dx
þ
1
e
ZZ
0;1½	R
Z minðt;x=xþÞ
0
e
s=eHðM½gðt 
 s; x 
 sx; xÞ; xÞ ds dx dx
4
ZZ
0;1½	R
Hð f 0ðx; xÞ; xÞ dx dx

þ
ZZ
0; t½	0;1½
Hð f bðs; xÞ; xÞes=e dmðs; xÞ

e
t=e
þ
1
e
Z t
0
ZZ
0;1½	R
e
s=eHðM½gðt 
 s; x; xÞ; xÞ dx dx ds:
With the entropy minimization principle, in the last integral we can replace
M½g by g; and using (C2) we ﬁnally get that F ðgÞ also satisﬁes (C2). The
estimation of the mass by C0ðtÞ works the same. It gives the stability of the
set C˜ by F :We have a similar compactness result than in [6], furthermore the
deﬁnition of C˜ allows to apply compactness averaging lemma and to ﬁnally
get the existence of a solution to (1.7)–(1.9) in Cð½0; T ;L1ð0;1½loc	RÞÞ:
Since F ð f Þ ¼ f ; the function F ð f Þ is a solution with the desired regularity
and we get Theorem 1.1.
4. MAXIMUM PRINCIPLE
In this section, we obtain the uniform bounds for the solution of the BGK
model. Let us ﬁrst introduce the notion of kinetic invariant domains for an
initial–boundary problem.
Definition 4.1. A family D˜x of subsets of R2 is a family of kinetic
invariant domains for an initial–boundary problem if, denoting by f the
solution obtained in Theorem 1.1,
f 0ðx; xÞ 2 D˜x a:e: x; x; f bðt; xÞ 2 D˜x a:e: t; x;) 8t f ðt; x; xÞ 2 D˜x a:e: x; x:
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Proposition 4.2. For any omin5omax; define D˜x by (2.13). Assume that
the initial–boundary condition of Theorem 1.1. satisfies f 0ðx; xÞ 2 D˜x; f bðt; xÞ 2
D˜x a.e. Then system (1.7) has the property that D˜x is a family of convex kinetic
invariant domains for the initial–boundary problem. Furthermore ð r; uÞ
defined by (2.2) verify ð rðt; xÞ; uðt; xÞÞ 2 D˜ 8t50 and M½ f ðt; x; xÞ 2 D˜x 8t
50: Consequently, f has compact support with respect to x; suppx f 
½omin;omax:
Proof. We consider functions SM ðvÞ ¼ ðv 
 omaxÞ
2
þ and SmðvÞ ¼ ðomin 

vÞ2þ which are convex and C
1: These functions allow to give a
correspondence between kinetic entropies and kinetic invariant domains,
namely, for a ﬁxed x;
f 2 D˜x , ðHSM ð f ; xÞ40 and HSmð f ; xÞ40Þ; ð4:1Þ
see [7] for this result. Then similarly as we did for H ; we can
obtain inequality (1.19) with HS instead of H; with S ¼ SM or S ¼ Sm:
Now, supposing that f 0 and f b are in D˜x a.e., it gives HSð f 0ðx; xÞ; xÞ
¼ HSð f bðt; xÞ; xÞ ¼ 0 a.e., thus HSð f ðt; x; xÞ; xÞ ¼ 0 a.e., therefore f 2 D˜x 8
t50 and D˜x is kinetic invariant. Finally, Proposition 2.5 allows to
conclude. ]
It gives the following bounds with formula (2.9).
Proposition 4.3. If we suppose that f 0ðx; xÞ 2 D˜x a.e. x; x and f bðt; xÞ 2
D˜x a.e. t; x; then re; ue; fe;M½fe are uniformly bounded in L
1: Furthermore we
have suppx fe  ½omin;omax; suppx M½fe  ½omin;omax and jð feÞ1j4
Að feÞ0 for some A:
Corollary 4.4. (i) The sequence of functions ðt; x; xÞ/Hð feðt; x; xÞ; xÞ
are bounded in L1t ð0; T ½;L
1ð0;1½x	RxÞÞ:
(ii) Functions HSð feðt; x; xÞ; xÞ are bounded in Ctð½0; T ;L1ð0;1½x	RxÞÞ for
any S : R! R convex, of class C1 and such that jSðvÞj4Bð1þ v2Þ for some
B50:
Proof. (i) Comes from the deﬁnition of H and the previous proposition.
Now, the estimate jHSð f ; xÞj4Bð f0 þ 2Hð f ; xÞÞ and the bound on ð feÞ0 give
that HSð feðt; x; xÞ; xÞ is bounded in L1t ð0; T ½;L
1ð0;1½x	RxÞÞ: Using
Lebesgue’s theorem and the continuity of HS in DA of Proposition 2.2,
we conclude (ii). ]
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5. RELAXATION TO THE BOUNDARY CONDITION
Let us now consider the limit e! 0: At ﬁrst, we have that as in [7],
H 0Sð fe; xÞ 2 L
1ð0; T ½	0;1½	RÞ; thus according to [9] and Corollary 4.4,
M½fe 
 fe ¼ 0 a.e. where fe ¼ 0; and
@tðHSð fe; xÞÞ þ x@xðHSð fe; xÞÞ ¼ H 0Sð fe; xÞ
M½fe 
 fe
e
: ð5:1Þ
Let j 2 Dð½0;1½t	½0;1½xÞ: Using the continuity of t/HSð feðt; x; xÞ; xÞ
stated in Corollary 4.4 and the similar fact that t/HSð feðt; x; xÞ; xÞ 2
Cxð½0;1½;L1mð0; T ½t	RxÞÞ; we get


ZZZ
0;1½2	R
HSð fe; xÞ@tj dt dx dx


ZZ
0;1½	R
HSð fe; xÞðt ¼ 0Þjð0; xÞ dx dx


ZZZ
0;1½2	R
xHSð fe; xÞ@xj dt dx dx


ZZ
0;1½	R
xHSð fe; xÞðx ¼ 0Þjðt; 0Þ dt dx
¼
ZZZ
0;1½2	R
H 0Sð fe; xÞ
M½fe 
 fe
e
j dt dx dx
¼
ZZZ
0;1½2	R
ðH 0Sð fe; xÞ 
 TSð re; ueÞÞ
M½fe 
 fe
e
j dt dx dx: ð5:2Þ
Using the sign of the entropy dissipation (Proposition 2.3), we obtain


ZZZ
0;1½2	R
HSð fe; xÞ@tj dt dx dx


ZZZ
0;1½2	R
xHSð fe; xÞ@xj dt dx dx


ZZ
0;1½	R
xHSð fe; xÞðx ¼ 0Þjðt; 0Þ dt dx40 ð5:3Þ
for j 2 Dð0;1½t	½0;1½xÞ;j50:
We notice that HSð fe; xÞðx ¼ 0Þ ¼ HSð feðx ¼ 0Þ; xÞ: We use now the
hypothesis on the boundary condition to be Maxwellian, this means that
feðt; 0; xÞ ¼ f bðt; xÞ ¼ Mbðt; xÞ; t > 0; x > 0; ð5:4Þ
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where
Mbðt; xÞ ¼ Mð rbðtÞ; ubðtÞ; xÞ; t > 0; x 2 R: ð5:5Þ
Using the subdifferential inequality (Proposition 2.3), we have for a.e. t > 0;
x 2 R;
HSð feðx ¼ 0Þ; xÞ5HSðMb; xÞ þ TSð rb; ubÞð feðx ¼ 0Þ 
 MbÞ; ð5:6Þ
with equality if x > 0; thus
Z
R
xHSð feðx ¼ 0Þ; xÞ dx
4
Z
R
xHSðMb; xÞ dxþ TSð rb; ubÞ
Z
R
xð feðx ¼ 0Þ 
 MbÞ dx;
and with (5.3) it yields


ZZZ
0;1½2	R
HSð fe; xÞ@tj dt dx dx

ZZZ
0;1½2	R
xHSð fe; xÞ@xj dt dx dx


ZZ
0;1½	R
xHSðMb; xÞjðt; 0Þ dt dx


Z
0;1½
TSð rb; ubÞ
Z
R
xð feðx ¼ 0Þ 
 MbÞ dxjðt; 0Þ dt40; ð5:7Þ
that is to say by comparing fe to M½fe


ZZ
0;1½2
ZSð re; ueÞ@tj dt dx 

ZZ
0;1½2
GSð re; ueÞ@xj dt dx

 hRS;e;ji 

Z 1
0
GSð rb; ubÞjðt; 0Þ dt 

Z
0;1½
TSð rb; ubÞ
	
Z
R
xfeðx ¼ 0Þ dx
 F ð rb; ubÞ
 
jðt; 0Þ dt40; ð5:8Þ
with
hRS;e;ji ¼
ZZZ
0;1½2	R
ðHSð fe; xÞ 
 HSðM½fe; xÞÞ@tj dt dx dx
þ
ZZZ
0;1½2	R
xðHSð fe; xÞ 
 HSðM½fe; xÞÞ@xj dt dx dx: ð5:9Þ
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But (5.2) gives
ZZ
0;1½	R
HSð fe; xÞðt ¼ TÞ dx dx

ZZ
0;1½	R
HSð fe; xÞðt ¼ 0Þ dx dx


ZZ
0;T ½	R
xHSð fe; xÞðx ¼ 0Þ dt dx
¼
ZZZ
0;T ½	0;1½	R
ðH 0Sð fe; xÞ 
 TSð re; ueÞÞ
M½fe 
 fe
e
dt dx dx; ð5:10Þ
therefore
ZZZ
0;T ½	0;1½	R
ðH 0ð fe; xÞ 
 Tv2
2
ð re; ueÞÞ
M½fe 
 fe
e
dt dx dx
is bounded; ð5:11Þ
uniformly in e: This result, together with the fact that fe; M½fe are bounded
in L1t;x;x and the property of uniform compact support allow to apply the
dissipation result of [7] and to get that fe 
 M½fe ! 0 a.e. t; x; x: Thus
hRS;e;ji ! 0: Then, (5.8) gives in particular, for j 2 Dð0;1½2t;xÞ;
@tZSð re; ueÞ þ @xGSð re; ueÞ4RS;e ! 0 in W

1;p
loc ð5:12Þ
for any 15p51; as e! 0; for S : R! R convex, of class C1: Moreover,
(5.12) becomes an equality if SðvÞ ¼ 1 or v: Since re and ue are bounded in
L1; we can then apply the stability result of [18] which gives the ﬁrst part of
Theorem 1.2: up to a subsequence, ð re;reueÞ converge a.e. in 0;1½	R when
e! 0 to an entropy solution ð r;ruÞ to (1.1), (4.1) remaining in D˜; with
initial data ð r0; r0u0Þ ¼
R
f 0 dx:
It only remains to pass to the limit in the boundary condition (5.8). The
only nontrivial term is the one involving
ceðtÞ ¼
Z
R
xfeðx ¼ 0Þ dx: ð5:13Þ
The sequence ðceÞe>0 is bounded in L
1ð0;1½Þ; thus there exists c 2 L1 such
that for a subsequence
ce * c in L
1
w*
ð0;1½Þ as e! 0: ð5:14Þ
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We have from (1.7)


ZZZ
0;1½2	R
ð fe@tjþ xfe@xjÞ dt dx dx


ZZ
0;1½	R
xfeðx ¼ 0Þjðt; 0Þ dt dx ¼ 0 ð5:15Þ
for any j 2 Dð0;1½t	½0;1½xÞ; that is to say


ZZ
0;1½2
ð re;reueÞ@tj dt dx 

ZZ
0;1½2
F ð re; ueÞ@xj dt dx


Z 1
0
ceðtÞjðt; 0Þ dt þ
ZZZ
0;1½2	R
xðM½fe 
 feÞ@xj dt dx dx ¼ 0: ð5:16Þ
Passing to the limit e! 0; we obtain


ZZ
0;1½2
ð r;ruÞ@tj dt dx 

ZZ
0;1½2
F ð r; uÞ@xj dt dx


Z 1
0
cjðt; 0Þ dt ¼ 0: ð5:17Þ
Now, according to Section 6, the relation @tð r;ruÞ þ @xF ð r; uÞ ¼ 0 allows to
consider the weak trace F ð r; uÞ; such that


ZZ
0;1½2
ð r;ruÞ@tj dt dx 

ZZ
0;1½2
F ð r; uÞ@xj dt dx


Z
0;1½
F ð r; uÞjðt; 0Þ dt ¼ 0: ð5:18Þ
By uniqueness of the weak trace, we obtain c ¼ F ð r; uÞ; which yields
ce * F ð r; uÞ in L
1
w*
ð0;1½Þ as e! 0: ð5:19Þ
Passing to the limit in (5.8), we ﬁnally obtain


ZZ
0;1½	0;1½
ZSð r; uÞ@tj dt dx 

ZZ
0;1½	0;1½
GSð r; uÞ@xj dt dx


Z
0;1½
½GSð rb; ubÞ þ TSð rb; ubÞðF ð r; uÞ 
 F ð rb; ubÞÞjðt; 0Þ dt40 ð5:20Þ
for any j 2 Dð0;1½t	½0;1½xÞ; j50:
In order to complete the proof of Theorem 1.2, it only remains to prove
the equivalence of the weak formulation (5.20) with (1.4), (1.22), which is
done in Proposition 6.2.
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6. WEAK TRACE
Let us recall here, with an elementary proof, the existence result for the
weak trace of [2, 11] in the case of a quarter space in R2:
Theorem 6.1. Let V ¼ ðV0;V1Þ 2 L1ð0;1½2Þ be a vector field such that
divt;x V 2Mðt1; t2½	0;R½Þ for any 05t15t251 and R > 0: Then there
exists a unique solution V1 2 L1t ð0;1½Þ to


ZZ
0;1½2
j div V 

ZZ
0;1½2
V0@tj dt dx 

ZZ
0;1½2
V1@xj dt dx


Z
0;1½
V1jðt; 0Þ dt ¼ 0 ð6:1Þ
for any j 2 C1c ð0;1½t	½0;1½xÞ: In fact V1 depends only of V1 (see (6.2)) and
satisfies the bound jjV1jj14jjV1jj1:
Proof. We take a smooth function jd nonincreasing on ½0;1½ and such
that jdðxÞ ¼ 1 for x4d=2; jdðxÞ ¼ 0 for x5d and j
0
dðxÞj4C=d: We have
the decomposition


ZZ
0;1½2
j div V 

ZZ
0;1½2
V0@tj

ZZ
0;1½2
V1@xj
¼ 

ZZ
0;1½2
jjd div V 

ZZ
0;1½2
V0ð@tjÞjd 

ZZ
0;1½2
V1ð@xjÞjd


ZZ
0;1½2
V1jð@xjdÞ 

ZZ
0;1½2
jð1
 jdÞ div V


ZZ
0;1½2
V0@tðjð1
 jdÞÞ 

ZZ
0;1½2
V1@xðjð1
 jdÞÞ;
and the sum of the last three terms is 0 because jð1
 jdÞ 2 Dð0;1½
2Þ: NowZZ
0;1½2
V0ð@tjÞjd dt dx ! 0;
ZZ
0;1½2
V1ð@xjÞjd dt dx ! 0;
as d! 0; and using the dominated convergence theorem with the measure
div V ; we have alsoZZ
0;1½2
jjd div V ! 0 as d! 0:
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The sequence ð
R1
0 V1ðt; xÞj
0
dðxÞ dxÞd>0 is bounded in L
1ð0;1½Þ by jjV1jjL1 ;
thus there exists V1 2 L1t ð0;1½Þ such that, up to a subsequence,
Z 1
0
V1ðt; xÞj0dðxÞ dx * V1ðtÞ in L
1
w*
ð0;1½Þ: ð6:2Þ
Now
ZZ
0;1½2
V1ðt; xÞjðt; xÞj0dðxÞ dt dx
¼
ZZ
0;1½2
V1ðt; xÞj0dðxÞðjðt; xÞ 
 jðt; 0ÞÞ dt dx
þ
Z
0;1½
Z 1
0
V1ðt; xÞj0dðxÞ dx
 
jðt; 0Þ dt; ð6:3Þ
which yields
ZZ
0;1½2
V1ðt; xÞjðt; xÞj0dðxÞ dt dx !
Z
0;1½
V1ðtÞjðt; 0Þ dt as d! 0; ð6:4Þ
and this ends the proof of existence. Uniqueness is obvious, and the bound
follows from (6.2). ]
Remark 6.1. In particular, it allows to deﬁne the weak trace of GSð r; uÞ
for every S with subquadratic growth, by applying our result with V ¼
ðZS;GSÞ thanks to (1.4).
Proposition 6.2. Formulation (1.4) and (1.22) is equivalent to (5.20).
Proof. It is clear by (6.1) that (1.4) and (1.22) implies (5.20). Let us
assume that (5.20) holds. Then (1.4) comes from the use of a test function
with support in 0;1½2: Now, using the function jd of the previous theorem,
the weak formulation (5.20) with the test function jðt; xÞ ¼ cðtÞjdðxÞ gives
for any c 2 C1c ð0;1½Þ;c50;


ZZ
0;1½	0;1½
ZSð r; uÞc
0jd dt dx 

ZZ
0;1½	0;1½
GSð r; uÞcj0d dt dx


Z
0;1½
½GSð rb; ubÞ þ TSð rb; ubÞðF ð r; uÞ 
 F ð rb; ubÞÞc dt40: ð6:5Þ
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By using (6.1), it gives
ZZ
0;1½	0;1½
cjd divðZSð r; uÞ;GSð r; uÞÞ þ
Z
0;1½
½GSð r; uÞ 
 GSð rb; ubÞ

 TSð rb; ubÞðF ð r; uÞ 
 F ð rb; ubÞÞc dt40: ð6:6Þ
We ﬁnally get the boundary condition (1.22) as d! 0 by using the
dominated convergence theorem with the measure divðZSð r; uÞ;
GSð r; uÞÞ: ]
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