Meta-analysis seeks to combine the results of several experiments in order to improve the accuracy of decisions. It is common to use a test for homogeneity to determine if the results of the several experiments are sufficiently similar to warrant their combination into an overall result. Cochran's Q statistic is frequently used for this homogeneity test. It is often assumed that Q follows a chi-square distribution under the null hypothesis of homogeneity, but it has long been known that this asymptotic distribution for Q is not accurate for moderate sample sizes. Here we present formulas for the mean and variance of Q under the null hypothesis which represent O(1/n) corrections to the corresponding chi-square moments in the one parameter case. The formulas are fairly complicated, and so we provide a program (available at http://www.imperial.ac.uk/stathelp/researchprojects/metaanalysis) for making the necessary calculations. We apply the results to the standardized mean difference (Cohen's d-statistic) and consider two approximations: a gamma distribution with estimated shape and scale parameters and the chi-square distribution with fractional degrees of freedom equal to the estimated mean of Q. We recommend the latter distribution as an approximate distribution for Q to use for testing the null hypothesis.
Introduction
In the meta-analysis of several studies, it is usual to conduct a "homogeneity test" to determine if the effects measured by the studies are sufficiently similar to warrant their combination into one grand summary effect using the fixed effect model, Normand (1999) . The most commonly used test statistic is Cochran's Q (Cochran, 1937) . It is defined as follows. Suppose that there are I studies (or experiments) each of whose result is given by an estimatorθ i of a population effect θ i . Suppose that the variance ofθ i is given by v i which can be estimated in turn byv i . The summary effects may be combined into a grand summary effect using a weighted averageθ w = iŵiθi / iŵi where the weights w i and their estimatorsŵ i are usually taken as inverses of the variances and their estimators respectively (thus weighting more accurate studies more heavily). At this point of the discussion, the summary effect may be quite general, such as the sample mean of each study, the difference of means between treatment and control arms of each study or the standardized difference of means between treatment and control arms of each study; but in the main body of the paper we will restrict the discussion to cases in which the estimators of θ i and w i depend on only the one parameter θ i .
Cochran's Q statistic, which is used in the homogeneity test, is defined by Q = iŵi (θ i −θ w ) 2 . When testing the null hypothesis that θ 1 = · · · = θ I , that is the underlying effects measured by all the studies are the same, it is common to assume that Q has a chi-square distribution with I − 1 degrees of freedom. This distribution appears to be asymptotically valid (as the sizes n i of the studies become large) over a wide choice of summary effects. There have been many simulation studies of the accuracy of the chisquare approximation (see Hedges & Olkin (1985) , Viechtbauer (2007) and the references therein), but except for the case where the populations are normally distributed with the parameters estimated by sample means and sample variances, there are few theoretical results dealing with the question of the distribution of Q for small or moderate sample sizes.
The chi-square distribution is an exact distribution of the Q statistic for normally distributed populations with known variances resulting in known weights. Randomness of the weights is traditionally ignored in meta-analysis, Biggerstaff & Tweedie (1997) , Jackson (2006) , Biggerstaff & Jackson (2008) . In contrast, Cochran, as early as in his 1937 paper which dealt with the normally distributed case, recognized the need for a correction to the chi-square distribution for moderate sample sizes and proposed such a correction at that time. In 1951, James (1951) and Welch (1951) proposed separate improved corrections to the distribution of Q (again for the normal case), corrections which are equivalent to each other up to order 1/n i . Welch's proposal (more commonly used and now known as the Welch test) referred Q to a rescaled F -distribution (cF I−1,ν ) with I − 1 and ν degrees of freedom where ν and the rescaling constant c are quantities to be estimated from the data. In Welch's derivation, the properties of normality including the independence of the estimators of the weights (inverses of sample variances) and of the effects (sample means) was heavily used; these properties are not generally valid in many situations in which the Q statistic is commonly used. Improved approximations to power of the Welch test in the normal case are given in Kulinskaya et al. (2003) . The paper Kulinskaya et al. (2004) extended the Welch test in the normal case to contrasts (such as the difference of treatment and control means), and a Welch type Q test for robust estimators of effects and their variances was introduced in Kulinskaya & Dollinger (2007) .
In a series of papers, we plan to investigate corrections to the distribution of Q in situations in which the estimators of the effects and of the weights are not statistically independent. As far as we know, there have been no theoretical results before now on this subject. We expect that the results will provide more accurate homogeneity tests when the sample sizes are small or moderate. In this paper (the first of the planned series), we investigate the situation in which the effect and weight estimators depend on a single parameter. We will apply our general theory to an important special case: the standardized mean difference (also known as Cohen's d, Cohen (1988) ). Definitions appear in Section 3. This paper is organized as follows. In Section 2, we present the general theory. In Section 3 we apply the general theory to the standardized mean difference. Section 4 contains two real meta-analytic examples which have used the standardized mean difference to measure the effects. Section 5 contains the results of a large number of simulations which show the quality and the limitations of the new approximations for the homogeneity test based on Q when the effects are measured as standardized mean differences. In the final section we summarize the more important conclusions, make some recommendations and indicate areas of future work. Some of the more complicated formulas have been relegated to the Appendix.
The general theory
Welch's 1951 correction to the distribution of Q was based on expansions to approximate the mean and variance of Q. He then used these moments to define an approximate distribution for Q. We follow this same general idea, but there are several important differences. Welch made the assumption that the underlying distributions were normally distributed and that the weights were inverses of the study variances, estimated by the sample variances. To permit as wide applicability as possible, we do not assume normality and allow the weights to be different from the inverses of the variances. Also we do not make the assumption that the estimators of the weights are statistically independent of the estimators for the effects. A third difference between our approach and that of Welch is that he based his approximations on an asymptotic expansion of the moment generating function of Q. We instead use the delta method, which is based on Taylor expansions of Q and Q 2 about the mean of the effect size.
Notation and assumptions
There are I studies with corresponding effect θ i . The null hypothesis for the homogeneity test will be equality of the effects, i.e., θ 1 = · · · = θ I ; we will denote the common effect under the null hypothesis by θ. The effects are estimated by random variablesθ i . The theoretical weights are w i and they are estimated byŵ i . In most applications, we will have w i = 1/Var[θ i ], but in this section we merely assume that the weight estimators are some function f i of the effect estimatorθ i ; that is,ŵ i = f i (θ i ) where the functions f i will generally depend on additional constants such as the sample size. The theoretical weights under the null hypothesis will be w i = f i (θ). The assumption that the weights are dependent only on the corresponding effects is an important limitation of the results of this paper. In our next paper in this series, we plan to investigate the situation in which the weights depend on more than one random variable. We need to make some fairly standard assumptions about the orders (relative to the sample sizes) of the central moments E[(θ i − θ i ) r ] of the estimatorsθ i and also the orders of the weights and their derivatives. Let n i represent the sample size of the ith study. In the event that the studies have two arms (as in the application in Section 3), let n i be the minimum sample size of the two arms. We will also use the notation n = min{n i } and sometimes express approximations in terms of orders of n.
To simplify notation, define
. This condition will certainly be satisfied if the estimatorθ i is unbiased. In regular parametric problems, it is easy to remove the first-order term from the asymptotic bias of maximum likelihood estimates (see Firth (1993) ). We will need higher moments up to and including the sixth central moment. For these moments, we assume the following orders which generally follow from √ n i asymptotic normality: E[Θ To use the formulas for a specific application, the user will need to supply expressions for the weights (that is, the functions f i ) and their first and second derivatives and also expressions for the central moments E[Θ r i ] for r = 1, . . . , 6. We provide an illustration in the next section where we apply the theory to the important special case of the standardized mean difference. Because of the complexity of the formulas, we have provided a computer program in R which can be used for the necessary calculations for applying the Q test to the standardized mean difference. This program can be downloaded from the website http://www.imperial.ac.uk/stathelp/researchprojects/metaanalysis.
The weights and their derivatives which appear in the formulas need to be estimated under the null hypothesis and will be different from the weights which are used for calculating a specific value of Q from the data. Specifically, weightsŵ i = f i (θ i ) are first calculated. These weights are used to estimate the combined effectθ w = iŵiθi / iŵi and to calculate the value of the Q statistic iŵi (θ i −θ w ) 2 . However, the weights which appear in Equations 2 and 3 need to be recalculated using the same combined effectθ w as the effect for each of the studies. That is, these 'null' weights are estimated by f i (θ w ) and the derivatives will be estimated by
Improved approximations to the mean and variance of Q under the null hypothesis are, of course, not sufficient to conduct a test of the null hypothesis. A distribution for Q is needed for this purpose. Ideally, simulations should be used for each separate application type to select a family of distributions which fits the distribution of Q. However, we have found in our simulations, which cover a number of situations (including both the one parameter case discussed here as well as in cases involving multiple parameters), that the gamma family of distributions fits the null distribution of Q quite closely. Importantly, this family includes the chi square family as a special case. In particular, we have found that the gamma family of distributions fits the distribution of Q very well in the case of the effects are measured by the standardized mean difference. Another contender is the chi-square distribution with fractional degrees of freedom equal to the mean of Q (see Section 3.4 below).
Inverse variance weights and the chi-square distribution
It is usual to choose weights to be inverse variances, i.e., w i = 1/E[Θ 2 i ]. We make this assumption in the remainder of this section. The expressions for the moments given in Equations 2 and 3 simplify somewhat under this inverse variance assumption. In Equation 2, only the first (or quadratic) term is O(1). The remaining terms are all O(1/n). With inverse variance weights, this first term simplifies to i (1 − w i /W ) = I − 1. Notice that this quantity is the first moment of the chi-square distribution with I − 1 degrees of freedom. Thus Equation 2 provides an order O(1/n) correction to the chi-square first moment.
In Equation 3 for the second moment of Q, the lowest degree terms are the first two terms (those of fourth degree), and these are the only two terms of order O(1). The remaining terms are all of order O(1/n). Using Equations 20 and 21 (in the Appendix) for the fourth derivatives of Q 2 , these two terms become
The kurtosis γ 2 of a random variable with fourth central moment µ 4 and variance σ 2 is commonly defined by γ 2 = µ 4 /σ 4 − 3; this definition is arranged so that normally distributed random variables have kurtosis of zero. Using this definition, we will denote the kurtosis ofθ i (the estimator of the ith effect) by γ 2,i . Then Equation 4 can be algebraically rearranged to
Since kurtosis is typically of order O(1/n), we see that the second moment of the null distribution of Q agrees with the second moment of the chi-square distribution with I − 1 degrees of freedom (which is I 2 − 1) up to order O(1/n). Thus when inverse variance weights are used, both the first and second moments of the null distribution of Q agree with those of the chi-square distribution up to order O(1) and Equations 2 and 3 provide order O(1/n) corrections.
When discussing the distribution of Q, some authors make the simplifying assumption that the weights are constants rather than random variables. See, for example Biggerstaff & Tweedie (1997) , Jackson (2006) , Biggerstaff & Jackson (2008) . When this assumption of constant weights holds, the derivatives of the weights become zero and all terms of our approximate formula for E[Q] vanish except for the first (or chi-square) term. Similarly, all terms for E[Q 2 ] vanish except for the first two terms. Accordingly, under the assumption that the weights are known constants, the commonly used chi-square approximation for Q has mean which is accurate to order O(1/n). But the second moment is accurate to this order only when the estimators of the effects have kurtosis of order less than 1/n. However, since in reality the weights are random, both the mean and variance of Q need the corrections given by our formulas in order to be accurate to order O(1/n). Thus use of our formulas should yield improved accuracy in the Q test when n is not too large.
3 The Q test for the standardized mean difference
In this section, we apply the theoretical results of the previous section to the standardized mean difference (also known as Cohen's d-statistic) . We begin with notation and a brief review of the necessary background. See, for example, Hedges & Olkin (1985) for details.
Notation and weight functions
We assume that each of I studies consists of two arms of sizes n T i and n Ci having normally distributed data with means µ T i and µ Ci and that the variance σ 2 i is the same in each arm. (The subscripts T and C may be thought of as treatment and control.) Then the effect measured by the standardized mean difference in the ith study is given by
A natural, but biased, estimator of δ iŝ
where s 2 pi is the usual pooled variance estimator. Instead of usingδ i , we follow the usual practice to correct for the bias by using the unbiased estimator of δ defined bŷ
where
is a constant depending only on the total sample size N i = n T i + n Ci . Define q i = n Ci /N i to be the proportion of the total sample size in the control arm of the ith study. It is known that (see (Hedges & Olkin, 1985, p. 104-5) )
where the constants A i and B i depend only on the sample sizes. Replacing δ i by its unbiased estimatorĝ i in this variance formula, we obtain an estimator of the variance of g i which is given byV ar
Then the functions f i giving the estimated inverse variance weights in the Q statistic are given byŵ
The first and second derivatives ofŵ i are given by
One issue that has arisen in meta-analysis involving the standardized mean difference is how best to estimate the combined effect δ. Estimators of δ appear in two places in the Q test: in the definition of Q; and in the application of Equations 2 and 3 where an estimated value of δ under the null hypothesis is used. It is known (see Yuan & Bushman (2002) ) that the natural weighted sum estimatorĝ w = ŵ iĝi / ŵ i is slightly biased. An alternative choice is to use the estimatorĝ A = A iĝi / A i ; since the weights A i are not random, the estimatorĝ A is unbiased. We explored both choices in our simulations of the Q test and found that the difference between these two choices is barely noticeable and not of practical importance. We use the estimatorĝ w in the examples of Section 4.
The moments ofĝ
In this section we suppress the subscript i on all variables pertaining to the ith study. The two main ingredients needed for applying the formulas for E[Q] and E[Q 2 ] are first the weight functions and their derivatives (given in the previous section) and second the central moments E [(ĝ − δ) r ] for r = 1, . . . , 6. We provide these central moments in this section. For these moments to exist, we assume that N > 8. ( We note that for the usual chi-square approximation to hold, N > 4 is required just for the variance of g to exist.) It is known that ( (Hedges & Olkin, 1985, p. 79) ) (N q(1 − q))δ has a noncentral t-distribution with N − 2 degrees of freedom and non-centrality parameter equal to (N q(1 − q)) δ. To simplify notation, write γ = (N q(1 − q)) δ for the non-centrality parameter.
Denote a random variable with a non-central t-distribution with N − 2 degrees of freedom and non-centrality parameter γ by t N −2 (γ). Then from (Johnson et al., 1995, p. 512) , the moments of t N −2 (γ) about zero are given by
The first moment of t N −2 (γ) will be denoted by µ t and is given by
Then the central moments of t N −2 (γ) are given by
Since
has the distribution t N −2 (γ), we then have the desired central moments needed for the formula for Q. These are
Verifying the order conditions
One further step in applying the formulas for E[Q] and E[Q 2 ] is to check the order conditions which are set out in Section 2.1. Recall that we use the notation N i to represent the sum of the sizes of the two arms of the ith study and that we use the notation n i to be the minimum of the two sizes, with n = min{n i }. It is evident from the definition in Equation 10 that A i = O(1/n). Also B i (as defined in Equation 10) is O(1/n); see Hedges & Olkin (1985) for this fact. Thusŵ i = f i (ĝ i ) and its derivatives are O(n). Further, sincê g i is unbiased, the order condition for the first central moment ofĝ i is trivially satisfied.
In the remainder of this paragraph, we again suppress the subscript i on all variables pertaining to the ith study in order to simplify notation. Let X denote a normally distributed random variable with mean γ and variance 1, i.e., X ∼ N(γ, 1). Then the kth moments of the noncentral t N −2 (γ) distribution are related to the moments of X by
where µ k denotes the kth moment (see Bain (1969) ). From Stirling's formula, µ k (t N −2 (γ)) = µ k (X)(1 + O(n −1 )). Therefore, from equation (18), the central moments ofĝ are in the limit (up to an O(1) multiplier J r ) the central moments of the N(δ, (N q(1 − q)) −1 ) distribution, so the order conditions are satisfied.
The gamma distribution
From our many simulations, it has become apparent that the gamma family with probability density functions
is a very good fit to the distribution of Q under the null hypothesis of equal standardized mean differences. For a random variable T with a gamma distribution, the shape param- . The chi-square distribution with ν degrees of freedom is a member of the gamma family with α = ν/2 and β = 2.
To verify the fit of the gamma family to the null distribution of Q, we simulated a number of empirical distributions of Q and used the statistics package Statgraphics Centurion XV (from Statpoint, Inc.) to compare the fit of these empirical distributions with a variety of distribution families. The gamma family always was the best, typically with a Kolmogorov-Smirnov (K-S) distance of only 0.002, which indicates a remarkably good fit. The second best fitting family was the chi-square family with fractional degrees of freedom which typically had a K-S distance of four times that of the best fitting gamma distribution.
Examples
In this section, we present two examples to illustrate the application of the theory of Sections 2 and 3 to real data. Our program, available at http://www.imperial.ac.uk/stathelp/researchprojects/metaanalysis can be used to perform the calculations for these examples.
Meta-analysis of the use of a placebo for pain relief
As a first example, consider the meta-analysis by Hróbjartsson & Gøtzsche (2004) of 17 randomized clinical trials comparing the use of a placebo for pain against no treatment at all. Summary data from the meta-analysis is found in Table 1 .
Because different studies used different measurement scales for evaluating pain, the standardized mean difference is used in the meta-analysis in order to place each of the effects on a scale free basis. The effect from each study appears in the table in the column headedĝ. The weights (from Equation 12) which appear in the last column of the table are given as percentages for ease of comparison, but the actual weights are needed for computation of the Q statistic. The actual weights can be computed using the weight total which is W = 212.91. The weighted average of the effects isĝ w = −0.338. The value of Cochran's Q statistic is 22.07. Using the standard chi-square approximation with 16 degrees of freedom provides the p-value of 0.141 for the test for homogeneity.
To use the results from Sections 2 and 3, first the weights need to be recalculated to reflect the null hypothesis of equal standardized mean differences. We take this null value (as found above) to beĝ w = −0.338 for each of the 17 studies and recalculate the weights using Equation 12. Then the estimated first and second moments of the null distribution of Q can be calculated from Equations 2 and 3 and the Appendix yielding the values E[Q] = 15.19 and E[Q 2 ] = 257.57 respectively. Thus the estimated parameters of the approximating gamma distribution are α = 8.96 (shape parameter) and β = 1.70 (scale parameter). The p-value corresponding to Q = 22.07 is 0.098. The p-value for a chi-square distribution with E(Q) = 15.19 degrees of freedom is 0.112.
To assess the relative accuracy of the three approximations (gamma and chi-square with 16 and with 15.19 degrees of freedom) to the null distribution of Q, we conducted a simulation of 100,000 random samples with seventeen studies having the same sizes as Table 1 : Data on placebo interventions for pain, Hróbjartsson & Gøtzsche (2004) . The data are on clinician-rated pain scales. The subscripts T and C refer to the treatment and control arms of the studies. The column headedĝ contains the estimated standardized mean differences between the two arms of each study and the column headed w are the weights (as percentages) used in computing the Q statistic.
those of Hróbjartsson & Gøtzsche (2004) , but with all studies having the null value of the standardized mean difference δ = −0.338. The comparisons are as follows, where the notation 'true' null refers to the simulation of 100,000 samples: The p-value produced by the gamma distribution and especially that from the chisquare distribution with fractional degrees of freedom are substantially closer to the 'true' p-value as given by the simulations. Notice that the first and second moments of the 'true' null distribution of Q are smaller than the corresponding moments of the chisquare distribution, indicating the need for corrections. Our formulas produce an excellent approximation of the first moment. The approximation for the second moment is much better than that given by the chi-square distribution, but it is not nearly as good as the approximation of the first moment.
Meta-analysis of light therapy for depression
For a second example, consider the data from a meta-analysis of five studies to determine the effect of light therapy for non-seasonal depression (bright light vs standard treatment), Tuunainen et al. (2004) . See Table 2 for the summary data. Table 2 : Data from a meta-analysis of light therapy for non-seasonal depression (bright light vs standard treatment), Tuunainen et al. (2004) . The data are on clinician-rated mood scales. The subscripts T and C refer to the treatment and control arms of the studies. The column headedĝ contains the standardized mean differences between the two arms of each study and the column headed w are the weights (as percentages) used in computing the Q statistic.
The outcomes of the treatments were measured on a clinician-rated mood scales. The standardized mean difference statistic was used in the meta-analysis because different mood-scale scores were used in different studies. The weighted average of the effects is 0.0437. The total of the weights is 27.1. The value of Cochran's Q statistic is 8.86, and the standard chi-square approximation with 4 degrees of freedom provides the p-value of 0.065 for the test for homogeneity.
To use the results from Sections 2 and 3, first the weights need to be recalculated to reflect the null hypothesis of equal standardized mean differences. We take this null value (as found above) to beĝ w = 0.0437 for each of the 5 studies and recalculate the weights using Equation 12. Then the formulas yield the following results. The estimated first and second moments of the null distribution of Q are E[Q] = 3.70 and E[Q 2 ] = 19.37 respectively. Thus the estimated parameters of the approximating gamma distribution are α = 2.41 (shape parameter) and β = 1.54 (scale parameter). The p-values corresponding to Q = 22.07 are 0.037 (gamma approximation) and 0.053 (chi-square with 3.70 degrees of freedom).
To assess the relative accuracy of the gamma and chi-square approximations to the null distribution of Q, we conducted a simulation of 100,000 random samples with five studies of the same sizes as that of Tuunainen et al. (2004) , but with all studies having the null value of the standardized mean difference δ = 0.437. The comparisons are as follows where the notation 'true' null refers to the simulation of 100,000 samples: Notice again that the first and second moments of the 'true' null distribution of Q are smaller than the corresponding moments of the chi-square distribution. Our formulas produce better approximations of these moments, but even with these better approximations the p-value of the approximating gamma distribution is only slightly more accurate than that produced by the chi-square distribution. The p-value from the chi-square distribution with 3.70 d.f. (0.053) is very close to that of the simulations (0.050). The sample sizes which appear in this meta-analysis (about 10 patients in each of the two arms of the studies) are simply too small for the asymptotics implicit in our formulas for the second moment of Q to be valid. It is somewhat surprising, but gratifying, that the method based on the chi-square distribution with fractional d.f. is so accurate in this example. For meta-analyses with samples of such small sizes, perhaps the best method of finding a p-value associated with the obtained value of Q is the bootstrap type procedure which we used above: conduct a large simulation with the sample sizes of the actual data and the weighted average of the effects used as a null value.
Generalizations from the examples
There are some features of the examples which are common not only to the two examples but also to all the simulations we have conducted. We wish to comment on some of these here. Notice that the mean of the null distribution for Q found via the simulations is somewhat less than the chi-square mean of I − 1; and the second moment of Q is substantially less than the chi-square second moment of I 2 − 1. These facts appear to be general. The formulas of Sections 2 and 3 which we use for estimating the mean and second moment of Q underestimate both the moments but provide estimates which are substantially closer than the chi-square values to the simulated values. The formula which estimates the mean seems to be very accurate, but the formula for estimating the second moment is not as good. The over-estimation by the chi-square approximation results, as is well known (see for example Viechtbauer (2007) ), in a conservative hypothesis test; that is, the null hypothesis is not rejected often enough. The underestimation by our formulas results in a slightly liberal hypothesis test when the gamma approximation is used, but in general the p-values are closer to the true values than the chi-square approximation is to the true values. The chi-square with estimated E(Q) degrees of freedom provides nearly perfect fit.
The fit of the gamma family of distributions to the empirical distribution of Q is remarkably close. The inaccuracy in the p-values given by our gamma approximation appears to be due to the underestimation of the second moment of Q. In fact, if we were able to accurately estimate the second moment of Q, then the estimated p-values would agree with the simulated p-values in our examples to three decimals. We do not understand the reason why the expansion for E[Q 2 ] is not more accurate, or why it always seems to underestimate the second moment. Resolution of this question is an area of possible future research.
Simulations
The simulations were performed using the R programming language (R Development Core Team, 2004) . The details of the simulations are presented in four tables (Tables 6, 7, 8 and 9) , all of which compare the Q test using the usual chi-square approximation to the Q test using the gamma approximation and the chi-square approximation with fractional degrees of freedom presented in this article. Table 6 contains results of the Q test under the null hypothesis in the situation where all studies have the same size, the treatment and control arms are equal, and the combined effect δ is estimated byĝ w . Table 7 contains results similar to that of Table 7 , but here the combined effect is estimated byĝ A . (See the end of Section 3.1 for the distinction betweenĝ A andĝ w .) Table 8 also contains results of the Q test under the null hypothesis, but in the situation in which the study sizes are not equal. Finally Table 9 contains simulation results about the power of the Q test.
Simulations under the null hypothesis: equal study sizes
Since N q(1 − q)ĝ/J ∼ t N −2 ( N q(1 − q)δ) the values ofĝ could be simulated directly from the appropriately scaled non-central t-distribution. In this case the quality of simulations would depend on the implementation of the noncentral t. Instead we calculatedĝ from the first principles, using σ C = σ T = 1, and simulating sample means
The first series of simulations was performed for the situation in which all I of the studies have equal sample sizes. The data pattern used in the first series of simulations are described in Tables 3. Each data pattern was replicated 100,000 times. The results of these simulations for the case of equal treatment and control arms (q = 1/2) appear in Tables 7 and 6 Tables 7 and Tables 7 6 for the Type I error in the Q test
The choice of δ values was determined by the standard convention (Cohen, 1988 ) that the δ values of 0.2 and 0.5 constitute small and medium effect sizes, respectively. Instead of using the traditional 'large' effect size of 0.8, we moved beyond to values of 1 and 2 to explore the possible consequence on the Q test of very large values of δ. Previous simulations by Viechtbauer (2007) did not uncover any such consequence for δ values up to 0.8.
Four p-values were obtained for each value of Q calculated from one of the 100,000 replications: the standard chi-square based p-value; the p-value based on the gamma approximation using the known value of δ together with the formulas given in Equations 2 and 3; the p-value based on the gamma approximation using the estimated null value of δ together with the formulas given in Equations 2 and 3; and the p-value based on the chi-square approximation using the estimated degrees of freedom equal to E(Q). These p-values were then compared to the levels α = 0.05 and α = 0.1 to obtain the type I errors of each approximation at the 5% and 10% nominal levels. In the tables below these values are denoted by χ Table 6 contains the first two moments of Q calculated from our formulas with known δ (denoted E f [Q] and E f [Q 2 ] in the table, where the subscript f denotes a result calculated from our approximation formulas) and their sample counterpartsQ andQ 2 ; Table 7 additionally provides the fourth p-value Γ th α , the variance Var f [Q] and the sample variance s 2 (Q). These data permit us to judge the accuracy of the formulas which give approximations for the moments of Q by comparing the formula values with the simulated distribution of Q.
Results of the simulations with equal study sizes
The first set of simulations can be used to answer two types of questions: how accurate are the moments estimated by our formulas-especially compared to the accuracy of the standard chi-square approximation?; and how accurate are the p-values (at the nominal levels 0.05 and 0.10) given by the gamma approximation and the chi-square approximation with fractional degrees of freedom-especially in comparison with the p-values produced by the standard chi-square approximation? We begin with the moments.
Accuracy of the approximating moments
The simulations provide us with sample estimates of the moments of Q denotedQ and Q 2 , which we take to be 'true' values. Thus we can estimate the relative error in the first moment of the two approximations by (E f [Q]/Q − 1) × 100% and ((I − 1)/Q − 1) × 100%; and similarly estimate the relative errors in the second moments by (E f [Q 2 ]/Q 2 −1)×100% and ((I 2 − 1)/Q 2 − 1) × 100%. The three graphs of Figure 1 provide a summary of the comparison of the two approximations to the first moment. We see that E f [Q] is generally quite accurate although it slightly underestimatesQ. In fact the relative error in E f [Q] is almost always less than 3%, is less than 1% for samples of size N = 30, and is essentially perfect beginning with sample sizes of N = 40. In contrast, the chi-square moment is always too large, with relative errors more than 10% when N=20 and around 5% when N = 30 or 40. Except for the case when the number of studies is small (I = 5), the relative error of the chi-square first moment remains as high as 1-2% even when the study sizes are as large as N = 200. We also see from the graphs that the relative errors do not seem to depend on the number of studies I or on the standardized mean difference δ, with the exception that for the chi-square approximation the relative error in the first moment increases slightly for the very large (and somewhat unrealistic) values of δ = 1 and 2.
The three graphs of Figure 2 We see that the chi-square approximation overestimates the second moment while our formula underestimates the second moment, but by a smaller amount. The percent error for both approximations decreases as total sample size N increases. The chi-square error starts at about 20% for N = 20 and decreases to 9% for N = 40 and at N = 100 the error is still in the 2-3% range. In contrast, the error using our formula starts at about 9% for N = 20, decreases to less than 2% for N = 40 and at N = 100 the error is less than 1%.
We see from the graphs that the relative error in the second moment does not appear to have much dependence on the number of studies I, except that there is a small difference in error for the very small number of studies I = 5. The relative error for the formula values E f [Q 2 ] seems to be independent of δ, but surprisingly there is some increase in the relative error of the chi-square approximation as δ increases, especially for the very large values of δ = 1 and 2.
Accuracy of significance levels: two-moment gamma vs standard chi-square approximation The dependence of the achieved level on the size of the studies N for our gamma and the standard chi-square approximations can be seen graphically in Figure 3 .
The type I error of the Q test of homogeneity using the standard chi-square approximation is considerably lower than the nominal level, and hence the standard test is very conservative. This conservativeness is a well known fact; our simulations agree with the simulations of Sánchez-Meca & Marýn-Martýnez (1997), Viechtbauer (2007) , and others. Because the standard test is so conservative, there is a well known recommendation to use the 10% significance level for the Q test (see Petitti (2001) , among others). Our simulations confirm that this recommendation is certainly justified; for 10 or more small studies (N = 20), the type I error at the 10% significance level is closer to 5% than to 10%.
In contrast, our gamma approximation is somewhat liberal for small values of N . In fact, for total study sizes as small as N = 20 the gamma approximation is sufficiently poor that we do not recommend it. For N = 30 the true level seems to be in between the two approximations. Starting from N = 40 the gamma approximation works better than the standard chi-square approximation. For a fixed value of I, the performance of both approximations improves with the study size, but the improvement is considerably faster for the gamma approximation. For N = 100 the gamma approximation delivers perfect results, whereas the chi-square approximation is still too conservative.
For fixed study size N , the accuracy of the achieved levels decays as the number of studies I increases. For example, for the gamma approximation, studies of size 40 (and even size 30) provide reasonably accurate levels when there are only I = 5 studies. However when the number of studies increases to I = 50, then larger study sizes are necessary to achieve accurate levels. For I = 50, studies of size 40 are not large enough, but studies of size 100 give excellent results. For an intermediate number of I = 20 studies, the study size of N = 40 gives reasonably accurate levels producing levels of about 0.055 and 0.108 for nominal levels of 5% and 10% respectively. The pattern is similar for the chi-square approximation: meta-analyses with many studies require large Figure 4 : Achieved levels of the Q test at the nominal level of 0.05 (left) and 0.1 (right) using two approximations, as a function of the number of studies I. The upper curves are from the gamma approximation and the lower curves are from the chi-square approximation. The null value of the SMD δ is fixed at 0.5. To better show details, the data for N = 20 have been omitted. sample sizes for accuracy. But in all cases, the chi-square performs less well than the gamma approximation. The dependence of the behavior of the achieved levels on I can be seen in Figure 4 .
The simulations show that the type I error of the standard chi-square test decreases as the effect size δ increases. Thus the test is even more conservative for larger effect sizes. However, the gamma approximation improves as the effect size δ increases, contrasting with the worsening of the chi-square approximation. The dependence of the behavior of the achieved levels on δ can be seen in Figure 5 . 
Accuracy of significance levels for the chi-square approximation with fractional degrees of freedom
The results of simulations to do with the fractional chi-square test are not included in the figures. As can be seen from Table 6 , in every instance, the fractional chi-square test is superior to the usual chi-square test. Most importantly for applications is the fact that the improvement given by the fractional chi-square is substantial for small to moderate sample sizes, from N = 20. As examples of this improvement, consider the case of I = 20 studies and δ = 0.5. The simulations indicate the following improvements in the achieved level at the two nominal levels of 0.05 and 0.10: for N = 20 the achieved levels improve from 0.021 to 0.046 and from 0.050 to 0.098, respectively; for N = 40 from 0.035 to 0.047 and from 0.076 to 0.096, respectively; and even for study size as large as N = 100, the achieved levels improve from 0.044 to 0.048 and from 0.090 to 0.099, respectively.
Other results of the equal study size simulations
First, the simulations of Table 6 were repeated with equal total study sizes as before, but with each study having an unbalanced design with three-quarters of the study size present in the control arm (q = 3/4). The results were so similar to that of the balanced studies that we have not included either a table of the results analogous to Table 6 nor graphical displays of the data.
Second, there is not much difference between the type I error with a known value of δ (denoted by Γ th α in Table 7 ) and the type I error with an estimated null value of δ (denoted by Γ s α in Tables 6 and 7) . Of course, only the latter test can be used in practice.
Finally, the results in Table 6 used the estimated null value ofδ = w i δ i / w i . In Table 7 the simulations were repeated for usingδ = A −1
instead. It is known (Yuan & Bushman, 2002 ) that the former, more natural, estimator is a biased estimator of the combined null value of δ. Does the choice of estimator of δ affect the results? It can be seen that the only noticeable differences are for N = 20 and δ = 2. Then the constant weights A −1 i provide p-values closer to those obtained using the known value of δ when using gamma approximation. Interestingly, the inverse variance weights provide p-values closer to nominal for K = 10 and K = 20, but not for K = 5 or K = 50. These differences are only academic though, we do not recommend our gamma approximation for N = 20 in any case, and δ = 2 is much too large. Thus, there is no practical difference between the two choices, take your pick.
Simulations under the null hypothesis: unequal study sizes
The second series of simulations used unequal study sizes. We have followed a suggestion of Sánchez-Meca & Marýn-Martýnez (2000), who selected the following study sizes with the skewness of 1.464 which they consider typical for meta-analyses in the field of behavioral and health sciences: the set N 1 with average study of sixty, consisting of individual sizes {24, 32, 36, 40, 168}; the set N 2 with average study size of 100, consisting of individual sizes {64, 72, 76, 80, 208} and the set N 3 with average study size of 160, consisting of individual study sizes {124, 132, 136, 140, 268}. We have taken the studies to be balanced, thus dividing each study size equally between the two study arms. The simulations were run for I = 5, 10 and 20. For meta-analyses with I = 10 and I = 20, the same set of sample sizes was repeated twice or four times, respectively. The data patterns of the simulations are summarized in Table 4. I (number of studies) 5, 10, 20 N (average and (individual) study sizes) 60 (24, 32, 36, 40, 168) 100 (64, 72, 76, 80, 208) 160 (124, 132, 136, 140, 268) q (proportion of each study in the control arm) 1/2 δ (null value of the SMD) 0.5 Table 4 : Data pattern of the simulations used in Table 8 for the Type I error in the Q test for unequal study sizes
Results of the simulations with unequal study sizes
The results of the simulations with unequal study sizes are given in Table 8 . The approximation of the moments is excellent. The first moments given by the formulas are nearly exact (relative error less than 2%) and the second moments have relative error less than 3%, compared with relative errors of the chi-square first and second moments of more than 5% and 10% respectively.
The significance levels are similar to those obtained from the simulations for equal study sizes. The chi-square approximation yields a conservative test, while the gamma approximation yields a liberal test which is closer to the nominal levels. At the significance levels of 0.05 and 0.10, the gamma approximation is nearly perfect for the larger two sizesN = 100 and 160 while the error in the level of the chi-square approximation is substantial even for the largest size ofN = 160. For the smaller size ofN = 60, the gamma approximation has an error of roughly half that of the chi-square approximation. Graphical displays of the levels are shown in Figure 6 . Once more, the results from the fractional chi-squre approximation are nearly perfect even for the smallest sample sizes. Figure 6 : Achieved levels of the Q test at the nominal levels of 0.05 (left) and 0.1 (right) using two approximations, as a function of the average sample size of each studȳ N . The sample sizes are unequal in this figure. The upper curves are from the gamma approximation and the lower curves are from the chi-square approximation. I is the number of studies. The standardized mean difference has been fixed at δ = 0.5.
Comparison of the power of the Q tests
The standard Q test using the chi-square approximation is well known to have low power (see for example Viechtbauer (2007) ). In this section we report on simulations to see how the power of the Q test is improved by the use of our moment approximations. To this end, we adopt the random effects model that the heterogeneity in effects among the several studies is modeled by the assumption that the effect δ i of the ith study is normally distributed about a fixed mean δ and with variance τ 2 . Then the null (homogeneity) hypothesis becomes τ 2 = 0 and alternatives are measured by the magnitude of τ 2 . In the simulations, we have taken δ = 0.5, a 'medium' effect size, and have varied τ 2 from 0.025 to 0.25. We compared the power of the standard and the improved tests in the range from N = 20 to N = 80 where we expected noticeable differences: in general, the power of the standard Q test is considered not to be sufficient for N ≤ 80 (Viechtbauer (2007) ). The data patterns for the power simulations are specified in Table 5 . Table 5 : Data pattern of the simulations used in Table 9 for the power of the Q test.
We conducted 10,000 repetitions for each configuration. We simulated within-study parameters δ i ∼ N(δ, τ 2 ), i = 1, · · · , I and then simulated the values ofĝ i directly from the appropriately scaled non-central t-distribution with non-centrality parameter N q(1 − q)δ i . The results of the simulations appear in Table 9 .
Results of the power simulations
Since the test based on the gamma approximation is liberal, its power is higher than the power of the conservative standard test. We note that the power of the test using the fractional chi-square distribution is also always higher than the test using the standard chisquare approximation. In this discussion, we focus on the magnitude of the improvement in power rather than on the power for the tests separately. The most striking result of the simulations is that the power improvement increases as the number of studies increases and as the sizes of the studies decrease. The greatest improvement in power for the fractional chi-square test in comparison to the standard test (based on the range of our simulations) is 21 percentage points which occurred for I = 50 studies, study sizes N = 20, and for τ 2 = 0.1. Maximum improvement for the other values of I were 12 percentage points for I = 20, 7 percentage points for I = 10 and 4 percentage points for I = 5, all occurring at the smallest study size of N = 20. As the study sizes N increase from N = 20 to N = 40, the improvement in power for the fractional chi-square test decreases by roughly two-thirds. Finally we note that the increase in power at the two different levels of 0.05 and 0.10 were quite similar to each other.
Since the gamma approximation is recommended only for N ≥ 40, we consider this range when comparing the power of the test based on gamma approximation to the standard chi-square test. The greatest improvement in power is 11 to 12 percentage points which occurred for the largest number of studies I = 50 and the smallest study sizes N = 40. Maximum improvement for the other values of I were 7 percentage points for I = 20, 5 percentage points for I = 10 and 3 percentage points for I = 5. As the study sizes N increased from N = 40 to N = 80, the improvement decreased by roughly half. Once more, the increase in power at the two different levels of 0.05 and 0.10 were quite similar to each other.
Summary and concluding discussion
The main focus of this paper is the improvement of the test for homogeneity commonly used in meta-analysis by referring Cochran's Q statistic to a more accurate distribution. In this paper, we have considered the situation in which the Q statistic is a function of only one parameter and have applied the results to the case in which the effect of interest is measured by the standardized mean difference (SMD or Cohen's d statistic), a measure which is frequently used in meta-analytic applications. We have presented expansions for the first two moments of Q which are accurate to order O(1/n). These expansions thus offer corrections of order O(1/n) to the corresponding moments of the chi-square approximation to the distribution of Q. These expansions are the first that we are aware of to include the situation in which the weights in the Q statistic are not independent of the effects (as is the case with the SMD).
We considered two options to approximate the distribution of Q for the SMD: the use of a gamma distribution with moments matching those of the expansions or by the chi-square distribution with fractional degrees of freedom matching the first moment. Both approximations result in improved Q tests for homogeneity when the effects are measured by the SMD. To facilitate the substantial computations necessary for these improved tests, a computer program in the R-language can be downloaded from http://www.imperial.ac.uk/stathelp/researchprojects/metaanalysis.
Our simulations show that the improved test for the SMD using the gamma distribution is somewhat liberal (rejecting the null hypothesis more often than appropriate); in contrast, the currently used test which uses the chi-square distribution is well known to be conservative. But the improved test based on gamma approximation is quite accurate for study sizes of 40 or more (for example, 20 subjects in each arm of a randomized clinical trial).
However our recommended test is based not on the gamma approximation but on the use of the fractional chi-square distribution whose first moment matches that of the expansion. In applications, the parameter in the expansion will need to be estimated from the data. Thus our recommended approximating distribution of Q (namely χ 2 E [Q] ) is data dependent as opposed to the now standard approximating distribution of Q (namely χ 2 I−1 ) which is data independent. The result is an improved Q test for homogeneity when the effects are measured by the SMD.
Simulations show that our recommended improved Q test for homogeneity yields a substantial improvement over the standard test in accuracy of achieved significance levels, especially for small to moderate study sizes. In addition the improved test provides an increase in power. The simulations show that the improved test works quite well in a variety of circumstances, such as when the individual studies have unbalanced sizes between the two arms or when the studies have substantially different total sizes from each other.
An important limitation of this paper, which is intended to be the first in a series, is the restriction to the one parameter case. In future work, we plan to extend our expansions to the two parameter case and to provide applications to important meta-analytic measures such as the risk difference and the odds ratio.
A Appendix
Equation 3 which approximates the second moment of Q needs expressions for various derivatives of Q 2 with respect to θ. These derivatives are provided below. But for ease of reference, we first reproduce Equation 3.
Here are the derivatives of Q 2 needed for the above formula. Table 9 : Power of the standard chi-square based Q test and the improved Q test for homogeneity (gamma and chi-square with E(Q) degrees of freedom approximations) at the nominal 5% and 10% levels. I is the number of studies all of size N equally divided between the treatment and control arms. The effects have a mean of δ = 0.5 and variance of τ 2 .
