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In this paper, we consider an initial–boundary value problem for
the Korteweg–de Vries equation on the positive quarter-plane. The
normalized Korteweg–de Vries equation considered is given by
uτ + uux + uxxx = 0, 0< x< ∞, τ > 0,
where x and τ represent dimensionless distance and time
respectively. In particular, we consider the case when the initial
and boundary conditions are given by u(x,0) = ui for 0 < x < ∞
and u(0, τ ) = ub for τ > 0 respectively. Here the initial value
ui  0 and we restrict attention to values of the boundary value,
ub , for which ub  −2ui when ui < 0 and ub < 0 when ui = 0.
We consider the three cases (ui < 0, ui < ub  −2ui), (ui < 0,
ub < ui) and (ui = 0, ub < 0). In each case the method of matched
asymptotic coordinate expansions is used to obtain the large-τ
asymptotic structure of the solution to this problem, which exhibits
the formation of a steady state solution.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we consider the following initial–boundary value problem for the normalized
Korteweg–de Vries equation on the positive quarter-plane, namely,
uτ + uux + uxxx = 0, 0< x< ∞, τ > 0, (1.1)
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u(0, τ ) = ub, τ > 0, (1.3)
where the initial value ui  0 and we restrict attention to values of the boundary value, ub , for which
ub  −2ui when ui < 0 and ub < 0 when ui = 0. We note that we exclude the trivial case when
ub = ui . In what follows we label initial–boundary value problem (1.1)–(1.3) as IBVP.
We note that the Korteweg–de Vries equation is a canonical equation combining both nonlinear-
ity and dispersion and as such arises in the modelling of many physical phenomenon including for
example shallow-water gravity waves, ion-acoustic waves and waves in the atmosphere and ocean.
In particular, initial–boundary value problems on the positive quarter-plane have many physical ap-
plications for example in wave generation. Clearly, the literature relating to the Korteweg–de Vries
equation is vast and we make no attempt here to summarize it, rather we make reference only to
the most salient to this present paper. We note that existence and uniqueness theorems have been
proved in [1] for the initial–boundary value problem for the Korteweg–de Vries equation on the pos-
itive quarter-plane. We acknowledge that the inverse scattering transform method (ISM) has been
applied to initial–boundary value problems on the positive quarter-plane (see for example [3–5] and
[10] for further discussion). However, our aim in this present paper is to illustrate a new approach,
based on the method of matched asymptotic coordinate expansions, which appears to be more gen-
erally applicable than ISM. We ﬁnally note that this approach has recently been used in [6] to obtain
the large-τ solution to an initial value problem based on the Korteweg–de Vries equation when the
initial distribution has a discontinuous expansive step.
In this paper we use the method of matched asymptotic coordinate expansions to develop the
large-τ asymptotic structure of the solution to IBVP in the three cases (ui < 0,ui < ub  −2ui),
(ui < 0,ub < ui) and (ui = 0,ub < 0). In each case the leading order structure of the large-τ solu-
tion of IBVP for x = O (1)( 0) is the steady state (time independent) solution, u(x). In particular,
when ui < 0,
u(x) =
⎧⎨
⎩
ui − 3ui sech2(
√−ui
2 x+ sech−1[ ub−ui−3ui ]
1
2 ) for ui < ub −2ui,
ui + 3ui cosech2(
√−ui
2 x+ cosech−1[ ub−ui3ui ]
1
2 ) for ub < ui,
(1.4)
and when ui = 0,
u(x) = −
[
x
2
√
3
+ 1√−ub
]−2
for ub < 0, (1.5)
where x = O (1)( 0). The large-τ asymptotic structure of solution to IBVP is obtained by careful
consideration of the asymptotic structures as τ → 0 (0 < x < ∞) and as x → ∞ (τ  O (1)). The
methodology used is analogous to that developed in the context of reaction–diffusion equations and
is elucidated in [7].
The initial–boundary value problem IBVP has been considered in [8], where exact and approximate
solutions are found. In particular, in the cases (ui < 0,ui < ub  −2ui) and (ui < 0,ub < ui) the
numerical solutions of IBVP indicate that the large-τ solution approaches the steady state solutions
(1.4)(a) and (1.4)(b) respectively. These results are in agreement with the analysis presented in this
paper. However, we are able to extend the results of [8] by developing the complete large-τ structure
of the solution to IBVP. In particular, we determine that the rate of convergence of the solution to
IBVP to the steady state is exponential in τ as τ → ∞.
The ﬁnal case (ui = 0,ub < 0) was not considered in [8]. However, it is well known in the liter-
ature that (1.5) provides a steady state solution to (1.1) when ub < 0 (see for example [2]), and we
demonstrate in this paper that (1.5) is the large-τ attractor for the solution to IBVP in this case. We
note that the case (ui = 0,ub > 0) has been considered in [9], via modulation theory, with the large-τ
attractor being a partial undular bore.
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In this section we develop the asymptotic structure of the solution to IBVP as τ → ∞ when
(ui < 0,ui < ub −2ui) or (ui < 0,ub < ui). We must ﬁrst begin by examining the asymptotic struc-
ture of the solution to IBVP as τ → 0.
2.1. Asymptotic solution to IBVP as τ → 0
Consideration of the initial condition (1.2) and boundary condition (1.3) indicates that the structure
of the asymptotic solution to IBVP as τ → 0 has two asymptotic regions in x, labelled as follows:
region I: x = o(1)( 0), u(x, τ ) = O (1)
region II: x = O (1)(> 0), u(x, τ ) = ui ± o(1)
}
as τ → 0, (2.1)
where u(x, τ ) = ui − o(1) [u(x, τ ) = ui + o(1)] in region II when considering the case (ui < 0,ub < ui)
[(ui < 0,ui < ub −2ui)] respectively.
We ﬁrst consider region I, in which x = o(1)( 0) and u(x, τ ) = O (1) as τ → 0. To examine re-
gion I, we introduce the scaled coordinate η = xτ−α = O (1)( 0) as τ → 0, where α > 0, and look
for an expansion of the form
u(η, τ ) = u¯(η) + o(1), (2.2)
as τ → 0, with η = O (1)( 0). On substitution of expansion (2.2) into Eq. (1.1) (when written in
terms of η and τ ) we ﬁnd that the most structured leading order balance requires α = 13 . At leading
order we then obtain the equation
u¯ηηη − η
3
u¯η = 0, 0 η < ∞. (2.3)
Eq. (2.3) is to be solved subject to matching with region II (as η → ∞) and boundary condition (1.3),
that is,
u¯(η) ∼ ui as η → ∞, (2.4)
u¯(0) = ub. (2.5)
On making the substitution
u¯η = V (ξ), η = 3 13 ξ, (2.6)
Eq. (2.3) becomes Airy’s equation
V ξξ − ξV = 0. (2.7)
The solution to (2.7) is readily obtained as
V (ξ) = C0 Ai(ξ) + D0 Bi(ξ), 0 ξ < ∞, (2.8)
where Ai[.] and Bi[.] are the standard Airy functions and C0, D0 are constants to be determined on
matching with region II and on satisfying condition (2.5). Consideration of (2.8) as ξ → ∞ (as we
move into region II) indicates that we must set D0 = 0 since Bi(ξ) grows exponentially as ξ → ∞,
with Bi(ξ) = O (e 23 ξ3/2 ) as ξ → ∞. On setting D0 = 0 Eq. (2.8) becomes
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Hence, via (2.6) and (2.9), we have that
u¯(η) =
(
A0 + C03 13
η3−
1
3∫
0
Ai(s)ds
)
, (2.10)
with η = O (1)( 0) and where A0 is a constant of integration. Matching to leading order with re-
gion II (as η → ∞) and satisfying condition (2.5) then requires that
C0 = (ui − ub)3 23 and A0 = ub.
Therefore, in region I we have
u(η, τ ) = ub + 3(ui − ub)
η3−
1
3∫
0
Ai(s)ds + o(1), (2.11)
as τ → 0, with η = O (1)( 0). We note that
u(η, τ ) ∼ ui − (ui − ub) 3
5
4
2
√
π
η−
3
4 exp
(
− 2
3
√
3
η
3
2
)
as η → ∞, (2.12)
where (ui − ub) > 0[< 0] when ub < ui < 0 [ui < 0,ui < ub −2ui ] respectively.
As η → ∞ we move into region II, where x = O (1)(> 0) as τ → 0. The form of expansion (2.11)
for η  1 given by (2.12) suggests that in region II we expand as
u(x, τ ) = ui ± e−φ(x,τ ) as τ → 0, (2.13)
with
φ(x, τ ) = φ0(x) 1
τ
1
2
+ φ1(x) lnτ + φ2(x) + o(1), (2.14)
where x = O (1)(> O ) as τ → 0, and φ0(x) > 0. The − [+] sign in expansion (2.13) corresponds to
the case (ui < 0,ub < ui) [(ui < 0,ui < ub −2ui)] respectively. On substituting (2.13) and (2.14) into
Eq. (1.1) and solving at each order in turn, we ﬁnd (after matching with (2.11) as x → 0+) that
u(x, τ ) = ui ± exp
(
− 2x
3
2
3
√
3
τ−
1
2 + 1
4
lnτ − 3
4
ln x+ ln A¯ + o(1)
)
, (2.15)
as τ → 0, where x> o(1) and
A¯ =
⎧⎪⎨
⎪⎩
3
5
4 (ui−ub)
2
√
π
, ub < ui,
3
5
4 (ub−ui)
2
√
π
, ui < ub −2ui,
(2.16)
where ui < 0.
The asymptotic structure as τ → 0 is now complete, with the expansions in regions I and II pro-
viding a uniform approximation to the solution of IBVP as τ → 0.
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We now investigate the asymptotic structure of the solution to IBVP as x → ∞ with τ = O (1). The
form of expansion (2.15) of region II for x  1 as τ → 0 suggests that in this region, which we label
as region III, we expand as
u(x, τ ) = ui ± e−θ(x,τ ) as x → ∞, (2.17)
with
θ(x, τ ) = θ0(τ )x 32 + θ1(τ )x 12 + θ2(τ ) ln x+ θ3(τ ) + o(1), (2.18)
where τ = O (1), as x → ∞. The − [+] sign in expansion (2.17) corresponds to the case (ui < 0,
ub < ui) [(ui < 0,ui < ub  −2ui)] respectively. On substituting (2.17) and (2.18) into Eq. (1.1) and
solving at each order in turn, we ﬁnd (after matching with (2.15) as τ → 0+) that
u(x, τ ) = ui ± exp
(
− 2
3
√
3
τ−
1
2 x
3
2 + ui√
3
τ
1
2 x
1
2 − 3
4
ln x+
(
1
4
lnτ + ln A¯
)
+ o(1)
)
(2.19)
as x → ∞, with τ = O (1). Expansion (2.19) remains uniform for τ  1 provided that x  τ , but
becomes nonuniform when x = O (τ ) as τ → ∞.
2.3. Asymptotic solution to IBVP as τ → ∞
As τ → ∞, the asymptotic expansion (2.19) of region III (x → ∞, τ = O (1)), continues to remain
uniform provided x  τ . However, as already noted, a nonuniformity develops when x = O (τ ).
We begin by considering the asymptotic structure as τ → ∞ for x > 0. To proceed we introduce
a new region, region IV. To examine region IV we introduce the scaled coordinate y = xτ , where
y = O (1) as τ → ∞, and look for an expansion of the form (as suggested by (2.19))
u(y, τ ) = ui ± e−τσ (y,τ ) as τ → ∞, (2.20)
with
σ(y, τ ) = σ0(y) + σ1(y) lnτ
τ
+ σ2(y) 1
τ
+ o
(
1
τ
)
, (2.21)
as τ → ∞, with y = O (1). The − [+] sign in expansion (2.20) corresponds to the case (ui < 0,
ub < ui) [(ui < 0,ui < ub  −2ui)] respectively. It is instructive to consider ﬁrst the leading order
problem in region IV. On substituting (2.20) and (2.21) into Eq. (1.1) (when written in terms of y
and τ ) we obtain the leading order problem as
(
σ ′0
)3 + (ui − y)σ ′0 + σ0 = 0, y > 0, (2.22)
σ0(y) > 0, y > 0, (2.23)
σ0(y) = 2
3
√
3
y
3
2 − ui√
3
y
1
2 + o(y 12 ) as y → ∞. (2.24)
The ﬁnal condition, (2.24), arises from matching expansion (2.20) (y  1) with expansion (2.19)
(x = O (τ )). Eq. (2.22) has a one-parameter family of linear solutions
σ0(y) = α
(
y − [α2 + ui]), −∞ < y < ∞, (2.25)
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σ0(y) = ± 2
3
√
3
(y − ui) 32 , y > ui . (2.26)
Combinations of (2.25) and (2.26) which remain continuous and differentiable also provide solutions
to (2.22) (envelope touching solutions).
The problem (2.22)–(2.24) thus has a one-parameter family of solutions, namely the envelope so-
lution given by
σ0(y) = 2
3
√
3
(y − ui) 32 , y > 0, (2.27)
together with the family of envelope touching solutions, given by
σ0(y,α) =
{
2
3
√
3
(y − ui) 32 , y  yT (α,ui),
α(y − [α2 + ui]), α2 + ui  y < yT (α,ui),
(2.28)
for each α √−ui , where
yT (α,ui) = 3α2 + ui .
We note that the envelope touching solution (2.28) approaches zero as
y → [α2 + ui]+, (2.29)
then the expansion (2.20) with (2.21) in region IV becomes nonuniform as y → [α2 + ui]+ , and in
particular, when
y = (α2 + ui)+ O
(
1
τ
)
(2.30)
as τ → ∞. We further note that, although σ0(y,α) and σ ′0(y,α) are continuous over the range of
deﬁnition y  α2 + ui , the second derivative σ ′′0 (y) is discontinuous at the point at which the linear
solution meets the envelope solution, that is at y = 3α2 + ui . This indicates that a thin transition
region exists in the neighbourhood of the point of contact of the linear solution and the envelope
in which third-order derivatives are retained at leading order to smooth out these discontinuities in
curvature.
We now have two distinct cases to consider, namely when σ0(y) is given by the envelope solution
(2.27) or the envelope touching solution (2.28). We now consider each case in turn.
σ0(y,α) given by (2.28)
Following (2.30) we introduce region S in which y = (α2 + ui) + O (τ−1) and u = ui ± O (1) as
τ → ∞, where α √−ui . Thus we write
y = (α2 + ui)+ z
τ
(2.31)
in region S, with z = O (1) as τ → ∞, and expand in the form
u(z, τ ) = (ui + u¯(z))+ o(1) (2.32)
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z and τ ) we obtain at leading order
u¯zzz + u¯u¯z − α2u¯z = 0, (2.33)
where z = O (1), which is to be solved subject to matching with region IV (as z → ∞), that is
u¯(z) →
{
0−, ub < ui,
0+, ui < ub −2ui,
(2.34)
as z → ∞, where ui < 0, and the requirement that either
u¯(z) is bounded as z → −∞ when α > √−ui, (2.35)
or that
u¯(0) = ub − ui when α =
√−ui . (2.36)
Regarding condition (2.36), we note that when α = √−ui region S is located at y = 0 [that is, x = 0]
and we look for an expansion of the form
u(x, τ ) = (ui + u¯(x))+ o(1) (2.37)
as τ → ∞ with x  0 (where, via the fact that y = xτ , z has been replaced by x), and boundary
condition (1.3) must be satisﬁed at x = 0. We can integrate (2.33) once, and use the condition as
z → ∞, to obtain
u¯zz − α2u¯ + 1
2
u¯2 = 0, (2.38)
in place of (2.33). A sketch of the (u¯, u¯z) phase plane of the second-order autonomous nonlinear
ordinary differential equation (2.38) is shown in Fig. 1.
At this point we must consider the cases (ui < 0,ub < ui) and (ui < 0,ui < ub −2ui) separately.
(a) ui < 0, ub < ui
The only phase path which satisﬁes the boundary condition (2.34)(a) is the stable manifold of the
equilibrium point at the origin which lies in the half-plane u¯ < 0 and denoted by S in Fig. 1. On the
stable manifold, S , u¯(z) is monotone decreasing with decreasing z and becomes unbounded (→ −∞)
as z → z−0 with z0 ∈R. Clearly, condition (2.35) is not satisﬁed. Therefore, when α >
√−ui boundary
value problem (2.38), (2.34)(a) and (2.35) has no solution and we must conclude that α = √−ui .
When α = √−ui we require a solution in x 0, u¯(x), which satisﬁes the steady state problem
u¯xx − α2u¯ + 1
2
u¯2 = 0, 0< x< ∞, (2.39)
u¯(x) → 0− as x → ∞, (2.40)
u¯(0) = ub − ui . (2.41)
The solution to boundary value problem (2.39)–(2.41) is readily obtained as
u¯(x) = 3ui cosech2
(√−ui
2
x+ cosech−1
[
ub − ui
3u
] 1
2
)
, x 0, (2.42)i
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which corresponds to a section of the stable manifold, S . We note that the translational invariance
of u¯(x) with respect to x has been ﬁxed on satisfying boundary condition (2.41). We conclude that a
solution to boundary value problem (2.33), (2.34)(a) and (2.36) exists provided α = √−ui and that in
region S we have, via (2.32) and (2.42), that
u(x, τ ) = ui + 3ui cosech2
(√−ui
2
x+ cosech−1
[
ub − ui
3ui
] 1
2
)
+ o(1) (2.43)
as τ → ∞ with x 0. We note that
u(x, τ ) ∼
(
ui + 12uiA2 e
−√−uix
)
+ · · · (2.44)
as τ → ∞ with x  1, where
A =
√
3ui
ub − ui +
√
2ui + ub
ub − ui .
(b) ui < 0,ui < ub −2ui
The only phase path which satisﬁes the boundary condition (2.34)(b) is the homoclinic orbit, u¯(z),
which lies in the half-plane u¯ > 0. The equation of which is readily obtained as
u¯(z) = 3α2 sech2
(
α
2
z + zc
)
, −∞ < z < ∞, (2.45)
where zc is a constant. Clearly, when α >
√−ui (2.45) satisﬁes the boundary value problem (2.38),
(2.34)(b) and (2.35) and represents a soliton (or solitary wave) solution of IBVP. However, the numer-
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(1.4)(a) and not a soliton or train of solitons and we conclude that this case must be ruled out. Hence
α = √−ui and
u¯(x) = −3ui sech2
(√−ui
2
x+ zc
)
, (2.46)
where x 0, satisﬁes boundary value problem (2.33), (2.34)(b) and (2.36) provided
zc = sech−1
(
ub − ui
−3ui
) 1
2
.
We conclude that a solution to boundary value problem (2.33), (2.34)(b) and (2.36) exists provided
α = √−ui and that in region S we have, via (2.32) and (2.46), that
u(x, τ ) = ui − 3ui sech2
(√−ui
2
x+ sech−1
[
ub − ui
−3ui
] 1
2
)
+ o(1) (2.47)
as τ → ∞ with x 0. We note that
u(x, τ ) ∼
(
ui − 12uiB2 e
−√−uix
)
+ · · · (2.48)
as τ → ∞ with x  1, where
B =
√
−3ui
ub − ui +
√
−2ui − ub
ub − ui .
Hence the envelope touching solution given by (2.28) with α = √−ui is a possible solution for
σ0(y) in region IV in both cases (ui < 0,ub < ui) and (ui < 0,ui < ub  −2ui). It now remains to
consider the second possibility for σ0(y) that of the envelope solution (2.27).
σ0(y) given by (2.27)
Expansion (2.20), (2.21) with (2.27) remains uniform as y → 0+ and we conclude that in order
to satisfy the boundary condition at x = 0 a further region, region SS, will be required. Consideration
of expansion (2.20), (2.21) with (2.27) (as y → 0+) and boundary condition (1.3) demonstrate that
u = O (1) as τ → ∞ in region SS. Hence, to examine region SS we expand in the form
u(x, τ ) = (ui + u¯(x))+ o(1) as τ → ∞, (2.49)
with x 0. On substituting into Eq. (1.1) we obtain the leading order problem as
u¯xx − α2u¯ + 1
2
u¯2 = 0, 0< x< ∞, (2.50)
u¯(x) →
{
0− as x → ∞ when ub < ui,
0+ as x → ∞ when ui < ub −2ui,
(2.51)
u¯(0) = ub − ui, (2.52)
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(2.52)] is identical to the problem considered in case (a) [case (b)] respectively. Hence, the solution
in region SS is given by (2.43) when (ui < 0,ub < ui) and by (2.47) when (ui < 0,ui < ub  −2ui).
Clearly, matching between expansion (2.43) [(ui < 0,ub < ui)] or expansion (2.47) [(ui < 0,ui < ub 
−2ui)] (as x → ∞) and expansion (2.20), (2.21) with (2.27) (as y → 0+) fails and we conclude that
σ0(y) cannot be given by (2.27).
Therefore, σ0(y) is given by (2.28) and α = √−ui , giving
σ0(y) =
{
2
3
√
3
(y − ui) 32 , y −2ui,√−ui y, 0 y < −2ui,
(2.53)
where ui < 0. Hence, region IV must be replaced by three regions: region IV(a) [y ∈ (−2ui,∞)],
region TR (transition region, y = −2ui ± o(1)) and region IV(b) [y ∈ (0,−2ui)]. We consider each of
these regions in turn.
We begin region IV(a), where y ∈ (−2ui,∞). Substitution of (2.20), (2.21) into Eq. (1.1) (when
written in terms of y and τ ) gives on solving at each order in turn and matching to expansion (2.19)
[x = O (τ )] as y → ∞, that
u(y, τ ) = ui ± exp
(
− 2
3
√
3
(y − ui) 32 τ − 12 lnτ − H(y) + o(1)
)
(2.54)
as τ → ∞ with −2ui + o(1) < y < ∞, where
H(y) ∼ 3
4
ln y − ln A¯ (2.55)
as y → ∞. The function H(y) remains undetermined. The − [+] sign in expansion (2.54) corresponds
to the case (ui < 0,ub < ui) [(ui < 0,ui < ub  −2ui)] respectively. We now consider region IV(b),
where σ0(y) = √−ui y [y ∈ (0,−2ui)]. On continuing expansion (2.20), (2.21) in region IV(b), we
obtain that the expansion in region IV(b) is given by
u(y, τ ) = ui ± exp
(−√−ui yτ − β1 lnτ − β1 ln |y + 2ui | − β2 + o(1)) (2.56)
as τ → ∞, with 0 + o(1) < y < −2ui − o(1) where β1 and β2 are constants to be determined on
matching with region S as y → 0+ . Matching expansion (2.56) (as y → 0+) with expansion (2.43)
(as x → ∞) when (ui < 0,ub < ui) or expansion (2.47) (as x → ∞) when (ui < 0,ui < ub  −2ui)
requires that
β1 = 0 and β2 =
{− ln(− 12uiA2 ), ub < ui,
− ln(− 12uiB2 ), ui < ub −2ui,
(2.57)
where ui < 0.
We now examine region TR. An examination of expansion (2.54) (as y → −2u+i ) and expansion
(2.56) (as y → −2u−i ) reveals in this region y = −2ui + O (τ−
1
2 ) as τ → ∞. To examine region TR we
introduce the scaled coordinate
η = (y + 2ui)τ 12 , (2.58)
where η = O (1) as τ → ∞, and expand as
u(η, τ ) = ui ±
[
F (η) + o(1)]exp(−2(−ui) 32 τ − (−ui) 12 ητ 12 ), (2.59)
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written in terms of η and τ ), we obtain at leading order
Fηη + η
6(−ui) 12
Fη = 0, −∞ < η < ∞. (2.60)
On writing
η = 3 12 (−ui) 14 ξ, (2.61)
Eq. (2.60) becomes
Fξξ + ξ
2
Fξ = 0, −∞ < ξ < ∞. (2.62)
The solution of (2.62) is readily obtained as
F (ξ) = A1 erfc
(
ξ
2
)
+ B1, (2.63)
where A1 and B1 are to be determined on matching. In region TR we have, via (2.59) and (2.61), that
u(η, τ ) = ui ±
[
A1 erfc
(
η
2
√
3(−ui) 14
)
+ B1 + o(1)
]
exp
(−2(−ui) 32 τ − (−ui) 12 ητ 12 ) (2.64)
as τ → ∞. Matching expansion (2.64) (as η → −∞) with expansion (2.56) (as y → −2u−i ) requires
that
2A1 + B1 =
{ 12(−ui)
A2 , ub < ui,
12(−ui)
B2 , ui < ub −2ui,
(2.65)
where ui < 0. Matching expansion (2.64) (as η → ∞) with expansion (2.54) (as y → −2u+i ) requires
that
H(y) ∼ ln(y + 2ui) − ln
(
2
√
3(−ui) 14√
π
)
as y → −2u+i , (2.66)
and
B1 = 0, A1 =
{ 6(−ui)
A2 , ub < ui,
6(−ui)
B2 , ui < ub −2ui,
(2.67)
where ui < 0. As η → −∞ we move out of region TR into region IV(b), where y ∈ (0,−2ui). The form
of expansion (2.64) for (−η)  1 indicates that we must look for an expansion in region IV(b) of the
form
u(y, τ ) = ui ±
[
2A1 exp(−√−ui yτ ) − K (y)τ− 12 exp
(
− 2
3
√
3
(y − ui) 32 τ
)]
+ o
(
τ−
1
2 exp
(
− 2√ (y − ui) 32 τ
))
(2.68)3 3
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and τ ), we ﬁnd K (y) is indeterminate at this order. However, matching to region TR (as y → −2u−i )
requires that
K (y) ∼ 2
√
3(−ui) 14 A1√
π(−2ui − y) as y → −2u
−
i . (2.69)
On examining expansion (2.68) in region IV(b) (as y → 0+), we obtain from (2.68), when written in
terms of x (via y = xτ ) that
u(x, τ ) ∼ ui ±
[
2A1 exp(−√−uix) − c0xατ− 12−α exp
(
− 2
3
√
3
(−ui) 32 τ − (−ui)
1
2√
3
x
)]
+ o
(
τ−
1
2−α exp
(
− 2
3
√
3
(−ui) 32 τ
))
(2.70)
as τ → ∞ with x  1. We note that we have made the assumption (which we will verify as consis-
tent) that
K (y) ∼ c0 yα as y → 0+, (2.71)
for some constants c0 and α. On examining expansion (2.70) we determine that the correction to
expansion (2.37) of region S is O [τ− 12−α exp(− 2
3
√
3
(−ui) 32 τ )] as τ → ∞. Hence, in region S we look
for an expansion of the form
u(x, τ ) = [ui + u¯(x)]+ u1(x)χ(τ ) + o(χ(τ )) (2.72)
as τ → ∞, where
χ(τ ) = v1τ− 12−α exp
(
− 2
3
√
3
(−ui) 32 τ
)
,
with the constant v1 to be determined. Here u¯(x) is given by (2.42) when (ui < 0,ub < ui) or by
(2.46) when (ui < 0,ui < ub −2ui). On substitution of (2.72) into Eq. (1.1) we obtain the equation
for u1(x) as
u′′′1 + [ui + u¯]u′1 + u¯′u1 −
2
3
√
3
(−ui) 32 u1 = 0, x 0. (2.73)
We recall, via (2.44) and (2.48), that for x  1
u¯(x) ∼
{ 12ui
A2 e
−√−uix + · · · , ub < ui,
− 12uiB2 e−
√−uix + · · · , ui < ub −2ui,
(2.74)
where ui < 0. Thus, we have, via (2.73), that
u1(x) ∼ c1 exp
(
2√
3
(−ui) 12 x
)
+ c2xexp
(
− (−ui)
1
2√
3
x
)
(2.75)
for x  1, where c1, c2 are constants. Matching expansion (2.72) (with u¯(x) given by (2.42) when
(ui < 0,ub < ui) or by (2.46) when (ui < 0,ui < ub  −2ui)) as x → ∞ with expansion (2.70) up
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Here we recall that y = xτ and note that (EXP) denotes terms exponentially small in τ as τ → ∞.
to exponentially small terms of O (τ− 12−α exp(− 2
3
√
3
(−ui) 32 τ )) as τ → ∞, requires that c2 	= 0, and
that c1 = 0, α = 1 and v1 = ∓ c0c2 , after which matching is complete. We note that c0 and c2 remain
undetermined at this order. Finally, we have in region S
u(x, τ ) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ui + 3ui cosech2(
√−ui
2 x+ cosech−1[ ub−ui3ui ]
1
2 ) + O (τ− 32 exp[− 2
3
√
3
(−ui) 32 τ ]),
ub < ui,
ui − 3ui sech2(
√−ui
2 x+ sech−1[ ub−ui−3ui ]
1
2 ) + O (τ− 32 exp[− 2
3
√
3
(−ui) 32 τ ]),
ui < ub −2ui,
(2.76)
as τ → ∞ with ui < 0. We note that the rate of convergence in both cases is exponential in τ as
τ → ∞, being O (τ− 32 exp[− 2
3
√
3
(−ui) 32 τ ]).
This then completes the large-τ asymptotic structure of the solution to IBVP in the cases
(ui < 0,ui < ub  −2ui) and (ui < 0,ub < ui). A uniform approximation has been given through
regions IV(a), TR, IV(b) and S. Sketches of the asymptotic structure of u(x, τ ) as τ → ∞ when
(ui < 0,ub < ui) and when (ui < 0,ui < ub −2ui) are given in Figs. 2 and 3 respectively.
3. Asymptotic solution to IBVP as τ → ∞ when (ui = 0,ub < 0)
In this section we develop the asymptotic structure of the solution to IBVP when (ui = 0,ub < 0)
as τ → ∞. We must, as in Section 2, begin by careful consideration of the asymptotic structures as
τ → 0 (0 < x < ∞) and as x → ∞ (τ = O (1)). The details of which follow, after minor modiﬁcation,
those given in Sections 2.1 and 2.2 respectively, and we state here only the overall results.
3.1. Asymptotic solution to IBVP as τ → 0
Following Section 2.1 the asymptotic structure of the solution to IBVP as τ → 0 consists of two
regions. We have
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Region I: x = O (τ 13 ), τ → 0,
u(η, τ ) =
(
ub + 3(−ub)
η3−
1
3∫
0
Ai(s)ds
)
+ o(1) (3.1)
with η = xτ− 13 = O (1)( 0) as τ → 0.
Region II: x = O (1)(> 0), τ → 0,
u(x, τ ) = −exp
(
− 2x
3
2
3
√
3
τ−
1
2 + 1
4
lnτ − 3
4
ln x+ ln
[
(−ub)3 54
2
√
π
]
+ o(1)
)
. (3.2)
3.2. Asymptotic solution to IBVP as x → ∞
Following Section 2.2, we have
Region III: τ = O (1), x → ∞,
u(x, τ ) = −exp
(
− 2
3
√
3
τ−
1
2 x
3
2 − 3
4
ln x+
(
1
4
lnτ + ln
[
(−ub)3 54
2
√
π
])
+ o(1)
)
, (3.3)
as x → ∞, with τ = O (1). Expansion (3.3) matches with region II as τ → 0 (x  1). We observe that
expansion (3.3) continues to remain uniform when τ  1, provided that x  τ , but becomes nonuni-
form when x = O (τ ) as τ → ∞ and fails to provide an asymptotic approximation when x O (τ ) as
τ → ∞.
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As τ → ∞, the asymptotic expansion in region III continues to remain uniform for x  τ . However,
as already noted, a nonuniformity develops when x = O (τ ). As in Section 2 we proceed by introducing
region IV in which y = xτ = O (1) as τ → ∞, and look for an expansion of the form (as suggested by
(3.3))
u(y, τ ) = −e−τσ (y,τ ) as τ → ∞, (3.4)
with
σ(y, τ ) = σ0(y) + σ1(y) lnτ
τ
+ σ2(y) 1
τ
+ o
(
1
τ
)
, (3.5)
as τ → ∞, with y = O (1). It is instructive to consider ﬁrst the leading order problem in region IV. On
substituting (3.4) and (3.5) into Eq. (1.1) (when written in terms of y and τ ) we obtain the leading
order problem as
(
σ ′0
)3 − yσ ′0 + σ0 = 0, y > 0, (3.6)
σ0(y) > 0, y > 0, (3.7)
σ0(y) ∼ 2
3
√
3
y
3
2 as y → ∞. (3.8)
The ﬁnal condition, (3.8), arises from matching expansion (3.4) (y  1) with expansion (3.3)
(x = O (τ )). Eq. (3.6) has a one-parameter family of linear solutions
σ0(y) = α
(
y − α2), −∞ < y < ∞, (3.9)
for any α ∈R, together with the associated pair of envelope solutions,
σ0(y) = ± 2
3
√
3
y
3
2 , y > 0. (3.10)
Combinations of (3.9) and (3.10) which remain continuous and differentiable also provide solutions to
(3.6) (envelope touching solutions).
The problem (3.6)–(3.8) thus has the envelope solution given by
σ0(y) = 2
3
√
3
y
3
2 , y > 0, (3.11)
together with the family of envelope touching solutions, given by
σ0(y,α) =
{
2
3
√
3
y
3
2 , y  3α2,
α(y − α2), α2  y < 3α2,
(3.12)
for each α > 0. Since the solution to (3.6)–(3.8) approaches zero as
y → yc(α) =
{
0, α = 0,
α2, α > 0,
(3.13)
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when
y = yc(α) + O
(
δ(τ ,α)
)
(3.14)
with
δ(τ ,α) =
{
τ− 23 , α = 0,
τ−1, α > 0.
(3.15)
We further note that, although σ0(y,α) and σ ′0(y,α) are continuous over the range of deﬁnition
y  α2, the second derivative σ ′′0 (y) is discontinuous at the point at which the linear solution meets
the envelope solution, that is at y = 3α2. This indicates that a thin transition region exists in the
neighbourhood of the point of contact of the linear solution and the envelope in which third-order
derivatives are retained at leading order to smooth out these discontinuities in curvature.
We now have two distinct cases to consider, namely when α = 0 and σ0(y) is given by the enve-
lope solution (3.11) or when α > 0 and σ0(y,α) is given by the envelope touching solution (3.12). We
now consider each case in turn.
α > 0
Following (3.14), (3.15) we introduce region S in which y = α2 + O (τ−1) and u = O (1) as τ → ∞.
Thus we write
y = α2 + z
τ
(3.16)
in region S, with z = O (1) as τ → ∞, and expand in the form
u(z, τ ) = u¯(z) + o(1) (3.17)
as τ → ∞ with z = O (1). On substitution from (3.16), (3.17) into Eq. (1.1) (when written in terms of
z and τ ) we obtain the leading order problem
u¯zzz + u¯u¯z − α2u¯z = 0, −∞ < z < ∞, (3.18)
u¯ → 0− as z → ∞, (3.19)
u¯(z) bounded as z → −∞. (3.20)
We can integrate Eq. (3.18) once, and use the condition as z → ∞, to obtain
u¯zz + 1
2
(
u¯ − α2)= 0, −∞ < z < ∞, (3.21)
in place of (3.18). A sketch of the (u¯, u¯z) phase plane of the second-order autonomous nonlinear
ordinary differential equation (3.21) is shown in Fig. 1. The only phase path which satisﬁes the bound-
ary condition (3.19) is the stable manifold of the equilibrium point at the origin which lies in the
half-plane u¯ < 0 and is denoted by S in Fig. 1. However, on S , u¯(z) is monotone decreasing with
decreasing z and becomes unbounded (→ −∞) as z → z−0 with z0 ∈ R. Hence boundary condition
(3.20) cannot be satisﬁed on S . We must conclude that the boundary value problem (3.18)–(3.20) has
no solution. Hence we cannot choose α > 0, and this case must be ruled out.
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We now have
σ0(y) = 2
3
√
3
y
3
2 , y > 0. (3.22)
Continuing expansion (3.4), (3.5) in region IV gives
σ1(y) = 1
2
, y > 0, (3.23)
and
σ2(y) = −H(y), y > 0, (3.24)
with H : (0,∞) →R undetermined, but having
H(y) ∼ −3
4
ln y + ln
(
(−ub)3 54
2
√
π
)
as y → ∞. (3.25)
Thus we have in region IV
u(y, τ ) = −exp
(
− 2
3
√
3
y
3
2 τ − 1
2
lnτ + H(y) + o(1)
)
(3.26)
as τ → ∞ with y = O (1)(∈ (0,∞)). We must now introduce localized region V in which following
(3.14) and (3.15), y = O (τ− 23 ) as τ → ∞. Thus we write
y = ξ
τ
2
3
(3.27)
in region V, with ξ = O (1)( 0) as τ → ∞. It follows from (3.27) and expansion (3.4), (3.5) in re-
gion IV, that we should expand as
u(ξ, τ ) = φ(τ )G(ξ) + o(φ(τ )) as τ → ∞ (3.28)
with ξ = O (1)( 0), and the gauge function
φ(τ ) = o(1) as τ → ∞, (3.29)
is to be determined. On re-writing Eq. (1.1) in terms of ξ and substituting from (3.28) we obtain
φ′(τ )G − 1
3
φ(τ )
τ
ξGξ + φ
2(τ )
τ
1
3
GGξ + φ(τ )
τ
Gξξξ = 0. (3.30)
A non-trivial balance requires
φ2(τ )
1 ∼
φ(τ )
τ
as τ → ∞, (3.31)τ 3
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φ(τ ) = τ− 23 . (3.32)
We observe that all terms in (3.30) are retained at leading order as τ → ∞ and (3.30) becomes
Gξξξ + GGξ − ξ
3
Gξ − 2
3
G = 0, 0< ξ < ∞. (3.33)
We note that Eq. (3.33) admits the solution G(ξ) = ξ . Now, matching expansion (3.4), (3.5) (y → 0+)
with expansion (3.28) (ξ → ∞) requires ﬁrst that
H(y) ∼ 1
4
ln y + ln D as y → 0+, (3.34)
with D > 0 as yet undetermined, after which we require that
G(ξ) ∼ −Dξ 14 e− 23√3 ξ
3
2
as ξ → ∞. (3.35)
Finally, we note that boundary condition (1.3) cannot be satisﬁed at ξ = 0 [that is, x = 0] in this
region as u = O (τ− 23 ) as τ → ∞, and we anticipate that expansion (3.28) will become nonuniform
as ξ → 0+ . Hence we expect a further region located at ξ = 0 and within which u = O (1) as τ → ∞
and boundary condition (1.3) is satisﬁed.
A detailed numerical study of initial value problem (3.33) and (3.35), using a shooting method,
has been carried out in [6]. It was established that there exists a unique value of D = D+ > 0 such
that for each D ∈ (0, D+) the solution to (3.33) and (3.35) is bounded on ξ ∈ [0,∞). Hence, for
D ∈ (0, D+) expansion (3.28) remains uniform as ξ → 0+ and boundary condition (1.3) cannot be
satisﬁed. However, when D = D+ the solution blows up as ξ → 0+ with
G(ξ) ∼ −12
ξ2
as ξ → 0+. (3.36)
We note that G(ξ) = −12ξ−2 is an exact solution of (3.33) on 0 < ξ < ∞. We further note that for
D ∈ (D+,∞) the solution to (3.33), (3.35) blows up at ﬁnite-ξ , say ξ0(> 0), with
G(ξ) ∼ − 12
(ξ − ξ0)2 as ξ → ξ
+
0 . (3.37)
There are two cases to consider.
(a) D = D+
Expansion (3.28) with (3.36) becomes nonuniform when ξ = O (τ− 13 ) [that is, x = O (1)] as τ → ∞,
and to complete the asymptotic structure we introduce a ﬁnal region, region S, where x = O (1)( 0)
as τ → ∞. The structure of expansion (3.28) (with (3.36)) in region V when ξ = O (τ− 13 ) as τ → ∞
suggests that we should, in region S, look for an expansion of the form
u(x, τ ) = uˆ(x) + o(1) (3.38)
as τ → ∞, with x = O (1)  0. On substitution of (3.38) into Eq. (1.1) we obtain the leading order
problem
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uˆ(x) ∼ −12
x2
as x → ∞, (3.40)
uˆ(0) = ub. (3.41)
We can integrate (3.39) once, and use the condition as x → ∞, to obtain
uˆxx + 1
2
uˆ2 = 0, 0< x< ∞, (3.42)
in place of (3.39). Condition (3.41) ensures that boundary condition (1.3) at x = 0 is satisﬁed,
whilst condition (3.40) arises from matching expansion (3.38) (as x → ∞) with expansion (3.28)
[ξ = O (τ− 13 )]. The solution to (3.42), (3.40) and (3.41) is readily obtained as
uˆ(x) = −
[
x
2
√
3
+ 1√−ub
]−2
, x 0, (3.43)
giving, via (3.38), that in region S
u(x, τ ) = −
[
x
2
√
3
+ 1√−ub
]−2
+ o(1) (3.44)
as τ → ∞, with x = O (1)( 0).
(b) D ∈ (D+,∞)
Expansion (3.28) with (3.37) becomes nonuniform when ξ = ξ0 + O (τ− 13 ) [that is, x = O (τ 13 )] as
τ → ∞, and we introduce a new region, region SS. To examine region SS we introduce the scaled
coordinate η = (ξ − ξ0)τ 13 = O (1) and look for an expansion of the form
u(η, τ ) = uˇ(η) + o(1) (3.45)
as τ → ∞, with η = O (1). On substitution of (3.45) into Eq. (1.1) we obtain the leading order problem
uˇηηη + uˇuˇη = 0, −∞ < η < ∞, (3.46)
uˇ(η) ∼ − 12
η2
as η → ∞, (3.47)
uˇ(η) bounded as η → −∞. (3.48)
We can integrate (3.46) once, and use the condition as η → ∞, to obtain
uˇηη + 1
2
uˇ2 = 0, −∞ < η < ∞, (3.49)
in place of (3.46). Phase plane analysis of (3.49) indicates that the solution to (3.49), (3.47) is given
by
uˇ(η) = −
[
η√ + η0
]−2
, (3.50)
2 3
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√
3η0)− and condition (3.48) is not
satisﬁed. Therefore, boundary value problem (3.49), (3.47) and (3.48) has no solution and this case
must be ruled out.
We conclude that ξ0 = 0 and that D = D+ . This then completes the large-τ asymptotic structure
of the solution to IBVP in the case (ui = 0,ub < 0). A uniform approximation has been given through
regions III, IV, V and S. The structure of each of these regions is summarized below:
Region III: x  τ as τ → ∞,
u(x, τ ) = −exp
(
− 2
3
√
3
τ−
1
2 x
3
2 − 3
4
ln x+ 1
4
lnτ + ln
[
(−ub)3 54
2
√
π
]
+ o(1)
)
.
Region IV: x = O (τ ) as τ → ∞, y = xτ = O (1)(∈ (0,∞)) as τ → ∞, and
u(y, τ ) = −exp
(
− 2
3
√
3
y
3
2 τ − 1
2
lnτ + H(y) + o(1)
)
as τ → ∞ with y = O (1)(∈ (0,∞)). H(y) = O (1) is undetermined, with
H(y) =
⎧⎨
⎩−
3
4 ln y + ln( (−ub)3
5
4
2
√
π
) + o(1) as y → ∞,
1
4 ln y + ln D + o(1) as y → 0+,
where D = D+ > 0.
Region V: x = O (τ 13 ) as τ → ∞, ξ = x
τ
1
3
= O (1)(∈ (0,∞)) as τ → ∞, and
u(ξ, τ ) = G(ξ)τ− 23 + o(τ− 23 )
as τ → ∞ with ξ = O (1)(∈ (0,∞)). G(ξ) is the solution to (3.33), (3.35) and has
G(ξ) =
⎧⎨
⎩−Dξ
1
4 e
− 2
3
√
3
ξ
3
2
as ξ → ∞,
− 12
ξ2
as ξ → 0+,
with D = D+ > 0.
Region S: x = O (1)( 0) as τ → ∞,
u(x, τ ) = −
[
x
2
√
3
+ 1√−ub
]−2
+ o(1)
as τ → ∞ with x = O (1)( 0).
A sketch of the asymptotic structure of u(x, τ ) as τ → ∞ is given in Fig. 4, with a blow out of the
region y = O (τ− 23 ) given in Fig. 5.
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Here we recall that y = xτ and note that (EXP) denotes terms exponentially small in τ as τ → ∞. We further note that
u = O (τ− 23 ) in region V and that u = O (1) in region S.
Fig. 5. A blow out of the region y = O (τ− 23 ).
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In this paper we have obtained, via the method of matched asymptotic coordinate expansions,
the uniform asymptotic structure of the large-τ solution to IBVP in the cases (ui < 0,ub < ui),
(ui < 0,ui < ui −2ui) and (ui = 0,ub < 0). In each case the solution exhibits the formation a steady
state solution, which is in the ﬁrst two cases in agreement with the numerical solutions given in [8].
This large-τ structure was obtained by careful consideration of the asymptotic structures as τ → 0
(0 x< ∞) and as x → ∞ (τ  O (1)). The results in each case are summarized as follows:
(ui < 0,ub < ui) or (ui < 0,ui < ub −2ui)
The large-τ structure consists of four main asymptotic regions, which in terms of the coordinate y
(where y = xτ ), are displayed in Fig. 2 for (ui < 0,ub < ui) and Fig. 3 for (ui < 0,ui < ub  −2ui).
These four regions are namely, as τ → ∞,
region IV(a): y = O (1)[∈ (−2ui,∞)] (constant region),
region TR: y = −2ui + O
(
τ−
1
2
)
(transition region),
region IV(b): y = O (1)[∈ (0,−2ui)] (constant region),
region S: y = O (τ−1) (steady state region).
Regions IV(a) and IV(b) allow for the transfer of information from the far ﬁeld (y  1) [that is,
x  τ ] to the near ﬁeld (y = O (1)(> 0)). We note that at leading order in regions IV(a) and IV(b) the
solution to IBVP, u, is O (1) and is given by the constant value ui . However, although the correction
to ui is exponential in τ as τ → ∞ in both regions IV(a) and IV(b) the structure of the exponential
correction is different and transition region TR is required to allow for this change of structure. The
correction to ui in region IV(b) becomes O (1) as y → 0 indicating the presence of a nonuniformity
in expansion (2.68) and the requirement of the localized region, region S, in the neighbourhood of
y = 0. In region S, where y = O (τ−1) as τ → ∞ [that is, x = O (1) 0], the solution is given by
u(x, τ ) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ui + 3ui cosech2(
√−ui
2 x+ cosech−1[ ub−ui3ui ]
1
2 ) + O (τ− 32 exp[− 2
3
√
3
(−ui) 32 τ ]),
ub < ui,
ui − 3ui sech2(
√−ui
2 x+ sech−1[ ub−ui−3ui ]
1
2 ) + O (τ− 32 exp[− 2
3
√
3
(−ui) 32 τ ]),
ui < ub −2ui,
as τ → ∞ with ui < 0. We note that the rate of convergence in both cases is exponential in τ as
τ → ∞, being O (τ− 32 exp[− 2
3
√
3
(−ui) 32 τ ]).
(ui = 0,ub < 0)
The large-τ structure of the solution to IBVP in this case consists of three main asymptotic regions,
which in terms of the coordinate y are displayed in Fig. 4. A blow out providing more detail of
regions V and S is given in Fig. 5. These three regions are namely, as τ → ∞,
region IV: y = O (1)[∈ (0,∞)] (exponential region),
region V: y = O (τ− 23 ) (transition region),
region S: y = O (τ−1) (steady state region).
J.A. Leach / J. Differential Equations 246 (2009) 3681–3703 3703Region IV allows for the transfer of information from the far ﬁeld (y  1) [that is, x  τ ] to the near
ﬁeld (y = O (1)(> 0)). The solution to IBVP, u, is exponentially small in τ as τ → ∞ in region IV,
whereas u = O (1) as τ → ∞ in region S. The solution in region S is given by
u(x, τ ) = −
[
x
2
√
3
+ 1√−ub
]−2
+ o(1)
as τ → ∞, with x = O (1)( 0), which at leading order is the steady state (1.5). The transition region,
region V, within which u = O (τ− 23 ) as τ → ∞, connects regions IV and S and facilitates the change
in structure between these two regions.
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