We consider the speed of propagation of a continuous space branching random walk with the additional restriction that the birth rate at any spatial point cannot exceed 1. The dispersion kernel is taken to have density that decays polynomially as |x| −2α , x → ∞. We show that if α > 2, then the the system spreads at a linear speed. We also consider the mesoscopic equation corresponding to the microscopic stochastic system. We show that in contrast to the microscopic process, the solution to the mesoscopic equation spreads exponentially fast.
Introduction
We analyze the truncated pure birth model introduced in [BDPK + 17] on the subject of the speed of space propagation. Our aim is to approach the question from the microscopic probabilistic as well as the mesoscopic point of views. It turns out that the scaling significantly changes the behavior of the system: while the microscopic model grows linearly in time provided the exponent is larger than four, the mesoscopic model spreads exponentially fast. * Email: viktor.bezborodov@univr.it † Email: luca.dipersio@univr.it ‡ Email: tyll.krueger@pwr.wroc.pl § Email: pasha.tkachov@gssi.it
The limiting behavior of the branching random walk has been extensively studied. For an overview of branching random walks and related topics, see e.g. [Shi15] . The asymptotic behavior of the position of the rightmost particle of the branching random walk under different assumptions are given in [Dur83] and [Dur79] , see also references therein. A shape theorem for a one-dimensional discrete-space supercritical branching random walk with an exponential moment can be found in [Big95] ; [Big97] contains further comments and extensions, in particular for a multidimensional branching random walk. Further results and references on the branching random walk with the focus on the position of rightmost particle can be found in [Big10] . More refined limiting properties have been obtained recently, such as the limiting law of the minimum or the limiting process seen from its tip or the asymptotics of the position of the minima of a branching random walk, see [Aïd13, ABBS13, ABK13, ABR09] . For maximal displacement of branching random walks in an environment see e.g. [FZ12, Mal15] and references therein.
Among asymptotic results for other stochastic models, Blondel [Blo13] proves a shape result and an ergodic theorem for the process viewed from the tip for the East model. A continuousspace set-valued stochastic growth model with the related shape theorem was given in [Dei03] .
The results have been extended in [GM08] . The agent based model we treat in the present manuscript shares some features with this set based models.
The transition from the microscopic probabilistic models to macroscopic deterministic evolutions is a subject of several works, see e.g. [FM04, CFM08] . Equations similar to those considered in the present paper appear in [BDMM07] during the analysis of the rightmost particle of the Branching random walk. Convolution with a probability density is often considered in biological and ecological models to describe a non-local interaction [CDL08, LMLNC03] . Evolution equations involving convolution terms naturally appear as a limiting behavior of rescaled stochastic processes [MB15, Dur88, LP66, Pre08, FKK10] . We do not give a formal derivation of the macroscopic model here, however we show that the microscopic and macroscopic models may have qualitatively different asymptotic growth rate when the underlying geographic space is not compact. This phenomenon can also be deduced for other models (see Remark 2.6).
The main results are Theorems 2.1 and 2.7. Theorem 2.1 states that the birth process with the birth rate given by (1) and (2) below propagates not faster than linearly if α > 2. We give a proof for the negative direction only as the proof for the opposite direction is identical due to symmetricity. Of course, Theorem 2.1 also applies to any stochastic process dominated by the birth process defined in Section 2, see Remark 2.5 for more detail. In contrast to the linear speed in the stochastic microscopic model, Theorem 2.7 shows that the solution to the respective mesoscopic equation propagates exponentially fast. Let us note that the effect is different for the models without restriction: a dispersion kernel with polynomially decaying tails gives exponentially fast propagation for both the rightmost particle of the branching random walk (as shown in [Dur83] ) and the unique solution to the corresponding mesoscopic equation (see [FT17] ).
The paper is organized as follows. The models we consider, assumptions and results are collected in Section 2. Proofs of the main results, Theorems 2.1 and 2.7, are given in Sections 3 and 4, and 5 respectively. Section 5 also contains a remark on heuristic connection between the microscopic and mesoscopic models.
The model, assumptions and results
Let Γ 0 be the collection of subsets of finite number of points in R 1 ,
where |η| is the number of elements in η. Let also b : R 1 × Γ 0 → R + be the birth rate
with
where c α > 0 is such that R a(z)dz = 1. We assume throughout the paper that α > 2. The time evolution can be imagined as follows. We denote the state of the process at time t by η t ∈ Γ 0 . If the state of the system is η ∈ Γ 0 , then the rate at which a birth occurs in a bounded Borel set B is B b(x, η)dx, that is, the probability that a new particle appears (a "birth") in a bounded set B ∈ B(R 1 ) over time interval [t;
More details can be found in [BDPK + 17]. Note that the birth rate without restriction
corresponds to a continuous space branching random walk.
Theorem 2.1. For the continuous space birth process (η t ) t≥0 with birth rate (1) and initial condition η 0 = {0} there exists a constant C α > 0 such that a.s. for sufficiently large t,
Remark 2.2. As is the case for many shape theorems for growth models, Theorem 2.1 holds true for any initial condition η 0 ∈ Γ 0 (R 1 ). Also, the upper bound in (1) does not have to be 1, it can be any positive constant.
Remark 2.3. In fact, analyzing the proof of the shape theorem in [BDPK + 17], we can obtain a stronger result for the one dimensional continuous space birth process with birth rate satisfying
for some constant C b > 0, provided that certain additional conditions are satisfied (monotonicity, translation and rotation invariance, and non-degeneracy as defined in [BDPK + 17]). Specifically, there exists a constant λ > 0 such that for every ε > 0 a.s. for sufficiently large t both
and
hold true. In particular, (4) and (5) hold for b defined in (1) and (2). Note that such b does not satisfy Condition 2.1 from [BDPK + 17], however Condition 2.1 from that paper is only used to establish that the growth is at most linear, which we do in a different way in Theorem 2.1.
Remark 2.4. Theorem 2.1 can be compared with the discrete space result of Durrett [Dur83] , which shows that we observe an exponential growth for the maximal displacement of a branching random walk with polynomially decreasing dispersion kernel. A related result for a branching random walk with dispersion kernel satisfying certain semiexponential conditions can be found in [Gan00] . Semiexponential kernels in [Gan00] satisfy
for t sufficiently large, where Y is a random variable distributed as displacement of the offspring from the parent, r ∈ (0, 1), l and L are slowly varying functions, and L(t)/t 1−r is non-increasing for large t. The spread rate for a branching random walk with such a displacement kernel is given in [Gan00] explicitly. The system grows faster than linearly; for some choices of L the spread rate is polynomial. For Deijfen's model of a randomly growing set, Gouéré and Marchand [GM08] give a sharp condition on the distribution of the outburst radii for linear or superlinear growth (i.e. faster than linear).
Remark 2.5. As noted in the introduction, Theorem 2.1 also applies to any stochastic process dominated by the birth process with birth rate (1). In particular, the statement holds true if every particle is removed after an exponential time with mean δ −1 , that is, if each particle also has a death rate equal to δ.
Remark 2.6. Remark 2.5 can be contrasted with the spread rate of the system driven by the equation
where J is the dispersion kernel, J L 1 = 1, and f : [0, 1] → R + is some differentiable function with f (0) = f (1) = 0 and f ′ (0) > 0, and certain other mild conditions. It is shown in [Gar11] that the solution to (6) has level sets moving faster than linearly. We note that since the solution to (6) takes values between 0 and 1 (provided that the initial condition lies between 0 and 1; see [Gar11] ), we have J * u ≤ 1, and hence (6) can be written as
It turns out that the mesoscopic model shows a very different behavior. No matter how large α in (2) is, the speed of propagation will be faster than linear as we see in Theorem 2.7.
A mesoscopic approximation of the point process (η t ) t≥0 is given by the following evolution equation
where a is defined by (2).
The following theorem states that the solution to (8) propagates exponentially fast. Moreover, solutions with roughly speaking 'monotone' initial conditions (case 2) propagate faster than solutions with 'integrable' initial conditions (case 1).
Theorem 2.7. Let 0 ≤ u 0 ∈ L ∞ (R) and u = u(x, t) be the corresponding classical solution to (8) with a(x) defined by (2). Then, for any ε ∈ (0, 1), n ≥ 1, there exists τ = τ (ε, n) such that the following inclusions hold 1. If there exists C > 0 such that u 0 (x) ≤ Ca(x), x ∈ R, and there exist µ > 0,
2. If there exists C > 0 such that u 0 (x) ≤ C ∞ x a(y)dy, x ∈ R, and there exist µ > 0, ρ ∈ R,
Remark 2.8. We use the term 'mesoscopic approximation' here instead of 'macroscopic approximation', even though some authors might use the latter to describe (8). We follow here [Pre08] ; see also [Lac11] , [SCB + 10] for discussions of microscopic, mesoscopic and macroscopic descriptions of complex systems.
Notation and conventions. Let R + = [0, ∞), R − := (−∞, 0] and Z + = {m ∈ Z : m ≥ 0}. For processes indexed by R + (which represents time) we will use (X t ) as a shorthand for (X t ) t≥0 or
For a, b ∈ R, a + = max{a, 0}, a ∨ b = max{a, b}, a ∧ b = min{a, b}. Cov(X, Y ) and Var(X) denote the covariance between X and Y and variance of X, respectively. 1 is an indicator, for
Throughout the paper, C denotes different universal constants whose exact values are irrelevant.
Even in the concatenation
where F, G, and H are some expressions, two occurrences of C may have different values. We set B r (x) = {y ∈ R | |x − y| ≤ r} and B r = B r (0). For simplicity of notations we will write "x ∈ R" instead of "a.e. x ∈ R" for the elements of L ∞ (R). We denote
We will write for
A very brief outline of the proof of Theorem 2.1. The proof of Theorem 2.1 is split across Sections 3 and 4. In Section 3 we prove the equivalent of Theorem 2.1 for the case when the underlying 'geographical' space is discrete Z 1 rather than continuous R 1 . This equivalent is given in Theorem 3.13, and Sections 3 is entirely devoted to the proof of Theorem 3.13. The main idea of the proof is a coupling of the process seen from its tip with a simpler process. Some of the ingredients are the strong law of large numbers for dependent random variables, a form of the strong law for martingales, and Novikov's inequalities, or Bichteler-Jacod's inequalities, for discontinuous martingales. In Section 4 we finally prove Theorem 2.1 by coupling the continuous space process with the discrete space process from Section 3.
Lattice truncated process
In this section we introduce a discrete space equivalent defined by (12) and (13) for our continuous space process defined by (1) and (2). We prove in this section that this discrete space process spreads not faster than linearly (Theorem 3.13).
We consider the birth process on Z Z 1 + with the birth rate
where
(for convenience we consider a slightly modified a in this section compared to (2)) and the initial
Our aim now is to show that the process propagates not faster than at a finite speed if α > 2. To this end we introduce the process (ξ t ) t≥0 as (η t ) t≥0 seen from its left tip.
Note that (ξ t ) takes values in Z Z + + . Now we introduce another process taking values in Z Z + + . We will see later that this process dominates (ξ t ) in a certain sense specified below. • at rate 1 the configuration is shifted to the right by 1 and a particle is added at zero; that is, if a shift occurs at t and ζ t− ∈ Z Z + + is the state before the shift, then
and ζ t (0) = 1.
• between the shifts, ζ t (k), k ∈ Z + , evolves as a Poisson process. The Poisson processes are independent for different k and of shift times. 
We will say that a process (ζ t ) stochastically dominates another process (ξ t ) if a.s. for every t and every k = 0, 1, ...
The following lemma is a straightforward consequence of Definition 3.3.
Lemma 3.4. Let {a i } i∈Z + be a non-increasing sequence of non-negative numbers. If R 2 stochastically dominates R 1 , both are Z Z + + -valued random elements, then
In particular, if the right hand side of (17) is finite, then so is the left hand side.
Construction and coupling of (η t ), (ξ t ), and (ζ t ). Here we construct the processes (η t ), (ξ t ), and (ζ t ) in such a way that (ζ t ) stochastically dominates (ξ t ). We start with (η t ), which in this section is the discrete space birth process with birth rate given by (12) and (13), and in whose behavior we are interested in. The processes (ξ t ) and (ζ t ) are auxiliary processes we need to analyze the position of the leftmost occupied site of (η t ).
Let N be a Poisson point process on R + × Z × [0, 1] with mean measure ds × # × du, where # is the counting measure on Z. Then (η t ) can be defined as the unique solution to the equation
Define a filtration of σ-algebras {F t , t ≥ 0} as the completion of
The filtration {F t , t ≥ 0} is right-continuous and complete. All the stopping times we consider are with respect to this filtration.
Let {N (j) } j∈Z be a collection of independent Poisson processes indexed by Z defined by
and let {u (j)
i } j,i∈N be a two-dimensional array of independent uniformly distributed on [0, 1] random variables uniquely defined by
where t
Note that the processes {N (j) } j∈Z and
i } j,i∈N are mutually independent. The evolution of (ξ t ) can be described in terms of {N (j) } j∈Z and {u
i } j,i∈N as follows. Shifts by m ∈ N to the left occur at moments t when N (tip(η)−m) ({t} × [0,
(k+m) 2α ]) = 1, and a particle at zero is added. Between the shift times, the number of particles in a vertice j grows according to N (tip(η)+j) for (ξ t ); however, an increment by 1 at time t in a vertice j actually
If (21) is not satisfied, then the value stays the same: ξ
Let us now define (ζ t ) in terms of {N (j) } j∈Z . Recall that the initial configuration is ζ 0 (k) = 1, k ∈ Z + . A shift by 1 occurs at time moments t when N (tip(η)−1) ({t}) = 1. Between the shift times, the number of particles in a vertice j grows according to N (tip(η t− )+j) for (ζ t ), that is,
and u
Let us now list some of the properties of the processes (ζ t ) and (ξ t ) which are used later on.
They follow from definitions and construction of (ζ t ) and (ξ t ).
A.s. for all
2. Every shift for (ζ t ) is a shift for (ξ t ) too, since for m = 1,
3. If a shift occurs for (ζ t ) ((ξ t )) at time t, then ζ t (0) = 1 (ξ t (0) = 1 respectively).
4. If (ξ t (j)) is increased by 1 at time t, j ∈ Z + , then so is (ζ t (j)) (but not necessarily vice versa by (21)).
5. The processes (η t ), (ξ t ), (ζ t ) are Markov processes with respect to {F t , t ≥ 0}.
Denote by (Ñ t ) the Poisson process such thatÑ t −Ñ t− = 1 for those t when N
is the Poisson process whose jumps are exactly the shift times for (ζ t ). Let σ k = inf{t > 0 :Ñ t = k} be the jump times of the process (Ñ t ), that is, t ∈ {σ k } k∈N if and only ifÑ t −Ñ t− = 1. Let also ϕ k = σ k = 0 for k = 0, −1, −2, ... Note that {σ k } k∈N ⊂ {ϕ k } k∈N since every shift for (ζ t ) is a shift for (ξ t ) too. The process (ζ t ) has the following representation (let us stress here that we do not use this representation in the proofs):
for t ≥ 0 let n ∈ N be such that t ∈ [ϕ n , ϕ n+1 ), then
Proof. Let us show that (16) is satisfied for every k = 0, 1, ... if we takeξ t = ξ t andζ t = ζ t .
We use induction on k. For k = 0 (16) is clear since by construction every shift of (ζ t ) t≥0 is a shift for (ξ t ) t≥0 too, while every time (ξ t (0)) t≥0 is increased by 1 (ζ t (0)) t≥0 is increased too.
Fix n ∈ N and assume that (16) holds for k = 0, . . . , n − 1. At t = 0 (16) with k = n holds. Let θ < ∞ be the first moment when (16) with k = n does not hold; note that θ is well defined since a.s. there are only finitely many shifts up to any time moment, and finitely many increments in vertices 0, 1, . . . , n took place. Thus we have
If (ξ t ) got shifted by m at θ, then, at θ, (ζ t ) got shifted by 1 or did not change; in either
If on the other hand (ξ t ) got increased by 1 in a vertice j, 0 ≤ j ≤ n, at θ, then (ζ t ) got increased by 1 at the same vertice too. So, (22) and (23) cannot both be satisfied for a finite θ, and thus we have a contradiction.
We now introduce another Z Z + + -valued process defined bȳ
which is equal in distribution to (ζ t ) by the strong Markov property of a Poisson point process, see the appendix in [BDPK + 17]. It is a little bit easier to work with, so we will use it in the estimates below.
Denote the distance from the leftmost occupied site for (η t ) to the origin by X t , so that
Note that (X t ) allows the representation
To represent X t as an integral with respect to a Poisson point process, for 0 < a < b and m ∈ N define the set T (a, b, m) = {(s, k) ∈ R + × Z|a < s ≤ b, tip (η s− ) + m = k} and the point process
Note that for 0 < a < b a.s. 
The process
is therefore a local martingale with respect to {F t , t ≥ 0}, see e.g. (3.8) in Section 3, Chapter 2 in [IW89] . We will see in Lemma 3.8 below that (M t ) is a (true) martingale. We denote by Q t the second summand on the right hand side of (28), so that
In the remaining part of this section we prove that (X t ) grows at most linearly (Theorem 3.13). First we prove that (Q t ) grows at most linearly (Proposition 3.10), then we show that the martingale (M t ) has some nice properties (Proposition 3.12) which allow allow us to apply a strong law of large numbers for martingales in the proof of Theorem 3.13. The following lemma collects some relatively straightforward properties which are used multiple times in the rest of this section.
Lemma 3.6. Let β, X and Y be non-negative random variables with finite third moment.
Proof. The proof is based on the properties of conditional expectation. The proofs of (i)- (v) are done by conditioning on β. We give the proofs for (ii), (iv) and (vi) only; the others are similar to (ii) and (iv). For (ii),
To prove (vi) we use the disintegration theorem for regular conditional probability distri- and T = R + equipped with the Borel σ-algebra, and consider N and β as random elements in S and T respectively. Note that since N and β are independent, the regular conditional probability distribution of N given β is simply the distribution of N in S, which we denote by
hence by the disintegration theorem a.s.
Remark 3.7. Concerning item (vi), note that the conditional distribution of N (β) given β is Pois(β), where Pois(q) is the Poisson distribution with parameter q ≥ 0.
Lemma 3.8. The process (M t ) is a true martingale.
Proof. By Lemma 3.6 for every t ≥ 0,
The statement of the lemma now follows from Theorem 51 in Protter [Pro05] .
Lemma 3.9. There exists C > 0 such that a.s. for sufficiently large t,
Proof. By Lemma 3.4 and Proposition 3.5,
Define σ(−i) = 0, i ∈ N, and
Recall that the process (ζ t ) was defined in (24). Clearly
Combining (30) and (32) and recalling that (ζ t ) d = (ζ t ) result in the observation that it is sufficient to show that the strong law of large numbers holds for (Z n ) n∈N , where
As jump times of a Poisson process, σ n+1 − σ n are independent unit exponentials, in par-
Note that for every n ∈ N
and the last two sums are finite. Thus EZ n is bounded in n. In (33) we applied Lemma 3.6 (iii). In this proof we make use of Lemma 3.6 in multiple places.
The random variables {Z n } n∈N are not independent, however the covariance is small for distant elements: we are going to show that there exists a constant C Z > 0 such that for n, m ∈ N.
We have
Let us denote by COV(i, j) the covariance in the last sum of (35). Recall that we defined σ k = 0 for k = 0, −1, −2, .... We can split the interval (σ n+m−j , σ n+m+1 ] as follows:
and hence (with convention that (a, b] = ∅ if a > b)
We now proceed to estimate COV(i, j). Using (37) we get 
where s uv , u ∈ {1, 2}, v ∈ {1, 2, 3, 4}, stands for the covariance of u-th and v-th summands in the decomposition in (38), for example
Let us estimate each of s uv . To start off, s 11 = s 21 = s 14 = s 24 = s 22 = 0 as the covariance of independent random variables. In particular,
To other terms we apply Lemma 3.6. Assume first that n − i = n + m − j. We have by Lemma 3.6 (i), (ii), and (vi),
Applying Lemma 3.6 (iii), we continue
In the same spirit by Lemma 3.6 (iv)
The computations started from (38) imply that
by Lemma 3.6 (v) where we can take β = σ n+1 − σ n , X = N (n−i) (σ n , σ n+1 ] and Y =
In conjunction with (39), (40) allows us to estimate Cov(Z n , Z n+m ). Recalling (35), we get Proposition 3.10. There exists C > 0 such that a.s. for sufficiently large t,
Proof. Indeed,
so that Lemma 3.9 yields the desired result. 
Proof. By Jensen's inequality applied to a convex function f (x) = x q , x > 0, 
Let ∆M n = M n+1 − M n , and let ∆X n and ∆Q n be defined in the same way.
Proposition 3.12. Let p ∈ (1, (α − 1)) ∩ (1, 2]. Then E |∆M n | p is bounded uniformly in n.
Proof. By (27),
Note that for every k ∈ Z and s ≥ 0, Eη s (k) ≤ k + 1 because (η t (k) − η 0 (k)) t≥0 is dominated by a Poisson process, and consequently also
Novikov's inequalities for discontinuous martingales (also known as 'Bichteler-Jacod's inequalities'; see Novikov [Nov75] , or Marinelli and Röckner [MR14] for generalizations and historical discussions) give
Hence
where C does not depend on n.
We are now ready to prove the main result of this section.
Theorem 3.13 (Linear speed). There existsC > 0 such that a.s.
for sufficiently large t.
Proof. Note that a.s.
since by Proposition 3.12
Then Proposition 3.12 and Hall and Heyde [HH80, Theorem 2.18], where we take U n = n and
Hence Proposition 3.10 yields that a.s. for large n
where C X > 0 is independent of n.
Since X t is non-decreasing, (50) holds for continuous parameter too if we increase the constant: a.s. for large t,
4 Linear growth for continuous-space models
We now return to the continuous-space model with the birth rate (1) described in the introduction. To prove Theorem 2.1, we couple the continuous space process with the discrete space process from Section 3 and make use of Theorem 3.13.
The continuous space birth process defined by (1) and (2) can be obtained as a unique solution to the stochastic equation
where (η t ) t≥0 is a cadlag Γ 0 -valued solution process, N (c) is a Poisson point process on R + × R 1 × R + , the mean measure of N (c) is ds × dx × du, and η 0 = {0}. Equation (52) is understood in the sense that the equality holds a.s. for every bounded B ∈ B(R 1 ) and t ≥ 0. In the integral on the right-hand side of (52), x is the location and s is the time of birth of a new particle.
Thus, the integral over B from 0 to t represents the number of births inside B which occurred before t (see [BDPK + 17] for more details). The birth rate b (c) is as in (1) with a defined in (2).
In this section we denote the solution to (52) by (η 
which is of the form (18) but with the birth rate multiplied by 2 α :
with a (d) as in (13) and η
0 (k) = 1{k = 0}, and with the driving Poisson point process
Note that (η
t ) is the process from the previous section evolving 2 α times as fast in time, and Theorem 3.13 applies to (η + and η
Proposition 4.1. We have a.s. for all t ≥ 0
Proof. The proof will be done by induction on the birth moments of (η t ) at time θ at x ∈ R, then a birth also occurs for (η
at θ at round(x). Assume (56) holds for k < n ∈ N and let x n be the place of birth at time θ n .
Since (η (c)
t ) solves (52), we have a.s.
and hence by the induction assumption a.s.
Consequently, we also have a.s.
and so we also have a birth for (η
θ k − and thus (56) holds at θ n as well.
Proof of Theorem 2.1. The statement of the theorem follows from Theorem 3.13 and Proposition 4.1.
Mesoscopic equation
In this section we study a long time behavior of non-negative bounded solutions to the following nonlinear nonlocal evolution equation
Here
the symbol * stands for the convolution in x on R, i.e.
(a * u)(x, t) := R a(x − y)u(y, t) dx.
An informal scaling and link between the microscopic and mesoscopic models.
Here we describe the heuristic arguments which connects the birth process defined by (1) and (2) and the solution to the equation (57). We follow here the line of thought from [FM04, Theorem 5.3]. Let us stress that we do not in any way give a rigorous proof of the link.
For a bounded measurable function φ : Γ 0 → R consider birth rate
and the corresponding spatial birth process (η n t ) t≥0 . For t ≥ 0, let ν n t be a random purely atomic measure on R defined by
The intuition is that considering (η n t ) t≥0 and (ν n t ) t≥0 we increase the birth rate but then we are going to rescale the process by multiplying by 
Assume furthermore that µ t has a density with respect to the Lebesgue measure provided that the initial condition does: µ 0 (x) = u 0 (x)dx. We denote the density of µ t by u(t, x), so that
and hence, assuming that u is differentiable,
which coincides with (57).
The proof that the limiting measure is indeed the unique solution to (60) would have to rely on the martingale properties of the spatial birth processes. The generator of the birth process with the rate (59) is
As in [FM04] , one could show that for any bounded measurable f :
is a càdlàg martingale with the quadratic variation
The proof of Theorem 2.7 falls naturally into two parts. First, we obtain an estimate of the solution u from above (see Proposition 5.11), which implies that u propagates at most exponentially. Second, we construct subsolutions (83) to (57) in order to estimate 'small' levelsets of the solution from below. Then, locally uniform convergence of u to infinity (Lemma 5.6) demonstrates that the solution does not propagate slower than exponentially.
We start with general properties of the solutions to (57).
We call an operator G in L ∞ (R) Lipschitz continuous, if there exists K > 0, such that for all
Remark 5.2. Gu = min{a * u, 1} is a monotone and Lipschitz continous operator in L ∞ (R) with the Lipschitz constant K = 1.
The following proposition provides the existence and uniqueness of solutions to (57).
Proposition 5.3. Let G be Lipschitz continuous on L ∞ (R) and u 0 ∈ L ∞ (R). Then for any
(62)
Let v τ,Υ := sup
v(·, t) ∞ . Then, one easily gets, that Φ w v τ,Υ < ∞ and
where K is the Lipschitz constant of G. Therefore, Φ w is a contraction mapping on
provided that Υ − τ < 1 K Fixing any δ ∈ 0, 1 K , one gets that there exists the limit u of (Φ w ) n v, n → ∞, for any v, on time intervals [kδ, (k + 1)δ], k ∈ N ∪ {0}, with the corresponding w(x) = u(x, kδ). Therefore, for any 0 ≤ τ < Υ, we have that u ∈ C([τ, Υ], L ∞ (R)) and
Since G is Lipschitz continuous, then it follows that
and it solves (62). The proof is completed.
We introduce the following operators
where u(x, 0) = v(x) and u solves (62). Thus Z y is a shift operator in R, and Q t is a semiflow generated by (62). The following important property follows form the proof of Proposition (5.3).
Corollary 5.4. If Z y and G are commutative for all y ∈ R, then the operators Z y and Q t are commutative, namely,
Proof. Following the notations of the proof of Propostion 5.3, we have for
Hence, we have, for t ∈ [0, δ], y ∈ R,
Repeating the same argument on [δ, 2δ], · · · , [kδ, (k + 1)δ], · · · , finishes the proof.
Proposition 5.5 (Comparison principle). Let G be monotone and Lipschitz on L ∞ (R), T ∈ (0, ∞) be fixed and functions
Proof. Define the following functions for
, and it is straightforward to check that
for all x ∈ R 1 , t ∈ (0, T ]. Therefore, v solves the following integral equation in L ∞ (R):
where v(x, 0) ≥ 0, by (69).
Consider also another integral equation in L ∞ (R):
It is easily seen that 0
. Next, for anỹ T < T and for any w 1 , w 2 from C([0,T ], L ∞ (R, R + )), one gets by (76) that
where K > 0 is the Lipschitz constant of G and we used the elementary inequality |max{a, 0} − max{b, 0}| ≤ |a−b|, a, b ∈ R. Therefore, forT
Thus, there exists a unique solution to (75) 
hence, by (76),ṽ
Since 0 Lemma 5.6. Let exists σ > 0 such that a(x) ≥ σ, x ∈ B σ . Suppose also that u 0 ∈ L ∞ + (R) and u be the corresponding solution to (57).
Then for any r > 0, the following limit holds
Proof. By assumptions of the lemma,
Let v satisfies
We define Df := d * f . Since for any r 1 ≤ r 2 ,
the following estimate holds
Hence, for any t > 0, r > 0,
Let us define,
By Proposition 5.5, applied with Gu = min{a * u, 1},
As a result, (80) holds. The proof is completed.
From now on we study the case when a(x) is defined by (2), with α > 1 2 .
Lemma 5.7. Let a(x) be defined by (2) with α > 1 2 and u 0 ∈ L ∞ + (R). Then there exists R > 0 such that the following statements hold 1. For all |x| ≥ R,
Proof. We start with the first part of the lemma. Without loss of generality we may assume that u 0 ∈ L 1 (R).
Since (c.f. (11)), for any r ≥ |x 0 |, a(x) ∼ a(|x| + r) as |x| → ∞, then there exists R > 0 such that the following estimate holds, for all |x| ≥ R,
a(x) a(|x| + r)
Now we prove the second part of the lemma. By the assumptions on u 0 , there exists decreasing
≤ 0 is compactly supported Then by the first part of the lemma applied to − ∂v 0 (x) ∂x instead of u 0 , there exists
Hence, for all x ≥ R,
The proof is completed.
Lemma 5.8. Let a be defined by (2) with α > 1 2 , and we define
Let τ > 0 be such that r t ≥ x 0 , t ≥ τ . By (85), in order to show that h is a subsolution, it is sufficient to prove that there exists t 0 = t 0 (ε, δ) > τ , such that
for all x ∈ R and t ≥ t 0 . Note that,
for x ∈ R and t > τ .
1. Let x ∈ (−∞, r t − √ r t ), t > τ . Since h(x, t) = λ, for x ≤ r t , then we have
and (89) holds.
2. Let x ∈ [r t − √ r t , r t ), t > τ . Note that h(x, t) = λ, and h(x − y, t) = λ for y ∈ [x − r t , r t ] Then (90) yields, that
Next, for the considered x, − √ r t ≤ y ≤ x − r t yields 0 ≤ x − y − r t < √ r t , and hence, by (88), there exists t 1 > τ such that for all t ≥ t 1 and x ∈ [r t − √ r t , r t )
that, together with (92), implies (89).
3. Let x ≥ r t , t > τ . Then, by (90),
Next, e (1−ε)t = r 2α−1 t ≤ x 2α−1 for t > τ . The latter also implies that (x − y) 2α−1 ≤ x 2α−1 if 0 ≤ y ≤ x − r t . Finally, by (88), there exists t 2 > t 1 , such that
only − √ r t ≤ y < 0, x ≥ r t , t ≥ t 2 . As a result, (93) implies (89), which is proved hence for all
x ∈ R and t ≥ t 2 . The proof for g(x, t) with r t = exp( t−εt 2α ) is similar.
Lemma 5.9. Let a be defined by (2) with α > 1 2 . Then for any γ ∈ ( 1 2α , 1) the following limit holds,
Proof. Take arbitrary δ ∈ (0, 1), γ ∈ (
,
Then,
, where
Using the inequality |x − y| ≥ |x| − |y| ≥ |x| − |x| δ for y ∈ D 1 (x), |x| > 2 1−δ , one has
Next, we evidently have, for any |y| < where c α is the normalising constant defined in (2). As a result (94) holds. The proof is completed.
Lemma 5.10. Let a be defined by (2) with α > 1 2 , γ ∈ ( 1 2α , 1). Then, for any δ ∈ (0, 1), there exists λ = λ(δ, γ) > 0, such that (a * ω λ )(x) ≤ (1 + δ)ω λ (x),
x ∈ R, where ω λ (x) := min λ, a γ (x) , x ∈ R 1 .
Proof. For any λ > 0, we define the set Ω λ := Ω λ (γ) := x ∈ R 1 : a γ (x) < λ .
By (95), for an arbitrary λ > 0, we have ω λ (x) ≤ λ, x ∈ R 1 ; then (a * ω λ )(x) ≤ λ, x ∈ R 1 , as well. In particular, cf. (95), (a * ω λ )(x) ≤ ω λ (x), x ∈ R 1 \ Ω λ .
Next, by Lemma 5.9, for any δ > 0 there exists λ = λ(δ) ∈ (0, 1) such that sup x∈Ω λ (a * a γ )(x) a γ (x) ≤ 1 + δ, in particular, (a * a γ )(x) ≤ (1 + δ)a γ (x) = (1 + δ)ω λ (x), x ∈ Ω λ .
Therefore, for all x ∈ Ω λ , (a * ω λ )(x) = (a * a γ )(x) − (a * (a γ − ω λ )) (x) ≤ (1 + δ)ω λ (x),
where we used the obvious inequality: a γ ≥ ω λ . By (97) and (98), one gets the statement.
For a function ω : R 1 → (0, +∞), we define, for any f : R 1 → R,
Proposition 5.11 (cf. [FKT15, Propostion 5.2]). Let a be defined by (2) with α > 1 2 , function ω : R 1 → (0, +∞) be such that a * ω is well-defined (for example, let ω be bounded) and, for some ν ∈ (0, ∞), (a * ω)(x) ω(x) ≤ ν, x ∈ R 1 .
Let 0 ≤ u 0 ∈ L ∞ (R 1 ) and u 0 ω < ∞; let u = u(x, t) be the corresponding solution to (57). where Af := a * f . Hence, by the first part of Lemma 5.7 applied to v 0 , and since u(x, t) is increasing in t, there exists R > 0 such that
u(x, t), |x| ≥ R, t ≥ t 0 .
By (106) λG(x, t + τ 0 , l) ≤ u(x, t + τ 1 ), x ∈ R, t ≥ 0, where g is defined by (83) with ε 2 instead of ε and we used, by the monotonicity of g in t, λG(x, τ 0 , l) ≤ λg(x, τ 0 + 1) ≤ u(x, τ 1 ), x ∈ R, l ∈ (0, 1).
By Lemma 5.6 and (66), for any n > 0 there exists t n such that u 0 (x) ≥ λ, for x ∈ B 1 (x 0 ), yields u(x, t + t n ) ≥ n, for x ∈ B 1 (x 0 ), t ≥ 0. Hence, for t ≥ 2−2ε ε (τ 1 + t n ), u(x, t + τ 1 + t n ) ≥ n, x ∈ {x : |x| −2α e (1−ε)(t+τ 1 +tn) ≥ 1}, since {x : |x| −2α e (1−ε)(t+τ 1 +tn) ≥ 1} ⊂ {x : λg(x, t + τ 0 ) ≥ λ} = {x : |x| −2α e
(1− ε 2 )t ≥ 1}. On the other hand by Proposition 5.12 there exits τ ≥ t n + τ 1 such that u(x, t) ≤ 1 n , x ∈ {x : |x| −2α e (1+ε)t ≤ 1}.
As a result (9) is proved. Similarly to (106), by the second part of Lemma 5.7,
u(x, t), x ≥ R, t ≥ t 0 . )(τ 0 +1) 1 R + (x)} u(x, τ 1 ), x ∈ R.
Hence, λh(x, t + τ 0 ) ≤ u(x, t + τ 1 ), x ∈ R, t ≥ 0, where h is defined by (83) with ε 2 instead of ε. The rest of the proof runs as before.
