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Abstract
We propose a novel GAN framework for non-parametric density estimation with
high-dimensional data. This framework is based on a novel density estimator,
called the hyperbolic cross density estimator, which enjoys nice convergence prop-
erties in the mixed Sobolev spaces. As modifications of the usual Sobolev spaces,
the mixed Sobolev spaces are more suitable for describing high-dimensional den-
sity functions. We prove that, unlike other existing approaches, the proposedGAN
framework does not suffer the curse of dimensionality and can achieve the optimal
convergence rate ofOp(n
−1/2), with n data points in an arbitrary fixed dimension.
We also study the universality of GANs in terms of the existence of ReLU net-
works which can approximate the density functions in the mixed Sobolev spaces
up to any accuracy level.
1 Introduction
Generative Adversarial Networks (GANs) [15] are shown to be a powerful unsupervised technique
in learning and sampling from high-dimensional data distributions. Given independent data samples
from an unknown distribution, GANs aim to find a function called the generator that can serve as
a proxy to generate samples similar to data. More formally, given an input from an easy-to-sample
distribution, we want the distribution of the function output to be close to the data distribution.
In this problem, a discriminator is trained to measure the difference between data samples and
generated samples, and the generator is trained to confuse the discriminator. Motivated by the notion
of MaximumMean Discrepancy (MMD) [16] as the measure of disparity between two distributions,
a popular formulation of the GAN is as follows [13, 26, 27, 29, 30, 38]:
min
q∈Qg
max
f∈Fd
EX∼q f(X)− EY∼p f(Y ) := min
q∈Qg
dFd(q, p), (1)
where dF (·, ·) is the F integral probability metrics (IPMs), p is the true underlying density of data,
Qg is the generator class, and Fd is the discriminator class. In practice, the function spaces Qg
and Fd are encoded by neural networks. Qg quantifies the transformed distributions realized by a
network with random inputs (in most cases Gaussian or uniform distribution), and Fd represents the
functions that are realizable by a certain neural network architecture. The true underlying density
p is inaccessible, so it is replaced by a regularized empirical density p˜n which is adaptive to n i.i.d
samples {Xi}ni=1 ⊂ RD generated from p. Then, a GAN estimator is written as
gˆn := arg min
q∈Qg
dFd(q, p˜n).
We are interested in understanding the rate of convergence of the following quantity, which is closely
tied to the performance of GANs:
sup
p∈Q
E[dF (gˆn, p)], (2)
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with the assumption that Q and F are some fixed function spaces. Several recent works study the
convergence rate of GAN under the metric (2). In Table 1, we summarize related theoretical results
in literature and those presented in the current work.
Table 1: A comparison among the rates of convergence of GAN methods. Rows 2-7 include results
in which the discriminator classes are classic function spaces; rows 8-9 include results in which the
discriminators are given by ReLU Networks. The results of this work are shown in shaded rows.
Reference Discriminator Class True Density Function Rate of Convergence
This Work Mixed Sobolev: Hβmix Mixed Sobolev: Hαmix n−
1
2 + n−
α+β
2α+1 [logn](D−1)
α+β+1
2α+1
Liang [29] Hölder:Wβ∞ Hölder:Wα∞ min{n−
α+β
2(α+β)+D , n−
β
D + n−
1
2 }
Chen et al. [7] Hölder:Wβ∞ Hölder:Wα∞ n−
β
2β+D [log n]2
Uppal et al. [38] Besov: Bβpβ ,qβ Besov: Bαpα,qα n−σ
√
logn : σ = min{ 12 ,
α+β
2α+D ,
α+β+D−D/pα−D/p
∗
β
2α+D(1−2/pα)
}
Donoho et al. [10] Lp Sobolev:Wα2 n−
α
2α+D
Tsybakov [37]
Weed and Bach [41], Lipschitz Functions Borel Measurable Distributions n−
1
2 + n−
1
D
Singh and Poczos [33],
Lei [23]
This Work ReLU Net Φ(H,W,S,B) Mixed Sobolev: Hαmix (SBH )Hn−
1
2
Liang [29] ReLU Net Φ(H,W,S,B) Hölder:Wα∞ H
√
D + 1(WB)Hn−
α+1
2(α+1)+D
1. H,W,S,B are height, width, sparsity and unit’s norm constraint of ReLU net Φ(H,W,S,B); 2. p∗ = p−1p ;
3. Our work also includes the case that the discriminator class equals L2 = H0mix.
The main idea of this work is to consider mixed Sobolev spaces Hrmix, which is tensor product
of 1-D Sobolev space Hr (r can be a fractional number). Adopting these function spaces renders
promising convergence results: we overcome the curse of dimensionality which is present in the
existing works. From Table 1, we can see that the dimension D appears in the denominator of the
exponent of n, which implies that the convergence rate of GAN deteriorates rapidly as the dimension
D grows. In contrast, our proposed approaches suffer much less, or are even completely free from
the curse of dimensionality in certain regimes. Row of Table 1 shows that, if the true density function
is in Hαmix and the discriminator is Hβmix, the rate of convergence of the proposed approach is
n−
α+β
2α+1 [logn](D−1)
α+β+1
2α+1 for β ≤ 1/2. Though still depending on D, the rate grows much slower
than those of the existing methods; and it becomes n−1/2 for β > 1/2, which is dimension-free and
is the optimal rate in learning problems.
To achieve this better rate of convergence, we do place more regularity conditions. Specifically, we
adopt mixed Sobolev spaces Hrmix with r = α, β, which are proper subsets of the usual Sobolev
spaces Hr = Bα2,2; the latter setting is studied in [38] as a special case of the Besov spaces. It
can be seen that the obtained rate of convergence with smoothness parameters (α, β) in the present
work almost coincides with that in [38] with parameters (α′, β′) = (αD, βD), expect for a possible
poly-logarithmic factor. However, Hrmix is much wider than HrD [12], which implies that we
achieve a similar rate of convergence by assuming milder conditions. Moreover, these mixed-
Sobolev assumptions have natural interpretations in density estimation. A simple example is the
density function p of random vector with mutually independent entries, which has the product form
p(x) =
∏D
i=1 pi(xi). Suppose each pi ∈ Hα as a one-dimensional function; we have p ∈ Hαmix but
pmay not lie inHαD . In this case, the proposed method can have a much faster rate of convergence
compared with that of [38].
The universality [19] of GANs also plays an important role. Specifically, a generator encoded by
deep ReLU network is capable of approximating a large number of function spaces, including Besov
spaces, mixed Besov Spaces and Lp spaces, with arbitrarily small discrepancy. The mechanism by
which GANs learn an underlying density is different from many types of estimators, as its conver-
2
gence rate depends on the underlying density itself rather than the function space in which it lies. For
example, if the underlying function lies in both a Sobolev and a mixed Sobolev space, a deep ReLU
network can have a convergence rate no slower than the minimum of the optimal linear estimators
between them. Based on this result, we can show that GANs can achieve the optimal dimension-free
convergence rate even if the smoothness of the underlying density is unknown.
2 Preliminaries
For non-negative sequences {an}n∈N, {bn}n∈N, we use the notation an . bn to show
lim supn→∞
an
bn
<∞, and the notation an ≍ bn to imply an . bn . an, respectively. We suppose
the input domain of the underlying function is Ω = [0, 1]D. Let Lp(Ω) denote the set of functions
f with ‖f‖p := (
∫
Ω
|f |p) 1p < ∞. Similarly, let lp denote the set of sequences a := {an}n∈N with
‖a‖lp := (
∑
n∈N |an|p)
1
p < ∞. For any H ∈ N, let [H ] := {1, · · · , H}. We use the notation
x ∨ y := max{x, y} and x ∧ y := min{x, y}. Let f ◦ g := f(g(·))) denote function composition.
Definition 1 For integer r ∈ N, the mixed Sobolev space Hrmix is a Hilbert space defined as
Hrmix := {f : ‖Drx1Drx2 · · ·DrxDf‖2 <∞},
where Drxi denotes the r-weak partial derivative with respect to the i
th variable xi.
Clearly, the density p of a D-dimensional random vector X with mutually independent entries is
of the form p(x) =
∏D
i=1 pi(xi), so ‖p‖Hrmix =
∏D
i=1 ‖Drxipi‖2, so p must be in a mixed sobolev
space. Also, the assumption that a general D-dimensional density p is in a mixed Sobolev space
is reasonable (e.g., Gaussian and exponential family). According to chapter 3 of [12], we can use
Fourier transform to characterize the mixed Sobolev spaceHrmix to generalize it to fractional order:
Definition 2 For a constant r ≥ 0 the mixed Sobolev norm for any f ∈ Hrmix is defined as
‖f‖Hrmix :=
( ∑
k∈ND
(∥∥ ∑
s∈ρ(k)
fˆse
i〈s,·〉
∥∥
2
2r|s|
)2) 12
,
and the mixed Sobolev ellipsoid is defined as
Hrmix(L) := {f : ‖f‖Hrmix ≤ L},
where |s| :=∑Di=1 si for multi-index s ∈ ND, 〈x,y〉 :=∑Di=1 xiyi for vector x,y ∈ RD and
ρ(k) := {s ∈ Zd : 2ki−1 ≤ |ki| < 2ki , i ∈ [D]}, fˆs =
∫
Ω
f(x)ei〈x,s〉dx.
Note that when r = 0, the above definition coincides with the L2 norm.
3 Related Literature
Before presenting our results, we review prior work in three areas that are relevant to our paper.
3.1 Hyperbolic Cross Approximation
Hyperbolic cross refers to a set of the form Γ(m) = {k ∈ ND : ∏Di=1 ki ≤ m}. If we consider
ordering the eigenvalues of the tensor operator
∏D
i=1Dxi with eigenvalues larger than m cut off,
we can immediately obtain Γ(m). This shows that Γ(m) is closely related to functions with mixed
derivative. This phenomenon was first discovered by Korobov [22] during searching a wide subset
of Sobolev space to overcome the curse of dimensionality in the numerical integration. Babenko
[4] is the first one who introduced the general mixed Sobolev space to study approximation by
hyperbolic cross polynomials. Dung [11] generalized these concepts to mixed Besov space. The
purpose of constructing function spaces of this kind is to have a function class wide enough for high-
dimensional numerical problems. These function spaces have been successfully used in quadrature
and interpolation [35], computational partial differential equations [6], quasi-Monte Carlo [8], Gaus-
sian processes [9] and many other fields.
3
3.2 Density Estimation under IPMs
The GAN framework (1) was established as a statistical model equivalent to nonparametric density
estimation by Liang [29] and Singh et al. [34]. Liu et al. [30] provided general sufficient condi-
tions for the weak consistency of GAN estimators under IPMs of the form (2) with only mild extra
assumptions in [39]. Commonly used IPMs include:
1. Lp Distances: When Fd = L
p, for any density p, q ∈ Lp the metric dFd(p, q) is equivalent
to the Lp distance between p and q. Commonly-used choices of p include p = 1, 2,∞ [31,
37, 40]. Donoho et al. [10] gave the minimax lower bounds n−
α
2α+D + n−
α+D(1−1/pα−1/p)
2α+D(1−2/pα)
over all estimators and n−
α
2α+D + n−
α−D(1/pα−1/p)
2α+D(1−2/pα+2/p∗) over all linear estimators. They
provided an upper bound of wavelet estimator indicated in Table 1 under these Lp losses
with the assumption that the true density function lies in some Besov space Bαpα,qα .
2. Hölder Distances: When Fd = W
β
∞ = B
β
∞,∞, the discriminator class Fd consists of
all functions with bounded β-derivative. In the case of β = 1, dFd is also called the 1-
Wasserstein [39]. Convergence rate of empirical distribution to functions in unbounded
metric spaces has been established in [24, 33, 41]. The convergence rate of GANs under
more general Hölder IPM was given in [7] and [29], where the former assumed a regu-
larized empirical distribution adaptive to the smoothness of the underlying true density,
and the later used a purely empirical density. Another generalization of the 1-Wasserstein
distance is called the p-Wasserstein distance which can be approximated by Besov IPMs
[42, 38].
3. Sobolev Distances: When Fd = Hβ = Bβ2,2, dFd(p, q) is equivalent to the Sobolev pseu-
dometric ‖p−q‖H−β according to [44]. Singh and Poczos [33], Liang [29] have established
the minimax lower bound of n−
α+β
2α+D + n−
1
2 with the assumption that the true underlying
density lies in Sobolev space Hα. Uppal et al. [38] generalized Sobolev IPMs to Besov
IPMs Fd = B
β
pβ ,qβ and established the lower bound n
− α+β2α+D + [ lognn ]
α+β+D(1−1/pα−1/pβ)
2α+D(1−2/pα)
with the assumption that the true underlying density lies in Besov spaceBαpα,qα . The above
mentioned works also gave minimax upper bounds indicated in Table 1 by considering
estimators of explicit forms.
In practice, the discriminator class Fd is commonly replaced by a neural network Φ that can approx-
imate the target function space. IPMs of this type are also called neural network distances [3].
3.3 Universality of Deep Neural Networks
Universality of neural networkwas first proposed by Hornik in [21] and [20]. It basically implies that
standard multilayer feedforward networks can approximate any function in Lp – it is not the specific
choice of the activation function (neuron), but rather the multilayer feed-forward architecture itself
which gives neural networks the potential of being universal approximators. Leshno et al. [25]
showed that a standard multilayer feedforward network can approximate any continuous function to
any degree of accuracy if and only if the network’s activation function is not polynomial. Anthony
and Bartlett [1] mathematically analyzed approximation properties of general neural networks. In
this paper, we consider the deep network with ReLU activations [17, 18], which enables a better
training of the deep network [14]. Yarotsky [43] showed an explicit way to construct a ReLU
network that can approximate any r-differential function with arbitrarily small error. This result is
generalized by Suzuki [36] who explicitly constructed a ReLU network that can approximate Besov
space Brp,q and mixed Besov spaceMB
r
p,q with any smoothness r > 1/2 and p, q > 1.
4 GAN Framework with Hyperbolic Cross Estimator
Suppose that the true underlying function p lies in the mixed Sobolev spaceHαmix, and the discrimi-
nator class Fd = Hβmix. We first propose the following regularized empirical density adaptive to n
i.i.d samples {Xi}ni=1 generated from p:
p˜n(x) =
∑
|k|≤l
∑
s∈ρ(k)
p˜s cos(〈s,x〉), (3)
4
where
p˜s =
1
n
n∑
i=1
cos(〈s, Xi〉).
Density estimator of the form above is called orthogonal series density estimators [19] and the set
of feature functions {cos(〈s, ·〉) : |k| ≤ l, s ∈ ρ(k)} are called hyperbolic cross polynomials [12]
with level l. We call this estimator a hyperbolic cross estimator of level l.
4.1 Minimax Rate over Mixed Sobolev Spaces
We prove the following upper bound for the nonparametric estimation with GAN framework:
Proposition 1 (Upper Bound) For any density function p ∈ Hαmix(Lα), suppose that the discrimi-
nator class is the mixed Sobolev ellipsoid Fd = Hβmix(Lβ). Then, the regularized empirical density
estimator p˜n in (3) with level l ≍ log2
(
n
1
2α+1
[
logn
] (D−1)(α+β+1)
2α+1
)
satisfies:
E dFd(p, p˜n) . LαLβn
− α+β2α+1
[
logn
](D−1)α+β+12α+1 + n− 12 .
We will assume throughout the rest of this paper that the level l of p˜n is a function of n that satisfies
the condition mentioned in the above proposition. According to Theorem 2.1 in [29], we have the
following oracle inequality for any GAN estimator gˆn adaptive to the regularized empirical density
p˜n with generator class Qg and discriminator class Fd:
dFd(gˆn, p) ≤ min
q∈Qg
dFd(q, p) + 2dFd(p˜n, p). (4)
This leads to the following theorem:
Theorem 1 Let gˆn denote the solution to GAN adaptive to the regularized empirical density p˜n with
general generator class Qg and a specific discriminator class Fd = Hβmix(Lβ):
gˆn = arg min
q∈Qg
dFd(q, p˜n).
Let
min
q∈Qg
dFd(q, p)
denote the approximation error of the GAN with general generator class Qg and a specific dis-
criminator class Fd = Hβmix(Lβ) for the true underlying density p. Then, for any true underlying
function p ∈ Hαmix(Lα), we have the following statistical error:
E dFd(gˆn, p)− min
q∈Qg
dFd(q, p) . LαLβn
− α+β2α+1
[
logn
](D−1)α+β+12α+1 + n− 12 .
We also give a lower bound for any estimator adaptive to samples {Xi}ni=1:
Theorem 2 (Lower Bound) Let Hαmix(Lα) be the function space that covers the true underlying
density p. Let Fd = Hβmix(Lβ) be the discriminator class. Given any estimator pn adaptive to the
n i.i.d samples {Xi}ni=1 ∼ p, we have:
inf
pn
sup
p∈Hαmix(Lα)
dFd(pn, p) & LαLβn
− α+β2α+1
[
logn
](D−1) α+β2α+1 + n− 12 .
Suppose that the generator class Qg is rich enough that can cover p; Then, Theorem 2 gives a lower
bound of the statistical error:
E dFd(gˆn, p)− min
q∈Qg
dFd(q, p) & LαLβn
− α+β2α+1
[
logn
](D−1) α+β2α+1 + n− 12 .
The discriminator class Fd = Hβmix is not accessible in practice, but we will show in the next
subsection that there exists neural networks that can approximateHrmix with an arbitrary small error.
The insight provided by Theorem 1 is as follows. Firstly, the statistical error of generator class Qg
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is almost independent of the dimensionD because
[
logn
](D−1)α+β+12α+1 . n−r for any r > 0. As a
result, if we can have a generator class Qg that can approximate any function in Hαmix with at least
the same order of error, then the corresponding GAN framework has the same level of convergence
rate, which is feasible as we have mentioned. Secondly, Theorem 2 shows that the convergence rate
provided by the proposed GAN framework is very close to the optimal convergence rate among all
estimators adaptive to samples {Xi}ni=1– they only differ by the log term (logn)
D−1
2α+1 . When β > 12 ,
the log term difference is cancelled by the extra smoothness, so we can easily conclude that the GAN
estimator is optimal with a rate n−
1
2 .
4.2 Error Rate of Deep ReLU Networks
Let η(x) = max(x, 0) denote the ReLU activation function, and for a vector x, η(x) denote an
element-wise operation. Also, let parameters H , W , S and B denote the height, width, sparsity
constraint and norm constraint of a neural network, respectively. The neural networkΦ(H,W,S,B)
is the space that consists of functions of the following form
f(x) = [AHη(·) + bH ] ◦ · · · ◦ [A1x+ b1],
with
Ah ∈ RW×W , bh ∈ RW h ∈ [H ]
H∑
h=1
‖Ah‖l0 + ‖bh‖l0 ≤ S, max
h∈[H]
‖Ah‖l∞ ∨ max
h∈[H]
‖bh‖l∞ ≤ B.
According to the equivalence between mix Sobolev spaceHrmix and mixed Besov spaceMBr2,2, we
can use Theorem 1 of [36] to show the following:
Theorem 3 (Approximation Error of ReLU) Suppose that 12 < r < m, a >
1
2 . For any K ≥ 1,
let K∗ = ⌈K(1 + 22a−1⌉. LetW0 = 6Dm(m + 2) + 2D, DK,D := (1 + D−1K )K(1 + KD−1 )D−1,
N = [2+(1−2 12−r)−1]2KDK∗,D. Then, if the neural networkΦ(H,W,S,B) satisfies the following
conditions:
H = 3 + 2
⌈
log2(
3D∨m
cD,m
) + 5 + (r + 1)K∗ + log
(
[e(m+ 1)]D(1 +K∗)
)⌉⌈
log2(D ∨m)
⌉
W = NW0, S = (H − 1)NW 20 +N, B = O(N
2r+1
2r−1 ),
we have the following approximation error:
sup
f∈Hrmix(L)
inf
f ′∈Φ(H,W,S,B)
‖f − f ′‖∞ . L2−KrD
1
2
K,D.
The direct consequence of this theorem is that for any ε > 0 and any mixed Sobolev ellipsoid
Hrmix(L) with r > 12 , there exists a ReLU network with approximation error at most ε for any
function in Hrmix(L). From Theorem 3, we can show that if the true density p is in some mixed
Sobolev ellipsoid Hrmix(L), the convergence rate of GAN whose generator Qg and discriminator
Fd are represented by deep ReLU network can be optimal and independent of dimension.
Theorem 4 (Minimax Rate of a GAN) Given n i.i.d samples {Xi}ni=1 generated from a density
p ∈ Hαmix(Lα) and any ε > 0, let α, β > 12 be some fixed constant and suppose the generator Qg
and discriminator Fd are respectively represented by deep ReLU networks Φ(Hg,Wg, Sg, Bg) and
Φ(Hd,Wd, Sd, Bd) that satisfy the constraints below:
1. Fd can approximateHβmix(Lβ) with
sup
f∈Hβmix(Lβ)
inf
f ′∈Fd
‖f − f ′‖∞ ≤ ε;
2. Qg can approximateHαmix(Lα) with
sup
f∈Hαmix(Lα)
inf
f ′∈Qg
‖f − f ′‖∞ ≤
(SdHd
Hd
)−Hdε.
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Then, there exists a GAN estimator gˆn with the following convergence rate:
sup
p∈Hαmix(Lα)
E dHβmix(Lβ)
(gˆn, p) . ε+ n
− 12 .
In the above theorem, the term (SdHdHd )
Hd in condition 2 accounts for the difficulty to fool the
discriminator. From the last line of Theorem 4, we can select ε small enough such that the second
term of the right hand side dominates ε. As a result, the convergence rate in Theorem 1 is achievable
for GAN whose discriminator Fd and generatorQg are represented by deep ReLU networks as long
as Qg and Fd are with parameters H,W,S,B that satisfy all the conditions in Theorem 3 and the
extra condition 2−KrD
1
2
K,D . n
− 12 for r = α, β. So the rate of convergence of the GAN estimator
is the same as the convergence rate of the estimator p˜n with which the GAN estimator is generated.
5 Universality of GANs
Current works on the performance of GANs mostly focus on the fact that GAN always outperforms
a linear estimator. Uppal et al. [38] proved that the convergence rate of GAN is always faster than
any linear estimator under the Besov IPM. This stems from the fact that the approximation error of
ReLU network is smaller than any linear estimator for functions in Besov or mixed Besov spaces
[36].
We now propose a different perspective than the one adopted above: the good performance of GAN
relies more on its universality than outperforming a linear estimator. To be more specific, the class
of density functions that can be approximated by GAN grows with its depth.
One may argue that the almost dimension-free convergence rate of GAN is because we only consider
discriminators which approximate mixed Sobolev space rather than the more general Besov space,
and hence, the discriminator class is too easy to beat. To answer this argument, we need to show
that the convergence rate of a GAN can be almost dimension-free regardless of the complexity of
the discriminator as long as the target density function p is in some mixed Sobolev space:
Theorem 5 (Training Error) Let r,K be some fixed constants that satisfy the conditions in Theo-
rem 3. Let Hg(r,K),Wg(r,K), Sg(r,K), Bg(r,K) be the parameters of the ReLU network gen-
erator Qg = Φ(Hg,Wg, Sg, Bg) that satisfy the conditions of Theorem 3 with respect to r,K . Let
discriminator Fd be a ReLU network Fd = Φ(Hd,Wd, Sd, Bd) without any constraint on the pa-
rameters Hd,Wd, Sd, Bd. For any function p ∈ Hαmix(Lα) with α > 12 , let
gˆ = arg min
q∈Qg
dFd(q, p).
be the GAN estimator. Then, we have the following convergence rate for gˆ:
dFd(gˆ, p) . Lα(
SdBd
Hd
)Hd2−K(r∧α)D
1
2
K,D. (5)
In (5), the multiplier (SdBdHd )
Hd on the right hand side accounts for the complexity of the discrimi-
nator network Fd. The error under the discriminator Fd is inversely proportional to r and K , i.e.,
they must be large enough so that the multiplicand in equation (5) is in an order smaller than the
multiplier. From Theorem 3, we can see that the sizes of Hg,Wg, Sg, Bg grow with r and K . This
means that if a ReLU generator is deep enough and well-penalized (so that its complexity dominates
the one of the discriminator but overfitting does not occur), then the associated GAN can achieve
an approximation error independent of the dimension D as long as the underlying density function
p lies in some mixed Sobolev space Hαmix, which always holds true for density function. Also, we
can derive the following corollary via Theorem 5 and the triangular inequality:
Corollary 1 Assume the same setting as Theorem 5. Given n i.i.d samples {Xi}ni=1 generated from
a density function p ∈ Hαmix(Lα). Let p˜n be the hyperbolic cross estimator of p as defined in
equation (3). Let
gˆn = arg min
q∈Qg
dFd(q, p˜n)
be the GAN estimator. Then, we have the following convergence rate for gˆn:
E dFd(gˆn, p) . Lα(
SdBd
Hd
)Hd
{
2−K(r∧α)D
1
2
K,D + n
− 12
}
. (6)
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The above corollary indicates that there must be a GAN estimator gˆn adaptive to samples {Xi}ni=1
with an optimal minimax rate of O(n− 12 ), which is independent of dimensionD.
We have assumed throughout the paper that the underlying true density function p lies inHαmix with
a known α. However, the smoothness order α of the underlying density p is unknown in practice.
Only samples are accessible. This leads to an issue for estimators whose order of smoothness are
fixed. For example, suppose that the generator Qg is replaced by a kernel density estimator with
which smoothness order of the kernel is r. Then, the cases r > α and r < α lead to the so-
called oversmooth and undersmooth issue, respectively. The former case makes the bias large so
that important features are obscured by extra smoothness, whereas the later case makes the variance
large. Therefore, estimators of this kind are likely to fail in achieving the optimal convergence rate.
Unlike estimators operating with the assumption of fixed smoothness order for the underlying den-
sity, the following theorem shows that, as long as Qg and Fd are rich enough and well-penalized,
the convergence rate of GAN can achieve the optimal minimax rate:
Theorem 6 (Universality) Suppose that the generatorQg and discriminator Fd are ReLU networks
Qg = Φ(Hg(rg ,Kg),Wg(rg,Kg), Sg(rg ,Kg), Bg(rg ,Kg))
and
Fd = Φ(Hd(rd,Kd),Wd(rd,Kd), Sd(rd,Kd), Bd(rd,Kd))
that satisfy the constraints of Theorem 3 with respect to some fixed rg,Kg and rd,Kd.
Given n i.i.d samples {Xi}ni=1 generated from a density function p, let p˜n be the estimator of p as
defined in equation 3. Let
gˆn = arg min
q∈Qg
dFd(q, p˜n).
For any α, β > 12 and any true density function p ∈ Hαmix(Lα), we have:
E dHβmix(Lβ)
(gˆn, p) . max
i=[3]
{εi}
where
ε1 := LαLβ
(SdBd
Hd
)Hd
n−
1
2 ,
ε2 := Lα(
SdBd
Hd
)Hd2−Kg(rg∧α)D
1
2
Kg,D
,
ε3 := Lβ2
−Kd(rd∧β)D
1
2
Kd,D
.
We first need to point out the difference between Theorem 4 and 6. Theorem 4 only shows the
existence of a GAN estimator that can achieve the optimal dimension-freeminimax rate. In Theorem
6, we imposed weaker constraints on Qg and Fd as they are only functions of ri,Ki for i = d, g.
In Theorem 6, error ε1 accounts for how well p˜n estimates p under penalty from the discriminator,
and hence, this term can be improved only via the amount of information from samples; error ε2
shows how well the generator Qg can fool the discriminator Fd if the underlying true density is
from Hαmix; error ε3 accounts for the sensitivity of the discriminator. So Theorem 6 suggests that
GANs estimate the underlying function p in a different way than estimators with fixed smoothness
assumption. As we can see, if the GAN complexity is rich enough, then it can achieve the best
possible dimension-free convergence rate even if the smoothness of the underlying true density
function is unknown. Therefore, it can be free from the smoothing issue and curse of dimensionality.
6 Conclusion
Empirical results suggest that GANs can circumvent the curse of dimensionality on large-scale data
[2, 5, 32, 45]. In this paper, we show from a theoretical perspective how GANs achieve the optimal
dimension-free minimax rate with a mild condition that the underlying density function lies in a
mixed Sobolev spaceHαmix. We provide upper and lower bounds of the error for density estimation
under mixed Sobolev IPMs. Our bounds are tight up to a constant when the discriminator class is the
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mixed Sobolev spaceHβmix with β > 12 , which is also a mild condition. Based on these results, we
provide sufficient conditions under which there exist GANs that achieve the optimal dimension-free
minimax rate with respect to mixed Sobolev IPMs. We then show how the training error, the neural
network distance, and the mixed Sobolev IPM vary with the structure of GANs. The proofs of all
theorems in this paper are presented in the supplementary material.
It is also worth mentioning that we relax a key assumption in [38, 28, 29, 7, 36] that the ReLU
network discriminator Φ(Hd,Wd, Sd, Bd) is uniformly bounded by a constant. We do not need this
assumption because the ‖Φ‖∞ is encoded in the parametersHd,Wd, Sd, Bd, according to the proof
of Lemma 3 in the supplementary material.
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Supplementary Material
7 Proof of Proposition 1
According to definition 2, for any f ∈ Hβmix(Lβ), we can write its Fourier expansion as
f =
∑
k∈ND
∑
s∈ρ(k)
fˆse
i〈·,s〉,
where the convergence is in L2. This representation can also be applied to any density function
p ∈ Hαmix(Lα). For convenience, let ψs denote the Fourier basis ei〈s,·〉 Based on the definition of
p˜n, the IPM loss has the following decomposition
E dFd(p, p˜n) = E sup
f∈Hβmix(Lβ)
〈f, p− p˜n〉L2
= E sup
f∈Hβmix(Lβ)
∑
k∈ND
∑
s∈ρ(k)
fˆs
[
pˆs − p˜s
]
= E sup
f∈Hβmix(Lβ)
{ ∑
|k|≤l
∑
s∈ρ(k)
fˆs
[
pˆs − p˜s
]
+
∑
|k|>l
∑
s∈ρ(k)
fˆspˆs
}
≤ E sup
f∈Hβmix(Lβ)
∑
|k|≤l
∑
s∈ρ(k)
fˆs
[
pˆs − p˜s
]
+ sup
f∈Hβmix(Lβ)
∑
|k|>l
∑
s∈ρ(k)
fˆspˆs
where the first term on the last line is called the variance and the second term is called the bias.
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For the variance, we have:
E sup
f∈Hβmix(Lβ)
∑
|k|≤l
∑
s∈ρ(k)
fˆs
[
pˆs − p˜s
]
≤ E sup
f∈Hβmix(Lβ)
[ ∑
|k|≤l
22|k|β
∑
s∈ρ(k)
fˆ2
s
] 1
2
[ ∑
|k|≤l
2−2|k|β
∑
s∈ρ(k)
[pˆs − p˜s
]2] 12
≤ sup
f∈Hβmix(Lβ)
‖f‖Hβmix
[ ∑
|k|≤l
2−2|k|β
∑
s∈ρ(k)
E[(pˆs − p˜s)2
]] 12
≤ LβC
√√√√ 1
n
l∑
i=D
2(1−2β)i
(
i − 1
D − 1
)
≍ LβC
√
2(1−2β)llD−1
n
where C =
(
E |ψs(X1)|2
) 1
2 ≍ 1pi . The second line of the above equations is from Hölder’s inequal-
ity, the third line is from Jensen’s inequality and the last line is from an identity for summation of
the form
∑l
i=D 2
r
(
i−1
D−1
) ≍ 2rllD−1 which we will give explicit proof in the proof of theorem 2.
For the bias, we have:
sup
f∈Hβmix(Lβ)
∑
|k|>l
∑
s∈ρ(k)
fˆspˆs
≤ sup
f∈Hβmix(Lβ)
{ ∑
|k|>l
‖
∑
s∈ρ(k)
fˆs‖22
} 1
2
{ ∑
|k|>l
‖
∑
s∈ρ(k)
pˆs‖22
} 1
2
. LαLβ
{ ∑
i≥l+1
∑
|k|=i
2−2βi
} 1
2
{ ∑
i≥l+1
∑
|k|=i
2−2αi
} 1
2
. LαLβ2
−(α+β)llD−1
where the second line is from Hölder inequality, the third line is from sec 4.2 of [12] and the last
line can derived from direct calculation. So we can minimize over all feasible l to have:
E dFd(p, p˜n) . inf
l∈N
LβC
√
2(1−2β)llD−1
n
+ LαLβ2
−(α+β)llD−1
which give 2l ≍ n 12α+1 [ logn] (D−1)(α+β+1)2α+1 . We then can plug this identity in the above equation to
get the result.
8 Proof of theorem 2
To prove the theorem, we need the following lemmas:
8.1 Fano’s Inequality
Lemma 1 [37] Assume H ≥ 2 and suppose the set Θ contains {θi}Hi=1 such that:
1. There exists metric d(·, ·) on Θ with d(θi, θj) ≥ 2s > 0 for any i, j ∈ [H ] with i 6= j.
2. Let Pi be probability measures parametrized by θi: Pi = P (·|θi).
1
H
∑H
i=1DKL(Pi, P0) ≤ a logH for some 0 < a < 1/8 and some specific density
P0.
Then estimator θˆ for any θ ∈ {θi}Hi=1, we have:
sup
θ∈Θ
P(d(θ, θˆ) ≥ s) ≥
√
H
1 +
√
H
(
1− 2a−
√
2a
logH
)
> 0
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8.2 Varshamov-Gilbert Bound
Lemma 2 [37] Among the subsets of {0, 1}h, there exists a set {wi}Hi=0 with w0 = (0, · · · , 0) such
that:
d(wi, wj) ≥ h
8
∀i, j ∈ [H ], i 6= j
logH ≥ hlog2
8
where d(·, ·) is some metric defined on {0, 1}h.
Without loss of generality, assume Lα = Lβ = 1. We follow the method in [28] to construct a
subspace Ωα on Hαmix(1), and a subspace Λβ on Hβmix(1) such that it is hard to distinguish the
estimators for functions in Ωα conditioned on n samples, and thus the loss induced by the best
discriminator in Λβ gives a lower bound on the estimation rate. Let
Ωα =
{
gω(·) : cα
∑
|k|≤l
∑
s∈ρ(k)
ωsψs(·), ωs ∈ {0, 1}
}
where
cα =
1
2(2α+1)l/2l(D−1)/2
so that for any gω ∈ Ωα, we can have the upper bound:
‖gω‖2Hαmix = c
2
α
∑
|k|≤l
22α|k|‖
∑
s∈ρ(k)
ωsψs‖22
. c2α
∑
|k|≤l
2(2α+1)|k|
= c2α
l∑
i=D
2(2α+1)i
(
i− 1
D − 1
)
≤ c2α
l−1∑
i=0
2(2α+1)i
(
i+D − 1
D − 1
)
.
According to the following well-known identity:
l−1∑
i=0
xi
(
i+D − 1
D − 1
)
=
D−1∑
i=0
(
D − 1
i
)
(
x
1− x )
D−1−i 1
1− x −
xl
1− x
D−1∑
i=0
(
l+D − 1
i
)
(
x
1− x)
D−1−i
we can substitute x = 2(2α+1) to get an estimate. For the first term on the right hand side of the
above identity, we have:
D−1∑
i=0
(
D − 1
i
)
(
2(2α+1)
1− 2(2α+1) )
D−1−i 1
1− 2(2α+1) =
1
(1− 2(2α+1))D .
For the second term, we have:
2(2α+1)l
1− 2(2α+1)
D−1∑
i=0
(
l+D − 1
i
)
(
2(2α+1)
1− 2(2α+1) )
D−1−i ≤ 2
(2α+1)l
2(2α+1) − 1
(
l +D − 1
D − 1
)
1
(2(2α+1) − 1)D−1
≍ 2(2α+1)llD−1.
So we can have the estimate:
‖gω‖2Hαmix . c
2
α2
(2α+1)llD−1 = 1
and hence Ωα ⊂ Hαmix(1). Similarly, we consider a subset Λβ ⊂ Hβmix(1):
Λβ =
{
fν(·) : cβ
∑
|k|≤l
∑
s∈ρ(k)
νsψs(·), νs ∈ {−1, 1}
}
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where
cβ =
1
2(2β+1)l/2l(D−1)/2
.
For any gω, gω′ ∈ Ωα, we can construct a metric on Ωα:
d(gω, gω′) := sup
f∈Hβmix(1)
∣∣∣∣〈f, gω − gω′〉2
∣∣∣∣
≥ sup
f∈Λβ
∣∣∣∣〈f, gω − gω′〉2
∣∣∣∣
= sup
ν
cαcβ
∑
|k|≤l
∑
s∈ρ(k)
νs(ωs − ω′s)
= cαcβ
∑
|k|≤l
∑
s∈ρ(k)
1{ωs 6=ω′s}
which is proportional to the l1 distance to ω and ω′. Now consider lemma 2, we let h =∑
|k|≤l
∑
s∈ρ(k) 1 ≍ 2llD−1. Now let’s show that conditioned on n i.i.d. samples, it is hard to
distinguish the estimator gˆω for gω ∈ Ωα:
DKL(gˆωj , gˆω0) = nDKL(gωj , gω0)
= n
∫
Ω
− log
(
1 +
gω0 − gωj
gωj
)
gωjdx
≤ n
∫
Ω
[gω0 − gωj ]2
gωj
dx
. nc2α‖ωs − ω0‖22
. nc2αh = n2
−2αl
where the third line is from the identity log(1 + x) ≥ x− x2 for any |x| < 1/50. Now we need:
1
H
H∑
j=1
DKL(gˆωj , gˆω0) . h . logH
which gives 2l ≍ n 1(2α+1) [logn] 1−D(2α+1) and hence, for any pair gω and gω′ ∈ Ωα:
d(gω , gω′) & cαcβh ≍ n−
α+β
2α+1) [log n](D−1)
α+β
2α+1 .
As last, we can use the Fano’s inequality to have the final result:
inf
pn
sup
p∈Hαmix(1)
dFd(pn, p)
≥ inf
gˆ
sup
g∈Hαmix(1)
E sup
f∈Hβmix(1)
〈f, gˆ − g〉2
& inf
ωˆ
sup
ω∈{ωj}Hj=0
E d(gωˆ, gω)
& n−
α+β
2α+1 [logn](D−1)
α+β
2α+1 inf
gˆ
sup
g∈Hαmix
P
(
d(gωˆ , gω) ≥ n−
α+β+1
2(α+1) [logn](D−1)
α+β+1
2(α+1)
)
≍ n− α+β2α+1 [logn](D−1) α+β2α+1 + n− 12 .
9 Embedding of ReLU network into L∞
Lemma 3 Let Φ(H,W,S,B) be a ReLU network with parameterH,W,S,B. Then:
max
f∈Φ(H,W,S,B)
‖f‖∞ ≤
(
SB
H
)H
.
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Proof: We prove by induction onH that the inequality is true. Let nj denote the number of non-zero
elements on layer j. WhenH = 1, for any f ∈ Φ(1,W, S,B), we have:
‖f‖∞ = ‖{
∑
i
Aixi + b1}‖∞ ≤
∑
i
|Ai||xi|+ |bi| ≤ n1B.
Now suppose when H = J , for any function f ∈ Φ(J,W, S,B), the following inequality holds
true:
‖f‖∞ ≤
J∏
j=1
(njB).
WhenH = J + 1, for any f ∈ Φ(J + 1,W, S,B), we have
‖f‖∞ = ‖{
∑
i
Aiη ◦ fi + bi}‖∞
≤
∑
i
|Ai|‖ fi‖∞ + |bi|
≤ nJ+1Bmax
i
‖fi‖∞
≤
J+1∏
j=1
(njB)
where the last line is from the inductive assumption because fi ∈ Φ(J,W, S,B). We then apply the
Arithmetic-Geometric Mean Inequality:
J+1∏
j=1
nj ≤
(
1
J + 1
J+1∑
j=1
nj
)J+1
≤
(
S
J + 1
)J+1
where the last term is according to the definition of sparsity S. This finishes the proof.
10 Proof of theorem 4
According to theorem 2.1 of [28], we have the following oracle inequality for any class F different
than Fd:
dF (gˆn, p) ≤ min
q∈Qg
dFd(q, p) + (1 + ‖p˜n‖1)max
f∈F
min
f ′∈Fd
‖f − f ′‖∞ + dFd(p, p˜n) + dF (p˜n, p).
For the first term on the right hand side, we have:
min
q∈Qg
dFd(q, p) = min
q∈Qg
sup
f∈Fd
〈f, p− q〉2
≤ min
q∈Qg
sup
f∈Fd
‖f‖1‖p− q‖∞
≤ sup
f∈Fd
‖f‖∞
(SdBd
Hd
)−Hdε
≤ ε
where the third line is from the approximation capacity of the ReLU networkQg and the last line is
from lemma 3. From the approximation capacity of the ReLU network Fd, the second term on the
right hand side is bounded by 2ε.
When F = Hβmix(Lβ) with β > 12 , from corollary 1, the last term is optimal:
dF (p˜n, p) ≍ n− 12
Putting all upper bounds together, we have
E dF (gˆn, p) . ε+ n
− 12 .
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11 Proof of theorem 5
According to the above lemma, we can see that for any ReLU generator Qg = Φ(H,W,S,B), it
is embeded on the ellipsoid L∞([SBH ]
H). Assume p ∈ Hαmix with some α > 12 , we apply the
following inequalities:
min
q∈Qg
dFd(q, p) . min
q∈Qg
dL∞([SBH ]H)
(q, p)
= min
q∈Qg
max
f∈L∞([SBH ]
H)
∫
Ω
f(q − p)
≤ min
q∈Qg
max
f∈L∞([SBH ]
H)
‖f‖2‖q − p‖2
≤ [SB
H
]H min
q∈Qg
‖q − p‖2.
For ant r ≤ α, the mixed Sobolev spaceHαmix(Lα) is embedded onHrmix(Lα) so for any p ∈ Hαmix,
we have p ∈ Hrmix. According to theorem 3, we have
min
q∈Qg
‖q − p‖2 ≤ min
q∈Qg
‖q − p‖∞ . Lα2−rKD
1
2
K,D.
When r > α, even if the generatorQg can approximate any function with smoothness order higher
than α, the above quantity cannot be improved because the Kolmogorov-width of Hαmix is at most
in the order 2−αK (ignore the log term)[12], which means no approximator for functions in Hαmix
can achieve the rate 2−rK for any r > α. This gives us the final result.
12 Proof of Corollary 1
According to triangular inequality, we have:
E dFd(gˆn, p) ≤ E dFd(gˆn, p˜n) + E dFd(p˜n, p).
Upper bound of the first term on right hand side is given in theorem 5. Given any f∗ ∈ Hrmix with
r > 1/2, the second term on the right hand side is bounded by:
E dFd(p˜n, p) = E sup
f∈Fd
∫
Ω
f(p˜n − p)dx
≤ E inf
f∗∈Hrmix
(
(
SdBd
Hd
)Hd
) sup
f∈Fd
∫
(f − f∗)(p˜n − p)dx
+ E d
Hrmix
(
(
SdBd
Hd
)Hd
)(p˜n, p)
. (
SdBd
Hd
)Hdn−
1
2
where the first term of the second line can be arbitrarily small for ReLU net Fd can only approximate
space Hrmix with r > 1/2 and the L∞ norm of Fd is bounded by (SdBdHd )Hd . The last term is from
proposition 1.
Putting all upper bounds together, we have the final result.
13 Proof of theorem 6
According to theorem 2.1 in [29], we have the following oracle inequality:
E dHβmix
(gˆn, p) . min
q∈Qg
dFd(q, p) + (1 + ‖p˜m‖1) min
f ′∈Fd
max
f∈Hβmix
‖f ′ − f‖∞
+ E dFd(p˜n, p) + E dHβmix
(p˜n, p).
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The error from minq∈Qg dFd(q, p) is given by theorem 5, which is ε2. According to the following
inequality:
‖p˜n‖1 ≤ ‖p˜n − p‖1 + 1 . 1
so the error
(1 + ‖p˜m‖1) min
f ′∈Fd
max
f∈Hβmix(Lβ)
‖f ′ − f‖∞ . min
f ′∈Fd
max
f∈Hβmix
‖f ′ − f‖∞
. Lβ2
−Kd(rd∧β)D
1
2
Kd,D
where the second line is from theorem 3 and the fact that the convergence rate of any approximator
is upper bounded by a rate dependent on smoothness of the target function. For the third term on the
right hand side of the oralce inequality, we have:
E dFd(p˜n, p) ≤
(SdBd
Hd
)Hdn− 12
from the proof in corollary 1. Hence, from theorem 1 and the assumption that α, β > 12 , we can
derive the error from the last two term of the oracle inequality:
E dFd(p˜n, p) + E dHβmix
(p˜n, p) ≍ LαLβ
(SdBd
Hd
)Hd{n− α+β2α+1 [ logn](D−1)α+β+12α+1 + n− 12
}
≍ LαLβ
(SdBd
Hd
)Hdn− 12 .
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