Abstract Grid computing solves high performance and high-throughput computing problems through sharing resources ranging from personal computers to super computers distributed around the world. As the grid environments facilitate distributed computation, the scheduling of grid jobs has become an important issue. In this paper, an investigation on implementing Multiobjective Variable Neighborhood Search (MVNS) algorithm for scheduling independent jobs on computational grid is carried out. The performance of the proposed algorithm has been evaluated with Min-Min algorithm, Simulated Annealing (SA) and Greedy Randomized Adaptive Search Procedure (GRASP) algorithm. Simulation results show that MVNS algorithm generally performs better than other metaheuristics methods.
Introduction
Grid computing is a form of distributed computing that involves coordinating and sharing computing, application, data and storage or network resources across dynamic and geographically dispersed organization [1] . Users can share grid resources by submitting computing tasks to grid system. Resources can be computers, storage space, instruments, software applications, and data, all connected through the Internet and a middleware layer that provides basic services for security, monitoring, resource management and so forth.
One of the main motivations of the grid computing paradigm has been the computational need for solving many complex problems from science, engineering, and business such as hard combinatorial optimization problems, protein folding and financial modelling [2] [3] [4] . As a cooperative environment of solving problem, it is necessary for the grids to develop efficient job scheduling schemes and resource management policies in regard to their objectives, scope, and structure. However, there exists different and somewhat conflicting QOS objectives for management and security policies among the hierarchy based grid entities such as grid users (applications), grid resource administrative and virtual organization administrative. To increase the level of satisfaction of various grid entities, grid resource management system must use the scheduling strategy, which provides a compromise solution by considering several conflicting objectives.
Minimization of makespan is the most popular and extensively studied system-related optimization criterion. Makespan is an indicator of the general productivity of the grid system: Small values of makespan mean that the scheduler is providing good and efficient planning of tasks to resources. Considering makespan as a standalone criterion not necessarily implies the optimization of other objectives. Hence, it is necessary to devise the task scheduling algorithms in order to optimize both system-related and user-related objectives. One of the user-related objectives is the flowtime, which refers to the response time to the user submissions of task executions. Minimizing the value of flowtime means that the average response time of the grid system is being reduced. However, as discussed in [5] , minimizing the makespan requires the most demanding jobs to be assigned to the fastest resource, at the expense of increasing the finish time of other jobs, and hence increasing flowtime. On the other hand, optimizing flowtime requires all jobs to finish quickly on the average, at the expense of having the most demanding jobs taking a longer completion time, thus increasing makespan. This justifies the search for algorithms that minimize both makespan and flowtime. Scheduling n jobs to m resources had been shown to be NP-complete [6] . Meta-heuristic approaches have shown their effectiveness for a wide variety of hard combinatorial problems and also for multi-objective optimization problems.
The main contribution of this work is the thorough experimental exploration of multiobjective VNS, with the problem specific neighborhood structures to solve the grid job scheduling problem, by minimizing the makespan and flowtime objectives. Efficient numerical results are reported in the experimental analysis performed on a set of 72 well known and large heterogeneous computing scheduling problem instances. The comparative study shows that the proposed MVNS is able to achieve high problem efficiency and outperforming the results of Min-Min algorithm, SA and GRASP algorithms.
Variable Neighborhood Search is a simple and effective meta-heuristic method developed to efficiently deal with the hard optimization problem. VNS is a framework for building heuristics, based upon systematic changes of neighborhoods both in descent phase, to find a local minimum, and in perturbation phase to emerge from the corresponding valley. VNS has also demonstrated good performance on industrial applications such as the design of an offshore pipeline network [7] and the pooling problem [8] . It has also been applied to realworld optimization problems, including optimization of a power plant cable layout [9] , optical routing [10] and online resources allocation problem for ATM networks [11] . Applications of VNS are diverse which include the areas such as location problems, data mining, graph problems, mixed integer problems, scheduling problems, vehicle routing problems and problems in biosciences and chemistry [12] .
Related works
Due to the popularization of distributed computing and the growing use of heterogeneous clusters in the 1990s [13, 14] , the heterogeneous computing scheduling problem (HCSP) became especially important. Hence many researchers paid attention in solving the HCSP. But the multiobjective HCSP variants that propose the simultaneous optimization of several efficiency metrics have been scarcely studied. Krauter et al. [15] provided a useful survey on grid resource management systems, in which most of the grid schedulers such as AppLes, Condor, Globus, Legion, Netsolve, Ninf and Nimrod use simple batch scheduling heuristics. Braun et al. [16] studied the comparison of the performance of batch queuing heuristics, Tabu Search (TS), GA and Simulated Annealing (SA) to minimize the Makespan. The results revealed that GA achieved the best results compared with the batch queuing heuristics. Some of the job scheduling algorithms are nature-inspired, e.g., SA [17] , Ant Colony Optimization [18] , Particle Swarm Optimization [19] , Differential Evolution (DE) [20] , parallel Cross generational elitist selection, Heterogeneous recombination, and Cataclysmic mutation (pCHC) [21] . There are also non-nature-inspired metaheuristics, such as TS [22] , Threshold Accepting (TA) [23] , and VNS algorithm [24] . Xhafa [25] studied the performance of Memetic algorithm (MA) with different local search algorithms including TS and VNS. The experimental results revealed that MA + TS hybridization outperforms the combinations of MA with other local search algorithms. Abraham et al. [26] proposed the variable neighborhood particle swarm optimization algorithm. They empirically showed the performance of the proposed algorithm and its feasibility and effectiveness for scheduling work flow applications. Lusa and Potts [27] proposed the VNS algorithm for the constrained task allocation problem and compared the performance of the proposed algorithm with the other local search procedures. Moghaddam et al. [28] presented a hybrid GA and VNS to reduce the overall cost of task executions in grid environment.
Few works have considered the optimization of makespan and flowtime objectives for the scheduling problem [25, 29] . Jacob et al. [30] studied the optimization of four objectives, namely makespan, resource utilization, time and cost of application for solving the HCSP. Xu et al. [31] experimented the Chemical Reaction Optimization (CRO) algorithm based grid job scheduling problem by considering makespan, flowtime and tardiness of the solution.
The VNS algorithm has received relatively little attention in solving the grid job scheduling problem. From the literature, it is known that VNS has been used in hybridization with other algorithms for such problems. To our knowledge, there are no other antecedents on applying explicit VNS to solve the heterogeneous computing scheduling problem tackled in this work, so the approach presented here is a novel approach in this line of research. The performance of VNS algorithm depends on the performance of its neighborhood. Working in that line, the performance of VNS algorithm had been enriched by framing new problem specific neighborhoods, in order to solve the large scale heterogeneous computing scheduling problem instances. The multiobjective version of the scheduling problem studied in this work considers the optimization of an aggregation function that sums the makespan and flowtime of the solutions.
The Grid scheduling process and components
A computational grid is a hardware and software infrastructure that provides dependable, consistent, pervasive and inexpensive access to high end computational capabilities [1] . A Grid Scheduler (GS) receives applications from grid users, selects feasible nodes for these applications according to the acquired information from the Grid Information Service (GIS) module, and finally generates application-to-node mappings, based on certain objective functions and predicted node performance. Scheduling algorithms are used in the GS for mapping tasks to resources in order to simultaneously optimize both systems-related (e.g. makespan) and user-related objectives (e.g. flowtime). Fig. 1 depicts a model of grid scheduling system. Grid scheduler is referred as Meta scheduler in the literature [32, 33] and which is not an indispensible component in the Grid infrastructure.
The role of the Grid information service is to provide information about the status of available nodes to Grid schedulers. GIS is responsible for collecting and predicting the node state information, such as CPU capacities, memory size, network bandwidth, software availabilities and load of a site in a particular period. GIS can answer queries for node information or push information to subscribers.
Besides raw node information from GIS, application properties such as approximate instruction quantity, memory and storage requirements, subtask dependency in a job and communication volumes and performance of a node for different application species are also necessary for making a feasible schedule. Application profiling (AP) is used to extract properties of applications, while analogical benchmarking (AB) provides a measure of how well a node can perform a given type of job [34, 35] . Cost estimation module computes the cost of candidate schedules. On the basis of knowledge from AP, AB and cost estimation module, the scheduler chooses those that can optimize the objective functions.
The Launching and Monitoring (LM) module is known as the ''binder'' which implements a finally-determined schedule by submitting applications to selected nodes, staging input data and executables if necessary, and monitoring the execution of the applications [36] .
A Local Resource Manager (LRM) is mainly responsible for two jobs: local scheduling inside a node domain, where not only jobs from exterior Grid users, but also jobs from the domain's local users are executed, and reporting node information to GIS. For clarity, some key terminologies [37] are defined as follows.
Grid node
A grid node is an autonomous entity composed of one or multiple nodes. The computational capacity of the node depends on its number of CPUs, amount of memory, basic storage space and other specifications.
Jobs and operations
A job is considered as a single set of multiple atomic operations/tasks. Each operation will be typically allocated to execute on one single node without pre-emption. It has input and output data and processing requirements in order to complete its task.
Task scheduling
A task scheduling is the mapping of tasks to a selected group of nodes which may be distributed in multiple administrative domains.
This work deals with the static scheduling problem, in which all tasks can be independently performed. All the information about tasks and resources is gathered by the Grid scheduler before computing the schedule, and the task to resource assignment is not allowed to change during the execution. Static scheduler acts as the basic building block to develop a powerful dynamic scheduler, able to solve more complex scheduling problems. The concept of static scheduling frequently appears in many scientific research problems, especially in Single-Program Multiple-Data applications used for multimedia processing, scientific computing, data mining, parallel domain decomposition of numerical models for physical phenomena, etc. The independent tasks model also arises when different users submit their tasks to execute in volunteer-based and grid computing services and in parameter sweep applications, which are structured as a set of multiple experiments, each one executed with a different set of parameter values [21] .
Scheduling problem formulation
The problem is formulated based on the ''Expected time to compute'' (ETC) model [16] . In a particular time interval, n independent jobs J 1 , J 2 , J 3, . . ., J n (expressed in millions of instructions) are submitted to Meta scheduler for scheduling, and at the same time, GIS locates m (usually n ) m) grid nodes G 1 , G 2 , G 3 , . . . , G m , donating nodes. The processing power of a grid node is measured in terms of ''millions of instructions per second''. To address the problem, the following assumptions are considered [31] .
1. Any job J i has to be processed in one of the grid nodes G j until completion. 2. Jobs come in batch mode. 3. A node cannot remain idle when jobs have been assigned to it. 4. A job can only be executed on one grid node in each interval.
5. When a node processes its tasks, there is no priority distinctions between the tasks assigned in the previous intervals and those assigned in the current interval.
Based on the specifications of the nodes and tasks, Meta scheduler computes n · m matrix ETC (ETC : J Â G ! R þ Þ where entity ETC ij represents the expected time for node j to process job i. R þ denotes that the entry ETC ij is the positive real number. The multi-objective scheduling problem can be formulated by defining the following notations and variables. i index of tasks, i ¼ 1; 2; . . . ; n, j index of nodes, j ¼ 1; 2; . . . ; m, n number of tasks, m number of heterogeneous nodes, x i variable representing the node to execute the task i, x ðU Þ i maximum allowed value of x i , x ðLÞ i minimum allowed value of x i , ETC ij expected time for node j to process task i, C j completion time of node j.
The job scheduling problem is considered as a bi-objective optimization problem, in which both makespan and flowtime are simultaneously minimized, which is possible since both parameters are measured in the same unit (time units).
As flowtime has higher order of magnitude over makespan, it is normalized by m. Actually, in this method the multiobjective task scheduling problem is converted to a single objective scheduling problem using the linear combination of both objectives. The objective function can be expressed as follows:
. . . ; x n g; 8x i 2 ½1; m; 8i 2 ½1; n; 8j 2 ½1; m
. . . ; n; j ¼ 1; 2; . . . ; m ð5Þ
represents the tasks assigned to node j ð9Þ
In this model, the objective function (2) minimizes both makespan and flowtime. Constraint (3) defines the weighing factor [25] . Constraint (4) denotes a vector composed of n objective function parameters. Constraint (5) ensures that all entries of n · m ETC matrix are positive. Constraints (6) and (7) define the upper and lower boundary constraints of the objective function parameters respectively. Constraint (8) defines the upper and lower boundary constraints of the variable x i . Constraint (9) calculates the completion time of node j, which is defined as the time required for node j to complete all its assigned tasks.
Implementation of MVNS algorithm for scheduling jobs on computational grid
The following subsections deal with the representation of solution, generation of initial solution, explanation of neighborhood structures, and the proposed grid job scheduling algorithm.
Solution representation
The solution is represented as an array of length equal to the number of jobs. The value corresponding to each position i in the array represents the node to which job i was allocated. The representation of the solution for the problem of scheduling 13 jobs to 3 Grid nodes is illustrated in Fig. 2 . The first element of the array denotes the first job (J 1 ) in a batch which is allocated to the Grid node 2; the second element of the array denotes the second job (J 2 ) which is assigned to the Grid node 1, and so on.
Initial solution generation
The random initial solution is considered. Let x be the solution composed of n parameters, which is specified as x ¼ fx 1 ; x 2 ; . . . ; x n g. The parameters are subject to lower and upper boundary constraints (Eqs. 3, 6, 7 and 8).
Neighborhood structures
The neighborhood structure defines the type of modifications a current solution can undergo and thus, different neighborhoods offer different ways to explore the solution space. In other words, definition of the proper neighborhood structures leads to better exploration and exploitation of the solution space. Two attributes of the solutions are considered to define six neighborhood structures so that a larger part of the solution space can be searched and the chance of finding good solutions will be enhanced. The attributes that can be altered from one solution to another are ''Random assignment of grid nodes to jobs'', and ''Workload of grid nodes''. The defined neighborhood structures and corresponding moves associated with them are explained in detail below.
SwapMove
This neighborhood structure provides a set of neighbors for current solution x, based on exchanging the nodes assigned for the randomly selected three jobs.
Makespan-InsertionMove
This neighborhood assigns the Light node to the randomly selected job in the job list of Heavy node. Light and Heavy nodes are the nodes with minimum and maximum local makespan respectively, where the local makespan of individual node gives the completion time of its latest job. Maximum local makespan is the makespan of the solution.
InsertionMove
Neighbors generated using this neighborhood structure can be constructed using the assignment of random node G 1 in G to the random job J 1 in J.
Weightedmakespan-InsertionMove
Based on this neighborhood structure, solutions are generated by assigning the random node Lr to the random job J 1 selected from the job list of the random node Hr. Lr and Hr are the nodes having local makespan value less than or equal to 0.25 and greater than or equal to 0.75 of the makespan of current solution respectively.
BestInsertionMove
This neighborhood maps the longest job J 1 in the job list of Heavy to the node having minimum execution time for J 1 .
To illustrate, a small scale job scheduling problem involving 3 nodes and 13 jobs is considered. The node speeds are 4, 3, 2 cycles/second, and the job lengths of 13 jobs are 6, 12, 16, 20, 24, 28, 30, 36, 40, 42, 48, 52 , 60 cycles, respectively. Consider the initial solution with fitness 100.055, which is represented in Fig. 3a . The SwapMove operator swaps the nodes assigned for the selected three jobs J 9 , J 2 , and J 4 (already mapped with G 3 , G 2 , and G 1 respectively) and changes the fitness of the solution as 92.33 (Fig. 3b) . Then the job J 1 assigned for G 3 (Heavy-with localmakespan 105) is mapped with the node G 2 (Light-with localmakespan 28), according to the MakespanInsertionMove neighborhood. Thus the fitness of the current solution becomes 90, which is illustrated in Fig. 3c . Then InsertionMove neighborhood selects the node G 2 and maps with the Job J 11 (already mapped with G 1 ). This mapping changes the localmakespan of G 1 and G 2 (18 and 46 respectively), and also the fitness of current solution as 90.16 (Fig. 3d) . According to the Weightedmakespan-InsertionMove, the job J 13 from the joblist of G 3 (considered as Hr) is assigned to the node G 1 (considered as Lr). This neighborhood minimizes the fitness of current solution as 66.58 (Fig. 3e) . Then the BestInsertionMove neighborhood selects the longest job J 12 from G 3 (considered as Heavy) and assigns with G 1 (High speed node of J 12 ) (Fig. 3f) . Hence the final solution has the fitness 46, which is the optimal result for the example problem.
Proposed MVNS grid job scheduling algorithm
VNS is a metaheuristic which systematically exploits the idea of neighborhood change, both in descent to local minima and in escape from the valleys which contain them. The term VNS is referred to all local search based approaches that are centered on the principle of systematically exploring more than one type of neighborhood structures during the search. VNS iterates over more than one neighborhood structures until some stopping criterion is met. The basic scheme of the VNS was proposed by Mladenovic´and Hansen [38] . Its advanced principles for solving combinatorial optimization problems and applications were further introduced in [39] [40] [41] and recently in [42] . VNS uses a finite set of pre-selected neighborhood structures denoted as N k ðk ¼ 1; . . . ; k max Þ. N k ðxÞ denotes the set of solutions in the kth neighborhood of solution x. VNS employs a local search to obtain a solution xX, called as a local minimum, such that there exists no solution x 0 N k ðxÞ # X with fðx 0 Þ < fðxÞ. The local search can be performed in different ways. The generic way consists of choosing an initial solution x, finding a direction of descent from x within a neighborhood N(x), and moving to the minimum of f(x) within N(x) in the same direction. If there is no direction of descent, the heuristic stops; otherwise, it is iterated. After the local search, a change in the neighborhood structure is performed. Function NeighborhoodChange compares the value f(x 0 ) of a new solution x 0 with the value f(x) of the incumbent solution x obtained in the neighborhood k. If an improvement is obtained, k is returned to its initial value and the incumbent solution is updated with the new one. Otherwise, the next neighborhood is considered.
The proposed MVNS grid job scheduling algorithm is summarized in Algorithm 1. VNS uses two parameters: t max , which is the maximum CPU time allowed as the stopping condition, and k max , which is the number of neighborhood structures used.
Step 4 of Algorithm 1, which is called shaking, randomly chooses a solution x 0 from the k th neighborhood of the incumbent solution x. After improving this solution via the PALSheuristic local search (Algorithm 3), a neighborhood change is employed. The fitness of the solution is evaluated based on the procedure described in the Algorithm 2. 
Problem Aware Local Search (PALS)
Basic concept of this local search has been used in the literature for the DNA fragment assembly problem [43] , and the heterogeneous computing scheduling problem [44] . Working on a given schedule x, this algorithm selects a node Heavy to perform the search. The outer cycle iterates on 'it' number of jobs (where it = endheavy À startheavy + 1) of the node Heavy, while the inner cycle iterates on 'jt' number of jobs (where jt = endres À startres + 1) of the randomly selected node G 1 , other than Heavy. For each pair (i, j), the double cycle calculates the makespan variation when swapping the nodes assigned for JJ[i] and JJJ[j], where JJ and JJJ denote the job list of the nodes Heavy and G 1 respectively. This neighborhood stores the best improvement on the makespan value for the whole schedule found in the evaluation process of it · jt. At the end of the double cycle, the best move found so far is applied. In this algorithm, startheavy and endheavy, startres and endres are assigned with random values based on the length of array JJ and JJJ respectively (Refer lines 4 and 6 of Algorithm 3). The randomness introduced in the parameters endheavy and endres makes this local search to differ from the concept existing in the literature.
After the extensive experimentation, the combination of SwapMove, Makespan-InsertionMove and BestInsertionMove was selected for the proposed MVNS. The details of the neighborhood structures are given in Algorithms 4, 5, and 6. The parameters PALS_maxiter and k max are set to 5 and 3 respectively. 
Computational experiments
When facing the heterogeneous computing scheduling problem, researchers have often used the test instances proposed by Braun et al. [16] , following the ETC performance estimation model by Ali et al. [45] . ETC takes into account three key properties: machine heterogeneity, task heterogeneity, and consistency. Machine heterogeneity evaluates the variation of execution times for a given task across the heterogeneous computing nodes, while task heterogeneity represents the variation of the tasks execution times for a given machine. Regarding the consistency property, in a consistent scenario, whenever a given node G j executes any task J i faster than other machine G k , and then node G j executes all tasks faster than machine G k . In an inconsistent scenario, a given machine G j may be faster than machine G k when executing some tasks and slower for others. Finally, a semiconsistent scenario models those inconsistent systems that include a consistent subsystem. Nesmachnow et al. [21] proposed a test suite of several large dimension heterogeneous computing scheduling problem instances, in order to model large heterogeneous computing clusters and medium sized grid infrastructures. All test instances of each dimension are composed of m grid nodes and n jobs, which is referred as the configuration m · n.
Each dimension has 24 test instances regarding all the heterogeneity and consistency combinations, twelve of them considering the parameterization values from Ali et al. [45] , and twelve using the values from Braun et al. [16] . The instances are named as M.u_x_yyzz, where the first letter (M) describes the heterogeneity model (A for Ali, and B for Braun), u means uniform distribution (in the ETC matrix generation), x is the type of consistency (c -consistent, i -inconsistent and s means semi-consistent), and yy and zz indicate the job and machine heterogeneity (hi -high, and lo -low).
This paper considers the test instances proposed by Nesmachnow et al., with dimension 1024 · 32, 2048 · 64, and 4096 · 128 [21] . The grid job scheduling algorithm was developed using MATLAB R2010a and run on an Intel(R) Core(TM) i5 2.67 GHz CPU with 4 GB RAM. As the problem size increases, the evaluation of the fitness function consumes larger computing time than the application of neighborhood operators. The maximum running time of the algorithm is not set to uniform value for all configurations. The stopping condition t max is set to 150, 300, and 700 s for 1024 · 32, 2048 · 64, and 4096 · 128 dimension problems respectively.
Results and discussion
This section discusses the experimental results of applying the MVNS algorithm to solve the grid job scheduling problem. The MVNS results are compared with the deterministic heuristic Min-Min algorithm, Simulated Annealing algorithm and GRASP algorithm. For SA, Initial temperature, temperature reduction factor and reannealing interval are set to 50, 0.95 and 10 respectively. GRASP was experimented with PALS heuristic (Algorithm 3) in the local search phase, in which PALS_maxiter and threshold parameter are set to 50 and 0.2 respectively.
Each experiment (for each algorithm) was repeated 50 times with different random seeds. The fitness values of the best solutions throughout the optimization run were recorded. In the computation experiments, 72 test instances were solved with SA, GRASP, Min-Min algorithm and MVNS algorithm. The experimental results displayed in bold fonts indicate that the corresponding solution is the best solution obtained out of all algorithms considered for comparison along with MVNS algorithm. The overall best result produced by the MVNS algorithm compared with all algorithms is represented in bold and italic.
The improvement of an algorithm over another is computed using Eq. (10).
where d 1 and d 2 are the fitness values of two different algorithms. Tables 1-3 show the MVNS result for 1024 · 32, 2048 · 64, and 4096 · 128 configurations. The best, average, and standard deviation on the fitness results achieved during the experimentation of Min-Min, SA, GRASP and MVNS algorithm are reported in Tables 1-3. From Tables 1-3 , it is observed that MVNS produces a good quality schedule for all the test Fig. 4 shows the average improvement of MVNS over other heuristic algorithms. It is revealed from Fig. 4 that the percentage improvement of MVNS is gradually increased when the problem dimension grows for SA and GRASP. Even though MVNS has better improvement over Min-Min algorithm, the percentage of improvement is gradually decreased for increasing problem dimension.
Solution quality

Speed of convergence
Fig . 5 illustrates the performance of MVNS, GRASP and SA algorithms during the search process, for the test case of Braun's semi-consistent, low job and low machine heterogeneity model with the configuration of 1024 · 32. It is found that the MVNS algorithm converges faster than the considered multi-objective algorithms with the exploration of shorter schedule.
Performance assessment
The comparison of two sets of non-dominated solutions obtained through two multi-objective optimization algorithms is important. In the literature, many performance assessment metrics for the multi-objective algorithms have been proposed [46] [47] [48] [49] [50] . This work makes use of the hyper volume difference indicator I À H for the performance assessment. The reference set, R had been constructed by merging all of the archival non-dominated solutions found by each of the algorithms for a given configuration across 50 runs [51] . Then the hyper volume difference indicator I À H had been used to measure the differences between non-dominated fronts generated by the algorithms and the reference set R [51, 52] . The objective values are normalized to find the hyper volume difference indicator [53] . I À H measures the portion of the objective space that is dominated by R. The lower the value of I À H , the better the algorithm performs [51] . The performance assessment plots had been drawn for the Ali's consistent, high job and high machine heterogeneity model, Braun's inconsistent, low job and high machine heterogeneity model, and Braun's semi-consistent, high job and high machine heterogeneity model with the configuration of 1024 · 32, 4096 · 128 and 4096 · 128 respectively.
Box plots for different configurations clearly prove that MVNS algorithm is better than GRASP and SA (Figs. 6-8) .
From the simulation result of MVNS algorithm in solving grid job scheduling problems, it is seen that the performance of MVNS algorithm is much better than other optimization techniques mentioned in this study.
Conclusions
Grid computing has emerged as one of the hot research areas in the field of computer networking. Scheduling, which decides how to distribute tasks to resources, is one of the most important issues. This paper presents the VNS algorithm with novel local search for grid job scheduling problem to minimize makespan and flowtime. Extensive computational experiments have been devised to study the performance of the proposed algorithm. The performance of MVNS was evaluated with other optimization algorithms, for a large variety of test cases, and with the consideration of the heterogeneous environment of different configurations. The results of MVNS are better for most of the instances. The computational results demonstrate the superiority of the proposed MVNS in solving the grid job scheduling problem and its computational efficiency. In future work, VNS algorithm for multi-objective complex scheduling problems and workflow model of grid scheduling problems will be developed. 
