Abstract Self-adaptive service deployment and replication are one of the possible approaches to address the changing computational conditions of mobile-based environments in order to ensure certain quality attributes of the system. The host election for the dynamic placement of service replicas is one of the main steps in the process to ensure the availability, reliability and performance in mobile distributed systems. The reliability of the host election algorithm is essential for the proper functioning of these systems. However, its distributed execution may be affected by the dynamic conditions of the mobile network. This paper presents an analysis of the reliability of an election algorithm on the basis of two different transmission protocols: TCP, a reliable protocol, and UDP, a non-reliable transmission protocol. The election algorithm is part of a self-adaptive architecture designed to address the availability of the services deployed in dynamic mobile network environments.
Introduction
The Service oriented architecture (SOA) proposes a modular distribution of the functionalities of a system through services (8). It provides the foundations to build an interoperable and scalable system thanks to the use of standard protocols and service composition. However, SOA itself is not sufficient to be able to operate in dynamic network environments (5), such as Ad hoc Networks (MANETs) (4). Such environments pose new features (e.g., energy constraints, dynamic network topologies, dynamic demand patterns, and heterogeneity, among others) which, if not correctly addressed, may have a significant impact on the quality attributes of the services (2).
For instance, the reliability and performance of distributed applications are critically conditioned by the placement of the services in the distributed system (16). However, the nature of MANETs requires mechanisms that allow to determine an adequate deployment of the services at run-time because of their changing network conditions. This represents a challenge for software architects, who must make suitable architectural design decisions to address these challenges.
As a result, self-adaptive architectures have been gaining importance in the research community (22) . A self-adaptive architecture has been complemented with self-* features (i.e., self-healing, self-configuration, self-optimization, and selfprotection (14)), and it has the capability to reduce the impact of context changes in the quality attributes of the system at run-time. A self-adaptive software architecture has been proposed in (9, 11) , which is intended to guarantee the availability of services in mobile collaborative environments. This software architecture consists of three main services: (1) the Monitoring Service, which is responsible for monitoring events in the context of the device that can affect the availability of a service; (2) the Context Manager Service, which stores information about the own device and other nodes of the network; and (3) the Replica Manager Service, which implements the election of the host device through a fully distributed election algorithm.
The aim of a host election algorithm (6) is to select the most suitable node (according to its hardware capabilities and the network status) in an ad hoc group of mobile nodes to act as a server (or coordinator) for the rest of the nodes of the group. The quality attributes of the service deployed will depend to a great extent on this election. Owing to the several issues that may influence the process (e.g., reliability and stability of the node, link status, users' behaviour, service nature, etc.), this would result in an NP complexity problem (1, 17) . In this way, current approaches try to approximate the optimal solution.
The reliability of the host election algorithm is essential for the proper functioning of the self-adaptive architecture, and its distributed execution may be affected by the dynamic conditions of the mobile network. In this context, a reliable transmission protocol, as TCP, may be necessary. However, low latency, low overload of the operative system, and reduced data transmission of non-reliable transmission protocols, as UDP, are also important features for dynamic and resource constrained networks, as MANETs.
This paper presents a comparative study about the reliability of the host election algorithm proposed in (11) under a reliable transmission protocol (TCP) and a non-reliable transmission protocol (UDP). The aim is to analyse how TCP impacts on the reliability of the election algorithm, despite its high latency and higher consumption of bandwidth, in comparison to UDP. To this end, the software architecture has been implemented and simulated on the Network Simulator 3 1 .
The rest of this paper is organized as follows: Sect. 2 provides a motivating scenario for the self-adaptive architecture. Section 3 introduces a self-adaptive software architecture to support the dynamic replication and deployment of services. Section 4 presents the evaluation and results of the host election algorithm, under TCP and UDP transmission protocols, on the ns-3 network simulator. In Sect. 5, the results obtained are discussed. Finally, Sect. 6 draws some conclusions and outlines the plans for future research.
Motivating scenario
The Mobile Forensic Workspace (19), which allows forensic experts to exchange information in real-time for data sharing purposes in case of natural disasters, accidents, terrorist attacks, etc., is helpful to show the need and usefulness of the proposed architecture. The Fig. 1 depicts a hypothetical scenario where three members of a forensic team are gathering preliminary evidences of two victims. In the scenario two kinds of devices can be found: (1) a laptop located in a police car; and (2) three mobile devices (one per team member). Different functionalities provided by the corresponding services are required: direct voice communication between members, image repository, victim's information repository, etc. In the case of Image Repository service, each forensic expert can take several pictures of an evidence with his mobile device; different forensic experts can take addi-tional photos for the same evidence; or the same forensic expert can take other photos for evidences that belong to different victims. Moreover, the forensic experts can add annotations to these pictures, which can be related with other pictures. Therefore, the Image Repository service must keep an ordered and consistent set of this information, and at the same time it must provide high availability, to allow forensic experts to access and share pictures about the evidences found.
In this scenario, the proposed self-adaptive architecture is intended to improve the availability of the Image Repository service. This fact is highlighted in the following situations:
1. Initially, all forensic experts are near the Victim 1. All the mobile devices are connected with the laptop located in the police car. Therefore, the active service replica is the one deployed in the laptop (Device 1 in the Fig. 1 ), as it presents better computational features. 2. The forensic expert using the Device 4 will move to the area where the Victim 2 is located. This area is out of the laptop coverage. The self-adaptive architecture detects this situation and the adaptation process starts to carry out the deployment and activation of a new replica of the Image Repository service. As the only device available is itself, it will host an active replica of the service. At this point, the network is partitioned into two groups: (1) the Devices 1, 2 and 3, where the Device 1 hosts the active replica; and (2) the Device 4, in which the new service replica was deployed. 3. Later, the forensic experts of the Devices 2 and 3 move to the victim 2 area. At a given time the battery of the Device 4 is under the 25 %. The adaptation process will be started again to decide where to host a new service replica, with Device 2 and 3 as candidates. At this moment, there are no any clients using the service replica deployed in the laptop because of the network partition, therefore, that service replica will be hibernated in order to save resources.
Self-adaptive software architecture
The proposed software architecture has two main objectives:
(1) provide a reusable and adaptable base for collaborative support systems, (2) enhance the availability of services in dynamic environments through an adaptive replication and deployment approach (9). The architecture consist of the following five main services ( Fig. 2 ):
-The Monitoring Service encompasses a set of monitoring services, which are sensing the context of the device in order to detect potential events that could affect the availability of a service. In the proposed architecture, The information about the device capabilities is local information that usually can be obtained easily, and the information provided by the routing protocol is used to estimate the network topology (11). -The Context Manager Service is responsible for processing and storing the information received from the monitors of the device. This information will be used by the Replica Manager Service in order to adjust the deployment of the services according to the changes produced in the execution context. This information will be provided in two different ways: (1) The transition process between "Local Mode" state and the "Client Mode" or "Server Mode" states -The Replica Manager Service encapsulates the adaptation logic regarding the replication and deployment of the service replicas. In order to provide a fully distributed solution, each service device has a Replica Manager Service replica, and this set of replicas are responsible for coming to an agreement to establish what will the active task service replica through the election algorithm. The host election algorithm follows a consensus approach and it can be initiated by any instance of the Replica Manager Service, as they have local information that is not accessible by the rest. -the Service itself (i.e., the task application), which will be a passive or active replica according to the decision of the Replica Manager Service.
Host election algorithm
There are three possible states for each node: "Local Mode", "Client Mode" or "Server Mode". A node is in the "Local Mode" state when there is no reachable node in its neighbourhood. The availability of the service will be directly proportional to the time required for the transition between the "Local Mode" state and the new state ("Client Mode" or "Server Mode"). The adaptation process begins when there is some trigger policy that is activated by a change in the execution context or when the node receives the score of a neighbour, unleashing the adaptation. Each node acts according to the state diagram of the Fig. 3 (11) , where the first step in the distribution host election process for a node is to calculate its score and broadcast it to its group. Then, the node goes into a passive mode where it waits to receive the scores of its neighbours. When the node receives all the scores of its neighbours, or the timer expires, the node calculates what is the most suitable node (within its group) to act as server.
In the calculation of the best node, the node will select the node of the group with the best score, this node could be itself. The score of the nodes is replicated information, this is, all the nodes within the group manage the same list of scores. Hence, all the nodes will take the same decision about what node will act as server, if there is no message lost. In the case of the best node will be the node itself, it will go into the "Server Mode" directly, assuming that the rest of the nodes will take the same decision. This approach avoids the server having to communicate its selection to the rest of the nodes, improving the use of the bandwidth. In the case where another node of the group is the best, the node will send a message requesting service to that node. At this point, one of the following situations can happen:
-The requested node is in the "Server Mode" state. Therefore, the requesting node will receive an affirmative answer and it will go to "Client Mode". -The requested node is in the "Client Mode" state. The requesting node has not been sent the request to the best node of the group. This can be caused by two reasons: (1) the requesting node does not know all the nodes of the network yet, (2) some of the score messages have been lost. Thus, the requesting node has taken a wrong decision because it does not have all the information about the group. In this case, the requested node will respond with a rejection message. Additionally, this message will include information about the server of the requested node and its score, in order to complete the information of the requesting node. -The requested node is still in transition. At this point, the requested node will return a rejection message, without additional information. -The request message or the acceptance/rejection message is lost. In this case, once that the waiting timer has expired, the request will be made again.
Finally, in the case of the "Server Mode" state, when the node receives a request for service, it accepts the request through the server acceptance message. Note that not every node presents the necessary capabilities to operate as server. In this case, the node can only operate in the "Client Mode" or "Local Mode" states, and therefore it will not participate as candidate in the election, i.e., it will not evaluate itself or multicast its score.
Evaluation

Simulation
The proposed architecture has been simulated and evaluated using the ns-3 network simulator (Fig. 4) , version 2.31, Fig. 4 Screenshot of one of the simulations performed with ns-3, obtained with the animator NetAnim 4 . In it is shown a network of ten nodes, which is divided into three partitions: a partition of seven nodes, where the Node 5 is the server; another of two nodes, where the Node 7 is the server; and the last, which is made up only by the Node 4, which is isolated on a computer with an Intel Core i7-3630QM processor at 2.40 GHz with 8 cores, 8 GB of memory and on Ubuntu 16.04 LTS 64-bit OS. The simulated scenario aims to approximate the situation of a work team, similar to the one described in Sect. 2, where different users are moving around of a wide scenario, sharing information through a mobile cloud service. It consists of a set of mobile nodes with a random walk mobility model. The speed of the nodes varies between 0.5-2 m/s, and they have pauses with a duration that varies between 60-300 s. The nodes have an IEEE 802.11 wireless connection, with a range of 250 m and a bandwidth of 1 Mbps. The mobility area is 1000 m 2 , and they are introduced in a random initial position. The time of the simulated execution is three hours. Each of the nodes has a Replica Manager Service, and a replica of the service. In this implementation, the "Optimized Link State Routing (OLSR) routing protocol has been used to make possible multi-hop communication between the nodes. Under these conditions, two different versions of the host election algorithm has been implemented: (1) based on a TCP communication (reliable), and (2) based on a UDP communication (non-reliable). The number of nodes has ranged from 4 to 14. Furthermore, in order to eliminate the influence of any possible random factor, the simulation has been performed 100 times with 100 different random seeds for each configuration.
Reliability: definition and measurement
The reliability of a system can be defined as "the ability of a system to perform as designed, with-out failure, in an operational environment, for a stated period of time." (21). Thus, in order to measure the reliability of a system, or usually, of a system component, it is firstly required to define when it fails.
In this work, we assume that the election algorithm fails when more than one node is designed to act as a server in the same group. This failure happens when some of the score messages from the most valuable node are lost. In such a case, the consensus approach followed by the nodes of the group fails, as not all the nodes have the same information (Sect. 3.1). For example, this situation is shown in Fig. 5 . There is a group of four nodes with the following scores: A (0.8), B (0.6), C (0.7), and D (0.5) (Fig. 5a) . If the score messages of the node A do not reach C and D (Fig. 5b) , the score list of each node will be as is shown in Table 1 . Then, the nodes A and B, will elect to node A as server, meanwhile the D and C will elect to node C (Fig. 5c ). This situation usually happens when the links within the nodes are not stable, which leads to a non-stable node group. According to the previous definitions, two main measures to evaluate the reliability of the host election algorithm will be considered: (1) the percentage of failures according the total executions of the election algorithm during the simulation, (2) and the Mean Time Between Failures (MTBF) (21).
Results
The Fig. 6 shows the average failures in the execution of the host election algorithm. As shown, the increment of the size of the network leads to an increment of the average failures in the execution of the host election algorithm. This is caused by the increment of changes in the network topology, which leads to a less stable network. Both protocols increment the failures lineally according to the number of nodes of the network. However, the growth rate of UDP is faster than TCP. Regarding the use of bandwidth, TCP has only shown a slight increase in the traffic generated (of 0.0969 KB in average) with respect to UDP.
In the Fig. 7 is shown the average, maximum and minimum percentage of failures in the execution of the host election algorithm according to the total of executions. As can be seen from the Table 2 , the election algorithm presents with TCP in average a 1.15 % of average failures according to the total of executions of the host election algorithm. Whereas, with UDP, it presents in average a 2.00 % of average failures. In other words, the election algorithm presents in average a reliability of 98.75 % under TCP and of 98.00 % under UDP. In respect of the maximum average failures (Table 2) , for both protocols, this value is reduced as the network size increments (Fig. 7) . Whereas, the minimum average failures is incremented. This is because of the network topology changes increment according the number of nodes increases. Therefore, the network is less stable and the election algorithm is executed more times.
Regarding the reliability provided by the two different transmission protocols, as it was expected, the host election algorithm presents less failures under TCP that under UDP, independently of the network size (Fig. 8) . However, the results obtained under TCP highlight the fact that the consensus approach followed by the host election algorithm is not completely reliable on highly dynamic network topologies. Figure 9 shows the MTBF of the host election algorithm. As occurs with the percentage of failures, the increase of the size of the network leads to an decrease of the MTBF in the execution of the host election algorithm. For small networks, there is a considerable difference between the MTBF given by the host election algorithm under TCP and UDP. However, this difference is reduced as the network grows (Table 3 ). This is due to the exponential consumption of bandwidth of TCP, which begins to saturate the network in the case of ad hoc networks of 12-14 nodes.
The failure in the host election algorithm is usually caused by unstable node groups or links. This failure leads to a situation where there are two services operating at the same time in the same node group, and therefore the self-adaptive architecture does not provide an optimal solution during this time. Usually, these unstable groups disappear in a short period of time, owing to their instability. Figure 10 shows the average, maximum and minimum percentage of wrong operation time of the self-adaptive architecture caused by a failure in the execution of the election algorithm.
Similar to the case of the percentages of failures, under TCP, the self-adaptive architecture presents better operation than UDP (Table 4) . While, under TCP the architecture operates correctly on an average 97.24 % of the time, under UDP only 96.37 %. Likewise, the difference between TCP and UDP regarding the wrong operating time decreases as the size of the network grows (Fig. 11) .
Discussion
Several approaches to address the availability of the services in mobile environments can be found in the literature (3, 5, 7, 12, 18) . Generally, they are based on adaptive schemes, following the reference model for autonomic control loops, MAPE-K (Monitor, Analyse, Plan, Execute, and Knowledge) (13). However, on one hand, generally, these are ad hoc solutions, which have been developed for specific scenarios, and they are based on an implicit, and often restricted, context model. On the other hand, these works are focused on objectives as load balancing, energy efficiency, scalability, etc. Whereas, the reliability of the system usually is not taken into consideration or is in a second place (23). From this study, it can be concluded that the reliability of the host election algorithm under TCP presents a bet- ter reliability in the message delivery, as it was expected. This is required as the election algorithm follows a consensus approach, and consequently all the nodes within a group must manage the same list of scores. The reliable message delivery could also be implemented in UDP. However, this would be more inefficient than in TCP, among other reasons because this task must be implemented and managed in the application layer, instead of in the transportation layer, as TCP does. Nevertheless, the reliability of the host election algorithm under TCP is close to the provided under UDP for large size networks (98.90 % under TCP, 98.47 % under UDP in a network of 14 nodes). This is caused by the greater requirement of bandwidth of TCP, which begins to saturate the communications in networks of 12-14 nodes. Finally, as the results obtained have shown, the consensus approach followed by the host election algorithm is not completely reliable on highly dynamic network topologies, regardless of the reliability of the communication protocol selected.
Conclusions
In this work, a self-adaptive architecture (9) and the host election algorithm (11) have been briefly presented in which the architecture is based, as a part of previous work. Additionally, the results obtained from the study have been presented and analysed as to the reliability of the algorithm under different transmission protocols: TCP, a reliable protocol, and UDP, a non-reliable transmission protocol. For this, first, the concept of reliability has been defined and how it is applied to the host election algorithm, defining what is considered as a failure of the algorithm.
Further research is intended to perform a deep study about the behaviour of the host election algorithm, including measures about the response time, usage of bandwidth, message loss, etc. Additionally, some mobility models such as Reference Point Group or Map-based Models will be taken into consideration in order to perform a closer simulation of the system proposed to realistic scenarios. Moreover, it is intended to design and implement a variation of the algorithm, following a voting approach, instead of a consensus approach, in order to release the need of that all the score messages must be delivered to all nodes of the group, providing a more robust approach against message loss. Finally, the current proposal has not addressed the synchronization of replicas of the service. To this regard, the proposal of a general synchronization service is being explored (10). It is based on the combination of cache techniques together an EDA approach to represent and communicate the changes on the shared resources of the network. This service is expected to be included in the current architecture to provide a more complete solution.
