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ABSTRACT 
Suppose that M( A, B) = 
! 1 
i , where A is an n X n complex matrix and B is a 
k X n complex matrix. MA, B) is said to be subnormal if there exist matrices X and 
A X Y such that B y 
( 1 
is normal. We develop characterizations of subnormal matrices 
as well as constructive techniques for normal extensions. For example, we show that 
geometrical properties of certain subsets of the spectrum of A determine if normal 
extensions exist. Our results add to as well as generalize those of an earlier paper. 
1. INTRODUCTION AND DEFINITIONS 
Suppose that V is a finite-dimensional complex inner-product space and 
W is a subspace of V. A linear transformation T : W -+ V is called a 
suboperator. In view of [2], we say that T is subnormul if T extends to a 
normal operator on V. 
Now suppose W has dimension n and V has dimension n + k. Extend 
an orthonormal basis of W to an orthonorrnal basis of V, and let M( A, B) be 
the matrix representation of T relative to these bases. Then M( A, I?) is an 
(n + k) X n complex matrix of the form 
M(A,B)= ;:, ( ) 
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where A is an n X n matrix and B is a k X n matrix. As in [2], the matrix 
M( A, B) is called subnormal if it is possible to adjoin k additional columns 
to M( A, B) in order to obtain a normal (n + k) X (n + k) matrix. Clearly, 
the suboperator T is subnormal if and only if the matrix M( A, B) is 
subnormal. In [2, p. 581 Halmos points out that determining the subnormality 
of M( A, B) is not a trivial problem even when A is normal. 
We investigate conditions under which M( A, B) is subnormal. A charac- 
terization of subnormality has been established for the case n = k = 2 in [l]. 
Sufficient conditions (Theorems 2.1 and 2.3) as well as a necessary condition 
in a special case (Theorem 2.2, which forms a partial converse to Theorem 
2.1) are provided when A is normal. In particular, we replace the condition 
that A has at most two distinct eigenvalues [l, Theorem 2.21 with the more 
general condition (Theorem 2.1) that a certain subset of the spectrum of A is 
collinear, that is, lies on a line in the complex plane. A complete characteriza- 
tion of subnormality is established for k = 1 (Theorems 2.1, 2.2, and 3.2). 
Throughout this article, A will denote an n X n complex matrix with 
adjoint (conjugate transpose) A*, and B will denote a k X n complex matrix. 
Clearly, subnormality of M( A, B) is equivalent to the existence of an n X k 
complex matrix X and a k X k complex matrix Y such that 
is normal, that is, 
AA* + XX* = A*A + B*B, 
AB* + XY* = A*X + B*Y, 
BB*+YY*=XX+Y*Y. 
As in [l], we define 
(l.la) 
(l.lb) 
(l.lc) 
H( A, B) = A*A -AA* + B*B. 
If (l.la) is satisfied, H( A, B) = XX* is positive semidefinite, in which case 
Halmos in [2] defines M( A, B) to be hyponomd; notice that H( A, B) must 
have the same rank as X. In [l] it was shown that for n = k = 2, hyponor- 
mality implies subnormality, but this is not true in general. 
For the remainder of this paper all vectors will be of size n x 1. We 
denote the n X n identity matrix by I,,, and for each eigenvalue A of A we 
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let EA( A) denote the eigenspace of A associated with A. The spectrum of A 
will be denoted by o(A). 
2. THE NORMAL CASE 
Throughout this section we assume that A is an n X n normal matrix and 
B is a k X n matrix. We define 
R(A;B) ={h~a(A):BxfOforsomevectorx~E,(A)}. 
The collinear subsets of A( A; B) will play an essential role in characterizing 
subnormality throughout this section. In what follows we adopt the conven- 
tion that the empty set and all singleton sets are collinear. 
THEOREM 2.1. Let A be an n X n normal matrix, and let B be a k X n 
matrix. Zf A( A; B) is collinear, then M( A, B) is subnormul. 
Proof. If A( A; B) is empty, then B = 0, in which case M( A, B) is 
clearly subnormal. If A( A; B) is not empty, let A,, A,, . . . , A, be the distinct 
eigenvalues of A labeled so that the first p eigenvalues of A constitute 
A( A; B). By the spectral decomposition of A, we have 
A = E A,V,, 
i=l 
where the V,‘s are the unique n X n idempotent Hermitian matrices such 
that ViVj = 0 for i # j, and Zn = Cr! IVj. Observe that BVi = 0 for i > p 
by definition of A( A; B). 
Now choose any complex number w on the line containing A( A; B) [if 
A( A; B) consists of one element, then let w = 01, and let A’ = A - WI and 
Ai=Ai-o for lgdgm. It follows that A(A’;B)={A’r...,A’r,} is 
collinear, and the line containing A( A’; B) passes through 0. Therefore there 
is a complex number 8 of modulus one such that for any Ai E A( A’; B), we 
have Ai = tie for some real number ti. Thus 8A\ is real for 1 < i Q p. Let 
C = C[= ,AiVi. Then BC = Cr= iOAiVi is Hermitian, and hence 
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is also Hermitian. It follows that 
is normal. Now let D = CT”= , p+ IAiVi if p < m, and D = 0 if p = m. If 
then Nz is clearly normal. Furthermore, since BD* = CD* = C*D = BD 
= 0, it follows that N, Nz = NT N2 = 0 and hence N, + N2 is also normal. 
Therefore, 
M = N, + N, + WI= 
is a normal extension of M( A, B), and hence M( A, B) is subnormal. W 
Next, we establish the converse to Theorem 2.1 for the case that k = 1. 
For this purpose we need two elementary facts, which we state as remarks. 
REMARK 1. A set A of complex numbers containing at least two points is 
collinear if and only if (A - p)/(A - jIi) is constant for all distinct points h 
and p of A. 
Proof. Suppose that A contains at least two points and is collinear. Then 
there exist complex numbers p # 0 and A, such that for any A E A, we have 
A = A,, + tp 
for some real number t. If A and /J are distinct elements of A, then 
A = A, + tp and p = A, + sp for distinct real numbers s and t. Hence 
A---P (t-S)P P -= =- 
i-ii (t-S)P ij’ 
which is a constant independent of A and p. 
Now assume that (A - p)/(h - jI) is constant for all distinct points A 
and p of A. Suppose that A, and A, are distinct elements of A. Let A # A, 
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be any element of A, let cr = A - A,, and let 0 = A, - A,. By assumption, 
we have 
and hence a/P = E/p. Therefore, cw//3 = t is real, and we have 
A = A, + tp. 
Consequently, A lies on the line containing A, and A,. 
The following remark is a special case of Lemma 2.2 in [3]. 
REMARK 2. Let X be an n X 1 matrix, and let B be a 1 X n matrix. 
Then B* B = XX* if and only if there exists a complex number 0 of modulus 
1 such that X = 8B*. 
THEOREM 2.2. Let A be an n X n norm& matrix, and let B be a 1 X n 
matrix such that M( A, B) is subnormul. Then A( A; B) is collinear. 
Proof. Since M( A, B) is subnormal, there exists an n X 1 matrix X and 
a complex number y such that 
is normal. Without loss of generality we may assume that y = 0. To see this, 
observe that normality of M is equivalent to normality of M - yZ, and that 
a( A - yl,) = a(A) - y; hence all the relevant collinear relationships are 
preserved. Since M and A are normal and y = 0, we have from (l.la) and 
(I.Ib) that 
XX* = B*B and AB* = A*X. 
By Remark 2 there is a complex number 0 such that X = 8B* and hence 
AB* = A*X = A*eB* = BA*B*. 
Now suppose that A(A; B) = (A,, A,, . .., Ar}. Then Bx = 0 for any 
vector x E E,,(A) if and only if i > p, and hence B* is in the orthogonal 
complement of each such eigenspace E,(A). Consequently, there exist 
eigenvectors vi E E,{ A), 1 < i Q p, such that B* = C,P_ ,vi. It follows that 
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AB* = C,P_ lhiv, and tIA*B* = C,?EIBhivi. Since AB* = 8A*B*, hi = ohi 
for 1 < i < p. Hence for any distinct eigenvalues A and p in A( A; B), we 
have A - CL = 0% - 8~ = 8(x - CL>. It now follows from Remark 1 that 
A( A; B) is collinear whenever it contains at least two points, and it is 
collinear by convention if it is empty or is a singleton. ??
The next theorem provides a sufficient condition for subnormality differ- 
ent from that of Theorem 2.1. This difference is illustrated in Example 1. 
In what follows, Bi denotes the ith row of B for 1 < i < k. Each of the 
collinear sets A( A; Bj) consisting of at least two elements determines a 
unique line. We let z( A, B) denote the set of all such lines. 
THEOREM 2.3. Let A be an n X n normal matrix, and let B be a k X n 
matrix. Then MC A, B) is subnormal if both the following conditions hold: 
(a> For all i andj, if Bi is not orthogonal to Bi, then A( A; Bi) U A( A; Bj> 
is collinear. In particular, A( A; Bi) is collinear if Bi # 0. 
(b) All of the lines in X?( A, B) have a common point of intersection 7. 
(c) A( A; Bi) # {y) for all i. 
Proof. Suppose the conditions are satisfied. For each i let Kj be the 
k X n matrix whose ith row is Bi and whose other entries are zeros. Then 
where (l/k)A( A; Bj) is the set obtained by dividing each of the elements of 
A( A; Bi) by k. Since the sets A( A; Bi) satisfy (a) and (b), the sets 
A((I/k)A; Ki) 1 a so satisfy these conditions. Thus Z((l/k)A, B) satisfies (b). 
Let w be a common point of intersection of the lines in X_?((l/k)A, B). 
For each i such that A((l/k)A; Ki) contains at least two elements, 
choose 0, to be a complex number of modulus 1 so that the line containing 0 
and Bi is parallel to the line determined by A((l/k)A; Ki), and let c#+ = 0;. 
If A((l/k)A; Ki) consists of exactly one element, then use the line connect- 
ing that element to w, and define C& as above. Finally, if A((l/k)A; Ki) is 
empty, then choose +i to be an arbitrary complex number of modulus one. 
As in the proof of Theorem 2.1, the matrix Mi defined by 
is normal for each i. 
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Next we show that 
A &JCT 
i=l 
i=l 
\ 
B kwl, I 
is normal, from which it follows that M( A, B) is subnormal. It suffices to 
verify that 
M,M; + MjM; = M;M,. + Mj*Mi (2-l) 
for all i fj. Since each side is Hermitian, we need only show that the (1, l), 
(1,2>, and (2,2) positions of both sides of (2.1) are respectively equal. 
Equality of the (1,l) positions follows easily from the normality of A and 
the fact that K,?Kj = 0 for i #j. 
By comparing the (1,2> entries of both sides of the normality property for 
each Mi, we have 
for all i. Replace i by j in this equation and add both equations to obtain 
= ~A*[+~K: + 4j~Kj*] + w~* + w~j*, 
from which the equality of the (1,2) positions of (2.1) follows. 
To establish the equality of the (2,2) positions of (2.11, we must verify 
But this equation is immediate if Bi is orthogonal to Bj, since then Ki KT = 
Kj K,? = 0. Otherwise, the collinearity of A( A; Bi) U A( A; Bj) implies that 
c/+ = c$~, in which case $i+j = i~$+ = 1; and again the equation follows. w 
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In the next example, we apply Theorem 2.3 to show that the given matrix 
MA, B) is subnormal, and then use the methods (and notation) from the 
EXAMPLE 1. Consider 
A= and B 0 1 1 0 = 1 0 0 1 
I I 
000 0 
020 0 
002i 0 
0 0 0 2+2i 
proof to construct a normal extension. 
Clearly, A( A; B,) = {2,2i} and A( A; B,) = {0,2 + 2i}, and hence 
M(A, B) satisfies conditions (a), (b) and (c) of Theorem 2.3. It follows that 
M( A, B) is subnormal. Now apply the methods in the proof to obtain a 
normal extension. First observe that 
h(iA; B,) = +A( A; B,) = { 1, i} and 
A(tA; B,) = +A( A; B,) = {0, 1 + i} . 
Let L, be the line connecting 1 to i, and let L, be the line connecting 0 to 
1 + i. Then z(iA, B) = {L,, L,), and these lines intersect at w = i(l + il. 
Set 8, = (i - l)/li - 11 and 8, = (i + l>/li + II. Then & = 0; = -i and 
+a = 6,Z = i, so we have 
Hence. 
A M = A4, + M, = 4,K: + +,Ki B 2oI, 
As the proof of Theorem 2.3 shows, M is a normal extension of M( A, B). 
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The following example shows that the conditions of Theorem 2.1 and 
Theorem 2.3, while sufficient, are not necessary for subnormality. 
EXAMPLE 2. Let 
and let 
It can be verified that M is normal, and hence M( A, B) is subnormal. 
However, M( A, B) does not satisfy the conditions stated in Theorem 2.3, 
because A( A; B,) = {0, 1, i} is not collinear. 
3. THE NONNORMAL CASE 
Throughout this section, we assume that the n X n matrix A is not 
normal and that B is a 1 X n matrix. We find necessary and sufficient 
conditions (Theorem 3.2) under which M( A, B) is subnormal. These condi- 
tions provide an algorithm for checking if M( A, B) is subnormal, and for 
constructing a normal extension if one exists. 
Many of the formal arguments required for the proof of Theorem 3.2 
appear in [I] for the special case that n = 2 and extend directly to the 
general case. We refer to these arguments as needed. 
If M( A, B) is subnormal, then in (1.1) X must be an n X 1 matrix and 
Y = y is a complex number, so (1.1) reduces to 
AA* + XX* = A*A + B*B, (3.la) 
AB* +IjX=A*X+yB*, (3.lb) 
BB* = x*x. (3.lc) 
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By taking the trace of both sides of (3.la), we obtain: 
LEMMA 3.1. If an n x 1 matrix X satisfies (3.la), then it satisfies (3.1~); 
that is, BB* = X*X. Therefore, M(A, B) is subnormal if and only if (3.la) 
and (3.lb) have a solution. 
Now suppose that M( A, B) is subnormal. We describe how to find a 
solution X to Equations (3.1). First note that if X is any solution of (3.la), 
then X # 0; otherwise by Lemma 3.1 we would have B = 0. But then by 
(3.la) A would be normal, contrary to our assumption. Observe that because 
X is an n X 1 matrix, H( A, B) = A*A - AA* + B* B = XX* is a nonzero 
positive semidefinite matrix of rank one. It follows that to satisfy (3.la) [and 
hence also (3.1~) by L emma 3.11, X must be chosen to be an appropriate 
multiple of a nonzero column of H( A, B). Of course, we must select X so 
that it is also a solution to (3.lb). Suppose that Z is any solution to Equation 
(3.la). Then by R emark 2 in Section 2 we have X = BZ for some complex 
number 8 of modulus one. Substituting t9Z for X in (3.lb) yields 
AB* + @Z = 8A*Z + yB*. (3.2) 
We now state the principal result of this section. 
THEOREM 3.2. Suppose that A is a nonnormal n X n matrix and B is a 
1 X n matrix. Then M( A, B) is subnormal if and only if the following 
conditions are satisfied: 
(i) H( A, B) = A*A - AA* + B* B is positive semidefinite and of rank 1 
(hence (3.la) has a nonzero solution Z). 
(ii) For any solution Z to (3.la), the linear system 
cZ + yB* + f3A*Z = (Z, B”, A*Z) = AB* 
has a solution (c, y, 13) with 101 = 1. 
Zf (i) and (ii) are satisfied, then 
M(A, B). 
is a normal extension of 
Proof. The discussion preceding the theorem along with (3.2) shows that 
the subnormality of M( A, B) im pl ies conditions (i) and (ii). Now assume 
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conditions (i) and (ii). By Lemma 3.1 we need only show that (3.la) and 
(3.lb) have a common solution. By (i) we can choose a matrix 2 satisfying 
(3.Ia). By (ii), there exist complex numbers c, y, and 0 with 101 = 1 such 
that 
AB* + ( -c)Z = BA*Z + yB*. (3.3) 
Comparing (3.3) with (3.2) it is clear that the proof is complete once we 
show that c = --JO. First observe that BAB” = Z”AZ. A justification of this 
equation can be found in the proof of [l, Theorem 2.3, p. 351. 
Now, define 
p = Z*Z = BB*, q = BAB* = Z*AZ, 
r = BZ, s = BA”Z. 
If we multiply through (3.3) by B on the left and then by Z* on the left, we 
eventually obtain the system 
cr+yp=q-es, 
cp+yr=s-oq 
(3.4 
in the unknowns c and y. As in [l, p. 351, the nonnormality of A implies that 
lr]’ - p2 z 0, so (3.4) has a unique solution. Since p is real and (81 = 1, it is 
easily verified that c = --ijO. H 
We observe that Theorem 3.2 provides us with a practical method of 
determining the subnormality of M( A, 8) as well as a practical method of 
constructing a normal extension, at least if 12 is sufficiently small: 
(1) Check if H( A, B) has rank one and positive trace [to assure that 
H( A, B) is positive semidefinite]. 
(2) Let Z be any appropriate multiple of a nonzero column of H( A, B) 
such that H( A, B) = ZZ*. 
(3) Determine if the linear system 
has a solution (c, y, O), where 161 = 1. 
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M( A, B) is subnormal if and only if these three steps can be carried out 
successfully. Under these circumstances the required normal extension of 
M( A, B) is given by 
The following example illustrates the method. 
EXAMPLE 3. Suppose that we want to determine the subnormality of the 
matrix 
4 -3 -2 
_; ; -54 . I 
(1) We compute 
H(A, B) = 
25 -10 
-10 4 
-15 6 9 
Clearly H( A, B) has rank one and positive trace; hence it is positive 
semidefinite. 
(2) One quickly finds that 
5 
z= -2. 
i i -3 
(3) The solution to the system 
is given by c = -4, y =4,and 8= 1. 
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Therefore, M( A, B) is subnormal, and a normal extension is 
13 
1 -5 -2 4 3 -3 24 5 -2 54 3 -2 35\ 4/ * 
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