This paper considers the problem of designing efficient AI strategies for playing games at intermediate board states. While general heuristic-based methods are applicable for all boards states, the search required in an alpha-beta scheme depends heavily on the move ordering. Determining the best move ordering to be used in the search is particularly interesting and complex in an intermediate board state, compared to the situation where the game starts with an initial board state, as we do not assume the availability of "Opening book" moves. Furthermore, unlike the two-player scenario that is traditionally analyzed, we investigate the more complex scenario when the game is a multi-player game, like Chinese Checkers. One recent approach, the Best-Reply Search (BRS), resolves this by a process of grouping opponents, which although successful, incurs a very large branching factor. To address this, the authors of this work earlier proposed the Threat-ADS move ordering heuristic, by augmenting the BRS by invoking techniques from the field of Adaptive Data Structures (ADSs) to order the moves. Indeed, the Threat-ADS performs well under a variety of parameters when the game was analyzed at or near the game's initial state. This work demonstrates that the Threat-ADS also serves as a solution to the unresolved question of finding a viable solution in the far-more variable, intermediate game states. Our present results confirm that the Threat-ADS performs well in these intermediate states for various games. Surprisingly, it, in fact, performs better in some cases, when compared to the start of the game.
Introduction
AI techniques have been used extensively to play games, and well-known approaches such as alpha-beta search are known to gain improved efficiency and performance through strong move ordering, or attempts to search the best move first [1] . While these techniques are generally applicable for all board positions, their applicability for intermediate positions is far from obvious. This is because, in investigating the performance of move ordering techniques, rather than considering random game positions or the initial board state, analysis at intermediate board states is particularly fascinating. This is because the number of possible positions and the consequent potential moves, in an intermediate position is far more than the number encountered at the starting position. This is the focus of this paper. However, rather than considering move ordering-based AI search strategies for the classical family of two-person games, we consider here the scenario when the game is a multi-player game. It is well-established that the research domain associated with Multi-Player Game Playing (MPGP) of adversarial games is relatively unexplored 1 .
The majority of techniques utilized by MPGP, such as the Paranoid and Max-N algorithms, are extensions of well-understood, powerful two-player techniques, such as Alpha-Beta Search, to a multi-player environment [5, 6] . However, while these techniques are natural and make intuitive sense, for a variety of issues, they have trouble performing at a level comparable with their two-player counterparts, necessitating the development of new techniques, and improvements to existing ones [4, 7] . One very recent strategy, attempting to overcome weaknesses in tree pruning and processing time in multi-player environments, is the Best-Reply Search (BRS), which has been found to outperform its competitors in a variety of environments [8] . Despite its power, however, the nature of the BRS leads to a large branching factor in the game tree, thus making tree pruning an important area of consideration in its use [8] .
The authors of this work proposed in [9] the Threat-ADS heuristic, which makes use of techniques from the formerly unrelated field of Adaptive Data Structures (ADS) to improve move ordering in the context of the BRS. The Threat-ADS heuristic was found to produce meaningful improvements in a variety of cases [9, 10] when the game started from its initial board position. This paper demonstrates that the Threat-ADS is also a viable solution to efficiently resolve the search problem for MPGP analyzed from intermediate states.
The remainder of the paper is laid out as follows. After a motivating section, Section 3 briefly discusses existing techniques for MPGP including the Threat-ADS. Section 4 describes the game models that we employ and specifies the experiments we have performed. Section 5 presents our results. Finally, Sections 6 and 7 contain our analysis and conclusions, and open avenues of further research.
Motivation
Investigation into AI-based game playing from intermediate board states is an interesting topic, as it involves a much richer area of inquiry than the starting position of the game. This is because:
