Two-dimensional stable tameness over Noetherian domains of dimension one  by Berson, Joost
Journal of Pure and Applied Algebra 178 (2003) 115–129
www.elsevier.com/locate/jpaa
Two-dimensional stable tameness over Noetherian
domains of dimension one
Joost Berson
Department of Mathematics, University of Nijmegen, Toernooiveld 1, 6525 ED Nijmegen,
The Netherlands
Received 7 January 2002; received in revised form 13 April 2002
Communicated by C.A. Weibel
Abstract
In this paper all coordinates in two variables over a Noetherian Q-domain of Krull dimension
one are proved to be stably tame. In order to do this, some results concerning stable tameness
of polynomials in general are shown. Furthermore, we deduce that all automorphisms in two
variables over a Noetherian reduced ring of dimension zero are tame.
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1. Introduction
One of the main open problems concerning polynomial automorphisms over a 8eld
is if each such automorphism is tame. The answer is only known for any 8eld in
dimension two: this is the classical Jung–Van der Kulk Theorem [10,11,8].
Nagata [12], 1972, constructed a candidate counterexample in dimension three which
is still not known to be tame or wild in spite of the many attempts to show this (see
for example [2,5]). However, it was shown to be stably tame by Smith [13]. Also
in [9,4], it is shown that large classes of automorphisms over commutative rings are
stably tame based on the idea used in [13].
More recently, the problem of (stably) tameness has been investigated by Drensky
and Yu [6] where they considered k[z]-automorphisms of k[z][x; y]. Their paper was
followed by a result of Edo–VDenDereau [7] in which they study a special class of
Nagata-like automorphisms over a UFD, which are all shown to be stably tame. In [3]
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the author extended the result as follows: for any commutative ring R a class B(R)
of polynomials in R[x; y] is de8ned (containing the polynomials studied in [7]) and
it is shown that if a polynomial of this class is a coordinate then it is a stably tame
coordinate, which means that it is the image of x under a tame R-automorphism of
R[x; y; z1; : : : ; zm], where z1; : : : ; zm denote m new variables for some m¿ 1.
The notion of stable tameness of a coordinate is slightly diHerent from that of a
polynomial map. For instance, if a polynomial F is a coordinate of a polynomial
automorphism ’, then it is possible that F is a stably tame coordinate, while ’ is
not a stably tame automorphism (see Example 2.4). For polynomial maps there is a
weaker notion of tameness in higher dimensions, which we call “weak tameness”. This
one coincides with the stable tameness notion for polynomials.
The main result of this paper uses the results of [3], among others, to show that
in case R is a Noetherian Q-domain of Krull-dimension one then every coordinate in
R[x; y] is stably tame.
2. Generalities about stable tameness
In this section we shall state some general facts about stable tameness that can be
found in [3]. Furthermore, some new results will be proved and together they will
be used in the proof of our main theorem in the next section. In order to do that,
it is necessary to determine exactly what we mean by polynomials resp. polynomial
maps which are stably tame resp. weakly tame. This is done in De8nitions 2.3 and
2.5. But before that, we have to recall some de8nitions of certain special groups of
automorphisms. For the remainder of this section, let R be a commutative ring.
Denition 2.1. For a commutative ring R let R[X ] :=R[X1; : : : ; Xn] and A5 (R; n) :=
{F = (F1; : : : ; Fn)∈AutRR[X ] |deg(Fi) = 1 ∀ i}; the a6ne subgroup of the group of all
R-automorphisms.
Furthermore, let E(R; n) be the subgroup generated by the elementary automor-
phisms, i.e. the automorphisms of the form
(X1; : : : ; Xi−1; Xi + a(X1; : : : ; Xˆ i; : : : ; Xn); Xi+1; : : : ; Xn)
where a∈R[X1; : : : ; Xˆ i; : : : ; Xn].
Finally, the tame subgroup T (R; n) will be the subgroup generated by all aNne and
elementary automorphisms.
Let us now turn our attention to the 2-variable case. The following important theorem
can be found in [10,11] (see also [8, Theorem 5.1.11]).
Theorem 2.2 (Jung, Van der Kulk). If K is a 8eld; then AutKK[x; y] = T (K; 2). In
other words; every automorphism in two variables is tame.
With all of this in mind, it is natural to come up with the concept of stable tameness,
which we will now describe.
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Denition 2.3. A polynomial map F = (F1; : : : ; Fn)∈R[X1; : : : ; Xn]n is called a sta-
bly tame automorphism if; for a 8nite number of new variables Y1; : : : ; Ym; (F1; : : : ;
Fn; Y1; : : : ; Ym)∈T (R; n+ m).
Note that this name is chosen wisely, since the condition implies, by Lemma 1.11
in [3], that F is already an automorphism.
A polynomial f∈R[X1; : : : ; Xn] is called a stably tame coordinate if, for a 8nite
number of new variables Y1; : : : ; Ym, there exist certain G1(X; Y ); : : : ; Gn+m−1(X; Y )∈
R[X1; : : : ; Xn; Y1; : : : ; Ym] in such a way that (f(X ); G1(X; Y ); : : : ; Gn+m−1(X; Y ))∈
T (R; n+ m).
Moreover, two polynomials f; g∈R[X ] are called stably tame equivalent if there
exists a tame ’∈AutRR[X; Y ] (Y := (Y1; : : : ; Ym) for some m¿ 1) satisfying ’(f) = g.
Note that this de8nes an equivalence relation on R[X ].
So the notion of stable tameness of a polynomial is slightly diHerent from that of a
polynomial map, as can already be seen from the following example.
Example 2.4. Take R :=C[T ]=(T 2) and  := QT . Then F :=X + X 2 ∈R[X ] is not sta-
bly tame as a polynomial map (in one variable) since det J (F; Y1; : : : ; Ym) = 1 +
2X ∈R[X ]∗ \ R∗ for every 8nite number of extra variables Y1; : : : ; Ym (which implies
that (F; Y1; : : : ; Ym) cannot be stably tame). But F is stably tame as a coordinate; as
was shown in [3; Corollary 2.5].
But for polynomial maps we have another notion called “weakly tame” which is
closer to the stably tame notion of polynomials.
Denition 2.5. Let n; p∈N∗. A polynomial map F = (F1; : : : ; Fp)∈R[X1; : : : ; Xn]p
is called weakly tame if there are new variables Y1; : : : ; Ym and certain polynomi-
als G1; : : : ; Gn+m−p ∈R[X1; : : : ; Xn; Y1; : : : ; Ym] such that (F1; : : : ; Fp; G1; : : : ; Gn+m−p)∈
T (R; n+m). (Note that since this implies that R[Y1; : : : ; Ym]=R[G1|X=0 ; : : : ; Gn+m−p|X=0 ];
it follows that n+ m− p¿m; so automatically we have p6 n.)
Two polynomial maps F (i) = (F (i)1 ; : : : ; F
(i)
pi )∈R[X1; : : : ; Xn]pi (i = 1; 2) are called
weakly tame equivalent if there exist new variables Y1; : : : ; Ym, certain G
(i)
1 ; : : : ; G
(i)
n+m−pi∈R[X1; : : : ; Xn; Y1; : : : ; Ym] and a ’∈T (R; n+ m) such that




1 ; : : : ; G
(2)
n+m−p2 ) = (F
(1)




1 ; : : : ; G
(1)
n+m−p1 ) ◦ ’:
So the stable tameness of a polynomial f is just the weak tameness of the polynomial
map (f).
It is immediately clear that coordinates of a tame automorphism are stably tame.
Since, by Theorem 2.2, every automorphism of K[X; Y ] (where K is a 8eld) is tame,
it already follows that certainly every coordinate f∈K[X; Y ] is stably tame. But if,
for example, one replaces K by an integral domain R, the question whether every
coordinate of R[X; Y ] is stably tame is still open. Even more surprisingly, not a single
non-stably-tame coordinate over any commutative ring has yet been found.
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In two variables some progress has been made, though. In the paper [3] a certain class
of polynomials de8ned over any commutative ring R (written B(R)=
⋃
n∈NBn(R)) was
introduced which in case R is a 8eld exactly describes all coordinates in two variables.
The main theorem in that paper stated, that all coordinates in B(R) are stably tame
(where R is an arbitrary commutative ring). Theorem 3.6 in that paper, which was
very crucial for the proof of its main theorem, will prove to be very useful in the next
section. It states the following.
Theorem 2.6 (Berson). Suppose f∈R[X ] :=R[X1; : : : ; Xr] has the following property:
there exist p1; : : : ; pn ∈R such that Qf∈R=(pi)[X ] is a stably tame coordinate for
each pi. Then p1 · · ·pnZ +f is a stably tame coordinate; where Z is a new variable.
Since we shall be using some facts about the class B(R) in the next section, it may
be wise to recall the de8nition.
Denition 2.7. Let R be a commutative ring and take g0; p1; p2; : : :∈R; p0 ∈R∗ and
G1(Y ); G2(Y ); : : :∈R[Y ]. Then we de8ne the following polynomials in R[X; Y ]:
• F0 = p0Y + g0;
• F1 = p1X + G1(Y );
• F2 = p2Y + G2(p1X + G1(Y ));
• Fn = pnFn−2 + Gn(Fn−1) (for all n¿ 3).




The following property of the polynomials of the class just de8ned may be worth
mentioning, for we shall use it later on.
Lemma 2.8. det J (Fn; Fn−1) = (−1)n+1p1 · · ·pn for all n¿ 2.
Proof. det J (F2; F1)=det J (p2Y+G2(p1X+G1(Y )); p1X+G1(Y ))=det J (p2Y; p1X+
G1(Y )) = p2 det J (Y; p1X ) =−p1p2.
Now assume, that the statement is true for all k ¡n. Then we have: det J (Fn; Fn−1)=
det J (pnFn−2 + Gn(Fn−1); Fn−1) = pn det J (Fn−2; Fn−1) = −pn det J (Fn−1; Fn−2) =
−pn((−1)np1 · · ·pn−1) = (−1)n+1p1 · · ·pn.
As remarked earlier, every coordinate in two variables over a 8eld K is an element
of the class B(K). It is still not certain whether every tame coordinate in two variables
over R is in my class, but at least we can prove this for all coordinates of a special
class of automorphisms, the so-called strongly tame automorphisms.
Denition 2.9. Let a1; a2; a3; a4; b1; b2 ∈R; then an aNne automorphism F = (a1X +
a2Y + b1; a3X + a4Y + b2) is called simply a6ne if there is an i such that ai ∈R∗.
Note; that this implies; that the matrix JF is in the subgroup of GL2(R) generated by
the elementary and diagonal ones. Let SA5 (R; 2) be the collection of all simply aNne
automorphisms. Then by a strongly tame automorphism we mean an element of the
automorphism subgroup ST (R; 2) := 〈SA5 (R; 2); E(R; 2)〉 of AutRR[X; Y ].
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Lemma 2.10. Let R be a commutative ring and %∈ ST (R; 2). Then there exist p0 ∈R∗;
p1; : : : ; pn+1; g0 ∈R and G1(Y ); : : : ; Gn+1(Y )∈R[Y ] such that %(X )=Fn+1 and %(Y )=
Fn; as in De8nition 2.7. We may even assume; that pi ∈R∗ for all i.
Proof. Write % = &n'n · · · &1'1&0; with n∈N∗; &i elementary and 'i simply aNne for
all i. By using automorphisms which are elementary and simply aNne to simplify most
of the automorphisms in the composition of %; beginning with the leftmost one; and
by inserting the identity multiple times if necessary; we may assume the following:
1. For i¿ 0 &i is of the form &i = (X + hi(Y ); Y ); where hi(Y )∈R[Y ].
2. For i¿ 1 'i is of the form 'i = (aiX + biY; diX + eiY ); where ai; bi; ei ∈R; di ∈R∗.
To prove the statement, we will use induction with respect to n:
• The case n=0: by Assumption 1, &0 can be written as &0 =(p1X +G1(Y ); p0Y +g0)
(with p1; p0 ∈R∗; G1(Y )∈R[Y ] and g0 ∈R).
• If n¿ 1, then write &n−1'n−1 · · · &1'1&0 = (Fn; Fn−1).
Then %=(X +hn(Y ); Y )(anX +bnY; dnX +enY )(Fn; Fn−1), and writing Fn=pnFn−2+
Gn(Fn−1) (where, in case n6 2; F0 :=Y and F−1 :=X ) and ) := anen − bndn, we
get
%(Y ) = dnFn + enFn−1 = dnpnFn−2 + dnGn(Fn−1) + enFn−1;














Fn−1 + hn(%(Y )):
So %(Y )= F˜n and %(X )= F˜n+1, where F˜n and F˜n+1 are in our class of De8nition 2.7
de8ned by p˜1; : : : ; p˜n+1 and G˜1(Y ); : : : ; ]Gn+1(Y ), with p˜i =pi and G˜i(Y ) =Gi(Y ) if
i¡n; p˜n = dnpn ∈R∗; G˜n(Y ) = dnGn(Y ) + enY; p˜n+1 =−)=dn ∈R∗ and ]Gn+1(Y ) =
hn(Y ) + (an=dn)Y .
Remark 2.11. In case R is a 8eld; every aNne automorphism is simply aNne; so in
this case we always have the statement in Lemma 2.10 (for every %∈AutRR[X; Y ]).
The reason why Theorem 2.6 turned out to be very useful in the proof of the main
theorem in [3] may become clear when considering the following proposition, which
can be found as Proposition 3.2 in [3]. Of course, by the ‘Fn’ in the statement the
‘Fn’ in De8nition 2.7 is meant.
Proposition 2.12 (Berson). For every n¿ 2; Fn is stably tame equivalent to p1 · · ·
pnZ + Fn ∈R[X; Y; Z].
120 J. Berson / Journal of Pure and Applied Algebra 178 (2003) 115–129
Remark 2.13. The proof of Proposition 2.12 gives us certain tame ’n−1 ∈AutRR[X; Y;
Z2; : : : ; Zn] and ’n ∈AutRR[X; Y; Z2; : : : ; Zn+1] (for new variables Z2; : : : ; Zn+1) such that
’−1n−1’n(Fn)=Fn and ’
−1
n−1’n(Fn−1)=p1 · · ·pnZn+1+Fn−1 (where ’n−1 is extended by
’n−1(Zn+1) :=Zn+1). We shall use these facts in the proof of our main theorem.
In the remainder of this section we shall discuss some new results concerning stable
tameness. Apparently, as we shall see, something can be said about the stable tameness
of a polynomial when viewing the coeNcients modulo some ideal. A good example of
this is Theorem 2.17 below. But we 8rst need a rather technical proposition.
Proposition 2.14. Suppose F=(X1+H1(X ); : : : ; Xn+Hn(X ))∈R[X ]n (X := (X1; : : : ; Xn))





1 · · ·X jnn for certain c(i)j ∈ a. De8ne J := {j∈Nn | ∃i∈{1; : : : ; n} | c(i)j =0}.
Let Yj be a new variable for every j∈ J . Then F is weakly tame equivalent to a
polynomial map of the form
(X1 + H˜1(X; Y ); : : : ; Xn + H˜n(X; Y ); (Yj + Ĥj(X; Y ))(j∈J ));
where H˜1; : : : ; H˜n ∈ a2[X; Y ] and also Ĥj ∈ a2[X; Y ] for every j∈ J .
Proof. Let m be the number of new variables Yj. Choose for every j∈ J a
polynomial Pj(X; Y )∈ a[X; Y ] (we will specify them later). Then let us de8ne F˜ ∈
R[X ]n+m by
F˜ = (X1 + H1(X ); : : : ; Xn + Hn(X ); (Pj(X; Y ))(j∈J )):
Now let QR :=R=a2. We will show; that the Pj can be chosen in such a way that
Q˜F ∈E( QR; n+ m) and then we are done.




j Yj for all i and ’1(Yj) = Yj for all
j. Then we have (since Qa2 = (0))










; : : :

 :
(The other components will be speci8ed later.)
Furthermore, de8ne ’2 ∈E(R; n+m) by ’2(Xi) = Xi for all i and ’2(Yj) = Yj − X j
















; : : :

 :
Composing this with ’1−1, we get
Q˜F ◦ ’1 ◦ ’2 ◦ ’1−1 = (X1; : : : ; Xn; : : :): (1)
Now we will take a look at the eHect of the ’i on the Pj. Since ’1 is the identity
modulo a, we have
F˜ ◦ ’1 ◦ ’2 ◦ ’−11 ◦ ’−12 ≡ (: : : ; (Pj(X; Y ))(j∈J )) (mod a)
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which implies that we can choose every Pj of the form Pj(X; Y ) = Yj +Qj(X; Y ) with
Qj(X; Y )∈ a[X; Y ] and such that
F˜ ◦ ’1 ◦ ’2 ◦ ’−11 ◦ ’−12 = (: : : ; (Yj)(j∈J )): (2)
Eq. (1) gives (since ’2(Xi) = Xi ∀i)
Q˜F ◦ ’1 ◦ ’2 ◦ ’1−1 ◦ ’2−1 = (X1; : : : ; Xn; : : :):
So together with Eq. (2) we deduce
Q˜F ◦ ’1 ◦ ’2 ◦ ’1−1 ◦ ’2−1 = (X1; : : : ; Xn; (Yj)(j∈J )):
This implies that F˜’1’2’−11 ’
−1
2 − (X; (Yj)(j∈J ))∈ a2[X; Y ]m+n, which completes the
proof.
Theorem 2.15. Let R be a commutative ring and / its nilradical. Every map of the
form F = (X1 + H1(X ); : : : ; Xn + Hn(X )); where Hi(X )∈ /[X ] for all i; is weakly
tame.
Proof. First; suppose that the statement is true as soon as the coeNcient ring is Noethe-
rian. Now let R be an arbitrary commutative ring and F ∈R[X ]n as in the statement
of this theorem. Let I be the collection of all coeNcients of F . Then the subring
R′ :=Z[I ] of R generated by the elements of I is Noetherian and F ∈R′[X ]n; which
implies that F is weakly tame over R′; so it is certainly weakly tame over R.
So we may assume R to be Noetherian. But then there exists a p∈N∗ such that
/2
p
=(0). If we now apply Proposition 2.14 several times, by taking for a consecutively
/; /2; : : : ; /2
p−1
, we conclude that F is weakly tame.
Corollary 2.16. Let F ∈R[X ]n be a weakly tame polynomial automorphism and let
H ∈ /[X ]n. Then F + H is also weakly tame.
Proof. Let G ∈R[X ]n be the inverse of F . Then we have the identity F + H = (X +
H (G)) ◦ F . Since X + H (G) is weakly tame by Theorem 2.15 and F is weakly tame
by assumption; it follows easily that also F + H is weakly tame.
This result has its consequence in the following theorem which tells us something
about the stable tameness of a polynomial when viewing it modulo the nilradical.
Theorem 2.17. Let R be a commutative ring and f a polynomial in R[X ] =
R[X1; : : : ; Xn]. Suppose that Qf∈ QR[X ] (where QR :=R=/) is stably tame. Then f is
already stably tame.
Proof. By assumption we can choose new variables Y := (Y1; : : : ; Ym) and G1; : : : ;
Gm+n−1 ∈R[X; Y ] such that  := ( Qf;G1; : : : ; Gm+n−1)∈T ( QR;m+n); say  =  1 ◦ · · · ◦  k
where the  i are either aNne or elementary automorphisms. If a given  i is elementary;
then obviously there exists an elementary 2i ∈AutRR[X; Y ] such that 2i =  i. If  i is
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aNne; then there also exists an aNne 2i ∈R[X; Y ]n+m such that 2i =  i. Furthermore;
since det J2i = det J i ∈ ( QR)∗; it follows that det J2i ∈R∗; which means that 2i is in-
vertible. Now let 2 = (f;G1; : : : ; Gm+n−1); then we have 2 −21 · · ·2k ∈ /[X; Y ]n+m;
so by Corollary 2.16 it follows; that 2 is a weakly tame map. This implies that f is
a stably tame coordinate.
So to check if a polynomial is stably tame one may reduce it modulo nilpotent
elements. From this it already follows that all one-dimensional coordinates are stably
tame, as is shown in the following example (this was also shown in [3]).
Example 2.18. Let f∈R[X1] be a coordinate in 1 variable. Take a prime ideal p and
consider Qf∈R=p[X1]. Because Qf is a coordinate in 1 variable and R=p is an integral
domain; Qf must be linear.
So f is linear modulo every prime ideal of R, which means that f is of the form
f=a0+a1X1+ · · ·+anX n1 for some ai ∈R, where ai ∈ / whenever i¿ 2. Consequently,
f is a linear coordinate when viewed modulo the nilradical, so the previous theorem
implies that f is stably tame.
To conclude this section we introduce another criterion for stable tameness which
will be used in the next section. It is a consequence of Theorem 2.19 below, which
proof gives in fact a method to construct a decomposition of a tame automorphism
modulo the product of 2 co-maximal ideals, by only using the decompositions modulo
each of the two ideals.
Theorem 2.19. Let R be a commutative ring and a1; a2 ⊆ R two ideals such that
a1 + a2 = (1). If F ∈R[X ]n :=R[X1; : : : ; Xn]n is a tame automorphism when viewed
modulo a1 as well as when viewed modulo a2; then it is also tame when viewed
modulo a1a2.
Even more generally, if f∈R[X ] is a tame coordinate when viewed modulo a1 as
well as when viewed modulo a2, then it is also a tame coordinate when viewed modulo
a1a2.
Proof. Since f is a tame coordinate when viewed modulo ai (i = 1; 2); there exist
g(i)1 ; : : : ; g
(i)
n−1 ∈R[X ] with ( Qf; g1(i); : : : ; gn−1(i))∈T ( QR; n) (where QR = R=ai). According
to the Chinese Remainder Theorem; there exist c1 ∈ a2 and c2 ∈ a1 such that c1 ≡
1 (mod a1) and c2 ≡ 1 (mod a2). So F := (f; c1g(1)1 + c2g(2)1 ; : : : ; c1g(1)n−1 + c2g(2)n−1) is
tame when viewed modulo a1 as well as when viewed modulo a2. We can write
QF=31 · · ·3m1 (over R=a1); where the 3i are either linear or elementary automorphisms
over R=a1. Likewise; we can write QF =  1 · · ·  m2 (over R=a2); where the  i are either
linear or elementary automorphisms over R=a2. Furthermore; we may assume that all
mentioned elementary automorphisms are of the form
(X1 + H (X2; : : : ; Xn); X2; : : : ; Xn) (3)
(with H (X2; : : : ; Xn)∈R=a1[X2; : : : ; Xn] resp. R=a2[X2; : : : ; Xn]); if necessary by inserting
extra linear automorphisms.
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Choose 41; : : : ; 4m1 ; 21; : : : ; 2m2 ∈R[X ]n such that 3i = 4i ∈R=a1[X ]n and  i =
2i ∈R=a2[X ]n for all i (choose the 4i and the 2i elementary as in Eq. (3) resp. linear).
Let I be the identity automorphism in AutRR[X ]. De8ne Pi := c14i + c2I ∈R[X ]n for
i = 1; : : : ; m1 and Pm1+i := c1I + c22i for i = 1; : : : ; m2. Let P :=P1 · · ·Pm1+m2 .
Observe that we constructed P in such a way, that
P ≡ 41 · · ·4m1 Im2 ≡ F (mod a1):
Similarly, P ≡ F (mod a2). Consequently, P ≡ F (mod a1∩a2=a1a2). Let i∈{1; : : : ; m1}.
There are two cases:
1. 4i is linear. Then the same holds for Pi. Furthermore, since over R=a1; det JPi =
det J4i ∈ (R=a1)∗ and over R=a2; det JPi = det JI ∈ (R=a2)∗, it follows that over
R=a1a2; det JPi ∈ (R=a1a2)∗.
2. 4i is of the form as in Eq. (3). Then we have
Pi = ((c1 + c2)X1 + c1H (X2; : : : ; Xn) ; (c1 + c2)X2; : : : ; (c1 + c2)Xn)
with c1 +c2 ≡ 1 (mod a1∩a2 =a1a2). So in this case Pi ∈R=a1a2[X ]n is of the form
as in Eq. (3).
A similar argument can be held about Pm1+i for i = 1; : : : ; m2.
So we may conclude, that by putting QR :=R=a1a2, we have
QF = P1 · · ·Pm1+m2 ∈T ( QR;m1 + m2):
Remark 2.20. Since; in the above situation; we have R=a1a2 ∼= R=a1 × R=a2; it is not
hard to imagine; that the group of tame automorphisms over R=a1a2 equals the product
of the tame group over R=a1 and the tame group over R=a2. But the proof of that is
belabored; and is essentially the same as the one above; except that the proof above is
also constructive in this situation.
Corollary 2.21. Let R; a1; a2 be as in Theorem 2.19. If f∈R[X1; : : : ; Xn] is a stably
tame coordinate both modulo a1 and modulo a2; then it is also stably tame modulo
a1a2.
Proof. By assumption; there exist new variables Y := (Y1; : : : ; Ym) and G
(i)
1 ; : : : ; G
(i)
n+m−1
∈R[X; Y ] with ( Qf;G1(i); : : : ; Gn+m−1(i))∈T ( QR; n + m) (where QR = R=ai). So f; as an
element of R[X; Y ]; is a tame coordinate when viewed modulo a1 as well as when
viewed modulo a2. By Theorem 2.19; f∈R[X; Y ] is a tame coordinate when viewed
modulo a1a2. Consequently; f∈R[X ] is stably tame modulo a1a2.
3. The K dim 1 case
Now we can use the stable tameness tools which we obtained in the previous section
to our advantage. We will prove the main theorem of this paper, which is stated below.
Theorem 3.1. Let R be a Noetherian Q-domain with dim(R) = 1. Then every coordi-
nate F ∈R[X; Y ] is stably tame.
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A very important ingredient of the proof of this theorem is Theorem 3.3, which tells
us something about the leading coeNcients of coordinates. In the proof of this theorem
we will use the result of the following lemma. It is an almost direct consequence of
the well-known Abhyankar–Moh Theorem, which can be found in [1].
Lemma 3.2. Let R be a domain with characteristic 0. Suppose (F;G)∈AutRR[X; Y ].
Then degX (F) |degX (G) or degX (G) |degX (F). (And then; of course; the same holds
with X replaced by Y .)
Proof. Substituting Y := 0 in R[X; Y ]=R[F;G]; we see that R[X ]=R[F(Y =0); G(Y =
0)]. Since the coeNcients of the highest powers of X in F and G are constants (by
Corollary 3.3.7 in [8]); degX (F) = degX (F(Y = 0)) and degX (G) = degX (G(Y = 0)).
Now let K be the quotient 8eld of R. Since K[X ] = K[F(Y = 0); G(Y = 0)]; we
can use the Abhyankar–Moh Theorem in [1] to conclude; that degX (F) |degX (G) or
degX (G) |degX (F).
Theorem 3.3. Let R be Q-domain and suppose (F;G)∈AutRR[X; Y ] satis8es degX (F)
¿degX (G)¿ 1 and G(0; 0) = 0. Following Lemma 3.2; write (F;G) as
(amnX mn + amn−1(Y )Xmn−1 + · · ·+ a0(Y ); bnX n + bn−1(Y )X n−1 + · · ·+ b0(Y ))
with m; n∈N∗; m¿ 1 and b0(0) = 0.
Then for k = 1; : : : ; n we have bn | akmnbn−k(Y ).
Proof. For the case n=1 we can skip the 8rst and second part of the proof; so in the
8rst two parts we may assume; that n¿ 2.
(i) (F˜ ; G) := (F − (amn=(bn)m)Gm;G)∈AutKK[X; Y ] (with K :=Q(R)), so again by
Lemma 3.2 we may conclude, that degX (F˜) |degX (G) or degX (G) |degX (F˜). In any
case, we must have degX (H (X; Y )) = degX (F˜)6 (m − 1)n, where H (X; Y ) :=
bmn F − amnGm.
So we shall look at the coeNcients of Xmn−1; : : : ; X mn−(n−1) in H (X; Y ), all of which
must be equal to zero. Take k ∈{1; : : : ; n − 1} and assume that the statement in the
theorem is true for all positive natural numbers smaller than k. We shall prove that
the statement is true for k. After that, the case k = n shall be dealt with.
(ii) First, let us de8ne the following index set: I := {(x0; : : : ; xn)∈Nn+1 | x0 + · · ·+
xn=m; x1 +2x2 + · · ·+nxn=mn− k}. The coeNcient of Xmn−k in H (X; Y ) now looks
like




en! · · · e0! b
en
n bn−1(Y )
en−1 · · · b0(Y )e0
and this expression must equal zero.
Suppose a term appears in the above sum for which ei ¿ 0 for some i6 n−k. Then,
if we want to optimize the sum nen + (n− 1)en−1 + · · ·+ e1, we must choose en equal
to m− 1 (as e0 + · · ·+ en = m). So we have
nm− k = nen + (n− 1)en−1 + · · ·+ e1
6 n(m− 1) + 0 + · · ·+ 0 + i · 1 + 0 + · · ·+ 0
J. Berson / Journal of Pure and Applied Algebra 178 (2003) 115–129 125
6 n(m− 1) + (n− k) · 1
= nm− k:
So we must have equality at all places. This implies, that ei=0 for i¡n−k. We may
furthermore deduce from the above, that only one term appears in the sum for which
en−k ¿ 0, namely the case en =m− 1 and en−k =1 (and ei =0 for all other i). So the
equation becomes







en! · · · en−(k−1)! b
en
n bn−1(Y )
en−1 · · · bn−(k−1)(Y )en−(k−1) ;
(4)
where the index set Ik is de8ned by
Ik := {(x1; : : : ; xk)∈Nk | x1+ · · ·+xk = m; (n−(k − 1)) x1+ · · ·+nxk = mn− k}:
Note that, for every choice of the ei, we have
k =mn− (mn− k)
= (en + · · ·+ en−(k−1))n− (nen + · · ·+ (n− (k − 1))en−(k−1))
= en−1 + 2en−2 + · · ·+ (k − 1)en−(k−1):
So if we multiply Eq. (4) by ak−1mn , we get
ak−1mn b
m













· · · (ak−1mn bn−(k−1)(Y ))en−(k−1) ;
(5)
By the induction hypothesis, bn | aqmnbn−q(Y ) for all q¡k, which implies that all terms
of the above sum are divisible by
benn b
en−1
n · · · ben−(k−1)n = bmn :





n bn−k(Y ), and since bn =0; bn | akmnbn−k(Y ). So we proved that bn | akmnbn−k(Y )
for k = 1; : : : ; n− 1.
(iii) But the case k = n still remains. From our last observation it follows, that
bn | akmnb′n−k(Y ) for k =1; : : : ; n− 1. We can take this into account while taking a look
at
det J (F;G) = (mnamnX mn−1 + · · ·+ a1(Y ))(b′n−1(Y )X n−1 + · · ·+ b′0(Y ))
− (nbnX n−1 + · · ·+ b1(Y ))(a′mn−1(Y )Xmn−1 + · · ·+ a′0(Y ))∈R∗: (6)
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The coeNcient of Xmn−1 in this equation equals zero, so we may conclude that
mnamnb′0(Y )∈ (b′1(Y ); : : : ; b′n−1(Y ); b1(Y ); : : : ; bn−1(Y ); bn): (7)




mnbn−k(Y ))∈ (bn) for k =1; : : : ; n− 1 (and, analogously,
an−1mn b
′
n−k(Y )∈ (bn)), we may conclude from Eq. (7) (multiplying it by an−1mn ), that
mnanmnb
′
0(Y )∈ (bn), and since b0(0) = 0; anmnb0(Y )∈ (bn). So bn | akmnbn−k(Y ) for k =
1; : : : ; n.
Corollary 3.4. In the situation of Theorem 3.3; we have bn | anmn.
Proof. det J (F;G)|X=0 = a1(Y )b′0(Y ) − a′0(Y )b1(Y ) = '∈R∗; which implies that
anmn(a1(Y )b
′
0(Y ) − ') = a′0(Y )anmnb1(Y )∈ (bn) (according to Theorem 3.3); and since
also anmnb
′
0(Y )∈ (bn) (according to Theorem 3.3); we may conclude that anmn'∈ (bn).
Thus; bn | anmn.
Corollary 3.5. Look again at the situation of Theorem 3.3. Assume that amn ∈R∗.
Then also bn ∈R∗.
Consequently, (F˜ ; G)∈AutRR[X; Y ] (using notations as in the 8rst part of the proof
of Theorem 3.3).
Proof. Since bn | anmn by Corollary 3.4; we must have bn ∈R∗.
Corollary 3.6. In the situation of Corollary 3.5: (F;G)∈ ST (R; 2)! Also: there exist
certain k ∈N∗; p0; p1; : : : ; pk+1 ∈R∗; g0 ∈R and G1(Y ); : : : ; Gk+1(Y )∈R[Y ] such that
F = Fk+1 and G = Fk; as in De8nition 2.7.
Proof. By applying Corollary 3.5 repeatedly; we see that (F;G) is of the form (F;G)=
&1 · · · &k7j'; where &1; : : : ; &k are elementary; 7 := (Y; X ); j∈{0; 1} and ' = (aX; bY )
for some a; b∈R∗. So obviously (F;G) is strongly tame. The second statement then
follows from Lemma 2.10.
Remark 3.7. If R is not a domain; then in general Theorem 3.3 is false. Even Corollary
3.5 does not hold anymore in this case; as can be seen from the following example. Let
K be a 8eld; R :=K[T ]=(T 3 + T ); a := QT and b := a2 + 1. Then F in (F;G) := ((X 2 +
bY )2+X+aY; b(X 2+bY )+aX )∈AutRR[X; Y ] is monic in X ; but nevertheless b ∈ R∗ (b
is even a zerodivisor: ab= 0).
The following lemma will be very useful for the proof of our main theorem. It
gives an explicit description of polynomials in our special class of De8nition 2.7 over
a localization of a domain.
Lemma 3.8. Let R be a domain and S ⊆ R a multiplicatively closed subset. Then for
every F ∈Bn(S−1R) there exists an s∈ S such that F˜ := sF ∈Bn(R).
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Proof. We will prove by induction on n; that for every F1; : : : ; Fn ∈B(S−1R) such
that Fk = pkFk−2 + Gk(Fk−1) (for 26 k6 n; F0 :=Y ); there exist F˜1; : : : ; F˜n ∈B(R)
such that F˜k = p˜k F˜k−2 + G˜k(F˜k−1) (for 26 k6 n; F˜0 :=y) and s1; : : : ; sn ∈ S satisfying
F˜k = skFk for k = 1; : : : ; n. The case n = 1 is easy. So assume n¿ 2 and that the
statement is true for positive integers smaller than n.
Now let F1; : : : ; Fn ∈B(S−1R) such that Fk = pkFk−2 + Gk(Fk−1) (for 26 k6 n;
F0 :=y). The induction hypothesis gives s1; : : : ; sn−1 ∈ S and F˜1; : : : ; F˜n−1 ∈B(R) such
that F˜k = p˜k F˜k−2 + G˜k(F˜k−1) (for 26 k6 n − 1; F˜0 :=y)), satisfying F˜k = skFk for
k = 1; : : : ; n − 1. This implies, that Fn = pn([1=(sn−2)]F˜n−2) + Gn([1=(sn−1)]F˜n−1) =
p̂nF˜n−2 + Ĝn(F˜n−1), where p̂n :=pn=(sn−2) and Ĝn(Y ) :=Gn([1=(sn−1)]Y ). Let sn ∈ S
such that sn(p̂nX + Ĝn(Y ))= p˜nX + G˜n(Y ) for certain p˜n ∈R and G˜n(Y )∈R[Y ]. Then
we have F˜n := snFn = p˜nF˜n−2 + G˜n(F˜n−1), as desired.
Proof of Theorem 3.1. Let F ∈R[X; Y ] be a coordinate. Let G ∈R[X; Y ] be a mate for
F with det J (F;G)= 1. We may assume; that degX (G)¿ 0 (if G ∈R[Y ] then one can
deduce from det J (F;G) = 1 that F is a tame coordinate).
By Corollary 3.3.7 in [8], the leading coeNcient of F with respect to X is a con-
stant a∈R \ {0}. So there exists an h(T )∈Ra[T ] such that g :=G − h(F)∈Ra[X; Y ]
satis8es degX (g)¡degX (F) (in the remainder of this proof we will use the let-
ters F;G;H; : : : for polynomials over R and f; g; h; : : : for polynomials over Ra). But
then Lemma 3.2 tells us that degX (g) |degX (F). By Corollary 3.6, (F; g)∈ ST (Ra; 2).
But then also (F;G) = (X; Y + h(X )) ◦ (F; g)∈ ST (Ra; 2). By Lemma 2.10 there ex-
ist certain n∈N∗; p0; p1; : : : ; pn+1 ∈R∗a ; g0 ∈Ra and g1(Y ); : : : ; gn+1(Y )∈Ra[Y ] such
that F = fn+1 and G = fn, as in De8nition 2.7. From Lemma 3.8 it follows (taking
S := {1; a; a2; : : :}), that Fn := akG ∈Bn(R) for some k ∈N. By de8nition this gives an
Fn−1 ∈Bn−1(R) satisfying det J (Fn−1; Fn) = (−1)np1 · · ·pn (by Lemma 2.8).
So now we have det J ([(−1)nak=(p1 · · ·pn)]Fn−1; G) = 1 and also det J (F;G) =
1, which implies, that by putting D :=det J (−; G) : Ra[X; Y ] → Ra[X; Y ], we have
F − [(−1)nak=(p1 · · ·pn)]Fn−1 ∈Ra[X; Y ]D = Ra[Fn] (since Ra[Fn] = Ra[G]), say F =
[(−1)nak=(p1 · · ·pn)]Fn−1 + h˜(Fn) with h˜(T )∈Ra[T ].
From the proof of Proposition 3.2 in [3] (which we stated earlier as Proposition 2.12)
we get (for some new variables Z2; : : : ; Zn+1) certain tame ’n−1; ’n ∈AutRR[X; Y; Z2; : : : ;
Zn+1] satisfying ’−1n−1’n(Fn)=Fn and ’
−1




p1 · · ·pn (p1 · · ·pnZn+1 + Fn−1) + h˜(Fn) = (−1)
nakZn+1 + F:
So F is stably tame when (−1)nakZn+1 + F is, and by Theorem 2.6, (−1)nakZn+1 +
F ∈R[X; Y; Zn+1] is stably tame as soon as QF ∈ QR[X; Y ] is stably tame, where QR :=R=(ak).
Since ak =0 and dim(R) = 1, we have dim( QR) = 0. So QF is stably tame by Proposi-
tion 3.9 and we are done.
Proposition 3.9. Let R be a Noetherian ring with dim(R) = 0 and let F ∈R[X; Y ] be
a coordinate. Then F is stably tame.
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Proof. Since R is Noetherian; there exist p1; : : : ; pn ∈ Spec(R) such that /=p1∩· · ·∩pn.
We may of course assume; that pi = pj if i = j. Since dim(R)=0; every pi is maximal;
so we certainly have pi + pj = (1) whenever i = j.
Furthermore, R=pi is a 8eld, so by Theorem 2.2, QF ∈R=pi[X; Y ] is a tame coordinate,
so QF is certainly stably tame. By applying Corollary 2.21 repeatedly, we deduce that
F is stably tame modulo p1 · · · pn. This implies, that also QF ∈R=/[X; Y ] = R=p1 ∩ · · · ∩
pn[X; Y ] is stably tame. By Theorem 2.17, F ∈R[X; Y ] is stably tame.
The perceptive reader may have noticed in the proof of the proposition above that
the information we have regarding F modulo a prime ideal (being a tame coordinate)
is much stronger than the result which we extract from it (the stable tameness). Indeed,
if we make the additional assumption that R is reduced, then we get a quick proof of
the following result, which can also be found as Corollary 0.6 in [12].
Proposition 3.10. Let R be a Noetherian reduced ring with dim(R) = 0. Let ’∈
AutRR[X; Y ]. Then ’ is tame.
Proof. Since R is Noetherian; there exist p1; : : : ; pn ∈ Spec(R) such that (0) = /= p1 ∩
· · · ∩ pn. We may assume; that pi = pj if i = j. Since dim(R) = 0; every pi is maximal;
so we have pi + pj = (1) when i = j.
Furthermore, R=pi is a 8eld, so by Theorem 2.2, Q’∈R=pi[X; Y ]2 is a tame automor-
phism. By applying Theorem 2.19 repeatedly, we deduce, that Q’∈R=p1 · · · pn[X; Y ]2 is
tame. But then we also have, that Q’∈R=p1∩· · ·∩pn[X; Y ]2 =R=/[X; Y ]2 is tame. Since
R is reduced, we may conclude, that ’ is tame.
Remark 3.11. The assumption in the previous proposition that R is reduced is necessary;
as can be seen from the following. Let R = C[T ]=(T 2) and j := QT . Then R is a
Noetherian ring (being a 8nitely generated C-algebra) with only one prime ideal;
namely (j). So dim(R) = 0 and if we take ’ :=X + jX 2; then ’ is not tame since
det J’ = 1 + 2jX ∈R[X ]∗ \ R∗ (whereas det J ∈R∗ for all automorphisms  which
are tame). For the same reason we may conclude; that also (X +jX 2; Y )∈AutRR[X; Y ]
is not tame.
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