The primary auditory cortex (A1) is organized tonotopically, with neurons sensitive to high and low frequencies arranged in a rostro-caudal gradient. We used laser scanning photostimulation in acute slices to study the organization of local excitatory connections onto layers 2 and 3 (L2/3) of the mouse A1. Consistent with the organization of other cortical regions, synaptic inputs along the isofrequency axis (orthogonal to the tonotopic axis) arose predominantly within a column. By contrast, we found that local connections along the tonotopic axis differed from those along the isofrequency axis: some input pathways to L3 (but not L2) arose predominantly out-of-column. In vivo cell-attached recordings revealed differences between the soundresponsiveness of neurons in L2 and L3. Our results are consistent with the hypothesis that auditory cortical microcircuitry is specialized to the one-dimensional representation of frequency in the auditory cortex.
A widespread and appealing hypothesis is that all cortical areas (for example, visual and auditory) are wired according to the same general schema, regardless of what computation is performed in each area. According to this canonical model of cortical circuitry 1 , informa tion from the thalamus enters the cortex by way of thalamocortical synapses onto neurons in cortical layer 4 (L4), and these L4 neurons then transmit information to neurons in L2/3 and then to layer 5 (L5) (for example, refs. 2, 3) . This canonical circuit model represents the synthesis of several decades of careful neuroanatomy and neurophysio logy probing the circuitry of visual cortex, the first area in which microcircuitry was examined in detail.
The introduction of laser scanning photostimulation (LSPS) has made it possible to examine the microcircuitry in other cortical areas with high efficiency. LSPS uses the photorelease of caged glutamate to map functional connections between a neuron and its presynap tic inputs in vitro 4, 5 . This technique has revealed distinct patterns of functional connectivity in different cortical areas, including the whisker barrel somatosensory 3, 6 , motor 7 and auditory 8 cortices. These studies showed that although in broad strokes the canonical model of visual cortex may be valid in nonvisual cortical areas, there are also important areaspecific differences in local circuitry. Thus each corti cal area may represent a variation on the canonical circuit, special ized for the implementation of the cortical computation that occurs within that area.
In the primary auditory cortex of all species studied so far, there is a characteristic map reflecting the tonotopic organization of sound frequency in the cochlea. In the mouse, as in many other species, high frequencies are represented in the rostral part of the cortex and low frequencies in the caudal 9 . This onedimensional tonotopic axis can be considered the analog of twodimensional space in the visual and somatosensory cortices, in that it reflects directly the organization of sensory receptors at the periphery. However, because the representation of sound frequency along the cochlea is intrinsically onedimensional, the organization of auditory cortex along the axis orthogonal to the tonotopic cortical axis cannot immediately be inferred from the organi zation of the sensory periphery (but see ref. 10) . The auditory cortex is thus functionally anisotropic: the functional organization along the tonotopic axis is qualitatively different from the organization ortho gonal to the tonotopic axis. In this respect the auditory cortex differs from both the visual and somatosensory cortices, where the two dimensional organization of the sensory periphery is reflected directly in the organization of the corresponding cortex. What is not known is how this functional anisotropy-that is, the spatial arrangement of tuned neurons-is reflected at the microcircuit level.
To determine how the functional anisotropy of auditory cortex observed in vivo is reflected in the local microcircuitry probed in vitro, we have used LSPS to compare the organization of mouse primary auditory cortex slices cut along the tonotopic axis with those cut perpendicular to that axis. Here we report that local inputs to L2/3 differ depending on whether or not the slice is cut to preserve information across frequencies. Furthermore, in vivo cellattached recordings revealed differences between the soundresponsive ness of neurons in L2 and L3. Our results are consistent with the hypothesis that auditory cortical microcircuitry is specialized to the distinctive onedimensional representation of frequency in the auditory cortex.
RESULTS
We first investigated the organization of synaptic inputs to L2/3 of mouse primary auditory cortex in a coronal slice cut to preserve isofrequency bands ('isofrequency slices'). We next examined the organization of inputs to L2/3 in a horizontal slice, which allowed us 1 4 1 4 VOLUME 13 | NUMBER 11 | NOVEMBER 2010 nature neurOSCIenCe a r t I C l e S to probe organization across different frequencies ('tonotopic slices'). Finally, we performed in vivo cellattached recordings targeted at L2/3 neurons to explore whether the differences in local circuitry we observed in vitro lead to functional differences in stimulusdriven responses in vivo.
Organization of inputs to L2/3 along the isofrequency axis We began by studying the input to neurons in L2/3 in a coronal slice that preserves isofrequency bands (Fig. 1a, top) ; that is, in a slice containing neurons that respond to similar frequencies 9 . The organi zation of the primary auditory cortex along this axis has recently been characterized in the rat 8 , but to assess any speciesspecific differences in input pattern (as has been shown in the barrel cortex 6 , for example) and to provide a baseline for the studies presented here, we repeated these experiments in the mouse.
We performed wholecell recordings from excitatory neurons (n = 26) in L2/3 and isolated excitatory postsynaptic currents (EPSCs) by voltageclamping near the inhibitory reversal potential (−70 mV). To characterize synaptic inputs, we added caged glutamate to the fluid bathing the slice and photoreleased at the focal spot of an ultraviolet laser beam (see Online Methods and Fig. 1b, left) . Photorelease of caged glutamate near the patched neuron evoked a large, shortlatency 'direct response' (Fig. 1c, left) , mediated mainly by glutamate receptors near or on the soma, of sufficient magnitude to trigger one or a few action potentials under current clamp conditions. Photorelease of caged glutamate at other locations in the slice elicited either no response, or a 'synaptic response' (Fig. 1c, right) . The synaptic responses, which are the focus of this study, result from action potentials in presynaptic neurons whose axons connect to the neuron from which we are record ing. Direct responses can be distinguished from synaptic responses by their larger amplitudes and shorter latency (see Online Methods).
To facilitate comparison across experiments, we aligned the ultra violet stimulation grid for all cells consistently, using landmarks in the slice (Fig. 1a, bottom; see Online Methods for details). To mini mize differences arising from slicetoslice variability in the align ment along the x axis of the grid with the landmarks, we present average population maps with all the somata aligned to the center of the map. We filled each neuron with a fluorescent marker (Alexa 594) to confirm that the dendritic tree was mostly contained within the slice, and to establish whether spines were present (Fig. 1b,  right) . All cells analyzed in this study were excitatory, as based on morphology and the presence of spines.
Representative synaptic input maps for neurons in L2 and L3 in iso frequency slices are shown in Figure 2a and Figure 2b , respectively. (See Supplementary Fig. 1 for all input maps analyzed.) The pattern of input into L2/3 largely followed the columnar organization of the canonical cortical circuit. Averaging across slices (Fig. 2c) , we found that the intralaminar connections from L2 and L3 provided the largest source of input, followed by L4 and L5, with only a small contribution from layer 6 (L6) (Fig. 2d, left) .
To examine specific differences between inputs to L2 and L3 we exam ined the average input to each layer separately (Fig. 2d, right) . Neurons in L2 and L3 were readily distinguished on the basis of previously described laminar boundaries 11 and our own experimental observations that (i) L2 appears as the densest cortical layer under infrared gradient contrast optics (average thickness of 100 μm; see Fig. 3a) , and (ii) there are significant morphological differences between neurons in L2 and L3 (see below for examples, and ref. 6). L2 neurons had a nonclassic pyramidal shape with their apical dendrites branching close to the cell body, whereas L3 neurons had a classic pyramidal shape. Quantitative comparison of the inputs to L2 (n = 11 neurons) and L3 (n = 15 neurons) revealed largely similar inputs to both layers, with the exception of significant input from deep layers to L2 but not to L3 (Fig. 2d,  right) . This input arose from the border between L5 and L6 and was not observed in the rat auditory cortex 8 . L3 had strong recurrent connec tions that are also largely absent in the rat. However, given the extensive lemniscal thalamocortical projections in L3 of the mouse 12 , the promi nent L3 to L3 connections we observed in the mouse may not represent a significant deviation from the classic L4 to L3 pathway.
Asymmetric inputs to L2/3 along the tonotopic axis
The laminar and columnar organization of synaptic inputs to L2/3 described so far were observed in a slice preparation that did not preserve the tonotopic map of the auditory cortex. To examine the a r t I C l e S organization of synaptic inputs into L2/3 across the tonotopic axis (oriented anterior to posterior 9,13,14 ), we conducted a new series of experiments using horizontal slices (Fig. 3a) . These slices were pre pared in the same orientation as the auditory thalamocortical slice preparation developed to optimize the input from the ventral division of the medial geniculate nucleus (MGBv) of the thalamus to A1 (ref. 12). We used the rostral tip of the hippocampus to align the stimulus grid along the x axis (Fig. 3a, bottom) . To confirm that our cortical recordings were indeed in A1, we per formed two sets of control experiments using thalamocortical slices. First, we confirmed physiologically with thalamic LSPS experiments that there were direct synaptic inputs into L3 and L4 of the corti cal area in which we performed all our subsequent cortical mapping experiments (Supplementary Fig. 2) . Second, to confirm the anat omy, we made small injections of the retrograde tracer DiI into the putative A1 cortical area mapped (Supplementary Fig. 3 ). In all cases (n = 6) we found fibers labeled only in the MGBv, consistent with previous results 12 . These experiments confirmed that the cortical area mapped in horizontal slices was located within A1.
We investigated the functional organization of synaptic inputs within A1 across the tonotopic axis by recording from L2/3 excitatory cells (n = 48). We analyzed separately the inputs to neurons in L2/3 in tonotopic slices. Inputs to L2 (n = 15) in these slices showed a pat tern similar to that found in L2 of the isofrequency slices. There was strong input from the border of L5-L6 and local connections (Fig. 3b,  top and middle) . Thus, the pattern of connectivity to L2 was the same along the tonotopic axis as across it.
By contrast, the pattern of inputs to L3 neurons (n = 15) in tonotopic slices differed from the pattern of inputs in isofrequency slices. Along the tonotopic axis, L6 input, which was largely absent in the isofrequency slices, emerged as an important source of input ( Fig. 3c-e) . Moreover, the L6 input was spatially shifted along the horizontal axis (Fig. 3c, middle) : the L6 input did not arise mainly from withincolumn neurons located directly below the recorded neurons, but rather from more anterior sites of the primary auditory cortex, presumably corresponding to neurons tuned to higher frequencies.
To test whether this shift was somehow specific to the particular site from which we chose to record, we also recorded from pairs of L2/3 neurons separated by 250-300 μm in the same slice. We found that the connectivity was invariant to this translation along the tonotopic axis ( Supplementary Fig. 4 ). We therefore grouped the data from the two clusters for further analysis. (See Supplementary Figs. 5 and 6 for all input maps analyzed for tonotopic slices.) The average population map for L2 confirmed columnar input organization (Fig. 3b, bottom) , and for L3 outofcolumn L5/6 input ( Fig. 3c , bottom) coupled with strong intralaminar input (Fig. 3d) .
We characterized the asymmetry of input to L3 with several analyses. First, to quantify the horizontal shift on a cellbycell basis, we computed the horizontal distance between the soma of the recorded neuron and its deep L5 and L6 hotspot (d s-h ; see Online Methods for details). This analysis revealed a clear horizontal shift in the input to L3 (but not L2) along the tonotopic axis, but none along the iso frequency axis (Fig. 4a,b , top). Unlike L2 neurons, which received mainly columnar input, L3 cells received horizontally shifted inputs from as far as 400 μm from the soma (P << 0.01 for L2 versus L3, n = 39, ttest). Second, we calculated the average input arising from deep L5 and L6 from the average population maps (Fig. 4a,b , bottom). Consistent with the previous analysis of hotspots, this analysis revealed that inputs from deep L5 and L6 to L3 were shifted anteriorly with (Fig. 1b) . Pixels contaminated with a direct response are shown in black; for other pixels, the color indicates the charge transferred during the EPSC integration window defined in Figure 1c . The white square indicates the location of the soma. Right, interpolated average input map for all L2 neurons recorded (n = 11). Maps were realigned to place the somata on the center of the x axis of the map. Scale bars in a and b, 50 pA and 100 ms. Because there is an anteriorposterior map of frequency in the primary auditory cortex, our results suggest that the input to L3 arises from outofcolumn neurons in L6 tuned to higher frequencies.
Laminar input analysis showed that L3 contributed significantly more input to itself than to L2 in tonotopic slices (Fig. 3d) . To determine whether this relative increase in L3 intralaminar input was due to an asymmetry in the connectivity within L3, we compared the intralaminar input within L3 (that is, the L3 to L3 input) arising from the higher fre quency side to that arising from the lower frequency side. We found that the average L3 input from the higher frequency side was signifi cantly stronger than from the lower frequency side in the tonotopic slices ( Fig. 4c, left ; P < 0.05, n = 23, ttest), but no such intralaminar input asymmetry was found in the isofrequency slices (Fig. 4c , right, P = 0.85, n = 15, ttest). Thus in addition to the bias in high fre quency inputs from L6, there was also a tendency for local recurrent connections to arise from L3 neurons positioned at higher frequen cies along the tonotopic axis. Taken together, these columnar and laminar differences of synaptic input into L3 across axes of stimulus representation suggest that L3 neurons receive disproportionately more input from neurons tuned to higher frequencies.
Shared input among nearby neurons LSPS scanning showed that neurons in L2 and L3 received a large proportion of their input from nearby neurons in the same layer. Along the tonotopic axis, L2 and L3 received 45% of their input from local (L2 and L3) connections (Fig. 3d) . Along the isofrequency axis, the proportion of local input was even higher: L2 received 54% and L3 60% from local connections (Fig. 2d, right) . The contribution of intralaminar input to L2/3 in auditory cortex was higher than com parable values estimated using LSPS in visual (26%; ref. Given that nearby neurons are highly interconnected, we wondered about the extent to which nearby neurons receive similar input. If the pattern of synaptic inputs to nearby neurons were very similar, this would support the idea that nearby neurons are performing similar-perhaps redundant-computations. To assess the similarity of inputs, we compared synaptic maps recorded from two or more neurons within a single slice. We quantified similarity by computing the correlation between pairs of average maps. A correlation of unity means that the input maps of two neurons are identical, whereas a correlation of zero means that the input to two neurons is independ ent. In practice, the maximum observable correlation is limited by noise, which can be estimated by computing the correlation of maps from a single neuron to itself. This procedure provided an average upper bound of approximately 0.75, similar to that reported in the barrel cortex 3 .
The pairwise map correlation as a function of intersomatic distance is shown in Figure 5 . For both tonotopic and isofrequency slices, the correlation was largest for neurons closest together and declined with a r t I C l e S distance. The mean correlation between the nearest (<100 μm) pairs was 0.30 ± 0.02 and 0.34 ± 0.04 for the tonotopic and isofrequency slices, respectively, which was higher than that between more distant (>100 μm) pairs (0.2 ± 0.04 and 0.18 ± 0.04 for the tonotopic and isofrequency slices). To quantify the decrease in correlation with distance, we fitted the data with a simple exponential c = 0.37e −x/159 , where x is the intersomatic distance (in micrometers). Thus nearby neurons are not very correlated, and the correlation falls off rapidly, with a space constant of about 159 μm.
Differences in L2 and L3 response properties and projections
The differences we observed between L2 and L3 input patterns in vitro suggested that neurons in these layers might have func tionally distinct responses to sounds (Fig. 6) . To test this hypo thesis, we used in vivo cellattached methods 16 to compare tuning curves (100 and 500 ms pure tones, five octaves, four intensities) of neurons in L2/3. After each recording, we electroporated each neuron with biocytin for later histological analysis 17, 18 . We recov ered the morphology of 20 presumed (on the basis of the presence of spines) excitatory neurons with either a nonclassic pyramidal shape (n = 10, found exclusively in L2, similar to mouse barrel cortex 6 ; Fig. 6a , left) or classic pyramidal neurons (n = 10, found in L3, Fig. 6b, right) . Based on their anatomical position, all cells recovered were within primary auditory cortex (Fig. 6d) .
Tuning curves in L2 and L3 were clearly different (Fig. 6a,b) . Pure tones increased the firing rate of L2 cells above background significantly more than it increased the firing rate of L3 cells (P << 0.01, n = 20, ttest; Fig. 6c ). L2 neurons were more respon sive, and they tended to be tuned to stimulus frequency in an intensitydependent manner: tuning width (that is, the range of frequencies that elicited a response) increased with tone intensity (Fig. 6a, right) . We did not recover any L3 neurons with clear fre quency tuning; most showed little or no toneevoked response (Fig. 6b,  left) . Responses to other stimuli, such as white noise, were also different (Supplementary Fig. 7) .
Finally, we examined whether L2 and L3 also differed in their longrange projections. To test for differences, we chose the inter hemispheric pathway between the auditory cortices. We injected the retrograde tracer cholera toxin in the right auditory cortex to reveal projections arising from the left auditory cortex (the hemi sphere characterized in this study). The laminar pattern of inter hemispheric projections revealed another difference between L2 and L3: L3 projected to the contralateral auditory cortex, whereas L2 did not ( Fig. 6e; four out of four mice). Thus, the differences in local circuitry between L2 and L3 along the tonotopic axis are associated with differences in both longrange connectivity and soundevoked responses in vivo, suggesting that these neuronal populations may be have different functions. Figure 4 Along tonotopic but not isofrequency axis, inputs to L3 arise asymmetrically out-of-column. (a,b) L5/6 input to L3, but not L2, arose out-of-column preferentially from putative high-frequency (Hi F) neurons in tonotopic slices. Top panels show the distribution of the horizontal distances between the soma and its hotspot (d s-h ) of presynaptic input along the tonotopic (n = 39) and isofrequency (n = 22) axes for each L2 and L3 neuron. The square points show the mean (± s.e.m.) of the L2 and L3 distributions. Bottom panels show columnar average of L5/6 input. Asterisks indicate columns where input to L2 was significantly different from input to L3. The insets show the uncaging grids and the relative positions of the cortical area where inputs were averaged (dashed rectangles). (c) Local L3 input to L3 arose preferentially from putative high-frequency neurons in tonotopic slices. Relative contribution of local input (within L3) arising from the anterior and posterior (putative higher and lower frequency, respectively) input sites of the L3 cells mapped in the tonotopic slice. The plots show the mean charge transfer along columns. Input arising from the higher-frequency sites was greater than from lower frequency sites in the tonotopic slice (left), but not the isofrequency (right). Inputs arising from posterior and medial sites were reflected on the x axis for display purposes. Insets show the uncaging grid and the relative position of the cortical area where inputs were averaged (dashed rectangles to the left and right of L3 somata). Data are presented as mean ± s.e.m. 
DISCUSSION
We have used LSPS to study the local inputs to L2 and L3 in audi tory cortex. Our main findings are that (i) the local input to L3 is anisotropic (that is, it is different along and across the tonotopic axis), with outofcolumn input to L3 arising preferentially from higher frequencies, particularly from L3 and L6; (ii) nearby neurons share only modest input, and the amount of shared input decreases rapidly (space constant λ = 159 μm); and (iii) these differences in local circuitry are associated with functional differences in sound responsiveness.
Anisotropy of columnar structure in auditory cortex
The map of acoustic space in the auditory cortex is functionally ani sotropic: there is a lowtohigh frequency organization of neurons along the tonotopic axis that is absent along the orthogonal isofre quency axis. Our most unexpected finding was that this anisotropy was reflected in the local circuitry of inputs to L3, manifested as a difference between the local circuitry preserved within tonotopic and isofrequency slices. Specifically, in tonotopic slices, L3 neurons preferentially received inputs from outofcolumn neurons in L6. Furthermore, the input from L6 was asymmetric, arising preferen tially from anterior parts of the auditory cortex-corresponding to regions of the tonotopic map tuned to higher frequencies. This anisotropy in connectivity was not a general property of horizontal slices (for example, it was not present in nearby somatosensory areas; Supplementary Fig. 8 ) but seems to be a spe cific reflection of the unusually anisotropic auditory cortical map.
The highfrequency bias in tonotopic slices was most marked in L3 inputs from L6 and L3. The lateral distance of these shifted L6 inputs ranged from 200 to 400 μm (Fig. 4a) . Given the size of the mouse auditory cortex (just over 1 mm along the horizontal plane covering six octaves 9 ), the L3 cells receiv ing spectrally shifted input from L6 neurons could be integrating across at least one to three octaves. The bias towards high frequency in the L3 to L3 input was compar ably large.
Anisotropic organization along the tonotopic axis is not unique to the mouse. Differences in the connectivity between the tonotopic and isofrequency axes have previ ously been reported in both the rabbit 19 and the cat 20 . Although anisotropic organization was not previously reported in a study of coronal (isofrequency) rat primary auditory cortex slices 8 , we observed in the rat clear evi dence of anisotropy in horizontal (tonotopic) slices (Supplementary Fig. 9 ). This aniso tropic organization may thus be a universal feature of auditory cortex across species.
L2 and L3 are distinct in auditory cortex
In many areas of cortex, no distinction is made between layers 2 and 3: L2/3 is treated as a single homogenous functional unit. Our results, however, indicated that in the audi tory cortex, neurons in these two laminae were distinct with respect to morphology, connectivity and function. Morphologically, L2 and L3 pyramidal cells differed: L3 neurons had a classic pyramidal shape, whereas L2 cells lacked an elongated apical shaft and instead had dendrites that arborized parallel to the slice. At the level of local connectivity, the pattern of intracortical synaptic input was also distinct between these layers, especially along the tonotopic axis: L2 received columnar input, whereas L3 received outofcolumn input. We also found that neurons in L3 but not in L2 projected to the contralateral cortex, as observed in the auditory cortex of the cat and rat [21] [22] [23] .
Finally, neurons in the two layers differed functionally with respect to their responsiveness to simple auditory stimuli such as pure tones and white noise. L2 cells were more responsive and showed well defined frequency tuning to pure tones, whereas L3 cells were largely unresponsive. This difference in responsiveness is consistent with recent results, using photostimulationassisted identification of neu ronal populations (PINP), showing that contralaterally projecting L3 neurons (functionally tagged with channelrhodopsin2) are not responsive to simple auditory stimuli 23 . These observations suggest that L2 and L3 may be functionally distinct.
Although L2 and L3 appear functionally distinct in A1, the anato mical and functional boundary between L3 and L4 is less clear in A1 than in other sensory cortices. L4 in A1 lacks the characteristic spiny stellate cells found in other sensory regions 24 and sends projections to contralateral A1 (Fig. 6e and ref. 22. ). L3 and L4 in A1 are very similar in several other respects: both layers receive equally strong a r t I C l e S thalamic input (as measured by current source density 12 ) and show equally strong cytochrome oxidase staining in the mouse 11 , a feature that is classically used to identify L4 in other regions.
Weak local connectivity in auditory cortex
To what extent do nearby neurons in the cortex form a functional unit? In the primary visual cortex of cats and primates, neurons are functionally organized into orientation columns, defined by their shared preference for lines with a specific orientation in the visual field 25 . Columnar organization has since been described in many other cortical areas. A powerful form of columnar organization is found in the rodent whisker system 26 , in which neurons within a cortical barrel encode activity of a single whisker and show strong local interconnectivity. Strong columnar organization is not, however, universal across species and cortical areas. For example, the rodent visual cortex is not organized into orientation columns [27] [28] [29] ; this is as predicted by theoretical considerations of wire length 30 . These differences in the extent of columnar organization, as measured by the similarity of sensory responsiveness of nearby neurons in vivo, are reflected in the local organization of connections in vitro. For example, unconnected nearby neurons in L2/3 of the rat visual cortex share little excitatory input from lower layers, consistent with a model in which there are two or more interdigitated "subnetworks" 31 .
Although there is some degree of gross tonotopy in the rodent auditory cortex, neurons do not seem to be organized into func tional columns: nearby neurons can respond quite differently to the same stimulus [32] [33] [34] . These differences in response properties reflect an increase in coding independence from the inferior colliculus 35 . Consistent with this in vivo organization, we found that the synaptic inputs to nearby neurons in L2 and L3 were quite different in vitro. Even for neurons closer than 100 μm, the pairwise correlation of their input maps was 0.3, less than half of what is observed in the rat within a barrel-consistent with the much stronger columnar organization within barrels-and comparable to that observed in the septa (the regions between barrels 3 ). Thus the weak tonotopic spatial organiza tion found in vivo seems to be reflected in weak local connectivity.
Functional implications
Our main finding was that the organization of inputs onto L3 in pri mary auditory cortex differed along and orthogonal to the tonotopic axis. Although this anisotropy is, as far as is known, unique to the auditory cortex, it is consistent with the general principle that the organization of sensory maps reflects the statistics of sensory inputs. Just as the maps of space in the visual and barrel cortices mirror the organization of inputs at the retina and whiskers, respectively, the anisotropic organization of the auditory cortex reflects the one dimensional organization of frequencies in the cochlea.
Perhaps the most unexpected observation was that the local circuits within A1 were not only anisotropic, but also asymmetric. In the tonotopic axis these connections could arise up to 400 μm from the L3 neurons we mapped (Fig. 4a) , consistent with integration over at least three octaves 9 . Our data suggest that the L6 to L3 pathway may also serve to relay spectrally distant input from up to 400 μm away. Notably, the intralaminar and L6 pathways were not mutually exclu sive; we routinely found L3 neurons that received input from both ( Supplementary Figs. 5 and 6) .
Neural circuits in A1 are involved in the processing of spectrally complex sounds, including vocalizations, which requires integration over many frequencies [36] [37] [38] . Our data support a model for auditory cortex 39, 40 , developed in part by analogy with the visual system 41, 42 , in which intralaminar horizontal connections within L3 mediate this spectral integration. In addition, our data suggest that an out ofcolumn L6 pathway, possibly unique to auditory cortex, may also contribute to this spectral integration. By combining LSPS and other in vitro approaches with new optogenetic 23, 43 , imaging 32, 33 and other technologies, we are now positioned to understand how in vivo sound responsiveness arises from the underlying circuitry of the auditory cortex.
METhODS
Methods and any associated references are available in the online version of the paper at http://www.nature.com/natureneuroscience/.
Note: Supplementary information is available on the Nature Neuroscience website.
ONLINE METhODS
Slice preparation and electrophysiology. Experiments used C57Bl6 and CBA mice and Long Evans rats under protocols approved by the Cold Spring Harbor Laboratory Animal Committee. We used young and adult mice from postnatal days 20 to 60 and juvenile rats (postnatal days [25] [26] [27] [28] [29] [30] . Animals were anesthetized and decapitated and the brains were transferred to a chilled cutting solution composed of (in mM) 110 choline chloride, 25 NaHCO 3 , 25 dglucose, 11.6 sodium ascorbate, 7 MgCl 2 , 3.1 sodium pyruvate, 2.5 KCl, 1.25 NaH 2 PO 4 and 0.5 CaCl 2 . To examine synaptic connectivity along the tonotopic axis, we made horizontal slices with a 15° angle between the blade and the mediallateral axis to obtain apical dendrites parallel to the slice and preserve thalamocortical axons 12 .
To examine synaptic connectivity along the isofrequency axis, we made coronal slices. All slices were 300 μm thick and were transferred to artificial cerebrospinal fluid (ACSF) containing (in mM) 127 NaCl, 25 NaHCO 3 , 25 dglucose, 2.5 KCl, 1 MgCl 2 , 2 CaCl 2 and 1.25 NaH 2 PO 4 , aerated with 95% O 2 5% CO 2 . The slices were incubated at 34 °C for 20-30 min and then kept at room temperature (22 °C) during the experiments. We also examined thalamocortical connectivity using an auditory thalamocortical slice in the mouse (500 μm thick 12 ).
Excitatory neurons 45-80 μm below the surface of the slice were visualized using infrared gradient contrast optics and patched with electrodes (6-7 MΩ) containing the following intracellular solution (in mM): 128 potassium meth ylsulfate, 4 MgCl 2 , 10 HEPES, 1 EGTA, 4 Na 2 ATP, 0.4 Na 2 GTP, 10 sodium phosphocreatine and 0.015 Alexa 594 (Molecular Probes), pH 7.25; 300 mOsm. The presence of Alexa 594 in the internal solution rendered cells fluorescent. We confirmed that cells were excitatory by visualizing their dendritic arbor and spines. Filling each recorded cell with a fluorescent marker also gave us a way to reliably measure the angle between the slice and the neuronal processes to get immediate confirmation that in both horizontal and coronal slices the main arborizations were intact. Wholecell recordings were made using a Multiclamp 700A amplifier (Axons Instruments, Molecular Devices). Excitatory currents were measured at a holding potential of −70 mV, and action potentials were recorded in cellattached configuration.
laser scanning photostimulation by glutamate uncaging. All LSPS hardware control and data acquisition was performed using ephus (http://www.ephus. org/). We performed LSPS as described previously 3 . Briefly, we added to the external solution (in mM) 0.37 nitroindolinylcaged glutamate (Tocris), 0.005 3(2carboxypiperazin4yl)propyl1phosphonic acid (CPP, Tocris), 4 CaCl 2 and 4 MgCl 2 . Focal photolysis of the caged glutamate compound was accomplished with a 1ms light stimulus consisting of 100 pulses from a pulsed ultraviolet laser (wavelength, 355 nm with a repetition rate of 100 kHz; DPSS Lasers).
The stimulus grid for LSPS mapping in mouse cortical slices consisted of a 16 × 16 grid with 75μm spacing, resulting in a mapping region of 1.125 × 1.125 mm. In rat cortical slices the stimulus grid was 20 × 20 with 75μm spacing, resulting in a mapping region of 1.425 × 1.425 mm. For thalamic uncaging in auditory thalamocortical slices in the mouse, the stimulus grid was 16 × 16 with 60μm spacing (mapping region of 900 × 900 μm). The pattern of stimulation was designed to avoid revisiting the vicinity of sites recently stimulated (see ref. 3 for details). Ultraviolet flashes were presented every 1 s. Each trial included a test pulse to measure electrophysiological parameters.
To align the stimulus grid consistently for all cells in horizontal (tonotopic) slices, we used two landmarks. We centered the x axis of the grid on the ante rior end of the hippocampus (where the fimbria exits the hippocampus). For the y axis we aligned the second row of the stimulus grid to the L1-L2 border because it is the most prominent layer boundary in the auditory cortex. In the rat auditory cortex, for the y axis we aligned the third row of the stimulus grid on the L1-L2 border, and the center of the x axis on the border of CA3 and the dentate gyrus. Although we refer to low and high frequency areas in the tonotopic slice, we did not assess tonotopy for each preparation, so these are putative labels.
To align the stimulus grid consistently for all cells in coronal (isofrequency) slices, we also used two landmarks. We centered the x axis on the boundary between the dorsal and ventral divisions of the lateral geniculate nucleus. We centered the y axis in the same way as in the horizontal slices. Owing to small variations between slices in the xaxis alignment, we shifted the input maps so that all the somata were aligned to the center of the map in average maps. For each cell, we measured the following spatial coordinates: distance from the soma to the pial surface, to the L1-L2 border, and to the horizontal center of the map. For thalamic uncaging, the stimulus grid was placed to cover the entire MGBv.
To measure how far from the soma an ultraviolet flash can evoke an action potential and to calibrate the laser power across cells, we performed cellattached recordings to detect action potentials from cells in L4, L5 and L6 to construct excitation profiles (Supplementary Fig. 10 ). To construct these maps, a smaller stimulus grid was used: for L4 and L6 neurons, an 8 × 8 grid with 50μm spacing; for L5 pyramidal neurons, an 8 × 16 grid with the same spacing to test for dendritically evoked spiking. From these measurements, we found that a 30mW laser power evoked robust and reliable synaptic responses in the cells patched while maintaining the spatial resolution of the technique (how far from the soma action potentials can be evoked) to less than 100 μm (refs. 2,5).
Analysis of lSPS data. To isolate synaptic input responses, the mean current amplitude per stimulus site was calculated in the 50 ms epoch after the direct response time window (7.5 ms after ultraviolet stimulus) and expressed as mean charge transfer (current (pA) times synaptic epoch (ms)). The values for each stimulus site are represented as pixels in a color map. For every cell, we obtained two to four maps to create an average input map. These averaged singlecell maps were used for group averages and for all analyses. Interpolated maps are used for illustration purposes only. Given the low correlation of neighboring neurons in A1, we chose to analyze laminar contributions on a singlecell basis to reduce noise. To calculate the contribution of synaptic input from each presynaptic layer on a singlecell basis, we found the pixel with the maximum value and included pixels greater than 50% of this maximum to calculate the mean. We only included perisomatic pixels that had more than 50% of the cells in the group being analyzed to avoid poor averaging due to direct stimulation sites. We also analyzed presyn aptic laminar projections from average population maps (Supplementary Fig. 11 ) and found similar trends. To find the horizontal distance between the soma and the infragranular sites (pixels) with the strongest excitatory inputs (hotspot), we analyzed the portion of the input maps below L4 (Fig. 4a) . We summed the syn aptic input along columns and found the column contributing the highest input and included (as part of the hotspot) neighboring columns that were within 1 s.d. of the summed columnar input (across all columns). The distances reported are to the center of the hotspot. In this analysis, we did not include cells with input maps containing more than one hotspot.
Most laminar boundaries were determined for every slice; the markings in each figure represent the averages of the thicknesses measured. The boundary between L1 and L2 is clear from the almost complete absence of neurons in L1. Layer 2 is the densest layer in A1, and its boundary with L3 was evident upon visual inspec tion. Further, there were morphological and functional differences between these two layers, which we examined extensively in our study. The boundary between L3 and L4 is poorly defined in the rat and mouse A1. Both layers are populated by pyramidal cells (L4 lacks spiny stellate cells), both receive thalamic input, and in our tracing experiments we found that they both send commissural axons to the contralateral A1. Further, Nissl staining does not produce consistent celldensity differences between these layers 11 . Therefore, we relied on L3 and L4 thicknesses reported in a previous study 11 . The transition from L4 to L5 was clear from the presence of large pyramidal cells in L5. Finally, L5 and L6 differed in the shape and size of their pyramidal cells. All of our laminar boundaries are consistent with a previous study on laminar variation in the mouse auditory cortex 11 .
In vivo recording methods. Surgery: We made a craniotomy (2 mm by 3 mm) on the left auditory cortex of anesthetized (30 mg per kilogram body weight ketamine, 0.24 mg kg −1 medetomidine) CBA mice aged 28-35 d to perform cellattached recordings (10-50 MΩ seal). We targeted neurons in the same area and layers characterized in vitro (L2/3 140-300 μm below the cortical surface) using patch electrodes containing the same intracellular solution described above, except that instead of Alexa 594 we used biocytin (1%).
Stimuli: All recordings were conducted in a doublewalled sound booth (Industrial Acoustics Company). We used a custom built realtime Linux system (200 kHz sampling rate) driving a Lynx L22 audio card (Lynx Studio Technology) with an ED1 electrostatic speaker (TuckerDavis) in freefield configuration (speaker located 8 cm lateral to, and facing, the contralateral ear). The stimuli used were 100 and 500mslong pure tones of 16 frequencies logarithmically spaced between 1 to 40 kHz, presented at 5, 20, 50 and 80 dB sound pressure level. All tones were presented in a fixed pseudorandom sequence at a rate of one tone per 2 s. We also used 100mslong white noise stimuli presented at 20, 50 and 80 dB sound pressure level. Based on the timing and tuning properties of the single units and local field potentials (LFPs) at multiple locations, we determined that the region mapped was the primary auditory cortex 9 . To further corroborate the location of our in vivo recordings and to confirm that the anatomical location of our coronal and hori zontal slice recordings were from the primary auditory cortex of the mouse, in some animals we combined LFP recordings with injections of a fluorescent dextran (Supplementary Fig. 12 ; tetramethylrhodamine 3,000 MW, Molecular Probes).
Histology: After physiological characterization of each neuron, we performed juxtacellular filling 17, 18 and perfused mice using 4% paraformaldehyde in phosphate buffer. We unambiguously recovered 20 neurons (10 from L2 and 10 from L3).
Analysis: To quantify any changes in the firing rate during pure tones, we divided the responses to the 100mslong into eight 25ms epochs, which included 50 ms before the stimulus and 50 ms after. For the 500mslong tones, we divided the responses into eight 100ms epochs, which included 100 ms before the stimulus and 200 ms after. In the frequency domain, responses were grouped into half octaves. This gave us an 8 × 8 matrix of responses for each intensity. We subtracted the prestimulus spontaneous rate from the corresponding trials and then found the maximum response in the poststimulus period. Finally, we took the average of the maxima for 20, 50 and 80 dB and compared these measurements between L2 and L3. diI retrograde tracing. To determine whether the cortical area mapped in the mouse auditory cortex was primary auditory cortex, we made small injections of DiI (dissolved in xylene to restrict spatial spread of the tracer) in thalamocortical slices. This slice preparation was developed to capture projections from the MGBv to primary auditory cortex 12 . Injected thalamocortical slices (500 μm thick) were incubated for 4-6 weeks at 37 °C (n = 6). cholera toxin injections. To characterize the laminar pattern of contralateral projections from the left auditory cortex (the hemisphere where all data was collected) to the right auditory cortex, we injected the retrograde tracer cholera toxin subunit B (Alexa Fluor 488 conjugate, Invitrogen, Molecular Probes). We performed a small craniotomy (1 mm × 1 mm) over the right auditory cortex under the same anesthesia and protocols described for the in vivo record ings. Using a Picospritzer (Parker Instrumentation), we injected the tracer at a concentration of 2 μg μl −1 ; the injection site spanned all cortical layers. Mice (n = 4) were allowed to recover for 3 d to 1 week before being perfused.
Statistical analysis. Analysis of significant differences was performed using unpaired ttests and oneway analysis of variance, with significance defined as P < 0.05. All data points are plotted ± s.e.m. unless otherwise noted.
