In this paper, application of a multi-objective evolutionary algorithms is explored for solving multi-objective placement, packing, or layout problems. Placement problems are optimization problems concerned with finding an optimal arrangement of multiple items in a large containing region while satisfying prescribed requirements and constraints. This study is applied to the configuration design of U.S. Army FMTV (Family of Medium Tactical Vehicles). Three objective functions are considered: vehicle dynamic performance, survivability and maintainability. The methodology uses several analysis packages to evaluate the fitness of the evolving designs. To achieve better performance, the packing GA is introduced. A test case demonstrates that the developed algorithm is more efficient than the traditional GA in solving packing problems.
I. Introduction
Configuration design is an optimization process to search for an optimal arrangement of multiple objects in a larger containing region without any overlap while satisfying the design constraints and meeting performance objectives. It is also referred to as packing or layout problem in the literature. The complexity of packing problems is strongly related to the geometric shape of the items to be packed. Even the rectangular packing problem has been shown to be NP-complete. 1 As the irregular and 3D versions of this problem are more complex, they can also be regarded as NP-complete. Adding constraints may add to the its complexity. Exact solution methods for the packing optimization problems can only be used for very small problem instances. For many practical applications, heuristic solution methods have to be used. In the ongoing search for better solution methods for the packing problems, researchers from the different scientific communities have recently shown a lot of interest for evolutionary approaches. [2] [3] [4] [5] [6] [7] However, solving efficiently multi-objective packing, layout or configuration problems is still a challenging task, especially when designs involve irregular shape objects.
Grignon and Fadel 8, 9 developed a method for optimizing the layout of complex mechanical systems. The method works with arbitrary component shapes and finds multiple solutions to the configuration design problems using a Genetic Algorithm (GA). The algorithm was successfully applied to several test problems with three objectives: location of center of gravity, compactness, and maintainability. Watanabe et al. 10 presented Neighborhood Cultivation GA (NCGA) and applied it to the rectangular multi-objective packing problem. NCGA is one of the multi-objective Genetic Algorithms that includes not only the mechanisms of effective algorithms such as a Elitist Non-dominated Sorting Genetic Algorithm (NSGA-II) 11 and the Strength Pareto Evolutionary Algorithm (SPEA2), 12 but also the mechanism of the neighborhood crossover. Miao et al. [13] [14] [15] [16] applied NSGA-II to solve a mid-size truck configuration problem. The effort concentrated on searching the Pareto front by means of a single run of the algorithm. The current project is an extension of this work. A case study of the configuration design of FMTV is used to demonstrate the application of the GA to a multi-objective packing problem. The vehicle dynamics model and the vehicle packing model are combined to create the vehicle configuration model. The optimization problem has three objectives and two constraints. The conflicting objectives include vehicle dynamics performance, maintainability, and survivability. The optimization is performed using a combination of the modified NSGA-II and methodologies developed in this research.
II. Methods

A. Multi-objective Optimization
Practical problems are often constrained by a number of restrictions imposed on the decision variables. A general multi-objective optimization problem consisting of k competing objectives and (m+p+q) constraints, defined as functions of decision variable set x, can be represented as follows
where
is the jth objective function, X denotes the decision space, and Y denotes the objective space. The constraints g i (x) and h j (x) determine the set of feasible solutions. The remaining set of constraints are called variable bounds, restricting each decision variable x to values between lower x L and an upper x U bounds. In an optimization problem with multiple conflicting objectives, all the objective functions do not attain their respective optima for the same choice of the decision vector x. And therefore, the output of an optimization process is a set of trade-off solutions. Most classical algorithms assign weights to the objective functions thereby converting a multi-objective optimization problem into a single objective optimization problem. With the advent of multi-objective evolutionary algorithms, 17 handling multiple conflicting objectives has become easier and the entire solution set can be obtained in a single simulation run of the algorithm. To compare two solutions a and b for the case of multiple objectives, the concept of Pareto domination 18 is used. A solution vector x that satisfies all the constraints is called a feasible solution. A feasible solution a is said to dominate another feasible solution b (written as a b) if the following conditions are true in a k-objective minimization problem:
If a solution a does not dominate another solution b and vice versa, then a and b are said to be non-dominated. Hence an approximation set (solution set obtained at the end of simulation run) is a set of non-dominated solutions.
B. Multi-objective Evolutionary Algorithms
The optimization algorithm that has been used in this study is an evolutionary algorithm (EA) and it has been adapted from NSGA-II first introduced by Deb.
19 Evolutionary algorithms are nature inspired adaptive mechanisms and their working principle is based on Darwin's theory of survival-of-the-fittest.
20, 21
The adaptive nature of EAs can be exploited to design optimization algorithms by choosing an appropriate fitness function. GA is one of the evolutionary techniques that has been successfully used as an optimization tool. Typically, a GA works with a population (a set of solution) instead of a single solution. This property of a GA makes it an ideal candidate for solving multi-objective optimization problems where the outcome (in most cases) is a set of solutions. The population approach of a GA also makes it less prone to premature convergence, thereby making it a powerful tool to handle highly non-linear and multi-modal functions. Since a GA relies only on the fitness value for the purpose of selection and utilizes only the decision variables for the purpose of creating solutions, it facilitates designing every aspect of the algorithm separately. GAs are flexible optimizers that can handle continuous and discrete variables simultaneously, non-convex, discontinuous, multi-modal and non-differentiable functions with equal ease. This flexibility and power of GAs have led to the development of many multi-objective optimization algorithms in the past.
The earliest attempt towards designing a multi-objective evolutionary algorithm (MOEA) was by Schaffer. 22, 23 Other important developments include the works by Fonseca and Fleming, 24 Horn et al., 25 Deb et al., [26] [27] [28] Zitzler and Thiele. 12 Jones et al. 29 reported that 90% of the approaches to multi-objective optimization planed to approximate the true Pareto front. A majority of these used a meta-heuristic technique, and 70% of all metaheuristics approaches were based on evolutionary approaches. NSGA-II is a generational genetic algorithm 30 based on the principle of non-dominated sorting. It uses a two-tier fitness scheme to rank the individuals in a population. The primary fitness is based on the domination-level of the solution and the secondary fitness is based on the crowding distance of the individual in the set consisting of solutions belonging to the same domination level. The primary fitness measure ensures the progress towards the Pareto-optimal front, and the secondary fitness measure ensures that a good diversity in the population is maintained. NSGA-II utilizes an efficient constraint handling 31 strategy based on the constraint-domination operator and uses a constrained binary tournament selection. NSGA-II has an iteration wise complexity of Θ(kn 2 ), where k is the number of objectives, and n is the size of the population. The GAlib 32 implementation of NSGA-II with modifications in form of the packing GA is used in this study.
Packing GA
The packing GA, designed specially for the packing problems, differs from the traditional GA by its encoding method and GA operators, which are specially tailored for the packing problems.
In general, every object has six degrees of freedom (three rotational and three translational) which completely define its position and orientation in 3D space. However, there are certain positional and functional constraints that have to be satisfied by the objects. The constraints involve relative placements, parallel placements, fixed orientations, restricted movements, etc. Such positional constraints can be added as actual constraints in the optimization problem, but will increase the problem complexity. Since a GA works with genotypes (optimization variables) instead of phenotypes (objectives and constraints) for the purpose of creating new solutions, it is possible to directly apply constraints on the optimization variables. For the objects that bear a constant positional relationship with other objects, the corresponding variables for that object may be treated as a constant and thus do not change during the optimization run. For the case, where a relative position of an object is desired, the location of that object is described with respect to another object. Further, some of the objects may only be allowed orthogonal orientation and rotation about only one of the axes. The orientation of such objects has been represented using binary bits. Two bits have been used to represent the orientation about an axis. There are four possible outcomes with two binary bits which represent the orientations 0
• , 90
• , 180
• and 270
• . One-point crossover has been used with the bits, and mutation has been modeled as bit-flipping. For continuous variables, SBX crossover 33 and polynomial mutation 34 have been used. The spatial information of an object is described using an object position and rotation structure (OPRS). 15 The previous study 16 used seven fields to describe an object (object index and six degrees of freedom). An extra field is added in this study to identify position with reference to another object. Further, in the previous study, all the objects had similar OPRS representation since there was no positional/functional relationship between the objects. In the present case, the OPRS has been classified into two types. The first type constitutes those objects that have complete freedom of movement in all directions. The second type constitutes those objects which have restrictions on their placement and bear some relationship with other objects. For a description of the OPRS structure, the reader is referred to the original study.
15, 16
SBX crossover 33 has been designed to handle acyclic variables. Since rotation has a cyclic property (0 • is same as 360 • ), the difference between two variables is more important than their actual values. SBX has therefore been applied to the difference in two rotation angles. Let two angles (being crossed) be θ 1 and θ 2 and they be arranged such that the difference θ 0 between the two angles is less than 180
• when moving from θ 1 to θ 2 in counter clockwise direction. One of the two ordered pairs (θ 1 , θ 2 ) or (θ 2 , θ 1 ) will always satisfy the property that their counter-clockwise-difference is less than 180
• for all values of θ 1 and θ 2 . Define
and
The SBX crossover is applied to ϕ 1 and ϕ 2 . We notice that ϕ 2 ≥ ϕ 1 and that the lower limit of angle α 1 is 0
• and the upper limit of angle ϕ 2 is 180
• . Let the output after the crossover of ϕ 1 and ϕ 2 be ϕ 3 and ϕ 4 respectively, then the new values θ 3 and θ 4 are given by
Having described the algorithm, the next section applies the approach to a practical example.
III. Analysis
A. Vehicle Configuration Design
Vehicle configuration design is a multi-objective optimization problem. Its goal is to maximize the vehicle performance by placing components at optimal positions. This work studies the optimization of three vehicle design related objectives which are vehicle dynamic performance, survivability and maintainability. The vehicle under study, shown in Figure A general multi-objective optimization problem consisting of three competing objectives and two constraints, defined as functions of decision variable set x, can be represented as follows,
where x = (x 1 , x 2 , . . . , x n ) ∈ X is the decision vector, f 1 (x) is the maintainability, f 2 (x) is the survivability,
is the ground clearance angle of the vehicle, α is the minimum ground clearance.
B. Vehicle Packing Model
The packing space is defined by the overall dimensions of the vehicle which are maximum length, width and height. The components are then placed into the packing space one by one according to the prescribed packing sequence shown in Table 1 . The packing sequence prescribes the order of placement of all components Reformer Ground and defines their corresponding relative coordinate systems which could be viewed as the mechanical and functional constraints inherent in the vehicle design. The adaptation of relative coordinates prevents the use of additional constraints and reduces the number of design variables.
Overlap
The object-oriented C++ modeling library ACIS 3D 35 is used to handle the 3D vehicle components. Through ACIS, the CAD models can be easily imported or created during the optimization process. Although ACIS does not have a direct function to calculate the overlap between two objects, the overlap calculation can be implemented by combining two primitive functions available in ACIS: Volume() and Unite(). The Volume() function calculates the volume of a CAD object, and the Unit() function returns a unification of two objects. Using these two functions, the overlap (O) of Object1 and Object2 can be calculated as follows O = Volume(Object1) + Volume(Object2) − Volume (Unite(Object1,Object2)).
Ground Clearance
The value of the ground clearance defines the maximum angle of the slope a truck can climb without interference. The constraint on the ground clearance is defined by three terms: front clearance (α 1 ), clearance between axles (α 2 ), and rear clearance (α 3 ) as shown in Figure 2 . If an object is lower than the chassis, the lowest point of this object is identified and is used to calculate the corresponding clearance angle. The minimum value among the three angles is used as an overall ground clearance of the vehicle,
Maintainability
The value of maintainability is used to define whether the vehicle is easy to maintain. The larger value of this parameter corresponds to the higher theoretical maintainability of vehicle. The maintainability of a vehicle is defined through the accessibility of the vehicle components. The vehicle maintainability (M ) is defined as follows
where A max is a constant calculated based on the total number of components and the weights considered. The accessibility of an object is the number of the objects that have to be removed before the given object can be removed along a selected direction. The accessibility of the vehicle (A) is defined as follows
where a i is the accessibility of the ith component, and w i is the weight to account for various maintenance properties of ith object listed in Table 2 . 
Survivability
The survivability is a criterion identifying the ability of the vehicle to survive attacks from explosives and bullets. Since the vehicle components have different survivability properties, a weights representing the survivability of each objects are introduced. For each object, its survivability is the level of protection provided by the overlap with other components along the selected direction. This definition is similar to the maintainability only that it is based on the area of overlap rather than the number of objects. The overall vehicle survivability is calculated as the weighted sum of the survivability values of all components. A large value of survivability means the vehicle has a better chance to survive, therefore the survivability has to be maximized. The survivability of the vehicle is defined as
where S 1 , S 2 , and S 3 are the survivabilities of the vehicle under threats coming from the sides, from the rear and from the bottom, respectively. The survivability of the vehicle for the threat coming from a specified direction is calculated as
where n is the number of objects, s i is the survivability of the ith object, and w i is the corresponding weight coefficients defined in Table 2 . The survivability of ith object is calculated as follows
where O i is the total overlap of ith object, and F i is the area of ith object.
C. Vehicle dynamic model
An U.S. Army reports shows that rollover is responsible for 69% of fatal accidents among all military motor vehicles from 1987 to 1996. 36 Therefore, rollover is an important factor in the design of large trucks. The three axle vehicle rollover prediction model 37 is used to investigate the rollover propensity of a three-axle truck. The detailed description of the model can be found in Miao. 15 This model simulates the state of the vehicle in the case of a steady cornering situation with constant lateral acceleration on a flat road. The vehicle is considered to be rolled over if all of its three inside tires are lifted off the ground. The minimum lateral acceleration causing the rollover is defined as the rollover lateral acceleration, which is taken as the dynamic performance of the vehicle. To obtain the rollover lateral acceleration of the three-axle truck, the model is solved iteratively by increasing the lateral acceleration in small increments until rollover is detected.
IV. Results
The NSGA-II is tested with two different configurations: binary encoded GA and packing GA. For the binary encoded GA, each translation is encoded as a 10 bit string and each rotation is encoded as a 2 bit string to allow only 90
• rotation. The packing GA divides the components into two groups. Group 1 is for free OPRS, which includes fuel tank, accumulator, reservoir, APU and reformer. Group 2 has three components: engine, transmission and pump. Only the components in Group 1 can exchange positions and orientations with each other.
Both GAs are run with a population size of 100 and number of generations of 800. Each of them is executed 6 times using randomly generated starting points. In every run, the GA is supposed to find an approximation of the Pareto-optimal front or set of non-dominated solutions. However, a non-dominated solution in the result set of one run may not be non-dominated in another one. Thus, the coverage percentage is used to qualify the quality of the approximated Pareto front. When comparing run A to run B, the coverage percentage is the number of solutions in run B dominated by those in run A divided by the number of solutions in run B. The higher the percentage, the worse the quality of run B is. The comparison results are shown in Tables 3 and 4 .
These shows that the packing GA solutions have a very high coverage percentage over the binary encoded GA solutions, that is the packing GA is able to find a better approximation of the Pareto front. The reason for this high coverage percentage is that three of the six runs (runs 2, 4, and 6) of the binary encoded GA failed to find feasible solutions while all runs of the packing GA found them. The violated constrain is ground clearance. Because occasionally the binary encoded GA fails to find the correct orientations of one or several long vehicle components, the ground clearance is greatly affected by those protruding objects.
Zitler and Thiele 38 used two complementary measures to evaluate the trade-off front produced by different MOGAs: S-measure and C-measure. The first is S-measure, which investigate the size of the space covered by the non-dominated front. Let x = {x 1 , x 2 , . . . , x k } be a solution set, the function S(x) gives the volume enclosed by the union of the polytopes p 1 , p 2 , . . . , p k , where p i is a hyper-rectangle defined by two points: (0, 0, . . . , 0) and (f 1 (x i ), f 2 (x i ), . . . , f n (x i )), and n is the number of objective functions. For a two-objective optimization problem, n = 2, each p i represents a rectangle defined by points (0, 0) and (f 1 (x i ), f 2 (x i )). Figure 3 shows the S-measure of solution sets found by the packing GA and the binary GA trough a box plot. The box plot demonstrates the statistical distribution of the data set. The upper and lower boundary lines of the box represent the upper and lower quartile values of the data set, and the line in the middle is the median value. The whiskers extending from each end of the box show the extent of the rest of the data. At the end of the whiskers stand the outliners , which are the minimum and maximum values of the data set. The outliners may coincide with the upper or lower boundary lines of the box. In this case, the whicker and the outliner cannot be observed from the plot, and the box boundary line san be taken as the outliner. Each column in Figure 3 represents S-measure of results from 6 runs of each GA. Figure 3 shows that the variance of the S-measure of the packing GA is much smaller than that of the binary GA. This means that the performance of the packing GA is more stable. Another significant observation from Figure 3 is that the packing GA box is higher than the binary GA box. This implies that, in most cases, the packing GA is capable to find solutions sets with better space coverage area. The second measure to compare performance is the C-measure, which makes a direct comparison between two different algorithms. Denoting the two solution sets found by the two algorithms as x and x , the function C maps the ordered pair (x , x ) to the interval [0, 1] as follows,
where the term a a means a covers a . C(x , x ) = 1 means that all points in x are either dominated by or equal to the points in x . The opposite case, C(x , x ) = 0, represents the situation when none of the points in x is dominated by points in x . Figure 4 shows the C-measure between the solution sets found by the binary GA and the packing GA. In Figure 4 (a), each solution set of the packing GA is compared to all the solutions sets of the binary GA using Eq. (14), where x represents a solution set of the binary GA and x represents a solution set of the packing GA. Using the same mechanism, the solution sets of the binary GA also compared to those of the packing GA, and the results are shown in Figure 4 (b). The boxes in Figure 4 have the same meaning as those in Figure 3 . Since each GA is executed 6 times and has 6 solution sets, in each of the two plots there are 6 corresponding boxes. The small values of the C-measure mean better coverage and are preferred. Figure 4 (a) shows that nearly all lower bounds are around 0.5, and the median lines are close to 1.0. While, Figure 4 (b) shows that all upper bounds of the boxes are below 0.5, and all median lines are below 0.05. Referring to the definition of the C-measure, one can conclude that the solutions found by the packing GA have better coverage than those found by the binary GA. Another interesting experiment is to combine all solutions found in each run to create a combined approximation of the Pareto front. Those combined solutions can be compared to evaluate the overall performance of the two GA configurations. It is found that the packing GA runs contribute 76 non-dominated solutions while the binary GA has only 34 non-dominated solutions. Therefore, overall in 6 runs, the packing GA is capable to find more the twice the number of non-dominated solutions than the binary GA.
V. Conclusion and Future Research
A multi-objective genetic algorithm, NSGA-II, has been used to solve the vehicle configuration problem for the FMTV. Three conflicting objectives were considered: vehicle dynamic performance, maintainability and survivability. A three axle truck rollover prediction model is used as the vehicle dynamics model for this research. It simulates a vehicle in a steady state cornering situation with constant lateral acceleration on a flat road. The vehicle performance is evaluated by its rollover lateral acceleration. To demonstrate the effectiveness of the newly designed packing GA, the results of two different configurations of the NSGA-II are compared. One uses the encoding and GA operators of the general packing GA, while the other adopts the binary encoding and traditional GA operators. The comparison clearly shows that the packing GA outperforms the traditional binary GA in its search ability for this type of problems.
Future research will focus on two research areas: geometric representation and packaging with evolving shapes. A significant part of the computational effort involved in packing optimization is due to the collision detection of components and related overlap calculation. The objective of this effort is to significantly reduce computational time by focusing on appropriate geometric representation techniques and their use in the algorithm. Another objective is to develop the capability to perform the concurrent design of system and components. This effort is driven by the need to design components whose size, shape, and topology depend not only on their functional requirements, but also on their placement inside the vehicle.
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