Abstract Carbon dioxide (CO 2 ) concentrations in lakes vary strongly over time. This variability is rarely captured by environmental monitoring but is crucial for accurately assessing the magnitude of lake CO 2 emissions. However, it is unknown to what extent temporal variability needs to be captured to understand important drivers of lake carbon cycling such as climate and land management. We used environmental monitoring data of Swedish forest lakes collected in autumn (n = 439) and throughout the whole open water season (n = 22) from a wet and a dry year to assess temporal variability in effects of climate and forestry on CO 2 concentrations across lakes. Effects differed depending on the season and year sampled. According to cross-lake comparisons based on autumn data, CO 2 concentrations increased with annual mean air temperature (dry year) or catchment forest productivity (wet year) but were not related to colored dissolved organic matter concentrations. In contrast, open water-season averaged CO 2 concentrations were similar across temperature and productivity gradients but increased with colored dissolved organic matter. These contradictions resulted from scale mismatches in input data, lead to weak explanatory power (R 2 = 9-32%),
Introduction
Understanding drivers of carbon cycling is an important goal of ecology and biogeochemistry. Most lakes are supersaturated with carbon dioxide (CO 2 ), and collectively, lakes emit CO 2 to the atmosphere at high areal rates (Cole et al., 2007; Raymond et al., 2013) . CO 2 emissions from lakes are strongly impacted by changes in climate and land management, potentially changing their role in the carbon cycle (Lundin et al., 2015; Tranvik et al., 2009 ). Thus, assessments of the magnitude and drivers of lake CO 2 emissions are central to improve predictions of effects of climate and land management on lake ecosystems and their feedback on the global carbon cycle. However, the ability to disentangle the effects of climate and land management may be limited by the generally poor temporal resolution of available CO 2 data.
In empirical sciences, sampling schedules inherently constrain evaluations of ecological and biogeochemical patterns and processes (Levin, 1992) . This may be especially true for evaluations of the magnitude and drivers of lake CO 2 emissions. Lake CO 2 emissions often vary in time and this is to a large extent driven by variable lake CO 2 concentrations (Morales-Pineda et al., 2014; Natchimuthu et al., 2017; Seekell & Gudasz, 2016) . It is well known that this variability needs to be captured to accurately quantify the magnitude of CO 2 concentrations and contributions of lake CO 2 emissions in regional and global carbon budgets (Kelly et al., 2001; Morales-Pineda et al., 2014; Natchimuthu et al., 2017) . However, the extent that temporal variability needs to be captured to understand the drivers of CO 2 concentrations is poorly studied. In order to understand how drivers such as climate and land management affect landscape-scale CO 2 patterns, many lakes need to be sampled over broad geographic areas (Lapierre et al., 2017) . Broadscale lake assessments often do not sample regularly enough to capture temporal variations (Fölster et al., 2014; Landers et al., 1988; Peck et al., 2013) . On the other hand, temporal variability can be captured only for a very limited number of lakes (e.g., Karlsson et al., 2013; Morales-Pineda et al., 2014; Vachon et al., 2017) . To what extent broadscale data need to be temporally representative to correctly infer the effects of climate and land management is unknown but would have large implications for optimizing lake monitoring programs designed to contribute to accurate future predictions of lake carbon cycling.
Most lakes are located in the northern latitudes where climate change and forestry impacts are pronounced and hypothesized to influence variations in CO 2 emissions (Huttunen et al., 2003; Serreze & Francis, 2006; Verpoorter et al., 2014) . Climate affects lake CO 2 dynamics directly via changes in, for example, water temperature, thermal stratification, and length of ice cover, and indirectly via changes in terrestrial carbon and nutrient inputs to recipient lakes Seekell & Gudasz, 2016; Williamson et al., 2008) . These inputs are key determinants of lake CO 2 dynamics via their impact on the balance between CO 2 production and consumption processes (Hanson et al., 2003; Karlsson et al., 2007; Lapierre et al., 2013) . Relative to the strong and well documented effects of urban and agricultural activities on lake CO 2 dynamics, effects of forestry have been less studied (Balmer & Downing, 2011; Bellido et al., 2011; Huttunen et al., 2003) . However, documented responses in soils and streams suggest major impact. For example, clear cutting increases soil respiration and runoff, which may lead to increased CO 2 inputs to lakes (Andréassian, 2004; Bond-Lamberty et al., 2004; Kowalski et al., 2003) . Forestry also increases the export of terrestrial organic carbon and nutrients (Lamontagne et al., 2000; Nieminen, 2004; Schelker et al., 2012) . Small-scale field studies of a few lakes in close proximity have investigated effects of forestry and lake CO 2 emissions (Klaus et al., 2018; Ouellet et al., 2012) , but broader-scale studies are needed to evaluate the generality of these effects in the context of other drivers such as climate. Disentangling direct and indirect effects of climate and land management is key to improve future predictions but requires powerful statistical tools that account for complex data structures (Lapierre et al., 2017) .
The aim of this study was to assess how sampling schedules determine evaluations of the effects of climate and land management on lake carbon cycling. More specifically, we aimed to quantify what sampling efforts in lake CO 2 concentrations are needed to accurately capture these effects. To address this aim, we first reviewed previous global lake sampling efforts and then evaluated seasonal and interannual patterns in CO 2 concentrations in Swedish lakes in relation to climate and forestry. We fit structural equation models (SEMs) describing direct and indirect effects of climate and forestry on lake CO 2 concentrations to snapshot monitoring data from 2 years with contrasting weather conditions to assess interannual variability. We then evaluated the fit of these models developed for a cross section of time (autumn) using data from a subset of lakes where monitoring was seasonally resolved. We describe differences in model evaluations between seasonal and snapshot monitoring and demonstrate the global relevance of these inconsistencies using published time series data from 79 temperate, boreal and arctic lakes. Importantly, evaluations of lake CO 2 drivers depended on the sampling schedule. This dependency represents major challenges to predicting changes in lake carbon cycling due to changes in climate and land management.
Materials and Methods

Global Literature Synthesis
To quantify the sampling trade-off between capturing temporal variability within lakes and spatial variability among lakes, we scanned the literature for all published studies that present open water period spot measurements of surface water CO 2 concentrations in natural lakes. We included all studies listed on the search engine "ISI Web of Knowledge" and associated with the key words "Lake" and "CO2" or "carbon dioxide" and all relevant studies cited therein. We excluded spatial surveys of single lakes and the few rather recent studies that use automated CO 2 sondes connected to data loggers, because they would bias our analysis focusing on trade-offs in sampling lakes manually across space or time. We recorded the number of lakes sampled, the number of samples taken per lake and year and the number of years sampled. For each study, we report sampling frequencies averaged across all lakes included. If sampling frequencies differed by more than a factor of 2 between lakes within a study, we reported two entries, one for the high-frequency and one for the low-frequency sampling. To quantify sampling trade-offs, we established a regression relationship between the number of samples taken per lake and year, and the total number of lakes sampled. We performed a linear regression on log-transformed data to account for heteroscedastic lognormal residuals (Xiao et al., 2011) using the "lm" function in R (R Development Core Team, 2015).
Swedish Study Area
Swedish forest lakes are located in three bioclimatic zones: cool-temperate in the south, boreal in the center and east, and subarctic in the north and west. Annual mean air temperatures range from 8°C in the south to −2°C in the north . The annual precipitation range is 300-1,500 mm, with subsequent runoff being highest in the northwest and lower in the southeast (Seekell, Lapierre, et al., 2014) . Typical soils are Podsols developed on glacial till in uplands and peat soils developed in depressions. The bedrock is predominantly acidic with local contributions from basic rock types. The primary land cover type is coniferous forest of Norway spruce (Picea abies) and Scotts Pine (Pinus silvestris). However, there are also beech (Fagus sylvatica) forests in the far south and mountain birch (Betula pubescens) forest in the far northwest. More than 90% of all forest area is managed by clear cutting, of which 0.9% is cut annually after rotation periods of 70-100 years (Swedish Forestry Agency, 2014) . Lakes cover approximately 9% of the Swedish land surface area, a high lake density compared to global averages (Henriksen et al., 1998; Verpoorter et al., 2014) . They are typically dimictic and ice covered for 2-8 months on a gradient from south to northwest .
Swedish Environmental Data
We compiled water chemistry, catchment, and climate data for Swedish forest lakes, summarized in Table 1 . The Swedish national lake inventory contains chemical monitoring data for 3,465 lakes (SLU, 2014) . Data were collected in 2000, a relatively wet year, and in 2005, a relatively dry year (Text S1 in the supporting information). We used high-resolution (grid size: 2 m) topographic data from airborne light detection and ranging scans to delineate watersheds for lakes in this database (Text S2) and then used land cover maps to exclude catchments with agricultural or urban cover where forestry effects could be masked. From this, we identified 439 forest lakes for use in our analysis (Text S3 and Figure 1 ). For each watershed, we calculated percent clear-cut areas (percent areas with stands <10 years old) and the mean annual increment (timber volume/stand age) as a proxy of forest net primary productivity (Gower et al., 2001) , hereafter referred to as forest productivity, based on gridded data in the Swedish National Forest Inventory (SLU, 2005) . We estimated ice-on and ice-off dates for each lake based on relationships with latitude, longitude, and altitude derived from a Swedish lake-ice monitoring data set (Text S4), an approach that has previously been applied in limnological studies of this region Weyhenmeyer & Karlsson, 2009 ).
Data on air temperature, precipitation, and wind speed at 10-m height were extracted from gridded records of the Swedish Meteorological and Hydrological Institute (2016) . We extracted lake-specific weather data from the grid cell that intersected with the outlet coordinates. We extracted data for each lake beginning one year before lake sampling and ending the day of lake sampling to account for the cumulative effect of weather conditions during the previous year on hypolimnetic CO 2 accumulation as an important source of autumn CO 2 upwelling (Ducharme-Riel et al., 2015; Vachon et al., 2017) . Lake-specific time series were summarized as arithmetic means (temperature and wind speed) or sums (precipitation, for details, see Text S5). Hereafter, we always refer to these annual statistics in the context of climatic variables.
For snapshot surveys in 2000 and 2005, lake epilimnion waters were sampled at a depth of 0.5-2 m at the deepest point of the lake using a tube sampler (Text S1; Fölster et al., 2014) . The surveys started in early September in northern Sweden and ended in mid-December in southern Sweden in order to achieve thermal conditions during sampling to be as similar as possible across lakes. Seasonally representative monitoring data were available for a spatially representative subset of 22 of the study lakes (Figures 1 and S1 ). These
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Global Biogeochemical Cycles lakes were sampled 3-8 times during the open water period and once 1-2 months before the estimated iceoff. Sampling followed the same protocol as for the survey lakes but was always done at 0.5 depth during open water conditions, or up to 2-m depth during ice cover, chosen to avoid potential lateral melt water flow right under the ice (A. Wilander, personal communication, July 2, 2018) . Under-ice samples can be regarded to be representative for ice-off conditions, because CO 2 accumulation leveled off in late winter in similar lakes .
Diverse chemical indicators were measured including alkalinity, pH, spectral absorbance (at 420 nm), water temperature, and total organic carbon (TOC) concentration. Alkalinity, pH, and spectral absorbance were generally measured on the day of sampling directly upon arrival in the laboratory. TOC almost exclusively represents the dissolved fraction, and hence, we use TOC concentration interchangeably with dissolved organic carbon concentration (Mattsson et al., 2005) . All analyses were conducted following standard procedures (Table S3 ) at a the certified Laboratory for Water Analysis at the Institute for Environmental Monitoring and Assessment at the Swedish University of Agricultural Sciences (Fölster et al., 2014; Wilander & Fölster, 2007; Wilander et al., 2003) . We calculated CO 2 concentrations for lake surface waters based on water temperature, pH, and alkalinity following Stumm and Morgan (1995; Text S6) . Prior to calculating CO 2 , we corrected alkalinity measurements for the potential influence of dissolved organic carbon (Lydersen et al., 2004) . These approaches are widely used in broadscale evaluations of lake carbon cycling (e.g., Lapierre et al., 2017; Mcdonald et al., 2013; Weyhenmeyer et al., 2012) . Based on spectral absorbance, we calculated colored dissolved organic matter (CDOM) concentrations (Text S7).
Global Time Series Data and Seasonal Integration
To place the Swedish lakes into a global context, we also compiled published data on seasonally resolved CO 2 and CDOM concentrations from 79 temperate, boreal, and arctic lakes that fell into the mean annual temperature gradient of the Swedish lakes ( Figure 1 ). We either received the original data from data repositories or first authors, or digitized data from figures using GetData Graph Digitizer version 2.26.0.20. For both the Swedish and global lakes with seasonally resolved data, we calculated annual mean ("Ann") and autumn mean ("Aut") CO 2 and CDOM concentrations by dividing the integral of daily, linearly interpolated values of individual samplings by the length of the open water season (ice-off to ice-on) and autumn period (1 September to ice-on), respectively. Concentrations at the day of ice-off and ice-on were assumed to be the same as during the last under-ice sampling and last open water sampling, respectively. We calculated the ratio of autumn to annual mean concentrations in CO 2 and CDOM to evaluate whether autumn sampling alone overestimated or underestimated annual mean conditions.
Structural Equation Modeling
We used structural equation modeling to evaluate potential direct and indirect effects of climate and forestry on CO 2 concentrations. This approach is based on defining plausible causal relationships between variables and then evaluating statistically the most likely direct and indirect paths of causality based on data. Plausible causal relationships are determined based on prior theoretical, experimental, or comparative studies. The approach is increasingly applied in ecology and biogeochemistry to evaluate causality where many relevant ecosystem characteristics are connected (e.g., Jonsson & Wardle, 2010; Lapierre et al., 2013; Lefcheck, 2016) .
We selected potential explanatory variables based on three criteria: (1) documented response or moderation of the effects of climate and land management, (2) data availability for the study lakes, (3) avoiding problems of multicorrelation and model overfitting, a critical point in structural equation modeling (Grace, 2006) . We hypothesized that lake CO 2 and CDOM concentrations were linked and driven by many common factors, including air temperature, precipitation, the interaction of forest productivity with the ratio of watershed to lake area (drainage ratio), and the interaction of percent clear cut with the drainage ratio ( Figure 2a ). This hypothetical SEM allowed us to determine whether CDOM and CO 2 are related because they have common drivers or whether CDOM in fact causes variation in CO 2 concentration directly via microbial processes (Lapierre et al., 2013) . By that, our model explicitly accounts for the previously highlighted potential of CDOM to mediate effects of climate and land management on lake CO 2 (Lapierre et al., 2015 (Lapierre et al., , 2017 Sobek et al., 2005) . For a detailed introduction of our hypothetical SEM, see Text S8.
We fit the SEM representing these relationships separately to autumn data from 2000 and 2005 to test the consistency of snapshot monitoring data sampled in different years. Model fitting was based on a piecewise approach (pSEM) where linear equations are solved separately (Text S9). This allows for a flexible study design that is particularly useful for ecological questions (Lefcheck, 2016) . With 17 parameters and 439 observations, our full model was below the threshold of overfitting, given that each parameter requires about 10 observations for robust SEM modeling (Grace, 2006) . To reduce model complexity, we used a stepwise model reduction approach where we iteratively left-out one causal relationship. We used Akaike information criterion to evaluate if removing the relationship improved the model fit (relative to complexity) and Fisher's F statistic (Shipley, 2013 ) to evaluate overall model fit. Such approaches are regularly used in application of structural equation modeling to ecological questions (e.g., Jonsson & Wardle, 2010) . Before the model was reduced by the stepwise approach, we evaluated the model on multicollinearity, that is, high Table 2 ). Direct effects of drainage ratio on CO 2 and CDOM were always significant but not shown in the graphs to safe space. Arrows mark linear effects of independent on depended variables. The numbers in boxes on arrows show significant (p < 0.05) standardized partial regression coefficients. Italic numbers show the variance explained by fixed effects (R 2 m), and fixed and random effects (R 2 c) for the variable in the box above.
Orange and green arrows highlight inconsistencies in models fitted to autumn and annual mean data collected in the subset of seasonally sampled monitoring lakes (see Figure 6 ). correlation between predictor variables, which could impact model fitting. Multicollinearity was never a factor in our analysis. Many of the parameters included in our analysis had strong spatial patterns. We evaluated spatial autocorrelation and incorporated semivariograms in our models that describe the strength of the correlation of observations as a function of their spatial distance. For the most parsimonious SEM, we report the variance explained by fixed, and fixed and random effects expressed by the marginal and conditional coefficients of determination (R 2 m and R 2 c, Nakagawa & Schielzeth, 2013).
Evaluating Temporal Variability in Correlates of CO 2 and CDOM
We evaluated our SEM relative to annual mean CO 2 and CDOM concentrations for the subset of 22 lakes with seasonally resolved data (Text S9). First, we assessed general patterns of seasonality in these lakes by fitting smoothed spline functions through time series of CO 2 and CDOM concentrations and water temperature, using the "smooth.spline" function in R with a smoothing parameter of one (R Development Core Team, 2015) . After that, we analyzed whether the relationships represented by the selected SEM differed when the included linear equations were fitted to different years, or autumn or annually averaged data. We regarded differences as indicative for the SEM to not being representative for multiyear or annual mean conditions, respectively.
To identify the optimal number of samples to be taken to represent annual mean conditions, we created subsets of our seasonally resolved data with an incremental number of sampling days, using a method similar to that of Natchimuthu et al. (2017) . The subsets consisted of all possible combinations of subsampling the original data set, which had a total of n samples, by 1 to n − 1 samples. For each subset, we calculated annual mean CO 2 concentrations and divided by the annual mean that is based on all samples taken. This was done separately for lakes sampled four, five, seven, eight, and nine times per year but combining ratios calculated for data collected in 2000 and 2005. To identify the optimal sampling frequency, we identified the number of samples within 20% of the annual mean. We assume here that nine samples per year, evenly distributed over the open water season, yields an annual mean that is close to the "true" mean, based on comparisons of spot and logger measurements by Klaus et al. (2017) . For the resulting optimal sampling frequency, we calculated the number of lakes that can be sampled, using the relationship found in the global literature synthesis. We emphasize that this is a rough estimate and mainly to provide context on why there are so few studies that adequately sample CO 2 .
Results
CO 2 Sampling Frequency in Global Published Studies
According to published studies on CO 2 concentrations in global lakes, the number of samples taken per lake and year (y) declined with the total number of lakes sampled (x), following the linear regression model (R 2 = 0.55, p < 0.001, Figure 3 
Single lakes were on average sampled 15 (2-129) times. Studies based on single spot measurements included on average 404 lakes 118) . All studies visiting >200 lakes had only single spot measurements. Six of seven surveys with more than 300 lakes were done during autumn of which five included one sampling year.
Interannual Variability in Correlates of CO 2 and CDOM
The CO 2 concentrations in Swedish lakes ranged between 6 and 204 μM with a mean (±standard deviation) of 67±36 μM over both sampling years (Table 1 and Figure S3 ). Pathways of variables that correlated most Table S1 ). Symbols mark sampling seasons,Grey scales reflect the number of years sampled. The line marks the best linear model fit. Histograms show data distributions across the plot axes.
with CO 2 differed in the years 2000 and 2005 (Figures 2b and 2c and Table 2 ). For the year 2000, the SEM explained 9% of between-lake variability of CO 2 concentration. The CO 2 concentrations were significantly tied to gradients of forest productivity. Specifically, there was a direct positive relationship such that CO 2 concentration increased by 52% when forest productivity doubled across catchments. CO 2 concentration increased indirectly by 5% for a 1°C increase in air temperature across lakes, through its influence on forest productivity. For the year 2005, the SEM explained 32% of between-lake variability in CO 2 concentrations. CO 2 concentrations increased by 12% for a 1°C increase in air temperature and by 4% for a 100-mm increase in precipitation across lakes. Forest clear cutting had no effect on CO 2 concentrations in either year. Applying the SEM from one year to data from the other year resulted in a relatively poor reproduction of patterns of CO 2 concentration (R 2 = 0.04-0.07) with predictions deviating significantly from a 1:1 line relative to observed values ( Figure S6 ).
The CDOM concentrations in Swedish lakes ranged from 0.2 to 8.1 mg/L with a mean of 1.9 ± 1.2 mg/L over both sampling years (Table 1 and Figure S3 ). Pathways of variables that correlated most with CDOM differed in the years 2000 and 2005 (Figures 2b and 2c and Table 2 ). For the year 2000, the SEM explained 23% of between-lake variability of CDOM concentration ( Figure 2b and Table 2 ). CDOM concentrations increased 4% for each 100-mm increase in precipitation across lakes. The forest productivity effect on CDOM concentration was moderated and increased significantly by 0.34 standard deviations for each doubling in drainage ratio across catchments. For the year 2005, the SEM explained 18% of between-lake variability of CDOM concentration ( Figure 2c and Table 2 ). CDOM concentrations increased 4% for each 100-mm increase in precipitation across lakes. Despite both being influenced by precipitation or forest productivity, CO 2 concentrations were generally not linked to CDOM concentrations. Forest clear cutting had no effect on CDOM concentrations in either year. Applying the SEM from one year to data from the other year resulted in a relatively poor reproduction (R 2 = 0.05-0.08) of patterns of CDOM concentration with predictions deviating significantly from a 1:1 line relative to observed values ( Figure S6 ). Despite low explained variances, the SEMs reproduced the data well according to nonsignificant Fisher's C statistics (Table S4) . 
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Seasonal Variability in Correlates of CO 2 and CDOM
In the Swedish lakes with seasonally representative monitoring, CO 2 concentrations varied seasonally, strongly tracking the trajectories of water temperatures (Figure 4) . Seasonal patterns were consistent between the 2000 and 2005 samplings but differed between warm and cold lakes (annual mean air temperature ≥5.5 or <5.5°C, respectively). In warm lakes, CO 2 concentrations decreased after ice-off from about 130 μM to a summer low of 25 μM and an autumn high 70 μM. In cold lakes, CO 2 concentrations decreased after ice-off from about 100 μM to a level of 40-50 μM that remained relatively stable throughout the summer and autumn. Autumn values were modest predictors of annual mean CO 2 concentrations (R 2 = 0.56, Figure 5a ). CDOM concentrations were relatively constant throughout the year in both warm and cold lakes, with spring and autumn highs of around 2.0 mg/L and summer lows of 1.5 mg/L (Figure 4) . Autumn values predicted annual mean CDOM concentrations well (R 2 = 0.98, Figure 5b ).
Swedish autumn snapshot data and seasonally resolved data revealed different effects of temperature and, equivalently, forest productivity, and CDOM on CO 2 concentrations ( Figure 6 and Table 3 ). Warmer lakes had higher autumn CO 2 concentrations, but annual mean air temperature did not relate to annual mean CO 2 (Figure 6a ). This is because the ratio of autumn versus annual mean CO 2 concentrations increased from 0.8 to 1.2 along the spatial gradients in annual mean air temperature ( Figure 6b ) and forest productivity (Table S7 ). This trend was borderline significant (p = 0.051) but confirmed by a significant trend found in global lakes according to published data (p = 0.002). Hence, autumn sampling overestimated annual mean CO 2 concentrations in warm lakes but underestimated annual means in cold lakes. Both snapshot-sampled autumn and annual mean CDOM concentrations increased significantly and at similar rates with increasing drainage ratios across Swedish catchments (Figure 6c) . Therefore, the ratio of autumn and annual mean CDOM concentrations was unrelated to drainage ratio (Figure 6d ). In contrast, the ratio of autumn to annual mean CO 2 concentrations decreased significantly from 1.2 to 0.6 with increasing drainage ratios, across the Swedish lakes and global lakes according to published data ( Figure 6f ). The consequence of these relationships is that autumn CO 2 concentrations were not correlated with autumn CDOM concentrations, but annual mean CO 2 concentrations were positively correlated with annual mean CDOM concentrations (Figure 6e ). The remaining relationships identified by structural equation modeling in Swedish lakes were adequately predicted when applied to the annually averaged measurements. This was indicated by ratios of autumn versus annual mean concentrations being constant across gradients of the remaining predictor variables (Table S7) .
Optimal and Typical Sampling Frequency
In the Swedish lakes, six or seven samples per year were necessary to capture an annual mean CO 2 concentration of within ±20% of the reference values based on seven to nine samples per year (Figure 7a ). This was well within the range of previous studies on sampling trade-offs, suggesting a need of 4-8 samples (Table 4) . According to the global relationship shown in equation (1), published studies that are based on 4-8 samples per year have on average included about 4-18 but never more than 200 lakes. CDOM seasonality in the Swedish lakes could be captured by two or three samples only (Figure 7b ). 
Discussion
Our analysis of Swedish and global lake monitoring data showed that correlations between environmental variables and CO 2 concentrations varied seasonally and between years. These results highlight uncertainty in evaluations of lake carbon cycling that are based on single-year snapshot samples. Such data are widely used in the evaluation of lake contributions to landscape-and global-scale carbon budgets (Figure 3 and Table S1 ). While it is well known that CO 2 concentration and budget estimates depend on the temporal coverage of sampling (Morales-Pineda et al., 2014; Natchimuthu et al., 2017) , we here show that this is also true for evaluations of environmental drivers of lake CO 2 . Our data confirms recent insights from terrestrial carbon flux studies (Chu et al., 2017; Montagnani et al., 2018) and highlights a general problem in empirical sciences: The scale of observed patterns and underlying mechanisms must match if observations are used to understand and predict patterns and processes (Levin, 1992) .
Our data suggest that accurate evaluations of the effects of climate and land management should account for interannual and seasonal differences. Interannual variability is rarely accounted for in broadscale lake assessments and representative seasonally resolved measurements (greater than four samplings) are often limited to a relatively small number of lakes (<30, Figure 3 ). Hence, current sampling efforts are not enough to provide representative data with sufficient statistical power to disentangle the effects of climate and land management at broad geographic scales. Our structural equation modeling approach required data from hundreds of lakes (Grace, 2006) , but this data was limited to snapshot surveys that do not account for seasonal variation. These mismatches limit the questions that can be rigorously evaluated and call for fundamentally new frameworks of data collection.
The correlation between CO 2 concentrations and environmental drivers varied seasonally. This variation can be expected to be widespread. About half of the Swedish and global lakes included in our study had drainage ratios <5 or >20 and mean annual air temperatures <2 or >6°C, conditions under which autumn CO 2 concentrations can be expected to differ from annual means. As a consequence, annual mean air temperature and forest productivity correlated with autumn but not annual mean CO 2 concentration in Swedish lakes. Conversely, CDOM correlated with annual mean but not autumn CO 2 concentrations. The opposite patterns could be expected if sampling was restricted to summer conditions (Figure 4) as is the case in many studies (Table S1 ). In fact, CO 2 is insensitive to temperature but typically increases with CDOM in global data sets of lakes primarily sampled in summer (Lapierre & del Giorgio, 2012; Sobek et al., 2005) . The absence of CDOM effects on CO 2 in autumn survey data caused by the seasonal decoupling of CO 2 and CDOM is also a major reason for the relatively low variance explained by the SEM.
The seasonal variation in correlation structures can be explained by the shift in CO 2 seasonality along gradients of air temperature and drainage ratio. Relative to colder northern lakes, warmer southern lakes show a higher summer-time net-uptake of CO 2 in the surface water due to higher primary production (Bergström et al., 2008) . More biomass leads to higher hypolimnetic respiration. The produced hypolimnetic CO 2 is, however, trapped more efficiently in warmer lakes due to stronger water column stability and not efficiently mixed with surface waters until autumn turnover (Åberg et MacIntyre et al., 2009). Lakes with larger drainage ratios tend to have shorter water residence times and a stronger coupling to catchment processes. In these systems, seasonal CO 2 variations are more strongly regulated by inflowing water Vachon & del Giorgio, 2014) characterized by falling autumn concentrations after a summer peak (Crawford et al., 2017; Rasilo et al., 2012; Wallin et al., 2013; Weyhenmeyer et al., 2012) . Conversely, water in lakes with small drainage ratios persists to a larger degree throughout the autumn. Here CO 2 concentrations are more driven by internal production, consumption, and mixing processes, which cause the typical autumn peak in CO 2 concentrations as discussed above. We note, however, that for a full understanding of seasonality and external and internal Table S8 ).
drivers of CO 2 in lakes, other factors such as lake morphometry, ground water exchange, and photochemical pathways should also be taken into account.
Relative to seasonal variations, interannual variation in CO 2 concentrations is often small (Kelly et al., 2001; Seekell & Gudasz, 2016; Weyhenmeyer et al., 2012) . However, the strength of CO 2 drivers can vary largely over time depending on weather conditions, especially precipitation (Einola et al., 2011; Vachon & del Giorgio, 2014) . This was well reflected by our between-year comparison. Forest productivity was related to CO 2 and CDOM concentrations in the wet year but not in the dry year. The exceptionally wet autumn of 2000 caused soils to be water saturated (Text S1) so that lakes were hydrologically more tightly connected to soils and received different amounts of carbon depending on catchment productivity (Maberly et al., 2013; Rasilo et al., 2012; Vachon & del Giorgio, 2014) . CDOM responded more to forest productivity the larger the drainage ratio was, likely because lakes with larger drainage ratios receive a larger areal loading of terrestrial organic carbon , which makes them more susceptible to forestry effects (Devito et al., 2000; Ecke, 2009; Pinel-Alloul et al., 2002) . Clearly, interannual variability in hydrological conditions needs to be considered in assessments of the effects of climate and land management of lake carbon cycling.
Despite the temporal variability in certain correlation structures, we also identified effects that were independent of the sampling schedule. For example, cross-lake differences in CO 2 and CDOM were consistently correlated with precipitation (cf. Lapierre et al., 2017; Seekell, Lapierre, et al., 2014) but not with the areal proportion of forest clear cuts. The latter suggests that clear-cut induced increases in surface water dissolved organic carbon concentrations often found in local-scale studies (Bertolo & Magnan, 2007; Schelker et al., 2012; Winkler et al., 2009 ) may be diluted at larger spatial scales (Schelker et al., 2014) . Our results also support findings that clear-cut induced increases in groundwater CO 2 concentrations may be efficiently buffered in inlet streams or riparian zones (Klaus et al., 2018) .
Overall, we regard these consistent pSEM-derived patterns to be valid despite the relatively low explained variance. Low explained variance is common for CDOM in Swedish forest lakes (Seekell, Lapierre, et al., 2014) and in broadscale analyses of lake CO 2 (Lapierre et al., 2017; Sobek et al., 2005) . For example, Lapierre et al. (2017) achieved R 2 values between 0.11 and 0.34 for 48 different potential predictive models of lake CO 2 concentration, similar to the R 2 c values of our SEMs. Low R 2 is a direct result of high temporal variation in the CO 2 measurements and of variation among lakes by factors that were not covered by the set of available data and outside the scope of our hypothesis driven analysis (Håkanson, 2005; Håkanson & Boulion, 2001 ). Among such additional factors, we can reject nutrient concentrations (Text S10) but 
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Global Biogeochemical Cycles highlight the need for future studies to assess the effect of riparian buffers, lake morphology, hydrology, and stratification patterns as potential moderators of climate and land management effects (Huotari et al., 2009 , Rasilo et al., 2012 , Vachon & del Giorgio, 2014 . Low R 2 also resulted from scale mismatches between in-lake CO 2 point measurements and spatially and temporally averaged climate and forestry data (Lapierre et al., 2018 (Lapierre et al., , 2017 . Clearly, these mismatches need to be resolved by deeper understanding of the spatiotemporal scales at which climate and forestry affect in-lake CO 2 concentrations. Our data suggest that the scale of time integration of climate data could be a promising area of further research (Text S10). However, the low R 2 does not discount the pathways identified by the pSEM (cf. Canham & Uriarte, 2006) . The pSEM specific goodnessof-fit measure Fisher's C provided statistical support for the pathways included in our models (Table S1 ; Lefcheck, 2016) . This statistical support was robust, given that the most parsimonious pSEMs resulted from an extensive model reduction procedure, taking into account all possible combinations of removing a pathway at a time. Most importantly, our analysis meets the assumptions of the statistical tests and is based on previous results and ecological reasoning.
The CO 2 concentrations in our analysis were calculated based on alkalinity. There are important limitations to this approach. Most prominently, organic acids contribute to alkalinity and create large errors in CO 2 calculations relative to direct measurements. This is most likely to occur in the types of humic systems that are relatively common in Swedish forests (Abril et al., 2015; Seekell, Lapierre, et al., 2014) . We tried to minimize the potential for this error by applying a region-specific correction factor. Measurement uncertainties in pH and alkalinity (Table S3) would also translate in errors in calculated CO 2 concentrations of about 10% (Golub et al., 2017) . However, we note that our calculated concentrations were within the range of direct measures of CO 2 concentrations in Swedish lakes . Additionally, such errors do not affect all analyses equally. Upscaling or multidecadal trend analyses that estimate CO 2 emissions from lakes can be strongly influenced by these types of errors (Golub et al., 2017) , but statistical models seeking to explain large-scale variations in CO 2 concentrations among many lakes are not strongly impacted (Lapierre et al., 2017) .
In order to reliably predict future effects of climate and land management on lake-CO 2 emissions, existing lake sampling programs need to be revised and optimized for studying lake carbon cycling. Optimized sampling requires six to seven sampling occasions per year to yield a <20% error in estimating annual mean CO 2 concentration and hence to minimize uncertainties in effects of climate and land management. Large-scale lake surveys typically do not take place more often than once a year, often during the autumn (Lapierre et al., 2017; Larsen et al., 2011; Rantakari et al., 2003) . However, the differences in effects we found between years and seasons make it indispensable to properly assess interannual and seasonal variations and their dependence on climate and catchment characteristics before drawing conclusions from single snapshot samplings. Seasonal sampling in focal lakes is part of many lake survey programs (Fölster et al., 2014; Kortelainen et al., 2006; Trolle et al., 2012) but can normally not cover the amount of lake types and regions needed for assessments of large-scale effects of climate and land management. To overcome existing sampling trade-offs, low-cost CO 2 sensors connected to data loggers could be deployed, allowing automated seasonal sampling in many lakes (Bastviken et al., Figure 7 . Relative error in annual mean concentrations of (a) carbon dioxide (CO 2 ) and (b) colored dissolved organic matter (CDOM) in the epilimnion of Swedish monitoring lakes depending on the number of samples taken. Relative errors are defined as ratios in means based on a given number of samples and means based on the total number of samples. Relationships are shown for groups of lakes with different total numbers of samples taken. Boxplots include the median (thick solid line), interquartile range (box), first and third quartiles ±1.5 times the interquartile range (whiskers) and remaining outliers (circles). Errors of ±20% are highlighted by horizontal dotted lines. 2015). Alternatively, annual mean CO 2 concentrations could be reasonably well approximated by single measures of CDOM, given that in our Swedish data set, annual mean CO 2 concentrations correlated with annual mean CDOM concentration, which, in turn, correlated with autumn CDOM concentrations. However, to truly minimize sampling trade-offs, new ways of collaborations across laboratories, environmental agencies, and the public are needed. International collaborations such as the Global Lake Ecological Observatory Network (Hanson et al., 2016) or citizen science initiatives (e.g., Weyhenmeyer et al., 2017) could be key to generate seasonally resolved data in sufficiently many lakes that allow a statistically sound differentiation of effects of climate and land management on landscape-scale lake carbon cycling.
In summary, scientists would develop different conclusions on the drivers of lake carbon cycling depending on the type of data they collect. While snapshot data suggested temperature as being the dominant CO 2 control, seasonally representative data that represent annual mean conditions suggested CDOM. This would imply fundamentally different views on the dominant sources and pathways of CO 2 in lakes. Hence, the lack of temporally resolved data in large-scale assessments, and the scale mismatches with landscape predictor variables, clearly limits the questions that can be asked and the rigor that can be used in addressing these. New technologies and organizational working forms are needed to provide broadscale temporally representative sampling that better matches the scales between observed CO 2 patterns and the underlying processes related to climate and land management.
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