Abstract. In this paper we give characterizations of the super-stable theories, in terms of an external property called representation. In the sense of the representation property, the mentioned class of first-order theories can be regarded as "not very complicated". § 0. Introduction
We continue , which deals with the cases of T stable and ℵ 0 -stable. We give here a complete answer also for the superstable case. § 1. Superstable theories
The main theorem in this section is Proof. Let T be superstable. Let M |= T . We choose B n , a s , u s : s ∈ S n by induction on n < ω such that:
) a s : s ∈ S n is without repetitions, disjoint from {a s : s ∈ S <n } and independent over B n , (5) for all s ∈ S, u s ⊆ S <n is finite such that t ∈ u s ⇒ u t ⊆ u s and tp(a s , B n ) does not fork over {a t : t ∈ u s } (6) a s : s ∈ S n is maximal under conditions 1-5.
Here we make a convention that u, v, w vary on I defined below:
As in §2 -that is, otherwise, there exists a ∈ |M |\{a s : s ∈ S} such that (since T is representable) tp(a, {a s : s ∈ S}) does not fork over {a s : s ∈ v} for some finite subset v ⊆ {a s : s ∈ S}. Let u = cl(v), so u ∈ I cl and let n be such that u ⊆ S n and we get a contradiction to the maximality of {a s : s ∈ S n t}.)
We choose a model M vα by induction on α such that:
The induction is clearly possible.
A major point is
[Why? If v α = ∅ this is trivial so assume v α = ∅ let n be such that v α ⊆ S ≤n , v α S <n and let t ℓ : ℓ < k list {s ∈ v α : s / ∈ S <n and cl({s})
does not fork over B vα , so by monotonicity of non-forking and the last sentence, it does not fork over A vα as desired.
Second, assume k = 1 and
By the non-forking calculus, tp(a t0 , ∪{M v β :α<β }) does not fork over a s :
Third, assume k = 1, β < α and cl({t 0 }) ⊆ v β . Without loss of generality β is minimal with these properties, so necessarily v β = cl({t 0 }) and so again, B vα = A vα and we continue as in "First" above.
Fourth, assume k ≥ 2. In this case, for each ℓ < k, cl({t ℓ }) is v β(ℓ) for some unique β(ℓ) < α, so a t ℓ ∈ M v β(ℓ) ⊆ A vα , hence, B vα ⊆ A vα (in fact equal) and again ⊛ 6 gives the desired conclusion.] Now, ⊛ 8 is the necessary condition in Fact ?? and so we can conclude that M v : v ∈ I is a stable system (see Definition ??).
For all α < ω × ω we define I α as follows:
Now clearly
⊕ 2 w ⊆ v ∈ I α ⇒ w ∈ I <α for all w, v ∈ I ⊕ 3 For all α < ω × ω let B α := ∪{M v : v ∈ I <α }.
So,
• B α is increasing and continuous
⊠ for all α < ω × ω and v ∈ I α the type
does not fork over ∪{b w : w ⊆ v}, and p v is the unique non-forking extension of
The proof is carried by basic properties of stable systems (see Conclusion 2.12 in [Sh:c, Ch.XII,p.605]). Now we define an equivalence relation E α on I , (and E α = E ↾ I α ) such that v 1 E α v 2 iff for some g = g v1,v2 , f = f v1,v2 (really g determines f . we may require g to be order preserving)
(3) g is one-to-one from v 1 onto v 2 (we may add mapping v 1 ∩ S <n onto v 2 ∩ S <n for every n such that g
(element-by-element, and this implies f v1,v2 is unique). (So for some bijection g v1,v2 : v 1 → v 2 which preserves being in I β for all β < α, such that f v1,v2 mapsb w1 tob gv 1 ,v 2 (w1) for all w 1 ⊂ v 1 .) Let I α,i : i < i(α) ≤ 2 |T | enumerate the equivalence classes of E α .
We get that ⊞ 1 ⇒ ⊞ 2 where
⊞ 2 The sequencesb v0 ⌢ . . . ⌢b vn−1 andb u0 ⌢ . . . ⌢b un−1 realize the same complete type over ∅. (This follows from the definitions of the equivalence relations E α and ⊠ above).
Without loss of generality I ∩ S = ∅. We define a structure A with universe |A | = I ∪ S as follows:
Define partial functions F
A ǫ for all ǫ < |T |, n < ω as F A ǫ (s) = b ǫ us∪{s} . Define partial functions G n such that {G n (u) : n} = {v : v ⊆ u}. Now, the function f well defined as f (a) = s ⇔ a = a s is a representation of M in A (proof should be clear from the definitions).
1.3 § 2. Between stable and superstable Discussion 2.1. 1) For superstable T , we may wonder about whether "2 |T | is optimal". Really, λ(T ) is sufficient where ( * ) 1.1 λ(T ) = min{λ : T is stable in λ}.
Note that ( * ) 1.2 If T is countable then λ(T ) = ℵ 0 is equivalent to T is ℵ 0 -stable and ( * ) 1.3 if T is countable and λ(T ) > ℵ 0 then λ(T ) = 2 ℵ0 .
2) Why indeed in Theorem 1.3 does Ex 2 λ(T ),ℵ0 (k eq ) suffice? Choosing M vα by induction on α we now claim
Now before ⊕ 1 in the proof we can add, without loss of generality
So when we arrive to E, it has at most λ(T ) equivalence classes. § 2(A). Characterization of κ(T ).
Theorem 2.2. For a complete theory T , and κ the following are equivalent:
Remark 2.3. In Theroem 2.2, demanding κ be regular, we can change clauses (2)-(5) above to (2')-(5') which mean that we use only I such that the closure of any set of cardinality < κ has cardinality < κ and change (1) 
The proof is similar.
Proof. By Theorem 1.1, without loss of generality κ > ℵ 0 . The proof is continuing the proof of the stable case and the superstable case. So, cannibalizing the proof of Theorem 1.3 and/or [CoSh:919, 2.15] we have a s : s ∈ s i for i < κ
for s ∈ S i , cl(u) = ∪{u s : s ∈ u} ∪ u for u ⊆ S = S <κ + and I = {u : u ⊆ u s ∪ {s} for some s ∈ S}, or just [S] <κ , it does not matter. Letting v α : α < α( * ) be a listing of I such that v α ⊂ v β ⇒ α < β. Let [I α = {u : for some β < α, u ⊆ v β , and v belongs to the closure of {u s , u α : ∪{s} : s ∈ S} under intersection} Now by induction on α we choose M v : v ∈ I α such that:
if tp(M u , ∪{M w ℓ : ℓ < n}) does not fork over ∪{M w ℓ ∩u : ℓ < n} (so we refine a stable system and have to prove)
⊞ We say that a is an independent system where a consists of
• I is a family of subsets of S = ∪I ;
• ∅ ∈ I ;
• I is closed under any intersection
where a is an independent system consists of
2.2
Remark 2.4. Why? for clause (a) it suffices to prove that for every finiteā ⊆ A v and finite B ⊆ ∪{A ui : i < i( * )}, the type tp(ā, ∪{A ui : i < i( * )} does not fork over ∪{A v∩ui : i < i( * )}, but for some finite n and i(0) < . . . < i n−1 < i( * ) we have A ′ ⊆ ∪{u i(ℓ) : ℓ < n} and use the definition. For clause (b), it suffices to prove for n < ω, v ℓ ⊆ v, v ℓ ∈ I for ℓ < n that tp(∪{A v ℓ : ℓ < n}, ∪{A ui : i < i( * )} does not fork over ∪{A v∩ui [a] : i < i( * )}. For this it suffices for k < n to prove tp(A v k , ∪{A ui : i < i( * )} ∪ {A v ℓ : ℓ < k}) does not fork over ∪{A v∩ui : i < i( * )} ∪ {A v∩v ℓ : ℓ < k}, but this follows by (a) ⊕ if a is an independent system, then so are dcl(a), cl(a).
For this we need ⊕ assume we are given a, I , P satisfying (A), then we can find b satisfying (B) where (A) (a) a is an independent system, S = S a ; (b) I = I a is closed under subsets [Why? Easy.]
⊖ 4 if b ∈ AP, u ∈ P \I , p ∈ S(A u (b)), then for some c and b ≤ AP c and p is realized by some a ∈ A u (c).
[Why? Let q ∈ §(A s (b)) extend p and non-forking over A u (b). Let a ∈ C realize q and define b by letting
The rest should be clear.
