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Introduction
Nowadays multicarrier modulation has become a key technology for com-
munication systems; for example C-OFDM schemes are used in wire-
less LAN (802.11a/g/n), terrestrial digital television (DVB-T) and audio
broadcaster (DAB) in Europe, and discrete multitone (DMT) in x.DSL
systems.
The principal difficulty with OFDM is the occurrence of the coherent
alignment of the time domain parallel signals at the transmitted side
which forces system designer to introduce either additional hard compu-
tationally device or a suitable power back-off at the high power ampli-
fier in order to cope with the large magnitude signal fluctuation. This
leads to a significant increment in computational cost in the former case
whereas in a worse allowable power utilization in the latter case with
respect to the original system. However since both allowable power and
computational cost are subject to a design as well as regulatory limit
others solution must be accomplished. Peak reduction techniques reduce
maximum-to-mean amplitude fluctuations nominating as a feasible so-
lution. Peak-to-average power ratio is the key metric to measure this
amplitude fluctuations at transmitter and to give a clear figure of merit
for comparison among different techniques.
In Chapter 1 we first present an overview of the aforementioned widely
used OFDM systems. Chapter 2 introduce the main purpose of this the-
sis, i.e. the PAPR issue, and a theoretical detailed characterization of
13
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the correspondent key metric is showed.
An overview of PAPR reduction techniques is also illustrated in Chap-
ter 3 followed by Chapter 4 which consists of an introduction to DVB-T2
systems focusing in particular on how PAPR reduction issue is dealt with
in the DVB standard.
The latter Chapter 5 completes the thesis showing simulation results.
Chapter 1
Overview of OFDM systems
In recent years has been increasing interest on wireless communications,
in particular the main goal has been to extend the high rate telecommu-
nications services from wired networks to mobile users [2].
Although the same signalling technique cannot be employed for both
cases due to the more severe impairments that mobile channel is affected.
Thus the Quality of Service (QoS) requirements cannot be preserved in
this context.
Mobile radio channel
The mobile radio channel is not characterized by only the Line Of Sight
(LOS) path but radio transmitted waves also arrive at receiver in various
manners collecting different delays, amplitudes and phases giving rise
to a highly complex propagation channel. A mathematical description
of this issue is represented by power-delay channel profile as depicted
in Figure 1.1. This phenomenon, called multiple propagation path or
more briefly multipath, is due to the mechanisms of reflection, scatter-
ing and diffraction from terrain features such as mountains, hills, trees
but also artificial buildings, e.g. skyscrapers, houses, vehicles, etc. All
these additional propagation paths interfere in the air with the LOS path
15
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Figure 1.1: Power delay profile for hibrid typical urban scenario.
source:awe.communications
providing undesired Inter Symbol Interference (ISI) that give rise to sig-
nificant BER performance degradation.
A straightforward shortcoming for this issue is represented by the real
practice implementation of adaptive channel equalization at receiver side.
Anyway the user growing demand toward broadband multimedia com-
munications has led to high bit rate transmission that require at least
several megabits per second transmission. Unfortunately since the ra-
dio channel exhibit an high maximum delay spread τmax, that becomes
larger with respect to the signalling interval T , channel equalization can-
not be accomplished with low-cost hardware. We are in presence of
multipath frequency-selective fading channel when τmax ≈ T or better
Bcα1/τmax ≈ 1/T ≈ B where we indicate with Bc the coherence band-
width and with B the Radio Frequency (RF) useful signal bandwidth.
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Multipath resistance
The key idea that makes complex equalization unnecessary is given by
the demultiplexing of the original broadband data stream over a number
N of lower-rate narrowband parallel fluxes called subchannels by means
of serial-to-parallel (S/P) conversion. In this way we increase the symbol
time by a factor, moreover equal to the number of created subchannels
N , i.e. Ts = NT , yielding the OFDM symbol interval at least one order
of magnitude less than τmax. Hence assuming an appropriate choice for
N each subchannel it seem to be a flat-fading channel (Bc  B) and
we can recover original information by a simple one tap equalization at
receiver.
For this reason OFDM is widely mentioned as a robust modulation
against frequency-selective multipath fading. Also Forward Error Correc-
tion (FEC) based technique are smart integrated with OFDM modulator-
demodulator scheme such as convolutional codes, turbo codes and Low-
Density Parity-Check codes (LDPC), leads to Coded-OFDM (C-OFDM)
schemes. Thus C-OFDM-based system coming have been made possible
high data rate multimedia communications into severe fading environ-
ment contributing to its fast expansion in these last years.
Frequency multiplexing and Orthogonality of signals
Albeit we have solved the frequency-selective fading issue we do not take
into account a fundamental aspect of the transmitter we have descripted
up to now. Each subchannel carries data stream with the same features
as the other ones, i.e. equal bandwidth, power, etc. Thus if we regardless
summed up together and passed through RF up converter they would su-
perimpose each others in the air making impossible for the receiver to
separate each ones from the others.
Frequency-multiplexing is accomplished at transmitter in order to avoid
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Inter Carrier Interference (ICI) dividing the total bandwidth B in N non-
overlapped frequency subchannels by means of guard band positioned be-
tween adjacent subchannel as illustrated in Figure 1.2 A). However this
Figure 1.2: N = 8 non-overlapped frequency subchannels with guard band insertion.
source:[1]
implementation result in a inefficient utilization of the allowable band-
width, a really precious resource in communication systems as well as
available transmit power. Spectral efficiency improvement occur when
subchannels are partially frequency overlapped as in Figure 1.2 B) with
a spectrum saving that grows large as N increase.
Clearly, even if this partial superposition of the spectres leads to a
fully utilization of the available bandwidth, it might gives rise to BER
degradation onto data subcarriers. We completely overcome this is-
sue by a suitable choice of the subchannels frequency separation ∆f ,
fi+1 − fi, for i = 0, · · · , N − 2.
∆f = 1/Ts reveals to be a smart choice for the subchannels separation
due to under this assumption the interference among neighbouring sub-
carriers1 evaluates after Matched Filter (MF) processing becomes negli-
gible.
We can add the word ’Orthogonal’ to the FDM suffix, remembering that
1The closer the subcarrier, the more severe interference occurence becomes, so we
can consider only the closest to the highlighted subcarrier.
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each subchannel is partially overlapped with other ones but at receiver,
after MF, they are easily divided without degrades BER. We can observe
previous consideration in Figure 1.3 An ideal OFDM analog transmitter
Figure 1.3: OFDM spectrum with rectangular shaping and N = 4.
source:blinqnetworks.com
is illustrated in Figure 1.4 that is the analogue straightforward applica-
tion of the aforementioned independent frequency-division multiplexing
performed onto the parallel data streams.
Figure 1.4: OFDM ideal transmitter which uses N = 4 parallel narrowband trans-
mitters frequency-division multiplexed. source:[1]
In what follow we denote Cm = [Cm(0), · · · , Cm(N − 1)]T the complex
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data block vector over the m-th OFDM symbol period, and we refer to
it as simply the m-th OFDM symbol. Each OFDM symbol (m fixed) is
composited by N constellation symbol multiplexed over the n-th subcar-
rier for n = 0, · · · , N − 1.
Resulting transmitted signal thus has the following expression
s(t) =
+∞∑
m=−∞
N−1∑
n=0
Cm(n) e
j2pin∆ftg(t−mTs) (1.1)
where j =
√−1, ∆f is the subcarrier spacing and it is equal to 1/Ts
due to orthogonal condition, g(t) is the time domain pulse shape that is
typically either a rectangular2 or Root Raised Cosine shape with roll-off
factor α such that 0 ≤ α ≤ 1 (RRC(α)).
Clearly in the dual side the receiver turns out to be a bank of narrow-
band demodulators which translates each subchannel down to baseband
and recover the information symbol by passing the demodulated signal
through the corresponding bank of MFs.
Digital Signal Processing (DSP)
Nevertheless this is only an ideal implementation of OFDM scheme due to
the even larger number of subcarriers N that makes both demodulation
and frequency synchronization (oscillator) at receiver infeasible. Indeed
in order to maintain the orthogonality at receiver really high hardware
additional cost are required leading to an impractical analog solution.
Nowadays all the C-OFDM based systems are implemented in DSP by
substituting the bank of modulator just with an N -point Inverse Fast
Fourier Transform3 (IFFT) unit and the bank of demodulators with the
dual N -point Fast Fourier Transform (FFT) unit. Therefore digitally
2For large N rectangular shaping can be implemented in some applications.
3Fast implementation of IDFT or DFT further reduce the computational complex-
ity from N2 to N log2N .
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performed Finite Impulse Response (FIR) filter take the place of the
older analog MFs. In particular in the last few years neither the up-
down conversion are analog performed4 and supported by the trend in
communications system that is shifting this digital-to-analog imaginary
threshold as forward as possible.
Digital time domain sequence after IFFT unit processing look as follow
s(k) = s(kTsampl) =
+∞∑
m=−∞
N−1∑
n=0
Cm(n) e
j2pinkTsampl/Tsp(kTsampl −mTs)
for 0 ≤ k ≤ N − 1 (1.2)
with Tsampl = T = Ts/N as sampling interval
5, that result in
s(k) =
+∞∑
m=−∞
N−1∑
n=0
Cm(n) e
j2pink/N for 0 ≤ k ≤ N − 1 (1.3)
assuming rectangular shape.
Anyway digital implementation give rise to a detrimental effect caused
by the superposition of adjacent copies of original spectrum generated
after sampling process, namely aliasing. This makes impossible to clearly
distinguish original signal at receiver. To overcome aliasing a certain
number of side-located subcarriers Nv, called virtual carriers (VCs), are
set to zero thus reducing OFDM signal bandwidth to
B ≈ 1
T
=
N
Ts
−→ N −Nv
Ts
as depicted in Figure 1.5. It is worth noting that the spectral efficiency
does not be affected by the VCs insertion because of both the bandwidth
as well as the data rate are decreased to the same quantity, clearly Nv.
4By extensive use of Numerical Controlled Oscillator (NCO) that synthesize a
discrete-valued representation of the sinusoidal waveforms used for demodulation pur-
pose.
5Sampling interval is given by a straightforward application of Nyquist theorem,
i.e. Tsampl ≤ 1/B ≈ T .
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Figure 1.5: Stylized OFDM spectrum comparison between before and after virtual
carrier insertion with N = 2048. Normalized frequency on the abscissa axis f/T .
source:[3]
It is fair spend some words about flat-fading channel effect on OFDM
system. Signal transition through the channel cause itself ISI due to the
partial time domain overlapping between adjacent OFDM symbol given
by the non-finite impulse response function that characterize radio mo-
bile channel. This detrimental effect can be mitigated by inserting an
adequately large Guard Interval (GI) and using RRC(α) shaping trans-
mission. Furthermore a smarter idea is the introduction of the Cyclic
Prefix (CP) that has been progressively substituting GI. CP is simply a
repetition of the end of the OFDM symbol that allows the linear convolu-
tion of a frequency-selective multipath channel to be modelled as circular
convolution (which in turn may be transformed to the frequency domain
using a DFT, by simply reducing to a multiplication to a complex value,
a sample of the frequency channel response H(f)). Obviously this is
valid as long as CP duration Tg is at least equal to the OFDM symbol
interval, i.e. Tg ≥ Ts. Concluding by virtue of CP effect constellation
transmitted symbol over the n-th subchannel, under ideal synchroniza-
tion task, can be recovered simply scaling estimated frequency sample by
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Figure 1.6: CP mechanism illustration. Note that Ng , Tg/T is the number of CP
samples. source:[3]
the corresponding H(n) , H(f = n/Ts) factor. In order to definitively
compensate channel distortion receiver has to identify these channel sam-
ples {H(n)}. Dedicated subcarriers are allocated only for this purpose
and they are called pilot carriers. Two principal kinds of pilot carriers for
estimation channel purpose are presented in OFDM system which are to-
tally grouped in continual pilots and scattered pilots depending whether
they dynamically change their location or not during time. Other kinds
of pilot carriers are also presented in this systems. A digital implemen-
tation of both transmitter and receiver are depicted in Figure 1.7 and
Figure 1.8 respectively.
Figure 1.7: OFDM typical transmitter scheme. source:prometeo.adm.unipi.it
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Figure 1.8: OFDM typical receiver scheme. source:prometeo.adm.unipi.it
Chapter 2
Peak-To-Average Power Ratio
(PAPR)
This Chapter shows how to characterize the PAPR metric from a deter-
ministic as well as statistically view. Common used upper bounds on
PAPR are illustrated focusing on the dependence between PAPR and
the number of subcarriers N . Relation between continuous time PAPR
and its discrete time version is also presented jointly with its associated
computational cost to accuracy trade-off. Finally main drawbacks arise
from PAPR issue are analysed and then few methods to overcome them
are presented.
2.1 PAPR definitions
Since the features of a Multi Carrier (MC) signal are approximatively the
same among different OFDM symbol interval Ts we consider throughout
this Chapter one-shot transmission, thus fixing m value1.
Under the above assumption continuous time domain baseband repre-
1From now on we will not consider m pedix any more to simplify mathematical
tractability
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sentation of an OFDM signal with N subcarriers is given by
s(t) =
1√
N
N−1∑
n=0
C(n)ej2pint/Ts , 0 ≤ t < Ts, (2.1)
{C(n)}N−1n=0 is the set of data constellation symbols one of each is trans-
mitted onto the nth subcarrier, Ts is the OFDM symbol period before
CP insertion as denoted in Chapter 1.
The main metric in literature for describing power fluctuation of any
signal is the Power Ratio (PR) defined as
PR , maximum peak magnitude of a time domain signal
corresponding mean power
(2.2)
Note that we have not done any assumption on the kind of the time
domain signal, which it is might be either discrete (DT) or continuous
time (CT) and it might be represented either at baseband (BB) or at
RF. PR definition, indeed, changes in function of the nature of the signal
we have been taked in exam.
The continuous time peak-to-mean envelope power ratio (PMEPR) is
defined as
PMEPR[s(t)] , γ(BB)c =
max
0≤t<Ts
|s(t)|2
E{|s(t)|2} (2.3)
and is a metric which describes BB signal fluctuation with respect to the
mean envelope power , i.e. Pavg = E{|s(t)|2}, while we usually referred to
peak-to-average power ratio (PAPR) to indicate signal fluctuation that
affects RF signal, and we could find in literature as peak-to-average ratio
(PAR) or peak-to-average power (PAP)
PAPR[s(t)] , γ(RF )c =
max
0≤t<Ts
|sRF (t)|2
E{|sRF (t)|2} (2.4)
with RF signal commonly defined in Communication Theory as
sRF (t) , <{s(t)ej2pif0t}, (2.5)
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PR CT DT
BB PMEPRc PMEPRd
RF PAPRc PAPRd
Table 2.1: Overview of PAPR definitions.
where f0 is the carrier frequency.
An overview of all possible kinds of signals is illustrated in Table 2.1.
We would reach an expression which relates PAPR and PMEPR in order
to clarify the connection between RF and BB signal space respectively.
Concerning this matter we well know that the average power of the pass-
band signal is equivalent to the other one except for a scalar factor:
E{|sRF (t)|2} = E{|<{s(t)ej2pif0t}|2} = 1
2
E{|s(t)|2}. (2.6)
Moreover, as long as f0  1/Ts, always met in practical cases where
we treat quasi-sinusoidal waveforms2, the peak of the RF signal is equal
to the baseband envelope one as we can easily show in Appendix A.
Therefore, the passband PR is approximately twice the baseband PR, in
other words
PR[sRF (t)] ≈ 2PR[s(t)], (2.7)
i.e.
PAPRc ≈ 2PMEPRc . (2.8)
Throughout this thesis we focus only on the PMEPR of the OFDM base-
band signal, calling it PAPR3, neglecting the 2 factor, since we are just
interested in a PR comparison among various systems and on the relative
PR reduction that we will succeed to obtaining respect to the original
analysed system.
2Excluding Ultra WideBand (UWB) communications
3It’s erroneous, but often used in literature referring to the PMEPR calling it
PAPR not considering the scalar factor. Unique distinction is made about time,
between CT and DT. From now on we adopt indiscriminately the PAPR term and
we call it γc.
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It is worth pointing out on the CP since any author takes in consider-
ation its contributes to the PAPR issue and it is due to its redundancy
nature.
CP is a copy of the last portion of OFDM symbol, that cyclically extends
itself, and in virtue of its meaning CP cannot introduce any new peaks in
the signal and doesn’t strongly modifies the average power of the signal
thus we can reasonably omit throughout following PAPR analysis.
2.1.1 Continuous-time PAPR
We are interested in a comparison among PAPR reduction techniques
so we focus only on the top of the γc expression, since Pavg is approxi-
matively the same on the overall transmission interval, just taking into
account only the numerator of (2.3)
γ(TOP )c = max
0≤t<Ts
|s(t)|2. (2.9)
Maximum value can be clearly found by setting its derivative to zero,
but it’s not easy to compute since the objective function s(t) is a sum of
sinusoidal functions and found its roots in a closed form is a prohibitively
complex task due to the non-linear nature of the trigonometric function.
Denoting
Pa(t) = |s(t)|2 = 1
N
N−1∑
n=0
N−1∑
l=0
C(n)C∗(l)ej2pi(n−l)t/Ts , 0 ≤ t < Ts (2.10)
the instantaneous complex envelope power of s(t), we would obtain the
maximum of this function evaluated into the time interval 0 ≤ t < Ts.
To reach a conclusion we refer to [7] and [15] in which we find the set of
stationary points of the objective function in (2.10). This procedure can
only be pursued on real-valued modulation and it can not be applied to
general constellations such as PSK or QAM, thus what follows is valid
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only for BPSK modulation where C(n) = {±1}.
The basic steps of this method is described as below:
First Limiting our attention only to real-value data symbols (BPSK
modulation, C(n) = {±1} ), transforming Pa(t) into a linear sum
of Chebyshev polynomials [15]4.
Pa(t) =
N−1∑
m=0
βmcos(2pimt/Ts) =
N−1∑
m=0
βmTm[cos(2pit/Ts)], 0 ≤ t < Ts
(2.11)
where Tm(t) is the m-th order Chebyshev polynomial and {βm}N−1m=0
is an array of scalars that depends on the (Circular) Auto Correla-
tion Function (ACF) of the symbols {C(n)}N−1n=0 given by
βm =
1 m = 02
N
∑N−1−m
l=0 C(l)C(l +m) m = 1, 2, ..., N − 1
(2.12)
Second Derive objective function with respect to t :
∂Pa(t)
∂t
= −2pi
Ts
sin(2pit/Ts)Q[cos(2pit/Ts)], (2.13)
where Q(ξ) =
∑N−1
m=0 βm
∂Tm(ξ)
∂ξ
assuming this change of variable
ξ(t) , cos(2pit/Ts).
Third In order to find the critical points of the function solve for the
roots of the derivative of Pa(t) by setting it to zero
∂Pa(t)
∂t
∣∣∣∣
0≤t<Ts
= 0 (2.14)
that results in solving the following non linear system:sin(2pit/Ts) = 0 0 ≤ t < TsQ[cos(2pit/Ts)] = 0 0 ≤ t < Ts (2.15)
4Using the identity Tm(cos θ) = cos(mθ)
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They are finally collected into the set of normalized times as 5
e = [θ1, · · · , θI+2]T =
=
[
0,
1
2
, cos−1(ξ1), cos−1(ξ2), ... , cos−1(ξI)
]T
(2.16)
with I is the number of roots derived by the second equation.
Fourth Pick the maximum over the aforementioned set e, i.e.
γ(TOP )c = max
θi∈e
{Pa(θi)}. (2.17)
2.1.2 Discrete-time PAPR
As we have seen it’s too difficult evaluate PAPR metric passing through
continuous-time definition, so we overcome this difficulty by replacing
the continuous signal s(t) by its sampled version {s(k)(L)}NL−1k=0 , where
L ≥ 1 is a feasible integer called oversampling factor.
The PAPR computed from the L-times oversampled version of s(t) is
given by
PAPR[s(k)(L)] , γd =
max
0≤k≤LN−1
|s(k)(L)|2
E{|s(k)(L)|2} (2.18)
that results in analysing only its numerator as we have already assessed
in Subsection 2.1.1
numerator(γd) = γ
(TOP )
d = max
0≤k≤LN−1
|s(k)(L)|2 (2.19)
where s(k)(L) is mathematically expressed as
s(k)(L) = s(kTsampl) =
1√
N
NL−1∑
n=0
C(n)ej2pink/LN , 0 ≤ k ≤ LN − 1
(2.20)
5Set of stationary points e contains normalized times θi = 2piti/Ts with
1 ≤ i ≤ I + 2
According to Algebra theory we expected that we will find N real roots because of
we have a N -th order real polynomial. Note that I can be less than N − 2 cause we
might not have only simple roots but one ore more can be multiple roots.
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with Tsampl = Ts/NL as sampling interval.
Oversampled sequence can be efficiently generated by using Zero Padding
(ZP) approach that consists in extending with (L−1)N zeros the OFDM
frequency domain block C = {C(n)}N−1n=0 , forming C(ZP ),
C(ZP ) = [CT , 0, 0, · · · , 0︸ ︷︷ ︸
(L−1)N zeros
]T
(2.21)
and passing through a NL-point IFFT as illustrated in Figure 2.1
Figure 2.1: Time domain oversampled sequence generation.
s(L) = [s(0), s(1), · · · , s(LN − 1)]T . (2.22)
In what follow we will refer to the s vector as s(L=1) = [s(0), s(1), · · · , s(N−
1)]T .
2.1.3 From Continuous to Discrete-time
We can easily see if we had an infinite sampling frequency, i.e. L → ∞,
{s(k)(L)} would tends to has an infinite resolution in the discrete-time
axis, thus s(k)(L) ≈ s(t) and so γd tends to γc. On the other hand a low
L value leads to a coarse search of the peak value that might cannot be
recovered.
In general the higher is L, the better the approximation becomes. As it
is explained in [8] γd is always a lower bound of γc
γd ≤ γc, (2.23)
so we need to extract one or more γc upper bounds in order to complete
a significant bound analysis.
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Wulich [8] alerts us that is very dangerous to evaluate continuous PAPR
when only discrete PAPR is known and no informations about the trans-
mitted sequence are given, cause either one or both can strongly change
independently with own observation time (Ts for the continuous-time and
N for discrete-time). In the cited example, indeed, author takes into ac-
count a Nyquist-rate sampled version of a band limited continuous signal
f(t) , i.e. f (L=2)[n], which has time-independent discrete PAPR, while the
continuous PAPR tends to infinitum with its observation time. Thus no
relationship between them can be formulated.
In conclusion, we can state that peak of an arbitrary signal cannot be
bounded with its Nyquist rate frequency samples, thereby a discrete-time
PAPR reduction analysis over it doesn’t necessarily leads to the required
results.
In [9] Paterson and Tarokh provide a first slack bound relation between
peak of the continuous signal and its Nyquist-rate sampled version that
makes official the aforementioned reflection
max
0≤θ<2pi
|s(θ)| ≤
(
2
pi
log(2N) + 2
)
max
0≤k≤N−1
∣∣∣∣s(LNyq)(θk)∣∣∣∣ (2.24)
remembering that θ = 2pit/Ts and θk = 2pik/N are respectively continu-
ous and discrete normalized time.
Note that, the larger N is, the more slack bound becomes, up to
max
0≤θ<2pi
|s(θ)| < ∞, when N −→ ∞, that doesn’t carry any useful infor-
mation.
It gets the impression that an increased oversampling rate should bring
towards a more accuracy PAPR evaluation as accomplished by Sharif in
[10] on the oversampled sequence {s(k)(L)}, L > LNyq that leads to a
tighter bound, as following
max
0≤θ<2pi
∣∣∣∣N−1∑
n=0
C(n)ejnθ
∣∣∣∣ ≤
√
L
L− pi max0≤k≤LN−1
∣∣∣∣NL−1∑
k=0
C(n)ejnθ
(L)
k
∣∣∣∣ =
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= max
0≤θ<2pi
|s(θ)| ≤
√
L
L− pi max0≤k≤LN−1 |s(θ
(L)
k )| (2.25)
with θ
(L)
k = θk/L , or better
γc ≤ L
L− pi γd =
1
1− pi/L γd (2.26)
for L greater than pi.
An even more tight bound for the peak value of the continuous-time
signal f(t) is presented in [11]
max
0≤θ<2pi
|s(θ)| <
√
L2
L2 − pi2/2 max0≤k≤LN−1 |s(θ
(L)
k )|, (2.27)
i.e.
γc <
L2
L2 − pi2/2 γd =
1
1− pi2/2L2 γd (2.28)
for L greater than pi/
√
2.
We can see γd as an estimation variable of γc , i.e. γd = γˆc, and like every
other estimation algorithm we can define its relative estimation error,
defined as
ε
(rel)
γˆc
, γc
γˆc
=
γc
γd
. (2.29)
We also clarify the estimation error is inversely proportional to the over-
sampling factor L, as we would be expected. Note that many any others
estimation algorithms can be performed but we use the γd ones cause it’s
the best assumed in literature.
It is necessary to ask ourselves how large the oversampling rate, respect
to Nyquist rate (LNyq = 2), should be to make γd = γˆc a good approx-
imation of γc. A qualitative analysis of the Figure 2.2 reveals that the
proposed absolute estimation error, namely,
γˆc
(abs) , (ε(rel)γˆc − 1)100 = ((γc − γˆc)/γˆc)100 (2.30)
go down up to 20% for L = 4 and under to 10% for L = 8. There is no
one who said that (2.28) gives the optimal bound for relative error curve,
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Figure 2.2: Error bound of the PAPR. source:[11].
thus we can only await others closer new bounds, that is new strictly
decreasing monotonic functions less than the previous one.
Tellambura [15] has not only showed a procedure for computing the
continuous time PAPR in OFDM signals with real-values data symbol
(BPSK) but from her simulation results we also state that an oversam-
pling factor of 4 provides sufficiently accurate PAPR measurements un-
der Gaussian OFDM signal assumption (N −→ ∞), as depicted in Fig-
ure 2.3.
It is worth noting that we can not conclude anything about high order
modulations which is still an open issue in literature.
2.2 Deterministic PAPR study
A first theoretical result can be extrapolated from a straightforward an-
alytical expansion of (2.20) with Nyquist-rate for commonly high order
modulations, as showed in Appendix B.
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Figure 2.3: CCDF of γc and γd for a BPSK-OFDM signal with different oversam-
pling factors. source:[7].
OFDM systems with M-Phase Shift Keying (MPSK) modulation have
an upper bound in terms of PAPR given by [20]
γd ≤ N for MPSK (2.31)
while M-Quadrature Amplitude Modulation (M-QAM) constellation ex-
hibit a discrete time upper bound equal to
γd ≤ 3N
√
M − 1√
M + 1
for M-QAM (2.32)
Previous equations gives the maximum value that discrete time PAPR
can be assumed in these two particular constellation geometry.
Practical consideration directly follow from the previous bound equations
and it is easily formulated making reference to [14] in which is proven
that the probability that PAPR reaches its maximum is M−(N−2), namely
it decrease exponentially with the number of subcarriers. Considering a
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DVB-T2 scenario with N = 2048 and 16-QAM constellation this proba-
bility is equal to 1/162046.
Thus previous results are based on deterministic study of the OFDM
signal make no sense and do not produce tight enough bounds on PAPR
metric, thus no reliable information can be obtained in order to design
multicarrier systems architecture and a new more careful analysis is re-
quired. For this reason in literature used to find statistical PAPR char-
acterization to better define PAPR distribution.
2.3 Statistical PAPR analysis
PAPR expression can also be viewed as a random variable due to the
time-domain sequence6 {s(k)(L)}N−1n=0 contains the constellation symbols
array C = {C(n)}N−1n=0 as showed in (2.20), thus a statistical approach
should be pursued.
In order to extract a suitable statistical distribution which describes the
PAPR behaviour a brief introduction to OFDM signal must be carry out.
OFDM transmitted signal is just the superposition of N modulated com-
plex sinusoidal waveforms, each corresponding to a given subcarrier, that
can sum themselves coherently resulting into a high signal peak.
2.3.1 Gaussian assumption
Assuming that N is adequately large and suppose that the input data
stream is statistically independent and identically distributed (i.i.d.), i.e.
the real
(
s(k)(R) , <{s(k)}
)
and imaginary
(
s(k)(I) , ={s(k)}
)
part
are uncorrelated and orthogonal, then Central Limit Theorem (CLT) can
be applied.
6We initially consider Nyquist-rate time domain sequence and then extend the
achieved results to any others L factor.
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Therefore, both <{s(k)} and ={s(k)} approaches Gaussian distribution
s(k)(R), s(k)(I) ∈ N (µ, σ2), (2.33)
withµ , E{s(k)} = 0σ2 , E{|s(k)− µ|2} = E{|<{s(k)}|2}+ E{|={s(k)}|2} = 1
2
(2.34)
It is well-known the endomorphism which describes rectangular to polar
coordinates transformation gives a Rayleigh (R) distributed amplitude
and uniformly distributed phase, and multicarrier signal is just a real
practice application of this property:
g : R2 −→ R2 , (s(k)(R), s(k)(I)) −→ (|s(k)|,∠s(k)) (2.35)
where || and ∠ indicates module and angle operator respectively.
|s(k)| ,
√
[s(k)(R)]2 + [s(k)(I)]2 ∈ R(1)
∠s(k) =
arctan(s(k)
(I)/s(k)(R)) for s(k)(R) ≥ 0
arctan(s(k)(I)/s(k)(R)) + pi for s(k)(R) < 0
(2.36)
and the corresponding vector power , i.e.
|s(k)|2 = [s(k)(R)]2 + [s(k)(I)]2 (2.37)
becomes a central chi-square distribution with 2 degrees of freedom and
zero mean [12]
|s(k)|2 ∈ χ2(2). (2.38)
The common used metrics to evaluate PAPR performance in statisti-
cal analysis is the monotone non-increasing complementary cumulative
distribution function (CCDF) which denotes the probability of a data
symbol to exceeds a given threshold
F¯X(x) , 1− FX(x) (2.39)
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where
FX(x) , Pr(X ≤ x) (2.40)
is the CDF of a random variable X and is a function of real-value x, which
represents the probability that random variable X is equal or less than a
scalar x. Now we derive its CCDF first evaluating the corresponding CDF
and then making it complement to one. Note that this results (obtained
assuming L = 1) are not also valid for any L parameter because over-
sampling approach introduce statistical correlation among time-domain
samples and the i.i.d. beginning hypothesis is no more reliable.
We will see how the expression will be modified due to this self correlation
among neighbouring samples.
F kχ (γ) = Pr(|s(k)|2 ≤ γ) = 1− e−γ , γ ≥ 0 , for k fixed (2.41)
F (γ) = Pr
(
max
0≤k<N
|s(k)|2 ≤ γ
)
= Pr
(⋂
k
(|s(k)|2 ≤ γ)
)
=
=
∏
k
Pr
(
|s(k)|2 ≤ γ
)
=
∏
k
F kχ (γ) =
=
[
F kχ (γ)
]N
=
[
1− e−γ
]N
, γ ≥ 0 (2.42)
and the corresponding CCDF is
F¯ (γ) = 1−
[
1− e−γ
]N
, γ ≥ 0 . (2.43)
Remember the above expression assumes that N signal samples are mu-
tually independent, while in real communication systems this is not al-
lowable since we have to consider band-limited OFDM signals with pulse
shaping. For this reason Gaussian approach that leads to (2.43) not hold
giving an untrusted description of the reality.
Many research have been made to recover a suited CCDF expression.
We investigate few methods proposed in literature to better understand
what are we discussing about.
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2.3.2 Ad-hoc parameter approach
Chronologically first simplistic solution can be found in [13] which suggest
to apply an ad-hoc constant α to the CDF exponent in order to overcome
this issue
F¯ (γ) = 1−
[
1− e−γ
]αN
, γ ≥ 0 (2.44)
where α = 2.8 is the employed solution that reveals to be a good choice
for L ≥ 4. R.V.Nee solution [13] is based on two key points:
• infinite-band OFDM signal : pulse shaping is not usually employed
for a large number of subcarriers N,
• statistically independence conserving : statistically independent in-
put will produce statistically independent output after IDFT pro-
cessing 7
thus the maximum of the OFDM band-limited signal should be close
to the OFDM peak one and in this way statistical characterization is
approximatively the same.
2.3.3 Rice theory approach
Ochiai in [14] showed discrepancies with the simulation results especially
for large N values and criticizes the slack nature of the previous approxi-
mation. Therefore, assuming that are NP peaks in a sample of the OFDM
signal he proposed a new bound solution for PAPR CCDF holding this
three assumptions:
• both the processes s(R)(t) and s(I)(t) are ideally independent sta-
tionary band-limited Gaussian processes, so that signal amplitude
is a stationary band-limited Rayleigh process,
7This is not always true unless input samples are Gaussian distributed.
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• time domain signal peaks are statistically uncorrelated ρ1, .., ρNP ,
• the NP -length sequence with entries t1, .., tNP , which give peaks
extraction time instants vector, is a point process
where s(R)(t) , s(I)(t) are in-phase and quadrature components of the
signal complex envelope s(t), i.e.
s(R)(t) , 1√
N
∑N−1
n=0 |C(n)| cos
(
2pint
Ts
+ ∠C(n)
)
s(I)(t) , 1√
N
∑N−1
n=0 |C(n)| sin
(
2pint
Ts
+ ∠C(n)
) . (2.45)
According to relative frequency of occurrences definition, authors first
determine the probability of an arbitrary signal peak ρ into an OFDM
symbol is obove the scalar r
Pr(ρ > r) =
NP (r)
NP (0)
≈ NP (r)
0.64N
(2.46)
where NP (r) is mean number of the peaks above r and NP (0) is mean
number of total peaks in the OFDM symbol, and second, they outcome a
statistical characterization of the peak process make easier by stationary
assumption 8
CF , max
1≤i≤NP (0)
ρi (2.47)
FCF (r) = Pr(CF < r) = Pr(ρ < r)
NP (0) = (1− Pr(ρ > r))NP (0) ≈
≈ (1− Pr(ρ > r))0.64N ≈
(
1− NP (r)
0.64N
)0.64N
. (2.48)
Since carrying out the NP (r) value requires a double integral resolution
an asymptotically approximation of the process is presented based on
level crossing rate approach first developed by Rice in [17].
It states that under a proper selection of r¯, namely the algorithms thresh-
old, each positive amplitude signal crossing of the level r¯ (upward) has
8Crest Factor (CF), CF ,
√
PAPR
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a single positive peak that is above the level r¯, and it returns even more
better results as long as the threshold increases.
Therefore, the conditional probability that an arbitrary peak ρ belonged
to one OFDM symbol is above the level r given that any peak exceeds
the threshold r¯ can be approximated as
Pr(ρ > r|ρ > r¯) = NP (r)
NP (r¯)
≈ ν
+
c (r)Ts
ν+c (r¯)Ts
=
ν+c (r)
ν+c (r¯)
(2.49)
for r > r¯ and ν+c (x) is the mean number of the positive crossings at the
level x given by
ν+c (x) =
√
pi
3
N
Ts
xe−x
2
(2.50)
for a band-limited OFDM signal.
In order to evaluate the CDF of the CF we apply law of total probability
on the CF random variable, obtaining
Pr(CF < r) = Pr(CF > r¯)Pr(CF < r|CF > r¯)+
+Pr(CF < r¯)Pr(CF < r|CF < r¯) =
= Pr(CF > r¯)Pr(CF < r|CF > r¯) + Pr(CF < r¯) (2.51)
because Pr(CF < r|CF < r¯) is equal to 1 under the constraint r > r¯,
that can be rewritten as
FCF (r) = (1− FCF (r¯))FCF (r|CF > r¯) + FCF (r¯) , r > r¯ (2.52)
A possible smart choice for the threshold is such that the highest peak
always occurs above the level r¯ and this choice let us to neglect the second
term of (2.52). Note that CF tends to increase with N grows large and
in this way the assumption may be not hold as N becomes even larger,
but in what follow we suppose that r¯ is consistent with our N parameter.
The CDF expression simply becomes
FCF (r) ≈ FCF (r|CF > r¯) (2.53)
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Now we assume that the peaks above r¯ are conditionally independent and
it can be admissible given that we have chosen r¯ as close as possible to the
maximum peak (CF), thus we can predict that the temporal separation
among these samples are many times the correlation time approximated
by the reciprocal of the signal bandwidth9.
Consequently, the above conditional CDF is given by
FCF (r|CF > r¯) = Pr(CF < r|CF > r¯) = Pr
(⋂
k
(ρk < r|ρk > r¯)
)
≈
≈
∏
k
Pr(ρk < r|ρk > r¯) = Pr(ρ < r|ρ > r¯)NP (r¯) (2.54)
remembering that NP (x) is the mean number of the peaks above x. Sub-
stituting (2.49) into (2.54) and assuming that NP (r¯) ≈ ν+c (r¯)Ts it pro-
vides the final CFs CDF
FCF (r) ≈ FCF (r|CF > r¯) ≈
(
1− re
−r2
r¯e−r¯2
)pi
3
Nr¯e−r¯
2
r > r¯
0 otherwise
(2.55)
and applying the change of variable γ = r2 we derive the PAPR CDF as
following
F (γ) ≈ F (γ|γd > γ¯) ≈
(
1−
√
γe−γ√
γ¯e−γ¯
)pi
3
N
√
γ¯e−γ¯
γ > γ¯ = r¯2
0 otherwise .
(2.56)
One last issue is left to be solved, i.e. which is the set of values that the
threshold algorithm r¯ should assumes.
By an inspection of (2.49) we observe that also one constraint is left to
be satisfied because probability function Pr(·) must be less than or equal
to one
Pr(ρ > r|ρ > r¯) = re
−r2
r¯e−r¯2
≤ 1 , ∀ r > r¯ (2.57)
9Tcorr ≈ 1/B ≈ T = Ts/N
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that leads to weakly decreasing monotonicity of the function
f(x) = xe−x
2
, which provides a lower bound of
r¯ ≥ 1√
2
≈ 0.71 . (2.58)
In practice if the range of the PAPR of interest is high , the distribution
can be further simplified without loss of accuracy.
Indeed, for high r value the conditional probability in (2.57) becomes
very small, i.e. the term re
−r2
r¯e−r¯2
tends to be zero, hence (2.56) can be
further simplified by using a limiting form of the exponential function
and an asymptotic alternative form of the PAPR distribution can be
derived
F (γ) ≈ exp
(
−Ne−γ
√
pi
3
γ
)
. (2.59)
Figure 2.3.3 shows that
• r fixed : (2.55) approaches (2.48) for high N values where the Gaus-
sian approximation has appreciable improvements;
• N fixed : the Exact curve diverges from the Approximation one
especially for low r values where it becomes comparable with r¯ and
the approximation Pr(CF > r|CF < r¯) ≈ 0 is no more reliable.
While observing Figure 2.3.3 we can state that Ochiai asymptotic dis-
tribution seems to agree better with the simulation results for large N
respect to previous distribution, as we have expected.
Nevertheless all these study can be relatively accurate for a large num-
ber of subcarriers N, under an appropriate adjustment of r¯ and takes in
consideration uncoded OFDM systems.
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Figure 2.4: Comparison of Simulation results for a QPSK
constellation with Ochiai distributions of the Crest Factor: Ex-
act in (2.48) and Approximation in (2.55). source:[14].
Figure 2.5: Comparison of Ochiai Approximation and
R.V. Nee results on the distribution of the Crest Factor.
source:[14].
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2.3.4 Extreme value theory approach
A new study on the peak power distribution of the C-OFDM envelope
is presented in [16] that applies the modern extreme value theory for χ2-
processes exhibiting extremely accurate results, even for modest number
of subcarriers.
The main rationale of this article relies on the proof that a band limited
OFDM signal converges weakly to a certain Gaussian stochastic process
which the authors have already demonstrated. The notion of weakly
convergence is defined formally in [18] where the authors state that a
given time domain stochastic sequence s as in (2.22), belonged to the
C -field 10, converges in distribution to the random function x denoted
by
s D−→ x
or
{s(t) , t ∈ [0, Ts)} D−→ {x(t) , t ∈ [0, Ts)} (2.60)
if the following is true:
lim
N−→∞
Pr(s ∈ A) = Pr(x ∈ A) (2.61)
for all x-continuity set A and for all closed time interval T ⊆ R, where
x(t) is a zero-mean stationary Gaussian random process defined over the
interval T .
The simplicity and the reliability of this latter analysis resides in its fully
analytic derivation, that is does not require any types of approximations.
Therefore, as we have already assesed, these study can be also extended
as well for coded systems by making truly assumption on the number of
subcarriers, indeed close agreement with simulated PAPR is shown for N
as small as 100. The aforementioned PAPR distribution of the baseband
10C is defined as the σ-field Borel set of continuous function.
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complex envelope of a band limited C-OFDM signal is
F (γ) ≈ exp
(
−Ne−γ
√
pi
3
logN
)
. (2.62)
Terminate this subsection providing few simulation results that gives a
comparison of the latter proposed techniques to estimate PAPR distri-
bution. Analysis of Figure 2.3.4 and Figure 2.3.4 suggest that although
asymptotic Ochiai distribution in (2.59) takes its fundamentals on the
Rice theory instead of a rigorously justified expression given by Goeckel
in (2.62), it makes no strong different respect to the other one. Another
approach is also be presented in [23] and we refer to it as Dinur in the
following pictures.
Note that all three expressions provide good characterization of PAPR
distribution also for C-OFDM systems as depicted in Figure 2.3.4 and
Figure 2.3.4 with varying N 11.
Finally we report an interesting extension of the previous result about
the extreme value theory to system with unequal power distribution on
each subcarriers commonly used in non-flat fading channel.
These adaptive OFDM systems show a CDF of PAPR approximated for
sufficiently large N by
F (γ) ≤ Ne−γ
√
λ˜
pi
γ (2.63)
with λ˜ dependent on the first and the second moment of the normalized
power spectral density (PSD), as well as the number of subcarriers N.
Up to now we have investigated various PAPR definitions and its mis-
cellaneous characterizations, especially we can distinguish two main de-
scription of the problem:
11Remember N = 100 is the minimum number of subcarriers to validate the ex-
tracted results from extreme value theory.
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• deterministic bounds;
• probabilistic bounds.
All these analyses, that follows [20] guideline, have a great importance in
transmission systems design process because the PAPR distribution can
be employed in order to determine a proper output back-off of the HPA
to minimize total degradation, to estimate achievable information rate
[21] and it can be directly applied to bit error rate (BER) calculations
[22].
2.4 PAPR issue
Multi-carrier (MC) communication systems competing well with single-
carrier (SC) due to their several advantages, as
• high spectral efficiency, in virtue of their orthogonal composition
(OFDM);
• low complexity and high efficient implementation;
• strong immunity to frequency selective multipath fading and against
narrowband interferences.
Unfortunately these awesome systems have some drawbacks which give
rise to few challenging design issues that impact system cost and perfor-
mance. As we have already discussed in Section 2.3 signals phases in the
N subchannels might line up at transmitter antenna forming a peak in
the time domain transmitted signal thus one of the main issues in MC
signals is handling very high power peaks which pass through the trans-
mitter non-linear devices such as HPA, mixer and D/A converter. This
non-linearity lead to in-band (IB) distortion in the form of intermodula-
tion (IM) effect among different subcarriers, especially for neighbouring
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subchannels, as well as out-of-band (OOB) emission that give rise to ad-
jacent channel interference (ACI).
Main issues concern negative effects on the HPA, that is a fundamental
component into any communication system for its signal amplitude gain
to cope with channel attenuation, especially for severe fading multipath
or high distance links, e.g.
• HPA power consumption;
• HPA non-linearity;
which provides undesired spectral spreading and IB distortion but also
• DAC-ADC issue;
• phase distortion and phase noise over each subchannel.
Concerning the D/A-A/D issue they must be equipped with a sufficient
number of bits to cover the potentially broad dynamic range of the trans-
mitted signal, but it leads to both an expensive solution for high sampling
rate of the system and result in a low efficiency due to high peaks rarely
occur. If not, we can adopt a cheaper device with low precision but its
quantization noise is very significant and thus SNR is reduced.
From now on we focus on the first two points concerning HPA issues
and describe in detail the corresponding causes, how is used to measure
their detrimental effects in literature and which methods are commonly
employed to overcome these impairments.
HPA is hard to design due to users performance constraints including
emitted power mask, battery consumption and carrier-to-intermodulation
power ratio sensitivity requirement
(
C
I
)
req
.
To achieved the maximum efficiency an HPA must work as closest as
possible to corresponding saturation point where the non linear effects
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are most severe, thus there an unavoidable power efficiency to linearity
trade-off showing the intrinsic connection between the aforementioned
two issues.
There are few conventional solutions to overcome this design issue given
by
• accept the detrimental effects and try to contain them by loosing
spectral efficiency;
• use a particular HPA which has a larger linear range of character-
istic;
• back-off the operating point;
• linearise HPA using digital signal processing;
• PAPR reduction techniques.
First idea attempt to reduce the destruction of orthogonality among adja-
cent subchannels that gives rise to both IB distortion and OOB emission
by increasing carrier separation. This leads to a greatly less spectral ef-
ficiency because we conveys less subchannels over the same bandwidth.
Second solution requires expensive and power consuming Class A ampli-
fiers.
This two solutions are not highly cited in literature and thus they are
not usually employed in practical systems.
Back-off the operating point is the simplest way to counter HPA non-
linearity issue but is focuses only on HPA linearity issue while not con-
sidering HPA power consumption. Indeed, introducing a power back-off
we avoid signal peaks entrance into non-linear amplifier zone but it has
the effect of reducing the mean envelope power allowed under OFDM
respect to that allowed under constant envelope modulation. Hence an
PAPR 50
increase amount of power is required at the transmitter in fixed point-
to-point communications, that rise up in a thermal management issue,
while reducing battery lifetime in mobile contexts.
High linearity of the HPA characteristic can be obtained by forcing the
HPA to has a linear behaviour on the whole. Feed forward schemes or
data pre-distortion are commonly used at the expense of an amount of
complexity. Anyway these methods operate on the BB signal and they
lead to a little improvement in efficiency.
PAPR reduction solution is widely take on in literature where we can
find a large number of developed schemes aimed at mitigate the impact
of the PAPR problem and for this reason we focus on this throughout
Chapter 3.
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Figure 2.6: CCDF of the PAPR for an uncoded OFDM sys-
tem with N = 100 and QPSK mapping and equal power allo-
cation across subcarriers. source:[18].
Figure 2.7: CCDF of the PAPR for an uncoded
OFDM system with N = 256 and QPSK mapping and
equal power allocation across subcarriers. source:[18].
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Figure 2.8: CCDF of the PAPR for an coded (8x8 block
symbol-wise interleaver, (2,1,6) convolutional code) OFDM
system with N = 100 and QPSK mapping and equal power
allocation across subcarriers. source:[18].
Figure 2.9: CCDF of the PAPR for an coded
(8x8 block symbol-wise interleaver, (2,1,6) convolutional
code) OFDM system with N = 256 and QPSK map-
ping and equal power allocation across subcarriers.
source:[18].
Chapter 3
PAPR reduction techniques
Widest-used method to deal with PAPR issue in OFDM systems is the
application of some PAPR reduction techniques. In what follow we will
give an overview of these techniques, grouping them into different cate-
gories, and then we will assess their performances.
3.1 Non-linear signal processing
3.1.1 Amplitude Clipping
The key idea to reduce the peak-to-mean power ratio in MC systems is
deliberately clip the amplitude signal peaks before the HPA processing
while mean power remain unchanged. In particular, at the transmitter
side, peaks cancellation is usually accomplished at baseband by selecting
those signal samples which exceed a given soft amplitude limit level,
called clip level (VCLIP ), and limiting their magnitude while maintaining
their phases. This can be mathematically formulated as a non-linear
function g(.) which operates on the baseband signal magnitude ρ(t) =
|s(t)|
g(ρ) =
ρ for ρ ≤ VCLIPVCLIP for ρ > VCLIP (3.1)
53
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and the corresponding BB signal is expressed as
y(t) = g(ρ(t))ej∠s(t). (3.2)
It is common practice in literature refer to a normalized clip level, clipping
ratio (CR), dividing it by the root mean square value (rms) of the signal
CR , VCLIP√
Pin
(3.3)
where Pin , E{|s(t)|2} is the average power of the unclipped signal.
The aforementioned soft envelope limiting process can be employed either
onto real and imaginary part of the complex baseband signal or onto its
module as depicted in Figure 3.1.1 for a DVB-T2 scenario. Transmitted
signal after amplitude clipping indeed can be expressed as
y(t) = s(t) + d(t) (3.4)
where d(t) is the clipping process that can be viewed as an additional
source of noise, thus from now on we refer to it as clipping noise.
Observing latter figure we can state that PAPR level can be pull down
decreasing the clip level but this rise up lots of terrifying drawbacks due
to the power transfer from useful to noise signal.
Obviously the asymptotic case in which CR goes to infinitum (CR→∞)
corresponds to non clipped operation on the signal while the lower is CR,
the higher noise power becomes up to CR = 0 where all input power fed
the clipping noise.
As we noted in this subsection not the whole input power associated with
the unclipped signal pass through the PAPR reduction block and becomes
useful output power because a portion of itself will fed the clipping noise.
According to the Gaussian assumption1 on the OFDM signal as states in
1The magnitude of the OFDM signal is Rayleigh distributed if the number of
subcarriers is adequately large.
PAPR reduction 55
Figure 3.1: Time domain DVB-T2 2k-mode signal
magnitude with 4 times oversampling factor J = 4.
Figure 3.2: Its corresponding clipped version for a CR
equal to 1 dB.
Section 2.3 average output power associated with useful signal, denoted
by Pout , E{|y(t)|2} , can be expressed in function of both the input
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power and CR, turning out to be
Pout = (1− e−CR2)Pin. (3.5)
In Figure 3.3 we can appreciate the aforementioned assertion noting how
the Pout/Pin ratio, that returns an efficiency measurement of the clip-
ping process, vary in function of the CR expressed in dB. The distortion
Figure 3.3: Clipping efficiency vs CR in dB.
cause by amplitude clipping is really different from the more commonly
Additive White Gaussian Noise (AWGN), indeed, despite of its addi-
tive nature, its theoretically infinitive bandwidth2 and its asymptotic
gaussianity, d(t) is a transmission side noise process introduced before
non-linear power amplification going through different block of the trans-
mission chain before arriving at the channel as we will see later.
2d(t) exhibits discontinuities at the clipping instants and in the frequency domain
this infinitive varying rate is traduced in a infinitive bandwidth.
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Clipping noise thus fall both IB and OOB thus amplitude clipping tech-
nique gives rise to IB distortion which degrades BER performance (it
cannot be reduced by filtering since it not be discriminates from useful
signal spectrum) as well as OOB radiation that reduce the spectral effi-
ciency and ACI.
In practical applications clipping is performed digitally on {sk} sequence,
defined in Subsection 2.1.2, instead of continuous time signal s(t), hence
aliasing will occur3.
In particular, as showed in [25], an oversampled approach is pursued
({s(J)k }) at the expense of an increment of implementation complexity,
which gives two main advantages in:
• reducing IB distorsion: choose a sampling interval J times lower
rather than the Nyquist case one (Tsampl = B ≈ T ) reduce the
effects of aliasing cause clipping noise not all fall IB and can be
filtered out;
• increasing PAPR reduction capability : simulation results in [26]
indicate the significant improvements as better as J increase as
depicted in Figure 3.4.
It is worth pointing out that J and L (defined in Chapter 2) are both over-
sampling factor but they are two different quantities, indeed the former
is the oversampling factor employed to obtain a good PAPR measure-
ment while the latter is a parameter used to execute amplitude clipping
operation.
Note that OOB radiation is also inevitably generates in the Nyquist rate
approach and has to be removed in some way to comply with spectrum
constraints.
3Sampling in the time domain at interval Tsampl corresponds to repeat signal
spectrum in step of 1/Tsampl
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Figure 3.4: PAPR CCDF for a clipped QPSK-OFDM signal with L = 8 and different
J values, assuming CR = 0 dB. source:[7]
Oversampled sequence can be efficiently generated by following proce-
dure descripted in Figure 2.1 in Subsection 2.1.2.
Filtering after clipping is required to reduce OOB radiation so time do-
main sequence after clipping must be pass through a low pass filter (LPF)
that select only the IB spectral components and discards the other ones.
Nevertheless this method cause some peak regrowth that can exceed am-
plitude threshold once more neutralize in part the previous soft limiter
saturation block albeit filtering the clipped oversampled sequence pro-
duces much less peak regrowth than the Nyquist rate clipped one.
In order to reduce the overall peak regrowth without spectrum expan-
sion a clipping-and-filtering operation must be done. Anyway one time
clipping-and-filtering might not be sufficient to reduce the overall peaks
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regrowth so a repeated clipping-and-filtering procedure is commonly ac-
complished onto the oversampled sequence until a significant PAPR re-
duction is achieved at a cost of computational complexity increase.
In Figure 3.5 is showed a schematic portion of the OFDM transmis-
sion chain focus on the transformation execution on the signal due to
the PAPR reduction implementation of the illustrated technique, includ-
ing CP insertion and D/A conversion. Taking in to consideration the
Figure 3.5: Schematic representation of clipping-and-filtering approach. source:[7]
other main drawback of amplitude clipping, i.e. BER degradation, there
are some techniques proposed in literature that attempt to mitigate the
harmful effect of clipping noise.
Two principal ways at the receiver side are pursued:
• signal interpolation: reconstruct the signal to their non clipped
form trying to rescue the affected or lost samples [28], [29];
• noise estimation and cancellation: regenerate and cancel the clip-
ping noise samples [27].
The major difference between this two approaches result in a lower noise
mitigation capability under equal bandwidth expansion constraint with
respect to the latter one in spite of a lighter computational complexity.
The key idea of [27] is based on the observation that unlike AWGN, clip-
ping noise one is generated by a process known at the transmitter, thus
it can be recreated at the receiver and can be successively removed by
an iterative fashion thus restoring the unclipped signal.
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Even if we have proposed few solution to overcome both the OOB and
IB emission caused by clipping operation, the output signal y(t) remain
affected by the two previous issues. Albeit OOB radiation can be reduced
as required by applying one or more filters in cascade, the IB distorsion
is the key drawback of this PAPR reduction algorithm that can only be
mitigated. It is well know that the BER quantity is a monotonic non
increasing function of only the SNR while in this case an additional un-
correlated source of noise is provided thus we can determine the Carrier-
to-Noise Ratio (CNR) (C
N
) at the receiver, defined as the ratio between
the average received signal power to the average power of noise, as follow(
C
N
)
@ receiver
=
C
(Nchannel +Nclipping)
. (3.6)
In AWGN channel is common practice refer to the Signal-to-Clipping
Noise Ratio (SCNR) neglecting the portion of noise generated by the
white noise by reason of both a lesser contribution to distortion and
because we are interested in evaluation of the clipping impact on the
BER performance
SCNR =
C
Nclipping
. (3.7)
According to Section 2.3 the s(J) = [s0, · · · , sJN−1]T vector is approxi-
matively Gaussian and feed a soft limiter block that can be model as a
memoryless non linear system, as illustrated in Figure 3.5, thus interme-
diate output signal vector s˜(J) = [s˜0, · · · , s˜JN−1]T can be computed by
resorting to Bussangs theorem [30] as follow
s˜k = α˜ sk + dk, for 0 ≤ k ≤ JN − 1 (3.8)
where
α˜ , Rs˜s(0)Rss(0) , α˜ ≤ 1 (3.9)
withRab(τ) , E{akb∗k+τ} denoting the Cross Correlation Function (XCF)
between the Wide Sense Stationary (WSS) signals represented by a and
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b vector respectively and
d(J) = [d0, · · · , dJN−1]T (3.10)
composed by the oversampled terms extracting from clipping noise d(t).
Note that output time domain signal y is J times shorter than the dashed
rectangular input s(J). This is due to the filtering process which discards
the OOB components that fall out of the useful input signal bandwidth.
Defining C˜
(J)
the DFT transform of s˜(J), namely
C˜
(J)
= [C˜(0), · · · , C˜(N − 1)︸ ︷︷ ︸
IB
, C˜(N), · · · , C˜(JN − 1)︸ ︷︷ ︸
OOB
]T (3.11)
with components
C˜(n) =
1√
N
JN−1∑
k=0
s˜ke
−j2pink/N , 0 ≤ n ≤ JN − 1 (3.12)
a Low Pass Filter (LPF) solution can be simply reduce to a straight-
forward cancellation of the OOB entries of C˜
(J)
only selecting the IB
portion. We will indicate it as Y and it is the DFT transform of the
time domain signal output y which elements
y˜k = α˜ s
′
k + d
′
k, for 0 ≤ k ≤ JN − 1 (3.13)
where s
′
= {s′k}N−1k=0 and d
′
= {d′k}N−1k=0 are the IB select sequence of
s(J) = {sk}JN−1k=0 and d(J) = {dk}JN−1k=0 respectively.
Therefore for a soft envelope limiter α˜ is a real value that can be expressed
as a function of CR as below
α˜(CR) = 1− e−CR2 +
√
piCR
2
erfc(CR) (3.14)
with
erfc(x) =
2√
pi
∫ ∞
x
e−t
2
dt. (3.15)
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We do not find an accurate characterization of output signal y into the
time domain because we do not extract statistical distribution of the
clipping process d
′
. We only state that it is a non Gaussian process
uncorrelated with the modified useful signal s
′
. For this reason we move
to the frequency domain, in order to find an expression for the SCNR
and thus for the error rate at the receiver.
The dual representation of (3.8) in frequency domain leads to an input-
output characterization of the clipping and filtering process given by
Y (n) = α˜ C
′
(n) +D
′
(n), 0 ≤ n ≤ N − 1 (3.16)
where C
′
(n), D(n) and Y (n) with 0 ≤ n ≤ N −1 represent the distorted
constellation symbol (clipped and filtered) and the clipping distortion
over the n-th subcarrier respectively.
This time, although we do not know the clipping noise distribution yet,
we can invoke the CLT on D
′
(n) as long as a sufficiently large number
of clips occur in the transmitter side.
Locating ourselves at the receiver after CP discarding and DFT unit and
neglecting the AWGN effect (common practice in clipping scenarios) we
can approximate the received constellation symbol over the n-th subcar-
rier, R(n), with the distorted version of the original transmitted symbol,
C
′
(n)4
R(n) = α˜ C
′
(n) +D(n) +W (n) ≈ α˜ C ′(n) +D(n) (3.17)
where W (n) is the thermal noise process.
Therefore observing (3.17) we can extrapolate a useful schematic view
of the clipping effect on the received data samples, indeed this process
results in a constellation compression by a factor α˜ plus an added white
noise-like effect, that under certain condition can be assumed Gaussian.
4Ideal timing and synchronization are supposed because they are not the key points
of this thesis and really simplify mathematical tractability.
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Concluding SCNR depends on the average power associated with D
′
(n)
value, i.e. PD′ ,n = E{|D′(n)|2}, thus is different for each subcarrier, so is
correct defined a SCNR over the n-th subcarrier as
SCNRn =
α˜2C2
PD′ ,n
(3.18)
where C2 = E{|C ′(n)|2} denotes the average power of the original data
symbols.
This mentioned SCNRn will need to compute the BER over the n-th sub-
carrier which in conclusion is employed in a weighted average to carry
out the BER value of the overall OFDM system.
The clipping noise impact on the BER performance is illustrated in Fig-
ure 3.6 for different CR values as function of Bit-Energy-to-Noise ratio
(Eb
N0
) defined as the ratio energy per bit over noise PSD with Eb
N0
related
Figure 3.6: BER performance of a QPSK-OFDM transmission plus an amplitude
clipping processing for different CR values over an AWGN channel. source:[7]
PAPR reduction 64
to C
N
as
Eb
N0
=
C
N
B
(RF )
N
Rb
(3.19)
with B
(RF )
N denotes the Equivalent Noise Bandwidth (ENBW) of the re-
ceiver evaluated at RF and Rb represent the bit rate.
A simple analytical description of the problem is also made in [7] for a
multipath flat fading channel. It is a really interesting case in OFDM
communication systems (e.g. DVB) because of each subchannel can be
viewed as an independent SC system which see a flat fading channel.
Since the result given by (3.17) and remember the channel frequency re-
sponse {H(n)}N−1n=0 an equivalent model is proposed that lead us to find
a simple relation between original data symbols C(n) and the received
symbols after DFT processing, R(n), as showed in Figure 3.7 and math-
Figure 3.7: Equivalent model of a clipped OFDM symbol in multipath environment
scenario. source:[7]
ematically we obtain
R(n) = H(n) [α˜ C
′
(n) +D
′
(n)] +W (n) (3.20)
PAPR reduction 65
3.1.2 Non-linear Companding Transforms (NLC)
Another non-linear technique is non-linear companding transform which
offers an additional solution to amplitude clipping that we have already
treated.
Unlike clipping method that truncates the signal dynamic by deliberately
clipping signal peaks over a certain threshold, this one apply a compand-
ing (comp-pression and exp-anding) operation on the time domain signal,
in particular it enlarges the small signal samples while compress the large
ones. This transformation on the signal is realized by using a strict mono-
Figure 3.8: Comparison between clipping and companding methods.
tone increasing function, thus it is a bijective function and consequently
it is an invertible one. It is reasonably a reversible transformation lead-
ing us able to recover correctly original signal before non-linear block
processing as showed in Figure 3.9 Even if at receiver the inverse trans-
Figure 3.9: Graphical description of inverse function. source:wikipedia
formation is accomplished and the expansion of the set of the smallest
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signal samples increase immunity from channel noise, companded signal
suffer a non-linear process and thus exhibit IB distortion as well as OOB
radiation. Anyway it outperforms clipping scheme in terms of PAPR
reduction capability.
Examples of companding functions are
• the default speech processing algorithm in Pulse Code Modulation
(PCM), i.e. the µ-law;
• error companding based on [31] solution;
• exponential companding based on [32] solution.
The µ-law input-output relation for a given input x is given by
f(x) = sign(x)
ln(1 + µ|x|)
ln(1 + µ)
for − 1 ≤ x ≤ 1 and µ = 255 (3.21)
while the design criteria for the latter two solutions can be found in [33],
that under Gaussian assumption suggest the application of this com-
panding function
f(x) =
√
6σ
[
1− exp
(
− x
2
2σ2
)]
. (3.22)
It is worth pointing out that the µ-law proposal only enlarge the smallest
signal samples causing an average power growth while the other ones also
compress the highest peaks maintaining the same average signal power
and thus avoiding saturation level at the HPA.
For companding transform we can introduce a noise-like process, that
we will call companding noise, as well as we have already defined the
clipping one in Subsection 3.1.1. This noise has the same features of the
clipping one, namely
• white spectrum (infinitive bandwidth and uncorrelated with chan-
nel noise)
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• transmission side generation
• is a known process
hence the same counteract actions can be applied again as filtering the
OOB components and iterative transmission noise estimation and com-
pensation.
3.2 Coding
Coding the data block before IDFT unit can also be used to reduce the
PAPR of the OFDM transmitters. It is showed in Chapter 2 that the
peak power event occur when all the N parallel signal, each originate by
a different subchannel, are added with the same phase at the transmitter
antenna, or better PAPR increase as the coherently sums grows large.
It is clear that a PAPR reduction gain can be obtained by reducing the
occurrence of this events. It is achieved through a suitable code design,
that is the key idea of this technique.
An ideal coding technique must present three main features that leads
to an inevitable trade off design, i.e. PAPR control, spectral efficiency
and error correction capability.
It is worth noting that the whole communication theory make extensive
use of coding techniques both to increase the throughput (data com-
pression) and to exploit channel diversity offered by multipath scenarios
(error protection).
Three appoaches can be pursued each of them is based on the aforemen-
tioned rationale
• PAPR block coding
– Simple Odd Parity Code (SOPC)
– Cyclic Coding (CC)
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– Simple Block Code (SBC)
– Complement Block Coding (CBC)
– Modified Complement Block Coding (MCBC)
• Coding and phase rotation
• Reed-Muller and Golay complementary sequences
Methods belonging to the first solution not address the error correction
issue while the other two methods jointly deal with PAPR and channel
impairments.
In [35] the authors discovered that in an OFDM-BPSK transmission with
N = 4 not all modulated sequence have the same discrete-time PAPR
but few of them were characterized by a lower PAPR value as depicted in
Figure 3.10. It is clear that we can reduce the PAPR of the transmitter by
Figure 3.10: PAPR of OFDM-BPSK modulation. source:[7]
avoiding the occurrence of the bits combination which gives the highest
PAPR. Thus a particular 3
4
code rate that maps a 3 bits data into 4 bits
codeword is implemented. In the example the last codeword bit is chosen
as below
b(3) = b(0)⊕ b(1)⊕ b(2)⊕ 1 (3.23)
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that is in an odd parity check code, leading to a PAPR of only 2.32 dB.
This PAPR capability is achieved at the expense of a certain loss in
data rate (25%) due to the redundancy introduced by the code. This
solution has a pratical sense only for N up to 8 cause for larger number
of subcarriers both an exhaustive search over the whole codewords sample
space and the corresponding Look Up Table (LUT) for coding-decoding
becomes prohibitive.
CC, SBC, CBC and subsequently MCBC schemes have been proposed
in [34], [36], [37] and [38] without considering the error correction issue.
An alternative method in [39] instead takes the transmitted codewords
in order to reduce the PAPR from a coset of a linear correcting code,
that assure a simultaneous error control and PAPR reduction. The basic
idea is illustrated in Figure 3.11 where a block b of k information bit
is first mapped into a N log2M coded bits Cc and then divided into N
independent segments of length log2M , each of them is mapped onto a
modulation symbol C(n) after mapper conversion forming C data block
C = [C(0), · · · , C(N − 1)]T (3.24)
thus a (N log2M,k) code is exploited. We denote C = {Cm;m =
Figure 3.11: Coding and phase rotation for simultaneous error control and PAPR
reduction.
0, 1, · · · , 2k − 1} the set of all possible codewords for a fixed choice of
k.
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Then, in order to reduce the PAPR, all the codewords in C are element-
wise multiplied by different phase rotation vectors
pm = [e
jψm(0), · · · , ejψm(N−1)]T where the phase shift sequence {ψm(n)}
is expressed modulo 2pi at one degree angular resolution, which provides
new degrees of freedom. The algorithm must select the optimal phase
vector pˆ that minimize PAPR associated with the rotated version of Cm,
namely C
′
m resulting from the element-wise multiplication between Cm
and pm. In other words, denotes the sample space of shifted codewords
as C ′ , the problem reduce to find the vector pˆ such that
pˆ = arg min
p
max
C
′
m∈C′
PAPR[C
′
m(p)]. (3.25)
PAPR control is guaranteed by the optimality of the previous criteria
and error correction capability is assured since the distances among code-
words remain unchanged after rotation, thus any codeword into C ′ as the
same error performance that into C.
Main drawback of this technique is due to the formidable task repre-
sented by exhaustive search for pˆ. Alternative solution that attempt to
reduce computational cost are discussed in literature, e.g. reducing the
angular resolution of the phase sequence elements {ψm(n)}n by a factor
W/360 forming
ψ ∈ [0, 360) =⇒ ψ ∈ Ψ = {2pil/W ; l = 0, 1, · · · ,W − 1} (3.26)
Last approach is suggested in [40] which is based on the discovered con-
nection between Golay complementary sequences and second-order Reed-
Muller codes over alphabets ZH for some H ≥ 2.
The kernel of this method can be found in the next assertion : the PAPR
of any Golay sequence is at most 3 dB. Thus Golay sequences have focus
authors attention on themselves, but the real innovation is given by the
proof that Golay sequences occur as a cosets of ther first-order Reed-
Muller code within the second-order Reed-Muller code in the binary case
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(H = 2) and a new generalization of the Reed-Muller codes in the ZH
ring demonstrate the connection between non-binary cases (H > 2).
This technique combines the attractive PAPR reduction properties of
the Golay sequences with the Reed-Muller correction capability provid-
ing good BER performance to deal with varying channel constraints by
providing both a straightforward and efficient algorithms for coding and
decoding.
Hamming5 and Lee6 distance of the new generalized set of codewords
in the mentioned ring in order to prove their error correction capability.
Trade off between PAPR reduction, code rate and error correction capa-
bility is reminded to the designer.
In the end an highly efficient decoding algorithm is presented making use
of the fast Hadamard transform seeing in a novel manner.
Like every other coding techniques, Reed-Muller and Golay solution work
well only for a relative low number of subcarriers, that is no more than
around 32, that limits their practical use in MC systems.
3.3 Multiple Signal Representation (MSR)
3.3.1 SeLective Mapping (SLM)
One of the most popular techniques for PAPR reduction is SLM. It is
based on the idea of mapping the data block C into a set of adequately
statistically different signals and then choosing the most favourable one
for transmission. Note that each data block, called candidate, conveys
the same information as the original data block C by employing the same
number of bits so it does not result in data rate loss.
5Hamming distance between two codewords a and b, i.e. H(a,b), measure the
number of positions in which a differ to b.
6Lee distance between two codewords a and b, i.e. L(a,b), measure the magnitude
of the difference between a and b in ZH ring.
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It is worth pointing out that only data tones per OFDM symbol must be
selected for candidates generation, while pilot ones must be absolutely
unchanged.
After generating the whole set of U candidates C(U) = [C0, · · · ,CU−1]
using some suitable algorithm they are transformed in the time domain in
a parallel fashion and the one which exhibit the lowest PAPR is selected
for transmission. As we have showed in Subsection 2.1.2 Nyquist rate
discrete time sequence cannot precisely approximate PAPR measurement
of continuous time waveform, thus ZP followed by a LN -point IDFT
must be employed as depicted in Figure 3.12 As previously indicated in
Figure 3.12: Block diagram of the SLM technique. source:[7]
Subsection 2.1.3 an oversampled factor L of 4 can be sufficient to correct
approximate real case.
Let γd be as in (2.18) we can compute the PAPRs of all candidates as
γud =
max
0≤k≤LN−1
|su(k)(L)|2
E{|su(k)(L)|2} for u = 0, · · · , U − 1 (3.27)
where the u-th {su(k)(L)} sequence is the time domain oversampled se-
quence, that is the u-th candidate (u = 0, · · · , U − 1), with entries
su(k)
(L) =
1√
N
NL−1∑
n=0
Cu(n)e
j2pink/LN , 0 ≤ k ≤ LN − 1 (3.28)
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denoting Cu(n) as the constellation symbol over the n-th subcarrier be-
longed to u-th candidate data block.
The selector then computes all this metrics {γud}U−1u=0 and chooses the one
with the minimum PAPR, i.e.
uˆ = arg min
0≤u≤U−1
γud . (3.29)
The selected candidate sequence suˆ(k)
(L) is passed through the D/A con-
verter and the corresponding waveform is then up-converted to f0 and
fed to the HPA which drives the antenna.
Information about the selected branch uˆ should be transmitted to the
receiver as side information (SI). Therefore for a number of candidates
equal to U the number of required SI bits for each data block dlog2 Ue.
It is worth noting that for a DVB-T2 2k-mode (N = 2048) and U fixed
the overhead for a given OFDM symbol C is
number of SI bits in an OFDM symbol
number of bits in a data block of an OFDM symbol
=
dlog2 Ue
Ndata log2M
(3.30)
where Ndata is the number of data bearing subcarriers, that is for U = 64
and 16-QAM constellation (M = 16) results in an negligible overhead
less than 1 per mil. On the other hand the receiver has to recover this SI
in order to be able to demap this vector and reconstruct the whole trans-
mitted information. At the receiver a LUT which contains either all the
set of possible phases first applied in transmission or all the permutation
laws must be stored. SI select which one should to be used.
Note that if signals candidates are statistically independent Gaussian
assumption as in Subsection 2.3.1 can be carry out and observing that
γuˆd = min
0≤u≤U−1
γud (3.31)
we can easily compute CCDF of the resulting PAPR of the selected se-
quence.
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The CCDF of γuˆd , denotes F¯uˆ(γ), is indeed U times that of original time
domain sequence {s(k)(L)} without any PAPR reduction technique be
applied, namely
F¯uˆ(γ) =
[
1− (1− e−γ)αN]U , γ ≥ 0 (3.32)
As we expected from (3.32) we observe that the higher U , the PAPR
reduction gain becomes. Obviously we also await for a less PAPR re-
duction capability rather than that showed in the above equation due to
candidates are not truly independent thus the proposed CCDF is only a
slack lower bound for the SLM case, or better the optimal case.
Hence the key issue of the SLM scheme is represented by how to generate
a set of candidates signals as independent as possible.
A large number of algorithm aim at generating the candidates sequence
can be found in literature. We will see few of them.
First, a set of U pseudo-random (PR) interleavers to get the diversity
into the set of generated data blocks is suggested in [42]. Each candi-
date data block is generated through an element-wise multiplication by
a different weighting phase vector Φu each of them is a pseudo-random
sequence (PRS) of length N with entries
Φu = [e
jϕu(0), · · · , ejϕu(N−1)]T . (3.33)
Computational complexity of this technique is related to the resolution
of the phase element space W
ϕu ∈ {2pil/W ; l = 0, 1, · · · ,W − 1} for u = 0, · · · , U − 1 . (3.34)
Few authors proposed schemes that refrain from explicit transmission of
SI as in both [43] and [44].
A partial SLM scheme that offers a lower computational complexity is
also proposed in [45] where a larger number of data block is generated
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according to a particular partitioning method by selecting only a part
of the original block C and passing it through the candidates generation
block. A suited linear combination of this subblocks is choice in order to
reduce the PAPR of the output sequence that must be contain the same
information of C.
A criteria for optimum SLM scheme is also investigate in [46] where the
authors aim to address the cross correlation issue among the candidates
signals leading to a PAPR reduction capability. A stochastic approach
is pursued throughout this paper.
SLM technique has the advantage of being distortionless (no IB distor-
tion as well as no OOB emission) at the expense of both a negligible loss
in data rate and in an additive computational cost increase by a factor
of U · NL log2NL due to the U IDFT unit plus the additional cost for
the data blocks generator. Because of it is fundamental for the recovery
of the information correct decision of SI a strong for itself is required to
minimize incorrect SI demapping that might lead to discard the entire
data received block. Note that SI occupy part of the useful signal spec-
trum thus this gives in a transmitter power increase or better in a SNR
decrease, resulting in a BER degradation. In the same way we justify the
negligibility of loss in data rate for DVB systems, BER degradation is
also be ignore. For these reasons this technique is one of the best solution
to overcome PAPR issue in OFDM context.
3.3.2 Partial Transmit Sequences (PTS)
As SLM technique the PTS one improved substantially PAPR statistics
in spite of additional complexity and as SLM it works on the data block C
while PTS partitions it into a certain number Q of disjoint subblocks, i.e.
C(Q) = [C0, · · · ,CQ−1]. In general partitioning method can be classified
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into three categories as depicted in Figure 3.13: adjacent, random and
interleaved. Usually random partitioning is the best while interleaved
Figure 3.13: Subblocks partitioning method with Q = 4. source:[45]
method is the worst of them.
The main idea of these PTS partitioning methods is set to zero the
subcarriers which are already represented in another subblock making
them disjoint in the frequency domain. Hence this equality always must
be true
C =
Q−1∑
q=0
Cq . (3.35)
All these Q subblocks are concatenated with (J − 1)N zeros and passed
through a bank ofQ separate and parallel IDFT units in order to generate
the corresponding signal waveforms
s(J) = [s
(J)
0 , · · · , s(J)Q−1] =

s
(J)
0 (0) · · · s(J)Q−1(0)
...
. . .
...
s
(J)
0 (NJ − 1) · · · s(J)Q−1(NJ − 1)
 . (3.36)
Thus at the end they are linearly combined using Q independent phase
rotation factors grouped in a vector Θ with entries
Θ = [θ0, · · · , θQ−1]T = [ejϑ0 , · · · , ejϑQ−1 ]T (3.37)
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and obviously optimised for achieve the lowest PAPR. The resulting time
domain sequence combined with optimal phase vector Θˆ is given by
s(J)(Θˆ) =
Q−1∑
q=0
θˆqs
(J)
q (3.38)
and it is the sequence which will be passed through the D/A converter
and the corresponding continuous waveform will be then up-converted to
RF frequency f0 and it will be fed to the HPA which drives the antenna
load.
Figure 3.14 shows the block diagram of the PTS technique. Let s(J) be
Figure 3.14: Block diagram of the PTS technique. source:[7]
the set of Q oversampled signal waveforms after IDFT units as above
and denoting s(J)(Θˆ) the corresponding output vector, i.e.
s(J)(Θˆ) = s(J)Θˆ = [s(J)(0, Θˆ), · · · , s(J)(NJ − 1, Θˆ)]T (3.39)
PTS phase factors computing issue can be formuled as
minimize
max
0≤k≤JN−1
∣∣s(J)(k, ϑ0, · · · , ϑQ−1)∣∣ (3.40)
subject to
0 ≤ ϑq < 2pi , q = 0, · · · , Q− 1 . (3.41)
PAPR reduction 78
Note that we can set θ0 = 1 without any loss of performance.
Two key issue should be solved in PTS technique: computational com-
plexity derived by optimal phase vector search and bits overhead due to
the fundamental SI transmission.
One degree step choice for the phase factor values leads to a prohibitively
task indeed 360Q−1 possible Θ vectors must be considered in the mini-
mization algorithm to accomplish an exhaustive search. Since complexity
increase exponentially with the number of subblocks Q suboptimal solu-
tions need to be search.
Various techniques are explored in literature such as reducing angle res-
olution by a factor W , that we have already discussed in (3.34) for the
SLM case, leading to a complexity of WQ−1 with W ≤ 360. Flipping
algorithm is presented in [47] where the phases are greatly restricted to
a finite set of two values (W = 2), thus the corresponding q-th weighting
factors is a bipolar binary coefficient defined as θq ∈ {±1}. This is a
one-by-one iteration algorithm like since that at each iteration only one
of the Θ element is ”flipped” in term of sign while the other Q− 1 ones
are maintained and the resulting two PAPR metrics are computed. The
coefficient which leads to the lower PAPR is retain to be a part of the
final sequence and it will be not changed in future steps algorithm. For
any angle resolution W only W (Q− 1) combinations should be explored
that give us a very efficient method in spite of a really suboptimal solu-
tion.
An improved phase factor computation is suggested in [48]. Here the Q
samples each one extracted at a fixed time k = k¯ by the corresponding
time domain sequence after IDFT unit, namely {s(J)0 (k¯), · · · , s(J)Q−1(k¯)}
are sorted in an ascending magnitude order and then the phase factors
are taken in order to alternatively sum in phase and in opposite phase
these terms leading to a local minimum of PAPR.
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In order to recover the information at receiver it must have the knowl-
edge about which set of phase are used in transmission to accomplished
the (sub)optimal linear combination (Θ). This result in a certain loss of
spectral efficiency due to the required SI overhead. This loss in data rate
can be cleverly evaluated as in (3.30)
number of SI bits in an OFDM symbol
number of bits in a data block of an OFDM symbol
=
dlog2WQ−1e
Ndata log2M
(3.42)
that is for W = 4, Q = 64 and 16-QAM SI overhead is less than 1% 7.
In order to explain the procedure to recover the transmitted information
we refer to an ideal noiseless channel. Under this assumption the time
domain received sequence r, after A/D conversion, is passed through an
N -point DFT unit obtaining R, i.e. directly applied DFT transform to
(3.38)
R = DFT
[
s(J)(Θˆ)
]
=
Q−1∑
q=0
θˆqDFT
[
s(J)q
]
=
Q−1∑
q=0
θˆqCq . (3.43)
Since the data subblocks {Cq} are disjoint in frequency the demultiplex-
ing on the resulting frequency vector can be accomplished as long as we
have the knowledge about the partitioning subblock policy at transmitter
side, which is contained in SI bits. Finally we extract the original data
block C by means of the corresponding back rotation. Obviously both
frequency selective fading distortion process and AWGN must be take
into account, thus channel equalization follow this coherent receiver for
PTS scheme. The block diagram of the PTS receiver is illustrated in Fig-
ure 3.15 In the same way as we showed for the SLM case, the PTS PAPR
reduction capability improves with W and the number of subblocks Q.
Unfortunately this give rise to an inevitable trade-off between PAPR gain
and computational complexity derived by a real implementation of this
technique.
7Usually to keep the system complexity under control Q cannot exceed few units.
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Figure 3.15: Block diagram of the PTS coherent receiver. source:[7]
3.4 NonBijective Constellations
This kind of techniques alter or introduce new constellations to minimize
the peaks magnitude. On each constellation active symbol an appropri-
ate non-bijective transformation is applied, i.e it can be mapped to a
finite or infinite set of constellations point and the right one is chosen.
This mapping is clearly a non-injective transformation and thus not in-
vertible.
Not all the active symbols in a constellation are selected for transfor-
mation but only the outer ones. Since the inner constellation points are
unchanged, thus minimum distance among neighbour symbols not vary,
BER performance are the same with respect to without PAPR reduction
case. In particular this extension of the constellation leads to a power
increase that result in a slight BER reduction. No loss in data rate and
no SI is required.
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3.4.1 Active Constellation Extension (ACE)
This technique aim at reducing statistical PAPR while maintaining the
same BER. This is achieved by cleverly adjusting only the active con-
stellation symbols situated on the outer constellation boundary without
changing the minimum euclidean distance. Note that this technique can
be applied to efficient modulation such as QAM and PSK. As illustrated
in Figure 3.16 only the side and corner points are moved to obtain the low-
est PAPR while interior point must not be shifted. As carefully explained
Figure 3.16: ACE algorithm with 16-QAM encoding. source:[49]
in [49] ACE design for complex constellation can be formulated as a
minimax optimization problem that leads to a quadratically-constrained
quadratic program (QCQP) to extract the optimal solution. Thus more
efficient solutions are then presented in spite of a certain loss in PAPR
capability due to the suboptimal procedure.
The necessity to explore suboptimal solution is motivated by real time
application such as DVB-T2 systems that require lower computational
cost, even if this computing enhance in general leads to a less PAPR
gain. Two possible suboptimal solutions to classical QCQP are Project
Onto Convex Sets (POCS) and Gradient Project (GP) methods. Similar
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versions of these algorithms are implemented in the DVB-T2 standard
hence we will discuss later in Chapter 4.
A Smart GP (SGP) is also suggested which present a faster convergence
rate leading to an algorithm steady state only after few iterations at the
expense of a very low additional PAPR gain.
The reliability and the simplicity of this technique has attracted large
interest on itself also due to the increase PAPR gain with the block size
N which candidate this technique to play an important role in current
OFDM systems.
It is worth noting that the higher constellation size M , the lower ACE
PAPR capability becomes. In pratical broadcasting applications con-
stellation size is quite large, at most 256 in DVB-T2 systems thus this
feature limits the extension in future OFDM systems.
3.4.2 Tone Injection (TI)
TI is the second solution into the Non-Bijective Constellations class of
PAPR reduction techniques. It can be viewed as an improvement of the
ACE method because of its higher PAPR gain. According to ACE so-
lution TI technique aim to reduce the peaks magnitude by applying a
non-bijective transformation on active constellation symbols. In ACE
each outer symbol is mapped in a point that lies into the same deci-
sion region8 as the original constellation point whereas in this case the
mapping may not hold the same region. This leads to an increase of
the extra degrees of freedom given by the expansion of the original con-
stellation, thus an increase in PAPR capability that use this freedom in
order to reduce the PAPR, in spite of downward compatibility with the
current existent receivers. Indeed an inverse transformation law should
be applied to recovery the original information obtaining the same error
8According to the maximum likelihood criteria.
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performance without TI.
The name of the technique derived by the the correspondence between
the expansion operation on any outer symbols and the injection of new
tones. Indeed substitute a point in the original constellation for a new
point in the expanded one is equivalent to inject a tone of the appro-
priate frequency and phase in the MC signal. It is worth noting that
this additive tones do not carry any useful information and they will
be superimposed on the active data bearing tones resulting in a BER
degradation. For this reason an inverse operation which correspond to
an additive tones cancellation in the dual sight must be accomplished at
receiver.
An example of the non-bijective mapping for a 4-QAM constellation is
depicted in Figure 3.17.
Figure 3.17: TI algorithm with 4-QAM encoding. source:[7]
PAPR reduction 84
3.5 Tone Reservation (TR)
TR was first proposed by Tellado in [50] and its concept is to handily
design a small fraction of total IB data subcarriers (a priori reserved) in
order to reduce peaks magnitude of the time domain MC signal. Each
element, belonging to the subset of reserved non data-bearing tones, is
usually called Peaks Reduction Tone (PRT) and it is just employed for
PAPR reduction optimization, thus it does not carry any data informa-
tion.
Hence it is clear that the Nr PRTs and the N − Nr data tones lay in
disjoint frequency subspaces and it is one of the main advantages of the
TR method, indeed the receiver can be easily recover original information
just by stripping-off these PRTs subset from the OFDM symbol received.
In addition no SI is required given that PRTs locations are well-noted
both the transmitter and receiver side.
We can quickly understand the importance that the designer has assigned
onto PAPR issue by simply evaluating the ratio between the number of
PRTs and the useful data-bearing tones. This is due to PAPR gain of
the TR-like schemes depend on this ratio, in particular the higher is it,
the more well-performing PAPR reduction method becomes.
Besides one of the key issue in TR-based algorithms is the PRTs location
into the IB spectrum of the MC signal due to their distribution affect
the performance of the PAPR reduction scheme. Several papers show the
PRTs locations influence on PAPR gain clarifying that an homogeneous
occupation of the IB spectrum present a better PAPR gain rather than
an heterogeneous one. Both one side 1) and two side 2) distribution is
depicted in Figure 3.18 and it is proven the heterogeneous one (2)) is
better than the other one solution. Thus is fundamental take advantage
from utilization of the whole IB OFDM spectrum. In addition in the
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Figure 3.18: Two kinds of distribution of PRTs: one side 1) and two side 2)
distributions.
specific cases where the system offered a fast, reliable channel-state feed-
back we would estimate the corresponding SNR over each subcarrier and
would employ those with less noise as to reserved carriers and the other
ones to send information. However in wireless communication this is not
accomplished whereas in wireline ones as integrated with the Discrete
Multi Tone (DMT) it can be a feasible smart choice for PRTs locations.
In wireless system thus a set of IB subcarriers must be reserved regard-
less of received SNRs, resulting in a spectral efficiency reduction.
Unlike ACE and TI, TR-based techniques present a PAPR reduction gain
that does not depend on the constellation type making these methods
more promising than the previous ones. Therefore here we can back to
the original constellation at a price of a really paltry additive compu-
tational cost, thus no BER degradation occur. This is true only if the
non-linearity of the systems, e.g. HPA, mixer, channel do not severely
affect data decision by partially destroying subchannels orthogonality. In
addition the receiver should be successfull in maintaining the orthogonal-
ity among subchannels, i.e. resolve the synchronization task ( sampling
clock synchronization, timing synchronization and frequency synchro-
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nization).
It is worth noting that since the PRTs do not carry any useful informa-
tion a certain loss in data rate should be take into account by the system
designer. Anyway spectral efficiency does not hardly suffer from this loss
because of the very low Nr
N
ratio especially for DVB systems that present
at least few thousands of subcarriers. In particular we can quantify the
loss in data rate for any mode (N = 1024, · · · , 32768) of the DVB-T2
system in approximatively 1%.
3.5.1 TR formulation
PAPR reduction signal addition are performed in the time domain but
linearity of the IDFT transformation allow us to focus on the frequency
domain samples and directly modifying the generated samples.
Let R = {i0, · · · , iNr−1} be the locations of the reserved subcarriers and
let Rc be the complement of R in IB. Denote E = [E(0), · · · , E(Nr−1)]T
the peak-reducing constellation symbols and restrict data vector C as
below
C =
{Cn} for n ∈ R
c
0 for n ∈ R ∪OOB ,
(3.44)
we can give expressed generated signal through the following equation9
y(k)(J) = s(k)(J) + e(k)(J) =
=
1√
N
NJ−1∑
n=0
(C(ZP )(n) + E(ZP )(n))ej2pink/NJ , 0 ≤ k ≤ NJ − 1 . (3.45)
Then it is passed through D/A converter, RF up-converter and convey
to HPA which drives the antenna load. The structure of TR transmitter
is illustrated in Figure 3.19. Substituting (3.44) in (3.45) we obtain the
9Practical implementation of TR-based techniques involve an oversampling ap-
proach by taking the (J − 1)N -times zero padded version of the frequency vector C
and E, i.e. C(ZP ) and E(ZP ) respectively.
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Figure 3.19: TR transmitter structure. source:[58]
exact expression of the data block OFDM symbol after TR algorithm
(enclosed between brackets), i.e.
C(ZP )(n) + E(ZP )(n) =

C(ZP )(n) for n ∈ Rc
E(ZP )(n) for n ∈ R
0 for n ∈ OOB
(3.46)
in which we can distinctly view the two aforementioned disjoint sub-
spaces.
Note that OOB set include both virtual subcarriers and ZP entries as
explained in Subsection 2.1.1.
TR problem can be formulated as the generation from the given PRTs
a suitable time domain signal e(J) = QJE
(ZP ) that summed to original
signal s(J) leads to a PAPR reduction, i.e. to a minimization of the peaks
magnitude.
This minimax signal design problem can be more accurately descripted
in what follow:
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find
Eˆ
(ZP )
= arg min
E(ZP )∈E
max
k
|s(k)(J) + qrowk,J E(ZP )| (3.47)
subject to
∆E ≤ λdB
where qrowk,J is the k -th row of QJ matrix, E is the signal space of all
possible peak-compensation signals generated from the subset R such
that
|E(ZP )(n)| ≤ Amax for all n ∈ R (3.48)
and ∆E is the mean power increase
∆E , 10 log10
E{‖s(J) + e(J)‖2}
E{‖s(J)‖2} (3.49)
and Amax assure that every PRT has a power level comparable with re-
spect to pilot subcarriers one, in order to comply with spectrum mask
constraints.
Keep ∆E value under a certain threshold is a crucial point since an in-
crease in the mean power with respect to the original case without TR
may drive the HPA into the saturation zone which results in a system
BER degradation. However we can apply a scalar factor equal to 10−∆E/20
to the combining output time domain signal that came back us at the
same power level. What we are mainly worried about is the power trans-
fer from data subcarriers to PRTs that we do not overcome. Anyway
this kind of events is limited by Amax value that avoid a detrimental
BER degradation due to the inevitable frequency AGC adjustment at
receiver side.
Clearly this is the best-limited constraint of TR methods in DVB con-
text, namely the the mean power available on PRTs, due to the fact it
is a fixed low quantity usually not enough to obtain a significant PAPR
gain.
Since that the main degrees of freedom in TR techniques are:
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• PRTs number
• PRTs locations
• PRTs allowed power
• computational complexity
and the former three design parameters are settled we can only improved
PAPR performance at the expense of a computational cost increase. Any-
way in real time applications, such as DVB-T2, hard computationally
solutions are not feasible thus our best effort solution will not have high
PAPR reduction capability due to we move into an highly constrained
space. In addition the higher the number of subcarrier N , the number
of peaks magnitude to balance become larger, as we have seen in Chap-
ter 2. Thus these methods are more successfull in reducing PAPR in
system which present a low number of subcarriers such as IEEE 802.11
instead of DVB ones.
Nevertheless a large number of TR methods can be found in literature.
It is due to its distortion avoidance, its high spectral efficiency, its good
OOB spreading and the possibility to be directly integrated in OFDM
receivers because of its downward compatibility with tha major OFDM
applications (DVB, IEEE 802.11, IEEE 802.16) and also DMT in wire
line systems (X.DSL).
This large scalable capability of the TR methods has attracted a lot of
researchers and it is the turning key of this technique which candidate
itself to play an important role of the future OFDM PAPR reduction
techniques.
Going back to the previous TR formulation (3.47) can be reformulated
both for real and complex baseband signals as a special case of a QCQP
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as follow
min
E(ZP )∈E
β (3.50)
subject to
|s(k)(J) + qrowk,J E(ZP )|2 ≤ β for all k = 0, · · · , JN − 1
and
β ≥ 0
with β represent the peak power of the peak-reduced signal.
Inspection of (3.50) reveals the convex nature of the optimization prob-
lem due to the quadratic constraint and the linearity of the function to
minimize. This consideration assure there will be a unique optimal basic
feasible solution.
Therefore Tellado under real baseband OFDM signal constraint as well
as real correction additive signal make use of Linear Programming (LP)
theory in order to find a solution really closest to optimal one whereas
the complex case were left unexplored.
3.5.2 Second Order Cone Program (SOCP)
The QCQP evoked by Tellado as well as Semi Definite Program (SDP)
are outperformed in terms of global efficiency by the SOCP formulation.
SOCP form has deep root in [60] where the authors assess the minimax
problem of a linear function quadratically constrained. In particular
SOCP is a convex optimization class that minimizes a linear function
over the intersection of an affine set and the product of second-order
(quadratic) cones. Quadratic conic constraint space is depicted in Fig-
ure 3.20.
Fortunately TR minimization problem can be cast as a SOCP one. It
is worth noting that many free-licence software exist to solve the convex
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Figure 3.20: Quadratic conic constraint space in SOCP approaches.
source:gams.com
optimization problem among which SeDuMi, YALMIP and CVX.
A general second-order cone program could take the following form
minimize
FTY (3.51)
subject to
‖AmY + Hm‖ ≤ ETmY + gm
for m = 0, · · · ,M − 1
where Y ∈ Rn is the optimization variable while F ∈ Rn,
Am ∈ R(nm−1) × n, Hm ∈ R(nm−1), Em ∈ Rn and gm ∈ R are the problem
parameters.
It easy to see that the convex optimization problem given by the (3.50)
can be recast as SOCP one as in (3.51) with the follow substitutions [61]
• Am =
[
Z0(m) · · · ZNr−1(m) 0
] ∈ R2×(2Nr+1)
where Zi(m) =
cosϕ0(m) − sinϕ0(m)
sinϕ0(m) cosϕ0(m)
 ∈ R2×2
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• YT = [<{E(ZP )(0)} ={E(ZP )(0)} · · ·
<{E(ZP )(Nr − 1)} ={E(ZP )(Nr − 1)}] ∈ R(2Nr+1)×1
• HTm =
[<{s(m)(J)} ={s(m)(J)}] ∈ R2×1
• FT = [0 0 · · · 0 1 ] ∈ R(2Nr+1)×1
• ETm = [0 0 · · · 0 1 ] ∈ R(2Nr+1)×1
• gm = 0 ∈ R
where ϕi(m) = 2piim/NJ and for m = 0, · · · ,M − 1 with M = NJ .
Clearly this problem must be comply with the allowable reserved sub-
carriers power in (3.48) and increase mean power in (3.47) yet, leading
to a constraint SOCP formulation.
We can find some SOCP schemes in literature as [62] but also [63] and
[64].
The former derived a customized Interior Point (IP) method to solve the
TR convex problem. It is a more efficient method for solving SOCPs
thus leads to a faster-convergence algorithm than that in (3.51). It is
worth pointing out that the overall complexity per iteration stay really
high due to the need of computing approximately 4 IFFTs and solving
a linear system of N complex equations resulting in a computation of a
2N × 2N inverse matrices.
Anyway, although it computes a globally optimal solution more rapidly
with respect to SOCP, additive kernel signal presents non-zero entries in
all IB spectrum subcarriers. Hence this additional non-information bear-
ing power to all data carriers degrades the BER of the system in spite of
a really good PAPR gain and it is the main drawbacks of this technique.
Even if author has introduced a data carrier error control in his IP for-
mulation, simulation results in [63] support these considerations.
Instead of previous method the latter one add power only to a set of
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useful subcarrier such as common TR methods encountered up to now
in this thesis.
Therefore SOCP-like TR schemes provide significant PAPR reduction
capability to the detriment of a really small number of reserved subcar-
riers, thus with a slightly loss in spectral efficiency (< 1% for DVB-T2
systems).
Concluding this method seem to be a possible candidate for future DVB
systems, clearly only if the high computational effort can be sustained
by the real time OFDM transmitters.
3.5.3 Suboptimal algorithms
Anyway extract the optimal solution in a finite number of step result in
a extremely difficult task but convexity can be used to reach a feasible
suboptimal solution. Tellado in [50] rewrote the problem in order to per-
secute LP approach for real baseband case only thus is not applicable
to high order complex modulation and for this reasons we do not spend
much time on it. Besides as well as LP theory even if SOCP approaches
work in the complex case as long as in the real one they are really com-
putational expensive to be easily implemented in real time systems.
Since it is computationally expensive to solve either the QCQP or SOCP
method, the need to develope low-complexity fast-converging algorithms
for complex baseband TR schemes arises. Hence suboptimal solutions
are need to be explored.
As well as previous optimal solution a suboptimal one is presented in
[52] where an active set approach for PAPR reduction is followed. In
particular the authors try to achieve a collection of active10 inequality
constraints (called active set) passing through Lagrange-multiplier the-
ory.
10An inequality g(x) ≤ 0 is said to be active if g(x) = 0 and inactive otherwise.
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Also an active set method version for complex baseband signal case is
proposed in [53] which result in an iterative TR-clipping based algorithm
that offer good PAPR performance without any peak-regrowth.
Subgradient algorithms
Several methods TR-clipping based like are showed in literature and for
this reason we refer to tractation in [54] that clarify the two main subsets
into we can grouped all of them
• Erdogan-TR method (E-TR)
• Tellado-TR method (T-TR)
depending on the main purpose of the algorithm, indeed E-TR method
focus his attention on the minimization of the highest peak magnitude of
the signal whereas T-TR aim at globally reducing amplitude fluctuations
of the time domain signal. Both methods operates in an iterative fashion
according to the subgradient algorithm although the latter result in an
higher PAPR capability.
Search descent direction and step-size should be compute in order to
perform this kind of algorithms as long as the assumption that the ob-
jective function onto we compute descent direction is defined and differ-
entiable in a certain subspace of solution. Figure 3.21 depicts a typical
test multi variable function for gradient algorithm. Skipping the mathe-
matical derivations a possible descent direction in the E-TR subgradient
algorithm at the i -th iteration is given by
δ
(E)
i = −
∑
k∈Hi
ξk
s(J)(k)
|s(J)(k)|
[
qrowk,J
]H
(3.52)
where the superscript [·]H is the Hermitian operator, Hi is the set of
time instants (at i -th iteration) corresponding to the maximum value of
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Figure 3.21: Test multivariable function for gradient algorithms.
source:en.wikipedia
|s(J)(k)| and ξk are non-negative real number such that
∑
k∈Hi ξk = 1
i.e. the weight to be assigned in each descent direction contributes. Note
that
[
qrowk,J
]H
is the k -th column of the DFT matrix.
In order to reduce the complexity of the algorithm in practical applica-
tion is common practice set {ξk} = [0, · · · , 0, 1︸︷︷︸
li
, 0, · · · , 0]T for some
li ∈ Hi that is the location of the highest peak of the time domain signal.
Under this assumption descent direction reduce to δ
(E)
i = − s
(J)(li)
|s(J)(li)|
[
qrowli,J
]H
and the optimal correction vector generated by PRTs is given by
E
(ZP )
i+1 = E
(ZP )
i + µ
(E)δ
(E)
i (3.53)
with a suitable choice of algorithm seed E
(ZP )
0 and resolving the trade-off
on step-size µ(E) between steady-state performance and acquisition ca-
pabilities.
The latter method (T-TR) instead employs a different descent direction
conceived to maximised the SCNR after soft amplitude clipping per-
formed at each iteration on the time domain samples {s(J)(k)}NJ−1k=0 as
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we have already seen in Subsection 3.1.1, namely
y(J)(k) =
s
(J)(k) for ρ(k) ≤ VCLIP
VCLIP e
j∠s(J)(k) for ρ(k) > VCLIP .
(3.54)
Using this notation current SCNR can be formulated as
SCNR =
∑
k |s(J)(k)|2∑
k∈Ni |s(J)(k)− VCLIP ej∠s
(J)(k)|2 (3.55)
whereNi represent the set of time instants which correspond to amplitude
signal excess over threshold at i -th iteration. Obviously according to
previous consideration descent direction turns out to be
δ
(T )
i = −
∑
k∈Ni
|s(J)(k)− VCLIP ej∠s(J)(k)|2
[
qrowk,J
]H
(3.56)
and the algorithm proceeds as follow
E
(ZP )
i+1 = E
(ZP )
i + µ
(T )δ
(T )
i . (3.57)
Note that the step-size quantity are denotes with two different symbols
because of they are strongly dependent on the algorithm take into ac-
count.
For a pre-computed number of iteration imax suboptimal peaks-reducing
frequency vector is clearly
Eˆ
(ZP )
= E
(ZP )
imax
for even E-TR and T-TR (3.58)
appropriately substituting either (3.53) or (3.57) respectively in the sec-
ond term of the equality.
Albeit these two subgradient algorithms work well on peaks-reducing goal
it is worth noting that E(ZP ) might has non-zero entries over each IB and
OOB subcarrier. As are the algorithms does not fulfil system require-
ments in terms of BER (in the worst case additive correction signal is
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completely superimposed to useful signal over each IB subcarrier), PSD
(not satisfy (3.48)) and OOB radiation (filtering is essential to cut off
OOB components).
In this way in order to be TR compliant suboptimal frequency vector
should be processed as follow
Eˆ
(ZP )
=
E
(ZP )(n) for n ∈ R
0 for n ∈ OOB ∪ Rc
(3.59)
and later his entries limited to comply with (3.48)
Eˆ
(ZP )
=
E
(ZP )(n) if |E(ZP )(n)| ≤ Amax, ∀n ∈ R
Amax e
j∠E(ZP )(n) if |E(ZP )(n)| > Amax, ∀ n ∈ R .
(3.60)
In this context is usually refer to the extracted time domain correction
signal eˆ(J) = QJEˆ
(ZP )
as kernel signal, so from now on we use this
nomenclature.
Very Low Complexity algorithms
Growing computational cost given by newest OFDM systems has induced
researchers to look for very low complexity algorithms for PAPR reduc-
tion issue.
In [58] an iterative TR method called One Kernel One Peak (OKOP) is
conceived especially to DVB-T2 system. OKOP, unlike to subgradient
E-TR algorithm which employs all available PRTs at each iteration to
reduce the maximum signal peak, distributes PRTs into different groups
each one aim at reducing a specific signal peak at each iteration. In this
way we can control independently the power and the phase associated
to each group at each iteration. In particular we can allocate an higher
power to reduce the highest peaks and the residual one to reduce other
lower signal fluctuations. On the other hand the designer should be as-
sure that the phase of the kernel signal is the opposite of the original
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signal at least in the corresponding peak location.
This grouping operation on the PRTs has two main purpose:
• exploits all the allowable PRTs at each iteration maximising the
diversity of the search subspace;
• reaches an adequately large power associated to each group, i.e. to
each kernel signal, to be comparable with the power of the signal
peak.
Note that a key advantage of this algorithm is that at each iteration we
sum a certain number of kernel signals to the original one, we indicate
it as l, thus as if there are as much iteration as correction signal during
one pass.
However both the low allowable mean power to spend on the kernel
signals and the restricted number of PRTs in DVB-T2 systems arise few
doubts about its real practice application. Therefore in this way mixing
subgroups of reserved tones we through away the precious extra degrees
of freedom.
Figure 3.22 illustrates the l kernel signals generated at each iteration.
Approximatively the same idea is used in [57] where a set of kernel signals
is precomputed and stored in a LUT. Instead of OKOP in these methods
one PRT directly connect to one kernel signal establishing a one-by-one
correspondence.
First step thus results in an off-line computation of the Nr kernel signals
from the corresponding Nr PRTs and then they are stored in a LUT.
Secondly we find signal sample which exhibit maximum magnitude and
his phase ϕkp will be memorize in conjunction with his time location p.
Then we search into the space of pre-stored kernel signals in order to find
one of them that better peak-reduce original signal, i.e that present the
phase in the memorized time location closest to ϕkp + pi. We called it
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Figure 3.22: Correction signals generations from the PRTs at each iteration.
source:[58]
ϕ. Finally we reduce amplitude of the peak sample by simply adding a
suitable scaled version by a factor r of the selected kernel signal to the
original one, and so on.
This procedure is next enhanced in [56] where the authors note that not
only the ϕkp + pi case is valid but also ϕkp + pi/2, ϕkp − pi/2 and ϕkp
by simply changing the multiplication factor from real to complex value,
namely
1. if ϕ ≈ ϕkp
r = |r| ejpi
2. if ϕ ≈ ϕkp − pi/2
r = |r| ej3/2pi
3. if ϕ ≈ ϕkp + pi/2
r = |r| ejpi/2
4. if ϕ ≈ ϕkp + pi
r = |r|
and illustrated in Figure 3.23. Note that |r| must be limited as explained
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Figure 3.23: Four relations between ϕ and ϕkp. source:[56]
in (3.48) to avoid PSD constraints violation and this is the main issue
of this algorithm that require high power to PRTs to reach optimal re-
sults. On the other hands its major benefits are the extremely simple
implementation, the distortion avoidance and the downward compatibil-
ity with existent OFDM receivers.
An other class of low complexity PAPR reduction algorithms is presented
in [59] where the kernel signal is directly obtained in the time domain.
This reduce the overall complexity of the transmitter system because
it does not need the computation of FFT/IFFT pair at each iteration
whereas it dynamically allocate at each step one reserved tone in the
most favourable frequency location in terms of PAPR gain. For the lat-
ter reason it is not downward compatibility and we do not view in detail
any more.
Further execution speed of the TR algorithms can be achieved by simply
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observing that the IDFT operation is usually exploited to find the time
domain sample which exhibit the maximum amplitude. In these cases a
fast calculation of this maximum can be assessed as in [65] where a trun-
cated IDFT give rise to an extremely efficient calculation of this value.
Obviously we obtain a gain in complexity at the expense of less PAPR
reduction. It is proven that the maximum complexity safe occur when
N is a power of 2, i.e. in all OFDM systems, and in this case we move
from a complexity of O(N log2N) to O(1.5N) for each iteration. The
problem is that it does not give always correct results but exhaustive
simulations assure that mean square error between real maximum peak
and that detected with this algorithm keep under a really low threshold.
However PAPR gain is reduced considerably leading to a mixed used of
this configuration with the classical IDFT yet.
Thus a trade-off between probability of false alarm and complexity gain
arise from this study.
Unfortunately even if these algorithms are good at reducing one peak
sample per iteration, clearly the highest, does not handle the overall am-
plitude signal fluctuation in DVB-T2 systems as we will show in the next
Chapter. This is due to the number of signal peaks in OFDM systems
is strictly dependent on the number of subcarrier N , perhaps very high
in DVB-T2 systems (up to 32K). The N increasing leads us to conclude
that this low complexity techniques are not well suited for current and
even more for future OFDM systems.
Only SOCP or its derived efficient schemes interior point-based showed
a significant PAPR gain for high N value.
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3.6 PAPR reduction Synopsis
A brief synopsis on PAPR reduction techniques we have already discussed
in detail in this Chapter is reported below.
Several PAPR techniques are proposed in literature each one aim at re-
ducing the peaks magnitude tries to maintain the average power as con-
stant as possible. Any technique in order to deal with the PAPR issue
is in need of an extra degree of freedom that it will be exploit for this
purpose.
Main issue concern how to extract this degree of freedom.
As in any other telecommunication system design issue new degrees of
freedom extraction are not possible without give rise to few impairments
on the resulting signal. Thus considering the following factors as per-
formance indicators, PAPR reduction capability increasing leads to a
re-allocation of the allowable resources. Which are the contributor fac-
tors depends on PAPR reduction techniques take in exam. Analysis is
accomplished for DVB-T2 systems.
• OOB;
• PAPR capability;
• Power increase;
• Data rate loss;
• BER degradation;
• Computational complexity;
• Downward compatibility (DVB-T2 receiver).
P
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Technique Main Rationale
Clipping
Soft limit amplitude clipping with a suitable threshold. Non-linear process.
Optional filtering and iterative clipping noise frequency-domain cancellation.
Broadband white noise (known process) that cause a constellation shrinking
plus an additive distorsion noise-like.
NLC
Compand (COMPression and expAND) the input time-domain samples
using a non-linear bijective function. Enlarge small amplitude samples
(channel noise immunity) and compressing large amplitude ones.
Noise-like distortion as Clipping method.
Coding
Use those subsets of codewords which minimize or reduce the PAPR.
The Reed Muller and Golay method jointly solve the PAPR problem
and have good error correction capability. Tight control of PAPR
only for limited number of subcarriers.
SLM
Map OFDM data block C into a set of adequately different
subblocks C1,..,CU (carrying the same information) and then
choose the one which exhibit the most PAPR capability.
PR-interleavers or phase shift are used.
Information signal needs to be transmitted.
PTS
OFDM data block C is partitioned into Q disjoint subblocks which are linearly combined with
a set of phase factors q designed to achieve the lowest PAPR.
Weighting is accomplished onto time-domain sequences (PTSs) after IDFT units.
Trade-off on q computing. Side information as SLM.
ACE
As TI intelligently and dynamically extends outer constellation points onto
active tones (data-bearings) in order to minimize PAPR.
TI
Increase the constellation size (thus the energy) to create extra degrees of freedom
using non-bijective constellation transform. Each active symbol are mapped into a subset of equivalent points,
those which reduce PAPR.
TR
A subset of tones (PRTs) are reserved to generate PAPR reduction time domain signal e (non-data-bearings)
in order to lower peaks magnitude.
Table 3.1: Main rationale of the PAPR reduction techniques.
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Technique Transmitter and Receiver requirements
Clipping
Tx: soft envelope limiter, LPF, JN-points FFT/IFFT unit
Rx1: iterative clipping noise cancellation (i.e. FFT/IFFT process per iteration)
NLC
Tx: non linear bijective transform, LPF
Rx: non linear anti-transform, iterative companding noise cancellation (i.e. FFT/IFFT process per iteration)
Coding
Tx: encoder or very large LUT and SI
Rx: decoder or very large LUT
SLM
Tx: candidate blocks generator (PR scrambler or interleaver or phase shift),
SI recovery and antitransform law application
Rx: U units of NL-points IFFTs, PAPR selector
PTS
Tx: partition blocks generator,Q units of NL-points IFFTs,
(sub)optimal phase search for each OFDM symbol, subblocks combining
Rx: SI recovery and phase compensation
ACE
Tx: constellation pre-distortion
Rx: equalization
TI
Tx: expanding constellation transform f(·)
Rx: modulo operation f−1(·)
TR
Tx: adaptive PRCs design
Rx: discard non-data-bearing subcarriers
Table 3.2: Transmitter and receiver requirements of the PAPR reduction techniques.
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Technique OOB PAPR Power Data rate BER Computational Downward
radiation capability increase loss degradation complexity compatibility
Clipping YES++ HIGH+ NONE NONE HIGH LOW- YES1
NLC YES++ HIGH++
YES (µ-law)
NONE HIGH LOW NO
NONE (others)
Coding NONE HIGH+2 NONE YES NONE HIGH++2 NO
SLM NONE HIGH NONE YES3 NONE4 HIGH5 NO
PTS NONE HIGH+ NONE YES3 NONE4 HIGH+5 NO
ACE YES MEDIUM YES NONE NONE LOW YES
TI YES MEDIUM+ YES NONE NONE6 HIGH NO
TR YES
LOW/
YES YES NONE8
MEDIUM/
YES
MEDIUM7 HIGH7
Note:
1If no iterative technique are implemented in order to mitigate the distortion effects on the received signal.
2It is really connected with the number of data block processed, i.e. the numbr of subcarriers N.
No pratical results for N > 32.
3For DVB systems the resulting data rate loss is approximatively few units per mil in SLM scheme and
few per cent in PTS one.
4If the receiver be successful in recover the correct permutation law previously applied at transmitter side or
the correct multiplication phase vector.
5Strongly dependent on number of generated candidates U (SLM) or subblocks Q (PTS).
6Reverse transformation at receiver side shoul be accomplished. No BER degradation occur if this procedure
is correct.
7These features strongly depend on the PRTs (number, location and allowable power) complies with the standard of the system.
8If synchronization and frequency down conversion are well accomplished at receiver, thus no ICI occur.
Table 3.3: Key features of the PAPR reduction techniques.
Chapter 4
PAPR reduction in DVB-T2
systems
The Digital Video Broadcasting-Terrestrial (DVB-T) standard is the
most successful Digital Terrestrial Television (DTT) standard in the
world as we can immediately note in Figure 4.1. First published in 1995
Figure 4.1: Extension of DTT platforms in the world. source:[5]
it has been adopted by several countries and nowadays it has the largest
worldwide presence. Anyway, due the increment demand of broadcast
frequency spectrum, researchers in DVB consortium has been working to
106
PAPR in DVB-T2 systems 107
improve it leading to a 2-nd generation DTT standard allowing a better
use of the spectral resources, denotes as DVB-T2.
DVB-T2 specification was first published by DVB project in June 2008
and secondly has been standardized by European Telecommunications
Standards Institute (ETSI) since September 2009.
It also increases error correction capability thanks to the adoption of
both the LDPC and Bose-Chaudhuri-Hocquengham (BCH) codes give
rise to a decrease sensitivity level at receiver. A new technique known as
rotated constellations has been introduced to provide additional robust-
ness especially in severe multipath-fading environments.
Therefore both a new efficient initial stages processing and really high
order modulations, in addition to the option to implement a modified
Alamouti encoding (Multiple Input Single Output (MISO) processing)
using existing receiving antennas, provides a minimum increase in ca-
pacity of at least 30% and up to 50%. This allows service providers to
launch new broadcast services that make extensive use of capacity such
as interactivity, programmes on demand and High Definition Television
(HDTV) [4].
Its most efficient use of the spectrum and fast-growing global deployment
induce the main public broadcasters to take seriously in consideration
the idea of using DVB-T2 standard as the core element of future DTT
platforms such as in USA with Advanced Television Systems Committee
(ATSC) as well as in Europe like Germany with ARD and ZDF, Italy
with RAI, etc.
The processing workflow of the DVB-T2 standard is detailed illustrated
in Figure 4.2 where we can distinguish (Figure 4.3) four main high ab-
straction level. Since OFDM is the kernel of the DVB-T2 standard high
fluctuation in the time domain instantaneous transmitted power give rise
to high PAPR values. DVB-T2 scheme takes care of this drawback and
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Figure 4.2: DVB-T2 workflow. source:en.wikipedia.org
Figure 4.3: DVB-T2 high level block diagram. source:[6], pp. 18
we will focus on it throughout this Chapter.
Firstly DVB-T2 standard policy provides two modified PAPR reduction
techniques:
• ACE
• TR
and their utilization are at the service provider discretion, that it can be
choose which is the solution to implements, i.e. ACE, TR, their combi-
nation or neither of two.
What kind of PAPR reduction solution is used, if any, is specified into a
specific Layer 1 (L1) signalling field (4 bits) called moreover PAPR. L1
signalling represent the first portion of each T21 frame and it is split-
1We simplify the notation refer to final DVB-T2 acronym portion.
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ted into three main section: P1 signalling, L1-pre signalling and L1-post
signalling. The latter two sections formed P2 symbol(s) which can also
carry data information. Main purpose of these signalling sections is given
by communication to receiver about transmission parameters and type of
transmission in order to make easier reception and decoding. Their fun-
damental importance is proven by the presence of a Cyclic Redundancy
Check (CRC) at their end.
L1 location into the T2 frame and aforementioned PAPR field, belonged
to L1-pre signalling, is showed in Figure 4.4 and Figure 4.5 respectively.
The 4 bits indexing capability is 24 = 16 feasible PAPR solutions,
Figure 4.4: T2 frame structure focuses on L1 signalling sections. source:[6], pp. 60
whereas only a small portion of this space is used in T2 standard. In par-
ticular only 4 achievable kind of PAPR solutions has been contemplate
according to the available combination of the previous two techniques.
This 4 bits string depends on the T2-version based system, specified into
T2 VERSION field (4 bits), thus yielding to two different scenarios as
showed in Figure 4. Henceforth we focus only on ’0000’ case which is
usually implemented in practical applications.
Each of the PAPR combination techniques operates after pilots insertion
and it can either fully work in frequency domain (ACE) or in its dual
time domain after IFFT unit (TR). It is worth pointing out that in the
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Figure 4.5: L1-pre signalling fields. source:[6], pp. 62
Figure 4.6: T2 VERSION =′ 0000′. source:[6], pp. 63
Figure 4.7: T2 VERSION >′ 0000′. source:[6], pp. 64
TR case there is not any form of oversampling process over the signal
as Chapter 3 has suggested us, indeed TR-based PAPR reduction tech-
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nique proposed in T2 works with Nyquist rate (J = 1) signal version.
Thus there is no additional computational cost arise from the NJ-point
FFT/IFFT pair implementation, whereas ACE make use of an oversam-
pling procedure on its correspondence samples in frequency domain as
explained in Figure 2.1.
Therefore we can clearly understand that T2 PAPR reduction techniques
operates only on the active portion of each OFDM symbol, thus avoiding
P1 signalling (support reception and decoding) and pilots cells2 (funda-
mental in channel estimation. See Chapter 1).
DVB-T2 ACE
First solution T2 standard compliant is a modified version of ACE we
have already mentioned in Chapter 3. In particular a specific version of
POCS method are implemented.
Briefly this technique join the main ACE feature, namely acting only
on the boundary constellation symbols leaving unchanged anyone else
(no BER degrades), with the classical POCS clipping-based algorithms.
Complex extendible3 cells are thus clipped with a certain amplitude soft
threshold and then subtracted to the original ones to obtain the over
threshold cells. A suitable scaled version of them are finally subtracted
to original signal to extract its clipped estimates version.
Both slightly transmitted power increase and BER performance loss
should be take into account when we use this method by virtue of the all
active IB cells superimposition of the additive signal to the original one.
T2 ACE algorithm scheme is depicted in Figure 4.8.
2In T2 context a cell corresponds to a constellation symbol
3We use the same notation of the standard. A cell is defined extendible if it is an
active cell (L1 signalling or PLP, thus in practice each cell except to P1) and if it lays
on the constellation boundary
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Figure 4.8: T2 ACE block diagram implementation. source:[6], pp. 117
DVB-T2 TR
As we have highlighted, T2 TR algorithm can be implemented both in-
dividually or simultaneously with previous T2 ACE.
T2 TR core is the T-TR subgradient algorithm which we have seen in
detail in Subsection 3.5.3. Unlike the descripted implementation T2 stan-
dard iteratively builds kernel signal in the time domain thus considering
eˆ instead of Eˆ4.
This time we would like to descript how this technique works partially
omitting mathematical tractability. Concisely main purpose of this tech-
nique is to identify signal peaks over a certain amplitude threshold (VCLIP )
and try to cancel them one-by-one during each iteration of the algorithm.
In the same fashion we have collected kernel signal at each iteration as
in (3.57) now we dynamically update a peak reduction signal at the i-th
4Remember at Nyquist rate J = 1
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iteration (c
(i)
n ) to agree with standard notation) with an appropriate ref-
erence signal (pn) opportunely phased and scaled in magnitude.
Reference signal is the dual representation in the time domain of the Nr
(NTR) unit magnitude PRTs vector and it is generated off-line straight-
forward by an N -point IFFT scaled by
√
N/
√
Nr as showed in Figure 4.9.
Figure 4.9: Block diagram of the T2 reference signal generation.
This signal will be cyclically shifted in the time domain so as to align its
maximum sample
pmaxn = pn¯ = 1 with n¯ = arg max
n
|pn| (4.1)
to the peak of the original time domain signal (s(m)). Note that pmaxn
exhibit zero phase and unit magnitude.
It is clear in order to cancel maximum peak of the original signal we
should act both on the phase and the magnitude of this sample. In par-
ticular by choosing opposite phase of s(m) and magnitude as closest to
the magnitude peak that exceeds VCLIP as possible we clearly achieved
good results in terms of PAPR reduction.
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However in this way we do not comply with PSD constraints which im-
pose to stay under a certain maximum spectrum level approximatively
as large as pilot tones magnitude. This restriction rise to a strict limi-
tation on the PAPR reduction capability in DVB-T2 system as we have
already supposed throughout Section 3.5. Showing Figure 4.10 of both
original time domain signal and its corresponding kernel signal at the
1-st iteration we hope to remove all doubts about how it works and the
effect of the PSD constraint over c
(1)
n .
Figure 4.10: Original time domain signal magnitude and its corresponding correc-
tion signal for a 2k mode implementation.
Chapter 5
Simulation Results
In this Chapter key results extracted from simulation analysis are pre-
sented. Firstly we appreciate the contribution to PAPR metric estima-
tion given by CP insertion (both DVB-T/T2) and how error measurement
grows large without considering an oversampling approach. Secondly
we analyse in detail the performance of the DVB-T2 PAPR techniques
clearly in terms of both PAPR reduction capability and spectrum alter-
ation. Finally a comparison between SLM and a suboptimal very low
complexity TR-based technique is proposed.
PAPR reduction capability results are presented through the utilization
of CCDF description, as it is common practice in literature. Also we
exploit histograms analysis to better illustrate our results. Therefore we
focus in particular on average value of PAPR metric because it directly
suggest how large the gain in terms of IBO at HPA is, and this is really
practice indicator of PAPR gain in practical implementation of the sys-
tem.
At the beginning we wish show the main features of an OFDM DVB-T2
spectrum in order to better understand following results. T2 spectrum
of the original signal are depicted in Figure 5.1 into we remark that
the DVB-T2 bandwidth is around 7/8 of the inverse of the signalling
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interval (1/T ) and the occurrence of a magnitude gap approximatively
equal to 25 ÷ 30 dB into the OOB frequency interval. Clearly before
passing through D/A conversion transmitted signal must be opportunely
filtered in order to comply with the correspondence T2 spectrum mask
[66]. Henceforth only the CP insertion case will be take into account for
spectral comparisons.
Figure 5.1: DVB-T2 original spectrum before (reddish purple line) and after (green
line) CP insertion for a 2k-mode, 16-QAM modulation, CP=1/8 and code rate=3/5.
T2 mask spectrum represents spectral constraints regulatory.
CP and oversampling approach
As we have supposed in Chapter 2 our simulation results prove that
PAPR metric does not exhibit a significant dependence on CP insertion
in DVB-T systems as well as in the corresponding 2-nd generation sys-
tems, DVB-T2. Figure 5.2 and then Figure 5.3 clarify previous assertion
for real practice transmitted time domain signal in DVB-T and DVB-T2
transmitter respectively.
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Note that essentially there is no difference between two cases (with or
Figure 5.2: Ordinary histogram of PAPR. The data shown is a real analysis over
3000 OFDM symbols generated by a DVB-T transmitter for a 2k-mode (N = 2048),
16-QAM modulation, CP=1/4 and code rate=3/5. Red and blue bars are extracted
from the oversampled approach with 4 times oversampling factor L with and without
CP insertion, wherease green bars represent the Nyquist rate PAPR measurement.
without CP) while a slight misalignment of half a dB1 in terms of PAPR
mean value occur when we use an oversampling procedure with L = 4. In
addition other measurements has been done employing up to 105 OFDM
symbols and it is worth noting that this gap remain unchanged thus
supporting our deduction. This result give rise to a reasonable trade-off
in real practice consideration leading us to consider Nyquist approach
in order safe computational resources on PAPR estimation. However
1Even if 0.5 db could sound not negligible, in the corresponding linear scale its
error will be compressed in virtue of the nature of the logarithmic scale.
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Figure 5.3: Ordinary histogram of PAPR. The data shown is a real analysis over
3000 OFDM symbols generated by a DVB-T2 transmitter for a 2k-mode (N = 2048),
16-QAM modulation, CP=1/8 and code rate=3/5. Red and blue bars are extracted
from the oversampled approach with 4 times oversampling factor L with and without
CP insertion, wherease green bars represent the Nyquist rate PAPR measurement.
throughout this Chapter we always use L = 4 in order to present simu-
lation results as reliable as possible.
Therefore we also observe that the two DTT platform exhibit approxi-
matively identical results in statistical analysis and this is due to the fact
each system support the same modality (2k-mode), i.e. they have the
same number of subcarriers N . According to theoretical considerations
in Chapter 2 PAPR distribution strongly depends on the N parameters,
moreover equal in both cases.
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PAPR reduction analysis on DVB-T2 techniques
Besides we have also analysed the two PAPR reduction techniques pro-
vided for DVB-T2 standard and already introduced in Chapter 4, namely
T2-ACE and T2-TR. They are compared with respect to the original case
without any PAPR reduction technique application. It give us a feasible
means by which a comparison, in particular statistical analysis leads us
to evaluate original case mean value and a variance which are equal to
around 9.52 dB and 0.46 dB respectively.
Histogram illustration has been plotted in Figure 5.4 where we can re-
alize both the PAPR mean value and variance decrease. Quantitatively
T2-ACE technique provide a PAPR gain of 1.20 dB about mean value
and 0.26 dB in terms of variance.
Figure 5.4: Original time domain signal distribution is represented by reddish pur-
ple bars whereas T2-ACE processed signal is depicted by magenta bars, for ACE
parameters equal to CR = 2 dB, J = 4, Gain = 10 dB and Lext = 0.7.
Spectrum analysis is reported below in Figure 5.5 where we do not no-
tice any appreciable change neither in IB nor in OOB section. For this
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reason T2-ACE exhibit good performance both in terms of PAPR gain
and spectral emission which might cause ACI among neighbouring broad-
caster service providers.
Figure 5.5: Spectrum analysis comparison with and without T2-ACE, for ACE
parameters equal to CR = 2 dB, J = 4, Gain = 10 dB and Lext = 0.7.
In conclusion the effect of both clipping ratio CR and oversampling fac-
tor J are evaluated in what follow (Figure 5.6). Clearly reducing the
clipping threshold2 T2-ACE technique results more effective rather than
for large CR values where even less samples are clipped.
Analogue simulation analysis has been accomplished for both T2-TR
technique and for its simultaneously use in conjunction with previously
T2-ACE, hence we present them in a straightforward manner.
2Note that asymptotic case CR = 0 dB corresponds to an amplitude threshold
equal to the root mean square of the time domain signal magnitude.
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Figure 5.6: Mean value of PAPR in dB versus CR ∈ {0.01 ÷ 3} dB expressed in
logarithm scale, for ACE parameters equal J = 4, Gain = 10 dB and Lext = 0.7.
It is worth observing that PAPR gain in TR-based PAPR reduction tech-
nique can be rise up indefinitely allocating much more power on reserved
tones and this is reminded to system designer.
Finally SLM technique is implemented and its utilization leads to a re-
ally significant PAPR gain both in terms of average value and variance
of PAPR where we can better appreciate in Figure 5.13. TR-Clipping
algorithm result is also showed but the restricted number of tone in ad-
dition to the limited power over its PRTs suggest us to not consider this
technique at all.
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Figure 5.7: Original time domain signal distribution is represented by reddish purple
bars whereas T2-TR processed signal is depicted by magenta bars, for CR = 1 dB
and maximum number of iteration equal to 5.
Figure 5.8: Spectrum analysis comparison with and without T2-TR, for CR = 1
dB and maximum number of iteration equal to 5.
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Figure 5.9: Zoom of the Figure 5.8 to better individuate the presence of reserved
tones into IB spectrum.
Figure 5.10: Original time domain signal distribution is represented by reddish
purple bars whereas T2-ACE in addition to T2-TR processed signal is depicted by
magenta bars, for CR = 2 dB and maximum number of iteration equal to 5.
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Figure 5.11: CCDFs of PAPR random variable are presented for all three cases
analysed up to now (T2-ACE, T2-TR and T2-BOTH). These curves are also compared
between original case without PAPR reduction.
Figure 5.12: CCDFs of PAPR random variable are presented for SLM PAPR reduc-
tion technique for U ∈ {2, 4, 8, 16, 32, 64, 128, 256}. These curves are also compared
between original case without PAPR reduction.
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Figure 5.13: SLM histograms with U ∈ {2, 4, 8, 16, 32, 64, 128, 256}. Red vertical
line illustrate average value of PAPR and track its variation with U parameter.
Figure 5.14: Original time domain signal distribution is represented by reddish
purple bars whereas TR-Clipping based technique [55] processed signal is depicted by
magenta bars, for J = 4 and CR = 2 dB.
Conclusions
The downward compatibility of the TR-based techniques into the PAPR
reduction context, in addition with their no-significant loss in data rate
as well as in BER performance, lead us to conclude that they will be play
an important role in the future communications OFDM system especially
those that present a large number of subcarriers.
Anyway limited allowable power in TR PAPR reduction technique and its
restricted number of tones are also significant constraints that pull down
the overall PAPR reduction gain. Thus in order to achieve PAPR re-
duction benefits we have to add computational complexity to the OFDM
system.
The pioneering work of SOCP-based TR algorithms is the state of the
art solution we can actually find in scientific literature. Anyway how to
excellently exploit these degrees of freedom provided by TR is still an
open question for future OFDM applications.
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Appendix A
This Appendix contains the proof of statement in Chapter 2, namely the
peak of the RF signal is the same of that complex baseband envelope, or
formally
max
0≤t<Ts
|sRF (t)|2 = max
0≤t<Ts
|s(t)|2 , if f0  1/Ts . (A.1)
It is a straightforward proof based on the complex envelope definition
and the well known Continuous Fourier Transform (CFT) properties as
we see in what follows.
|sRF (t)| =
∣∣<{s(t)ej2pif0t}∣∣ = ∣∣∣∣s(t)ej2pif0t + s∗(t)e−j2pif0t2
∣∣∣∣ ≤
≤ 1
2
[|s(t)|+ |s(t)|] = |s(t)| (A.2)
By analysing above expression we can assess that a peak in the RF space
is at most equal to the BB one due to the famous triangle inequality. We
would demonstrate that this bound is effectively reaches. We define two
complex time domain signals1(t) = s(t)e
j2pif0t 
 S1(f) = S(f − f0)
s2(t) = s
∗
1(t)
 S2(f) = S∗1(−f) = S∗ [−(f + f0)]
(A.3)
where S(f) , CFT [s(t)]. Thus, since that sRF (t) is given by the sum of
the two signal just defined s1(t) and s2(t) we can conclude saying that the
orthogonality of them make the signals disjointed in frequency domain
and thus the module of the sum does not have cross terms, as we depicted
in the following pictures
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Figure 15: Typical spectrum of baseband process S(f). source:[24].
Figure 16: Corresponding spectrum of bandpass process SRF (f) with carrier fre-
quency f0. source:[24].
Appendix B
Some calculation have been reported here in order to show how carry out
deterministic bounds on discrete time PAPR metric.
Time domain sequence extracted after a Nyquist rate sampling of the
continuous time signal s(t), introduced in (2.20), can be rewritten as
|s(k)|2 = 1
N
N−1∑
n=0
N−1∑
l=0
C(n)C∗(l)ej2pikn/Ne−j2pikl/N =
1
N
N−1∑
n=0
N−1∑
l=0
C(n)C∗(l)ej2pik(n−l)/N =
1
N
[
N−1∑
n=0
|C(n)|2 +
N−1∑
n=0
∑
l 6=n
C(n)C∗(l)ej2pik(n−l)/N
]
(B.1)
and evaluating the PAPR corresponding to find the maximum in the
OFDM symbol interval of that quantity, i.e.
max
0≤k≤N−1
|s(k)|2 =
max
0≤k≤N−1
1
N
[
N−1∑
n=0
|C(n)|2 +
N−1∑
n=0
∑
l 6=n
C(n)C∗(l)ej2pik(n−l)/N
]
≤
≤ max
n
|C(n)|2 + 1
N
max
n,l
[
N−1∑
n=0
∑
l 6=n
C(n)C∗(l)ej2pik(n−l)/N
]
≤
≤ max
n
|C(n)|2 + 1
N
N−1∑
n=0
∑
l 6=n
max
n
|C(n)|2 ≤
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≤ max
n
|C(n)|2 + N(N − 1)
N
max
n
|C(n)|2 =
= N max
n
|C(n)|2. (B.2)
Therefore computing peak power of the time domain sequence can be
mapped in a bound on computing its version in the dual frequency do-
main, namely
γd ≤
N max
n
|C(n)|2
E{|s(k)|2} (B.3)
and remembering Parseval theorem we can equivalently evaluate average
power in frequency domain3, yielding
γd ≤
N max
n
|C(n)|2
E{|C(n)|2} =
N max
n
|C(n)|2∑M−1
n=0 Pr(C(n = fixed) = C
(n))[|C(n)|2]}
(B.4)
where C(n) is the n-th point of the constellation while C(n) is the n-th
frequency domain sample and M is the constellation order.
It is greatly important nothing that from (B.4) the γd expression bound
only relies on the geometry of the constellation takes in exam.
Since for a normalized constellation (e.g. DVB-T2 standard) we can state
that E{|C(n)|2} = 1 that is absorbed by numerator term and given that
we can easily compute the exact maximum magnitude point belonging
to the examined constellation, deterministic bound for the discrete time
PAPR can be found for any M -ary constellation order.
Both MPSK and M-QAM are treated and the corresponding mathemat-
ical results are showed below.
γd ≤ N for MPSK (B.5)
and
γd ≤ N 2(
√
M − 1)2
2(M − 1)/3 = 3N
√
M − 1√
M + 1
for MPSK (B.6)
3The equality is valid only if we use balanced form of IFFT/FFT with 1/
√
N at
the top of the expression.
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by using the different of perfect squares rule, i.e. M − 1 = (√M −
1)(
√
M + 1).
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