Hand is a very convenient interface for immersive human-computer interaction. Users can give commands to a computer by hand signs (hand postures, hand shapes) or hand movements (hand gestures). Such a hand interface system can be realized by using cameras as input devices, and software for analyzing the images. In this hand interface system, commands are recognized by analyzing the hand shapes and its trajectories in the images. Therefore, success of the recognition of hand shape is vital and depends on the discriminative power of the hand shape representation. There are many shape representation techniques in the literature. However, none of them are working properly for all shapes. While a representation leads to a good result for a set of shapes, it may fail in another one. Therefore, our aim is to find the most appropriate shape representation technique for hand shapes to be used in hand interfaces. Our candidate representations are Fourier Descriptors, Hu Moment Invariant, Shape Descriptors and Orientation Histogram. Based on widely-used hand shapes for an interface, we compared the representations in terms of their discriminative power and speed.
Introduction
Hands play very important role in inter-human communication and we use our hands for pointing, giving commands and expressing our feelings. Therefore, it is reasonable to mimic this interaction in human-computer interaction. In this way, we can make computer usage natural and easier. Although several electro-mechanical and magnetic sensing devices such as gloves are now available to use with hands in human computer interaction, they are expensive and uncomfortable to wear for long times, and require considerable setup process. Due to these disadvantages, vision based systems are proposed to provide immersive human computer interaction. Vision systems are basically composed of one or more cameras as input devices, and processing capabilities for captured images. Such a system is so natural that a user may not be aware of interacting with a computer system. However, there is no unique vision based hand interface system that can be used in all types of applications. There are several reasons for this. First, there is no computer vision algorithm which reconstructs a hand from an image. This is because a hand has a very complex model with 27 degrees of freedom (DOF) [1] . Modeling the kinematic structure and dynamics are still open problems, and need further research [2] . Second, even if there was an algorithm which finds all 27 parameters of a hand, it would be very complex, and it may not be appropriate for real-time applications. Third, it is unnecessary to use complex algorithms for a simple hand interface, since it consumes considerable or even all available computing power of the system. Appearance-based techniques that analyze the image without using any 3-dimensional hand model work faster than 3-dimensional model based techniques and they are more appropriate for real time hand interface applications [2], [3] .
This study mainly focuses on appearance-based methods for static hand posture systems. However, the shape representations presented in this study can be incorporated as feature vectors to standard spatio-temporal pattern matching methods such as Hidden Markov Models (HMM) [18] or Dynamic Time Warping (DTW) [22] to recognize dynamic hand movements or hand gestures.
Our initial motivation was to develop an application which was controlled by hand. In this application, the setting was composed of a camera located on top of the desk, and the user gave commands by hand. Although capturing from above limits possible hand shapes, this is very frequent setup for hand interface systems. For example, the system described by Quek et al. controls the behavior of a mouse by a hand on keyboard [4] . ITouch uses hand gestures appearing on the monitor similar to touch screen monitors [5] . Licsar and Sziranyi present another example that enables a user to manage presentation slides by hands [6] . Freeman et al. let the users play games by their hands [7] . Nevertheless, there is no study comparing techniques employed in such a setup. The aim of our paper is to assess various representations for hand shape recognition system having a setup where a camera is located above the desk and is looking downward to acquire the upper surface of the hand.
Usually, a hand interface system is composed of several stages: image acquisition, segmentation, representation, and recognition. Among those stages, segmentation is the main bottleneck in developing general usage HCI applications. Although there are many algorithms attempting to solve segmentation such as skin color modeling [24], Gauss Mixture Model for Background Subtraction [23] and Neural Network methods, all of them impose constraints on working environments such as illumination condition, stationary camera, static background, uniform background, etc. When the restriction is slightly violated, a clean segmentation is not possible, and the subsequent stages fail. Remedy to this problem is to use more complex representations or algorithms to compensate the deficiency of segmentation. However, there is also a limit on compensation. As a result, for the time being, even using the state-of-the-art segmentation algorithms for color images, a robust HCI application is not possible. However, there is a good news recently on segmentation with a new hardware technology, which is called Time-of-Flight (ToF) depth camera [19] . It captures depth information for each pixel in the scene and the basic principle is to measure the distances for each pixel using the round-trip delay of light, which is similar to radar systems. This camera is not affected by illumination changes at all. With this technology, clean segmentation for HCI applications is possible using depth keying technique [20] . Microsoft's Natal Project uses this technology to solve segmentation problem and enable users to interact with their body to control games [21] . Therefore, shape representations from clean segmentation can be used with this technology, and we used clean segmented
