sanji madeno sekiritsu o riyoshita kozo hoteishiki moderingu no oyo kanosei ni kansuru kenkyu by 岩間 徳兼
3次までの積率を利用した
構造方程式モデリングの応用可能性に関する研究
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第1章 問題および目的
本稿第 1章においては，第 2章以降に展開される研究内容に関連した学術的
知識についての記述および論文全体を通しての目的の記述がなされる。
1.1 構造方程式モデリング概説
構造方程式モデリングと共分散構造分析
構造方程式モデリング (Structural Equation Modeling，SEM)は，調査や実験
などを通して直接観測することが可能な観測変数や，直接観測することは不可
能だが諸現象の説明においてその存在の仮定が有効となる構成概念 (例えば，知
能，学力など)の間の関係性をモデル化して検討することができる多変量解析
手法である。現在では心理学はもちろんのこと，教育学，経済学，マーケティ
ングリサーチ，行動遺伝学など非常に多くの分野において利用されている。心
理学に関するここ 2年ほどの学術雑誌を見ても，林 (2009)，幸田・菅原 (2009)，
浦上・小島・沢宮・坂野 (2009)，山崎・吉川 (2010)，藤・吉田 (2010)，西田・大
友 (2010)，篠ヶ谷 (2010)，岡田 (2009)をそのごく一部として実に多くの論文に
おいて構造方程式モデリングが適用されている。統計解析手法として広まった
背景として，構造方程式モデリングがモデル構成において柔軟性に富んでいる
こと，モデルを特徴づける母数やモデルの当てはまりに関する評価の体系が整
備されていること，それにより一つのデータに対して仮説を反映させた複数の
モデル候補を立ててそれらの比較を行うことができること，パス図と呼ばれる
変数間の関係性を表した図を用いたモデルの表現によって視覚情報が豊富で説
明力に優れていることなどが挙げられる。
構造方程式モデリングは 1920年ころ生物測定学者の Sewall Green Wrightに
よって提案されたとされるパス解析に，心理学分野由来の探索的因子分析モデル
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に対して研究仮説の反映性を組み込んだ確認的因子分析モデル (Jo¨reskog, 1969)，
さらにその一般的な形での表現 (Jo¨reskog, 1970)が併合された形で初期の研究
が始まり，一応の理論的な枠組みが Jo¨reskog (1978)によって整えられたとさ
れる (豊田, 1992)。理論的な整備とともに，構造方程式モデリングのための分
析ツールとしてのソフトウェアも多く開発されてきた。Amos(Arbuckle, 2009)，
EQS(Bentler & Wu, 2002)，LISREL(Jo¨reskog & So¨rbom, 1996)，M-plus(Muthe´n
& Muthe´n, 2010)，R(Ihaka & Gentleman, 1996)の構造方程式モデリング用パッ
ケージなど，オープンソースでスクリプトによるモデル記述が必要なものから
商用でグラフィカルユーザーインターフェイスの充実したものまで幅広いソフ
トウェアがあり，それらを構造方程式モデルの分析に利用することができる。ま
た，国内においては 2000年以降も理論的，実務的内容を扱った構造方程式モデ
リングに関する多くの書籍が出版されている (狩野・三浦, 2002;山本・小野寺,
2002;涌井・涌井, 2003;朝野・鈴木・小島, 2005;豊田, 2009;小塩, 2008, 2010)。
構造方程式モデリングという統計手法の理論をごく簡単に表現すれば，観測
変数や構成概念間の関係性を表す数理的モデルの母数を用いて，母集団分布の
振る舞いを決める母積率，すなわち母平均や母分散などを表現 (構造化)し，構
造化された母積率と標本から得られた標本積率が近似するようにモデルの母数
を求める方法となるだろう。構造化される積率には，1次の積率 (平均)，2次の
積率 (分散と共分散)，それ以上高次の積率，もしくはそれらの組み合わせが考
えられる。しかし，今現在構造方程式モデルと呼ばれる統計モデルの研究初期
において 2次の積率である共分散行列あるいは相関行列を構造化することが主
であったこと，実用場面においては変数間の関係性に着目することが多く共変
関係の指標である共分散の情報が頻繁に扱われることなどの理由により，2次
の積率の構造化を主とした統計手法である共分散構造分析という語が構造方程
式モデリングの同義語として使われることが多い。共分散構造分析においては
2次の積率のみを構造化しているのであるから厳密には二つの用語は同一の内
容を表しておらず，構造方程式モデリングという概念は共分散構造分析という
概念を包含していると解釈するのが正しい。事実，1次積率のみの構造を扱う
ものは平均構造分析，1次積率と 2次積率を両方扱うものは平均・共分散構造分
析と個別に表現されることがある。本論文では，2次の積率だけではなく，1次
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や 3次の積率も扱うことになるため，構造方程式モデリング，共分散構造分析，
平均・共分散構造分析の用語を厳密な意味に基づいて使用することとする。
RAMによるモデル表現と変数分類
モデル表現と変数分類 構造方程式モデリングにおけるモデルの記述方法は
手法の発展の流れに伴い複数存在する。代表的なものとしては LISREL(linear
structural relations)表現 (Jo¨reskog & So¨rbom, 1976)，EQS(equations model)表現
(Bentler & Weeks, 1980)，COSAN(covariance structural analysis)表現 (MacDon-
ald, 1978, 1980)，RAM(reticular action model)表現 (McArdle, 1980; McArdle &
McDonald, 1984)が挙げられる。これらの表現の違いは，分析対象として想定し
ていたモデル群の性質やモデルの捉え方によるものである。各表現の提案時の
意図のもとでは記述対象となるモデル集合に差があると解釈されるものの，モ
デルに制約を課すことで全ての表現で同じ集合を表すモデル群を記述できるこ
とが分かっている (豊田, 2000)。本論文では，最も洗練され，単純なモデル表現
であるRAMを主に採用することにする。
RAM表現によると，構造方程式モデルは
t = 0 +At+ u (1.1)
と表される。ここで，tは構造変数ベクトルと呼ばれ，サイズは h 1とする。
構造変数べクトルに含まれる各構造変数はモデルの中で分析者の考察の対象と
なる変数である。構造変数ベクトルには，観測可能な観測変数と観測不可能な
構成概念の両方が含まれている。この構造変数と対になる語として誤差変数が
ある。誤差変数はある変数が他の変数 (群)から影響を受けている場合にそれら
の変数 (群)だけでは説明できない部分を表す変数である。つぎに0は h 1切
片ベクトルである。切片ベクトルの要素は，対応する構造変数がその他の変数
(群)からの影響が全くないと仮定した場合の構造変数の期待値 (平均)である。
続いてAは係数行列であり，サイズは h hとなる。係数行列は構造変数ベク
トル tに含まれるある要素から同じく構造変数ベクトル tに含まれる別の要素
への影響の強さを示す母数から構成された定数行列である。そして，最終項の
uは h  1のベクトルで，残差ベクトルと呼ばれる。残差ベクトルは誤差変数
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と他のどの変数からも影響を受けることのない変数から成っている。特に他の
どの変数からも影響を受けることのない変数は外生変数と呼ばれ，一つ以上の
変数から影響を受ける変数は外生変数の対語として内生変数と呼ばれる。
t;uは含まれる要素の種類から，それぞれ t = (f 0;x0)0，u = (d0; e0)0のよう
に分割形式で表現することができる。ここで，f は構成概念を表わす変数から
成る l  1ベクトルであり，xは観測変数から成る p 1べクトルである。よっ
て，h = p+ lが成立する。また，dは構成概念に関する l 1残差ベクトルであ
り，内生的な構成概念に仮定された誤差変数と外生的な構成概念から成る。そ
して，eは観測変数に関する p 1残差ベクトルであり，内生的な観測変数に仮
定された誤差変数と外生的な観測変数から成る。なお，一般に dと eに含まれ
る誤差変数については期待値が 0となることが仮定されている。構成変数ベク
トル tの分割形式に対応させてAも分割すると (1.1)式は
"
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(1.2)
と再表現できる。(1.2)式におけるAaは構成概念から構成概念へ与える影響，
Abは構成概念から観測変数へ与える影響，Acは観測変数から観測変数へ与え
る影響，Adは観測変数から構成概念へ与える影響をそれぞれ規定する係数行列
である。各部分行列のサイズは，Aaが l  l，Abが p l，Acが p p，Adが
l  pとなる。
モデルの特徴を決定する母数は0，A，u = E[uu0]に含まれる要素である
が，実際に推定するのは，実質科学的知見による仮定やモデルが推定されるた
めに必要な制約を反映した上で，他の母数によって決められた値や固定された
値をとらないで自由に値の定まるものである。なお，そのような母数は自由母
数と呼ばれる。そして，それらを集めてベクトル形式にしたものが母数ベクト
ルであり，と表記される。自由母数が q個あるとき，は q  1で，は q次
元実数空間Rq内の部分空間Gに属すると定められる。
ここで，RAM表現の具体的な内容およびここまでに説明した変数の分類を示
すため，図 1.1のパス図に示した多重指標モデルと称されるモデルを取り上げ
る。ただし，切片ベクトル0についてはもともとゼロベクトル 0であることを
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図 1.1 多重指標モデル
仮定して，省略する。このパス図においては，楕円で囲まれた二つ変数 (f1，f2)
が構造的な潜在変数である構成概念を意味し，四角で囲まれた六つの変数 (x1，
x2，x3，x4，x5，x6)が構造的な観測変数を表している。楕円で囲まれていない
七つの変数 (d1，e1，e2，e3，e4，e5，e6)が誤差変数である1。また矢印が出てい
るだけの一つの変数 (f2)が外生変数であり，一本でも矢印の刺さっている七つ
の変数 (f1，x1，x2，x3，x4，x5，x6)が内生変数である。
このモデルに関して構造方程式モデルは26666666666664
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(1.3)
となる。構成概念は f1; f2の二つ，観測変数はx1; x2; x3; x4; x5; x6の六つである。
上記のモデルでは，構成概念から構成概念への影響と構成概念から観測変数へ
の影響がモデル化されており，係数行列Aの中で左上の 2 2行列に対応する
1パス図によっては誤差変数も楕円で囲うことがある。
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Aaと左下の 4 2行列に対応するAbに変数間の影響関係を表した非ゼロ要素
が含まれている。そして，f1; x1; x2; x3; x4; x5; x6は内生変数であるので，残差
ベクトルの対応する要素は d1; e1; e2; e3; e4; e5; e6となる。一方，f2は外生変数で
あるから，残差ベクトルの対応する要素は f2そのものとなる。
1次積率 (平均)構造と 2次積率 (共分散)構造の導出 ここでは，第 2章以降に
登場する 3次積率の構造化に先んじて，1次積率 (平均)と 2次積率 (分散・共分
散)の構造化について説明する。先に触れたように構造方程式モデリングにお
ける構造化とは，母数ベクトル の要素を用いて，観測変数の 1次積率，2次
積率，さらに高次の積率を表現することである。まず 1次積率の構造化を示す。
RAM形式で表現された構造方程式モデルを以下のように整理する。
t = 0 +At+ u
t At = 0 + u
(I  A)t = 0 + u (1.4)
ここで，h  h正方行列 (I  A)に逆行列が存在すると仮定し，(1.4)式の両辺
に (I  A) 1を前から乗じることで，
t = (I  A) 1(0 + u)
= T (0 + u)
を得る。ただし，(I  A) 1 = T と定めた。これにより RAMによる表現での
構造変数ベクトル tについての式を得ることができた。しかし，観測変数に関
する積率構造を導くためには構造変数ベクトルに含まれる観測変数ベクトルだ
けを取り出す必要があるため，以下の選択行列G
G = [(0) I]
を用いる。Gは p lゼロ行列 (0)と p p単位行列 Iを部分行列としてもつ分
割行列形式で表現される p (p+ l)矩形行列である。Gを tに前から乗じると
x = Gt
= GT (0 + u) (1.5)
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のように観測変数ベクトルxについての表現を得ることができる。そして，(1.5)
式で表現された観測変数ベクトルの期待値を取ることにより
E[x] = GT (0 + E[u]) (1.6)
となる。0と E[u]は数理的に区別不可能なので E[u] = 0とすることで
E[x] = GT0 = ()
として 1次積率構造を得る2。
次に，2次積率構造は (1.5)式と 1次積率構造を用いて
E[(x  E[x])(x  E[x])0]
= E[fGT (0 + u) GT0gfGT (0 + u) GT0g0]
= E[(GTu)(GTu)0]
= GTE[uu0]T 0G0
= GTuT
0G0 = () (1.7)
のように導出される。ここで，u = E[uu0]と定めた。
なお，構造化された観測変数の積率の独自要素の数と自由母数の数の差はモ
デルの自由度 (degrees of freedom，df)として定められる。観測変数が p個の共
分散構造分析においてはモデルの自由度は一般に p(p+ 1)=2  qとなり，平均・
共分散構造分析においては，p+ p(p+ 1)=2  qとなる。
1.2 構造方程式モデリングで利用される推定法
次に，平均・共分散構造分析や共分散構造分析において母数を推定するために
用いられる代表的な推定法として，最尤推定法，ADF推定法，一般化最小 2乗
法について触れる。簡単のため，ここでは主として共分散構造の場合を扱うこ
ととし，特に第 2章以降の関連の深いADF推定法については詳細に記述する。
2()は E[x]が によって構造化されたことを明示的に表す記法である。
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まず，n人の観測対象から p個の観測変数について測定値が得られたとき，構
造方程式で分析する多変量データは，
X =
26666666664
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xp1 xp2    xpr    xpn
37777777775
という確率行列の実現値として考えることができる。Xは pnの行列で，行が
観測変数の違いを，列が観測対象の違いを表現している。よって，xjrは j番目
の観測変数について観測対象 rから得られた測定値が従うと仮定される確率変数
を意味する。そして，Xの列に注目して，xr = (x1r; x2r; : : : ; xpr)0; r = 1; : : : ; n
としたとき，多くの統計解析手法と同様，構造方程式モデリングにおいても，
xr; r = 1; : : : ; nが何かの多変量確率分布に従う互いに独立な確率ベクトルであ
るという見方がしばしば採用される。
最尤推定法
2次までの積率を構造化した構造方程式モデリングにおける最尤推定法では，
xr; r = 1; : : : ; nは平均ベクトル と共分散行列を母数とする次元 pの多変
量正規分布Np(;)に同時かつ独立に従う確率ベクトルであるという仮定を置
いて，モデル母数の推定法行う。ここで，上述の多変量正規分布の確率密度関
数は
f(xj;) = 1
(2)p=2jj1=2 exp

 1
2
(x  )0 1(x  )

である。Xの各列が独立に得られていると仮定する。すると，不偏共分散行列
Su =
1
n  1(X   x1
0
n)(X   x10n)0
は確率密度関数
f(Ajn  1; p; 1
n  1) =
jAj 12f(n 1) p 1g exp   1
2
trf( 1
n 1)
 1A)
g
2
p(n 1)
2 
p(p 1)
4 j 1
n 1j
n 1
2
Qp
i=1  

(n 1) i+1
2

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をもつウィッシャート分布W (n  1; p; 1
n 1)にしたがう確率行列として考えら
れる。ただし，x = (1=n)
Pn
r=1 xrであり，分母にある  ()はガンマ関数を表わ
している。また，Aは対称行列である。共分散行列が (1.7)式によって構造化さ
れていることを明示するため = ()と表現し直したとき，Suが観測された
場合の尤度は
L() =
jSuj 12f(n 1) p 1g exp
 1
2
tr

( 1
n 1())
 1Su
	
2
p(n 1)
2 
p(p 1)
4 j 1
n 1()j
n 1
2
Qp
i=1  

(n 1) i+1
2

=
jSuj 12f(n 1) p 1g exp
 n 1
2
tr f(()) 1Sug

2
p(n 1)
2 ( 1
n 1)
p(n 1)
2 
p(p 1)
4 j()jn 12 Qpi=1   (n 1) i+12 
となる。そして，上式の自然対数を取った対数尤度 logL()は
logL() =  n  1
2
tr

() 1Su
	  n  1
2
log j()j+定数
=  n  1
2

tr

() 1Su
	
+ log j()j+定数 (1.8)
と表現される。さらに，(1.8)式を 2=(n  1)倍して定数項を無視し，推定量が
観測変数の原点と単位の影響を受けず，統計的にも望ましい性質を有するよう
に調整することによって，最小化すべき目的関数として
fML() = tr(()
 1Su)  log j() 1Suj   p (1.9)
が導かれる。そして，(1.9)式を最小化することで，最尤推定値 ^MLを得ること
ができる。なお，1次積率の構造も 2次構造と同時に扱う場合には，
f ML() = tr(()
 1Su)  log j() 1Suj+ (x  ())0() 1(x  ())  p
を目的関数として採用することが多い。
^MLはその性質として，一致性と漸近不偏性を有している。また，^MLは，そ
の漸近分散が他の不偏推定量の中で最小となることを意味する漸近有効性も有
している。さらに，最尤推定量が平均ベクトルを ，共分散行列を
1
n  1  E

@2fML()
@@0

とする q次元の多変量正規分布に漸近的に従うことを利用して に関する検定
や信頼区間を容易に構成したり，(n   1)fML(^ML)が 2分布に漸近的に従う統
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計量の実現値と考えられることを利用して適合度検定の構成をしたりすること
も可能である (詳しくは Bollen, 1989)。
ADF推定法
構造方程式モデリングにおいて母数推定に利用されることの多い最尤推定法
では，r番目の観測対象に関する p  1観測変数ベクトル xr(r = 1; : : : ; n)が，
p1母平均ベクトル0と pp母共分散行列0を持った同じ p次元多変量正規
分布Np(0;0)に従う変数 x  Np(0;0)から独立に得られた実現値である
と仮定する3。しかし，他の統計的手法でも有り得るように，観測変数ベクトル
に関する多変量正規分布の仮定が満たされない場合も多い。正規性の仮定が満
たされない場合に最尤推定を行うと，推定値の推定自体にはあまり影響はない
ものの，仮説検定や標準誤差についてはバイアスが生じてしまうことが報告さ
れている (Muthe´n & Kaplan, 1985)。また，最尤推定法の場合ほど限定的でなく
とも，観測変数の背後に楕円分布を仮定したり，分布の母数が特定の値になる
ことを仮定したりする推定法もある。そのような観測変数が従う分布の形状を
決定づける仮定に左右されない推定法を分布によらない推定法と呼ぶ。Browne
(1984)は構造方程式モデリングにおける分布によらない推定法として，ADF推
定法 (Asymptotically Distribution-Free method)を提案した。本項では，本論文の
主眼となるADF3推定法の基礎であるADF推定法とその性質について，証明と
ともに説明する。
共分散行列のベクトル化 ここでは xr(r = 1; : : : ; n)は特定の分布に従うこと
は仮定されていないが，有限な 4次の積率は存在する p 1観測変数確率ベクト
ルとする。また，は当該共分散構造モデルに含まれる自由母数を集めた q 1
の母数ベクトルであり，Rq内の部分集合である母数空間Gに含まれるとする。
共分散構造は を用いて，一般に()のような p  pの行列関数として表現
される。代表的推定法の最尤推定法では p p母共分散行列0の不偏推定量を
Suと表すと，(1.9)式のように共分散構造()と不偏共分散行列Suを直接利
3ここでは後の証明のため，添え字 0をつけて特定の母平均と母共分散行列を示す形にして
いる。
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用して の推定値を得る。しかし，ADF推定法では，これらの行列を以下のよ
うにベクトル化して母数推定に利用する。
su = v(Su)
() = v(())
ここで，v(A)は正方行列Aの対角を含んだ下三角要素を一番左の列から次々に
下に繋げる作用素を表す。観測変数の数が pであるとき，suと()は，p 1
ベクトルであり，これらはそれぞれ Suと()の非重複要素から構成される。
ただし，p = p(p+ 1)=2である。
目的関数の構成 一般に，共分散構造モデルにおける母数 の推定値 ^はある
目的関数を最小化することによって得られる。目的関数 f(Su;())は p p対
称行列Suと()から成るスカラー関数であり4，以下の性質を有する。
(i) f(Su;())  0
(ii) Su = ()ならばそのときのみ，f(Su;()) = 0となる。
(iii) f(Su;())はSuと()に関する 2階微分可能な関数である。
そして，ADF推定法は上記の性質を満たす以下のような形式の目的関数を基
礎にして導かれる。
f(Su;()jU) = (su   ())0U 1(su   ()) (1.10)
ここで，Uは対称なpp確率行列でありその確率的極限が正定値となるような
ものとする。最小2乗関数f(x) = x0xの形に重み行列を伴った，f(x;A) = x0Ax
の形式の関数は一般化最小 2乗関数と呼ばれる。(1.10)式のU にどのような行
列を採用するかによって，いくつかの種類の推定法における目的関数を表現す
ることができる。例えば，U = Iとすることで，最も単純なものとして，いわ
ゆる最小 2乗法の目的関数が構成される。U の性質はその目的関数を使用した
推定量の性質を決定することとなる。そして，ADF推定法においては以下で説
明するような重み行列を採用する。
4Su の代わりに標本共分散行列 S を用いても同様である。
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重み行列 ADF推定法で用いる重み行列の具体的表現を得るために，推定量と
してのsuの性質を検討する。0によって真の母共分散行列を，[0]ijによってそ
の (i; j)要素を表し，0 = v(0)とする。また，[Su]ijによってSuの (i; j)要素を
表す。su =
p
n  1(su 0)を定義すると，その共分散行列Y = cov(su ; 0su)
の特定の要素は
[Y ]ij;kl = cov(
p
n  1[Su  0]ij;
p
n  1[Su  0]kl)
= (n  1)cov([Su  0]ij; [Su  0]kl)
= [0]ik[0]jl + [0]il[0]jk + (n=(n+ 1))ijkl (1.11)
と表わされる (Kendall, Stuart, & Ord, 2005)。ここで，ijklは 4次のキュムラン
トであり，具体的には
ijkl = ijkl   [0]ij[0]kl   [0]ik[0]jl   [0]il[0]jk
ijkl = E[(xi   E[xi])(xj   E[xj])(xk   E[xk])(xl   E[xl])]
である。有限標本下での suの厳密な標本分布を知ることは困難であるが，標本
サイズについて (n  1)!1としたときの漸近分布については平均ベクトル 0
と共分散行列Y = lim(n 1)!1 cov(su ; 0su)をもつ多変量正規分布となることが
知られている。なお，(n  1)!1のとき (1.11)式における最終項の n=(n+1)
は限りなく 1に近付くからY の特定の要素は
[Y ]ij;kl =[0]ik[0]jl + [0]il[0]jk + ijkl (1.12)
=[0]ik[0]jl + [0]il[0]jk
+ ijkl   [0]ij[0]kl   [0]ik[0]jl   [0]il[0]jk
=ijkl   [0]ij[0]kl (1.13)
と表現できる。
(n  1) ! 1でのU の確率的極限をU としたとき，U = Y ならば，(1.10)
式の目的関数を最小化して得られる推定量は後で述べるような望ましい性質を
持つ。一方，U 6= Y ならば，目的関数は誤って特定された (misspecified)とい
われる。
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以上の議論から，U としては，(1.13)式に現れる各要素をそれらの一致推定
量に置き換えた
[W ]ij;kl = wijkl   wijwkl (1.14)
を要素としてもつ行列W を採用した
f(Su;()jW ) = fADF() = (su   ())0W 1(su   ()) (1.15)
がADF推定法の目的関数となる。そして，この関数を最小化することで ADF
推定値 ^ADF を得る。ただし，実際の最適化計算では，r番目の観測対象に関
する p個の変数の実現値を要素として持つ観測変数の実現値ベクトルを xr =
(x1r; x

2r; : : : ; x

ir; : : : ; x

pr)
0; r = 1; : : : ; nとして
^xi =
1
n
nX
r=1
xir
w^ij =
1
n  1
nX
r=1
(xir   ^xi)(xjr   ^xj)
w^ijkl =
1
n
nX
r=1
(xir   ^xi)(xjr   ^xj)(xkr   ^xk)(xlr   ^xl)
のようにして計算される推定値を，W の各要素を示す (1.14)式の対応する部分
に代入した行列を利用する。
推定量の性質
ADF推定量の性質を述べるにあたって，まずは母数ベクトルの推定値と真値
の定義について触れる。ある目的関数 f(Su;())を最小化することによって
得られる推定値 ^は
f(Su;(^)) = min
2G
f(Su;()) (1.16)
を満たすものとする。そして，^によって再現された共分散行列を ^ = (^)
と表記する。次に，母数ベクトル の真値 0は
f(0;(0)) = min
2G
f(0;()) (1.17)
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を満たすものとする。先述の条件 (i)，(ii)，(iii)を満たすあらゆる目的関数につ
いて(0) = 0が成り立ち，それ故 f(0;(0)) = 0となる場合を除き，こ
の定義による真値は採用される目的関数に依存する。そして，0を用いた0
の近似値としての共分散行列は ^0 = (0)と表現する。
また，ADF推定量の性質はいくつかの正則条件のもとで導かれており，それ
らを以下に示す。
(R1) Y は正定値である。
(R2) f(0;())は，G上の  = 0において，唯一の最小値を取る。
(R3) 0はGの内点である。
(R4) 0 =(0)は列最大階数 qを持つ。
(R5) jj0  (0)jj = O((n  1)  12 )である。
(R6) Gは閉集合かつ境界集合である。
(R7) ()そして，()は に関する連続関数である。
ここで，正則条件 (R4)，(R7)において，
 =() =
@()
@0
は()の に関する一次導関数の行列，すなわちヤコビ行列を意味し，サイズ
は p qである。そして，正則条件 (R5)は，母共分散行列に対するモデルの当
てはまりの悪さによる系統的な誤差が Suにおける標本誤差と比較して大きく
はないことを意味している。この正則条件と目的関数の性質を利用することに
より，ADF推定量に関するいくつかの性質が導かれる。
性質 1 (1.16)式によって定義された推定量は (1.17)式によって定義された母数
の真値 0の一致推定量である。
証明 まず，Suは0の一致推定量である。また，実数空間上においては正則条
件 (R6)はGがコンパクトな位相空間であることと等しい。さらに，正則
条件 (R7)と目的関数の性質 (iii)から，f(Su;())はSuと に関する連
続関数である。最後に，正則条件 (R2)を併せると，以上の事実は Shapiro
(1983)における定理 5.1の十分条件の成立を意味し，これにより題意を得
る。
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そして，この結果を利用することにより，(1.10)式を最小化して得られる推
定量 ^が以下の性質を有することが示される。
性質 2 ^が (1.10)式で与えられる目的関数を最小化するようなある推定量であ
るならば，^ =
p
n  1(^   0)の漸近分布は平均ベクトル 0と以下に示
す共分散行列をもつ多変量正規分布となる。
lim
(n 1)!1
cov(^; ^
0
) = f00U
 1
0g 100U
 1
Y U
 1
0f00U
 1
0g 1
(1.18)
ただし，0 =(0)である。
証明 g(jSu;U)を 12f(Su;()jU )に関する q  1勾配ベクトルの 1倍であ
るとする。すなわち
g(jSu;U ) =  @
@

1
2
(su   ())0U 1(su   ())

=  1
2

@
@
(su   ())0

 2U 1(su   ())
= 

@
@
( 0())

U 1(su   ())
=
@
@
(0())U 1(su   ())
=0U 1(su   ())
である。f(Su;()jU )を最小化する ^は，もちろん 12f(Su;()jU)を最
小化するから，正則条件 (R3)，(1.16)式，性質 1より十分に大きな (n  1)
について限りなく確率 1に近く以下が成り立つ。
0 =g(^jSu;U )
=^
0
U 1fsu   ^g
=^
0
U 1fsu   0 + (0   ^0)  (^   ^0)g (1.19)
ここで，0 = v(0)，^0 = v((0))，^ = v((^))，^ =(^)である。
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しかしながら，正則条件 (R3)，(R7)のもとで平均値の定理を利用すると
^   ^0 = ~(^   0) (1.20)
となるような ~の存在が保証される。ただし，~は()の についての
導関数を ^と 0を結ぶ線分上のある点で評価することで得られる p  q
行列である。そして，(1.19)式に (1.20)式を代入すると
g(^jSu;U) =^0U 1fsu   0 + (0   ^0)  ~(^   0)g
p
n  1^0U 1 ~(^   0) =
p
n  1^0U 1fsu   0 + (0   ^0)g
  pn  1g(^jSu;U )
p
n  1(^   0) =
p
n  1(^0U 1 ~) 1^0U 1fsu   0
+ (0   ^0)g  
p
n  1g(^jSu;U) (1.21)
が成り立ち，(1.21)式について，以下が導かれる。
p
n  1(^   0) a= f00U
 1
0g 100U
 1
su  
p
n  1g(0j0;U)
(1.22)
(1.22)式において a=は左辺と右辺が漸近的に等価であることを意味する。
(1.21)式から (1.22)式への変形においては，正則条件 (R7)より0  ^0が
su  0より早く 0に近づくことを利用している。また， ~の0への収
束は，挟み撃ちの定理により，^と 0を結ぶ線分上のある点が 0へと収
束することから導かれる。さらに，f00U
 1
0g 1の存在はU が正定値
であることと正則条件 (R4)により保証されている。
そして最後に，正則条件 (R3)および，(1.17)式から g(0j0;U ) = 0が成
立するので
p
n  1(^   0) a= f00U
 1
0g 100U
 1
su
となる。su の従う漸近多変量正規分布がNp(0; Y )であるから，線形変
換後の確率ベクトルにおける平均ベクトルと共分散行列の変換公式を利用
して，性質 2が導かれる。
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性質 2は ^の分布が平均ベクトル と (1.18)式の (n  1) 1倍の共分散行列を
もつ多変量正規分布に漸近的に従うことを意味する。さらに，ADF推定法の目
的関数のように行列U が，U = Y が満たされるように正しく特定されていれ
ば，(1.18)式は以下のように非常に簡潔に再表現される。
f00Y
 1
0g 100Y
 1
Y Y
 1
0f00Y
 1
0g 1
= f00Y
 1
0g 100Y
 1
0f00Y
 1
0g 1
= f00Y
 1
0g 1f00Y
 1
0gf00Y
 1
0g 1
= f00Y
 1
0g 1 (1.23)
以上より，上記の表現が
p
n  1(^ADF   0)の漸近共分散行列である。さらに，
(1.10)式におけるU の正しい特定は ^の漸近共分散行列に関する簡易表現を導
くだけでなく，以下の性質を成り立たせる。
性質 3 U = Y ならば，^は (1.10)式で表される目的関数を最小化して得られ
る推定量の集合の中で漸近有効である。すなわち，^ADFの各要素の漸近
分散は，そのような推定量の集合の中で最も小さいものとなる (Browne,
1974)。
性質 3を有するADF推定量はBGLS(Best Generalized Least Squares)推定量と
称される。ただし，観測変数ベクトルxが多変量正規分布に従わないときには，
BGLS推定量は，必ずしも 0に関するあらゆる推定量の中で漸近有効であるわ
けではない，つまり，(1.23)式は必ずしもラオ・クラメールの下限を与えるとは
限らないということには注意が必要である。
目的関数の性質
次に，モデルの適合を検討する際に重要となる目的関数についての性質を示す。
性質 4 ^を，(n 1)!1のとき ^ =
p
n  1(^ 0)が平均ベクトル0と有限
の共分散行列をもつ漸近分布に従うような，ある推定量だと仮定する。ま
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た，c =c()を，rank(0c) = p  qで， =()として0c = (0)
となるような p  (p   q)のある行列関数とする。
さらに，e^ = su  ^，e0 = 0  ^0，^c =c(^)，0c =c(0)とする
と，Y^ がY の一致推定量となる正定値行列ならば，二次形式統計量
T = (n  1) (su   ^)0Y^ (su   ^)
= (n  1)e^0^c(^0cY^ ^c) 1^
0
ce^ (1.24)
の漸近分布は自由度 p   q，非心度
 = (n  1)e000c(00cY0c) 100ce0 (1.25)
の非心 2分布となる5。
証明 (1.20)式を用いると，
p
n  1^0ce^ =
p
n  1^0c(su   ^)
=
p
n  1^0cfsu   0 + (0   ^0)  (^   ^0)g
=
p
n  1^0c(su   0) +
p
n  1^0c(0   ^0)
 pn  1^0c(^   ^0)
=^
0
c(su +
p
n  1e0)  ^0c ~^ (1.26)
と表せる。(1.26)式最終項については，(n  1)!1のとき，^は確率的
に有界なままであるので，正則条件 (R7)と0c = (0)を 0に関して適
用した結果から
^
0
c
~^
a
= 00c0^ = 0
が成り立つ。なお，~の0への収束は前述の通りである。また，
p
n  1e0
は (n  1) ! 1のとき有界のままであるので，正則条件 (R5)より (1.26)
式について
p
n  1^0ce^ a= 00c(su +
p
n  1e0)
=00csu +
p
n  100ce0
5非心度については，非心 2 分布の確率密度関数の母数のパラメトリゼーションの違いに
よって 12 がつく場合もある。
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が導かれる。先ほどと同様，suの従う漸近多変量正規分布がNp(0; Y )で
あることを用いると，00csu+
p
n  100ce0が平均ベクトル
p
n  100ce0
と (p   q) (p   q)の共分散行列00cY0cをもつ多変量正規分布に漸
近的に従うことが分かる。ただし，正則条件 (R1)から00cY0cは非特
異となる。すると，以下となる。
T =(n  1)e^0^c(^0cY^ ^c) 1^
0
ce^
=(
p
n  1^0ce^)0(^
0
cY^ ^c)
 1(
p
n  1^0ce^)
a
=f00c(su +
p
n  1e0)g0f00cY0cg 1f00c(su +
p
n  1e0)g
f00cY0cg 1f00cY0cg = Ip qなので，f00cY0cg 1f00cY0cgは
対称ベキ等行列であり，その階数は p   qである。故に，統計量 T が自
由度 p  qの非心2分布に漸近的に従うことが分かる6。また，非心度は
00c(su +
p
n  1e0)が漸近的に従う多変量正規分布の平均ベクトルを用
いることで
 = (
p
n  100ce0)0(00cY0c) 1(
p
n  100ce0)
= (n  1)e000c(00cY0c) 100ce0
のように求められる。
ADF推定法のように目的関数 (1.10)式におけるU が正しく特定された場合
には，性質 4に示した検定統計量はより簡単な表現として得られる。そのこと
を性質 5として示す。
性質 5 Uが正しく特定されているならば，(n 1)f(Su;(^)jU)は自由度p q，
非心度 (n  1)f(0;(0)jY )の 2分布に従う。
6x  Nm(;
)のとき，A
がベキ等ならば，x0Ax  2r()である。ここで，r = rank(A
)
であり， = 0Aである。
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証明 (1.24)式と (1.25)式はそれぞれ
T = (n  1)e^0^c(^0cY^ ^c) 1^
0
ce^
= (n  1)e^0fY^  1   Y^  1^(^0Y^  1^) 1^0Y^  1ge^
= (n  1)(e^0Y^  1e^  g^0(^0Y^  1^) 1g^) (1.27)
 = (n  1)e000c(00cY0c) 100ce0
= (n  1)e00fY
 1   Y  10(00Y
 1
0)
 100Y
 1ge0
= (n  1)(e00Y
 1
e0   g00(00Y
 1
0)
 1g0) (1.28)
と変形できる (Khatri, 1966)。ただし，g^ = g(^jSu; Y^ )，g0 = g(0j0;Y )
である。U が適切に特定されたとき，Y^ = U とすることができ，正則条
件 (R3)，(R6)，(1.16)式より g^ = g(^jSu; Y^ ) = g(^jSu;U) = 0であるか
ら，(1.27)式について，
(n  1)(e^0Y^  1e^  g^0(^0Y^  1^) 1g^) = (n  1)(e^0U 1e^  0)
= (n  1)(su   ^)0U 1(su   ^)
= (n  1)f(Su;(^)jU)
が成り立つ。さらに，正則条件 (R3)，(R6)，(1.17)式よりg0 = g(0j0;U ) =
0なので，(1.28)式について，
(n  1)(e00Y
 1
e0   g00(00Y
 1
0)
 1g0) = (n  1)(e00U
 1
e0   0)
= (n  1)(0   ^0)0U 1(0   ^0)
= (n  1)f(0;(0)jU)
が成り立つ。以上より nf(Su;(^)jU)は自由度が p  q，非心度が (n 
1)f(0;(0)jY )の 2分布に従うことが示された。
なお，統計量Tに基づく統計的仮説検定において帰無仮説H0 : 0 = (0)(す
なわち，H0 : 0 = (0))を扱う場合には，0  (0) = (0)(すなわち，0  
(0) = 0)を考慮して，性質 4や性質 4.1における非心度は 0となり，自由度
p   qの 2分布を帰無分布として仮説の棄却，採択の判断が行われる。
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GLS推定法
共分散構造分析において最尤推定法と並んで利用されることの多いGLS推定
量はADF推定量にある条件を加えることで導かれる。ADF推定量における重
み行列の議論において扱った (1.12)式において，xの分布に尖りがないことを
仮定すると，4次のキュムラントが 0となるので
[Y ]ij;kl = [0]ik[0]jl + [0]il[0]jk
が成立する。なお，多変量正規分布は上式の関係を満たす。このとき，推定量
に関する望ましい性質を得るためには，(1.10)におけるU の特定の要素は
[U ]ij;kl = [V ]ik[V ]jl + [V ]il[V ]jk (1.29)
となることが求められる。ここでV は (n  1)!1のとき正定値行列0に確
率収束するような，p pの正定値確率行列である。
(1.29)式が成り立つならば，(1.10)式の目的関数は
f(Su;()jV ) = 1
2
tr[(Su  ())V  1]2
と表わせることが示されており (Browne, 1974)，V の候補として，Suを選べば，
fGLS() =
1
2
tr[(Su  ())S 1u ]2
のようにGLS推定法の目的関数が導かれる。そして，この関数を最小化するこ
とによってGLS推定値 ^GLSを得る。このGLS推定量は最尤推定量と漸近的に
同様の性質を有しており，(n  1)fGLS(^GLS)と2分布を利用したモデル適合の
検討を行うことも可能である。
なお，各推定法における目的関数の最適化には，最急降下法 (勾配法)，ニュー
トン法，共役勾配法など関数の最適化を行うための各種最適化アルゴリズムが
利用される (豊田, 1992, 1998)。
1.3 構造方程式モデリングで利用される適合度指標
2次までの積率を利用した構造方程式モデリングにおいては，母集団から得
られたと仮定されるデータの情報を利用して，データに対するモデルの当ては
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まりのよさを検討するための指標が数多く提案されている。構造方程式モデリ
ングにおけるモデル評価はモデル全体の評価とモデルの一部の評価に大別する
ことができるが，ここでは，全体評価うちの代表的なものであり，第 2章以降
で用いられるものをいくつか紹介する。2次までの積率を利用した構造方程式
モデリングに特化した指標については，豊田 (1992)や Bollen (1989)などが詳
しい。
2値に基づく適合度検定
最尤推定法，ADF推定法，GLS推定法では目的関数の性質を利用してモデル
の適切さに関する検定を行うことができる。ここでは，最尤推定法，ADF推定
法，GLS推定法の目的関数と推定値を区別することなく f()，^と表記する。
構造方程式モデリングにおける適合度の統計的仮説検定においては
帰無仮説 (H0) : 構成されたモデルは正しい
対立仮説 (H1) : 構成されたモデルは正しくない
という仮説の設定に基づき，帰無仮説のもとでは
(n  1)min
2G
f()
D ! 2(df)
が成立する。ここで，D !は左の確率変数列の右の確率分布への分布収束を意味
する。すなわち，
2値 = (n  1)f(^) (1.30)
がモデル自由度と一致する自由度を分布の母数とする2分布からの実現値であ
ると見なすことができる。したがって，2(df)に設けた当該有意水準に対応す
る臨界値と，この2値を比較することによってその有意水準における，仮説の
棄却採択を決定することができる。
構造方程式モデリングにおける仮説検定では分析者の主張したい内容が帰無
仮説となっている点で通常利用される仮説検定とは異なる。したがって，帰無
仮説が棄却されなかったとしても積極的にモデルの当てはまりの良さについて
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主張することができないことに留意する必要がある。また，通常の統計的仮説
検定と同様に，標本サイズが大きくなれば帰無仮説が棄却されやすくなり，反
対に標本サイズが小さいことで帰無仮説が採択されやすくなってしまうという
点にも注意すべきである。
RMSEA
前述の2値を利用し，構造方程式モデリングのために提案された適合度指標
の一つとしてRMSEA(Browne & Cudeck, 1992)がある。RMSEAは
RMSEA =
vuutmax f(^)
df
  1
n  1 ; 0
!
と定められる7。ここで，max(A;B)はA;Bのうち大きいほうを採用するとい
う意味の関数である。上式に 2値 = (n  1)f(^)の関係を適用すると
RMSEA =
s
max

2値=df
n  1  
1
n  1 ; 0

=
s
max

2値=df   1
n  1 ; 0

と変形できる。2分布の平均は理論的には自由度に一致するので，2値=df は
平均的には 1に近づく。RMSEAは 2値=df の平均からの偏差を標本共分散行
列の自由度 n  1で除したものとして解釈できる。RMSEAは絶対的な基準とし
て使われ，RMSEAの値が 0.05以下であればモデルの当てはまりがよい，0.05
より大きく 0.1以下であれば許容範囲，0.1より大きければ当てはまりは悪いと
判断される。
情報量基準 (AIC, BIC)
RMSEAとは異なり，構造方程式モデリングに特化しないものとしては情報
量基準として知られるAIC(Akaike, 1973)やBIC(Schwarz, 1978)が挙げられる。
AICやBICはあるデータに対して複数のモデルを構築した場合にそれらのうち
7本来は RMSEAは確率変数であるがここでは，その実現値として扱うことにする。
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最適なモデルを選ぶための相対評価のための指標であり，統計モデル全般にお
いて利用される。AICはもともと，最尤推定におけるモデル選択において，母
集団分布上での対数尤度関数の期待値を標本が従う多変量分布に関して平均的
に評価した期待平均対数尤度 (の 2倍)を推定するための推定量として紹介さ
れた。共分散構造分析の枠組みでは，目的関数の最小化によって得られた2値
を利用する形で，その指標が定められている。いくつかの定義があるもののそ
の一つとして，AICと BICの値は
AIC = 2値  2df
BIC = 2値  log(n)df
と定義される (豊田, 1998)。一般に母数の数が増えれば，データとモデルのフィッ
トはよくなってしまう。そこで，むやみに母数を増やして構築された自由度の
小さいモデルよりも母数は多くなくともデータをうまく近似することができる
モデルを高く評価する役割を AICと BICの第二項が果たすのである。さらに，
(1.30)式から分かるように 2値は標本サイズが大きくなるとが大きな値をとり
やすくなる点を考慮し，標本サイズの2値増大への影響の強さを抑えるために
BICでは第二項の因数として log(n)が含まれている。
1.4 構造方程式モデリングにおける3次積率の利用
正規分布と 3次積率
構造方程式モデリングにおいては，観測変数，構成概念，誤差変数に正規分
布を仮定することが多く，それゆえ推定法には最尤推定法やGLS推定法がしば
しば用いられる。そして，そのような状況の中ではこれまで 3次以上の積率を
構造化するということはなかなか行われてこなかった。それは明確な理由に基
づいている。正規分布は平均と分散を母数としてもつ，左右対称な形状を示す
確率分布である。そして，左右対称な形状から推測されるように正規分布に従
う確率変数の歪度は 0となるという特徴がある。歪度は確率変数Xが平均 と
標準偏差 を持つとしたときに
E[(X   )3]
3
(1.31)
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で定義される量であるが，正規分布では 3次積率について，E[(X   )3] = 0が
成立するため，歪度が 0となる。すなわち，変数の背後に平均 0の正規分布を
仮定している場合，共分散行列が分布の十分統計量となり，変数の 3次の積率
は分布に関する情報をもっていないと考えることができる。
しかしながら，変数に関する正規性の仮定を設けない場合には状況が異なる。
歪みを持った分布においては 3次積率は分布に関する情報を与えるため，構造
方程式モデルにおける母数の推定においてその情報を利用することができる。
因子分析や回帰分析における 3次積率の利用
Bentler (1983)は，構造方程式モデリングの研究において，2次までの積率を
主とした共分散構造分析の枠組みから高次積率へと考えを広げるのに貢献した。
Bentler (1983)では，観測変数の分布によらない構造方程式モデルの表現を提案
するという主旨のもと，高次の積率を扱った場合の積率構造の表現およびその
推定方法についての理論的な示唆がなされた。そして，その少し後にMooijaart
(1985)において，実際の分析における高次積率の有効性が示された。Mooijaart
(1985)は探索的因子分析モデルにおいて，2次積率と 3次積率を両方とも構造
化してモデル母数を推定することによって，直交解を仮定した因子分析モデル
での解の不定性を解決することができることを実データの分析例とともに提示
した。
最近では，Kano & Shimizu (2003)および Shimizu & Kano (2008)において，2
次から 4次の積率の構造化によって単回帰分析における影響関係の方向性を決
めることができることが示された。なお，Kano & Shimizu (2003)では，従来の
共分散構造分析では推定不可能な，二つの観測変数を伴う一因子の因子分析モ
デルの推定も同様の方法で可能となることも示しており，高次の積率の利用に
よって推定可能なモデルの範囲が拡大されることが示唆された。
ADF3推定法
ADF3推定法 (Asymptotically Distribution-Free method up to 3rd-order moment)
はMooijaart (1985)において導入された推定法であり，これは ADF推定法を 3
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次積率へと拡張した手法である。個々のモデルにおける積率構造の表現の違い
など詳細は第 2章以降で述べることにし，ここではADF3推定法の基本的な考
え方とその性質について述べる。
積率の扱い 観測変数に関する p  1確率ベクトルを xと表記し，その 1次積
率であるところの平均を = E[x]とする。ただし，xには有限な 6次積率が存
在するものとする。すると，平均を用いると共分散行列は
 = E[(x  E[x])(x  E[x])0]
として得ることができた。共分散構造分析や平均・共分散構造分析ではや
をモデルで扱う母数ベクトル によって構造化し，標本平均や不偏共分散行列
もしくは標本共分散行列を利用することで の推定値を得ることができた。
1次積率がベクトル，2次積率が行列で表現されたので，一般的に考えると 3
次積率は 3次元配列として表現されるが，現実には扱いにくい。そこで，3次
積率を表現する一般的な方法としてクロネッカー積を用いた方法がある。クロ
ネッカー積は簡単な例示で説明すると，
A =
"
a11 a12
a21 a22
#
; B =
"
b11 b12
b21 b22
#
のように二つの 2 2行列を表記したときに，分割行列形式で表された
A
B =
"
a11B a12B
a21B a22B
#
という 4  4行列が得られるような行列演算である。このクロネッカー積を用
いると 3次積率 (3)は
(3) = E[(x  E[x])
 (x  E[x])
 (x  E[x])]
のような形式で得られる。xが p 1ベクトルであるから，(3)は p3 1ベクト
ルである。なお，クロネッカー積を用いることで任意の次数の積率を統一的に
扱うことが可能となる。例えば，先の共分散行列は p2  1ベクトルの形では以
下のように表現される。
(2) = E[(x  E[x])
 (x  E[x])]
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2次積率 (2) と 3次積率 (3) を  によって構造化したベクトルをそれぞれ
(2)()と (3)()として表すと，これらを利用することで，ADF3推定法の目的
関数を構成することができる。ADF推定法の説明において，目的関数には各次
数の積率のうち，重複しない要素のみを使用することを説明した。(2)と (3)に
は重複する要素が含まれるため，独自要素のみを取り出すための選択行列F (2)，
F (3)を用意することで
(2)() = F (2) (2)()
(3)() = F (3) (3)()
のようにして独自要素からなる 2次積率構造ベクトルと 3次積率構造ベクトル
を得ることができる。(2)()は p  1ベクトル，(3)()は p  1ベクトルで
ある。ただし，p = p(p+ 1)=2，p = p(p+ 1)(p+ 2)=6と定める。なお，選択
行列F (2)，F (3)の具体的な表現についても第 2章以降で示す。
目的関数および重み行列 そして，目的関数の構成においては，(2)()と(3)()
に対応する形で重複のない標本 2次積率ベクトル s(2)と標本 3次積率ベクトル
s(3)を利用する。ここで，s(2)と s(3)はどちらも標本サイズ nで除することで得
られた偏りのある標本積率を要素として持つ。そして，1次積率から 3次積率
をすべて構造化する場合には
() = (()0;(2)()0;(3)()0)0
s = (x0; s(2)()0; s(3)()0)0;
また，2次積率と 3次積率を構造化する場合には
() = ((2)()
0;(3)()0)0
s = (s(2)()
0; s(3)()0)0
として以下の目的関数を構成する。
f(s;()jW ) = fADF3() = (s  ())0W 1(s  ()) (1.32)
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(1.32)式におけるW は，その極限分布W がAcov(s; s) = limn!1 cov(s; s)
となるような確率行列である。ただし，s =
p
n(s  0)と定める。すなわち，
W の特定の要素は
[W ]i;j = nAcov(si; sj) = ij
[W ]ij;k = nAcov(sij; sk) = ijk
[W ]ijk;l = nAcov(sijk; sl) = ijkl   jkil   ikjl   ijkl
[W ]ij;kl = nAcov(sij; skl) = ijkl   ijkl
[W ]ijk;lm = nAcov(sijk; slm)
= ijklm   ijklm   jkilm   ikjlm   ijklm
[W ]ijk;lmn = nAcov(sijk; slmn)
= ijklmn   mnijkl   lnijkm   lmijkn   ijklmn
  jkilmn + jkmnil + jklnim + jklmin
  ikjlmn + ikmnjl + iklnjm + iklmjn
  ijklmn + ijmnkl + ijlnkm + ijlmkn
となる。ここで，si; sij; sijkはそれぞれ，sに含まれる，特定の標本 1次積率，
標本 2次積率，標本 3次積率を意味している。例えば，W を上記の各式の右辺
に含まれる母積率を標本積率で置き換えたものとすれば，W = Acov(s; s)が
満たされる。そして，(1.32)式を最小化することによって，推定値 ^ADF3を得ら
れる。
推定量の性質 ADF3推定量およびその目的関数の性質として以下の事柄が挙
げられる。
性質 1 推定量 ^ADF3は真値 0の一致推定量である。
性質 2 ^ADF3 =
p
n(^ADF3   0)の漸近分布は平均ベクトル 0と以下に示す共分
散行列をもつ多変量正規分布となる。
lim
n!1
cov(^ADF3 ; ^
0
ADF3
) = f00W
 1
0g 1
ただし，0 =(0)である。
28
性質 3 ADF3推定量は BGLS推定量である。
性質 4 nfADF3(s;(^ADF3)jW )は自由度 p  q，非心度 nfADF3(s0;(0)jW )の
2分布に従う。
これらの性質は，ADF推定法の項において扱った正則条件のわずかな修正と，
偏りのある標本積率の採用に伴う n  1から nへの変更を行うことでADF推定
量のときと同様に証明される。
なお，3次積率を利用した SEMでのモデル比較においては，ADF3推定法の
有する性質から，先に説明した 2統計量の値，RMSEA，AIC，BICなどの適
合度を示す指標を利用することができる。
1.5 研究の目的および本稿の構成
先に述べたように，特定の変数に関する正規性の仮定から離れることで，3
次積率 (および 4次積率)はモデル識別やモデル比較において有用な情報を提供
する。原初的分析手法である回帰分析や因子分析における 3次積率の有効性か
ら判断すると，それらの分析を下位モデルとして捉えることができる構造方程
式モデリングにおいてもその貢献の大きさは容易に推測できる。しかしながら，
これまで構造方程式モデリングにおいて 3次積率を積極的に用いられることは
少なかった。ADF3推定法の提案当時においては，モデル推定時の計算負荷の
大きさが大きな欠点として述べられることが多く，それがその理由の一つであ
ると思われるが，現代におけるコンピュータ技術の向上により，計算負荷につ
いては当時ほど大きな問題とはならないと考えられる。そこで本研究において
は，ADF3推定法による 3次までの積率を用いた SEMの応用可能性について検
討を行う。
本研究では，大別して，三つの側面から 3次積率 SEM8の応用可能性について
考える。一つめは少変数モデルの分析における当該手法の応用可能性 (研究 I)，
二つめは多変数モデルの分析における当該手法の応用可能性 (研究 II)，三つめ
は既存のモデルとの組み合わせという点からの当該手法の応用可能性 (研究 III)
8本研究における構造方程式モデリングでは基本的に ADF3推定法による母数推定を行って
おり，以降，ADF3推定法による 3次までの積率を用いた SEMのことを指し示す言葉として，
3次積率 SEMという語を使用する。
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である。研究 Iでは，変数の少ないモデルの分析を通して，3次積率SEMの有効
性を検討する。心理学分野での研究への構造方程式モデリングの利用場面では
変数を多く扱ったモデルが比較的多い。しかし，あえて変数の少ないモデルを
扱うことで，変数の少ないモデルを数多く分析し，それによって 3次積率 SEM
の基本的な性質を実証的な観点から理解することが可能になると考える。研究
IIでは，研究 Iとは反対に多変数のモデルの分析に対する 3次積率 SEMの可能
性について吟味する。数多くの変数から成るモデルを扱うための新しい推定法
を提案するとともに，シミュレーション研究や実データへの適用からその評価
を行う。最後に研究 IIIでは，これまでに提案されているモデルに関して，正規
性の仮定を取り払い，3次積率を組み込んで改良したモデルを構成する。その
モデルの推定を通して，従来のモデルでは得ることが難しかった知見の獲得に
3次積率 SEMが有効な統計手法として利用可能であることを示す。そして，研
究 Iから研究 IIIでの研究成果から，3次積率 SEMの応用場面における可能性を
考察する。次章以降では，第 2章，第 3章，第 4章でそれぞれ，研究 I，研究 II，
研究 IIIの内容を扱い，第 5章において研究全体としての考察および研究を通し
て得られた今後の課題について議論することとする。また付録として，研究に
おいて使用した分析プログラムのスクリプトやデータの一部を掲載する。
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第2章 少変数モデルにおける応用可
能性(研究I)
第 2章では，共分散構造モデルの問題点について述べるとともに，3次積率
SEMによるその問題克服の可能性について検討を行う。ここでは，観測変数の
みから成り立ち，変数の数も少ない単純なモデルを利用して，3次積率 SEMの
有効性を実証的に探る。
2.1 共分散構造モデルの問題
第 1章で述べたように，共分散構造分析はモデル構成とモデル評価において
高い柔軟性をもった多変量解析手法である。それゆえ，様々な分野において共
分散構造分析は利用されてきた。しかしながら，共分散構造分析には分析が難
しい主なモデルがいくつか存在する。本節では，そのような共分散構造モデル
に内在する問題から，共分散構造分析の欠点について言及する。初めに基本的
なモデルの分類基準について簡単に触れたのち，共分散構造分析の短所とも言
える問題を孕んだ三つのモデルについて言及する。
逐次モデルと非逐次モデル
まずは，第 2章内で登場する概念として，モデルの逐次性と非逐次性につい
て述べる。構造方程式モデルを扱う場合に多く利用されるモデルの分類基準と
して，逐次性と非逐次性がある。逐次型のモデル1は，二つの変数間の双方向影
響関係，ある内生変数から他の変数を経由して再びその内生変数へ影響が戻る
フィードバックループ，誤差間相関関係のうちいずれも含まないモデルである
1逐次性を持ったモデルのことを示す。
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(Bollen, 1989)。一方，非逐次型のモデルとは上記三つのうち一つでも含んだモ
デルのことである。
図 2.1から図 2.5に，逐次モデルと非逐次モデルの例として五つのパス図を掲
載した。図 2.3，図 2.4，図 2.5が非逐次モデルの例であり，図 2.3には y1と y2
の間の双方向のパスが，図 2.4には y3についてのフィードパックループが，図
2.5には e1と e2の間の両方向矢印があるため，これらは非逐次モデルとなる。
それに対して，逐次モデルの図 2.1と図 2.2は，それらの特徴を含んでいない。
y1 y4e1
y2e2 y3 e3
図 2.1 逐次型モデル (例 1)
y1 y4e1
y2e2 y3 e3
図 2.2 逐次型モデル (例 2)
y1 y4e1
y2e2 y3 e3
図 2.3 非逐次型モデル (例 1)
y1 y4e1
y2e2 y3 e3
図 2.4 非逐次型モデル (例 2)
y1 y4e1
y2e2 y3 e3
図 2.5 非逐次型モデル (例 3)
飽和モデル
ここからは，共分散構造分析において問題となる分析モデルとして，飽和モ
デル，識別不定モデル，同値モデルの三つのモデルを説明する。共分散構造分
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析は，分かりやすい例に例えるならば，多元連立方程式のようなものであり，積
率の数は方程式 (5 = 2x+ 3y; 4 = y + z; 1 = 5z   xなど)の数，母数の数は方
程式に含まれる変数 (x; y; zなど)の数に相当する。そして，各等式の左辺であ
る 5; 4; 1が Sに含まれる独自要素2，右辺の 2x + 3y; y + z; 5z   xが()に
含まれる独自要素，x; y; zの解が推定値である ^ということになる。すなわち，
母数の推定値を求めることは方程式の解を求めることを意味しており，積率 (方
程式)の数が母数 (方程式に含まれる変数)の数以上の場合には母数 (解)を求め
ることが可能である。なお，積率 (方程式)の数と母数 (方程式に含まれる変数)
の数の差が自由度に相当する。
y2
y1 e1
y3
図 2.6 飽和モデルの例
一般に，飽和モデルは自由度が 0となってしまうモデルのことを指す。自由
度が 0であることは方程式の数が母数の数と一致することを意味し，その場合
には方程式を厳密に満たす解が一つ得られる。図 2.6は飽和モデルの代表的な例
である重回帰モデルである。このモデルには観測変数が三つ含まれるので，推
定できる最大母数の数は 6 = 3(3 + 1)=2個である。母数としては，パスが二つ，
誤差分散が一つ，外生的観測変数の分散が二つ，共分散が一つの計 6個が存在
するから，自由度は 0となってしまう。
共分散構造分析では，研究仮説に基づいて方程式自体を生成してその方程式
の適切さを種々の適合度から判断するわけだが，自由度が 0の場合には，方程式
の適切さに関係なく必ずS = ()を満たす が得られてしまうので，各種適
合度指標の値が 0もしくは定義不能となってしまい，モデルの適切さを判断す
る根拠を失ってしまう。そして，注意するべきなのは，データを収集する以前
2Su の場合も同様である。
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にモデルを構築した時点で飽和モデルであることが決まってしまうことである。
識別不定モデル
識別不定モデルは，モデルの共分散構造()について，異なる推定値 1;2
において(1) = (2)が成立してしまうようなモデルのことである。識別不
定モデルの原因としては，自由度によって明確な場合のほかモデル自体の構造
による場合もある。まず，自由度に基づく識別不定モデルは自由度が 0より小
さくなってしまうモデルのことである。これは連立方程式において方程式の数
が変数の数を下回ってしまっている場合である。例えば，図 2.7に描かれたモデ
ルでは，最大 6個の母数を推定できるのだが，母数はパスが四つ，誤差分散が三
つの計 7個であるから，自由度は 1となってしまい識別不定となる。次に構造
に基づく識別不定モデルは，モデルの自由度は 0以上として考えられるものの，
モデルの特有の構造によって，異なる推定値 1;2について(1) = (2)が
成立してしまうモデルのことである。識別不定モデルでは方程式を満たす値が
無数に存在するため，解を定義することができない。すなわち，共分散構造分
析においては母数の推定値を得ることすらできない。
実際の分析場面では，そのような場合の対処として母数の一部を実質科学的
知見によって固定したり，複数の母数が等値であるという仮定を設けたりする，
つまり，母数空間について何らかの制約を課すことによってモデルを推定する
場合もある。しかしながら，その場合には，母数に関する仮定の妥当性を示し，
モデルの客観性を主張するための明確な根拠が必要である。
y1
y3
e1
e3
e2 y2
図 2.7 識別不定モデルの例
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同値モデル
同値モデルは任意の共分散行列Sについて，モデルAで得られた推定値 ^A，
モデル Bで得られた推定値 ^B があるときに，それらから復元される共分散行
列について，A(^A) = B(^B)となるようなモデルのことである (MacCallum,
Wegener, Uchino, & Fabrigar, 1993)。同値モデルは自由度が等しく復元された共
分散行列も等しい。したがって，モデル全体の適合度を示す指標である2値や
2値を利用して計算されるAICやBICといった情報量基準の値，さらには p値
なども等しくなってしまうため，同値モデルとなるモデル間でのモデル比較は
不可能である。共分散構造分析の実用的観点からは同値モデルの問題はほとん
ど意識されることがないが，同値モデルの存在を認識することは非常に重要で
ある。それは，分析者の主張したいモデル (A)があった場合に，そのモデルと
同じ確かさを示すモデル (B)が存在する可能性を示しているからである。なお，
同値モデルはSの値に依存するのではなく，飽和モデル同様にデータの収集以
前に決定されるモデルに内在する問題であるから，分析者の主張するモデルに
同値モデルが存在する場合には，科学的根拠や常識に基づいて，同値なモデル
ではなくどうしてそのモデルであるべきかという点を裏付ける必要がある。こ
の点は識別不定モデルで述べたことと同様である。
飽和モデルの問題について系統的に扱った初めての研究は Stelzl (1986)と言
われている。Stelzl (1986)では逐次型モデルをもとに同値なモデルを作成する規
則を提案した。そしてその後で，Stelzl (1986)の結果を含み，非逐次モデルへも
適用可能な “Replacing Rule”がLee & Hershberger (1990)によって作り出された。
また，この規則を学術雑誌に掲載されていた共分散構造モデルに適用して，論文
中で主張されたモデルと同値なモデルの存在を検討したMacCallum et al. (1993)
によって，心理学の三つの領域の学術雑誌に掲載されたモデルを調査した結果，
各雑誌で取り上げられたモデルのうち 70%以上が一つ以上の同値モデルが存在
するものであることが報告された。それ以降もMayekawa (1994)や Raykov &
Penev (1999)によってそれまでの同値モデル生成規則を含むような新たな規則
や複数のモデルが同値モデルであることを確かめるための規則などが提案され
てきた。
35
Replacing Rule ここでは，これまで提案された同値モデルの生成規則の中で，
非逐次モデルにおいても適用可能であり，適用の比較的容易な規則である Re-
placing Ruleについて概説する。簡単に述べると，Replacing Ruleは二つの内生
変数間の単方向パスを誤差間の双方向パスに変えることで同値モデルを生成す
るという規則である。まず，Replacing Ruleはモデル全体をいくつかのブロック
に分割したときに，それらのブロックが逐次的であるようなモデルを対象とす
る。注目する二つの内生変数を含むブロックを focal block，そのブロックに先
行するブロックを preceding block，後に続くブロックを succeeding blockと呼ぶ
(図 2.8(上))3。そして，ブロック間の逐次性に加えて，focal blockにおける逐次
性も規則を適用するための必要条件となる。その上で，focal block内の注目す
る二つの内生変数 x; yに関して，以下の規則が成り立つ。
規則 1 xから yへの単方向パスが引かれているとき，xに単方向パスが引かれた
preceding block内の変数の集合Vxと yに単方向パスが引かれた preceding
block内の変数の集合Vyに関して，Vx  Vyとなるならば，xと yの間の
単方向パスを xと yの誤差間の相関に置き換えることで同値モデルを生成
できる。
x2
x3
x4
x5 x7x6
x1
precedingblock succeedingblock
focalblock
x2
x3
x4
x5 x7x6
x1
precedingblock succeedingblock
focalblock
図 2.8 Replacing Rule適用例 1
3ただし，preceding blockや succeeding blockは無くてもよい。
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x2
x3
x4
x5 x7x6
x1
precedingblock succeedingblock
focalblock
x2
x3
x4
x5 x7x6
x1
precedingblock succeedingblock
focalblock
図 2.9 Replacing Rule適用例 2
図 2.8はReplacing Rule(規則 1)の適用例を示すためのパス図である。なお，簡
略化のため，内生変数に刺さる誤差は省略している。図 2.8(上)において，三つ
のブロック間には逐次的な関係が成り立っている。また，focal blockには x3と
x4の二つの内生変数のみが含まれていて，x3から x4への単方向パスが存在す
るから，focal block内の逐次性も成り立っている。preceding blockから x3へと
単方向パスを刺しているのは fx2gである，一方 x4へと単方向パスを刺してい
るのは fx1; x2gである。Vx3  Vx4が満たされるから，x3から x4への単方向パ
スは x3の誤差 e3と x4への誤差 e4の間の両方向パスと置き換えることが可能で
ある (図 2.8(下))。続いて，規則 1の特別ケースとして以下の規則 2が成り立つ。
規則 2 xから yへの単方向パスが引かれているとき，xに単方向パスが引かれた
preceding block内の変数の集合Vxと yに単方向パスが引かれた preceding
block内の変数の集合Vyに関して，Vx = Vyとなるならば，xと yの間の
単方向パスを xと yの誤差間の相関に置き換える，もしくは逆方向のパス
に置き換えることで同値モデルを生成できる。
図2.9はReplacing Rule(規則2)の適用例を示すためのパス図である。図2.9(上)
では，図 2.8(上)のパス図に加えてx1からx3への単方向パスが加えられている。
これにより，preceding blockから x3へと単方向パスを刺しているのは fx1; x2g
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となるから，Vx3 = Vx4が成立する。以上より，x3から x4への単方向パスを x3
の誤差 e3と x4への誤差 e4の間の両方向パスに変えても，あるいは x4から x3
への単方向パス (図 2.9(下))に変えてもそれらは同値モデルとなる。
さらに，preceding blockが特別な性質を有するときに利用可能な規則として
以下を示す。
規則 3 preceding blockが飽和モデルであるとき，これを just-identified blockと
呼ぶことにする。just-identified block内が飽和モデルである限りにおいて，
生成されるモデルは同値モデルとなる。
x2
x3
x4
x5 x7x6
x1
succeedingblock
just-identifiedblock
x2
x3
x4
x5 x7x6
x1
succeedingblock
just-identifiedblock
図 2.10 Replacing Rule適用例 3
図2.10はReplacing Rule(規則3)の適用例を示すためのパス図である。図2.10(上)
の二つのブロックのうち左側のブロックは，含まれる変数のうち任意のすべて
の二つの変数間にパスが引かれているため，飽和モデルである。このブロック
を just-identified blockと見なす。すると，just-identified blockの変数間のパスを
全て逆方向にしたとしても飽和モデルであることに変わりがないから，このモ
デルは先のモデルと同値なモデルである (図 2.10(下))。
目的
本節で説明してきた飽和モデル，識別不定モデル，同値モデルという共分散
構造分析に内在するモデル上の問題を解決するための方法として，3次積率の
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利用が考えられる。構造方程式モデリングにおいて 3次積率を推定に利用した
場合の特徴の一つは，推定可能な母数の数が増加することである。観測変数が
p個ある場合，3次積率の数は p(p+1)(p+2)=6個であった。共分散構造分析と
比較してこれだけの積率が増加するのであるから，共分散構造分析の枠組みに
おいて飽和モデルとなってしまったモデルに自由度が生まれる。また，自由度
の点から識別不定になってしまった共分散構造モデルについては，そのほとん
どに関して自由度が 0以上になることは想像に難くない。その結果，共分散構
造分析の枠組みでは飽和モデル，識別不定モデルとなったモデルであっても推
定および比較を行うことが可能となるだろう。
さらに，先に挙げた回帰分析における高次積率の利用によるモデル比較研究
のように，2次積率構造である共分散構造だけでは，区別の付かなかった同値
なモデルに関しても，3次積率を利用することでモデル間の比較が可能になる
と考える。特に，歪みを持った分布に従う変数を扱った場合には，モデル間の
比較において 3次積率が有効に作用すると推測される。
本研究においては，3次積率 SEMをモデル比較およびモデル選択に適用し，
共分散構造分析の問題であった三つのモデルの解決に対してどのように作用す
るかを確認する。ここでは，飽和モデル，識別不定モデル，同値モデルが含ま
れる三つの観測変数から成るさまざまなモデルを 3次積率 SEMによって網羅的
に分析し，モデル間での適合度比較を行うとともに，誤差に対する歪みの仮定
の有無も考慮したうえでの最適モデルの選択の実例を示す。さらに，モデル選
択については，標本サイズ，変数間の関係の強さ，変数の歪みの大きさなどを
要因として扱ったシミュレーション研究を通して，3次積率 SEMを用いたモデ
ル選択の妥当性やモデル選択に影響を及ぼす要因について確認をする。
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2.2 3次積率を利用したパス解析モデル
パス解析モデル
p個の観測変数間の関係を想定して分析するにあたり，以下のような同次方
程式モデルを定める。
x = Ax+  (2.1)
ただし，
x =
"
y
z
#
A =
"
A
(0)
#
 =
"
e
z
#
である。ここで，xは各変数の平均について偏差化された p  1の観測変数ベ
クトルであり，構造変数ベクトルは p1  1内生的観測変数ベクトル yと p2  1
外生的観測変数ベクトル zに分割することができるとする。Aは p pのパス
係数行列であり，分割行列として含まれるAは xの yへの影響の強さを表す
p1 p行列であり，ゼロ行列 (0)は外生的観測変数ベクトル zが他の構造変数か
らの影響を受けていないことを表している。また，は p 1の残差ベクトルで
あり，内生的観測変数ベクトル yに関する p1  1誤差ベクトル eと外生的観測
変数ベクトル zに分割される。
ここで，(2.1)式は
x Ax = 
(I  A)x =  (2.2)
と変形でき，p p正方行列 (I  A)に逆行列が存在すると仮定すると (2.2)式
に左から (I  A) 1 = T を乗じることによって
x = T (2.3)
のように，(2.1)式から観測変数ベクトルについての表現を得ることができる。
そして，これを利用して積率構造を導く。
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積率構造の導出と目的関数の構成
2次積率 (共分散)構造と 3次積率構造を導出するためにはクロネッカー積を
利用することが有効である。すると，xに関する構造化された 2次積率ベクト
ルを p2  1ベクトルによって以下のように表現することが可能である。
(2)() = E[x
 x]
= E[T
 T]
= (T 
 T )E[
 ]
観測変数が三つの場合には構造化された 2次積率は
(2)()
= (11(); 12(); 13(); 21(); 22(); 23(); 31(); 32(); 33())
0
のように 9  1ベクトルで表現される。これらの要素は xの共分散行列の要素
であるから，12()と 21()，13()と 31()，23()と 32()はそれぞれ同
一の 2次積率を表しており，各ペアの一方は重複する要素として捉えることが
できる。このような重複要素は p  p2の選択行列 F (2)を用いて排除すること
ができる。ここで，p = p(p + 1)=2である。そして，F (2)を (2)()に前から
乗じることで，重複要素を除き，独自要素のみから構成される 2次積率の構造
が以下のような p  1ベクトルとして定められる。
(2)() = F (2) (2)()
具体的に，観測変数が三つの場合のF (2)は
F (2) =
2666666664
1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
3777777775
のような 6 9行列となる。また，(2)()は
(2)() = (11(); 21(); 31(); 22(); 32(); 33())
0
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として，6 1ベクトルの形式で得られる。
続いて，3次積率構造についても同様の方法で定める。
(3)() = E[x
 x
 x]
= E[T
 T
 T]
= (T 
 T 
 T )E[
 
 ]
(3)() = F (3) (3)()
(3)()は xに関する構造化されたすべての 3次積率を要素としてもつ p3  1
ベクトルであり，(3)()はそこから重複要素を除いた p 1ベクトルである。
ただし，p = p(p + 1)(p + 2)=6とする。なお，観測変数が三つの場合には，
(3)()，(3)()，F (3)はそれぞれ以下のように表現される。
(3)()
= (111(); 112(); 113(); 121(); 122(); 123(); 131(); 132(); 133();
211(); 212(); 213(); 221(); 222(); 223(); 231(); 232(); 233();
311(); 312(); 313(); 321(); 322(); 323(); 331(); 332(); 333())
0
(3) = (111(); 211(); 221(); 222(); 311();
321(); 322(); 331(); 332(); 333())
0
F (3)=
266666666666666666666666666664
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
377777777777777777777777777775
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そして，重複のない2次と3次の積率構造を併せたp1の積率構造ベクトルを
以下のように構成することができる。ただし，p = p(p+1)=2+p(p+1)(p+2)=6
とする。
() = (0(2)();
0
(3)())
0
s = (s0(2); s
0
(3))
0
sは母積率の一致推定量としての標本積率ベクトルであり，()に含まれる要
素に対応する順で並べた p  1ベクトルである。そして，()と sを用いて
次のようにADF3推定法の目的関数を構成することができる。
f()ADF3 = (s  ())0W 1(s  ()) (2.4)
なお，(2.4)式におけるW は母積率の一致推定量 sの漸近的共分散行列の一致
推定量を標本サイズ (n)倍した p  p行列である。母数の推定値 ^ADF3 は
(2.4)式を最小化することによって得られる。
2.3 実データ分析による検討
検討モデル
三つ程度の少数の観測変数からなるモデルについては，観測変数間の影響関
係を考慮した多数のモデルを網羅的に分析することによって最適なモデルを選
択する方略を考えることができる。ここでは，図 2.11から図 2.16のパス図で示
された三つの観測変数からなる多くのタイプのモデルを対象としてモデルの比
較を行い，最適なモデルの選択を試みる。三つの観測変数からなるモデル群に
対して 3次積率 SEMを用いた分析を行い，その場合のモデル選択について実
証する。3次積率 SEMでは図 2.11から図 2.16に示した全てのモデルを推定し，
比較することが可能となり，先述の共分散構造分析におけるモデル比較の問題
の克服が可能となると期待される。
分析対象となる三つの観測変数から成るモデルは六つのタイプに分類されて
いる。モデル式において yは内生的な観測変数を，zは外生的な観測変数を表
している。六つのモデルの中で，分岐型と偏相関型は観測変数間の関係性は同
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直線型
y1 = 12y2 + e1
y2 = 23z3 + e2
e1?? e2
yy z
e1 e2
21 3
図 2.11 直線型パス図
分岐型
y1 = 13z3 + e1
y2 = 23z3 + e2
e1?? e2
y1e1
y2
z3
e2
図 2.12 分岐型パス図
偏相関型
y1 = 13z3 + e1
y2 = 23z3 + e2
y1e1
e2 y2
z3
図 2.13 偏相関型パス図
合流型
y1 = 12z2 + 13z3 + e1
z3
z2
y1 e1
図 2.14 合流型パス図
順次型
y1 = 12y2 + 13z3 + e1
y2 = 23z3 + e2
y2e2
z3
y1 e1
図 2.15 順次型パス図
回転型
y1 = 12y2 + e1
y2 = 23y3 + e2
y3 = 31y1 + e3
y1e1
e2 y2
y3 e3
図 2.16 回転型パス図
一である。しかし，分岐型においては二つの誤差変数 e1; e2の間の統計的独立
を仮定しているのに対して，偏相関型では共分散 e1e2や 3次積率 e21e2と e1e22
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を推定している。なお，図 2.13においては，3次積率も推定しているという理
由から，誤差間相関を表わすパスには (通常の相関関係を意味する両方向矢印と
異なり)矢印をつけていない。
さらに本研究では，各モデルについて，三つの変数間の関係性だけでなく，誤
差に歪みがあるかないかという点も考慮して多数のモデルを分析する。なお，
一般の状況によくあるように，すべての外生的観測変数について歪みがあるこ
とを仮定した。そして，六つのタイプのモデルについて，変数の影響関係と誤
差変数に関する歪みの有無を考慮した全 94のモデルを分析した。内訳は直線型
24個，分岐型 12個，偏相関型 12個，合流型 6個，順次型 24個，回転型 16個
である。例えば，x; y; zの三つの変数から成る直線型のモデルの場合，変数間
の関係性から 6つのパス図が描ける (x ! y ! z，x ! z ! y，y ! x ! z，
y ! z ! x，z ! x! y，z ! y ! x)。そして，そのパス図ごとに内生変数の
二つの誤差について誤差の有無の組み合わせが四つあるので，全てで 24個のモ
デルとなる。
ここで，六つのタイプに含まれるモデル4を共分散構造分析の枠組みから考え
ると，複数の同値モデルや飽和モデルが含まれていることが分かる。先と同様
に三つの変数を x; y; zと表すとすると，直線型のモデル x ! y ! zは x ! y
を just-identified blockと見なせば，Replacing Ruleの規則 3より分岐型のモデル
x  y ! zと同値であることが分かる。また，今度は x  y ! zの y ! zを
just-identified blockと見なせば，x  y  zもそれらと同値モデルである。そ
のほかにも順次型のモデル x ! y，y ! z，x ! zは y ! zを focal blockと見
れば，Replacing Ruleの規則 2より yと zの間の単方向パスは yと zの誤差間相
関に置き換えられるので，偏相関型モデル x ! y，x ! z，cov(ey; ez)は同値
モデルであることが分かる。なお，そもそも順次型モデルは飽和モデルである
から，モデル間の単方向矢印の向きを変えたモデルは全て同値モデルとなって
しまう。また，回転型のモデルは共分散構造分析の枠組みでは，構造上識別不
定となってしまう代表的なモデルである。今回取り上げた三つの観測変数から
成るモデルに関しては，少し考察しただけでもこれだけ多くの同値となる共分
4ここで言うモデルとは，変数間の関係性のみを意味する。推定すべき外生変数の積率 (分
散・共分散・3次積率)の違いはモデルの違いとしないことにする。
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散構造モデル，飽和モデル，識別不定モデルが存在する。ここでは，3変数の
実データに対して 94個のモデルを当てはめ，3次積率 SEMによって分析した
結果から，3次積率 SEMではこの問題がどのように扱われるかを検討する。ま
た，モデル比較によって得られた最適モデルについて解釈を行い，モデル推定
値の解釈可能性という観点から 3次積率 SEMの有効性を考察する。
モデル比較結果と最適モデルの解釈
モデル比較結果 適用例に使用した実データは Chattopadhyay (2002)によって
収集された住居に関するものである。三つの観測変数は「PRICE」，「AGE」，
「PTAXES」であり，「PRICE」はその家の売却価格，「AGE」は居住年数，「PTAXES」
は購入時点での家が位置する地域における不動産税率を意味している。標本サ
イズは 3044であり，「PRICE」，「AGE」，「PTAXES」の歪度の推定値はそれぞ
れ，.45，.94，.48であった。
表 2.1から表 2.6には各タイプに属するモデルの自由度 (df )と適合度指標であ
る RMSEAと 2値を掲載した。表 2.1には，直線型の全 24個のモデルに関す
る結果が示されている。なお，表中における PRIは PRICE，PTAXは PTAXES
を縮めたものである。一段目の最上部にある「AGE!PRI!PTAX」などの変数
間の関係についての記述は，表側内にある「A!B!C」という記述と対応して
いる。例えば，表 2.1の左上部分にある「AGE!PRI!PTAX」についての分析
結果においては，Aが「AGE」，Bが「PRI」，Cが「PTAX」に対応していると
いうことである。また，表側には誤差についての歪みの仮定について示す指標
が示されている。例えば，上から 2番目の「A1 Be0 Ce1」は外生変数である変
数Aと内生変数Cの誤差については歪みを仮定し，内生変数Bの誤差には歪み
を仮定しないということを意味している。統合すると，左上部分の領域の「A1
Be0 Ce1」の行の結果は，「AGE!PRI!PTAX」の変数間の影響関係で「AGE」
には歪みあり，「PRI」の誤差には歪みなし，「PTAX」の誤差には歪みありという
仮定を置いたモデルを分析した際の適合度に関する結果ということになる。
表 2.1から表 2.6の結果を検討すると，共分散構造モデルの問題に対する 3
次積率 SEMの有効性が認められる。表 2.1を見ると，同値モデルの問題が解
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表 2.1 直線型のモデル適合度
A!B!C AGE!PRI!PTAX PTAX!PRI!AGE PRI!AGE!PTAX
RMSEA 2値 df RMSEA 2値 df RMSEA 2値 df
A1 Be1 Ce1 .108 290.99 8 .111 310.60 8 .183 826.16 8
A1 Be0 Ce1 .103 298.32 9 .108 329.05 9 .173 832.26 9
A1 Be1 Ce0 .120 402.88 9 .121 410.92 9 .182 919.43 9
A1 Be0 Ce0 .115 409.69 10 .118 430.32 10 .172 908.32 10
A!B!C PTAX!AGE!PRI AGE!PTAX!PRI PRI!PTAX!AGE
RMSEA 2値 df RMSEA 2値 df RMSEA 2値 df
A1 Be1 Ce1 .176 760.56 8 .135 448.61 8 .138 471.88 8
A1 Be0 Ce1 .176 858.15 9 .139 536.29 9 .133 491.63 9
A1 Be1 Ce0 .170 801.29 9 .131 476.95 9 .141 555.62 9
A1 Be0 Ce0 .172 909.34 10 .135 565.01 10 .138 587.81 10
※ A, Be, Ceの隣の 1と 0はそれぞれに関して歪みを仮定するか否かを意味している。
決されていることが確認できる。共分散構造分析においては，表 2.1の上段一
番左の領域にある「AGE!PRI!PTAX」と二つの矢印を両方とも反対にした
「PTAX!PRI!AGE」(同じく上段真ん中)は同値モデルであった。しかしなが
ら，誤差に対する歪みの四つのパターン全てにおいて，両者の適合度指標の値
は異なっている。さらに，タイプを異にする同値モデルとして，表 2.1の直線
型の「AGE!PRI!PTAX」に関する結果と，表 2.2の分岐型の一番左の領域に
ある「PRI!AGE，PRI!PTAX」に関する結果を見ても同様に，適合度指標の
値は異なっていることが分かる。このような結果は，偏相関型 (表 2.3)と順次
型 (表 2.5)に含まれている共分散構造分析での同値モデルに関しても認められ，
共分散構造分析の枠組みにおいては同値モデルとなってしまい比較が不可能な
モデルであっても 3次積率 SEMを用いることで，比較可能となることが確認で
きる。
表 2.2 分岐型のモデル適合度
A!B, A!C PRI!AGE, PRI!PTAX AGE!PRI, AGE!PTAX PTAX!PRI, PTAX!AGE
RMSEA 2値 df RMSEA 2値 df RMSEA 2値 df
A1 Be1 Ce1 .102 262.02 8 .176 759.01 8 .129 415.39 8
A1 Be0 Ce1 .113 360.24 9 .170 798.38 9 .127 448.05 9
A1 Be1 Ce0 .116 380.57 9 .171 810.67 9 .135 506.03 9
A1 Be0 Ce0 .125 486.88 10 .167 858.00 10 .131 533.15 10
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表 2.3 偏相関型のモデル適合度
A!B, A!C PRI!AGE, PRI!PTAX AGE!PRI, AGE!PTAX PTAX!PRI, PTAX!AGE
RMSEA 2値 df RMSEA 2値 df RMSEA 2値 df
A1 Be1 Ce1 .090 127.59 5 .130 260.68 5 .128 255.99 5
A1 Be0 Ce1 .118 261.58 6 .125 292.60 6 .126 295.12 6
A1 Be1 Ce0 .120 268.94 6 .139 359.41 6 .141 370.43 6
A1 Be0 Ce0 .137 407.14 7 .134 390.69 7 .137 404.86 7
表 2.4 合流型のモデル適合度
AGE!RTAX, PRI!PTAX PRI!AGE, PTAX!AGE AGE!PRI, PTAX!PRI
RMSEA 2値 df RMSEA 2値 df RMSEA 2値 df
skewness .129 257.57 5 .129 258.78 5 .058 55.40 5
non-skewness .141 368.96 6 .138 355.29 6 .068 89.70 6
表 2.5 順次型のモデル適合度
A!B, AGE!PRI, PTAX!PRI, PRI!AGE,
B!C, PRI!PTAX, PRI!AGE, AGE!PTAX,
A!C AGE!PTAX PTAX!AGE PRI!PTAX
RMSEA 2値 df RMSEA 2値 df RMSEA 2値 df
A1 Be1 Ce1 .115 290.90 7 .116 295.33 7 .109 261.11 7
A1 Be0 Ce1 .109 298.22 8 .113 318.02 8 .118 348.25 8
A1 Be1 Ce0 .127 400.31 8 .126 393.85 8 .123 375.12 8
A1 Be0 Ce0 .121 407.05 9 .122 417.14 9 .129 463.58 9
A!B, PTAX!AGE, AGE!PTAX, PRI! PTAX,
B!C, AGE!PRI, PTAX!PRI, PTAX!AGE,
A!C PTAX!PRI AGE!PRI PRI!AGE
RMSEA 2値 df RMSEA 2値 df RMSEA 2値 df
A1 Be1 Ce1 .111 271.10 7 .114 283.19 7 .109 262.02 7
A1 Be0 Ce1 .123 374.90 8 .121 366.21 8 .119 355.39 8
A1 Be1 Ce0 .111 309.49 8 .114 322.73 8 .120 360.16 8
A1 Be0 Ce0 .122 417.14 9 .121 407.05 9 .129 463.58 9
続いて，3次積率 SEMによる分析の二つ目の特長として飽和モデルの問題が
解決されていることが認められる。共分散構造分析の枠組みで考えると，偏相
関型，合流型 (重回帰モデルと同等)，順次型はどれも推定するべき母数の数が
六つのモデル群である。三つの観測変数の場合，共分散行列の独自要素の数は
6個であるから，自由度が 0となってしまうため，これらの型に含まれるモデ
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表 2.6 回転型のモデル適合度
A!B, B!C, PRI!AGE, AGE!PTAX, PTAX!AGE, AGE!PRI,
C!A PTAX!PRI RPI!PTAX
RMSEA 2値 df RMSEA 2値 df
A1 Be1 Ce1 .108 290.99 8 .111 310.60 8
A1 Be0 Ce1 .103 298.32 9 .108 329.05 9
A1 Be1 Ce0 .120 402.88 9 .121 410.92 9
A1 Be0 Ce0 .115 409.69 10 .118 430.32 10
ルはすべて飽和モデルである。しかしながら，表 2.3，表 2.4，表 2.5の結果を
見ると，三つの型に含まれるどのモデルの自由度も 0にはなっておらず，互い
に比較が可能であることが分かる。三つの観測変数モデルにおいては，3次積
率を利用することによって積率の独自要素が 10個増えることで自由度生まれる
ので，共分散構造分析では飽和モデルとなってしまうようなモデルであっても
適合度指標の値を得ることが可能である。
そして，最後に識別不定モデルの問題について検討する。回転型に含まれる
モデルは共分散構造分析においては識別不定となるモデルであった。3次積率
SEMによる分析結果 (表 2.6)を見ると，誤差に対する歪みの仮定を考慮した全
てのモデルについて自由度は正の値になっており，全モデルが識別されている
ことが認められる。また，2種類の影響関係に関しても適合度指標の値の違い
から比較をすることが可能であると分かる。飽和モデルの場合と同様に，3次
積率の利用によって推定可能な母数が増加したことで，回転型のモデルであっ
ても推定ができることが確かめられた。
最適モデルの解釈 続いて，表 2.1から表 2.6に掲載された 94個のモデルの適
合度指標 (RMSEA)の値を基に，最適なモデルを決定し，母数の推定結果につ
いて解釈を行う。RMSEAが最もよかったのは，「AGE」と「PTAXES」がとも
に「PRICE」に影響を与えるという関係を示したモデルである (表 2.4最右列第
一行)。これは合流型に含まれるモデルであり，外生的観測変数二つと一つの誤
差変数について歪みが有ることが仮定されている。RMSEAの値は.058であり，
データに対する当てはまりのよさを示している。このモデルに関する推定値を
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表 2.7 最適モデルの母数推定値
変数名 推定値 SE z値
係数 AGE!PRI  .242 .011  21.146
PTAX!PRI  .351 .009  38.327
分散 PRI .785 .018 42.915
AGE .956 .021 45.876
PTAX .986 .020 48.382
共分散 PTAX・AGE .132 .011 12.407
^y31 PRI .423 .051 8.283
^z32 AGE .818 .045 18.235
^z33 PTAX .449 .030 15.137
^z22z3 AGE
2・PTAX  .104 .013  8.081
^z2z23 AGE・PTAX
2  .299 .018  16.944
表 2.7に掲載した。
推定結果を見ると，パス係数については「PTAXES」の「PRICE」への影響
(PTAX!PRI:  .35)と「AGE」の「PRICE」への影響 (AGE!PRI:  .24)はどち
らも有意であることが z値から分かる。したがって，二つの変数のうち一方を
統制した場合，より長く家に住めばすむほど，また，不動産税率が高くなれば
なるほど，その家の売却価格は低くなることが推測される。加えて，「AGE」と
「PTAXES」の間の相関係数は :136(= :132=(
p
:986p:956))と小さく推定され
ており，居住年数とその地域の不動産税率には共変関係があまりないというこ
とになる。そのような変数間の関係を常識的な考えから判断すると，最適モデ
ルの推定結果は妥当なものであると感じられる。なお，推定値全体についての
標準誤差の値は，.009から.051と小さく，3次積率 SEMでの推定の精度の高さ
が示唆されている。
シミュレーションによるモデル選択の妥当性の確認
適用例で示したモデル選択の方法の妥当性について確認するため，シミュレー
ションデータの3次積率SEMによる分析を行った。今回は実データ分析で扱った
直線型に含まれるモデルのみを検討の対象とした。ただし，一つの外生的観測変
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数と二つの誤差変数についてはすべて歪みが有ることを仮定した。したがって，
3変数 x，y，zに関して，x ! y ! z，x ! z ! y，y ! x ! z，y ! z ! x，
z ! x! y，z ! y ! xのような六つのモデルが考慮集合である。そして，六
つのモデルの中から真の構造を持った一つのモデルが 3次積率 SEMの分析に
よって選択されるかどうかを確かめた。
その際，モデル選択に影響すると考えられる要因として，標本サイズ，パス係
数の大きさ，歪みの大きさを取り上げて検討することとした。標本サイズについ
ては，100，200，400の三つの水準を設けた。また，パス係数の大きさは.3，.5，.7
の三つの水準とし，二つのパス係数で値は同じであるとした。最後に歪みの大
きさに関しては，.2，.5，1の三つの水準を設定した。歪みの大きさについても
モデルに含まれる三つの外生変数の歪みの大きさが全て等しいことにした。し
たがって，三つの水準を有する三つの要因を考慮した全 27の条件を考え，それ
ぞれにおいて六つのモデルから真の構造をもつモデルが最適モデルとして選ば
れる比率を計算した。なお，モデルの選択のための適合度指標には RMSEAを
用い，RMSEAが最小のモデルを最適モデルとした。
真の構造を y1 = 12y2 + e1，y2 = 23z3 + e2，(e1?? e2)と表した場合，最初
に.2，.5，1の中から選ばれた特定の歪度を持ったすべての外生変数 z3; e1; e2を
それぞれ独立したガンマ分布から発生させ，事前に定めた 23の値 (.3，.5，.7)
を z3にかけて，それに e2を加えて y2を生成した。また，y1についても同様の方
法で生成し，z3; y1; y2を観測変数とするシミュレーションデータを作り出した。
表 2.8はシミュレーションデータの分析結果であり，27個の条件において真
の構造を持つモデルが最適モデルとして選択した比率 (一致率)が掲載されてい
る。シミュレーションデータは一つの条件につき 100個生成され，100回のモデ
ル比較が行われた。表 2.8の数値は，3次積率 SEMによる 100回の分析によっ
て，六つの候補モデルの中から真の構造が最適モデルに選ばれた比率である。
まずは，標本サイズが一致率に与える影響を検討する。より大きな標本サイズ
の場合の結果を示した表の右の方に行くほど一致率が高くなっていることがわ
かる。ただし，歪みの大きさが大きいほどその影響は小さくなっている。また，
標本サイズが 400の場合には，歪みとパス係数が最小な一番厳しい条件であっ
ても 74%は真のモデルが選ばれており，3変数程度の小さなモデルにおいては，
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表 2.8 真の構造との一致率
N = 100 N = 200 N = 400
パス係数 .3 .5 .7 .3 .5 .7 .3 .5 .7
.2 .44 .54 .60 .65 .72 .68 .74 .82 .84
歪み .5 .61 .86 .86 .87 .96 .98 .97 .99 1
1 .87 .92 .96 .97 1 1 1 1 1
標本サイズが 500程度あれば変数間の関係性を同定できることが予想される。
続いて，パス係数の大きさについては，パス係数が大きいほど真のモデルを適
切に見つけ出せることが分かる。標本サイズのそれぞれの水準内では基本的に
パス係数が大きくなるほど一致率が高くなっている。ただし，その効果は一定
ではなく，.3から.5へのパス係数の増加の方が，.5から.7へのパス係数の増加
よりも一致率の上昇に寄与する程度が大きいことが分かる。特に，標本サイズ
が 200，400の水準ではパス係数の.5から.7への増加は一致率の増加にあまり
影響を与えていない。最後に歪みの大きさが一致率に与える効果は，標本サイ
ズが小さいときの方が顕著であることが認められる。また，歪みが 1の場合に
は，他の要因によらず 85%以上の比率で真の構造を同定することが可能である
ことが観察され，大きな歪みが正しいモデル選択に与える影響の大きさが見て
とれる。
シミュレーションの結果を考慮して実データの分析結果について検討すると，
表 2.7においてパス係数の推定値自体は小さかったが，変数の歪みはある程度
の大きさに推定されており，標本サイズが 3000以上もあるので，モデル選択結
果はある程度妥当なものであったと思われる。ただし，扱うモデルが多くなり，
各要因の影響を考察することが難しくなってしまうため，研究 Iにおいて異なる
タイプに属するモデル間比較を行わなかった点については今後の課題としたい。
2.4 研究 I結論
研究 Iの結果から，共分散構造分析において飽和モデル，同値モデル，識別
不定モデルとなってしまうようなモデルであっても，3次積率 SEMによって母
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数の推定値を得たり，モデルの比較を行うことが可能になるということが示さ
れた。自由度の小さなモデルを分析の対象としたものの，実際のデータを分析
することによって共分散構造モデルにおける問題点が解決されていることが明
らかとなった。共分散構造分析の良さはモデル比較にあるものの，共分散構造
モデルには，データを収集する前から分析ができないことが明らかなモデルや，
モデル比較の結果選ばれたモデルと同程度の確からしさを示すモデルが存在し
てしまっていた。また，このような事実は実用場面において分析者に意識され
ることがほとんどないという状況であった。3次積率 SEMによる分析では，モ
デルの問題はどれも解決され，純粋に最も適合のよいモデルを決めることが可
能となる。モデル比較がより単純で，高い客観性を有するようになるという意
味で，3次積率 SEMは実用上，大変有効な分析手法であると考えられる。
また，今回の実データ分析で得られた最適モデルの推定結果およびその解釈
は十分に納得のいくものであった。推定結果の解釈可能性という点からも 3次
積率 SEMの手法の有効性は支持されている。ただし，3次積率 SEMによって
得られた推定結果が常に適切なものとは限らないし，解釈が容易であるともい
えない。モデルの構成や選択には研究分野の知識が重要となるのは言うまでも
ない。
そして，3次積率 SEMの更なる可能性として，モデル選択における適合度指
標の併用が挙げられる。この研究におけるモデル比較には，多くのモデルの比
較における判断の明確性という理由からRMSEAのみを用いた。しかしながら，
あまり多くのモデルを比較しない場合には，AICやBICなどの適合度指標を併
用していくつかの側面から最適なモデルを決定するという手順も有効であろう。
最後に，ADF推定法に関して報告された問題点についても考えたい。ADF推
定法については，Bentler, Hu, & Kano (1992)によって，ADF推定法での 2値
が理論上の分布からの実現値と見なすためにはかなりの標本サイズが必要であ
るという主張がある。ADF3推定法はその性質からより大きな標本サイズが必
要と考えられる。しかしながら，小さなモデルであれば，変数の特徴によって
はそれほど大きな標本サイズは必要でないことがシミュレーション結果から示
唆された。また，より大きなモデルを扱う場合には，やはり標本が必要となる
可能性が高いものの，実データの分析で扱ったような大規模データを扱う機会
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が最近では増えており，その傾向は今後より強くなると思われる。大規模デー
タへの適用という面でも 3次積率 SEMの利用が期待される。
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第3章 多変数モデルにおける応用可
能性(研究II)
第 3章では第 2章とは異なり，多くの変数を扱ったモデルにおける 3次積率
SEMの応用可能性について一考する。まずは，3次積率 SEMにおいて多くの変
数を扱う場合の問題点を述べる。そして，それを考慮した上でADF3推定法を
改良した推定法の提案を行い，その可能性を探る。
3.1 3次積率SEMにおける多変数モデル分析の問題
第 2章で説明したように 3次積率 SEMには，共分散構造モデルの欠点とも言
える飽和モデル，識別不定モデル，同値モデルを解決できるという優れた点が
あった。また，その点を生かした有効なモデル選択アルゴリズムとして，モデ
ルに含まれる変数の中の任意の二つの変数間に互いに単方向のパスを引いたモ
デル (フルパスモデル)の推定を 3次積率 SEMを用いて行い，そこから適合度や
パス係数の検定統計量を利用したモデル選択をするという方法も提案されてい
る (豊田, 2007; Toyoda, Iwama, Takeshita, & Murohashi, 2009)。このフルパスモ
デルからのモデル選択は事前の知識を用いていくつかの制約を課さなくてはな
らない共分散構造分析のモデル選択アプローチとは異なっており，モデル選択
の客観性という点で優れていると考えられる。
このように，3次積率 SEMには共分散構造分析と比べて優れた点があるもの
の，実用の観点から改善の必要な点を有している。それは，多くの観測変数を
扱うことが難しい点である。3次以上の積率を利用した SEMに関する先行研究
において，多数の観測変数を扱ったものは少ない。その理由の一つは，モデル
に組み込まれる観測変数の数の増加にともなって，推定時間が増大してしまう
ことである。
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積率の次数を特に考慮しないADF推定法の目的関数を
f() = (s  ())0W 1(s  ()); (3.1)
と表現することにする。sは母積率の一致推定量である標本積率ベクトル，()
は積率構造ベクトル，W は sの漸近共分散行列の一致推定量を標本サイズ倍し
た行列である。基本的に観測変数の数が増加すると，sや()のサイズが大き
くなり，それにともない重み行列W のサイズおよび要素数が大きくなる。そし
て，これら二つのことから推定時間の増大が引き起こされると考えられる。研
究 IIでは 2次と 3次の積率を扱った分析に焦点を当てることとし，その点につ
いて以下で具体例を挙げて説明を行う。
積率ベクトルの計算における負荷
モデル母数による積率の構造化というアイデアを利用した構造方程式モデリ
ングでは，観測変数が増加するとその分，構造化する積率の数が増加してしま
う。表 3.1は観測変数 2個から 15個まで増加させた場合の，構造化する積率数
の増加の様子を積率の種類ごとに表したものである。共分散構造分析では 2次
の積率に相当する共分散行列に含まれる独自要素を構造化するため，p個の観
測変数に対して，p(p+ 1)=2個の積率を扱うことになる。15個の観測変数をモ
デルに組み込んだとしても，15(15+1)=2 = 120の積率を構造化すればよい。そ
れに対して，2次と 3次の積率を利用する ADF3推定法では 3次の積率におけ
る独自要素の数が劇的に増えることになる。一般に，3次の積率は p個の観測
変数に対して p(p+ 1)(p+ 2)=6個生じる。したがって，15個の観測変数をモデ
ルに組み込んだ場合には，15(15 + 1)(15 + 2)=6 = 680個もの積率を新たに構造
化する必要が出てくる。そして，最終的に目的関数に組み込まれる積率ベクト
ルのサイズはそれらの和の 800もの要素を持つ。
重み行列の計算における負荷
積率の次数を特定しないとすると，ADF推定法で利用される重み行列は（積率
の数）（積率の数）のサイズの対称行列となる。また，重み行列の独自要素数は
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表 3.1 観測変数の数の増加に伴う積率の数
観測変数 2次 3次 2次+3次
2 3 4 7
3 6 10 16
4 10 20 30
5 15 35 50
6 21 56 77
7 28 84 112
8 36 120 156
9 45 165 210
10 55 220 275
11 66 286 352
12 78 364 442
13 91 455 546
14 105 560 665
15 120 680 800
（積率の数）（積率の数+1）=2個である。もし，2次の積率と 3次の積率を用い
たならば，p個の観測変数を持つモデルでは重み行列のサイズがpp，その
独自要素がp(p+1)=2個となる。ただし，p = p(p+1)=2+p(p+1)(p+2)=6
とする。表 3.2は，観測変数の数を 15個まで増加させた場合の，重み行列に含
まれる独自要素数を，利用する積率の種類に分けて示したものである。15個の
観測変数がある場合には，2次と 3次の積率を利用する ADF3推定法では，先
の説明から全部で 800個の積率が利用されることになる。それに伴って重み行
列はサイズ 800 800，かつ 800 (800 + 1)=2 = 320400個の独自要素を持つ非
常にサイズの大きなものとなる。
上述の説明からも明白なように，共分散構造分析と比較して，ADF3推定法
による 3次積率 SEMでは，観測変数が多い場合の目的関数構成時のベクトル s，
()や重み行列W のサイズが圧倒的に大きくなる。そして，それに伴って推
定時間も増加するため，観測変数の多い場面でのADF3推定法による 3次積率
SEMはあまり利用されてこなかった。
そこで，研究 IIでは観測変数が多い場合であっても，推定時間をあまり増加
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表 3.2 観測変数の数の増加に伴う重み行列の独自要素の数
観測変数 2次 2次+3次
2 6 28
3 21 136
4 55 465
5 120 1275
6 231 3003
7 406 6328
8 666 12246
9 1035 22155
10 1540 37950
11 2211 62128
12 3081 97903
13 4186 149331
14 5565 221445
15 7260 320400
させずに推定することができる手法として，選択的 ADF3推定法を提案する。
本手法では，通常のADF3推定法と異なり，推定に利用する 3次積率を積率ベ
クトルから選択し，s，()，W のサイズの増大を防ぐことで推定時間の短縮
を実現を目指す。
3.2 選択的ADF3推定法
モデル表現および通常のADF3推定法における目的関数の構成
以下では，観測変数と潜在変数を含んだ一般モデルの表現および積率構造の
導出，通常のADF3推定法における目的関数の構成に関する解説を行う。RAM
形式の構造方程式モデルにおいて潜在変数ベクトル f と平均偏差データ化され
た p1観測変数ベクトルxを縦につないだh1構造変数ベクトル t = (f 0;x0)0
は
t = At+ u; (3.2)
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のようにモデル化される。ここで，f は l 1，xは p 1ベクトルとする。(3.2)
式中のAは構造変数間の影響関係を表す h  h係数行列である。また，uは t
の要素に対応させた h  1残差ベクトルであり，u = (d0; e0)0のように分割形
式で表現される。dと eは，対応する f と xに含まれる要素が内生変数であれ
ば誤差を，外生変数であればその変数自身を配されたベクトルである。ここで，
(I  A) 1 = T が存在するならば，
t = Tu
として，構造変数ベクトルを表現することができる。さらに，tから xを取り
出すために，p lゼロ行列と p p単位行列から成る p h選択行列G = [O I]
を用いれば，
x = Gt = GTu: (3.3)
として，観測変数ベクトルxの誘導形を表現することができる。(3.3)式を用い
れば共分散構造を示す 2次の積率構造は，p2  1ベクトルの形で
(2)() = (G
G)(T 
 T )E[u
 u]; (3.4)
と表現される。
同様にして，3次の積率構造は
(3)() = (G
G
G)(T 
 T 
 T )E(u
 u
 u): (3.5)
と，サイズ p3  1ベクトルで表現される。
(3.4)式，(3.5)式で表現される積率構造には重複要素が含まれるので，母数推定
のための推定量の構成においては独自要素のみを使用する。選択行列F (2);F (3)
を用いることで独自要素のみで構成される 2次と 3次の積率構造ベクトルは
(2)() = F (2) (2)()
(3)() = F (3) (3)()
として表わされる。(2)()は p(p+ 1)=2 1ベクトルであり，(3)()は p(p+
1)(p+2)=6 1ベクトルである。F (2)，F (3)の詳細な表現に関しては後述する。
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そして，これらを縦に並べることで() = ((2)()0;(3)()0)0のような積率
構造ベクトルを形成する。また，これに対応させて 2次，3次積率に関する標
本積率を並べた s = (s0(2); s0(3))0を用いることで，目的関数は
fADF3() = (s  ())0W 1(s  ()) (3.6)
と構成される。上式のW は母積率の一致推定量としての標本積率 sに関する
漸近共分散行列の一致推定量を標本サイズ倍したものであり，
W =
"
W 22 W 23
W 32 W 33
#
(3.7)
と分割される。W 22は 2次の標本積率に関する漸近共分散行列の一致推定量の
標本サイズ倍であり，W 32とW 23は 2次と 3次の標本積率間の漸近共分散行
列の一致推定量の標本サイズ倍であり，W 33は 3次の標本積率に関する漸近共
分散行列の一致推定量の標本サイズ倍である。
先に述べたように，観測変数の増加に伴う推定時間の増大は，(3.6)式に含ま
れる (s   ())とW 1，同等にW のサイズの増大に起因している。ここで，
モデル母数の推定にはすべての積率構造および標本積率が必要なわけではない
ので，推定に利用する積率を選択することが可能であると考える。特に本手法
では，3次積率から推定に利用する要素を選択することで，推定時間を短縮す
る。ADF推定量では，W 1によって推定精度の低い標本積率がモデル母数の
推定に与える影響が少なくなるように目的関数が構成されている。一般に，2次
の標本積率に比べて 3次の標本積率は推定量としての安定性が低い。そこで，2
次積率は全て推定に利用し，3次積率から推定に利用する積率を一部選択する
ことを考える。
選択的ADF3推定法における目的関数の構成
積率の選択規則 3次の母積率を ijkと表現したとき，以下のような規則によ
り推定に利用する積率を選択する。
ijk(i  j  k)に関して
(1) i 6= j 6= kの積率は利用しない
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表 3.3観測変数の数の増加に伴う積率ベクトルと重み行列の独自要素数の比較
(2次積率+3次積率)
積率ベクトル 重み行列
観測変数 ADF3 SADF3 ADF3 SADF3
2 7 6 28 21
3 16 12 136 78
4 30 20 465 210
5 50 30 1275 465
6 77 42 3003 903
7 112 56 6328 1596
8 156 72 12246 2628
9 210 90 22155 4095
10 275 110 37950 6105
11 352 132 62128 8778
12 442 156 97903 12246
13 546 182 149331 16653
14 665 210 221445 22155
15 800 240 320400 28920
(2) i = j = kの積率は利用する
(3) (1),(2)以外の積率に関して
[i] j = kの積率について
(1)j; kが偶数の場合には iが奇数の積率を利用する
(2)j; kが奇数の場合には iが偶数の積率を利用する
[ii] i = jの積率について
(1)i; jが奇数の場合には kも奇数の積率を利用する
(2)i; jが偶数の場合には kも偶数の積率を利用する
これらの規則を利用すると，(2)より p個の積率，(3)より p(p   1)=2個の積
率，合わせて p(p+1)=2個の積率を重複のない 3次積率 s(3)および(3)()から
選択して推定することになる。2次積率の独自要素の数は p(p + 1)=2であるか
ら，推定全体では p(p+ 1)個の積率を利用する。これは，変数間の共変関係を
仮定しない場合のフルパスモデルの母数の数と一致しており，誤差変数間の影
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響関係について検討する上では十分な積率の数であると考えられる。
表 3.3には，選択規則に従った場合の，観測変数の数の増加に伴う積率の要素
数および重み行列の独自要素数の変化の様子を示した。ここで，表頭における
ADF3は通常のADF3推定法，SADF3は選択的ADF3推定法を意味する。15個
の観測変数のモデルの推定を 2次と 3次の積率構造を用いて行う場合，通常の
ADF3推定法ではサイズ 800の積率ベクトルと 320400個の独自要素をもつ重み
行列から構成される目的関数の最小化を行う必要があった。しかし，提案手法
においてはサイズ 240の積率ベクトルと 28920個の独自要素をもつ重み行列で
構成される目的関数を最小化すればよい。最小化計算の過程では，母数の更新
の度に計算を行うため，積率ベクトルと重み行列のサイズの差は計算時間の差
に大きな影響を与えることが予想される。
選択行列および目的関数 観測変数が 3つの場合には，重複のある 3次の母積
率ベクトル (3)は
(3) = E(x
 x
 x)
= (111 112 113 121 122 123 131 132 133
211 212 213 221 222 223 231 232 233
311 312 313 321 322 323 331 332 333)
0
の 27個の要素を持つ。通常の ADF3推定法においては，ここから以下の選択
行列
F (3) =
266666666666666666666666666664
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
377777777777777777777777777775
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を用いて (3)から独自要素のみを取り出す。F (3)はサイズ 10 27の行列であ
り，その要素としては 0と 1のみを持つ。そして，独自要素のみから構成され
る積率構造べクトルは以下のように表現される。
(3) = F (3) (3) = (111 211 221 222 311 321 322 331 332 333)
0
一方，選択的ADF3推定法における選択行列 ~F (3)は先の規則に従う形で，
~F (3) =
2666666666666664
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
3777777777777775
のようにサイズ 6 27の行列で表現される。そして，
~(3) = ~F (3) (3) = (111 211 222 322 331 333)
0 (3.8)
のように，推定に利用する 3次の積率が選択される。(3.8)式に含まれる要素を
検討すると，それらの要素は 3つの変数についてバランスよく選択されている
ことが分かる。添え字の 1によって示された変数 1については 1の添え字が一つ
付いた 3次積率 331が一つ，1の添え字が二つ付いた 3次積率 211も一つ，全
ての添え字が 1の 3次積率 111も一つある。そして，この性質が添え字の 2と
3に対応する変数 2と変数 3についても成立している。そして，目的関数の構成
においては，2次積率構造ベクトルと選択された 3次積率構造ベクトルを縦に
並べた積率構造ベクトル
~() = ((2)()
0; ~(3)()0)0
を用いる。この積率ベクトルはサイズ p(p + 1)  1であり，これに対応した標
本積率ベクトル ~s = (s0(2); ~s
0
(3))
0と重み行列 ~W 1から新たな目的関数を
fSADF3() = (~s  ~())0 ~W 1(~s  ~()); (3.9)
と構成する。(3.9)式中の ~W は
~W =
"
W 22 ~W 23
~W 32 ~W 33
#
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のように分割行列を用いて表現される。2次積率に関する部分は (3.7)式と同様
であるが，3次積率に関連する部分は積率を選択したことに伴って内容が異なっ
ており，選択された積率に関連した漸近共分散の一致推定量を標本サイズ倍し
た要素を含む行列となっている。
(3.9)式を利用することで導かれる選択的ADF3推定量は，もともとのADF3
推定法から利用する積率を選び出しただけであるので，通常のADF3推定量同
様，推定量の一致性，漸近正規性，漸近不偏性，適合度の n倍の漸近カイ二乗
性などの漸近的性質を有しており，それらの性質を母数の推測に利用すること
が可能である。
3.3 シミュレーションデータ分析による検討
ここでは，あらかじめ構造および母数を決めたモデルから発生させたシミュ
レーションデータに対して真の構造と同じモデルを当てはめ，通常のADF3推
定法と選択的ADF3推定法の両方で母数の推定を行い，その際の推定時間の違
いおよび，母数の推定精度の違いについて確認を行う。また，観測変数の数や
外生変数の歪度の条件を設定し，それらの違いによって提案手法の推定時間お
よび推定精度がどのような影響を受けるかについても検討を行った。
方法
モデル シミュレーションデータを発生させるためのモデルには，X ! Y，
Y ! Z，Z ! X のような観測変数だけからなる回転型のモデルを採用した
(図 3.1)。このモデルは共分散構造分析の枠組みでは識別不定なモデルであり，
ADF3推定法を用いることによって初めて推定値を得ることが可能なモデルであ
る。このモデルに関して各条件を設定しシミュレーションデータを発生させた。
要因と水準 観測変数数（10変数, 11変数, 12変数の 3水準）および誤差変数
の歪度（.2, .5, 1の 3水準）の二つの要因を扱った。回転型のモデルではすべて
の観測変数が内生変数であり誤差を伴う。誤差は平均が 0，分散が 1，歪度がそ
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図 3.1 シミュレーションモデル (10変数)
れぞれの水準の値になるようにガンマ分布の母数を調整して発生させた。また，
パスの係数は全て :7と固定した。
標本サイズと繰り返し数と指標 上述の要因と水準を考慮した全部で九つの条
件で標本サイズ 2000のシミュレーションデータを発生させた。各条件でデー
タセットを 20セット発生させ，それらを従来の方法と提案手法で推定し，20
回の推定についてその結果を記録した1。使用したパーソナルコンピューター
はDELL社製のDimensionTM9200C(CPU:インテル RCoreTM2 Duoプロセッサー
E6300(1.86Ghz)，メモリ:2GB)であった。また，分析のためのプログラムは統
計解析環境 Rによって記述し，目的関数の最適化には R内の関数 “nlm”を利用
した。推定結果を評価する指標として，平均推定時間と平均推定値 (パス係数と
誤差分散と誤差の歪度に関する推定値の平均値)と平均 SE(各推定値の標準誤差
の平均値)と以下に示す真値に対するRMSE(Root Mean Squared Error compared
1一般的なシミュレーションと比較すると繰り返し数がかなり少ないが，通常の ADF3推定
にかなりの時間を要するため，20回とした。
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to the true value)を二つの推定方法ごとに算出した。
RMSEa =
vuut1
r
rX
i=1
(^ai   a0)2
なお，上式において rは繰り返しの数であり，今回の場合は 20である。また ^ai
は母数 aに関する i回目の推定値を，a0は母数 aに関する真値を意味している。
結果と考察
表 3.4 推定時間 (秒)の比較
変数 歪み ADF3 SADF3 SADF3/ADF3
.2 282.736 45.648 .161
10 .5 274.730 47.688 .174
1 286.791 54.860 .191
.2 464.664 72.627 .156
11 .5 458.774 78.767 .172
1 482.790 91.718 .190
.2 739.855 118.749 .161
12 .5 735.701 128.183 .174
1 780.537 146.849 .188
推定時間について 表 3.4には，九つの条件に従って発生したデータを通常の
ADF3推定法と選択的ADF3推定法で分析した場合の平均推定時間 (秒)および
その比を示した。ADF3，SADF3，SADF3/ADF3の列がそれぞれ，ADF3推定
法での平均推定時間，選択的ADF3推定法での平均推定時間，両者の比を表し
ている。なお，推定において不適解はなく，すべての条件に関する平均値が 20
個の推定結果から計算されたものである。
表 3.4の結果から，選択的 ADF3推定法による推定時間は九つ全ての条件に
おいて，通常のADF3推定法の推定時間よりも短いことが認められ，推定時間
の観点からは選択的ADF3推定法の有効性が示唆された。選択的ADF3推定法
はADF3推定法に比べて，全条件でADF3推定法の 20%以下，もっとも比率が
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高くても 19.1%の推定時間で推定を行うことが可能であった。積率ベクトルの
サイズと重み行列のサイズの比から考えると，観測変数の増加につれて推定時
間の比がより小さくなることが期待されたが，推定に使用する情報が少なくな
る分，ADF3推定法より選択的ADF3推定法での推定計算の反復回数が増加す
る傾向が認められ，それにより期待されたような比の減少がみられなかったと
考えられる。
推定精度について 続いて，二つの推定法による推定の精度について比較検討
する。表 3.5から表 3.16は九つの条件ごとにパス係数，分散，歪度の推定精度
をその順でまとめたものである。これらの結果を検討すると，従来の手法と比
べて提案手法は有効であると考えられる。
まずパス係数に関しては，変数の数や歪度の大きさに関わらず全 9条件にお
いて，選択的ADF3推定法での推定精度はADF3推定法と遜色のないレベルで
あった。平均推定値は全パターンで真値の.7に非常に近い値に推定されており，
真値を十分に再現できたと考えられる。推定量の安定性という点から見ると，
標準誤差の推定値の平均を示す平均 SEでは，観測変数の数に関係なくADF推
定法の方が一貫して値が小さいものの，標準誤差の実体を示すRMSEについて
は，ADF3推定法よりも値が小さいパスが比較的多く認められた。RMSEの値
自体も非常に小さく，選択的ADF3推定法の推定精度は高いと判断できる。特
に，歪度が.2もしくは.5の場合には通常のADF3推定法よりも選択的ADF3推
定法のRMSEの方が小さいパスの数が多い傾向が強かった。なお，歪度が大き
い場合には，通常のADF3推定法の方がRMSEが小さいことが多かった。当然
のことながら，そのような状況では 3次積率を多く使うことでパス係数推定の
精度が向上することが示唆されている。
次に分散の推定では，基本的に両方の推定法において，真値よりも小さく推
定される傾向が認められたものの，両者の比較という点からは選択的ADF3推
定法の方がADF3推定法よりも優れていると判断できる。分散の平均推定値は
選択的ADF3推定法のほうが真値である 1に近い値を示しており，真値より小
さく見積もる程度が小さかった。さらにこの傾向は，変数の数や歪度の大きさ
には左右されず，全部の条件で認められるものであった。推定の安定性では，平
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均 SEについては，パス係数同様にADF推定のほうが一貫して小さい値であっ
たが，RMSEに関しては反対に，選択ADF3推定法の方が一貫して小さい値で
あった。歪度が大きいほどADF3推定法と選択的ADF3推定法のRMSEの差は
大きくなる傾向も認められ，歪度が大きい場合には 3次積率自体の推定精度の
低さが原因となり，多くの 3次積率を推定に利用することが分散の推定精度に
負の影響を与えてしまう可能性がある。
最後に，歪度の推定に関しても全体的な傾向としては選択的ADF3推定法の
方が精度が高いと考えられる。平均推定値は分散の場合同様，二つの推定法と
もに真値より小さくなっており，小さめに推定される傾向が示された。歪度が
大きくなるほどその傾向が顕著になっている。ただし，二つの推定法を比較す
ると，選択的ADF3推定法による結果のほうが真値に近い値を示す傾向が強い。
RMSEは歪度が.2の結果については変数の数によらず通常のADF3推定法の方
が小さいが，歪度が.5，1の場合には，選択的ADF3推定法の方が小さいことが
分かる。3次積率の推定において目的関数の構成に利用する 3次積率の数が正の
影響を与えるには，歪度が小さいことが求められるようである。歪度が大きい
場合には，少ない 3次積率でもその歪度を推定するのが比較的容易であり，目
的関数に含まれる 3次積率の数の多さはあまりよい影響を与えないのだと考え
られる。
以上の推定時間と推定精度の点での検討から，提案手法の有効性が確認され
た。3次の積率を選択し，積率ベクトルと重み行列のサイズを小さくすること
で推定時間は 5分の 1以下になる上，今回の設定条件の下での推定精度に関し
ては通常のADF3推定法と同様もしくはそれ以上であることが示された。
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表 3.5 10変数・誤差の歪度.2の場合の推定結果
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
.7 .699 .694 .010 .011 .017 .017
.7 .699 .696 .010 .011 .013 .014
.7 .705 .701 .010 .011 .015 .013
.7 .700 .699 .010 .011 .016 .017
.7 .711 .704 .010 .011 .021 .019
.7 .708 .699 .010 .011 .019 .015
.7 .693 .692 .010 .011 .019 .016
.7 .697 .695 .010 .011 .016 .012
.7 .711 .706 .010 .011 .022 .018
.7 .699 .693 .010 .011 .016 .017
1 .927 .970 .020 .022 .081 .047
1 .946 .989 .020 .022 .066 .039
1 .944 .992 .020 .022 .065 .030
1 .935 .977 .020 .022 .074 .039
1 .935 .976 .020 .022 .075 .042
1 .923 .974 .020 .022 .084 .041
1 .933 .978 .020 .022 .080 .044
1 .937 .980 .020 .022 .070 .039
1 .932 .975 .020 .022 .076 .041
1 .924 .971 .020 .022 .084 .043
.2 .170 .186 .034 .045 .072 .067
.2 .180 .199 .036 .068 .063 .092
.2 .168 .195 .034 .063 .057 .072
.2 .143 .187 .036 .062 .084 .101
.2 .170 .175 .034 .062 .063 .112
.2 .134 .173 .033 .060 .090 .108
.2 .156 .191 .034 .063 .084 .113
.2 .166 .171 .035 .063 .063 .089
.2 .146 .196 .033 .062 .074 .069
.2 .163 .166 .033 .062 .065 .118
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表 3.6 10変数・誤差の歪度.5の場合の推定結果
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
.7 .703 .703 .010 .011 .015 .013
.7 .706 .700 .010 .011 .014 .013
.7 .697 .694 .010 .011 .012 .013
.7 .699 .697 .010 .011 .016 .016
.7 .702 .699 .010 .011 .014 .014
.7 .701 .695 .010 .011 .018 .017
.7 .700 .698 .010 .011 .016 .015
.7 .697 .694 .010 .011 .017 .015
.7 .697 .693 .010 .011 .024 .020
.7 .700 .696 .010 .011 .015 .017
1 .928 .974 .021 .023 .082 .045
1 .931 .981 .021 .023 .079 .040
1 .935 .982 .021 .023 .071 .037
1 .930 .983 .021 .024 .084 .052
1 .924 .970 .021 .023 .083 .042
1 .933 .980 .021 .023 .075 .038
1 .922 .965 .020 .023 .086 .050
1 .925 .975 .020 .023 .082 .050
1 .912 .966 .020 .023 .100 .058
1 .926 .979 .021 .023 .083 .041
.5 .406 .469 .041 .055 .138 .097
.5 .405 .444 .043 .075 .118 .122
.5 .392 .471 .042 .071 .124 .079
.5 .427 .473 .042 .071 .098 .122
.5 .399 .478 .042 .070 .119 .071
.5 .408 .430 .042 .068 .106 .089
.5 .396 .457 .039 .068 .123 .112
.5 .400 .471 .040 .068 .117 .125
.5 .380 .420 .040 .066 .145 .149
.5 .395 .450 .041 .073 .129 .097
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表 3.7 10変数・誤差の歪度 1の場合の推定結果
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
.7 .700 .699 .009 .010 .013 .013
.7 .697 .695 .009 .010 .019 .018
.7 .699 .694 .009 .010 .012 .013
.7 .702 .695 .009 .010 .016 .017
.7 .702 .699 .009 .010 .013 .016
.7 .698 .694 .009 .010 .019 .018
.7 .699 .700 .009 .010 .013 .015
.7 .699 .696 .009 .010 .012 .012
.7 .693 .692 .009 .010 .018 .020
.7 .701 .696 .009 .011 .014 .017
1 .906 .964 .022 .026 .101 .056
1 .898 .959 .022 .026 .112 .059
1 .888 .951 .022 .026 .118 .071
1 .900 .958 .023 .026 .108 .062
1 .903 .965 .023 .027 .104 .052
1 .895 .954 .023 .027 .119 .068
1 .889 .952 .022 .026 .116 .062
1 .915 .962 .023 .027 .101 .061
1 .930 .984 .024 .028 .082 .041
1 .902 .971 .023 .027 .107 .054
1 .759 .883 .058 .079 .258 .178
1 .735 .857 .056 .091 .277 .163
1 .733 .856 .057 .095 .292 .234
1 .753 .824 .056 .089 .273 .230
1 .782 .919 .059 .093 .233 .152
1 .773 .859 .059 .090 .257 .197
1 .742 .895 .059 .091 .269 .149
1 .798 .876 .062 .099 .245 .183
1 .844 .955 .066 .103 .195 .193
1 .776 .917 .060 .097 .255 .209
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表 3.8 11変数・誤差の歪度.2の場合の推定結果
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
.7 .702 .695 .010 .011 .013 .015
.7 .702 .700 .010 .011 .016 .018
.7 .697 .691 .010 .011 .015 .018
.7 .703 .700 .010 .011 .020 .019
.7 .697 .693 .010 .011 .015 .015
.7 .705 .698 .010 .011 .014 .012
.7 .703 .699 .010 .011 .022 .017
.7 .705 .699 .010 .011 .020 .018
.7 .707 .702 .010 .011 .018 .015
.7 .702 .695 .010 .011 .019 .014
.7 .705 .702 .010 .011 .017 .013
1 .932 .985 .019 .022 .074 .034
1 .925 .976 .019 .022 .083 .040
1 .911 .964 .019 .021 .094 .044
1 .911 .960 .019 .022 .093 .050
1 .927 .977 .019 .022 .082 .044
1 .916 .974 .019 .021 .091 .042
1 .933 .988 .020 .022 .075 .038
1 .931 .985 .019 .022 .079 .037
1 .918 .966 .019 .021 .090 .054
1 .925 .978 .019 .022 .082 .040
1 .928 .980 .019 .022 .079 .040
.2 .158 .187 .033 .061 .070 .097
.2 .172 .206 .033 .063 .058 .076
.2 .151 .174 .032 .060 .082 .105
.2 .154 .178 .034 .062 .069 .096
.2 .157 .175 .033 .061 .067 .057
.2 .126 .138 .032 .061 .104 .111
.2 .165 .233 .034 .063 .061 .097
.2 .172 .200 .034 .064 .055 .072
.2 .141 .147 .032 .062 .080 .103
.2 .158 .178 .032 .061 .074 .101
.2 .174 .183 .032 .061 .077 .108
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表 3.9 11変数・誤差の歪度.5の場合の推定結果
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
.7 .697 .693 .010 .011 .013 .014
.7 .699 .697 .010 .011 .013 .014
.7 .693 .693 .010 .011 .017 .016
.7 .699 .696 .010 .011 .020 .016
.7 .698 .694 .010 .011 .018 .017
.7 .703 .697 .010 .011 .015 .015
.7 .701 .695 .010 .011 .018 .016
.7 .695 .691 .010 .011 .018 .017
.7 .703 .698 .010 .011 .013 .009
.7 .702 .696 .010 .011 .015 .013
.7 .695 .693 .010 .011 .016 .016
1 .913 .962 .020 .022 .094 .048
1 .906 .970 .020 .023 .104 .054
1 .902 .959 .019 .023 .107 .055
1 .912 .970 .020 .023 .096 .052
1 .938 .989 .020 .023 .072 .039
1 .922 .975 .020 .023 .086 .035
1 .900 .964 .020 .023 .108 .051
1 .915 .975 .020 .023 .090 .038
1 .914 .974 .020 .023 .094 .051
1 .922 .978 .020 .023 .087 .040
1 .920 .974 .020 .023 .087 .039
.5 .372 .448 .038 .067 .142 .102
.5 .386 .448 .040 .068 .149 .120
.5 .349 .433 .039 .073 .174 .148
.5 .398 .428 .039 .067 .124 .129
.5 .433 .499 .040 .069 .098 .101
.5 .386 .429 .039 .069 .129 .102
.5 .358 .423 .039 .069 .169 .130
.5 .391 .449 .039 .070 .125 .101
.5 .382 .421 .039 .068 .132 .130
.5 .401 .473 .040 .069 .135 .109
.5 .395 .450 .039 .071 .121 .110
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表 3.10 11変数・誤差の歪度 1の場合の推定結果
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
.7 .696 .694 .009 .010 .013 .018
.7 .712 .709 .009 .010 .023 .021
.7 .700 .698 .009 .010 .010 .017
.7 .700 .694 .009 .010 .014 .016
.7 .699 .695 .009 .010 .012 .011
.7 .696 .694 .009 .010 .015 .018
.7 .699 .697 .009 .010 .015 .015
.7 .698 .693 .009 .010 .013 .017
.7 .702 .700 .009 .010 .017 .019
.7 .697 .695 .009 .010 .018 .017
.7 .700 .694 .009 .010 .013 .016
1 .881 .952 .021 .026 .124 .059
1 .900 .970 .022 .027 .107 .052
1 .903 .962 .022 .027 .106 .057
1 .876 .947 .022 .027 .136 .075
1 .888 .964 .022 .027 .121 .056
1 .894 .968 .022 .027 .118 .056
1 .881 .953 .021 .026 .134 .077
1 .890 .959 .022 .027 .120 .061
1 .881 .942 .021 .026 .124 .067
1 .879 .957 .021 .026 .127 .062
1 .888 .964 .022 .027 .120 .058
1 .727 .860 .053 .090 .286 .207
1 .748 .900 .056 .094 .275 .184
1 .784 .898 .058 .096 .246 .217
1 .739 .840 .058 .097 .303 .244
1 .724 .874 .055 .090 .293 .188
1 .757 .934 .058 .098 .284 .191
1 .722 .896 .055 .095 .314 .230
1 .763 .875 .059 .093 .259 .197
1 .743 .879 .055 .094 .272 .167
1 .697 .837 .055 .089 .319 .211
1 .760 .911 .058 .096 .270 .202
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表 3.11 12変数・誤差の歪度.2の場合の推定結果
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
.7 .703 .700 .010 .011 .019 .018
.7 .707 .700 .010 .011 .021 .021
.7 .706 .701 .010 .011 .020 .017
.7 .701 .698 .010 .011 .014 .012
.7 .703 .695 .010 .011 .015 .013
.7 .703 .699 .010 .011 .017 .014
.7 .703 .700 .010 .011 .023 .016
.7 .705 .699 .010 .011 .021 .016
.7 .698 .693 .010 .011 .018 .018
.7 .707 .699 .010 .011 .018 .015
.7 .707 .701 .010 .011 .022 .017
.7 .700 .698 .010 .011 .015 .014
1 .899 .957 .018 .021 .109 .056
1 .915 .973 .018 .021 .093 .043
1 .904 .967 .018 .021 .100 .045
1 .919 .977 .019 .022 .089 .044
1 .904 .965 .018 .021 .102 .045
1 .914 .978 .019 .022 .093 .039
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表 3.12 12変数・誤差の歪度.2の場合の推定結果 (表 3.11つづき)
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
1 .932 .992 .019 .022 .076 .029
1 .910 .971 .018 .021 .095 .042
1 .909 .968 .018 .021 .098 .047
1 .898 .962 .018 .021 .110 .048
1 .924 .989 .019 .022 .086 .037
1 .914 .977 .018 .022 .092 .036
.2 .146 .175 .030 .044 .078 .072
.2 .139 .174 .031 .063 .081 .108
.2 .143 .214 .031 .064 .087 .096
.2 .147 .155 .032 .062 .082 .101
.2 .164 .169 .031 .060 .066 .099
.2 .125 .157 .032 .064 .095 .103
.2 .153 .176 .033 .065 .076 .088
.2 .158 .184 .032 .062 .080 .115
.2 .139 .171 .031 .061 .075 .082
.2 .154 .177 .031 .060 .067 .103
.2 .183 .206 .032 .062 .067 .087
.2 .160 .191 .032 .063 .063 .101
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表 3.13 12変数・誤差の歪度.5の場合の推定結果
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
.7 .701 .697 .010 .011 .019 .019
.7 .697 .694 .010 .011 .022 .017
.7 .691 .688 .010 .011 .018 .020
.7 .699 .694 .010 .011 .018 .016
.7 .700 .695 .010 .011 .017 .018
.7 .700 .692 .010 .011 .016 .016
.7 .703 .699 .010 .011 .019 .016
.7 .698 .693 .010 .011 .016 .018
.7 .706 .698 .010 .011 .017 .016
.7 .704 .698 .010 .011 .016 .016
.7 .699 .695 .010 .011 .017 .014
.7 .693 .689 .010 .011 .020 .021
1 .894 .960 .019 .022 .112 .051
1 .914 .975 .019 .023 .099 .046
1 .907 .974 .019 .023 .098 .039
1 .904 .967 .019 .023 .105 .054
1 .898 .963 .019 .023 .110 .052
1 .912 .974 .019 .023 .096 .043
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表 3.14 12変数・誤差の歪度.5の場合の推定結果 (表 3.13つづき)
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
1 .895 .959 .019 .022 .111 .054
1 .890 .961 .019 .022 .115 .050
1 .901 .976 .019 .023 .103 .043
1 .902 .968 .019 .023 .103 .047
1 .897 .957 .019 .022 .110 .058
1 .906 .975 .019 .022 .101 .047
.5 .345 .421 .035 .051 .174 .117
.5 .393 .437 .038 .070 .123 .108
.5 .358 .446 .039 .073 .163 .133
.5 .388 .449 .038 .072 .137 .126
.5 .371 .447 .037 .068 .156 .115
.5 .385 .443 .038 .068 .142 .135
.5 .360 .435 .036 .069 .159 .101
.5 .358 .411 .036 .067 .152 .106
.5 .383 .444 .037 .067 .132 .102
.5 .386 .459 .039 .072 .130 .111
.5 .380 .438 .037 .066 .131 .116
.5 .373 .421 .036 .070 .152 .135
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表 3.15 12変数・誤差の歪度 1の場合の推定結果
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
.7 .696 .693 .009 .010 .014 .016
.7 .702 .699 .009 .011 .021 .019
.7 .696 .692 .009 .010 .017 .015
.7 .698 .694 .009 .010 .015 .016
.7 .705 .698 .009 .010 .015 .013
.7 .698 .697 .009 .010 .013 .016
.7 .703 .700 .009 .010 .015 .021
.7 .702 .696 .009 .010 .015 .016
.7 .699 .695 .009 .010 .013 .017
.7 .699 .694 .009 .010 .016 .021
.7 .695 .696 .009 .010 .017 .016
.7 .700 .697 .009 .010 .016 .013
1 .894 .964 .021 .027 .117 .063
1 .886 .966 .021 .027 .130 .066
1 .880 .962 .021 .026 .124 .056
1 .884 .973 .021 .028 .128 .060
1 .862 .951 .020 .026 .145 .064
1 .877 .958 .020 .026 .130 .058
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表 3.16 12変数・誤差の歪度 1の場合の推定結果 (表 3.15つづき)
平均推定値 平均 SE RMSE
真値 ADF3 SADF3 ADF3 SADF3 ADF3 SADF3
1 .872 .956 .021 .026 .133 .058
1 .874 .946 .020 .026 .130 .061
1 .871 .957 .021 .026 .135 .052
1 .864 .945 .020 .026 .146 .073
1 .882 .960 .021 .026 .125 .054
1 .868 .952 .020 .026 .137 .064
1 .770 .907 .054 .082 .266 .204
1 .757 .889 .054 .099 .282 .197
1 .726 .883 .052 .095 .284 .196
1 .751 .928 .059 .097 .289 .171
1 .684 .866 .052 .093 .336 .188
1 .705 .884 .051 .089 .313 .183
1 .726 .877 .052 .090 .287 .191
1 .717 .825 .052 .090 .302 .203
1 .693 .844 .052 .089 .325 .196
1 .697 .849 .050 .088 .323 .222
1 .740 .912 .052 .091 .290 .151
1 .691 .864 .051 .090 .321 .181
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3.4 実データ分析による検討
目的
実データの分析において，選択的ADF3推定法による母数推定を行い，これま
でのADF3推定法では観測変数が多くて推定が困難なモデルでも選択的ADF3
推定法では母数の推定が短時間で行え，結果も考察に耐えうる妥当なものであ
ることを示す。ここでは，多変量データの分析法として一般的な共通因子分析モ
デルを選択的ADF3推定法により推定する。通常の因子分析では，複数の因子
が抽出される場合には因子の不定性の問題があり，因子軸の回転が認められる。
しかしながら，3次積率を利用すると，因子間の統計的独立を仮定した場合に
は因子の不定性の問題が解決されることが先行研究で示されている (Mooijaart,
1985)。ADF3推定法はそのような利点を持っているものの，多くの観測変数か
ら複数の因子を抽出するという人文・社会科学分野でよくある要請のもとでは，
観測変数の増加によって推定時間が増大してしまうが故に利用されることはほ
とんどなかった。
そこで，以下ではすでに因子構造の確認された多変量データに関する因子分
析モデルを提案手法で推定し，その結果から本手法の有効性および実用性の高
さについて確認を行う。
方法
分析には統計ソフトウェアR(Ihaka & Gentleman, 1996)のパッケージ psych内
のデータセット bfiの一部を使用した。bfiは Synthetic Aperture Personality As-
sessment(Revelle, 2006)に含まれる項目のうち 25項目に対する 1000人分の回答
データである。今回の分析ではそのうち同調性 (Agreeableness)，誠実さ (Con-
scientiousness)，神経症的傾向 (Neuroticism)を測定する 5項目ずつ，全 15項目
に関するデータを分析する。回答形式は 6件法であり，欠測値を除いた観測対
象数は 929であった。項目内容から，逆転項目だと判断されるものに関しては
7からもとの得点を引いたものを変換後の得点として分析に使用した。各項目
に関する歪度の推定値は表 3.17のようになった。歪度が 1を超える項目も複数
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存在し，正規分布の歪度からは隔たりが大きいことが伺える。このデータに対
して 3因子の共通因子分析モデルを適用した。また，本分析では因子間の独立
性を仮定した直交解の推定を行った。
表 3.17 15項目の歪度の推定値
同調性 誠実さ 神経症的傾向
A1 0.879 C1  .709 N1 .473
A2  1.035 C2  .656 N2 .013
A3  1.000 C3  .672 N3 .233
A4  1.070 C4 .527 N4 .333
A5  0.765 C5  .123 N5 .386
結果と考察
モデルに含まれる観測変数の数が 15個であるので，通常の ADF3推定法に
よる推定の場合はサイズ 800 1の積率ベクトルと独自要素 320400個の重み行
列から目的関数を構成することになるが，選択的ADF3推定法の場合はサイズ
240 1の積率ベクトルと独自要素 28920個の重み行列から目的関数を構成し，
その最適化を行えばよい（表 3.3参照）。なお，本データに関して母数の推定に
は選択的ADF3推定法でおよそ 60分かかった。したがってシミュレーションの
結果から，通常のADF3推定法では少なくとも 15時間は推定時間を要すること
が推測される。
各母数に関する推定の結果を表 3.18から表 3.22に示した。表 3.18から表 3.20
は因子負荷量の推定結果であり，推定値，SE(標準誤差)，検定統計量の値 (z値)
の三つに関して，因子 1から各 15項目への因子負荷量，因子 2から各 15項目
への因子負荷量，因子 3から各 15項目への因子負荷量の順でそれぞれ示した。
また，表 3.21と表 3.22には各項目の誤差に関する分散，3次積率，因子に関す
る 3次積率の順で，同じく推定値，SE，検定統計量の値に関する結果が掲載さ
れている。表 3.22に含まれる括弧内の数値は歪度を示している。なお，因子に
関してはもともと平均 0，分散 1として推定を行っているため 3次積率が歪度の
推定値と一致している。
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表 3.18 F1からの因子負荷量の推定値
母数 推定値 SE ｚ値
A1 F1  .112 .039  2.847
A2 F1 .052 .035 1.497
A3 F1 .013 .041 0.310
A4 F1  .043 .023  1.880
A5 F1  .011 .042  0.256
C1 F1  .124 .028  4.473
C2 F1  .033 .026  1.279
C3 F1  .004 .026  0.157
C4 F1  .436 .046  9.573
C5 F1  .369 .024  15.209
N1 F1 .671 .033 20.525
N2 F1 .564 .031 18.319
N3 F1 .732 .023 31.488
N4 F1 .599 .021 27.902
N5 F1 .521 .022 24.029
表 3.19 F2からの因子負荷量の推定値
母数 推定値 SE ｚ値
A1 F2  .113 .023  4.906
A2 F2  .161 .032  5.053
A3 F2  .200 .035  5.639
A4 F2  .098 .022  4.431
A5 F2  .156 .033  4.784
C1 F2  .609 .024  25.270
C2 F2  .610 .022  28.279
C3 F2  .618 .023  27.311
C4 F2  .560 .023  24.455
C5 F2  .373 .020  18.564
N1 F2  .169 .024  6.959
N2 F2  .188 .027  7.025
N3 F2  .127 .030  4.306
N4 F2 .055 .026 2.111
N5 F2  .116 .024  4.860
表 3.20 F3からの因子負荷量の推定値
母数 推定値 SE ｚ値
A1 F3  .206 .069  2.984
A2 F3  .369 .037  10.018
A3 F3  .416 .046  9.122
A4 F3  .258 .031  8.352
A5 F3  .500 .033  15.198
C1 F3  .051 .031  1.677
C2 F3  .051 .036  1.394
C3 F3  .118 .035  3.363
C4 F3 .037 .065 0.567
C5 F3  .008 .030  0.248
N1 F3 .492 .039 12.491
N2 F3 .452 .035 12.814
N3 F3 .181 .051 3.528
N4 F3 .178 .044 4.055
N5 F3 .046 .041 1.109
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表 3.21 2次積率の推定値
母数 推定値 SE ｚ値
2A1 .638 .025 25.653
2A2 .446 .021 21.024
2A3 .443 .027 16.587
2A4 .684 .027 25.326
2A5 .460 .024 19.287
2C1 .448 .023 19.144
2C2 .464 .022 21.344
2C3 .456 .024 18.624
2C4 .350 .034 10.163
2C5 .598 .019 32.172
2N1 .142 .015 9.460
2N2 .343 .016 21.527
2N3 .350 .018 18.938
2N4 .491 .019 25.574
2N5 .616 .020 30.265
表 3.22 3次積率の推定値
母数 推定値 SE ｚ値
3A1  .555 ( 1.089) .036  15.348
3A2  .385 ( 1.292) .037  10.410
3A3  .485 ( 1.647) .047  10.242
3A4  .794 ( 1.405) .044  18.126
3A5  .285 ( 0.912) .035  8.076
3C1  .365 ( 1.217) .032  11.337
3C2  .331 ( 1.048) .033  10.109
3C3  .400 ( 1.300) .031  12.766
3C4  .251 ( 1.210) .022  11.328
3C5  .009 ( 0.019) .023  0.393
3N1 .078 ( 1.455) .014 5.627
3N2  .098 ( 0.489) .021  4.654
3N3 .007 ( 0.034) .019 0.362
3N4 .187 ( 0.544) .023 7.996
3N5 .288 ( 0.596) .026 11.058
3F1 0.666 .061 10.946
3F2 0.927 .068 13.613
3F3 1.422 .202 7.031
そして，それらの推定結果を検討すると，推定値の解釈という点から，推定
された値が妥当なものであることが認められ，選択的ADF3推定法を用いた分
析が有効であることが示唆された。表 3.18から表 3.20を見ると，因子 1は神経
症的傾向の測定 5項目，因子 2は誠実さの測定 5項目に対してそれぞれ比較的
強い影響を与えており，それ以外の項目に対してあまり影響を与えていないこ
とが認められた。因子 3は神経症的傾向の測定 2項目に強い影響を与えている
ものの，平均して見ると，同調性の測定項目に対して与える影響が強いことが
分かる。したがって，予測される単純構造に比較的近い因子構造が推定値から
は得られたといえる。また，因子負荷に関する標準誤差の推定値は全体的に小
さく，推定の精度も比較的高いと考えられる。
表 3.21と表 3.22の結果を見ると，2次積率である分散や 3次積率に関しても
ヘイウッドケースとなるような不適切な推定値は認められず，正常に推定が行
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われていることが確認できる。シミュレーション研究の結果を考慮すると，2次
積率と 3次積率は小さめに推定される傾向があるが，SEの値が小さいことから，
極端な過少推定は行われていないものと考えられる。3次の積率に関しては比
較的歪みが大きく推定されており，シミュレーション研究で示された結果も考
慮すると，推定量の安定性も比較的高いと推測される。なお，因子の歪度に関
しては F3の標準誤差がほかの二つの因子と比較して大きいことが見て取れる。
これについてはパス係数の推定値から判断して，F3の測定の精度が F1, F2より
劣っていたことが原因の一つだと考えられる。
以上のように，選択的ADF3推定法を用いた推定は通常のADF3推定法では
分析の難しい観測変数が多いモデルを比較的短時間で分析することができると
いう利点を有している。また，推定の精度も決して悪くなく，共通因子分析モ
デルのように潜在変数を含んだモデルであっても，実質科学的な観点から見て
妥当な結果を得ることが可能である。
3.5 研究 II結論
研究 IIでは，通常のADF3推定法では非常に推定時間がかかってしまうよう
な観測変数が多いモデルを短時間で推定することを可能とする選択的ADF3推
定法を提案した。シミュレーション研究および実データの分析例を通じて，提
案手法の有効性が確認された。
シミュレーション研究の結果から，多くの研究において主な関心が向けられ
るパス係数に関しては，外生変数の歪度の大きさに関係なく精度よく推定が行
われており，変数間の影響関係について検討する上では選択的ADF3推定法を
問題なく利用することができると思われる。また，2次積率，3次積率に関して
は，選択的ADF3推定法による推定値の多くが通常のADF3推定法の推定値よ
りも母数の真値に近いことは大変興味深かった。ADF3推定法においては，重
み行列の計算に標本 6次積率を用いる。6次積率ともなると推定量は相当不安
定であるので，全ての 3次積率を利用するよりもその一部を利用したほうが推
定の精度が高くなったのだと思われる。
選択的ADF3推定法が有効に機能する状況として，研究 IIの冒頭で述べたフ
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ルパスモデルからのモデル探索への適用が挙げられる。このモデル探索手法で
は，適合度とパス係数に関する検定統計量が利用されるため，選択的ADF3推
定法のもつパス係数の推定精度の高さという特長は好ましいものである。また，
推定時間の速さもこの手法にとって有効であると考えられる。フルパスモデル
からのモデル探索では，一度でフルパスモデルを推定するのは非常に困難であ
り，フルパスモデルを推定するために完全逐次モデルからパスを一本ずつ増や
していく方法が提案されている（豊田, 2007）。その場合，単純に考えると観測
変数が 8個であった場合には 28回の推定を行ってフルパスモデルを推定するこ
とになる。そのように，観測変数が少ない場面でも推定回数が多い場合，また，
比較するモデルが多く何回も推定を行う必要がある場合には，本研究において
提案した手法は有効であると考えられる。
また，実データの分析においては，観測変数が比較的多かった共通因子分析
モデルを適切に推定することができた。構成概念を扱ったモデルの推定もある
程度うまく行えたことも注目すべき点である。3次積率を利用した SEMは共分
散構造分析に比較してモデル表現力が増すものの，これまでは観測変数の多い
場面での推定時間の増大という短所によってその表現力が制限されてきた。そ
こで本手法は，これまでのADF3推定法に比べてより柔軟なモデルの構成を可
能にするものであると考えられる。
研究 IIでは，3次積率を選択して利用するという基本アイデアの有効性を検
討することと，観測変数の数が多すぎて通常のADF3推定法では分析ができな
いようなモデルをより短い時間で推定可能にすることを主眼に置いて 3次の積
率を選択するルールを提案した。本研究においては，観測変数の観点からみた 3
次積率のバランスについての単純な基準だけに基づいて，積率の選択を行う規
則を提案した。その規則については統計的な理論に基づいた説明が出来るわけ
ではないが，モデルが出来る限り識別不定にならないことを考慮している。バ
ランスよく 3次積率を取り出して推定に利用することによって内生変数に関す
る各方程式が識別される可能性が高まると考えられる。また，提案した規則に
基づいた p(p+ 1)個の積率が推定に利用された時にはフルパスモデルでも推定
できるので，自由度の観点から識別不定になるモデルはほとんどないというこ
とも考慮している。モデルにおいて，非常に多くの潜在変数が含まれたり，変
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数間の相関が多く仮定されたりした場合には自由度の点で識別不定になること
もありえる。しかしながら，適用例で示した因子分析モデルのような比較的単
純なモデルの多くは推定することが可能であり，その中で同値モデル，飽和モ
デル，因子の不定性などの問題点を解決できるのは選択的ADF3推定法による
3次積率 SEMの長所である。
規則についてさらに考えると，本研究で提案した規則では，標本積率に関す
る情報は全く利用していない。これは，同じモデルに対して他のデータで推定
した場合に，最初に推定したときとは異なる積率を利用する可能性を避けるた
めである。加えて，ADF3推定法においては，各積率の推定に対する貢献度が
重み行列によって定められることを考慮して，標本積率の値に基づく選択規則
については検討しなかった。
本研究で提案した以外の選択規則については今後の課題として検討したい。
例えば，3次積率を利用した構造方程式モデリングにおけるモデルの識別規則な
どを用いることでも新たな選択規則を考えられる可能性があると思われる。選
択規則に関してはまだまだ，検討の余地はあるものの，本研究において提案さ
れたADF3推定法における 3次積率の選択というアイデアは，共分散構造分析
の欠点と 3次積率 SEMの欠点を両方とも補うものとして有効であるだろう。
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第4章 既存モデルとの融合からの応
用可能性(研究III)
第 4章では，これまで提案されてきた統計モデルにおいて 3次積率を組み込
んだモデリングを行い，3次積率 SEMを分析に適用することで，従来の手法で
は知り得なかった新たな知見を得ることが出来る可能性について検討を行う。
4.1 シェッフェの一対比較モデルと嗜好度間相関の問題
シェッフェの原法
複数の対象をある心理尺度上に位置づけるために利用される方法の一つに一
対比較法がある。一対比較法は複数の対象の中から 2個ずつを選んで比較対を
作り，それらに対する評価をもとに各対象の心理尺度値を得る方法である。一
対比較による評定はそれぞれの対象に対する絶対評価よりも信頼性が高いとい
う主張もあり (田中, 1977)，態度，価値，嗜好度などの心理量を測定する目的で
用いられる。
一対比較の代表的モデルにはサーストンモデル (Thurstone, 1927)，ブラッド
リーテリーモデル (Bradley & Terry, 1952)，シェッフェモデル (Scheffe´, 1952)な
どがある。それぞれで扱う評価値の形式や得られる情報が異なっており，近年
でも各一対比較モデルに関する発展的な研究がなされている (Maydeu-Olivares
& Herna´ndez, 2007;宇佐美, 2009;豊田・岩間・鈴川・久保・竹下・池原, 2006)。
三つのモデルの中で，サーストンモデルとブラッドリーテリーモデルは比較対
に含まれた二つの対象を，勝ち負けや好き嫌いで評定させ，得られた 2値形式
の一対比較データを扱って各対象の能力値や各対象に対する嗜好度を推定する
ための一対比較モデルである。それに対してシェッフェのモデルは比較対に含
まれた二つの対象を，どちらがどの程度望ましいかやどちらをどの程度好むか
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といった形で評定させ，そこから得られた多値形式の一対比較データから嗜好
度などの心理量を推定するための一対比較モデルである。ここでは，このシェッ
フェの一対比較モデルについて検討する。
Scheffe´ (1952)によるモデルは，食品の味覚テストやハンド化粧品の使用テス
トなどの消費者の嗜好に関する事例を想定して提案された。そのような背景か
ら，シェッフェの原法1では比較の際の順番を考慮したモデルを提案している。ま
た，一人の評価者は比較順序を考慮した一つの比較対だけを評価する，つまりあ
る評価者は対象 iと対象 jに関する何らかの実験を i! jの順番で受け，その件
についてのみ評価をするということになる。対象がn個あるならば，n (n 1)
個の順序比較対があるため，それぞれの順序比較対に関して複数人の評価者を
集めたとすると，対象の数によっては大きな規模の実験となる可能性もある。
i! jの順の一対比較に対して，評定は “対象 jより対象 iを強く好む (3)”，“対
象 jより対象 iをまあまあ好む (2)”，“対象 jより対象 iをわずかに好む (1)”，“
同程度である (0)”，“対象 iより対象 jをわずかに好む ( 1)”，“対象 iより対象
jをまあまあ好む ( 2)”，“対象 iより対象 jを強く好む ( 3)”のような 7件法で
行われる。そして，そのような状況を想定したシェッフェの原法のモデルは
xijk = (i   j) + ij + ij + eijk (4.1)
と表現される。(4.1)式において，xijkは対象 iと対象 jの i! jの順番での比較
に関して，k番目の評価者が対象 jより対象 iを好む程度を答えた評定結果を意
味する。なお，kは ijの順序対にネストしており，例えば，xijkと xjikの kは異
なる評価者を表すことに注意が必要である。iと jは対象 iと対象 jに関する
平均的嗜好度であり，
P
i 
n
i = 0という制約が置かれる場合が多い。ここで，n
は対象の数を表す。この平均的嗜好度が各対象に与えられる尺度値であり，そ
れらは間隔尺度上の値として得られる。次に，ijは対象 i; jの交互作用であり，P
i ij =
P
j ij = 0; ij =  jiという制約が置かれる。さらに，ijは対象 iと
対象 jの比較における順序効果であり，ij = jiという制約が置かれる。最後
に，eijkは誤差を表し，xijkに関して，それぞれの要素では説明できない部分で
ある。eijkは添え字 ijにかかわらず等分散が仮定される。
1一般に，一対比較モデルとモデルに沿ったデータ収集方法が組みになるため，それらを合
わせて考えて    法と呼ぶことにする。
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多重評価下におけるシェッフェ型モデルとその SEMによる表現
シェッフェの原法では，一人の評価者は対象の提示順序を考慮した一つの比較
対を評価する状況を想定していた。他方，一人の評価者が対象の提示順序を考
慮したすべての比較対を評価する状況 (多重評価の状況)を想定したシェッフェ
型の一対比較モデルも提案されている (浦, 1956)。そのような多重評価の状況下
におけるシェッフェ型の一対比較モデルは
xijk = fik   fjk + ij + k + eijk (4.2)
= (i + ik)  (j + jk) + ij + k + eijk (4.3)
のように表現される (佐藤, 1985)。(4.2)式の xijk は評価者 kが対象 iと対象 j
をこの順で一対比較した際に対象 iを対象 jよりどの程度好むかについての評
価値を表わす。このモデルにおいては kは ijによらず同一の評価者 kを意味す
る。評価値はモデル上では連続変数だが，実際にはシェッフェの原法と同様に
原点を 0とした 5,7,9件法などにより多値の形で得られる。そして，fikと fjkは
それぞれ対象 iと対象 jに対する評価者 kの嗜好度である。(4.3)式に示される
ように fik は対象 iに対する平均的嗜好度 iと，嗜好度 fik に関する，評価者
kに固有の平均的嗜好度からの偏差，つまり個人差 ik の和から成る。平均的
嗜好度には
Pn
i=1 i = 0という制約が置かれる場合が多い。また，個人差には，Pr
k=1 ik = 0という制約が置かれる。ただし，nは対象の数，rは評価者の数を
表す。次に ijは対象 iと対象 jの順序付き比較における対象の組み合わせ効果
であり，これには
Pn
i=1 ij =
Pn
j=1 ij = 0; ij =  jiという制約が置かれる。
そして，k は評価者ごとに定義される，比較の際の順序効果である。最後に，
eijkは対象 iと対象 jの順序付き比較での評価値に含まれる誤差を表している。
ここで，(4.2)式の添え字 kを確率変数の実現値を表すものとして捉えること
にする。さらに，話を具体的にするために三つの対象がある状況を想定すると，2666666664
x12
x13
x23
x21
x31
x32
3777777775
=
2666666664
1  1 0 1
1 0  1 1
0 1  1 1
 1 1 0 1
 1 0 1 1
0  1 1 1
3777777775
26664
f1
f2
f3

37775+
2666666664
12
13
23
21
31
32
3777777775
+
2666666664
e12
e13
e23
e21
e31
e32
3777777775
(4.4)
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のように，(4.2)式に基づいてモデル式を表現することができる。ここで，(4.2)
式の iは i = E[fi]として得られる。これは，制約の課された因子分析モデル
(確認的因子分析モデル)として構造方程式モデリングの枠組みから捉えること
ができる (豊田, 2003;豊田・室橋・尾崎・芳賀, 2004;豊田・尾崎・室橋・芳賀,
2004)。シェッフェ型の一対比較モデルに関しては，各推定値の算出に利用可能
なソフトウェアが乏しく，手計算が必要であったので，これまで心理学やマー
ケティングなどの実用的な分野でこの手法が利用される機会は少なかった。し
かし，構造方程式モデリングの枠組みから考えることで，一対比較データを構
造方程式モデリングのソフトウェアを利用して分析することが可能となる。構
造方程式モデリングを利用して分析する主な利点としては，各対象の尺度値を
表す平均的嗜好度の推定値やその標準誤差を容易に求められること，対象に対
する好みの散らばりについて考察できること，個人差を因子得点として推定で
きることが挙げられる。なお，シェッフェ型の一対比較における個人差の検討
の有効性については，野澤・飯田・椿・芳賀・鎗田・吉澤 (1995)においても示
唆されている。
さて，以降の議論を進めるにあたっては，簡単のために (4.2)式から組み合わ
せ効果を省略することとする。さらに，評価時における判断の往復を許し，順序
効果の項も考慮しない状況を想定する。そのとき，評価値に関して xijk =  xjik
の関係が成り立つとすることにより，i < jである xijkのみが得られていると考
えることができる。すると，(4.2)式に上記の事柄を反映することで，n個の対
象に関するm = n(n  1)=2個の評価値を
xk = Afk + ek (4.5)
と行列形式で表現できる。Aはm n計画行列，xk;fk; ekはそれぞれ評価者 k
についての，m 1評価値ベクトル，n 1嗜好度ベクトル，m 1誤差ベクト
ルである。
対象が四つの場合を例にとると n = 4，m = 6となり，(4.5)式におけるxk =
(x12k; x13k; x14k; x23k; x24k; x34k)
0は，評価者 kの各比較対における評価値が要素
として含まれる 6  1ベクトルとなる。なお，x12k の添え字の 12は対象 1と
対象 2の比較であることを示している。また，fk = (f1k; f2k; f3k; f4k)0は 4 1
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ベクトルであり，評価者 kの各対象への嗜好度が要素として含まれる。そして，
ek = (e12k; e13k; e14k; e23k; e24k; e34k)
0は 6  1ベクトルであり，評価者 kの各比
較対の評価における誤差が要素として含まれる。最後に，6  4行列Aは一対
比較モデルを表現するための計画行列であり，具体的には以下のようになる。
A =
26664
1 1 1 0 0 0
 1 0 0 1 1 0
0  1 0  1 0 1
0 0  1 0  1  1
37775
0
(4.6)
さらに，先と同様，確率ベクトルx;f ; eの実現値として評価者 kに関するベ
クトルxk;fk; ekが得られていると捉え直すと， (4.5)式から kを省略した確率
ベクトルによる表現
x = Af + e (4.7)
を得る。このとき，E[e] = 0，および f と eは独立であると仮定すると観測変
数に関する平均構造と共分散構造は
() = A (4.8)
() = AfA
0 +e (4.9)
となる。ここで，はこれまで同様，母数ベクトルを表す。そして，E[f ] = は
各対象の平均的嗜好度を表わすn1母数ベクトルであり，01n = 0を満たすと
仮定される。対象が四つの場合には (1; 2; 3; 4)0となる。そして， = f  
によって嗜好度における個人差が表現される。また，eは eのmm共分散
行列であり，対角行列であるという仮定が置かれる2。
嗜好度間相関
シェッフェの一対比較モデルを構造方程式モデリングによって分析するこれま
での手法では，嗜好度 f の間の相関については，共分散行列f が対角行列で
あるという仮定が置かれていた (豊田・尾崎, 2004)。つまり，各対象の嗜好度は
2シェッフェの原法では eij には添え字に関わらず等分散が仮定されており，その場合eの
対角要素はすべて等しくなる。
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無相関であるとされていた。これは，嗜好度間共分散行列f とf +d10+1d0
との識別が不可能であるという根本的な問題を一対比較モデルが内包すること
に由来した (Arbuckle & Nugent, 1973; Tsai, 2000, 2003)，モデル識別を目的とす
る仮定であり，実質科学的観点に基づいているわけではない。似た特徴を有す
る対象があれば，同一個人のそれらに対する嗜好は似ており，嗜好度の間に相
関が生じるはずであるから，現実的にみても共分散が 0というのは非常に強い
仮定であり，そこに存在する有効な情報を無視してしまう危険性が強い。
また，f の識別性を考慮すると，嗜好度間共分散を推定するための方法とし
て，各対象に関する嗜好度の分散を 1などの固定値に制約して残りの共分散要
素を推定する方法や一つの対象に関して分散を 1などの固定値に，その対象と
それ以外の対象との嗜好度間共分散を 0に制約して残りの分散共分散要素を推
定する方法が考えられる。しかし前者については，多くの人が同じような好み
を示す個人差の小さな対象と好みが大きく分かれ易い個人差の大きな対象があ
るのが普通であるから，全対象についての嗜好度の分散が等しいという仮定は
かなり強いといえる。また，後者に関しては，対角行列の仮定の場合ほどでは
ないにしろ，共分散に関する 0の仮定と情報の一部の欠落という問題がある。
上記のように，これまで提案されてきたシェッフェの一対比較データの分析
方法では対象に対する各個人の嗜好度間の相関関係について適切に検討できる
方法はほとんどなく，従来の分析方法では嗜好度間相関の情報は積極的に利用
されてこなかった。当然のことながらその情報は非常に有益であり，適切に知
ることができれば対象に対する好みの関係性やその背後にある要因について深
く検討することが可能となる。そこで，本研究では多重評価状況下でのシェッ
フェの一対比較において対象の嗜好度間相関を適切に検討することを目的とし
た，構造方程式モデリングの枠組みによる有効な方法を二つ提案する。一つ目
は，嗜好度に関する自然な仮定を導入することにより共分散構造分析で嗜好度
間相関行列の推定を可能とする方法であり，その方法では上で述べた恣意的な
固定値の問題は解決され，情報の欠落も生じることはない。二つ目は，嗜好度
間の関係に基づいてそれらの背後に想定される独立成分の抽出をも可能とする，
3次積率 SEMによる分析方法である。これは一つ目の方法を発展させた方法で
あり，固定値を用いる必要や情報の欠落が生じないばかりか，3次積率の利用
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によって成分抽出における回転の不定性を解決しているという特長を有してい
る。これらの手法では，構造方程式モデリングの観点から分析する利点も十分
に生かされており，対象に対する嗜好度間の相関関係について適切かつ詳しく
検討することが可能となる。
4.2 共分散構造分析による嗜好度間相関推定モデル
モデル表現
まず，対象の嗜好度間共分散行列を推定するにあたり，
f = f 1 (4.10)
という嗜好度に関するイプサティブスコアの制約を設ける。ここで，f 1は f
から任意の一つの要素を除いた (n  1) 1ベクトルであり，本研究では最後の
要素を除いたベクトルとして定める。また，はイプサティブスコアの制約を
表現するための n (n  1)行列である。
もともと嗜好度は構成概念であるから，個人内での選好度の平均が 0という
基準を定めることには問題がない。また，相対的な比較判断に関する観測変数
が，同じく相対的な嗜好度から生じているというのも自然な考えである。さら
に，(4.10)式を実現値レベルで考えるとPni=1 i = 0; Pni=1 ik =Prk=1 ik = 0
を表現していることに相当する。この仮定はシェッフェの原法を拡張した，浦の
変法 (浦, 1956)や中屋の変法 (中屋, 1970)において採用されており，イプサティ
ブスコアの制約は無理のないものと思われる。具体的に，四つの対象の場合に
は f 1 = (f1; f2; f3)0であり，
 =
26664
1 0 0
0 1 0
0 0 1
 1  1  1
37775
となる。その結果 f = (f1; f2; f3; f1   f2   f3)0と表わされ，四つの対象に関
する嗜好度の和が 0となることが確認できる。(4.10)式を (4.7)式に代入すると
x = Af 1 + e = Gf 1 + e (4.11)
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と再表現される。ここで，G = Aであり，対象が四つの場合，以下のように
表わされる。
G =
264 1 1 2 0 1 1 1 0 1 1 2 1
0  1 1  1 1 2
375
0
(4.11)式をみると，これは新たな計画行列Gを因子負荷行列とする確認的因子
分析モデルであることが分かる。このモデルにおける観測変数の共分散構造を
考えると
() = Af 1
0A0 +e = Gf 1G
0 +e (4.12)
となる。ただし，f 1は f 1に関する (n  1) (n  1)共分散行列である。こ
のモデルに関しては，まず因子分析モデルであるからeは識別される。次に
A = A 10と表わすことができる点に注意する。ここで，A 1はAから最後の
1列を除いたm (n 1)の列フルランクな行列である。rank(0) = rank() =
n  1であるので0は非特異であり，rank(G) = rank(A 10) = n  1とな
るからGは列フルランクであり，f 1 は識別される。続いて平均構造を考え
ると
() = A 1 = G 1 (4.13)
となり， 1については制約を入れることなく識別されることが分かる。
ここで (4.8)式と (4.13)式，(4.9)式と (4.12)式とを比較すると =  1お
よび f = f 10 が導かれる。したがって，まずは (4.11)式のモデルに基
づいて n   1個の対象に関する ^ 1; ^f 1 を得て，そのあとで^ 1;^f 10
と変換することで，n個の対象についての平均的嗜好度，嗜好度間共分散行列
の推定値 ^; ^f を得ることが可能となる。1段階目の母数推定には，組み合わ
せ効果や順序効果を伴うならば EQS(Bentler & Wu, 2002)やMplus(Muthe´n &
Muthe´n, 2010)，そうでなければそれ以外にも Amos(Arbuckle, 2009)や R(Ihaka
& Gentleman, 1996)などの構造方程式モデリングを実行できるソフトウェアを
利用すればよい。また，その後の計算にはRなどの行列演算が可能なソフトウェ
アの利用が考えられる。
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標準誤差の算出
上述のソフトウェアの出力から得られる，推定量の共分散行列の推定値を利
用すると，n番目の対象の推定値に関する標準誤差を得ることもできる。平均
的嗜好度の標準誤差の計算については，^ = ^ 1より，n番目の対象の平均
的嗜好度の推定値がの n行目の行ベクトル 10n 1を用いて ^n =  10n 1^ 1
と表せることに注目する。このとき，^ 1を ^ 1の共分散行列とすると ^nの
分散は
2^n = ( 10n 1)^ 1( 1n 1)
= 10n 1^ 11n 1 (4.14)
のように表される。したがって，^ 1を出力から得られる推定値で置き換えて
(4.14)式で計算し，その正の平方根をとれば n番目の対象に関する平均的嗜好
度の標準誤差を算出できる。
次に嗜好度間共分散行列における n番目の対象に関連する要素の標準誤差の
計算方法について述べる。まず，嗜好度間共分散行列の n行目を (^f )nと表わ
すと，(^f )n =  10n 1(^f 1)0が成立し，
vecf(^f )ng = f
 ( 10n 1)gvec(^f 1)
となる。ここで，vec()は行列の列を 1番左から順に下につないでベクトル化す
る作用素を表わし，
はクロネッカー積の演算子を意味している。そして，こ
の関係を用いると
vec(^f )n = (
 10n 1)vec(^f 1 )(
 10n 1)0 (4.15)
のようにして嗜好度間共分散行列の n行ベクトル (^f )n に関する共分散行列
を得られる。ただし，vec(^f 1 )は vec(^f 1)の共分散行列である。したがって，
vec(^f 1 )
の推定値を出力から得て (4.15)式を計算し，その対角要素の正の平方
根をとると標準誤差が算出できる。
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4.3 独立成分を導入した一対比較モデル
モデル表現
先述の嗜好度間相関推定モデルを用いると対象の嗜好度間共分散行列を得ら
れる。そして，共分散行列が得られたら，それを特徴づける要因を探ることで
データの背後に存在する構造についてさらに知ることが可能となる。ここでは，
先のモデルに独立成分分析を組み込んで，対象の嗜好度間の関係の背後にある
要因について検討する方法を提案する。
嗜好度間相関推定モデルの f 1に関してさらに
f 1 =  1 +B 1g (4.16)
の構造を考える。独立成分の数を l個とするとB 1は (n  1) l独立成分負荷
行列であり，l個の独立成分から n  1個の対象の嗜好度への影響を表わす。ま
た，gは l  1独立成分ベクトルである。gに関しては，E[g] = 0および，gに
含まれる要素間の独立性の仮定からその共分散行列がg = I lとなることを仮
定する。構造方程式モデリングの観点からは，嗜好度間相関推定モデルが測定
方程式であり，(4.16)式が構造方程式である。独立成分と f 1との関係はB 1
で表現されるが，独立成分と f との関係にこそ興味がある。そこで
f = f 1
=  1 +B 1g (4.17)
の関係に注目すると，B^ 1についてを前から乗じることで独立成分と fとの
関係を表わす n l独立成分負荷行列Bの推定値 B^を得られることがわかる。
豊田 (2007)は，3次積率 SEMの枠組みから独立成分分析を行う方法を示して
おり，ここではその方法を利用する。(4.17)式を (4.7)式に代入すると，独立成
分を導入した一対比較モデルは
x = A 1 +AB 1g + e
と表現できる。ここで，g; e間は独立であることを仮定する。すると観測変数
の原点周りの 1次の積率構造（平均構造）と平均周りの 2次の積率構造（共分
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散構造）は
() = A 1
() =HH 0 +e
となる。ただし，H = AB 1であり，eは先に定めたものと同様である。ま
た，平均周りの 3次の積率構造はm3  1ベクトル形式で
E[(x  ())
 (x  ())
 (x  ())]
= E[(Hg + e)
 (Hg + e)
 (Hg + e)]
= (H 
H 
H)E[g 
 g 
 g] + E[e
 e
 e]
と表わされる。E[g
g
g]とE[e
e
e]はそれぞれ独立成分の 3次母積率ベク
トルと誤差の 3次母積率ベクトルであり，独立性の仮定から同一変数に関する 3
次積率，すなわち 3gi(i = 1; : : : ; l)と 
3
eij
(i = 1; : : : ; (m  1); j = (i+1); : : : ;m)
以外の要素は 0となる。
そして，複製行列のムーアペンローズ形逆行列D+p と 3重複製行列 (Meijer,
2005)のムーアペンローズ形逆行列 T+p を用いると3，2次および 3次の積率構造
から重複要素を除いた積率構造ベクトルを (2)() = D+p vec(()); (3)() =
T+p E[(x ())
 (x ())
 (x ())]のように得ることができる。なお，
(2)();(3)()はそれぞれ，m(m+1)=2 1; m(m+1)(m+2)=6 1のベクト
ルである。
(1)() = ()とし，() = ((1)()0;(2)()0;(3)()0)0によって 1次から
3次までの重複のない積率構造ベクトルを作り，()に対応する標本積率ベク
トルを s = (s0(1); s0(2); s0(3))0と表わすと，
fADF3() = (s  ())0W 1(s  ())
のように目的関数を構成することができる。W は sの漸近共分散行列の一致推
定量を標本サイズ倍したものであり，fADF3を最小化することによってモデル母
数のADF3推定値 (Mooijaart, 1985)を得る。
3D+p と T+p は，F (2)，F (3) と同様の役割を果たす。
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本モデルでは，^ 1; B^ 1を用いて，^ = ^ 1; B^ = B^ 1; ^f = B^ 1B^
0
 1
0
とすることで，全対象に関する平均的嗜好度，独立成分負荷行列，嗜好度間共
分散行列の推定値を求められる。また，D^
 1=2
f ^fD^
 1=2
f によって嗜好度間相関
行列の推定値を得たり，D^
 1=2
f B^を計算して標準化された独立成分負荷行列を
得ることもできる。ここで，Df = Diag(f )であり，Diag()は括弧内の正方行
列の非対角要素を 0とした対角行列を生成する作用素を意味する。
標準誤差の算出
nの標準誤差は嗜好度間相関推定モデルの場合と同様に算出できる。ここでは
B^のn行目である (B^)nの標準誤差を求める方法を述べる。(B^)n =  10n 1B^ 1
の等式に関して vec作用素を適用すると
vecf(B^)ng = fI l 
 ( 10n 1)gvec(B^ 1)
となる。これを用いると vecf(B^)ngの共分散行列は
vecf(B^)ng = (I l 
 10n 1)vec(B^ 1)(I l 
 10n 1)0 (4.18)
と表される。出力結果から得られる，vec(B^ 1)についての共分散行列vec(B^ 1)
の推定値を (4.18)式に代入して計算し，その対角要素の正の平方根を求めれば
n番目の対象に関する独立成分負荷量の標準誤差を得られる。
4.4 実データ分析による検討
提案モデルの適用例として質問紙調査データの分析結果を示す。調査では緑
茶飲料，シャンプーの二つの商品を取り上げた。そしてそれぞれについて新製
品の売り出し場面を想定して複数のネーミングを考え，その好みを一対比較に
より評価することを調査参加者に求めた。
方法
質問紙 二つの商品それぞれについて，六つのネーミング候補を用意し，各ネー
ミングのコンセプトおよび由来を調査参加者に説明したのち，判断の往復を許
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した 15個の比較対に回答を求めた。比較対は左右にネーミングを配置する形
で提示し，回答形式は “左のネーミングが非常に好き (3)”から “どちらでもない
(0)”を経由して “右のネーミングが非常に好き ( 3)”とする 7件法とした。15個
の比較対において，左右のどちらかに偏って多く出現するネーミングがないよ
うに注意するとともに，比較対自体の提示順にも配慮した。
調査参加者 調査参加者は緑茶飲料，シャンプーに関して 166名，158名であ
り，同数の有効回答を得た。
分析 質問紙の回収後，比較対の提示順序と位置が適切になるように値の変換
や列の置換を施してデータ行列を準備した。そして，今回の分析では各商品に
つき，六つのネーミングのうち四つのみを扱うこととして，それらに関する六
つの比較対のデータを取り出して分析対象とした。本適用例では Rを用いて，
f 1の要素間の無相関を仮定して表現される嗜好度間無相関モデルと独立成分
を導入した一対比較モデルによって分析を行った。基となる一対比較モデルに
おいて組み合わせ効果と順序効果の項は扱わなかった。独立成分の数が 0個か
ら 5個までの場合で分析し，独立成分 0個のモデルの推定の初期値にはMplus
による嗜好度間相関推定モデルの推定値を，独立成分 1個以上のモデルの推定
の初期値には独立成分 0個のモデルの推定値を利用した。
結果と解釈
緑茶飲料のネーミング ネーミング候補は (a)滅茶哉培 (めちゃヤバイ)，(b)茶，
destination，(c)粗茶ですが   ，(d)飲め！の四つであり，対象に対する嗜好度
の確率変数が順に f1; f2; f3; f4で表される。緑茶飲料のネーミングデータの分析
における適合度を表 4.1にまとめた。表 4.1からAICや BICを確認すると緑茶
飲料データに関しては独立成分 0個のモデルのあてはまりが一番良いことが分
かる。また RMSEAは.062であり，当該モデルの適合が比較的良好であること
を示している。なお，独立成分 4個，5個のモデルは不適解であった。
そして，f 1に関する平均的嗜好度と嗜好度間共分散行列の推定値を表 4.2に
示した。一番左の列のf 1(i;j)(i = 1; : : : ; 4; j = 1; : : : ; 4)はf 1 の (i; j)要素
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表 4.1 緑茶飲料データに関する適合度の要約
成分数 df 2値 RMSEA AIC BIC
無相関 62 267.257 .141 143.257  49.686
0 52 85.861 .062  18.139  179.962
1 64 284.237 .144 156.237  42.930
2 60 174.973 .107 54.973  131.746
3 56 116.087 .080 4.087  170.184
4 — — — — —
5 — — — — —
表 4.2 緑茶飲料データに関する 1とf 1の推定値
母数 推定値 標準誤差 ｚ値
1  .020 .037  0.530
2  .392 .039  10.105
3 .554 .040 14.018
f 1(1;1) .523 .044 12.016
f 1(2;1)  .258 .035  7.379
f 1(3;1)  .231 .036  6.394
f 1(2;2) .475 .047 10.080
f 1(3;2)  .037 .032  1.146
f 1(3;3) .500 .046 10.933
を表している。^ 1を用いると ^ = ( :020; :392; :554; :142)0と計算され，各
推定値の標準誤差は :037, :039, :040, :041であった。また，嗜好度間共分散行列
f と嗜好度間相関行列Rf の推定値は以下のように算出された。^f の 4行目
に関する標準誤差は :038, :035, :036, :040であった。
^f =
26664
:523  :258  :231  :034
 :258 :475  :037  :180
 :231  :037 :500  :232
 :034  :180  :232 :446
37775 (4.19)
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R^f =
26664
1:000  :518  :451  :070
 :518 1:000  :076  :391
 :451  :076 1:000  :492
 :070  :391  :492 1:000
37775 (4.20)
推定値の解釈をすると，平均的嗜好度は “粗茶ですが    ”が最も高く，大き
く離れて “滅茶哉培 (めちゃヤバイ)”，“飲め！”，そして最後に “茶，destination”
の順であった。ただし，標準誤差を利用して，推定値1:96標準誤差によっ
て 95%信頼区間を計算すると，1の信頼区間が ( :093; :053)，4の信頼区間
が ( :223; :060)となるから “滅茶哉培 (めちゃヤバイ)”と “飲め！”の平均的嗜
好度の間には統計的な差があるとはいえないことになる。また，個人差の分散
については信頼区間の点から四つの対象の間に差があるとはいえない。
嗜好度間相関行列に関しては “滅茶哉培 (めちゃヤバイ)”と “飲め！”，“茶，
destination”と “粗茶ですが    ”の間には相関が認められなかったが，それ以外
の部分に中程度の相関があった。最も相関が強いのは “滅茶哉培 (めちゃヤバイ)”
と “茶，destination”の間で，推定値は :518であった。“滅茶哉培 (めちゃヤバ
イ)”は “粗茶ですが    ”との間にも :451の負の相関があり，“滅茶哉培 (めちゃ
ヤバイ)”を好む人は “茶，destination”や “粗茶ですが    ”をあまり好まない傾
向があることが分かる。
シャンプーのネーミング 四つのネーミング候補は (a)雅–みやび–，(b)クレオ
パトラ，(c)ルミネール，(d)美髪推進委員会，である。シャンプーのネーミン
グデータの分析における適合度を表 4.3に示した。表 4.3を検討すると，AIC，
BICの点から独立成分が 3個のモデルが最適なモデルとして選択され，RMSEA
の値から許容できるレベルであることが認められる。適合度の点から最適モデ
ルとはされなかったが，独立成分が 4個のモデルも推定された。独立成分を考
慮しなければ，このモデルは 3因子の因子分析モデルであり，1次因子の数より
も多い 4個の独立成分を抽出できることが示された。独立成分 5個のモデルに
ついては，緑茶飲料データに続き不適解であった。さらに，緑茶飲料データの
分析と同様，成分数 1個の場合の適合度が最も悪いことも分かる。独立成分と
嗜好度の関係においては誤差が仮定されていないので，独立成分一つだけの情
報では嗜好度間の共分散や 3次積率を近似するのが難しく，今回の二つのデー
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タに関してはそれが当てはまりの悪さに繋がったと推測される。
表 4.3 シャンプーデータに関する適合度の要約
成分数 df 2値 RMSEA AIC BIC
無相関 62 223.551 .128 99.551  90.330
0 52 124.082 .093 20.082  139.173
1 64 308.990 .156 180.990  15.016
2 60 201.748 .122 81.748  102.008
3 56 130.143 .091 18.143  153.362
4 52 124.082 .093 20.082  139.173
5 — — — — —
表 4.4 シャンプーデータに関する 1とB 1の推定値
母数 推定値 標準誤差 ｚ値
1 .528 .033 15.916
2  .050 .029  1.758
3 .195 .035 5.561
B 1(1;1)  .316 .051  6.205
B 1(2;1)  .167 .036  4.642
B 1(3;1)  .213 .054  3.924
B 1(1;2)  .117 .063  1.855
B 1(2;2) .464 .036 13.042
B 1(3;2)  .242 .057  4.280
B 1(1;3) .478 .044 10.820
B 1(2;3)  .126 .049  2.546
B 1(3;3)  .521 .037  13.984
独立成分三つのモデルについて，四つの対象のうち最後の一つを除いた三つ
に関する平均的嗜好度と独立成分負荷量の推定値を表 4.4として掲載した。表
4.4の最も左の列のB 1(i;j)(i = 1; : : : ; 3; j = 1; : : : ; 3)はB 1の (i; j)要素を表
している。なお，独立成分と誤差に関する 2次と 3次の積率の推定値も適切な値
で推定されたが，ここでは興味の対象外であることから割愛した。推定値を利
用して四つの対象に関する平均的嗜好度は ^ = (:528; :050; :195; :672)0，標
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準誤差は :033, :029, :035, :038と算出された。また，嗜好度の個人差の分散推定
値は順に，:335, :255, :396, :548であった。そして，四つの対象に関する独立成
分負荷行列 B^と標準化された独立成分負荷行列 B^stは以下のように求められ，
B^の 4行目の推定値の標準誤差はそれぞれ，:035, :043, :055となった。
B^ =
26664
 :316  :117 :478
 :167 :464  :126
 :213  :242  :521
:696  :104 :169
37775 (4.21)
B^st =
26664
 :540  :200 :817
 :329 :911  :247
 :348  :395  :850
:962  :144 :234
37775 (4.22)
平均的嗜好度については，“雅–みやび–”が四つの対象の中で突出して高く，“ル
ミネール”，少し離れて “クレオパトラ”と続き，“美髪推進委員会”は “クレオパ
トラ”と比べてもかなり低かった。四つの対象に関する 95%信頼区間は重複し
ておらず，平均的嗜好度の点から明確な順位付けが可能であった。嗜好度の個
人差のばらつきの点からみると，“クレオパトラ”が最も小さく，調査参加者間
で嗜好の違いが出にくいネーミングであったことが分かった。反対に “美髪推
進委員会”は分散が大きいので，個人によって嗜好の程度が異なり易いネーミ
ングであったといえる。
独立成分負荷行列に関しては，値の比較が可能な B^stの解釈を行う。第 1成分
は “美髪推進委員会”のみに非常に強い正の影響を与えており，その他のネーミ
ングには中程度の負の影響を与えていることが認められる。この成分は，漢字
が羅列されたネーミングに対する印象の良さを表わす “漢字羅列”成分と解釈で
きる。英語表記の多いシャンプーの製品名の中で漢字が並んだネーミングに対
して好感を持つ人は “美髪推進委員会”に対する嗜好が強くなると推測される。
次に，第 2成分は “クレオパトラ”に強い正の影響を与えている。“クレオパト
ラ”という響きからはエジプト女王のきらびやかなイメージが明確に浮かぶ。こ
の独立成分は高貴な人物のイメージを抱かせるネーミングに対する印象の良さ
を表わす “高貴な人物”成分であると考えられる。“クレオパトラ”以外のネーミ
ングは，高貴な人物というイメージとの結びつきがあまり強くなく，この成分
104
からの影響の強さもあまり大きくない。最後に，第 3成分は “雅–みやび–”に対
して強い正の影響を与え，“ルミネール”には強い負の影響を与えている。また，
この成分は “美髪推進委員会”にも正の影響を与えていることから，日本的な美
しい髪のイメージを抱かせるネーミングに対する印象の良さを表わす “日本的
美髪”成分であると推測できる。“雅–みやび–”は平安時代の上品な女性の美し
く長い黒髪のイメージを，“美髪推進委員会”は髪に対するよい効果を与えるこ
とによる美しい髪のイメージやテレビコマーシャルとして放送されていそうな
イメージを喚起させ，それがそれぞれのネーミングに対する嗜好に繋がってい
るものと考えられる。一方，“ルミネール”は西洋的なイメージを表面上与える
とともに，意味的にも美しい髪のイメージとも結びつきにくいネーミングであ
り，日本的な美しい髪に好印象を抱く人からは好まれにくいのだと思われる。
4.5 研究 III結論
研究 IIIでは，多重評価状況におけるシェッフェ型一対比較モデルにおいて，
対象に対する嗜好度間の相関を検討する方法を提案した。一つ目の嗜好度間相
関推定モデルは，最後の一つの対象の嗜好度を除いた n  1個の因子を仮定し，
従来の方法で用いられたものと異なった計画行列をもつ因子分析モデルととら
えることができた。モデルとしては単純であり，分析にはこれまで共分散構造
分析用に開発された多くのソフトウェアを利用できる。提案モデルの説明の中
でも触れたように，本研究で導入された嗜好度に関するイプサティブスコアの
仮定は，伝統的な一対比較手法において用いられたものと同等であり，嗜好度
間相関推定モデルはそれらの手法を構造方程式モデリングの枠組みから表現し
たモデルと考えられる。しかしながら，本手法の主眼がこれまでの方法では難
しかった各対象に対する個人の嗜好度間の相関を推定し検討することにある点
で異なっている。また，各種推定値に関する標準誤差や適合度指標など，分析か
ら得られる情報は本手法の方がかなり豊富である。組み合わせ効果，順序効果
の導入や誤差分散の等分散性の仮定の導入，またそれらの仮定に関する適切性
の評価などもできる点は伝統的な手法と比較して本手法が秀でている点である。
独立成分を導入した一対比較モデルは，嗜好度間相関推定モデルの因子にさ
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らに構造を組み込んだモデルとして表現された。適用例からは，このモデルを
用いて各対象への嗜好の背後に存在する要素を見つけだせる可能性が示された。
3次積率 SEMの枠組みを利用することで，適合度指標を参照して独立成分の数
を決定することが可能となり，さらにはすべての対象に関して平均的嗜好度と
独立成分負荷量の推定値および，標準誤差をも得ることができた。これにより，
従来の手法での視点に加えて，対象に対する嗜好が何個のどのような性質を持っ
た成分から成り立っているのかという，新たな視点からの考察も可能となる。な
お，3次積率の利用は歪みの情報の利用を意味しており，シェッフェやサースト
ンの伝統的な一対比較法において仮定されていた嗜好度に関する正規性の仮定
を和らげることを意味している。Scheffe´ (1952)にも述べられていたように正規
性の仮定については満たされないことも多く，現実場面に即した分析方法と考
えることもできるかもしれない。
最後に，今後の課題および留意事項として三つの点を挙げる。まず，独立成
分を導入した一対比較モデルは変数の歪みの大きさを推定に利用しているため，
変数の歪みの大きさにより母数の推定精度が異なってくる可能性がある。解釈
において重要となる独立成分負荷行列，平均的嗜好度やそれらの標準誤差に特
に注目してその点について検討することが今後必要になると考えられる。次に，
独立成分を導入した一対比較モデルはそれほど複雑なものではないが，3次の積
率を利用するので，ある程度の標本サイズの大きさが必要となる。今回の分析
例では対象が四つで評価者が 160名程度であったが対象が多くなるとより多く
の評価者が必要となることが推測される。そして最後に，今回の二つの手法で
は対象のうち最後の一つを除いてモデル表現を行ったが，除く対象は任意で構
わない。モデルが単純であり，一般的には推定値に大きな影響を与えることは
考えにくいものの適合度があまり良くないなどの理由により，除く対象によっ
て推定に影響が出る可能性もあることは気に留めておかなくてはならない。
106
第5章 総合考察
5.1 研究全体の考察
本研究では，三つの観点に基づいた研究を通して 3次積率 SEMの応用可能
性について検討を行ってきた。全体を通して判断すると，3次積率 SEMは現在
主流の構造方程式モデリングである共分散構造分析の欠点を補う統計手法とし
て十分に有効であると感じられたが，同時に共分散構造分析に匹敵する学術的，
実務的浸透を達成するためには解決すべき問題がいくつか残っている。
まず最初に，研究 Iで確認された共分散構造モデルの問題の克服は大変重要
であるだろう。特に同値モデルについては，識別不定モデルや飽和モデルと異
なり，分析の過程でモデルの推定が上手く出来なかったり，自由度や適合度の
値が 0になったりという事柄からその問題に気が付くことが難しい。共分散構
造分析の適用にあたっては，データを収集する以前に飽和モデル，識別不定モ
デル，同値モデルの問題について注意深く検討し，それらの問題が存在する場
合には分析の後に，選ばれたモデルに対する実質科学的根拠を提示することが
重要になるが，実際にはそこまで綿密に準備して研究活動を行えない場合も多
い。共分散構造分析はそこまで理論に関する知識を持っていない初学者も利用
する頻度の高い統計手法と考えられるので，モデルに関する三つの問題を考慮
する必要がない 3次積率 SEMは共分散構造分析よりもモデル選択に応用しやす
い。また，異なった見方をすれば，3次積率 SEMでは，数多くのモデルを推定
し，モデル間の比較をすることが可能となるので，通常の共分散構造分析では
同値モデルであるために見逃してしまっている有力なモデルの発見の可能性も
与えてくれる。変数がそれほど多くなければ，標本サイズが小さいことによる
モデル選択への悪影響もそれほど大きくはないことが示唆されたので，少変数
モデルへの 3次積率 SEMの適用は応用の価値が高いと判断できる。
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次に，研究 IIで検討した多変数モデルへの適用という観点から 3次積率 SEM
の可能性を考えた場合には，統計手法としてまだ検討および改良の余地がある
ように思われた。実際の研究活動で構造方程式モデリングがデータ分析に利用
される場合には，観測変数と構成概念を併せて 20個から 30個の変数があるこ
とも多く，そのようなモデルに対して 3次積率 SEMを適用するのはこれまで
の研究段階では現実的とは言えないだろう。研究 IIでは多変数モデルへの適用
を可能にするための一つの方法として選択的ADF3推定法を提案した。シミュ
レーションデータや実データの分析結果からは，推定の負荷を低減できるとい
う点で推定法の有効性を示す結果が得られたが，その提案手法が決定的な推定
法ではないという認識を得た。分布によらない方法として，最小 2乗法に基づ
いた推定法を利用すること，積率構造ベクトルと標本積率ベクトルからいくつ
かの要素を選択して推定に利用するという方法自体には可能性が感じられたが，
どの積率を推定に利用するかという基準についてはより明確なものが必要と思
われた。現在の共分散構造分析のように多くの研究領域において 3次積率 SEM
が利用されるためにはADF3推定法より簡便な方法として確立された別の推定
法を提案するべきであろう。
最後に研究 IIIでは，シェッフェの一対比較モデルへの 3次積率 SEMの適用を
行った。3次積率を利用することでそれまでのモデルでは不可能であった母数の
推定を可能にし，新たな知見を得られることが分かった。もともと，構造方程
式モデリングは多くの統計モデルを下位モデルとして含んでいるので，研究 III
の結果を一例として，下位モデルに 3次の積率を組み込んでモデル化すること
で，共分散構造分析の場合とは異なった視点を得ることができる可能性は十分
にあるだろう。研究 IIIは構成概念を扱っていたという点で，研究 Iと研究 IIと
は異なっていたが，潜在変数を含んだモデルの推定も適切に行われており，潜
在変数を含んだモデルも考慮すると 3次積率 SEMの適用範囲は実に広くなる。
5.2 展望
研究 Iに関連する展望として，モデル選択において他の適合度指標がどの程
度有効に働くかという点を確認することが重要となる。構造方程式モデリング
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は大変柔軟な統計手法であるので，その分モデルの評価についてはさまざまな
観点から総合的に判断することが求められる。3次積率 SEMによる分析におい
て RMSEAや情報量基準の指標がどのような振る舞いを示すのかを検討すると
ともに，モデル選択に対する各適合度指標の有効性を比較検討しておくことは，
3次積率 SEMを実データの分析に利用するうえでは大切である。
研究 IIの結果に対する展望については，3次積率の選択の規則の検討に尽き
る。方向性としては，モデルの特徴に基づく規則とデータ特性に基づく規則が
考えられる。前者の規則としては，例えば，選択的ADF3推定法をブロック逐
次モデルを対象とする形で改良することが挙げられる。ブロック逐次モデルで
は，各ブロックが識別されていればモデル全体が識別されるという特徴がある。
そこで，識別されないブロックがあった場合には，そのブロックに含まれる変
数に関連する 3次積率だけを推定に利用するという方法が提案できる。3次積率
は 2次積率と比較して不安定であり，関連する重み共列の要素もそれによって
極端な値をとり易くなる。3次積率をむやみに多く利用することは推定値の不
安定さに繋がると思われるため，利用を最小限に留めるという考え方は推定値
の安定性の上昇に繋がるだろう。後者の規則としては，データから計算される
重み行列の値を利用して，3次積率の選択を行うという発想が浮かぶ。重み行
列は目的関数の値を計算するのに大きな役割を果たしている。重み行列によっ
て各積率の情報がどの程度目的関数の計算に貢献するかが決まる。したがって，
例えば重み行列を固有値分解し，固有値の大きさを考慮することで，選択する
べき 3次積率に目安を付けることができると思われる。ただし，モデル識別の
可能性も考慮すると，選択する 3次積率のバランスについては配慮する必要が
あるだろう。それ以外にも積率構造から 3次の積率を選択して推定された母数
の推定値を二段階推定の初期値として利用するといった方法も検討の余地があ
るのではないだろうか。
最後に，各研究とは直接的には関係がないことではあるが，3次積率 SEMの
応用可能性を高めるためには，モデルの大きさに応じた必要な標本サイズの目
安やモデル識別のための規則などについて明らかにすることも大切である。さ
らに，統計解析手法の普及においては，ソフトウェアの充実も欠かせない。今
回の研究から得られた課題を克服するとともに，分析ツールとしての利用価値
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の向上も図っていく必要があると考えられる。
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付録
一対比較調査票およびデータ
1 
 
 
調査協力のお願い 
 
早稲田大学大学院文学研究科 博士後期課程3年 
岩間徳兼 
仲秋の候，皆様におかれましては充実した学生生活を送られていることと存じます。 
さて，本日は私の博士論文研究の為の調査を実施させて頂きたく存じます。この調査で得られたデー
タは統計的に処理されるためプライバシーをお守りすることを約束致します。誠に恐縮ですが，この調
査にご協力くださいますよう何卒お願い申し上げます。 
 
本調査は３つの商品に関して，複数のネーミングのイメージを測ることを目的としています。商品は 
１．お茶飲料 
２．シャンプー 
３．豆乳飲料 
の３つであり，それぞれの商品に関して６つのネーミングが挙げられています。次のページからお茶飲
料，シャンプー，豆乳飲料の順でネーミングについてのイメージを答えて頂きます。 
各商品について，まずは６つのネーミングとそのコンセプトの説明文が示されていますので，お読み
ください。 
それに続き，ネーミングが左右に対の形式で複数提示されており，左のネーミングが「非常に好き」
から，「どちらでもない」を経由し，右のネーミングが「非常に好き」まで，７段階の評定ができるよう
になっています。左右のネーミングを比べて，もっとも適したものに○印を付けて表現してください。
印をつける場所は 1 つの対で 1 箇所です。前の回答を振り返るなどせず，深く考え込まずに直感であり
のままにお答えください。 
 
 
★回答方法の例(球技に関する回答の例)  
 
 
お手元に届きましても，まだお開きにならず指示があるまでそのままでお待ちください。 
 
非
常
に
好
き
か
な
り
好
き
や
や
好
き
ど
ち
ら
で
も
な
い
や
や
好
き
か
な
り
好
き
非
常
に
好
き
テニス 〇 野球
サッカー 〇 ペタンク
： ：
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１．お茶飲料に関する調査
ネーミングおよびコンセプト
ネーミング
滅茶哉培
（めちゃヤバイ）
茶、destination
粗茶ですが・・・
飲め！
いっき飲み緑茶
茶谷天才
（ちゃやてんさい）
回答欄
非
常
に
好
き
か
な
り
好
き
や
や
好
き
ど
ち
ら
で
も
な
い
や
や
好
き
か
な
り
好
き
非
常
に
好
き
滅茶哉培 粗茶ですが・・・
いっき飲み緑茶 茶、destination
粗茶ですが・・・ 飲め！ 　　　　　
茶、destination 滅茶哉培 　　　　　
粗茶ですが・・・ いっき飲み緑茶 　　　　　
茶谷天才 滅茶哉培 　　　　　
飲め！ いっき飲み緑茶 　　　　　
茶、destination 粗茶ですが・・・ 　　　　　
茶谷天才 いっき飲み緑茶 　　　　　
滅茶哉培 飲め！ 　　　　　
飲め！ 茶谷天才 　　　　
茶谷天才 茶、destination 　　　　
粗茶ですが・・・ 茶谷天才 　　　　
茶、destination 飲め！ 　　　　
滅茶哉培 いっき飲み緑茶 　　　　
2
DHA配合かつカフェインを普通の緑茶より多めに加えたお茶。頭の働きを
良くし、加えて眠気も覚ます。受験生、働く大人のためのお茶。
コンセプト
読みは「めちゃヤバイ」だが「めちゃ培うなり」とも読める。天然ビタミンEが
配合された若年者向けのお茶で、健康維持や美容の効果が期待できる。
　横文字風になるのでターゲットは若年層だろう・・・、という経緯で誕生。
昔、“kiss destination”というバンドがあったので、それを参考にした。
「茶、destination」は、恋する若い男女に宛てた贈り物。亜鉛配合で口臭
除去。あ、キスの予感。
会議や会社説明会や社員食堂など、多数の人が集まる場で出すことを目
的とした商品。飲めない人が出ないように、くせの無い一般的な緑茶の味
にした。具体的には複数の茶葉をブレンドしたり、何らかの健康成分を配
合したりしないようにした。「粗茶ですが・・・」と言いつつ、お偉いさんに出
すことも想定して静岡の準高級茶葉使用。
「ヘルシア緑茶」が疲れている中高年男性をターゲットにしているのなら
ば、こちらはカッコよく渋い中高年男性をターゲットにしている。これを飲ん
でいれば部下のOLから“渋い”と評されるかも、という期待を中高年男性
に抱いてもらう。
のどが乾いているから水分が大量に欲しい。でも水では味気ない。だから
と言ってジュースを飲んだら後で再びのどが渇く。そんな人のためのお
茶。味は普通の緑茶だが、三成の三献茶の一杯目に倣い、５００mlかつ
「つめた～い」限定で売る。
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２．シャンプーに関する調査
ネーミングおよびコンセプト
ネーミング
雅～みやび～
クレオパトラ
ルミネール
美髪推進委員会
毛根洗浄
キャニー
＜Ｃａｎ　Ｅａｔ＞
回答欄
非
常
に
好
き
か
な
り
好
き
や
や
好
き
ど
ち
ら
で
も
な
い
や
や
好
き
か
な
り
好
き
非
常
に
好
き
クレオパトラ 美髪推進委員会
ルミネール キャニー
毛根洗浄 雅～みやび～ 　　　　　
ルミネール 美髪推進委員会 　　　　　
雅～みやび～ クレオパトラ 　　　　　
毛根洗浄 美髪推進委員会 　　　　　
キャニー 毛根洗浄 　　　　　
美髪推進委員会 雅～みやび～ 　　　　　
ルミネール 毛根洗浄 　　　　　
クレオパトラ ルミネール 　　　　　
キャニー 雅～みやび～ 　　　　
雅～みやび～ ルミネール 　　　　
毛根洗浄 クレオパトラ 　　　　
キャニー 美髪推進委員会 　　　　
クレオパトラ キャニー 　　　　
3
シャンプー市場のシェア上位群を見ると，特にインパクトのある名前のも
のがない。漢字の名前のものはあまりないことから「漢字のネーミングで
インパクトを持たせる。」で押していこうという商品。キャッチフレーズは
「美髪化運動実施中！！」。
機能を分かりやすくネーミングに取り入れた商品がない。そこで，髪の命
である毛根をきれいに洗浄するという機能をストレートに伝えるネーミング
で売り出す。キャッチフレーズは「しっかり洗浄・すっきり毛根」。
安全性を求める消費者は多い。そこで無添加素材を使用し，「食べられ
る」ほど安全で体に優しい，というセールスポイントで売り出す。　また，
ネーミングの響きから，かわいさ，親しみやすさ，を連想させる。キャッチ
フレーズは「あら！食べちゃった☆」。
コンセプト
アジアのイメージを売りにしているアジエンスが売れた流れに乗って，地
域のイメージで売り出す。日本の和，大和なでしこのイメージ。キャッチフ
レーズはこれであなたも大和なでしこ」。
「雅～みやび～」と同じコンセプトで，地域のイメージで売り出す。エジプト
の世界三大美人クレオパトラの高貴なイメージ。キャッチフレーズは「世界
三大美人の髪の艶を手に入れよう」。
高級感を感じさせるようなイメージの商品の人気が高い（例：「ヴィダルサ
スーン」「lux super rich」）。　そこでさらに高級感を持たせた超高級イメー
ジで売り出す。キャッチフレーズは「髪に光を」。
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３．豆乳飲料に関する調査
ネーミングおよびコンセプト
ネーミング
美白豆乳
一豆乳魂
まめにのめよ☆
まイめンテ ナン
ス
まめレンジャー
Milky Beans
回答欄
非
常
に
好
き
か
な
り
好
き
や
や
好
き
ど
ち
ら
で
も
な
い
や
や
好
き
か
な
り
好
き
非
常
に
好
き
美白豆乳 一豆乳魂
まめに飲めよ☆ 美白豆乳
一豆乳魂 まめに飲めよ☆　 　　　　　
美白豆乳 まイめンテナンス 　　　　　
まイめンテナンス 一豆乳魂　　　　 　　　　　
まめに飲めよ☆ まイめンテナンス 　　　　　
美白豆乳 まめレンジャー　 　　　　　
まめレンジャー 一豆乳魂　　　　 　　　　　
まめに飲めよ☆ まめレンジャー　 　　　　　
まイめンテナンス まめレンジャー　 　　　　　
Milky Beans 美白豆乳　　　　　 　　　　
一豆乳魂　 Milky Beans　 　 　　　　
まめに飲めよ☆ Milky Beans　 　 　　　　
Milky Beans まイめンテナンス　　　　　
まめレンジャー Milky Beans　　 　　　　
ご協力誠にありがとうございました。最後に以下にご記入をよろしくお願い致します。
性別：
年齢：
ご氏名：
4
”～レンジャー”というところからキャラクターが作れそうな名前を考えた商
品名
豆乳のもつ乳製品のような飲みやすさを強調した商品名
コンセプト
豆乳には美白効果があることを強調した商品名
「一投入魂」という四字熟語掛けて気合・元気を入れるという意味を込め
た商品名
語り口調で親しみやすいイメージを与える商品名
メンテナンスという健康維持・回復を意味を込めてあり、また略すと”まめ”
になる商品名
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緑茶飲料データ
ID ID
1 1 -2 -2 -2 -2 -3 84 2 2 2 -2 -1 1
2 0 2 -3 0 -3 -3 85 -1 -1 -1 1 0 0
3 -1 -1 0 -1 1 2 86 1 -3 1 -3 0 3
4 1 1 0 -1 -2 -2 87 1 1 -1 -2 -2 -2
5 -1 -1 1 0 1 0 88 -1 -1 -1 0 0 0
6 1 1 1 0 0 -1 89 -2 -1 -2 1 2 1
7 0 -2 -1 -2 1 2 90 1 -3 -3 -3 -2 1
8 0 2 -2 -3 -2 1 91 -1 -1 0 1 1 1
9 1 0 1 -1 0 2 92 -1 -2 -2 -1 -1 -1
10 0 2 -2 -1 -2 -2 93 1 1 1 -1 0 0
11 -1 -3 1 2 -1 1 94 2 -1 2 -2 0 1
12 1 -1 -2 -2 -2 -2 95 3 2 2 -2 -2 -1
13 3 -1 2 -3 -1 3 96 -1 0 0 0 0 0
14 2 -1 -2 -3 -2 1 97 0 0 0 -1 0 1
15 1 -2 0 -2 -2 3 98 0 0 0 0 0 1
16 3 -2 -2 -2 -2 0 99 1 1 1 0 0 1
17 2 0 1 -2 0 0 100 -1 -1 -1 2 -1 1
18 3 0 0 -1 -3 3 101 0 -1 0 -2 -1 1
19 -2 -2 -1 -1 0 3 102 1 -3 -1 -3 -1 -1
20 2 2 1 -1 -2 0 103 -2 -1 0 2 1 -2
21 2 2 1 -2 -1 1 104 1 -2 1 -2 1 3
22 0 2 -1 -1 -1 1 105 1 0 0 -1 -1 1
23 0 -1 0 -1 0 0 106 2 -2 1 -3 1 2
24 2 2 2 -1 0 2 107 1 -1 1 -1 2 2
25 -1 -1 1 -1 2 2 108 3 1 2 -1 -1 -1
26 0 -1 -1 -2 -2 -2 109 -2 -2 -1 1 1 1
27 0 -2 0 -1 2 3 110 0 -1 0 -1 0 1
28 0 -2 1 -2 0 2 111 0 -1 -2 0 -1 -2
29 1 -1 2 -2 0 2 112 -2 1 2 2 1 1
30 -2 0 2 -2 -3 0 113 -2 -2 -2 -1 1 0
31 2 -1 2 -2 0 2 114 -1 -1 1 1 2 1
32 -2 2 0 1 2 -1 115 -1 -1 0 0 1 1
33 1 1 3 -1 0 2 116 -2 1 1 1 2 1
34 2 2 1 -2 1 2 117 2 -1 1 -2 0 3
35 -3 1 -3 3 3 0 118 2 1 1 -2 -1 2
36 2 2 2 2 1 2 119 1 1 1 1 -1 -1
37 1 1 -1 1 0 0 120 2 1 2 1 1 -1
38 0 -1 -1 0 0 1 121 -1 1 1 1 1 1
39 2 1 -1 -2 -1 -2 122 -2 -2 -1 1 1 -1
40 0 0 3 -1 0 2 123 1 -3 1 -3 0 3
41 2 2 0 0 -3 -2 124 0 0 0 0 0 0
42 0 -2 -2 -2 -2 0 125 -1 -1 0 1 1 1
43 3 2 1 0 -3 -2 126 -2 -1 -1 1 3 2
44 3 0 1 -2 -3 -2 127 1 1 2 2 2 2
45 0 -2 -2 -1 0 0 128 1 -1 1 -2 0 2
46 3 3 2 -1 -2 0 129 -1 -2 2 2 2 1
47 1 0 0 0 0 0 130 2 2 3 2 2 1
48 3 1 -1 -1 -3 -2 131 3 3 0 0 -2 -3
49 2 -2 2 -3 0 3 132 0 -2 -1 -2 -1 2
50 0 -2 -1 -1 -1 2 133 1 1 1 -1 0 1
51 1 -2 -1 -2 -2 3 134 1 -3 -2 -3 -3 3
52 2 -2 1 -3 2 2 135 -1 -2 -1 -2 -1 1
53 0 0 1 -2 -2 -2 136 -3 -3 -3 -2 -1 -1
54 -3 -2 0 2 2 2 137 -1 -2 0 -2 2 2
55 -1 -1 0 -1 1 2 138 1 -1 1 -2 -1 1
56 1 0 -2 -2 -2 -2 139 1 2 2 2 1 1
57 1 -1 -1 -2 -2 1 140 0 -1 -1 -1 -2 -1
58 2 -2 -2 -2 0 3 141 -1 -1 0 0 1 1
59 0 -2 0 -2 0 2 142 -1 1 1 1 1 1
60 0 -3 -1 -3 -1 -2 143 0 0 0 0 0 0
61 -2 -1 -2 0 0 0 144 0 2 -1 0 0 -1
62 0 -3 -1 -1 -1 -1 145 0 -1 0 -1 0 1
63 0 1 0 -1 -1 0 146 3 2 3 -2 1 2
64 -2 -3 0 -3 2 3 147 0 -3 0 -3 0 3
65 3 -2 2 -2 2 3 148 -1 -2 -1 -1 -1 1
66 -2 -3 -3 -1 2 3 149 1 -1 1 -1 0 1
67 -1 -2 -1 -3 -1 3 150 1 0 1 0 0 1
68 -1 -2 0 -1 2 2 151 1 1 1 1 -2 -3
69 2 -2 -2 -1 0 0 152 1 -1 1 -1 1 1
70 0 -3 0 -3 1 1 153 0 -1 0 -1 0 1
71 1 -2 -1 -2 -2 -2 154 2 -1 1 -3 -1 1
72 -2 -3 0 -2 2 3 155 0 -1 -1 -1 -1 1
73 1 -2 -2 -2 -2 1 156 1 1 1 -1 1 2
74 0 -2 0 -2 0 1 157 1 -2 1 -2 1 2
75 -2 -2 -2 -2 0 1 158 2 1 2 0 0 0
76 0 -2 0 0 0 2 159 0 -3 -1 -2 -2 -1
77 2 3 2 -1 0 1 160 2 2 2 2 3 1
78 -1 -2 -1 -3 -1 1 161 0 -1 -1 -2 -2 1
79 -2 -1 2 2 3 2 162 0 -2 -1 -2 -1 1
80 -1 0 0 1 1 1 163 0 -1 0 -1 0 1
81 3 2 -3 -1 -3 -2 164 1 -2 2 -2 0 2
82 -1 -3 1 -1 1 2 165 1 -1 0 -1 1 0
83 0 -1 1 -1 0 1 166 3 3 3 -3 3 3
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シャンプーデータ
ID ID
1 0 2 1 -2 0 2 80 1 1 1 1 -1 -1
2 2 2 3 0 -1 1 81 2 2 1 1 -3 -2
3 0 0 1 0 -1 0 82 1 1 3 0 1 2
4 -1 1 2 0 2 0 83 0 0 -2 0 -2 -2
5 1 0 2 -1 1 3 84 1 1 3 -1 2 2
6 1 -1 3 -1 2 2 85 2 2 2 0 -1 -1
7 1 0 1 -1 1 1 86 1 -1 1 0 2 1
8 -1 -1 1 -1 0 2 87 2 1 1 -1 -1 -1
9 0 1 1 0 0 -1 88 1 1 -1 1 -1 -2
10 1 0 2 0 2 2 89 -2 -3 -1 -2 1 3
11 1 0 1 -1 0 2 90 1 1 1 -1 1 1
12 2 2 1 -2 1 0 91 1 -2 2 -1 1 3
13 1 1 2 -1 0 0 92 1 -1 2 -2 1 2
14 -1 -2 0 -1 1 1 93 -1 2 2 -2 1 1
15 1 -1 2 -1 0 1 94 1 1 1 1 1 1
16 2 2 3 -2 1 2 95 0 -2 1 -1 1 3
17 1 1 1 0 0 0 96 2 -1 1 -2 1 2
18 -1 0 1 0 1 2 97 2 3 3 1 2 2
19 -3 0 3 3 3 3 98 -1 1 1 1 1 0
20 0 2 3 1 2 2 99 1 1 0 0 -2 -1
21 2 2 3 -1 0 0 100 1 2 1 2 1 -2
22 2 1 1 2 -1 -1 101 -1 -2 2 -1 2 2
23 -2 0 -1 2 3 0 102 1 -1 2 -1 2 3
24 2 1 2 -1 0 0 103 1 1 -1 1 -1 -1
25 0 -2 3 -2 2 2 104 0 -1 -2 -1 -2 -2
26 0 -2 -1 -2 -1 2 105 1 -1 2 1 1 1
27 3 2 3 -2 -1 1 106 2 2 -1 -2 -2 -2
28 1 0 2 -1 1 2 107 1 1 2 1 1 1
29 -1 2 3 -1 2 2 108 0 0 1 0 1 1
30 1 1 2 -1 1 1 109 -2 -2 1 -2 2 3
31 1 1 1 0 0 0 110 1 0 -1 -1 -2 0
32 0 1 1 2 2 0 111 2 1 2 -1 0 1
33 0 -2 1 1 -3 -3 112 2 2 1 0 -2 -2
34 1 1 1 1 -1 -1 113 1 0 2 -2 0 2
35 1 0 2 -1 2 2 114 1 0 2 -1 1 2
36 2 2 2 0 1 1 115 1 2 2 1 1 -1
37 1 0 0 -1 -1 0 116 0 1 -1 1 2 2
38 0 0 1 0 0 0 117 1 2 2 -2 2 2
39 0 -1 2 0 1 3 118 1 1 1 -1 -1 1
40 0 1 1 -1 0 -1 119 -1 -2 2 -1 2 2
41 -1 2 1 1 -1 -2 120 -2 -1 1 1 2 2
42 1 0 -1 -1 -1 1 121 1 -3 1 -3 1 3
43 0 -2 0 -2 0 1 122 2 0 2 -2 -2 1
44 0 1 0 0 -1 -1 123 1 1 2 1 2 1
45 0 1 2 1 1 2 124 3 2 3 -2 -1 1
46 0 -2 -1 -1 -1 1 125 -1 0 0 1 1 0
47 -2 0 1 0 -1 0 126 1 2 2 2 2 -1
48 0 3 3 0 0 0 127 2 3 3 2 1 1
49 1 -1 -2 -2 -1 0 128 3 3 3 -1 1 1
50 0 1 0 1 -1 -1 129 2 2 3 -2 2 3
51 -1 -2 0 0 0 2 130 -1 -1 1 0 1 2
52 -1 0 2 0 0 3 131 1 2 3 2 2 1
53 2 1 0 0 -1 -2 132 -1 1 2 1 2 1
54 0 0 2 0 2 2 133 -2 -2 0 -2 1 2
55 1 1 2 -1 0 0 134 0 -1 1 0 0 1
56 0 -2 -1 1 -1 1 135 2 -2 1 -2 1 2
57 3 0 3 -3 0 3 136 2 2 2 -2 1 1
58 2 1 2 0 0 1 137 2 2 2 2 2 -1
59 0 -2 0 -1 0 3 138 1 -1 2 -2 1 3
60 1 2 2 -1 2 2 139 -2 -1 -1 2 2 1
61 1 0 1 0 0 1 140 1 1 -1 -1 -1 -1
62 3 2 3 -2 1 2 141 1 0 2 -1 2 2
63 2 2 2 -1 0 1 142 1 1 1 0 -1 0
64 1 1 2 0 0 0 143 1 0 1 -1 1 1
65 1 2 2 -1 -1 1 144 0 0 -1 0 -1 -2
66 1 1 -2 0 -2 -2 145 2 2 2 -2 1 2
67 -1 -1 1 0 1 2 146 1 1 -1 -1 -1 -1
68 2 -1 2 -2 0 2 147 1 1 0 0 -1 -1
69 2 1 1 0 -1 -1 148 1 2 2 1 1 0
70 2 -2 3 -1 -1 1 149 3 3 3 2 2 2
71 2 1 2 -1 1 0 150 1 2 3 2 2 0
72 2 1 2 -1 1 1 151 1 1 -1 1 -2 -1
73 2 2 -1 0 -3 -3 152 -2 -2 -2 -2 2 2
74 -1 -1 2 0 2 1 153 0 -1 3 -1 3 3
75 3 3 3 -2 -1 2 154 1 1 0 -1 -1 0
76 2 1 1 1 2 1 155 3 2 3 -2 1 2
77 0 0 2 0 1 2 156 1 1 3 2 2 0
78 1 -2 -2 -2 -1 -1 157 1 1 -1 -1 -2 -2
79 -1 -1 2 1 3 2 158 3 -3 3 -3 0 3
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一対比較データの分析に利用したスクリプト
3 次積率 SEM 用 R スクリプト
nnsem<-function(X,equa,unit=NULL,pair=NULL,free.mu=TRUE,
free.x=TRUE,inord=2,onlyin=FALSE,iterlim=3000,emethod=’GLS’, 描画=FALSE)
{
memory.limit(size=4000)
#使用する関数
source(’ 重み行列 (モジャ).R’)
source(’ 初期推定.R’)
source(’ 道具推定 2.R’)
source(’ram 作成.R’)
source(’ パス解読 2.R’)
#使用するライブラリ
library(MASS)
library(sna)
library(matrixcalc)
library(Matrix)
library(numDeriv)
#モデル（パス）の解読と ram の作成
解読結果<-パス解読 (path=equa,unit=unit,pair=pair)
path<-解読結果$path; cova<-解読結果$cova; mome<-解読結果$mome #受け取り
全変名 <-setdiff(unique(c(path[,’to’], path[,’from’])),’ 切片’)
潜在名<-setdiff(全変名,colnames(X))
観測名<-setdiff(全変名, 潜在名)
外生名<-setdiff(全変名, path[path[,’from’]!=’ 切片’,’to’])
内生名<-setdiff(全変名, 外生名)
t<-length(全変名); t2<-t*(t+1)/2; t3<-t*(t+1)*(t+2)/6 #全変数の積率の数
全変名 <-c(観測名, 潜在名); #順番並べ替え
X<-X[, 観測名] #使う変数だけ残す (順番が入れ替わる可能性あり！)
観測平均<-apply(X,2,mean)
X<-t(t(X)-colMeans(X)) #列に関する平均偏差行列
ram<-ram 作成 (解読結果,X, 全変名,free.mu,free.x, 観測平均)
#平均構造を伴うモデルなのか否か
平均構造<-any(path[,’from’] == ’ 切片’)
#各種定数や観測変数の標本統計量の計算
sdX<-sd(X)
N<-nrow(X); p<-ncol(X) #標本数・観測変量数
p<-length(観測名); p2<-p*(p+1)/2; p3<-p*(p+1)*(p+2)/6; #観測変数の積率の数
if (平均構造){pt<-p+p2+p3
}else {pt<-p2+p3} #観測変数の積率の合計数
S<-(t(X) %*% X)/N #観測変数の共分散行列
vecS<-as.vector(S) #観測変数の 2 次の積率の重複ありベクトル
## 重複ある 2 次積率ベクトルから選択するための指標作成 ######################
uni2 <- as.logical(lower.tri(diag(p), diag=TRUE))
SSnd <- vecS[uni2] #観測変数の 2 次の積率の重複なしベクトル
rm(vecS)#負担を減らすぞ############################################
SSSar <- array(1,c(p,p,p))
for(i in 1:p){
for(j in 1:p){
for(k in 1:p){
SSSar[i,j,k]<- mean(X[,i]*X[,j]*X[,k])#観測変数の 3 次の積率重複あり 3 次配列形式
}
}
}
SSS <- matrix(SSSar, pˆ3,1);rm(SSSar) #観測変数の 3 次の積率重複ありベクトル
#### 3 次積率ベクトルからの選択行列作成 #######################################
uni3 <- array(0,c(p,p,p))
uni3[, , 1][lower.tri(uni3[,,1], diag=TRUE)]<-1
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for(i in 2:p ){
uni3[i:p, i:p, i] <- uni3[1:((p+1)-i), 1:((p+1)-i),1]
}
uni <- as.logical(uni3)
SSSnd <- SSS[uni,,drop=FALSE] #観測変数の 3 次の積率重複なしベクトル
s<-c(SSnd,SSSnd) #重複なし 2 次 3 次の標本積率，適合度関数に使用
gc();gc()#計算の負担軽減
if (平均構造) {s<-c(観測平均,s)}
nop<-max(ram[,2])
par.posn <- sapply(1:nop, function(i) which(ram[,2] == i)[1])
#ram サイズの論理ベクトル（ ram の操作に利用する）
one.head <- ram[,1] == 1
two.head <- ram[,1] == 2
three.head <- ram[,1] == 3
固定パタン<- ram[,2] == 0
自由パタン<- !固定パタン
#パスを描画する
if (描画){
A.pat <-matrix(FALSE, t, t)
A.pat[ram[one.head, c(4,5), drop=FALSE]] <- TRUE
colnames(A.pat) <-全変名
gplot(t(A.pat),label=colnames(A.pat),usecurv=FALSE,displaylabels=TRUE,
arrowhead.cex=1.5,object.scale=0.01,vertex.col="white",label.pos=6,
vertex.sides =12,vertex.border="white",vertex.cex=8,boxed.labels=FALSE)
}
#初期値ベクトルの作成（手動で指定したものが優先される）
#観測変数だけで，平均構造もない場合は，道具的変数による推定を行う
#初期値のみ必要な場合 (onlyin=TRUE) は，クラスはなしで推定値，se，識別情報が戻る
if ((p==t)&(!平均構造)){
start <-道具推定 (ram,X,S,SSS,inord)
道具 se<-attr(start,’ 道具 se’)
識別情報<-attr(start,’ 識別情報’)
if (onlyin){
固定パタン<- ram[,2] == 0
temp<-ram[,’2 固自’];temp[temp==0]<-1
初期値<-ifelse (固定パタン, ram[,’3 初固’], start[temp])
初期 se<-ifelse (固定パタン, NA, 道具 se[temp])
temp<-ifelse (ram[,6]==0, NA, ram[,6])
推定<-data.frame(head=ram[,1],母数=ram[,2],初期 es=round(初期値,3),初期 se=round(初
期 se,3),検定統計=round(初期値/初期 se,3),No.1=全変名 [ram[,4]],No.2=全変名 [ram[,5]],No.3=全
変名 [temp])
return(推定)
}
}else{ #潜在変数がある場合の初期値ベクトルの作成
道具 se<-NA
start <- (if(any(is.na(ram[,3][par.posn]))){
初期推定 ( ram, 観測平均,S,SSS)
}else{
ram[,3][par.posn]
})
}
#それぞれの条件にあった ram の部分行列
係数位置 <- ram[one.head, c(4,5), drop=FALSE]
共分位置 <- ram[two.head, c(4,5), drop=FALSE]
共分位置 t <- ram[two.head, c(5,4), drop=FALSE]
mo1 <- ram[three.head, c(4,5,6), drop=FALSE]
mo2 <- ram[three.head, c(4,6,5), drop=FALSE]
mo3 <- ram[three.head, c(5,6,4), drop=FALSE]
mo4 <- ram[three.head, c(5,4,6), drop=FALSE]
mo5 <- ram[three.head, c(6,4,5), drop=FALSE]
mo6 <- ram[three.head, c(6,5,4), drop=FALSE]
sel.free <- ram[,2] #自由母数の番号
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sel.free[固定パタン] <- 1 #固定母数には取りあえず 1 を振った 5 列目
J <- matrix(0, p, t)
J[cbind(1:p, 1:p)]<-1
#重み行列の計算
A <- system.time(
iw<-重み行列 2(X,emethod, 平均構造)
)
######### 最適化の繰り返し計算での負荷を軽くするための準備 ############
A <- P <- matrix(0, t, t)
P3ar<-array(0,dim=c(t,t,t))
diagt <- diag(t)
t_3 <- tˆ3; t_2 <-tˆ2
tJ <-t(J)
sig3indexarr <- array(0,c(t,t,t))
sig3indexarr[1:p,1:p,1:p] <- uni3; rm(uni3) ###積率の選択を反映してる
sig3index <- as.logical(sig3indexarr)
######################################################################
#目的関数の定義
目的<-function(start)
{
#母数ベクトルからの母数配置 (固定も自由も)
固自母数 <- ifelse (固定パタン, ram[,3], start[sel.free])
A[係数位置] <- 固自母数 [one.head]
P[共分位置 t] <- P[共分位置] <- 固自母数 [two.head]
P3ar[mo1]<-P3ar[mo2]<-P3ar[mo3]<-P3ar[mo4]<-P3ar[mo5]<-P3ar[mo6]<-固自母数[three.head]
P3ve<-as.vector(P3ar) #P3ve<-matrix(P3ar,t_3,1)#重複ある 3 次積率縦ベクトル
#シグマシータの計算
#誘導形
I.Ainv <- ginv(diagt - A)
###共分散構造
CC <- I.Ainv %*% P %*% t(I.Ainv)
C <- J %*% CC %*% tJ #共分散行列
sig2 <- as.vector(C)[uni2]#重複なし 2 次積率縦ベクトル
###3 次の積率構造
## 行列形式から (一番早くて変数が多い時にも有効)
sig3vec <-as.vector(t(((I.Ainv %x% I.Ainv)) %*% matrix(P3ve, t_2, t,byrow=TRUE) %*% t(I.Ainv)))
sig3<-sig3vec[sig3index]
##2 次と 3 次の積率構造ベクトル
sigthe<-c(sig2,sig3)
if (平均構造) {
Alpha<-matrix(0,t,1)
zero.head <- ram[,1] == 0
切片位置 <- ram[zero.head, 4, drop=FALSE]
Alpha[切片位置]<-固自母数 [zero.head]
sig1<-J %*% I.Ainv %*% Alpha
sigthe<-c(sig1,sigthe)
}
## 適合度関数の計算 ##
#分割 1
s_sig <-s-sigthe
f<-N*( t(s_sig) %*% iw %*% (s_sig) )
## 属性付与 ##
attr(f,’sigthe’)<-sigthe
attr(f,’C’)<-C
attr(f,’CC’)<-CC
attr(f,’P’)<-P
attr(f,’A’)<-A
attr(f,’J’)<-J
if (平均構造) {attr(f,’Alpha’)<-Alpha}
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return(f)
}
#最適化の実行
B <- system.time(
kkk<-nlm(目的,start,hessian=TRUE,iterlim=iterlim)
)
ff<-目的 (kkk$estimate)
#出力用行名・列名
tt<-nrow(ram)
qa1<-NULL; qa2<-NULL; qa3<-NULL #積率ラベル
for (k in 1:p) {
qa1<-c(qa1,paste(eval(k)))
for (j in k:p) {
qa2<-c(qa2,paste(eval(j),eval(k)))
for (i in j:p) {
qa3<-c(qa3,paste(eval(i),eval(j),eval(k)))
} } }
qaa<-c(qa2,qa3); if (平均構造) {qaa<-c(qa1,qaa)} #統合した積率ラベル
#出力計算
#基本情報
df<-pt-length(start)
nexob<-length(intersect(外生名, 観測名))
if (平均構造&(!free.mu)) {df <- df-nexob}
if (!free.x) {df <- df - (nexob*(nexob+1)/2) - (nexob*(nexob+1)*(nexob+2)/6)}
ppp1 <-matrix(0,1,11)
if (df<1) {ppp1[,1]<-0
}else {ppp1[,1]<-sqrt(max( ((kkk$minimum /(df*N) )-(1/(N-1))) ,0))} #dfに掛かっ
た N は N でなければいけない
ppp1[,2]<-kkk$minimum
ppp1[,3]<-N
ppp1[,4]<-df
if (df==0) {ppp1[,5]<-1.0
}else {ppp1[,5]<-pchisq(kkk$minimum,df,lower.tail=FALSE)}
ppp1[,6]<-kkk$iterations;
ppp1[,7]<-max(abs(kkk$gradient))
ppp1[,8]<-kkk$code
ppp1[,9]<-free.mu
ppp1[,10]<-free.x
ppp1[,11]<-平均構造
#残差行列
ppp4 <-matrix(0,pt,7)
ppp4[,1]<-s; ppp4[,2]<-attr(ff,’sigthe’); ppp4[,3]<-ppp4[,1]-ppp4[,2];
#計算の効率化のために改訂 (関数「重み行列 2()」の中で w を属性として付与，逆行列の計算を省略)
ppp4[,6]<-diag(attr(iw,"w"))/N
ppp4[,4]<-sqrt(ppp4[,6]);
ppp4[,5]<-ppp4[,3]/ppp4[,4]; ppp4[,7]<-diag(iw);
#標準誤差の算出
#### 数値微分によるヤコビアン行列の計算のための関数 (ここから) ####
momvec<-function(start){
#母数ベクトルからの母数配置 (固定も自由も)
固自母数 <- ifelse (固定パタン, ram[,3], start[sel.free])
A[係数位置] <- 固自母数 [one.head]
P[共分位置 t] <- P[共分位置] <- 固自母数 [two.head]
P3ar[mo1]<-P3ar[mo2]<-P3ar[mo3]<-P3ar[mo4]<-P3ar[mo5]<-P3ar[mo6]<-固自母数[three.head]
P3ve<-as.vector(P3ar) #P3ve<-matrix(P3ar,t_3,1)#重複ある 3 次積率縦ベクトル
#シグマシータの計算
#誘導形
I.Ainv <- ginv(diagt - A)
###共分散構造
CC <- I.Ainv %*% P %*% t(I.Ainv)
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C <- J %*% CC %*% tJ #共分散行列
sig2 <- as.vector(C)[uni2]#重複なし 2 次積率縦ベクトル
###3 次の積率構造
sig3vec <-as.vector(t(((I.Ainv %x% I.Ainv))%*%matrix(P3ve, t_2, t,byrow=TRUE) %*% t(I.Ainv)))
sig3<-sig3vec[sig3index]
###積率ベクトルの構成
sigthe<-c(sig2,sig3)
if (平均構造) {
Alpha<-matrix(0,t,1)
zero.head <- ram[,1] == 0
切片位置 <- ram[zero.head, 4, drop=FALSE]
Alpha[切片位置]<-固自母数 [zero.head]
sig1<-J %*% I.Ainv %*% Alpha
sigthe<-c(sig1,sigthe)
}
#返り値
return(sigthe)
}
#### 数値微分によるヤコビアンの計算のための関数 (ここまで) ####
# ヤコビアンの計算
JacMat<-t(jacobian(func=momvec, x=kkk$estimate, method.args=list(eps=1e-6)))
ppp5<-JacMat%*%iw%*%t(JacMat)
#return(JacMat)
ppp6<-try(solve(ppp5))
if (class(ppp6)==’try-error’){
library(MASS);ppp6<-ginv(ppp5)}
#左辺の ppp6 は推定量の共分散行列
ppp6<-(1/N)*ppp6#左辺の ppp6 は推定量の共分散行列
#左辺の ppp7 は推定量の相関行列
ppp7<-diag(1/sqrt(diag(ppp6))) %*% ppp6 %*% diag(1/sqrt(diag(ppp6)))
#推定値（ppp2 の要素となる）
種別<-母数名<-No.1<-No.2<-No.3<-matrix(NA,tt,1)
固自<-推定値<-初期値<- ｚ<- 標準解<- matrix(0,tt,1)
固自<- ifelse (固定パタン,’ 固定’,’ 自由’)
temp<-ram[,’2 固自’];temp[temp==0]<-1
初期値<-ifelse (固定パタン, ram[,’3 初固’], start[temp])
初期 se<-ifelse (固定パタン, NA, 道具 se[temp])
推定値<-ifelse (固定パタン, NA , kkk$estimate[temp])
s.e.<-ifelse (固定パタン, NA, sqrt(diag(ppp6)[temp]))
ｚ<-ifelse (固定パタン, NA, 推定値/s.e. )
#目的関数からの取り出し
CC<-attr(ff,’CC’)
C<-attr(ff,’C’)
P<-attr(ff,’P’)
A<-attr(ff,’A’)
J<-attr(ff,’J’)
if (平均構造) {Alpha<-attr(ff,’Alpha’)}
#推定値の種別と標準解（ppp2 の要素となる）
for (i in 1:tt){
if (ram[,’1 母型’][i]==0){
標準解 [i]<-NA
if (is.element(全変名 [ram[,’4to 切’][i]], 外生名)) {種別 [i,1]<-’2. 平均’
} else {種別 [i,1]<-’1. 切片’}
}else if (ram[,’1 母型’][i]==1){
標準解 [i]<- 推定値 [i] * sqrt(CC[ram[i, 5],ram[i, 5]]/CC[ram[i, 4],ram[i, 4]])
種別 [i,1]<-’3. 係数’
}else if (ram[,’1 母型’][i]==2){
if (ram[,’4to 切’][i]==ram[,’5from’][i]) {
標準解 [i]<-NA
種別 [i,1]<-’4. 分散’
} else {
標準解 [i]<-推定値 [i] / sqrt(P[ram[i, 4],ram[i, 4]]*P[ram[i, 5],ram[i, 5]])
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種別 [i,1]<-’6. 共分’
}
}else if (ram[,’1 母型’][i]==3){
if ((ram[,’4to切’][i]==ram[,’5from’][i])&(ram[,’4to切’][i]==ram[,’6 3rd’][i])) {
標準解 [i]<-推定値 [i] /((sqrt(P[ram[i, 4],ram[i, 4]]))ˆ3)
種別 [i,1]<-’5. 自積’
} else {
標準解 [i]<-NA
種別 [i,1]<-’7. 他積’
}
}
}
#推定値の母数名と，その母数に関連する観測変数名（ppp2 の要素となる）
for (i in 1:tt){
if (ram[,’1 母型’][i]==0){
No.1[i]<-全変名 [ram[,’4to 切’][i]]
母数名 [i]<-path[((path[,’to’]==No.1[i])&(path[,’from’]==’ 切片’)),’ 母名’]
}
if (ram[,’1 母型’][i]==1){
No.1[i]<-全変名 [ram[,’4to 切’][i]]
No.2[i]<-全変名 [ram[,’5from’][i]]
temp<-path[((path[,’to’]==No.1[i])&(path[,’from’]==No.2[i])),’ 母名’]
if (length(temp)==0) {母数名 [i]<-NA} else {母数名 [i]<-temp}
}else if (ram[,’1 母型’][i]==2){
No.1[i]<-全変名 [ram[,’4to 切’][i]]
No.2[i]<-全変名 [ram[,’5from’][i]]
temp<-cova[((cova[,’1st’]==No.1[i])&(cova[,’2nd’]==No.2[i])),’ 母名’]
if (length(temp)==0) {母数名 [i]<-NA} else {母数名 [i]<-temp}
}else if (ram[,’1 母型’][i]==3){
No.1[i]<-全変名 [ram[,’4to 切’][i]]
No.2[i]<-全変名 [ram[,’5from’][i]]
No.3[i]<-全変名 [ram[,’6 3rd’][i]]
temp<-mome[((mome[,’1st’]==No.1[i])&(mome[,’2nd’]==No.2[i])&(mome[,’3rd’]==No.3[i])),’
母名’]
if (length(temp)==0) {母数名 [i]<-NA} else {母数名 [i]<-temp}
}
}
#推定値と変数情報のパッキング
ppp2<-data.frame(種別=種別, 固自=固自, 母数名=母数名, 推定値=推定値,s.e.=s.e., ｚ=ｚ,
初期値=初期値,初期se=初期se,初期z=初期値/初期se,標準解=標準解,No.1=No.1,No.2=No.2,No.3=No.3)
ppp2<-ppp2[order(ppp2[,’ 種別’]),];rownames(ppp2)<-1:nrow(ppp2)
ppp3<-list(全変名, 観測名, 潜在名, 外生名, 内生名)
#出力用ラベル
qq12<-c(’RMSEA’,’ 適合’,’ 標本’,’df’,’p’,’ 繰返’,’Max 勾配’,’Code’,’free.mu’,’free.x’,’
切片’)
qq42<-c(’ 標本積率’,’ 制約積率’,’ 単純残差’,’ 標準誤差’,’ 標準残差’,’ 誤差分散’,’ 重み対角’)
#出力用ラベル貼り付け
colnames(ppp1) <-qq12; rownames(ppp1) <-’ 基本情報’
colnames(ppp4) <-qq42; rownames(ppp4) <-qaa
colnames(ppp5) <-母数名 [par.posn]; rownames(ppp5) <-母数名 [par.posn]
colnames(ppp6) <-母数名 [par.posn]; rownames(ppp6) <-母数名 [par.posn]
colnames(ppp7) <-母数名 [par.posn]; rownames(ppp7) <-母数名 [par.posn]
rownames(iw) <-qaa; colnames(iw) <-qaa;
colnames(CC) <-全変名; rownames(CC) <-全変名
colnames(C) <-観測名; rownames(C) <-観測名
colnames(P) <-全変名; rownames(P) <-全変名
colnames(A) <-全変名; rownames(A) <-全変名
colnames(J) <-全変名; rownames(J) <-観測名
if (平均構造) { rownames(Alpha)<-c(観測名, 潜在名)}
colnames(X) <-観測名
colnames(S) <-観測名; rownames(S) <-観測名
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rownames(SSSnd)<-qa3
#新たな equa
equa.new<-NULL
KK<-ppp2[ppp2[,1]==’3. 係数’, ]
係数数<-nrow(KK)
for (k in 1:係数数){
aaa<-paste(
KK[k,11],’<--’,’a’,k,’(’,KK[k,4],’)’,’*’,KK[k,12]
,sep=’’)
equa.new<-c(equa.new,aaa)
}
#出力引渡し
結果<-list()
結果$基本 <- ppp1
結果$推定 <- ppp2
結果$変数 <- ppp3
結果$残差 <- ppp4
結果$ヘス <- ppp5
結果$分散 <- ppp6
結果$相関 <- ppp7
結果$重み <- iw
結果$観測平均<- 観測平均
結果$観測共分<- S
結果$観測３積<- SSSnd #観測変数の 3 次の積率重複なし縦ベクトル
結果$X <- X
結果$IAPIA <- CC
結果$C <- C #推定値から復元された共分散行列
結果$P <- P #
結果$A <- A
結果$J <- J
結果$解読結果<- 解読結果
結果$ram <- ram
結果$equa <- equa
結果$equa.new <- equa.new
if (平均構造) {結果$Alpha <- Alpha}
if ((p==t)&(!平均構造)){結果$識別情報 <-識別情報}
#クラスを命名
class(結果)<-’nnsem’
return(結果)
}
#印刷書式の設定
print.nnsem<-function(x)
{
temp2<-x$推定
for (i in 4:10)
{if (mode(temp2[,i])=="numeric") {temp2[,i]<-round(temp2[,i],15)}} #推定値情報の有
効数字
for (i in 11:13)
{temp2[,i]<-substring(temp2[,i],1,8)} #観測変数名の長さを整える
if (any((x$推定 [,1]==’4. 分散’)&(x$推定 [,4]<0)&(!is.na(x$推定 [,4]))))
{cat("\n");cat("ヘイウッドケースです","\n")}
cat("\n")
print(round(x$基本,15))
cat("\n")
print(temp2)
cat("\n")
cat("全変数名　：",x$変数 [[1]],"\n")
cat("観測変数名：",x$変数 [[2]],"\n")
cat("潜在変数名：",x$変数 [[3]],"\n")
cat("外生変数名：",x$変数 [[4]],"\n")
cat("内生変数名：",x$変数 [[5]],"\n")
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}ADF3 推定法重み行列計算用 R スクリプト
#**************************************************
#重み行列 2(X,emethod=c(’GLS’,’ULS’,’SLS’),W1=F)
#
#引数
# X:多変量データ (N × p) 　
# emethod:推定法の指定
# W1:論理値，T なら平均構造を入れる
重み行列 2<-function(X,emethod=’GLS’,W1=F)
{
X<-as.matrix(X)
N<-nrow(X) #標本数
X<-t(t(X)-colMeans(X)) #列に関する平均偏差行列
p<-ncol(X) #1 次の積率の数・観測変量数
p2<-p*(p+1)/2 #2 次の積率の数
p3<-p*(p+1)*(p+2)/6 #3 次の積率の数
if (W1) {
pt<-p+p2+p3
}else{
pt<-p2+p3
} #積率の合計数
#### 非重みつき ######
if (emethod==’ULS’){
iw<-diag(pt); return(iw)
}else{
####################### w22 と w33 #########################
# w22 をすべて計算 (モジャ方式)
uni2 <- matrix(0,p,p)
uni2[lower.tri(uni2,diag=TRUE)]<-1
w22index<-which(uni2==TRUE, arr.ind=TRUE)
X22<-matrix(0,N,p2)
for(i in 1:p2){
X22[,i]<-X[,w22index[i,1]]*X[,w22index[i,2]]
}
##### メモリの消費を考えて一度消去 #########
rm(list=c("uni2","w22index"))
# w33 をすべて計算 (モジャ方式)
uni3 <- array(0,c(p,p,p))
uni3[, , 1][lower.tri(uni3[,,1], diag=TRUE)]<-1
for(i in 2:p ){
uni3[i:p, i:p, i] <- uni3[1:((p+1)-i), 1:((p+1)-i),1]
}
w33index <- which(uni3==TRUE, arr.ind=TRUE)
X33<-matrix(0,N,p3)
covX<-((N-1)/N)*cov(X)
for(i in 1:p3){
X33[,i]<-(
X[,w33index[i,1]]*X[,w33index[i,2]]*X[,w33index[i,3]]
-covX[w33index[i,2],w33index[i,3]]*X[,w33index[i,1]]
-covX[w33index[i,1],w33index[i,3]]*X[,w33index[i,2]]
-covX[w33index[i,1],w33index[i,2]]*X[,w33index[i,3]]
)
}
##### メモリの消費を考えて一度消去 #########
rm(list=c("uni3","w33index"))
## 2 次と 3 次の積率に関する重み行列の計算 ##
w<-((N-1)/N)*cov(cbind(X22,X33))
########################### 平均構造がある場合 ############################
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if (W1){
w<-((N-1)/N)*cov(cbind(X,X22,X33))
}
###############################################################################
#単純最小２乗法の重み
if (emethod==’SLS’){
iw<-solve(diag( diag(w) )); return(iw)
}
rm(list=c("X22","X33"))
#一般化最小２乗法の重み
###############################################################################
iw<-try(solve(Matrix(w)))
if (class(iw)=="try-error"){
iw<-ginv(Matrix(w))
}
iw<-as.matrix(iw)
#w を属性として付与する
attr(iw,’w’)<-w
return(iw)
}
}
嗜好度間相関推定モデル用 Mplus スクリプト
title:イプサティブ一対比較法 (4 代替案)
data:file is ochadata.txt; !シャンプーの場合は shampoodata.txt
variable:names are x12 x13 x14 x23 x24 x34;
!analysis:type=nomeanstructure;
model:
f1 by x12@1 x13@1 x14@2 x24@1 x34@1;
f2 by x12@-1 x14@1 x23@1 x24@2 x34@1;
f3 by x13@-1 x14@1 x23@-1 x24@1 x34@2;
!因子の平均
[f1];[f2];[f3];
!観測変数の切片
[x12@0];
[x13@0];
[x14@0];
[x23@0];
[x24@0];
[x34@0];
緑茶飲料データ分析用 R スクリプト
#変数名
#1-滅茶哉培
#2-茶，destination
#3-粗茶ですが…
#4-飲め!
### 一対比較データの読み込み (はじめ) ###
hensuname4<-c(
"x12","x13","x14",
"x23","x24",
"x34")
X<-read.table("data/ochadata.txt",col.names=hensuname4)
### 一対比較データの読み込み (おわり) ###
### 推定値変換用の行列の用意 (はじめ) ###
compn<-ncol(X) #比較対の数
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itemn<-4 #対象の数
#従来通りの計画行列
A4<-matrix(c(
1,-1,0,0,
1,0,-1,0,
1,0,0,-1,
0,1,-1,0,
0,1,0,-1,
0,0,1,-1
),compn,itemn,byrow=TRUE)
#イプサティブスコアのための行列
Lam4<-matrix(c(
1,0,0,
0,1,0,
0,0,1,
-1,-1,-1
),itemn,itemn-1,byrow=TRUE)
#新たな計画行列
A4%*%Lam4
### 推定値変換用の行列の用意 (おわり) ###
#**********************************************************************
########## 分析 (はじめ) ##########
#分析ツールの読み込み
source("nn.sem0.R")
### 独立成分 g なし (はじめ) ###
equa<-c(
"x12<-( 0)*切片",
"x13<-( 0)*切片",
"x14<-( 0)*切片",
"x23<-( 0)*切片",
"x24<-( 0)*切片",
"x34<-( 0)*切片",
#因子切片
"f1 <-mu_f1(-0.032)*切片",
"f2 <-mu_f2(-0.371)*切片",
"f3 <-mu_f3(0.563)*切片",
#係数
"x12<-( 1)*f1",
"x12<-(-1)*f2",
"x13<-( 1)*f1",
"x13<-(-1)*f3",
"x14<-( 2)*f1",
"x14<-( 1)*f2",
"x14<-( 1)*f3",
"x23<-( 1)*f2",
"x23<-(-1)*f3",
"x24<-( 1)*f1",
"x24<-( 2)*f2",
"x24<-( 1)*f3",
"x34<-( 1)*f1",
"x34<-( 1)*f2",
"x34<-( 2)*f3"
)
#分散と各変数の 3 次積率
unit<-c(
"f1,f2,f3,x12,x13,x14,x23,x24,x34",
"sig2_f1(0.610),sig2_f2(0.585),sig2_f3(0.552),
sig2_x12(0.588),sig2_x13(0.857),sig2_x14(0.664),
sig2_x23(0.571),sig2_x24(0.522),sig2_x34(0.864)",
"sig3_f1,sig3_f2,sig3_f3,
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sig3_x12,sig3_x13,sig3_x14,sig3_x23,sig3_x24,sig3_x34"
)
#共分散
pair<-c(
"f1,f2*sig2_f1f2",
"f1,f3*sig2_f1f3",
"f2,f3*sig2_f2f3"
)
#独立成分なし相関モデルの推定
Ocha_g0<-nnsem(X,equa,free.mu=FALSE,free.x=FALSE,emethod=’GLS’,
描画=FALSE,unit=unit,pair=pair)
#独立成分なし無相関モデルの推定
pair<-c(
"f1,f2,f3*(0.0)"
)
Ocha_uncor<-nnsem(X,equa,free.mu=FALSE,free.x=FALSE,emethod=’GLS’,
描画=FALSE,unit=unit, pair=pair)
### 独立成分 g なし (おわり) ###
#***************************************************************************
### 独立成分 g1 つ (はじめ) ###
equa<-c(
"x12<-( 0)*切片",
"x13<-( 0)*切片",
"x14<-( 0)*切片",
"x23<-( 0)*切片",
"x24<-( 0)*切片",
"x34<-( 0)*切片",
#独立成分からのパス
"f1 <-b1_1*g1",
"f2 <-b2_1*g1",
"f3 <-b3_1*g1",
#因子切片
"f1 <-mu_f1(-0.0196)*切片",
"f2 <-mu_f2(-0.3922)*切片",
"f3 <-mu_f3( 0.5539)*切片",
#係数
"x12<-( 1)*f1",
"x12<-(-1)*f2",
"x13<-( 1)*f1",
"x13<-(-1)*f3",
"x14<-( 2)*f1",
"x14<-( 1)*f2",
"x14<-( 1)*f3",
"x23<-( 1)*f2",
"x23<-(-1)*f3",
"x24<-( 1)*f1",
"x24<-( 2)*f2",
"x24<-( 1)*f3",
"x34<-( 1)*f1",
"x34<-( 1)*f2",
"x34<-( 2)*f3"
)
#分散と各変数の 3 次積率
unit<-c(
"g1,f1,f2,f3,x12,x13,x14,x23,x24,x34",
"(1),(0),(0),(0),
sig2_x12(0.2582),sig2_x13(0.6246),sig2_x14(0.4305),
sig2_x23(0.1954),sig2_x24(0.2687),sig2_x34(0.4700)",
"sig3_g1,(0),(0),(0),
sig3_x12(0.0902),sig3_x13(0.5545),sig3_x14(-0.2610),
127
sig3_x23(0.1931),sig3_x24(0.0368),sig3_x34(0.0065)"
)
#モデルの推定
Ocha_g1<-nnsem(X,equa,free.mu=FALSE,free.x=FALSE,
emethod=’GLS’, 描画=FALSE,unit=unit)
### 独立成分 g1 つ (おわり) ###
#***************************************************************************
### 独立成分 g2 つ (はじめ) ###
equa<-c(
"x12<-( 0)*切片",
"x13<-( 0)*切片",
"x14<-( 0)*切片",
"x23<-( 0)*切片",
"x24<-( 0)*切片",
"x34<-( 0)*切片",
#独立成分からのパス
"f1 <-b1_1*g1",
"f1 <-b1_2*g2",
"f2 <-b2_1*g1",
"f2 <-b2_2*g2",
"f3 <-b3_1*g1",
"f3 <-b3_2*g2",
#因子切片
"f1 <-mu_f1(-0.0196)*切片",
"f2 <-mu_f2(-0.3922)*切片",
"f3 <-mu_f3( 0.5539)*切片",
#係数
"x12<-( 1)*f1",
"x12<-(-1)*f2",
"x13<-( 1)*f1",
"x13<-(-1)*f3",
"x14<-( 2)*f1",
"x14<-( 1)*f2",
"x14<-( 1)*f3",
"x23<-( 1)*f2",
"x23<-(-1)*f3",
"x24<-( 1)*f1",
"x24<-( 2)*f2",
"x24<-( 1)*f3",
"x34<-( 1)*f1",
"x34<-( 1)*f2",
"x34<-( 2)*f3"
)
#g 間相関
pair<-c(
"g1,g2*(0.0)"
)
#分散と各変数の 3 次積率
unit<-c(
"g1,g2,f1,f2,f3,x12,x13,x14,x23,x24,x34",
"(1),(1),(0),(0),(0),
sig2_x12(0.2582),sig2_x13(0.6246),sig2_x14(0.4305),
sig2_x23(0.1954),sig2_x24(0.2687),sig2_x34(0.4700)",
"sig3_g1,sig3_g2,(0),(0),(0),
sig3_x12(0.0902),sig3_x13(0.5545),sig3_x14(-0.2610),
sig3_x23(0.1931),sig3_x24(0.0368),sig3_x34(0.0065)"
)
#モデルの推定
Ocha_g2<-nnsem(X,equa,free.mu=FALSE,free.x=FALSE,emethod=’GLS’,
描画=FALSE,pair=pair,unit=unit)
### 独立成分 g2 つ (おわり) ###
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#***************************************************************************
### 独立成分 g3 つ (はじめ) ###
#推定結果から独立成分負荷行列の初期値を計算
Sig_f_1<-matrix(c(
0.610,-0.210,-0.256,
-0.210,0.585,-0.117,
-0.256,-0.117,0.552),3,3)
X_1<-eigen(Sig_f_1)$vectors
Lam_1<-diag(sqrt(eigen(Sig_f_1)$values))
#独立成分負荷行列の初期値
X_1%*%Lam_1
equa<-c(
"x12<-( 0)*切片",
"x13<-( 0)*切片",
"x14<-( 0)*切片",
"x23<-( 0)*切片",
"x24<-( 0)*切片",
"x34<-( 0)*切片",
#独立成分からのパス
"f1 <-b1_1(0.7328028)*g1",
"f1 <-b1_2(0.02004098)*g2",
"f1 <-b1_3(-0.2694408)*g3",
"f2 <-b2_1(-0.3500572)*g1",
"f2 <-b2_2(-0.64329928)*g2",
"f2 <-b2_3(-0.2205131)*g3",
"f3 <-b3_1(-0.4597796)*g1",
"f3 <-b3_2(0.52172307)*g2",
"f3 <-b3_3(-0.2615488)*g3",
#因子切片
"f1 <-mu_f1(-0.0196)*切片",
"f2 <-mu_f2(-0.3922)*切片",
"f3 <-mu_f3( 0.5539)*切片",
#係数
"x12<-( 1)*f1",
"x12<-(-1)*f2",
"x13<-( 1)*f1",
"x13<-(-1)*f3",
"x14<-( 2)*f1",
"x14<-( 1)*f2",
"x14<-( 1)*f3",
"x23<-( 1)*f2",
"x23<-(-1)*f3",
"x24<-( 1)*f1",
"x24<-( 2)*f2",
"x24<-( 1)*f3",
"x34<-( 1)*f1",
"x34<-( 1)*f2",
"x34<-( 2)*f3"
)
#g 間相関
pair<-c(
"g1,g2,g3*(0.0)")
#分散と各変数の 3 次積率
unit<-c(
"g1,g2,g3,f1,f2,f3,x12,x13,x14,x23,x24,x34",
"(1),(1),(1),(0),(0),(0),
sig2_x12(0.2582),sig2_x13(0.6246),sig2_x14(0.4305),
sig2_x23(0.1954),sig2_x24(0.2687),sig2_x34(0.4700)",
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"sig3_g1,sig3_g2,sig3_g3,(0),(0),(0),
sig3_x12(0.0902),sig3_x13(0.5545),sig3_x14(-0.2610),
sig3_x23(0.1931),sig3_x24(0.0368),sig3_x34(0.0065)"
)
#モデルの推定
Ocha_g3<-nnsem(X,equa,free.mu=FALSE,free.x=TRUE,emethod=’GLS’,
描画=FALSE,pair=pair,unit=unit)
### 独立成分 g3 つ (おわり) ###
#***************************************************************************
### 独立成分 g4 つ (はじめ) ###
equa<-c(
"x12<-( 0)*切片",
"x13<-( 0)*切片",
"x14<-( 0)*切片",
"x23<-( 0)*切片",
"x24<-( 0)*切片",
"x34<-( 0)*切片",
#独立成分からのパス
"f1 <-b1_1*g1",
"f1 <-b1_2*g2",
"f1 <-b1_3*g3",
"f1 <-b1_4*g4",
"f2 <-b2_1*g1",
"f2 <-b2_2*g2",
"f2 <-b2_3*g3",
"f2 <-b2_4*g4",
"f3 <-b3_1*g1",
"f3 <-b3_2*g2",
"f3 <-b3_3*g3",
"f3 <-b3_4*g4",
#因子切片
"f1 <-mu_f1(-0.0196)*切片",
"f2 <-mu_f2(-0.3922)*切片",
"f3 <-mu_f3( 0.5539)*切片",
#係数
"x12<-( 1)*f1",
"x12<-(-1)*f2",
"x13<-( 1)*f1",
"x13<-(-1)*f3",
"x14<-( 2)*f1",
"x14<-( 1)*f2",
"x14<-( 1)*f3",
"x23<-( 1)*f2",
"x23<-(-1)*f3",
"x24<-( 1)*f1",
"x24<-( 2)*f2",
"x24<-( 1)*f3",
"x34<-( 1)*f1",
"x34<-( 1)*f2",
"x34<-( 2)*f3"
)
#g 間相関
pair<-c(
"g1,g2,g3,g4*(0.0)")
#分散と各変数の 3 次積率
unit<-c(
"g1,g2,g3,g4,f1,f2,f3,x12,x13,x14,x23,x24,x34",
"(1),(1),(1),(1),(0),(0),(0),
sig2_x12(0.2582),sig2_x13(0.6246),sig2_x14(0.4305),
sig2_x23(0.1954),sig2_x24(0.2687),sig2_x34(0.4700)",
"sig3_g1,sig3_g2,sig3_g3,sig3_g4,(0),(0),(0),
sig3_x12(1),sig3_x13(0.5545),sig3_x14(-0.2610),
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sig3_x23(0.1931),sig3_x24(0.0368),sig3_x34(0.0065)"
)
#モデルの推定
Ocha_g4<-nnsem(X,equa,free.mu=FALSE,free.x=TRUE,emethod=’GLS’,
描画=FALSE,pair=pair,unit=unit)
### 独立成分 g4 つ (おわり) ###
#***************************************************************************
### 独立成分 g5 つ (はじめ) ###
equa<-c(
"x12<-( 0)*切片",
"x13<-( 0)*切片",
"x14<-( 0)*切片",
"x23<-( 0)*切片",
"x24<-( 0)*切片",
"x34<-( 0)*切片",
#独立成分からのパス
"f1 <-b1_1*g1",
"f1 <-b1_2*g2",
"f1 <-b1_3*g3",
"f1 <-b1_4*g4",
"f1 <-b1_5*g5",
"f2 <-b2_1*g1",
"f2 <-b2_2*g2",
"f2 <-b2_3*g3",
"f2 <-b2_4*g4",
"f2 <-b2_5*g5",
"f3 <-b3_1*g1",
"f3 <-b3_2*g2",
"f3 <-b3_3*g3",
"f3 <-b3_4*g4",
"f3 <-b3_5*g5",
#因子切片
"f1 <-mu_f1(-0.0196)*切片",
"f2 <-mu_f2(-0.3922)*切片",
"f3 <-mu_f3( 0.5539)*切片",
#係数
"x12<-( 1)*f1",
"x12<-(-1)*f2",
"x13<-( 1)*f1",
"x13<-(-1)*f3",
"x14<-( 2)*f1",
"x14<-( 1)*f2",
"x14<-( 1)*f3",
"x23<-( 1)*f2",
"x23<-(-1)*f3",
"x24<-( 1)*f1",
"x24<-( 2)*f2",
"x24<-( 1)*f3",
"x34<-( 1)*f1",
"x34<-( 1)*f2",
"x34<-( 2)*f3"
)
#g 間相関
pair<-c(
"g1,g2,g3,g4,g5*(0.0)")
#分散と各変数の 3 次積率
unit<-c(
"g1,g2,g3,g4,g5,f1,f2,f3,x12,x13,x14,x23,x24,x34",
"(1),(1),(1),(1),(1),(0),(0),(0),
sig2_x12(0.2582),sig2_x13(0.6246),sig2_x14(0.4305),
sig2_x23(0.1954),sig2_x24(0.2687),sig2_x34(0.4700)",
"sig3_g1,sig3_g2,sig3_g3,sig3_g4,sig3_g5,(0),(0),(0),
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sig3_x12(1),sig3_x13(0.5545),sig3_x14(-0.2610),
sig3_x23(0.1931),sig3_x24(0.0368),sig3_x34(0.0065)"
)
#モデルの推定
Ocha_g5<-nnsem(X,equa,free.mu=FALSE,free.x=TRUE,emethod=’GLS’,
描画=FALSE,pair=pair,unit=unit)
### 独立成分 g5 つ (おわり) ###
########## 分析 (おわり) ##########
#**********************************************************************
### 推定結果 ###
Ocha_uncor
Ocha_g0#(最適)
Ocha_g1
Ocha_g2
Ocha_g3
Ocha_g4#(不適)
Ocha_g5#(不適)
### 適合度比較 (はじめ) ###
# RMSEA と AIC と BIC
#Ocha_uncor
chi2<-Ocha_uncor$基本 [,"適合"]
df<-Ocha_uncor$基本 [,"df"]
samp<-Ocha_uncor$基本 [,"標本"]
AIC<-chi2-2*df
BIC<-chi2-log(samp)*df
Ocha_uncor$基本 [,"RMSEA"];AIC;BIC
#Ocha_g0
chi2<-Ocha_g0$基本 [,"適合"]
df<-Ocha_g0$基本 [,"df"]
samp<-Ocha_g0$基本 [,"標本"]
AIC<-chi2-2*df
BIC<-chi2-log(samp)*df
Ocha_g0$基本 [,"RMSEA"];AIC;BIC
#Ocha_g1
chi2<-Ocha_g1$基本 [,"適合"]
df<-Ocha_g1$基本 [,"df"]
samp<-Ocha_g1$基本 [,"標本"]
AIC<-chi2-2*df
BIC<-chi2-log(samp)*df
Ocha_g1$基本 [,"RMSEA"];AIC;BIC
#Ocha_g2
chi2<-Ocha_g2$基本 [,"適合"]
df<-Ocha_g2$基本 [,"df"]
samp<-Ocha_g2$基本 [,"標本"]
AIC<-chi2-2*df
BIC<-chi2-log(samp)*df
Ocha_g2$基本 [,"RMSEA"];AIC;BIC
#Ocha_g3
chi2<-Ocha_g3$基本 [,"適合"]
df<-Ocha_g3$基本 [,"df"]
samp<-Ocha_g3$基本 [,"標本"]
AIC<-chi2-2*df
BIC<-chi2-log(samp)*df
Ocha_g3$基本 [,"RMSEA"];AIC;BIC
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#Ocha_g4(不適解)
#chi2<-Ocha_g4$基本 [,"適合"]
#df<-Ocha_g4$基本 [,"df"]
#samp<-Ocha_g4$基本 [,"標本"]
#AIC<-chi2-2*df
#BIC<-chi2-log(samp)*df
#Ocha_g4$基本 [,"RMSEA"];AIC;BIC
#Ocha_g5(不適解)
#chi2<-Ocha_g5$基本 [,"適合"]
#df<-Ocha_g5$基本 [,"df"]
#samp<-Ocha_g5$基本 [,"標本"]
#AIC<-chi2-2*df
#BIC<-chi2-log(samp)*df
#Ocha_g5$基本 [,"RMSEA"];AIC;BIC
### 適合度比較 (終わり) ###
### 最適モデルにおける推定値の変換 (はじめ) ###
#推定された 3 因子平均
mu_f_1<-c( -0.019695692, -0.392219669, 0.553939686)
#復元された 4 因子平均
(mu_f<-Lam4%*%mu_f_1)
#復元された標準誤差
uni<-c(1,1,1)
Ocha_g0$分散 [1:3,1:3]
sqrt(t(uni)%*%(Ocha_g0$分散 [1:3,1:3])%*%uni)
s.e<-c(0.03718883,0.03881355,0.0395154,sqrt(t(uni)%*%(Ocha_g0$分散 [1:3,1:3])%*%uni))
#95%信頼区間
mu_f-1.96*s.e
mu_f+1.96*s.e
#推定された 3 因子共分散行列
cov_f_1<-matrix(c(
0.522837406,-0.258305374, -0.230819904,
-0.258305374,0.475221493, -0.037043500,
-0.230819904,-0.037043500,0.499969274
),3,3,byrow=TRUE)
#復元された 4 因子共分散行列
(cov_f<-Lam4%*%cov_f_1%*%t(Lam4))
#復元された 4 因子共分散行列での 4 番目の代替案に関する部分の標準誤差
a<-c("sig2_f1","sig2_f1f221","sig2_f1f321","sig2_f1f221",
"sig2_f2","sig2_f2f321","sig2_f1f321","sig2_f2f321","sig2_f3")
cov_covf1<-Ocha_g0$分散 [a,a]
uni<-c(1,1,1)
cov_covfn<-(Lam4%x%t(uni))%*%cov_covf1%*%t(Lam4%x%t(uni))
sqrt(diag(cov_covfn))
#復元された 4 因子相関行列
sd_f<-sqrt(diag(cov_f))
(corr_f<-cov_f/sd_f%*%t(sd_f))
sd_f<-1/sqrt(diag(cov_f))
(corr_f<-diag(sd_f)%*%cov_f%*%diag(sd_f))
### 推定値の変換 (おわり) ###
シャンプーデータ分析用 R スクリプト
#変数名
#1-雅-みやび-
#2-クレオパトラ
#3-ルミネール
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#4-美髪推進委員会
### 一対比較データの読み込み (はじめ) ###
hensuname4<-c(
"x12","x13","x14",
"x23","x24",
"x34")
X <-read.table("data/shampoodata.txt",col.names=hensuname4)
### 一対比較データの読み込み (おわり) ###
### 推定値変換用の行列の用意 (はじめ) ###
compn<-ncol(X) #比較対の数
itemn<-4 #対象の数
#従来通りの計画行列
A4<-matrix(c(
1,-1,0,0,
1,0,-1,0,
1,0,0,-1,
0,1,-1,0,
0,1,0,-1,
0,0,1,-1
),compn,itemn,byrow=TRUE)
#イプサティブスコアのための行列
Lam4<-matrix(c(
1,0,0,
0,1,0,
0,0,1,
-1,-1,-1
),itemn,itemn-1,byrow=TRUE)
#新たな計画行列
A4%*%Lam4
### 推定値変換用の行列の用意 (おわり) ###
#**********************************************************************
########## 分析 (はじめ) ##########
#分析ツールの読み込み
source("nn.sem0.R")
### 独立成分 g なし (はじめ) ###
equa<-c(
"x12<-( 0)*切片",
"x13<-( 0)*切片",
"x14<-( 0)*切片",
"x23<-( 0)*切片",
"x24<-( 0)*切片",
"x34<-( 0)*切片",
#因子切片
"f1 <-mu_f1(0.593)*切片",
"f2 <-mu_f2(-0.182)*切片",
"f3 <-mu_f3(0.190)*切片",
#係数
"x12<-( 1)*f1",
"x12<-(-1)*f2",
"x13<-( 1)*f1",
"x13<-(-1)*f3",
"x14<-( 2)*f1",
"x14<-( 1)*f2",
"x14<-( 1)*f3",
"x23<-( 1)*f2",
"x23<-(-1)*f3",
"x24<-( 1)*f1",
"x24<-( 2)*f2",
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"x24<-( 1)*f3",
"x34<-( 1)*f1",
"x34<-( 1)*f2",
"x34<-( 2)*f3"
)
#分散と各変数の 3 次積率
unit<-c(
"f1,f2,f3,x12,x13,x14,x23,x24,x34",
"sig2_f1(0.481),sig2_f2(0.346),sig2_f3(0.528),
sig2_x12(0.464),sig2_x13(0.748),sig2_x14(0.490),
sig2_x23(0.640),sig2_x24(0.446),sig2_x34(0.246)",
"sig3_f1,sig3_f2,sig3_f3,
sig3_x12,sig3_x13,sig3_x14,sig3_x23,sig3_x24,sig3_x34"
)
#独立成分なし相関モデルの推定
Shampoo_g0<-nnsem(X,equa,free.mu=FALSE,free.x=FALSE,emethod=’GLS’,
描画=FALSE,unit=unit)
#独立成分なし無相関モデルの推定
pair<-c(
"f1,f2,f3*(0.0)"
)
Shampoo_uncor<-nnsem(X,equa,free.mu=FALSE,free.x=FALSE,emethod=’GLS’,
描画=FALSE,unit=unit, pair=pair)
### 独立成分 g なし (おわり) ###
#***************************************************************************
### 独立成分 g1 つ (はじめ) ###
equa<-c(
"x12<-( 0)*切片",
"x13<-( 0)*切片",
"x14<-( 0)*切片",
"x23<-( 0)*切片",
"x24<-( 0)*切片",
"x34<-( 0)*切片",
#独立成分からのパス
"f1 <-b1_1*g1",
"f2 <-b2_1*g1",
"f3 <-b3_1*g1",
#因子切片
"f1 <-mu_f1(0.54137516)*切片",
"f2 <-mu_f2(-0.06283968)*切片",
"f3 <-mu_f3(0.19535873)*切片",
#係数
"x12<-( 1)*f1",
"x12<-(-1)*f2",
"x13<-( 1)*f1",
"x13<-(-1)*f3",
"x14<-( 2)*f1",
"x14<-( 1)*f2",
"x14<-( 1)*f3",
"x23<-( 1)*f2",
"x23<-(-1)*f3",
"x24<-( 1)*f1",
"x24<-( 2)*f2",
"x24<-( 1)*f3",
"x34<-( 1)*f1",
"x34<-( 1)*f2",
"x34<-( 2)*f3"
)
#分散と各変数の 3 次積率
unit<-c(
"g1,f1,f2,f3,x12,x13,x14,x23,x24,x34",
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"(1),(0),(0),(0),
sig2_x12(0.31881709),sig2_x13(0.19212828),sig2_x14(0.24113874),
sig2_x23(0.49562744),sig2_x24(0.30412329),sig2_x34(0.20095993)",
"sig3_g1,(0),(0),(0),
sig3_x12(-0.46200562),sig3_x13(0.18984423),sig3_x14(-0.09649598),
sig3_x23(0.06803740),sig3_x24(-0.09887020),sig3_x34(-0.06257477)"
)
#モデルの推定
Shampoo_g1<-nnsem(X,equa,free.mu=FALSE,free.x=FALSE,emethod=’GLS’,
描画=FALSE,unit=unit)
### 独立成分 g1 つ (おわり) ###
#***************************************************************************
### 独立成分 g2 つ (はじめ) ###
equa<-c(
"x12<-( 0)*切片",
"x13<-( 0)*切片",
"x14<-( 0)*切片",
"x23<-( 0)*切片",
"x24<-( 0)*切片",
"x34<-( 0)*切片",
#独立成分からのパス
"f1 <-b1_1*g1",
"f1 <-b1_2*g2",
"f2 <-b2_1*g1",
"f2 <-b2_2*g2",
"f3 <-b3_1*g1",
"f3 <-b3_2*g2",
#因子切片
"f1 <-mu_f1(0.54137516)*切片",
"f2 <-mu_f2(-0.06283968)*切片",
"f3 <-mu_f3(0.19535873)*切片",
#係数
"x12<-( 1)*f1",
"x12<-(-1)*f2",
"x13<-( 1)*f1",
"x13<-(-1)*f3",
"x14<-( 2)*f1",
"x14<-( 1)*f2",
"x14<-( 1)*f3",
"x23<-( 1)*f2",
"x23<-(-1)*f3",
"x24<-( 1)*f1",
"x24<-( 2)*f2",
"x24<-( 1)*f3",
"x34<-( 1)*f1",
"x34<-( 1)*f2",
"x34<-( 2)*f3"
)
#g 間相関
pair<-c(
"g1,g2*(0.0)"
)
#分散と各変数の 3 次積率
unit<-c(
"g1,g2,f1,f2,f3,x12,x13,x14,x23,x24,x34",
"(1),(1),(0),(0),(0),
sig2_x12(0.31881709),sig2_x13(0.19212828),sig2_x14(0.24113874),
sig2_x23(0.49562744),sig2_x24(0.30412329),sig2_x34(0.20095993)",
"sig3_g1,sig3_g2,(0),(0),(0),
sig3_x12(-0.46200562),sig3_x13(0.18984423),sig3_x14(-0.09649598),
sig3_x23(0.06803740),sig3_x24(-0.09887020),sig3_x34(-0.06257477)"
)
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#モデルの推定
Shampoo_g2<-nnsem(X,equa,free.mu=FALSE,free.x=FALSE,emethod=’GLS’,
描画=FALSE,pair=pair,unit=unit)
### 独立成分 g2 つ (おわり) ###
#***************************************************************************
### 独立成分 g3 つ (はじめ) ###
#推定結果から独立成分負荷行列の初期値を計算 (なくても大丈夫だった)
#Sig_f_1<-matrix(c(
# 0.33549677,-0.05066661,-0.15757741
#-0.05066661,0.25545193,-0.01093072,
#-0.15757741,-0.01093072,0.39565012
#),3,3)
#X_1<-eigen(Sig_f_1)$vectors
#Lam_1<-diag(sqrt(eigen(Sig_f_1)$values))
#X_1%*%Lam_1
equa<-c(
"x12<-( 0)*切片",
"x13<-( 0)*切片",
"x14<-( 0)*切片",
"x23<-( 0)*切片",
"x24<-( 0)*切片",
"x34<-( 0)*切片",
#独立成分からのパス
"f1 <-b1_1*g1",
"f1 <-b1_2*g2",
"f1 <-b1_3*g3",
"f2 <-b2_1*g1",
"f2 <-b2_2*g2",
"f2 <-b2_3*g3",
"f3 <-b3_1*g1",
"f3 <-b3_2*g2",
"f3 <-b3_3*g3",
#因子切片
"f1 <-mu_f1(0.54137516)*切片",
"f2 <-mu_f2(-0.06283968)*切片",
"f3 <-mu_f3(0.19535873)*切片",
#係数
"x12<-( 1)*f1",
"x12<-(-1)*f2",
"x13<-( 1)*f1",
"x13<-(-1)*f3",
"x14<-( 2)*f1",
"x14<-( 1)*f2",
"x14<-( 1)*f3",
"x23<-( 1)*f2",
"x23<-(-1)*f3",
"x24<-( 1)*f1",
"x24<-( 2)*f2",
"x24<-( 1)*f3",
"x34<-( 1)*f1",
"x34<-( 1)*f2",
"x34<-( 2)*f3"
)
#g 間相関
pair<-c(
"g1,g2,g3*(0.0)")
#分散と各変数の 3 次積率
unit<-c(
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"g1,g2,g3,f1,f2,f3,x12,x13,x14,x23,x24,x34",
"(1),(1),(1),(0),(0),(0),
sig2_x12(0.31881709),sig2_x13(0.19212828),sig2_x14(0.24113874),
sig2_x23(0.49562744),sig2_x24(0.30412329),sig2_x34(0.20095993)",
"sig3_g1,sig3_g2,sig3_g3,(0),(0),(0),
sig3_x12(-0.46200562),sig3_x13(0.18984423),sig3_x14(-0.09649598),
sig3_x23(0.06803740),sig3_x24(-0.09887020),sig3_x34(-0.06257477)"
)
#モデルの推定
Shampoo_g3<-nnsem(X,equa,free.mu=FALSE,free.x=TRUE,emethod=’GLS’,
描画=FALSE,pair=pair,unit=unit)
### 独立成分 g3 つ (おわり) ###
#***************************************************************************
### 独立成分 g4 つ (はじめ) ###
equa<-c(
"x12<-( 0)*切片",
"x13<-( 0)*切片",
"x14<-( 0)*切片",
"x23<-( 0)*切片",
"x24<-( 0)*切片",
"x34<-( 0)*切片",
#独立成分からのパス
"f1 <-b1_1*g1",
"f1 <-b1_2*g2",
"f1 <-b1_3*g3",
"f1 <-b1_4*g4",
"f2 <-b2_1*g1",
"f2 <-b2_2*g2",
"f2 <-b2_3*g3",
"f2 <-b2_4*g4",
"f3 <-b3_1*g1",
"f3 <-b3_2*g2",
"f3 <-b3_3*g3",
"f3 <-b3_4*g4",
#因子切片
"f1 <-mu_f1(0.54137516)*切片",
"f2 <-mu_f2(-0.06283968)*切片",
"f3 <-mu_f3(0.19535873)*切片",
#係数
"x12<-( 1)*f1",
"x12<-(-1)*f2",
"x13<-( 1)*f1",
"x13<-(-1)*f3",
"x14<-( 2)*f1",
"x14<-( 1)*f2",
"x14<-( 1)*f3",
"x23<-( 1)*f2",
"x23<-(-1)*f3",
"x24<-( 1)*f1",
"x24<-( 2)*f2",
"x24<-( 1)*f3",
"x34<-( 1)*f1",
"x34<-( 1)*f2",
"x34<-( 2)*f3"
)
#g 間相関
pair<-c(
"g1,g2,g3,g4*(0.0)")
#分散と各変数の 3 次積率
unit<-c(
"g1,g2,g3,g4,f1,f2,f3,x12,x13,x14,x23,x24,x34",
"(1),(1),(1),(1),(0),(0),(0),
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sig2_x12(0.31881709),sig2_x13(0.19212828),sig2_x14(0.24113874),
sig2_x23(0.49562744),sig2_x24(0.30412329),sig2_x34(0.20095993)",
"sig3_g1,sig3_g2,sig3_g3,sig3_g4,(0),(0),(0),
sig3_x12(-0.46200562),sig3_x13(0.18984423),sig3_x14(-0.09649598),
sig3_x23(0.06803740),sig3_x24(-0.09887020),sig3_x34(-0.06257477)"
)
#モデルの推定
Shampoo_g4<-nnsem(X,equa,free.mu=FALSE,free.x=TRUE,emethod=’GLS’,
描画=FALSE,pair=pair,unit=unit)
### 独立成分 g4 つ (おわり) ###
#***************************************************************************
### 独立成分 g5 つ (はじめ) ###
equa<-c(
"x12<-( 0)*切片",
"x13<-( 0)*切片",
"x14<-( 0)*切片",
"x23<-( 0)*切片",
"x24<-( 0)*切片",
"x34<-( 0)*切片",
#独立成分からのパス
"f1 <-b1_1*g1",
"f1 <-b1_2*g2",
"f1 <-b1_3*g3",
"f1 <-b1_4*g4",
"f1 <-b1_5*g5",
"f2 <-b2_1*g1",
"f2 <-b2_2*g2",
"f2 <-b2_3*g3",
"f2 <-b2_4*g4",
"f2 <-b2_5*g5",
"f3 <-b3_1*g1",
"f3 <-b3_2*g2",
"f3 <-b3_3*g3",
"f3 <-b3_4*g4",
"f3 <-b3_5*g5",
#因子切片
"f1 <-mu_f1(0.54137516)*切片",
"f2 <-mu_f2(-0.06283968)*切片",
"f3 <-mu_f3(0.19535873)*切片",
#係数
"x12<-( 1)*f1",
"x12<-(-1)*f2",
"x13<-( 1)*f1",
"x13<-(-1)*f3",
"x14<-( 2)*f1",
"x14<-( 1)*f2",
"x14<-( 1)*f3",
"x23<-( 1)*f2",
"x23<-(-1)*f3",
"x24<-( 1)*f1",
"x24<-( 2)*f2",
"x24<-( 1)*f3",
"x34<-( 1)*f1",
"x34<-( 1)*f2",
"x34<-( 2)*f3"
)
#g 間相関
pair<-c(
"g1,g2,g3,g4,g5*(0.0)")
#分散と各変数の 3 次積率
unit<-c(
"g1,g2,g3,g4,g5,f1,f2,f3,x12,x13,x14,x23,x24,x34",
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"(1),(1),(1),(1),(1),(0),(0),(0),
sig2_x12(0.31881709),sig2_x13(0.19212828),sig2_x14(0.24113874),
sig2_x23(0.49562744),sig2_x24(0.30412329),sig2_x34(0.20095993)",
"sig3_g1,sig3_g2,sig3_g3,sig3_g4,sig3_g5,(0),(0),(0),
sig3_x12(-0.46200562),sig3_x13(0.18984423),sig3_x14(-0.09649598),
sig3_x23(0.06803740),sig3_x24(-0.09887020),sig3_x34(-0.06257477)"
)
#モデルの推定
Shampoo_g5<-nnsem(X,equa,free.mu=FALSE,free.x=TRUE,emethod=’GLS’,
描画=FALSE,pair=pair,unit=unit)
### 独立成分 g5 つ (おわり) ###
########## 分析 (おわり) ##########
#**********************************************************************
### 推定結果 ###
Shampoo_uncor
Shampoo_g0
Shampoo_g1
Shampoo_g2
Shampoo_g3#(最適)
Shampoo_g4
Shampoo_g5#(不適)
### 適合度比較 (はじめ) ###
# RMSEA と AIC と BIC
#Shampoo_uncor
chi2<-Shampoo_uncor$基本 [,"適合"]
df<-Shampoo_uncor$基本 [,"df"]
samp<-Shampoo_uncor$基本 [,"標本"]
AIC<-chi2-2*df
BIC<-chi2-log(samp)*df
Shampoo_uncor$基本 [,"RMSEA"];AIC;BIC
#Shampoo_g0
chi2<-Shampoo_g0$基本 [,"適合"]
df<-Shampoo_g0$基本 [,"df"]
samp<-Shampoo_g0$基本 [,"標本"]
AIC<-chi2-2*df
BIC<-chi2-log(samp)*df
Shampoo_g0$基本 [,"RMSEA"];AIC;BIC
#Shampoo_g1
chi2<-Shampoo_g1$基本 [,"適合"]
df<-Shampoo_g1$基本 [,"df"]
samp<-Shampoo_g1$基本 [,"標本"]
AIC<-chi2-2*df
BIC<-chi2-log(samp)*df
Shampoo_g1$基本 [,"RMSEA"];AIC;BIC
#Shampoo_g2
chi2<-Shampoo_g2$基本 [,"適合"]
df<-Shampoo_g2$基本 [,"df"]
samp<-Shampoo_g2$基本 [,"標本"]
AIC<-chi2-2*df
BIC<-chi2-log(samp)*df
Shampoo_g2$基本 [,"RMSEA"];AIC;BIC
#Shampoo_g3
chi2<-Shampoo_g3$基本 [,"適合"]
df<-Shampoo_g3$基本 [,"df"]
samp<-Shampoo_g3$基本 [,"標本"]
AIC<-chi2-2*df
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BIC<-chi2-log(samp)*df
Shampoo_g3$基本 [,"RMSEA"];AIC;BIC
#Shampoo_g4
chi2<-Shampoo_g4$基本 [,"適合"]
df<-Shampoo_g4$基本 [,"df"]
samp<-Shampoo_g4$基本 [,"標本"]
AIC<-chi2-2*df
BIC<-chi2-log(samp)*df
Shampoo_g4$基本 [,"RMSEA"];AIC;BIC
#Shampoo_g5(不適解)
#chi2<-Shampoo_g4$基本 [,"適合"]
#df<-Shampoo_g4$基本 [,"df"]
#samp<-Shampoo_g4$基本 [,"標本"]
#AIC<-chi2-2*df
#BIC<-chi2-log(samp)*df
#Shampoo_g5$基本 [,"RMSEA"];AIC;BIC
### 適合度比較 (終わり) ###
### 最適モデルにおける推定値の変換 (はじめ) ###
#推定された 3 因子平均
mu_f_1<-c(
0.5278586,
-0.05010941,
0.19457797)
#復元された 4 因子平均
(mu_f<-Lam4%*%mu_f_1)
#4 番目の因子の標準誤差
Shampoo_g3$分散 [10:12,10:12]
uni<-c(1,1,1)
sqrt(t(uni)%*%(Shampoo_g3$分散 [10:12,10:12])%*%uni)
s.e<-c(0.03316491,
0.02850199,
0.03499224,
sqrt(t(uni)%*%(Shampoo_g3$分散 [10:12,10:12])%*%uni))
#95%信頼区間
mu_f-1.96*s.e
mu_f+1.96*s.e
#推定された独立成分からの負荷行列
B_f_1<-matrix(c(
-0.31561745,-0.11678896,0.47768489,
-0.16727314,0.46356251,-0.1257649,
-0.21329269,-0.24236662,-0.52112837
),3,3,byrow=TRUE)
#復元された独立成分からの負荷行列
(B_f<-Lam4%*%B_f_1)
#復元された 4 因子共分散行列
(cov_f<-B_f%*%t(B_f))
#復元された独立成分からの負荷行列 4 行目の標準誤差
Shampoo_g3$分散 [1:9,1:9]
Ind<-matrix(1:9,3,3,byrow=TRUE)
cov_b1<-Shampoo_g3$分散 [1:12,1:12][as.vector(Ind),as.vector(Ind)]
uni<-c(1,1,1)
I_3<-diag(3)
cov_fn<-(I_3%x%t(uni))%*%cov_b1%*%t(I_3%x%t(uni))
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sqrt(diag(cov_fn))
#復元された独立成分からの標準化負荷行列
(B_f2<-diag(1/sqrt(diag(cov_f)))%*%B_f)
#復元された 4 因子相関行列
sd_f<-sqrt(diag(cov_f))
(corr_f<-cov_f/sd_f%*%t(sd_f))
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