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Fields in free space are able to carry orbital angular momentum, which may arise
when a system is invariant under rotations. Such systems favour a description in
cylindrical polar coordinates. Solutions of the wave equation in these coordinates
are Bessel beams, invariant under propagation in the longitudinal direction.
Some fields also possess spin angular momentum, such as the optical vector
field and the electron spinor field. These fields are described by multi-component
wavefunctions, in contrast to a scalar (spinless) field. The resulting spin degree
of freedom can be quantized by either the longitudinal direction (spin) or the
momentum vector (helicity). Differences between helicity and spin states are in
general small and disappear in suitable limits.
Spin and orbital angular momentum couple to each other, yielding fields that
are eigenstates of the total angular momentum. The effects of this coupling can be
studied by considering the mechanical properties of the fields. There is an orbital
contribution, arising from the multi-component nature of the wavefunctions, and
a spin contribution.
Combining fields with circular polarization gives rise to states with linear
polarization, analogous to constructing standing waves from travelling waves, or
creating a real Majorana field from two complex spinor fields. Fermionic Majorana
modes, rather than particles, can be constructed with equal contributions of
positive and negative frequencies. These modes carry no charge and are invariant
under charge conjugation, conditions optical modes satisfy trivially. However,
symmetry considerations lead to the conclusion that optical Majorana modes
are linearly polarized. There exist bound optical modes analogous to fermionic
Majorana modes, but there are also photonic Majorana modes possible that do
not have fermionic counterparts.
The coupling between orbital and spin angular momentum changes con-
siderably in systems described in parabolic coordinates, as the basis states are
eigenstates of the parabolic momentum instead. There is only an effective spin-to-
orbital angular momentum coupling and a spin-to-parabolic-momentum coupling
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A rotating object is said to possess a mechanical quantity called angular momen-
tum. Picture, for example, a solid object such as a ball. This ball is said to have
orbital angular momentum if it is moving in a circular trajectory; it orbits around
an external point of reference. It could also rotate around its own axis, in which
case it has spin angular momentum. The combined motion for any point on the
ball, therefore, is described by a circular spiral-like trajectory. The rotational
energy of the ball will depend on the sum of both angular momenta. These are
usually independent of each other.
However, in some physical systems the magnitude of the spin and orbital
angular momenta are related to each other, and this is the main focus of this thesis.
The interplay between the two angular momenta will be studied for two different
particles; photons (light) and electrons. These particles both carry an intrinsic spin
angular momentum, while the wavefunctions describing them can be designed to
carry orbital angular momentum. These wavefunctions are conveniently described
in cylindrical polar coordinates that have a rotational axis of symmetry. However,
physical systems can be described in many different coordinate systems, for exam-
ple cylindrical parabolic or cylindrical elliptic coordinates. In these coordinates
the angular momentum will manifest itself differently.
Electrons and photons can both be described as wave phenomena, due to the
particle-wave duality principle in quantum mechanics. Further, the spin angular
momentum of both can only take two distinct values. This allows for a similar
description between the two particles. Differences arise because electrons and
photons have different particle properties; photons are massless particles with
spin 1 while electrons are massive particles with spin 12 . Manifestations of these
differences can be studied by considering mechanical properties of the fields such
as the probability, energy and momentum densities.
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Angular momentum is a vector quantity, defined by both a magnitude and
a direction. The direction of the spin angular momentum of the particle can be
chosen relative to an external axis or its momentum. This distinction gives rise to
states that differ in minute details. Further, the relative alignment of OAM and
SAM can be chosen freely. They can be perpendicular or parallel to each other,
enhancing or decreasing the total angular momentum. These different alignments
have measurable effects on the mechanical properties.
It turns out that specific photon states, standing or travelling waves with linear
polarization, are similar to the Majorana states of electrons. Majorana particles are
a curious result of describing electrons by the Dirac formalism; they are their own
antiparticle and described by a real wavefunction instead of a complex one. This
is analogous to the distinction between travelling and standing waves. Although
photons share the characteristic properties of Majorana particles naturally, these
specific photon states obey extra conditions, similar to those that the Majorana
states of electrons need to satisfy.
1.1 Outline of this thesis
This thesis will focus on the interaction between the orbital angular momentum
(OAM) and spin angular momentum (SAM) of both electrons and photons. To
study the effects of this interaction, a number of mechanical properties will be
considered. The properties of the electron and photon fields will be compared to
those of the scalar field (that has no SAM), to identify contributions from the spin
and the spin-orbit coupling effects.
Only those properties that are conserved quantities under transformations
respecting the symmetry of the system will be considered. The derivation of their
expressions, using Noether’s theorem, will be discussed in chapter 2. This chapter
will also discuss some fundamental issues considering the Dirac equation and the
Majorana particles, and examine the angular momenta of light.
An important degree of freedom of fields carrying SAM is its direction; the
polarization. The direction can be defined by an external axis (spin) or by the
momentum direction (helicity). In systems that comprise collections of plane
waves, such as beams, the momentum of the individual plane waves is not
necessarily aligned with the direction of propagation of the beam as a whole. This
has as result that the spin states (a state with an overall polarization) and helicity
states (a states that contains only plane waves with the same helicity) are different
2
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from each other. These differences are discussed in chapter 3.
However, the spin can also be directed into a transverse direction, perpendicu-
lar to the propagation direction. This can be interpreted as a superposition of two
spin states that are oppositely polarized in the longitudinal direction. Similarly,
there exist superpositions of two states with opposite helicity. The differences
between these two superpositions will be discussed in chapter 4.
Superimposing two states with opposite spin is closely related to the construc-
tion of standing waves. Moreover, the distinction between travelling and standing
waves is analogous to the distinction between real and complex fields. The Dirac
equation, describing complex electron states, also allows for real solutions. These
are the Majorana states and closely related to linearly polarized electron beams.
This raises the question what the optical analogues of Majorana states are, and
what restrictions are imposed on the polarization of these optical fields. This will
be addressed in chapter 5.
Systems with an axis-rotational symmetry are preferably described in the
cylindrical polar system. Solutions of the wave equation in this coordinate system
are OAM carrying Bessel beams. Angular momentum manifests itself differently in
other cylindrical coordinate systems, such as the cylindrical parabolic coordinate
system. This will be studied in chapter 6.
1.2 The cylindrical polar coordinate system
OAM is in classical mechanics described by the cross product of the position vector
and the momentum:
L = r× p. (1.1)
The dimensions of angular momentum are (kg m2 s−1) in SI-units. Since OAM
is a measure of the motion of the particle about an external point, it is extrinsic
and depends on the choice of origin of the coordinate system. In cylindrical polar
coordinates (r, φ, z), defined by
x = r cos(φ), y = r sin(φ), z = z, (1.2)
the ẑ-component of the OAM is given by a simple form in both classical and
quantum mechanics:
Lz,classical = xpy − ypx = mr2∂tφ, → Lz,quantum = −i~∂φ. (1.3)
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The components of the quantummechanical angular momentum operator satisfy
the commutation relations [Li, Li] = 0 and [Li, Lj ] = εijkLk, with εijk the anti-
symmetric Levi-Civita tensor. This definition of the OAM operator implies that the
essential condition for having OAM is an azimuthal variation of the wavefunction.
Solving the wave equation in cylindrical polar coordinates shows that this arises
naturally in these coordinates.
1.2.1 Separability in cylindrical coordinates; Bessel beams
Wave phenomena in free space are described by the wave equation
∇2ϕ(t, r)− 1
v2
∂2t ϕ(t, r) = 0, (1.4)
where∇2 is the three-dimensional Laplacian and v is the wave velocity. Separation
of ϕ(t, r) into A(p, q)Z(z)T (t) allows for separating out the dependence on time
and the ẑ-coordinate [1]:
∇2A(p, q)Z(z) = −k2A(p, q)Z(z)

∇2⊥A(p, q) = −k2⊥A(p, q),
∂2zZ(z) = −k2zZ(z),
(1.5a)
∂2t T (t) = −v2k2T (t). (1.5b)
The left-hand side of the equation for the spatial part (1.5a) is called the Helmholtz
equation. This separation shows that the scalar field is correctly described by
A(p, q)eikzze−iωt, with ω = vk and the total wavenumber k2 = k2⊥ + k
2
z . If
the transverse wavenumber k⊥ is constant, the wave will retain its shape upon
propagation.
The Helmholtz equation is separable in different transverse-cylindrical coor-
dinate systems (p, q, z) with the transverse coordinates defined in different ways,
including Cartesian, cylindrical polar, cylindrical elliptic and cylindrical parabolic
coordinates. The cylindrical parabolic coordinate system will be discussed in
chapter 6. The rest of this thesis will focus on cylindrical polar coordinate systems.
Separation of variables ϕ(r, φ, z) 7→ R(r)Φ(φ)Z(z) transforms the Helmholtz




2R = `2R, (1.6a)
Φ′′ = −`2Φ, (1.6b)
Z ′′ = −k2zZ. (1.6c)
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Here k⊥ = kr as the transverse momentum is pointing in the radial direction
only. Solutions of the radial equation (1.6a) are Bessel functions R(r) = J`(krr),
while solutions of the azimuthal equation (1.6b) are Φ(φ) ∼ e±i`φ and of the
longitudinal equation (1.6c) are Z(z) ∼ e±ikzz. As a result, the scalar field
solution of the wave equation (1.4) in cylindrical polar coordinates is a scalar
Bessel beam:
ϕ(t, r) = J`(krr)e
i`φeikzze−iωt. (1.7)
The intensity distribution of this field is given by |ϕ(r, t)|2 = J2` (krr), which is
a pattern of concentric rings. The azimuthal phase dependence is not directly
observable. Since the phase winds around the ẑ axis, the field carries OAM in the
ẑ direction of magnitude ~` and it is said that the angular spectrum is given by
A(φ) = ei`φ. Continuity of the phase (modulo 2π) requires that this number ` is
an integer, ` ∈ Z. Whether it is positive or negative depends on the direction of
the increase in phase with φ [2]. The value is not restricted, which means that
fields can carry any amount of OAM.
From (1.7) it can be concluded that a scalar Bessel beam is invariant under
translations in the φ- and ẑ-directions and in time; it carries OAM, is propagation
invariant and a stationary solution. These scalar Bessel beams, sometimes called
cylindrical harmonics, are basis states for any field that is described in cylindrical
coordinates, similar to plane waves in Cartesian coordinates.
Plane waves, described by cosines and sines, are the natural choice for basis
functions in these coordinates as they are orthogonal to each other and invariant
under translations, respecting the translational symmetries of the coordinate
system. This is exploited by the Fourier transform, decomposing any function
described in Cartesian coordinates in cosines and sines, or complex exponentials.
Transforming the Fourier transform to cylindrical polar coordinates gives the





In general, any function of the radial coordinate f(r) can be expressed in Bessel
functions by the Hankel transform of arbitrary order n, as Bessel functions form








Hence the scalar Bessel beams (1.7) of arbitrary order ` define a set of basis states
of functions in cylindrical polar coordinates.
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However, the intensity pattern of a Bessel beam arises as the interference
pattern of a collection of plane waves. Since the longitudinal and transverse
wavenumbers are related to each other by k2r = k
2− k2z , the momentum vectors of
the plane waves lie on a cone making an angle θ with the propagation axis such
that kz = k cos(θ) and kr = k sin(θ). A field can only be propagation invariant if,
when propagating over a distance ∆z, all waves obtain the same phase shift kz∆z
[4]. This can only be realized if all the plane waves have the same longitudinal
wavevector, i.e. the field is monochromatic. Further, to form a Bessel beam the
waves need to be evenly distributed over the azimuthal angle φ, as the intensity
only varies with the radial distance. These conditions give rise to an important
property of Bessel beams: they are self-healing [5]. When part of the beam is
obstructed, the rest of the beam can pass, ultimately reforming to the initial beam




A(φk)δ(kr − kr,0) =
1
2πi`kr,0
ei`φkδ(kr − kr,0). (1.8)
This spectrum is shown in figure 1.1.
Figure 1.1: The spectrum of a Bessel beam. a): The plane waves forming a
Bessel beam lie on a cone making an opening angle θ with the ẑ-axis, distributed
over the azimuthal angle φk in Fourier space. b): Intensity distribution of the
first order Bessel function J1(krr) in real space, in the range |krr| ≤ 10.
The spatial dependence of a propagation-invariant field can be found by









krA(φk) exp [ikr(x cos(φk) + y sin(φk)] dkrdφk. (1.9b)
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Here ϕ̃(k) is the spectrum of the field, with A(φk) the angular spectrum. The
transverse coordinates x(p, q) and y(p, q) can be expressed in the transverse coor-
dinates (p, q) of the preferred transverse cylindrical coordinate system. Solutions
in elliptical coordinates are called Mathieu functions and in parabolic coordinates
Weber functions. These will be discussed further in chapter 6.
For a Bessel beam with the spectrum given by (1.8) the integral over kr
in (1.9b) is trivial. Combining this with the transformations x = r cos(φr) and
y = r sin(φr), and using an integral identity1 gives the following Fourier transform:






i`(φk−φr)eikrr cos(φk−φr) = J`(krr)e
i`φreikzz.
This method can be used to find the spatial dependence of a field when only the
angular spectrum A(φ) is known, for example in creating optical beams with a
desired intensity pattern.
1.2.2 Scalar optical beams carrying OAM
From the Bessel beam expression (1.7) it can be concluded that to create a
propagation invariant field that carries OAM it is necessary to have a phase
winding around the propagation axis; all phases occur along a path that is traced
around this direction. Shrinking the path implies that there must be a point
inside the loop where the full 2π range of phases coincides; a phase singularity
where the phase is undefined. This change in phase generates a current, (see
equation (2.19)) and hence (optical) fields where these phase singularities occur
are also called (optical) vortices. An ambiguity in phase is physically not allowed,
hence the amplitude of the field drops to zero [2]. Singularities in light fields can
hence be detected as points of darkness, that form lines of darkness as the light
propagates.
These lines were described by Dirac in general three-dimensional wavefunc-
tions as early as 1931 [7], with the first study of these lines in electromagnetic
fields by Nye and Berry in 1974 [8]. However, the first observation of vortices in
optical fields was in 1950 by Wolter [9], who found a vortex in the interference of
incident, reflected and refracted waves near a glass-air transition.
1Bessel functions can be represented by the integral∮
dτ einτeix cos(τ) = 2πinJn(x). (1.10)
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In the same paper [8], Nye and Berry considered optical vortices as dislocations
in the phase of the optical field, similar to dislocations as seen in crystals. This
inspired the authors of [10] to study the use of diffractive elements with a
dislocation to create an optical vortex in 1990. A collection of diffracted beams
that were spatially separated was created, with the different orders of diffraction
corresponding to different values of OAM. This made it possible to block out
unwanted orders of diffraction.
However, it took until 1992 when Allen at al. [11] realized that this OAM
could be manipulated, and all beams with helical phase fronts carry OAM in units
of ~. The same group also introduced another method to create optical vortex
beams in 1994 [12]; a spiral phase plate with varying thickness can be placed in a
laser beam to introduce the azimuthal phase winding.
These works started a whole new area of research into light beams carrying
OAM, created by holograms [13], using laser cavities [14] or by three-wave
interference [15], inspired by the work performed in 1951 [16]. This demostrated
that vortices can be created by the superposition of three or more plane waves.
In 1996 an experimental group [17] started to use light of frequencies ∼ 1011 Hz
(instead of visible light of frequency ∼ 1015 Hz). The increased wavelength
simplified the production of a suitable phase plate, that was now of the order of
10 mm instead of 10−6 m. More unconventional methods to create a vortex beam
have also been studied, such as the generation of optical fields with vortices by
using a molecular array of specific geometry [18]. These molecules can absorb or
emit light at a specific frequency, creating an excited state with a desired symmetry.
The OAM state of the light can be measured by detecting interference patterns
with plane waves, or by shining the light on an annular grating [19]; the diffraction
pattern that appears shows a number of dark fringes corresponding to the OAM
value. Another method is based on compressing the OAM mode in one transverse
direction, creating linearly-shaped light [20]. The interference patterns show a
number of fringes that is related to the amount of OAM the beam carries.
The darkness in the center of OAM carrying beams makes them very suitable
for applications such as trapping, guiding and transferring OAM to dielectric
particles. A review of applications is given in the paper [21].
Any physically realizable field, for example a laser beam, needs to be square-
integrable. This means that the integral of the field squared over all space is finite,
as this is proportional to the total energy stored in the field [22]. The indefinite
integral of a function is finite if the function decreases faster than 1/x; f(x) ∼ x−α
8
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with α > 1. In cylindrical coordinates, since the Jacobian gives a factor of r,
this leads to the condition that f(r) ∼ r−β with β > 2. Since the square of the
field needs to be integrable the field should decrease faster than 1/r in the radial
direction.
However, Bessel functions approximate to 1/
√
r for large r and are thus
not square integrable. Thus any scalar field that is described by (1.7) needs to
be regularized. This can be done with a Gaussian envelope ∼ e−r2/w20 in the
transverse plane. The parameter w0 is the minimum waist of the beam. At the
focus plane z = 0, the Bessel-Gauss beam is given by [23]
ϕBG` (t, r, φ, z = 0) ∝ J`(krr)e−r
2/w20ei`φe−iωt. (1.11)
This creates a physical beam; the field is localized around the ẑ-axis and decreases
in size further away from the axis. However, this modification has as consequence
that the Bessel-Gauss beam will spread (diffract) upon propagation. The full
expression for Bessel-Gauss beams, dependent on the longitudinal coordinate z, is
given in Appendix A.
If the longitudinal wavenumber is much greater than the transverse wavenum-
ber, kz  k⊥, this defocussing is a slow process over long distances and the beam
is said to propagate paraxially [24]. From the Bessel beam spectrum as shown in
figure 1.1 it can be concluded that the paraxial regime, kz  kr corresponds to a
value θ ' 0.
In the paraxial approximation, the longitudinal wave number can be expressed
in terms of the total and transverse wave numbers:
kz =
√




Since in this regime the inequality, |∂2zZ(z)|  |k∂zZ(z)| holds, the Helmholtz
equation (1.5a) gets modified to the paraxial Helmholtz equation2:
∇2⊥A(p, q)Z(z) + 2ik∂zA(p, q)Z(z) = 0, (1.12)
where the Laplacian is only taken in the transverse plane. This equation resembles
the time dependent Schrödinger equation from quantum mechanics, with the
2This equation can be derived from the Helmholtz equation, assuming that the field is described
by ϕ(r) = u(r)eikz. The Helmholtz equation for this field then transforms to
eikz
(
∇2⊥ + ∂2z + 2ik∂z
)
u(r),
which reduces to the paraxial Helmholtz equation using the aforementioned inequality.
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time derivative replaced by the derivative with respect to z. This shows that for a
paraxial wave propagation in z is comparable to propagation in time.
The fact that Bessel beams are not square-integrable makes them impossible
to generate in an experiment. The beams that are created will always be an
approximation to the ideal theoretical beam, as described first by Durnin in 1987
[5]. The first experimental generation of a zeroth order Bessel beam, based on
creating a beam with the desired angular spectrum by shining a laser beam on an
annular slit, followed in the same year [25]. Proceeding from this experiment were
others, using holographic techniques [26], and conical or aberrating spherical
lenses [27] to create zeroth order Bessel beams. In 2001 a finite approximation
of a Bessel beam was realised [28] by using an axicon, a conical glass element.
This creates a phase difference between the plane waves as the length of the path
travelled is changed. The incident Gaussian beam was refracted, creating the
wave spectrum of a zeroth order Bessel beam.
Higher order Bessel beams were realized by different experimental groups
between 1989 and 2000, such as [29, 30] that used computer generated holograms
to convert Gaussian modes into Bessel-like beams. Bessel beams can also be
created from Laguerre-Gaussian modes [28], with differences between these
beams and ideal Bessel beams increasing with the order of the Bessel beam [31].
Figure 1.2: Comparison between Bessel and Bessel Gauss profiles. All Bessel
functions are of order ` = 1, with w0 = {0, 0.1, 0.5} for the blue, yellow and
green graphs respectively, see (1.11).
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Figure 1.3: The non-diffractive nature of an electron Bessel beam. Observation
of the probability density of a zeroth order electron Bessel beam as a function of
propagation distance. The beam holds its shape very well between 0.2 and 0.6m,
while a theoretical prediction of the non-diffractive distance is 0.75m [35].
In contrast to Bessel beams, Bessel-Gauss beams are physically realizable
solutions, first described by Gori [22] with non-paraxial corrections of BG beams
discussed by [23, 32]. Other beams that carry OAM, such as the Laguerre-Gauss
beams, are similar to Bessel-Gauss beams [23, 33] under specific conditions3.
1.2.3 Scalar electron beams carrying OAM
There are many examples of electron states that carry OAM, for example when
bound to atoms, in quantum Hall states, ferromagnets and Bose-Einstein conden-
sates. However, vortex electron states in free space had not been studied until
in 2007 wave packet solutions of the Schrödinger equation with phase vortices
were discussed [34]. This proposal was based on the particle-wave duality in
quantum mechanics; since any particle can be described by waves, free electron
vortex states could also exist, similar to optical vortex beams.
This paper was followed by theoretical work [36] and the first experimental
generations of electron vortex beams (EVBs) in 2010, using a holographic con-
struction technique [37], or a spiral phase plate [38], similar to the creation of
optical vortex beams. Both experiments created beams with one quantum ~ of
OAM. EVBs with an OAM of up to 100~ were generated in 2011 [39]. These
3This is discussed further in Appendix A
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electron vortex beams were all created with electrons that were accelerated in an
electron microscope.
These electrons have a typical kinetic energy of 200 keV, which is a non-
relativistic energy since the rest mass of an electron is about 500 keV. At these
energies a spiral phase plate needs to have a step height of 42 nm [40], com-
plicating the fabrication of a plate that has a continually varying thickness. A
spiral-like phase plate can be used instead, for example from layers of graphite,
that changes its height in steps. These initiating papers were followed in later
years by more advanced techniques such as a mode converter to create HG beams
[41] or exploiting lens aberrations to create Bessel-like beams [42], with about
65% of the electron density in the mode with one quantum of OAM. The first
electron Bessel beam was generated in 2014 by Grillo et al. [35] by using a
non-absorbing kinoform, followed by [43] using an annular slit to generate the
Bessel beam spectrum. A completely different method that can be used to create
an electron vortex beam is based on the interaction of an electron beam with an
(approximate) magnetic monopole, simulated by a thin magnetic needle with a
width of 200 nm [44].
Mechanical properties of the EVBs have been studied in the non-relativistic
paraxial regime [45]. EVBs carry only longitudinal and azimuthal momentum,
of which the latter disappears when integrating over all space. The induced
electromagnetic fields are a radial electric field and azimuthal and longitudinal
magnetic fields [46]. These fields can be used to measure the OAM of the beam
non-destructively [47]. Another method to measure the OAM is by measuring the
transition radiation of an electron, associated with its magnetic moment, when it
is passing from one medium to another [48]. Possible applications for electron
vortex beams include the creation of electronic tweezers or a new type of electron
energy loss spectroscopy [38], using the OAM instead of the SAM of the electrons.
These Bessel beams, similar to optical Bessel beams, are not ideal beams and
spread a little upon propagation.
1.3 A Lorentz covariant description of spinor and vector
fields
All theoretical and experimental work mentioned up to now considered the optical
fields and electron fields as scalar fields. The intensity (or probability density
of the field) showed the vortex signature of a phase singularity in the centre of
12
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the beam. The fact that both electrons and photons have spin and can hence
be polarized differently, or that this SAM could interact with the OAM, was not
considered. Describing these fields, while taking their spin into account in a
Lorentz covariant manner, requires (classical) field theory. The basic aspects of
this theory will be discussed in this section4.
1.3.1 4-vectors and spacetime
Throughout this thesis, a relativistically covariant notation will be adopted. Space
and time coordinates are combined in one vector xµ = (t, r), with the derivative
∂µ = (∂t,−∇). Greek indices take values including 0; µ = 0, 1, 2, 3, where 0 is the
temporal coordinate, while Roman indices only take non-zero values j = 1, 2, 3.
The Minkowski metric is expressed by ηµν = diag(1,−1,−1,−1) and can be used
to raise or lower the index of 4-vectors; xµ = ηµνxν = (t,−r). When indices are
repeated, summation is implicit; dxµdxµ = dt2 − dr2.
The metric ηµν contains factors of r in cylindrical polar coordinates. To avoid
problems in calculations that involve 4-vector manipulation, all calculations will
be performed in Cartesian coordinates. The results can then be transformed to
their cylindrical polar equivalents by the usual relationships (1.2). One exception
is the calculation of the energy-momentum tensor components, these were per-
formed in both Cartesian coordinates and cylindrical polar coordinates as an extra
confirmation that the right quantities were found.
1.3.2 Fields with spin angular momentum
The two types of angular momentum, spin and orbital, have the same origin in
classical mechanics; a rotation about either an external or internal axis. However,
SAM is not associated with a spinning motion in quantum mechanics, in spite of
having the same dimensions as orbital angular momentum and the total angular
momentum being the vector sum of the spin and orbital angular momentum.
Rather, the SAM determines how a particle couples to a magnetic field [52],
and the existence of SAM can be deduced by experiments such as the Stern-
Gerlach experiment [53]. Here particles, that can be either electrons or atoms,
are being led through an inhomogeneous magnetic field. It is found that they are
deflected into distinct spots. Treating the particles as spinning magnetic dipoles,
they will precess in an external magnetic field and get deflected if this field is
4Textbooks used include [49, 50, 51].
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inhomogeneous. However, if the particles were “spinning” in random ways, the
beam would spread out in every direction equally. The detection of distinct spots
signifies that the particle can only “spin” in specific ways.
It turns out that if a particle has spin s, there are 2s + 1 different substates.
These are labelled by the magnetic spin quantum number ms, which can take
values {−s,−s+ 1, . . . ,+s− 1,+s}. The different spin states are degenerate in
the absence of a magnetic field. If there is a magnetic field, the spin couples to
it and causes the energy to shift by the Zeeman effect5. If ms = s the spin is
completely aligned with the magnetic field, and anti-aligned if ms = −s. The
states in between are partially aligned.
A field with spin 0 is called a scalar field, as its wavefunction has a single
component only. Higher spin fields, for example photons, have spin 1 and are
described by a vector field with 3 components. Electrons have spin 12 and are
described by a spinor field with 2 components. Depending on whether the spin of




2 , . . . are fermions, which obey the Pauli exclusion principle, while particles
with integer spins are bosons.
Throughout this thesis field theory will be used, describing OAM and SAM
in terms of fields rather than single particles. However, these fields will not be
quantized at a single-particle level but rather considered as a continuous entity.
This is to avoid complicated problems such as the mutual interaction between
electrons in a collective system. As a result, all field quantities discussed are
densities instead of single-particle properties. An important difference between
the OAM and SAM is that the OAM can take any integer value, while the SAM is
restricted by the particle properties.
1.3.3 Polarization coordinates
When describing fields with SAM it is convenient to use the circular polarization





5The Zeeman effect raises or lowers the energy of the particle, depending on the alignment of
the spin relative to the magnetic field. For electrons this is:




where µ is the magnetic moment, gs the g-factor of the electron, approximately 2 [54], and µB the
Bohr magneton.
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and the identity of the divergence is transformed to
∇ · F = U+F+ + U−F− + ∂zFz. (1.15)
A consequence of using (1.14) is that the transverse derivatives U± in cylindrical








and these operators have the special property that they act on a scalar Bessel
beam as ladder operators, raising or lowering the OAM value [55]6
U±J`(krr)e




This can also be deduced from the commutator of Lz and U± in cylindrical polar
coordinates:



















Thus, if ϕ is an eigenstate of Lz with eigenvalue `, the state U±ϕ will have
eigenvalue `± 1. Using these derivatives, the Laplacian takes on the form ∇2 =
2U±U∓ + ∂2z , which shows that subsequent acting with a raising and lowering






A vector quantity such as SAM can be rotated from one spatial direction to another.
These rotations are described by matrices that form the group SO(3) for three-





− sin(θ) cos(θ) 0
0 0 1
 .
6Applying the quantummechanical operator formalism is a very powerful analytical method in
many areas of physics, especially optics [56].
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This matrix can also be expressed as the exponential7 of another matrix, called
the generator Sz; R̃z = exp(−θSz). The matrices Sj for rotations about all three

















These matrices obey the commutation relations for angular momentum operators;
[Si, Sj ] = εijkS
k and [Si, Si] = 0. However, it is commonly used to express
these spin matrices in the polarization basis (1.14), ê± = 1√2(x̂± iŷ), such that
the Sz matrix is diagonal, with its expectation values the values of the SAM
of the vector components. These matrices are related to (1.19) by a unitary
matrix transformation that transforms the vector components from Cartesian to
polarization coordinates:
S∗j = V















As a result, the vector components described in this basis are distinguished from
each other by the SAM they carry; the top component has s = +1, while the
middle component has s = −1 and the bottom component s = 0.
Different from vectors, the rotation of spinors is described by the group SU(2),


















The spin is conventionally chosen to be pointing in the ±ẑ direction, being
















Hence the top component of a general 2-spinor has spin s = +12 and the bottom
component has s = −12 .
7The exponential of a matrix A can be found in a similar way as the exponential of a scalar,




A3 + . . . .
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1.3.5 Transformations of the Lorentz group and their generators
Describing fields Lorentz covariantly means that they transform correctly under
all transformations in the Lorentz group. This group contains all rotations and
boosts of 4-dimensional Minkowski spacetime that preserve the spacetime interval
ds2 = dt2 − dx2 − dy2 − dz2. It is denoted by O(1, 3), of which only a subgroup of
transformations will be considered in this thesis, SO+(1, 3). This group consists
of 3 rotations and 3 boosts.
There are also two discrete spacetime transformations that preserve ds2; parity
and time reversal. These change the sign of the spatial and time coordinates
respectively. These transformations are discussed in chapter 2 and will become
important in chapter 5.
The Lorentz group is usually described in terms of its generators. Similar to
the vector rotations, the 4-vector transformations can each be expressed as the
exponential of a generator. For example the 4-vector rotation about ẑ over θ:
Rz(θ) =

1 0 0 0
0 cos(θ) sin(θ) 0
0 − sin(θ) cos(θ) 0
0 0 0 1
 = exp(−θJz); Jz =

0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0
 . (1.22)
Similarly, boosts are represented by the matrices Bj(ζ) where ζ is the rapidity;
v = tanh(ζ) and β = v/c = cosh(ζ). All 6 generators are given by:
Jx =

0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0
 , Kx =

0 −1 0 0
−1 0 0 0
0 0 0 0




0 0 0 0
0 0 0 1
0 0 0 0
0 −1 0 0
 , Ky =

0 0 −1 0
0 0 0 0
−1 0 0 0




0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0
 , Kz =

0 0 0 −1
0 0 0 0
0 0 0 0





Comparing these with (1.19) shows that the spin-1 matrices are the spatial, 3× 3
dimensional versions of the Ji.
The generators (1.23) can be expressed in one basis of antisymmetric matrices
Mρσ, with Ji = εijkM jk and Ki = M0i. These obey the Lorentz algebra [57]:
[Mρσ,Mµν ] = ησµMρν − ηρµMσν + ηρνMσµ − ησνMρµ. (1.24)
This algebra plays an important role in the relativistic spinor description of elec-
trons.
1.3.6 The Dirac equation
The fundamental equation of quantum mechanics is the Schrödinger equation,
describing the time dependence of the wavefunction:





∇2 + V (r)
)
ψ(t, r).
This is a scalar equation and applicable in the non-relativistic regime, as the
Hamiltonian Ĥ is the energy operator given by the classical relationship of the
sum of kinetic and potential energy. If the wave function is an energy eigenstate,
Ĥψ(t, r) = Eψ(t, r), the time dependence is given by e−iEt.
However, electrons have spin. If the spin states of the electron need to be
taken into account, for example when describing a particle in an electromagnetic
field, the Pauli equation8 needs to be used. Similarly for particles with relativistic
energies, the Klein-Gordon equation9 is required, as this considers the relativistic
energy-momentum relationship E2 = |p|2 +m2.
To describe the OAM and SAM of electrons in a relativistically covariant way,
both these aspects need to be taken into account. They are combined in the Dirac
equation, given by [58, 59]:
(iγµ∂µ −m)ψ = 0. (1.27)
8The Pauli equation describes the coupling of the electron spin with the electromagnetic field,
given in terms of the vector potential A and scalar potential V by[
1
2m
(σ · (p− qA))2 + qV
]
ψ = i~∂tψ. (1.25)
9The Klein-Gordon equation is given by
(∂2t −∇2 −m2)ψ(t, r) = 0. (1.26)
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The γµ are 4× 4 matrices that are related to the generators of Lorentz transfor-
mations for spin−12 particles. Consequently the Dirac equation, and its related
quantities, are Lorentz covariant10. The γ-matrices can be expressed in terms of












Another commonly used notation of the γ-matrices is α = γ0γ and β = γ0. The
definitions (1.29) make up the standard (Dirac) representation. There are many
choices (representations) for the γ-matrices possible, but these are all physically
equivalent. The only condition is that they need to satisfy the Clifford algebra
[58]:
{γµ, γν} = 2ηµν14. (1.30)
These matrices define a 4-dimensional representation Σµν of the Lorentz algebra




[γµ, γν ]. (1.31)
The transformations generated by Σµν act on the Dirac spinor field ψµ, similarly
to how the matrices generated by (1.23) acts on a 4-vector. The generators of
spinor and vector fields cannot be the same, as vector fields describe bosons
and spinor fields describe fermions that obey the Pauli exclusion principle; the
total wavefunction is antisymmetric with respect to the exchange of two identical
particles11.
A consequence of this 4× 4 description is that electrons are not described by a
2-component spinor but by a bi-spinor with 4 components. Hence all operators





10Multiplying the Dirac equation by (−iγµ∂µ −m) from the left shows that every component of
ψ should satisfy the Klein-Gordon equation;
(−iγµ∂µ −m)(iγν∂ν −m)ψ = (γµ∂µγν∂ν +m2)ψ = (∂ν∂ν +m2)ψ = 0. (1.28)
Here the anticommutation relations of γ-matrices (1.30) were used.
11This can be observed from studying the rotations over 2π. The rotation generated byM12
simplifies to +14, while the rotation generated by Σ12 reduces to −14[60]. Thus spinors do not
return to themselves under a rotation over 2π, but gain a minus sign.
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Finding solutions of the Dirac equation starts with writing the equation (1.27)
in a 2× 2 matrix form, using the standard representation (1.29):(
i∂t −m i∇ · σ
−i∇ · σ −i∂t −m
)
ψ(t, r) = 0,
where the bi-spinor can be written as two spinors ψ = (ψA, ψB)T . The components
of ψA correspond to particles with positive energy, and ψB to particles with
negative energy. However, a moving particle is in general described by a spinor


















The solutions are normalized as ψ†ψ = 1 and the spin state is determined by
w, a 2-spinor. From the sign of the exponential it can be deduced that ψ1 has a
positive and ψ2 a negative energy. In the rest of this thesis only the positive energy
solutions ψ1 will be considered, as the negative energy solutions correspond to
antiparticle (positron) states. Dropping the subscript, plane wave solutions of
positive energy are thus given by












E+m and p̂ = p/p. The dimensionless parameter ε < 1 approaches 1
smoothly in the massless limit.
1.3.7 Maxwell’s equations
Describing light as a scalar field is sufficient when only the intensity of the
light is relevant, for example the OAM carrying beams as described in section
1.2.2. However, many optical phenomena require a vector description. Light is
the manifestation of not one oscillating vector field, but both an electric and a
magnetic field. These are related to each other by the Maxwell’s equations, in
vacuum given by [62]:
∇ ·E = 0, ∇ ·B = 0, (1.35a)
∇×E = −∂tB, ∇×B = ∂tE. (1.35b)
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where ε0 = µ0 = c = 1. From these equations a number of important characteris-
tics of light can be derived. First of all, the electric and magnetic fields obey the
vector wave equation:
∇×∇×E = ∇(∇ ·E)−∇2E = −∂t∇×B = −∂2tE,
with a similar equation for the magnetic field. This implies that each component of
the vector field needs to be a solution of the scalar wave equation (1.4) individually,
as the operators act on each component separately. Solutions are given by E(t, r) =
Ẽ e−iωt+ik·r, where Ẽ is a vector that gives the magnitude of the electric field, and
k the wavenumber.
The second consequence is that the fields are perpendicular to the momentum
direction, i.e. light is a transverse wave
k ·E = k ·B = 0. (1.36)
This implies that there are only two degrees of freedom, instead of the expected
three spin states for a spin-1 field. Why this is will be explained in section 1.5.
Moreover, the electric and magnetic fields are also perpendicular to each other,












Assuming that both fields are oscillating sinusoidally, they need to oscillate in
phase.
1.3.8 Invariance under coordinate transformations
Systems can be characterized by mechanical properties that are conserved quan-
tities under symmetry transformations. A symmetry transformation of a system
is a transformation under which the Lagrangian is unchanged. For example: the
conservation of energy if the system is invariant under translations in time or the
conservation of momentum for translations in space. This principle is expressed
by Noether’s theorem [57, 50].
Considering the translations in time and space (i.e. the spacetime 4-vector),
the conserved quantities form the 4-current of energy and momentum. This
4-current has a vanishing 4-divergence; a change in energy must be compensated
by a flow in momentum. Energy, momentum and stresses are combined into the
energy-momentum tensor, a matrix of which the components correspond to these
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quantities. Which element corresponds to which quantity will be explained in
section 2.3.
This tensor can be derived from considering the effect of translations on the
Lagrangian, but this calculation only works well for scalar fields that carry no
spin. As soon as a multi-component field is considered, contributions to the
energy-momentum tensor are overlooked due to the spin of the field. This can
be illustrated by considering a rotation of a vector field. The different field
components are not just rotated, but also mixed up amongst each other. To find
the right energy-momentum tensor that takes the spin into account, it is necessary
to consider rotations or Lorentz transformations instead of translations. The
derivation of the modified energy-momentum tensor using these transformations
will be explained in chapter 2.
1.4 Spin-orbit interactions
The optical vortices and EVBs consist of particles that carry SAM, and these two
angular momenta couple to each other. This spin-orbit coupling is extensively
studied in the field of atomic physics. A relatively simple system where these
effects can be observed is the hydrogen atom. This system will be discussed first,
before moving on to the derivation of the wavefunctions for both spinor and vector
fields carrying OAM. These solutions demonstrate spin-orbit coupling effects.
1.4.1 A spin-orbit coupling example from atomic physics
A simple example for studying spin-orbit effects is the hydrogen atom, in which
a single electron experiences a spherically symmetric attractive force from the










with me the mass of the electron, e the elementary charge, c the speed of light,
V (r) the electrostatic radial potential and L the angular momentum operator.
The electron spin interacts with this magnetic field through the Zeeman effect
(1.13). Since the magnetic field arises from the orbital angular momentum, there
is effectively a coupling between the OAM and SAM of the electron, in which the











This is the Zeeman Hamiltonian, that is added to the Hamiltonian describing the
energy of the electron as sum of the kinetic and potential energies. The spin-orbit
coupling effects occurring in optical and electron vortex beams will be discussed
in chapter 3.
In general, there needs to be an extrinsic spatial movement to have a spin-orbit
interaction, which can also occur in classical systems. For example, the rotation of
the moon around its axis is correlated to its movement around the earth; the tidal
forces that are generated by the orbital movement have slowed down the spinning
motion of the moon, until the two movements are now (almost) in resonance.
To study this spin-orbit coupling it is necessary to derive a wavefunction with
both OAM and SAM. Spinor and vector fields that carry OAM can be derived
from the scalar field solution of the Helmholtz equation (1.7). The derivation of
propagation invariant vector fields [6, 55, 64] and a similar derivation for spinor
fields [65, 66] will be discussed.
1.4.2 Vector Bessel beams
If ϕ is a solution of the Helmholtz equation (1.5a), a general propagation invariant
vector field can be given in terms of two fields [55, 6]:

















Here hp, hq are the scale factors corresponding to the transverse coordinates (p, q).
The propagation direction k̂ is in the ẑ direction.
The fields (1.37) form a group under the curl operator; 1k∇×S = T [6]. Com-
bined with the transversality of T, these fields are suitable to describe transverse
electric and magnetic fields; from (1.35b) it follows that if the transverse electric
(TE) mode is described by T, the corresponding magnetic field is proportional to
by S, and vice versa for the transverse magnetic (TM) modes. Further, the TE and
TM modes form a complete basis set to describe the electromagnetic field in, and
all other polarization states can be derived from these modes [55].
The general vector fields (1.37) can be transformed to polarization coordinates,
which gives the expression of a general electric field [55]:
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with ϕ1,2 scalar solutions of the Helmholtz equation. This is indeed a correct
description of an electric or magnetic field, as it can be seen from (1.15) that
(1.38) has a vanishing divergence. Taking the scalar Bessel beam solution (1.7) in
cylindrical polar coordinates with arbitrary value of `, and the action of U± as in
(1.17), it is shown that the orders of Bessel functions are restricted, as a field with
zero divergence will always be of the form





















This is an example of spin-orbit coupling: the component of right-handed polar-
ization has a lower OAM value, such that the sum of OAM and SAM is conserved.
These fields are sometimes called “spin-weighted harmonics” [67, 68]; the field
components are weighted by their spin value. An important consequence of
the form of these solutions is that an electromagnetic field cannot be correctly
described by a solution that is completely polarized in one direction. Every com-
ponent is of the form (1.7), which depends on all three coordinates (r, φ, z). A
field that has one component only does not have a zero divergence.
Further, in the non-paraxial regime the z-component is not negligible compared
to the transverse field components. Due to the different orders of Bessel functions
that these components are described by, the intensity distribution will shift in
radial position [69].
The direction in which the electric field oscillates is called the polarization
direction. This direction can be fixed upon propagation, which is called lin-
ear polarization. It can also rotate around the propagation axis, tracing out a
corkscrew motion; circular polarization. States with a specific polarization can
be constructed from (1.38) by choosing the constants c1, c2 suitably. In this thesis
the convention will be used that if the polarization direction rotates anticlockwise
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upon propagation this corresponds to right-handed polarization. The direction is
determined from the viewpoint of the object, not the observer.
Figure 1.4: Polarization states of light in vacuum. a): Linear polarization. b):
Circular (right-handed) polarization.
A beam consist of plane waves that all propagate under slightly different angles
and as a result the OAM and SAM operators do not commute in the non-paraxial
regime [70]. The spin and orbital angular momentum cannot be completely
distinguished from each other. Further, part of the SAM is transferred to the OAM
[71], this is called spin-to-orbital AM conversion. This will be explained further in
chapter 2.
1.4.3 Spinor Bessel beams
The expressions of spinor beams can be derived in a way similar to the vector
beams; if ϕ is a scalar solution of the Helmholtz equation, the spinor ψ can
be found by acting with the operator (iγµ∂µ + m) on ϕ [66]. This is a useful
consequence of the condition (1.28), see footnote on page 19. A general spinor
can hence be expressed as






















These spinors correspond to spin-polarized states; taking the spin-up spinor ws
(1.21) in (1.34) gives the same states but then in the momentum representation,
ψ̂(k), where the derivatives are replaced by their corresponding energy and











i`φk ψ̂(k)eikrr cos(φr−φk) (1.41)
gives the solutions in cylindrical coordinates. The transverse derivatives U±
contain a factor e±iφ, as ∂x ± i∂y = ∂re±iφr , which gets transformed to kre±iφk .
These factors will raise or lower the order ` of the resulting Bessel function.
However, the factor (−i)` in front of the integral (1.41) remains unchanged,
hence the Bessel functions are multiplied by ±i beside shifting in value. To
conclude, a generally polarized spinor field is given by

















This could also be derived directly by acting with the derivatives U± in (1.40)
on the scalar solution (1.7). Similar to the vector fields, these operators U± are
responsible for the appearance of the J`±1 terms in the Bessel beam solutions.
Due to this shift, spin and orbital angular momentum are coupled. Solutions
of the Dirac equation that are energy eigenstates can only be eigenstates of the
total angular momentum. This can be deduced from the commutation relations
between the Hamiltonian and AM operators.
The Dirac Hamiltonian can be derived from the Dirac equation (1.27) by
multiplication by γ0 from the left:
(i∂t + iγ
0γ · ∇ − γ0m)ψ = γ0(γ · p +m)ψ = i∂tψ = HDψ. (1.43)
With the SAM operator for a spinor field given by (1.32), the commutator with






(σ × p) = −[Ĥ,L]
26
1.5 SPIN AND HELICITY STATES
as the OAM operator is given by (1.3). This shows that only the total angular
momentum operator L + S commutes with the Hamiltonian.
In 2011, Bliokh et al. [72] described electron vortex beams relativistically by
the Dirac equation. It was observed that part of the SAM is transferred to the
OAM; a spin-to-orbital conversion similar to the effects observed in optical vortex
beams. Further, it was observed that the probability densities are dependent on
both the OAM and SAM values. The Bessel functions of order J`±1 appear in the
spinor components that are small in the paraxial limit, but these components have
a similar effect on the probability density as the longitudinal vector components
of the optical vortices [69]. The effects will further be studied in chapter 3.
Electron vortex states have also been described in spinor form [73] to study the
modifications that an external electromagnetic field has on the electron vortex
states. Research into the Cherenkov radiation emitted by vortex electrons suggests
that the angular distribution of the radiation depends on the orbital angular
momentum and polarization state of the electrons [74].
To conclude, vector and spinor field expressions can be derived from the
scalar solution in a similar way. When describing the fields in cylindrical polar
coordinates the operators U± appear, that shift the OAM value of the component
to compensate for the SAM value. As a result, both the spinor and vector fields
are eigenstates of the total AM operator.
1.5 Spin and helicity states
The sense of rotation about the propagation axis of the electric and magnetic
fields of a plane wave is expressed in the quantity helicity; H = ~σ, where
σ = ±1 for right(left)-handed polarization, and σ = 0 for linear polarization
[75]; the direction of rotation is projected onto the direction of the momentum,
as experienced by the fields and not the observer. In optics usually the frame
of the observer is chosen. However, since the photon states will be compared
with electron states, the conventions as used in particle physics are adopted here.
Helicity has the same dimensions as SAM and is also an intrinsic quantity. It can
therefore be considered as the SAM of a single photon. In 1909 Poynting [76]
realized that this SAM is related to the polarization of light, and in 1936 it was
shown that this is indeed an angular momentum, which can exert a torque on an
optically sensitive material [77].
An important difference between helicity and SAM is that SAM is determined
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by the projection of the spin onto an external axis. The spin can be completely
(anti-) aligned, but if there are more than two spin substates it can also be partially
aligned. In contrast, there are only two helicity states possible, completely aligned
(right-handed) or anti-aligned (left-handed).
The correspondence between the SAM and helicity of a plane wave is pos-
sible as a photon has only two degrees of freedom instead of three. This is
because photons are massless particles, and hence they are described by irre-
ducible representations of the Lorentz group12. Generators of the Lorentz group
only correspond to rotations with ±s [78], hence massless particles can only
occupy the spin states ±s. Light can only have a transverse polarization, not
longitudinal. If the fields were pointing in the longitudinal direction, they would
be infinitely Lorentz contracted [14] as the photon travels at the speed of light.
The correspondence between circular polarization and helicity is only true
for plane waves. As soon as beams are considered, there is a distinction possible
between helicity and polarization (spin) states. A beam with a well-defined helicity
consists of plane waves that all have the same helicity, but these do not necessarily
propagate parallel to each other. A well-defined spin state cannot be created as
a superposition of plane waves that are all polarized in the same way; it is a
property of the total field as it is defined by an external axis. These spin-polarized
fields are created by using polarization filters to cancel one of the polarization
directions present in a helical beam. Consequently, vector and spinor fields that
are spin eigenstates are different from helicity eigenstates.
Electrons are usually not described in terms of helicity. This is because helicity
is not a conserved quantity for massive particles. As a massive particle always
travels at speeds slower than the speed of light, there are Lorentz boosts possible
that reverse the direction of motion. This Lorentz boost will reverse the helicity
of the particle; it is not a relativistically invariant property. However, these
transformations will not be considered in this thesis, allowing the study of helicity-
polarized electron states.
The difference between spin and helicity beams is the main point of focus in
chapter 3. Now a short description of how to derive these different fields will be
given.
12This will be discussed in the context of Dirac fermions in section 2.1.1.
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1.5.1 Vector fields
With a general vector field described by (1.38), electromagnetic fields with a
specific polarization can be constructed by choosing the constants c1, c2 suitably.
Spin-polarized Bessel beams The expression of a spin-polarized Bessel beam
can be derived by describing the component with the desired polarization by
the scalar solution (1.7). In this thesis the convention will be adopted that a
right-handed circularly polarized beam has a zero left-handed component, and
vice versa. Bessel beams that are spin-polarized in the right- or left-handed sense
correspond to choosing c1 = ±c2 in (1.38), but it is also possible to construct an x̂
or ŷ-polarized Bessel beam.
Helicity-polarized Bessel beams Helicity Bessel beams consist of plane waves
that all have the same helicity. The theoretical derivation of these beams is
described in [79]. To create the conical wave vector distribution, the wave vectors
are each rotated away from the propagation axis, rotating the electric field of
every plane wave with it. Starting with a wave travelling in the ẑ direction,
k = kz, the wave vectors after the rotation will be given by k = (kx, ky, kz) =
(k sin(θ) cos(φ), k sin(θ) sin(φ), k cos(θ)), as shown in figure 1.5. This is the vector
equivalent of the original work by Durnin to create Bessel beams [25] and obtained
by a purely geometrical transformation [79]:
U(θ, φ) = Rz(−φ)Ry(θ)Rz(φ), (1.44)
where the rotations in three dimensions are generated by (1.19). These rotations
are described by a unitary matrix in the circular polarization basis [79]:














with a = cos2(θ/2) and b = sin2(θ/2). For example, if all plane waves are right-
handed circularly polarized, E = (1, 0, 0)T , the resulting field will be given by
[79]
E′ = (cos2(θ/2),− sin2(θ/2)e2iφ,− sin(θ)eiφ/
√
2).
For a tightly-focused beam, θ ∼ 0, the right-handed component is the largest
component in the resulting field. However, the rotation has created small left-
handed circularly and longitudinally polarized fields.
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Figure 1.5: Rotation of electric field vectors over the opening angle θ, away
from the ẑ axis, to create the Bessel beam spectrum. The field vectors are evenly
spread out over the azimuthal angle φ.
Fields with a well-defined helicity return to themselves under the curl opera-
tion, and are therefore called curl eigenstates13. This can be shown by considering
the definition of the curl operator in Fourier space, i.e. taking the cross product
of the wave vector with the field; ∇× F→ ik× F. If the field is a helicity state,
it can be written as F ∼ p ± iq with p,q general transverse coordinates. Since
p× q = k, this field is an eigenstate of the curl operator:
ik× F = ik× p∓ k× q = ±(p± iq).
Thus, for a helical field the curl operator gives the helicity value:
∇× F = ±F.
The difference between spin-polarized and helicity beams is illustrated in
figure 1.6 and will be discussed in chapter 3.
1.5.2 Spinor fields
Describing the electrons in spin states with respect to the ẑ-axis, the spinor ws
(1.21) can be inserted into the plane wave solution (1.34). Followed by the Hankel
13Fields that are curl eigenstates are also known as Chandrasekhar-Kendall functions [80] and
are a special case of cylindrical vector harmonics. Curl eigenstates are intensively studied in
astrophysics, as magnetic fields that satisfy the equation ∇×B = αB cannot exert a (magnetic)
Lorentz force on conductive particles. With the electric field parallel to the magnetic field, as
∇×B = ∂tE, the electric field will give these particles a speed parallel to the magnetic field; v‖B.
Thus the magnetic field cannot exert a Lorentz force, since v ×B = 0 [81].
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Figure 1.6: The different polarization states of a Bessel beam; a) a Bessel
beam with overall (right-handed) polarization. The circles denote the overall
polarization. This polarization state can only be achieved by using polarization
filters to cancel one polarization direction, or by taking suitable combinations
for helical beams. b) a Bessel beam consisting of right-handed polarized plane
waves.
transform (1.41) the spin-polarized spinor Bessel beams (1.42) are found.
To describe fermions in helicity states, the same procedure can be followed.
Instead of ws the spinor wh is now used, an eigenstate of the helicity operator.
This operator is in spinor and bi-spinor form:
p̂ · σ = 1
p
(
pz px − ipy








H = p̂ · S = 1
2
(
p̂ · σ 0
0 p̂ · σ
)
. (1.47)
















These states can also be found from applying the spinor variant of the geometric









Commutators of (1.47) with the AM operators show that helicity commutes
with the total angular momentum only:
[H,L] = −i12(σ × p) = −[H,S].
Combined with the fact that [H,H] = 0, it can be concluded that states can simul-
taneously be eigenstates of the Hamiltonian, helicity and total angular momentum,
but not the spin or orbital angular momenta separately. The differences between
electron spin and helicity states will be studied in chapter 3.
1.6 Real and complex states
The circular polarization basis is constructed from combining the coordinates x
and y as x ± iy. This shows that a circularly polarized state is a superposition
of two linearly polarized states, and vice versa. This fact will be used to derive
expressions for linearly polarized Bessel beams, discussed further in chapter 4.
Similarly, a complex field can be described by two real fields; one for the real
part and one for the imaginary part as in reiφ = x + iy. There is physically no
difference between these two, as they both have two degrees of freedom. However,
the complex notation is usually easier to work with. An example is the optical field.
It is a real field as the photon does not carry charge, but can be represented by a
complex field Ẽ, of which the actual field is given by E = Re(Ẽ). All conserved
quantities, given in terms of the real fields, can be expressed in the complex fields,
where one has to remember that the real part of these quantities is the physical
part that needs to be considered.
This similarity is mathematically equivalent to the distinction between standing
and travelling waves. Travelling waves are typically described by eiα, while
standing waves are described by cos(α) and sin(α). However, this shows that a
travelling wave can be created by superimposing two standing waves and vice
versa. Further, whether a wave is observed as standing or travelling depends on
the frame of the observer. Moving along with a travelling wave, a standing wave
is observed. The same is true for an observer that is moving along a standing
wave, observing a travelling wave.
The distinction between a real or complex description, or between standing
and travelling waves has a fermionic analogue; the description of real spinors as
solutions of the Dirac equation.
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1.6.1 Majorana representation
As explained in section 1.3.6, there are different representations of the gamma
matrices possible. One particular representation, the Majorana representation,
has completely imaginary gamma matrices. It was developed around 80 years ago

























The Majorana representation is related to the Dirac representation by the unitary
matrix transformation
γM = V γDV








A consequence of completely imaginary gamma matrices is that the corresponding
spinors are real, ψ = ψ∗, and invariant under complex conjugation. Complex
conjugation is closely related to the concept of charge conjugation in field theory.
Charge conjugation describes the transformation between particles and antipar-
ticles; antiparticles have the same properties as particles but carry opposite charge.
However, they can also be considered as particles (i.e. with the same charge) that
move backwards in time. For example an electrical current of electrons; this is
indistinguishable from a current of positrons moving in the opposite direction.
As a result, a scalar complex particle described by a plane wave ϕ = e−iEt+ip·r is
related to its antiparticle by complex conjugation; charge conjugation and complex
conjugation are the same operation. However, this is not true for a Dirac spinor,
as an antiparticle needs to have opposite spin. Charge conjugation can now be
accomplished by the following operator:
C : ψ(t, r) 7→ −iγ2ψ∗(t, r), (1.52)
as it needs to incorporate both a spin-flip and complex conjugation. A spinor that
is invariant under charge conjugation does not carry electric charge14 and satisfies




this relationship [86], with as result that Majorana spinors are eigenstates of the
charge conjugation operator with eigenvalue −i:
ψcM = V ψ
c
D = V (iγ
2(V −1ψM )
∗) = iV γ2(V ∗)−1ψ∗M = −iψ∗M = −iψM . (1.53)
This eigenvalue (the charge conjugation phase) will become important when
considering the Majorana mass states, further explained in chapter 2 and relevant
in chapter 5.
1.6.2 Construction of spinor charge conjugation eigenstates
Being an eigenstate of charge conjugation brings consequences with it, that can
be derived from the form of the solutions. Under C as given by (1.52) a spinor
with spin up is tranformed into a spinor with spin down, negative energy and
opposite momentum. Thus, a Majorana spinor must incorporate both [86]; it is a
superposition of two spinors with opposite spin.
This superposition restricts the number of degrees of freedom for a Majorana
fermion; instead of the four solutions of the Dirac equation (2 spin states and
either positive or negative energy) there are only two different states possible.
These states, when transformed to the Majorana representation, are described by
cosines and sines instead of complex exponentials.
Due to similarities between optical and electron vortex states, one could
wonder what a Majorana state of the optical field is. What effects does the
superposition of opposite spin states have, for example on the polarization? The
superposition of two waves with opposite spin can be interpreted in two different
ways. Consider a right-handed and a left-handed wave, both travelling in the
same direction. This gives a travelling, linearly polarized wave. However, since
helicity is coupled to the momentum direction, the left-handed wave can also be
interpreted as a right-handed wave travelling in the opposite direction. This gives
a standing wave.
This demonstrates the analogy between complex fields and travelling waves,
in contrast with real fields and standing waves. Majorana fields are real and hence
describe standing waves, even when they are constructed from photons that are
inherently real. This is reflected in the observation that states in the Majorana
representation are described by sines and cosines instead of complex exponentials.
The similarities between the different distinctions, real vs. complex, linear vs.
circular and standing vs. travelling waves, will be discussed in chapter 5, where
the optical equivalent of Majorana states will be discussed.
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This chapter will cover the framework of several different theories that will be
used in the rest of this thesis. First the Weyl and Majorana spinors are considered,
including a discussion about chirality, the matrix γ5 and its connection with
the mass of the particle. The appearance of fermionic Majorana excitations in
solid state systems will also be discussed, followed by an explanation of discrete
spacetime symmetries. Next is a description of symmetries of the fields and
Lagrangian, the Euler-Lagrange equations and Noether’s theorem. These are
helpful tools to derive the energy-momentum tensor, which will be studied in
chapters 3 and 4 for optical vortices and EVBs. This chapter will conclude with
a discussion about the different angular momenta of light and the distinction
between optical spin angular momentum and helicity.
2.1 Weyl and Majorana fermions
The solutions of the Dirac equation as derived in (1.33) are completely uncon-
strained. They describe a field with two spin degrees of freedom and either
positive or negative energy. However, as mentioned in section 1.6, there are only
two basis spinors in the Majorana representation, as there is a constraint that
halves the number of solutions of the Dirac equation. This is the sign of the charge
conjugation phase. There are other constraints possible, for example chirality,
demonstrated by the Weyl representation.
Chirality is a fundamental property of a particle, determined by under which
of the two irreducible representations of the Lorentz group this particle transforms.
Weyl spinors transform under either of these, while Dirac spinors transform under
a reducible representation that is a direct sum of the two. The Weyl spinors can
therefore be considered as fundamental building blocks of the spinor field [85].
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Majorana fermions can be constructed from either Weyl or Dirac spinors, but in
this section the construction from Weyl spinors only will be considered, simplifying
the derivations. A number of important properties of Majorana spinors will be
discussed. These will become relevant when considering the optical Majorana
states in chapter 5. Textbook references for this section include [58, 59, 60].
2.1.1 The Weyl representation and chirality
There are different choices for the gamma matrices in the Dirac equation possible.
These are related to each other by unitary transformations as γ(2) = Uγ(1)U †,
with U †U = 1. The spinors are hence related to each other by ψ(2) = Uψ(1).
All representations are physically equivalent, since the γ-matrices in the Dirac
equation (1.27) are multiplied by the spinor, cancelling the unitary transformation.
The difference in representations is expressed in the form of the eigenstates of
specific operators. Every representation diagonalises a specific operator, favouring
the corresponding eigenstates.
Apart from the Dirac and Majorana representation, a commonly used repre-



















changed. The effect of switching between these two representations is that the
spinors with right-handed and left-handed helicities are interchanged. In this
thesis the representation (2.1) will be used.
The unitary transformation relating these matrices to the standard representa-
tion (1.29) is








The Weyl representation is conventionally used to describe massless particles, as
in the limit of zero mass the Dirac equation is block diagonal in this representa-
tion; massless particle solutions are given by only the upper two or lower two
components of the spinor:
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(E − p · σ)w
)
.
The states with subscript +(−) describe particles with right-(left-)handed helicity,
as inserting the definition of wh (1.48) gives only two helicity eigenstates, the
spinor ψW+ combined with wh=+ 1
2
and ψW− with wh=− 1
2
, while the other combina-
tions are zero:















The Weyl spinors must be constrained by a specific property, that halves the
number of allowed states from four to two. This property is chirality. There is also
an optical quantity that is called chirality that will be discussed in section 2.5.4.
The chirality of a spinor denotes the irreducible representation of the Lorentz
group that it transforms under. The generators (1.31) of both rotations and boosts
are diagonal in the Weyl representation [60], which means that it is reducible; it
can be split into two irreducible representations that either act only on the upper
















The 4-component bi-spinor can be split in two spinors with opposite chirality as













representation of the Lorentz group,




representation [87]. It is possible to define projection























This matrix γ5 = iγ0γ1γ2γ3 is called the chirality operator and the Weyl spinors u±
have chirality ±1. From the Weyl spinors (2.3) it can be concluded that the spinor
u+ corresponds to right-handed helicity and chirality +1, and the spinor u− to
left-handed helicity and chirality −1. Hence there is a one-to-one correspondence
between chirality and helicity.
This is only true for massless particles1 as helicity and chirality are distinct
quantities for massive particles: re-introducing the mass in the Weyl representation
shows that a massive spinor is described by a combination of spinors with positive
and negative chirality, transforming under the representation (12 , 0)⊕(0,
1
2). Hence
the Dirac spinor is completely unconstrained.
This can also be concluded from considering the commutator of the Hamilto-
nian2 with γ5:






This commutator does not depend on the representation chosen, as both the
Hamiltonian and the matrix γ5 do. As this commutator is proportional to the mass,
an energy eigenstate can only be a chirality eigenstate if it is massless. However,
a particle can always be designed to be a helicity eigenstate, since the helicity
operator (1.47) is diagonal and commutes with the Hamiltonian.
It can be concluded that Weyl spinors transform under different representa-
tions of the Lorentz group, characterized by their chirality. They can hence be
considered as “more fundamental” than spinors in other representations. Chirality
corresponds to helicity only in the massless limit.
2.1.2 Constructing Majorana spinors
The defining property of Majorana particles is to be invariant under charge
conjugation. This is equivalent to the condition of being its own antiparticle,
since particles are transformed into antiparticles by charge conjugation and vice
versa. However, no elementary Majorana particles have been found yet; all known
particles in the Standard Model behave as Dirac fermions. The only exception








which reduces to the helicity operator in the massless limit [61].
2The Hamiltonian in the Weyl representation is given by
HW =
(
σ · p 0
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is the neutrino, of which it is still unknown whether this is a Dirac or Majorana
fermion [88]. The only way to construct a fermionic field that is invariant under
charge conjugation, ψc = ψ, with the charge conjugation operator given by (1.52),
is by making a superposition of a fermionic field and its charge conjugate. For this
purpose the Weyl spinors will be used, as these are the most fundamental spinors
and this will simplify the calculations as there are no mixing terms.
In terms of the Weyl spinors u± [86], a bi-spinor can be defined with the












It turns out that there are only two distinct Majorana solutions instead of four
[86]. The constraint responsible for this is the sign of the charge conjugation phase.
This phase shows up when transforming the charge conjugation operator to the
Majorana representation (1.53):
Cψ = −iψ∗.
This phase, being imaginary, has an important consequence. Its effect can be
deduced from modifying the Dirac equation to the Majorana equation, using that
ψc = ψ:
iγµ∂µψ −mψc = iγµ∂µψ + imψ∗ = 0. (2.7)
If a Dirac spinor is multiplied by a complex phase it remains a solution of the Dirac
equation, but this is not the case for Majorana spinors. Multiplying the Majorana
spinor by +i changes the sign of charge conjugation:
(iψ)c = −ψ∗; C : iψ → i(iψ∗).
This changes the form of (2.7):
iγµ∂µ(iψ)−m(iψ)c = iγµ∂µ(iψ) +mψ∗ = iγµ∂µ(iψ)− im(iψ∗) = 0. (2.8)
It can be concluded that the multiplication by a complex phase changes the sign
of the mass [86]. In fact, the Majorana equation (2.7) describes four particle
states that are degenerate and can only be told apart by their charge conjugation
phase. This explains why there are only two solutions instead of four. In fact, a
four-component Majorana spinor can represent two 2-spinors with different (or
even opposite) masses [86]. As a result, Majorana fermions in solid state systems




2.1.3 Majorana excitations in solid state systems
In this subsection the Majorana excitations in solid state systems will be discussed.
This gives an insight into the conditions that need to be fulfilled for Majorana
excitations to appear. The optical equivalents of these conditions will be discussed
in chapter 5, allowing for the appearance of optical Majorana states.
Up to now, theoretical work and experiments have focused on creating or
finding fermionic Majorana states as a superposition of a fermion and an anti-
fermion. This can be achieved by creating an exciton, a concept from solid state
physics. It is a bound state of an electron and a hole (an empty space below the









with cσ the creation operator for an electron with spin σ, and c
†
σ the annihilation
operator, i.e. the creation operator for a hole. Hence this exciton is Hermitian and
its own anti-exciton; γ† = γ [90]. An exciton is a pseudo-particle that can behave
as a Majorana particle, while the physical particle is still the electron.
An important consequence of (2.9) is that a Majorana excitation has zero
energy, as the creation of an electron with energy E is equivalent to annihilating
a hole with energy −E [89]. Thus there is a degeneracy in the ground state of
a system between a state with a Majorana excitation and a state without one.
Further, as a Majorana fermion can be considered as “half a fermion”, Majorana
fermions always appear in pairs. A fermion operator is equivalent to two Majorana
operators that are localized in the same position [90], and Majorana excitations
need to be spatially separated to be able to speak of a Majorana particle.
The energy of a fermionic excitation is a function of the momentum p; E(p) =
±
√
p2 +m2. This energy is described by two bands separated by the non-zero
mass. The mass does not have to be the physical (rest) mass; in a solid-state
system it can also be a parameter depending on the electrostatic or chemical
potential. Consequently, this mass parameter can change value with position or
even change sign. The place where it changes sign and goes through zero is called
a domain wall, marking the transition between two phases of matter. Due to their
zero energy, Majorana excitations can only appear at these boundaries. Edges
of a system are also domain walls, and these are the domain walls that will be
considered in this section.
Superconducting systems are promising candidates for finding Majorana
fermions as they respect the electron-hole symmetry. Electrons in supercon-
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ductors couple to each other to form Cooper pairs, that can form a condensate
due to their bosonic nature. A change in the total number of Cooper pairs does
not substantially change the physical properties of the superconductor [91]. As a
result, a hole in the vicinity of a Cooper pair can be regarded as a single electron;
the rigid distinction between electrons and holes has disappeared.
The modes in the superconducting state are called Bogoliubov excitations,
described by [90]:
b = uc†σ + vcσ.
These modes clearly have an electron and a hole component, but they do not have
to appear in equal proportions; v 6= u∗. However, in some systems the conditions
are exactly right and the Bogoliubov excitations are of the Majorana type (2.9),
with v = u∗.
It is important that these superconductors are p-wave superconductors as a
necessary condition for unpaired Majorana fermions to appear is that the spin
degeneracy of the electrons is lifted [89]. The reason for this is that introducing
spin to a system doubles the eigenstates of the Hamiltonian; instead of having
a single Majorana state there will be two states in the same position, which is
equivalent to a fermionic state [92]. In a spinless system all electrons are in the
same spin state, hence when they combine into Cooper pairs they cannot combine
into a total state with zero spin (s-wave coupling) but couple into a state with spin
s = 1; this is p-wave coupling. However, it was shown theoretically in 2008 that
Majorana excitations could also appear in s-wave superconductors when brought
in contact with a topological insulator [93].
Well-known theoretical works on Majorana excitations in one-dimensional
[94] and two-dimensional [95] p-wave superconductors will be discussed next.
These works demonstrate the fundamental properties of Majorana excitations;
they have zero energy and hence appear as boundary states on opposite sides of
the system, being spatially separated. These excitations in solid state systems can
be compared to optical systems where similar effects occur, discussed in chapter 5.
The Majorana-like modes in a 1-dimensional superconductor were first de-
scribed by Kitaev [94] in 2001. This system can be considered as a chain consisting
of a large number of sites. Each site only accommodates one electron each, being
effectively spinless. This can be realized by applying a small magnetic field. Elec-
trons can both hop from their site to a neighbouring one, parametrized by t, and
couple to each other forming a Cooper pair. This coupling is parametrized by ∆,
the energy that it costs to form a Cooper pair (the superconducting gap function).
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tc†ici+1 + ∆cici+1 + h.c.
)
. (2.10)
The Cooper pairs are formed from electrons on different sites due to the Pauli
exclusion principle.
Splitting the fermion operators on each site i gives the Majorana operators:
γi,1 = c
†
i + ci, γi,2 = i(c
†
i − ci).









This shows two important effects: the sum runs over i up to N − 1 instead of
N , and the operators on neighbouring sites are combined; c̃i = (γi+1,1 + iγi,2)/2.
From the new Hamiltonian (2.11) the two operators γ1,1 and γN,2 are missing,
while these were present in the old Hamiltonian (2.10). These two operators can





The state created by this operator is a Majorana state. Firstly, it is a localized state
concentrated on the two endpoints of the chain. Secondly, it does not contribute
to the energy since it does not appear in the expression of the Hamiltonian. Thus
there is a two-fold degeneracy of the ground state between a state with the sites
at the ends unpaired and a state where all sites are paired, see figure 2.1.
Figure 2.1: Two different ways to pair electrons in Kitaev’s chain. Each fermion
site is described by two Majorana operators, shown by the small blue spheres.
a): all sites are paired to a neighbour; there is no Majorana state. b): the sites at
the ends are unpaired, corresponding to a chain with a Majorana state.
42
2.1 WEYL AND MAJORANA FERMIONS
It can be concluded that the fermionic operators on each site can be split
into two parts, that can be recombined in two different ways; as in the original
configuration or by pairing neighbouring sites, giving rise to edge states with zero
energy.
However, Majorana excitations can also occur in two-dimensional systems,
demonstrating another important characteristic of Majorana modes: the halving
of the degrees of freedom. This is a result of the coupling between the energy
and the momentum vector on the boundary of the system. Two-dimensional
p-wave superconductors with Majorana excitations are described by [95]. It was
found that the creation and annihilation operators can be combined in excitation
modes u, v. These are described by a set of first-order equations compatible with
u = v∗; the excitations can be considered to be their own antiparticle. This has as
important consequence that there is only one excitation mode for each wavevector
k [95].
Figure 2.2: The effective mass changes sign at the edges of the system or a
domain wall. Left: a single edge. The direction of motion depends on the sign
of the energy. Right: two edges separated by a distance W . Positive energy
solutions become concentrated on one side, negative energy solutions on the
other. The direction of the momentum and the sign of the energy are coupled.
If the domain wall is parallel to the ŷ-direction, the energy of these excitations
is given by E = ∆ky; the solutions are bound to the domain wall, and travel in
one direction only depending on their energy. If the system has a finite width,
the pair of first-order equations describing u and v separately is replaced by one
second-order equation for the mode u ± iv. This equation has a positive and a
negative energy solution. The eigenstates with E > 0 become concentrated on
one edge, and the eigenstates with E < 0 on the other. This set of eigenstates can
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be seen as a single Majorana mode, divided over the two edges; the left-moving
states on one edge and right-moving states on the other [95].
These results show that the Majorana excitations appear as edge states, re-
flecting the condition that they are massless. The energy and momentum vector
become coupled to each other, which limits the degrees of freedom. This coupling
determines on which edge the states appear, separating the two states from each
other.
These theoretical works were followed by the first “creation” of Majorana
particles in nanowires by Kouwenhoven [96] in 2012. This work inspired other
experiments focussing on Majorana signatures in nanowires connecting a supercon-
ductor and semiconductor [97, 98]. Further, in 2014 a topological superconductor
was created by placing a chain of ferromagnetic atoms on the surface of a super-
conductor. It was observed that zero-energy edge states appear, the characteristic
of Majorana modes [99].
To conclude, important characteristics of Majorana states are having a zero
energy, which can be accomplished by being a superposition of positive and
negative energy, and the sign of the energy is coupled to the momentum direction;
positive energy states move in one direction and negative energy states move in
the opposite direction. This is a constraint that halves the number of states, and
there is only one excitation for every wavevector k.
Similarities between these fermionic Majorana excitations and optical Majo-
rana states will be discussed in chapter 5, where is it shown that for optical states
the spin direction, instead of the sign of the energy, is coupled to the momentum
direction.
2.2 Discrete spacetime transformations for spinor fields
Charge conjugation is one of three discrete spacetime transformations. The other
two are parity (P) and time (T ) reversal. Parity is the reversal of all spatial
components; (t, r) → (t,−r), while time reversal only changes the sign of the
time coordinate: (t, r)→ (−t, r).
As mentioned in section 1.3.5, only a subgroup of the Lorentz group O(1, 3)
will be considered in this thesis. This subgroup, SO+(1, 3), is called the proper
ortochronous group. Elements of this group conserve the direction of time and
orientation. There are other subgroups of the Lorentz group that are connected to
SO+(1, 3) by P and T reversal.
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By careful consideration of the Dirac spinors under these transformations, con-
clusions can be drawn about how these are represented in terms of the γ−matrices
[50, 57, 100]. This leads to important conclusions of the effect of charge conjuga-
tion C, that appears to be related to the sign of mass for Majorana spinors.
Parity The parity operator inverts the direction of the spatial components of
spacetime. This means that it reverses the direction of the momentum of a particle
and its helicity, but not its spin, as parity commutes with rotations. Considering
helicity eigenstates in the Weyl representation (2.3), a parity transformation
can be obtained by multiplication by the γ0 matrix and inversion of the spatial
coordinates r [50]:
P : ψ(t, r) 7→ γ0ψ(t,−r). (2.12)
Time The time reversal operator inverts only the time coordinate, which implies
that momentum and spin are reversed, but helicity is not. This can be realized by
the operation [50]
T̃ : ψ(t, r) 7→ γ0γ2ψ∗(−t, r). (2.13)
However, Wigner [101] found that this time reversal operator does not comply
with Kramer’s theorem.
This theorem states that, if a Hamiltonian is time-reversal symmetric, energy
eigenstates will always appear in pairs. If a wavefunction ψ is a solution of the
Schrödinger equation,
i∂tψ(t, r) = Hψ(t, r),
and the Hamiltonian commutes with T , then T ψ is also a solution with the same
energy. However, simply reversing time is not enough to satisfy this condition.
It needs to be combined with complex conjugation, making T an anti-linear
operator:
i∂tψ
∗(−t, r) = Hψ∗(−t, r).
It follows that ψ∗(−t, r) is also an energy eigenstate [50]. This can be interpreted
as follows: time reversal symmetry implies that there is no distinction possible
between a process and the same process reversed in time. A time-reversed process
looks like it is going forward in time, but with momenta and spins inverted3.
3Time reversal alone is not enough to change a particle into an antiparticle. Take for example an
electron with spin up travelling in the positive x̂-direction. The time-reversed system is an electron
with spin down moving in the negative x̂-direction, which is equivalent to a positron moving in the
positive x̂-direction, but with spin up. This can be explained from the conservation of charge and
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Since the γ2 matrix is imaginary, the right form of the time reversal operator
is γ1γ3, as this product leaves the Dirac Lagrangian invariant [50]:
T : ψ(t, r) 7→ γ1γ3ψ(−t, r). (2.14)
It was mentioned in section 2.1.3 that Majorana fermions can only appear in p-
wave superconductors that are effectively spinless, as in this situation only a single
mode for each k is allowed. The spin state is determined by the direction of k,
while the other spin state does not appear. These combinations break time-reversal
symmetry, as opposite spin states are connected to each other by time-reversal. As
a result the Majorana states are isolated on either side of the domain. Thus the
condition for Majorana excitations to appear in p-wave superconductors can be
recast as the breaking of time-reversal symmetry.
CPT and the connection with the sign of mass and γ5 It turns out that there
is a connection between the signs of mass and energy, as they can be related to
the transformation of a spinor under CPT reversal. Multiplication of a Majorana
spinor by γ5 changes the sign of mass; since {γ5, γµ} = 0, the Dirac equation gets
modified to
(iγµ∂µ −m)γ5ψ = −γ5(iγµ∂µ +m)ψ.
In its own turn, multiplication by γ5 is also observed as part of the combined
transformation of C, P and T ;
CPT ψ(t, r) = CPγ1γ3ψ(−t, r) = Cγ0γ1γ3ψ(−t,−r)
= −iγ2γ0γ1γ3ψ∗(−t,−r) = −γ5ψ∗(−t,−r). (2.15)
An important difference between these two transformations is that CPT also
involves the inversion of both t and r. These inversions compensate for the change
in sign of the mass, ensuring that the transformed particle is still a solution of the
Dirac equation
(iγµ∂µ −m)(−γ5ψ(−t,−r)) = −(−iγµ∂µ −m)γ5ψ(t, r),
= −γ5(iγµ∂µ −m)ψ(t, r).
It turns out that the conservation of CPT provides a relation between a process
involving particles and the reverse process involving antiparticles [58].
spin. The charge-conjugated system would be a positron with spin down moving in the positive
x̂-direction.
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Since CPT leaves the Dirac equation invariant, particles and antiparticles have
the same sign of energy and mass; they are either both positive or negative. The
connection between the signs can be deduced from applying the transformation
γ0 7→ −γ0 to the Dirac equation [102]. This transformation needs to be com-
bined with the transformation m 7→ −m to keep the Dirac equation unchanged.
However, since γ0 is multiplied by the derivative with respect to time (the energy
operator) the sign of the energy also needs to change. As a result, states that are
superpositions of positive and negative energy states (Majorana excitations) need
to be superpositions of positive and negative mass states.
The situation is different for optical states, as photons are massless, hence the
condition m = 0 is trivially fulfilled. However, instead of states with positive and
negative energies, states with opposite helicities need to be combined to create
a Majorana state. This will be shown in chapter 5, and is also reflected in the
observation that fermionic Majorana states couple the energy to the wavevector,
while optical Majorana states will be shown to couple the spin to the wavevector
instead.
2.3 Symmetries of the Lagrangian
This section will discuss the concept of symmetries of a field, and its associated
conserved quantities. These are important characteristics of a field when de-
scribed in relativistic field theory. A field is symmetric under a transformation
if this transformation does not physically change the field. For example, if the
field has a conserved angular momentum, it is invariant under rotations. There
are different types of transformations depending on whether they change the
spacetime coordinates or the field itself. The Euler-Lagrange equations can be
derived from considering a change in only the fields themselves. These are the
field equations; the Klein-Gordon equation for scalar fields, the Dirac equation for
spinor fields and Maxwell’s equations for (massless) vector fields. Considering a
4-coordinate transformation that changes both the coordinates and the fields leads
to a conserved 4-current, as described by Noether’s theorem [57, 58]. This current
is the energy-momentum tensor when spacetime translations are considered, and
the components of this tensor will be used in later chapters to compare the spinor
and vector fields with the scalar fields.
The principle of least action states that the dynamics of a system described by
a Lagrangian L is such that the action, a path integral of the Lagrangian in field
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configuration space, is minimized. The fields can be perturbed along this path, as
long as the end points are kept fixed.
A simple transformation perturbs the fields as φ′(x) = φ(x) + δ0φ(x) while
keeping the coordinates unchanged. It is found that the action is minimized when









There are also transformations that change the coordinates, transforming the
fields with them:
φ′(x) = φ(x) + δ0φ(x), δ0φ(x) = δφ(x)− δxµ∂µφ(x).
The action is minimized if there is a conserved current. This is the Noether current,












The Euler-Lagrange equations leave the fields with some degrees of freedom. This
means that the fields can be changed from one configuration to the other without
changing the Lagrangian or the field equations derived from it. Transformations
between these different configurations can be either global or local. For example,
complex (charged) fields are invariant under a phase transformation
ψ(x)→ eiαψ(x),
as the Lagrangian contains both ϕ and ϕ∗, see equation (2.18). This is a global
invariance, as the phase α does not depend on the position x. If it did, this would
be a local phase transformation
ψ(x)→ eiα(x)ψ(x).
Physical quantities should be gauge-invariant and are degenerate under a gauge
transformation; they do not depend on the gauge that is chosen.
Gauge symmetry and current of scalar fields
The Lagrangian density of a complex scalar field described by the Klein-Gordon
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This Lagrangian is invariant under a U(1) transformation of the field; multiplying
the field by e−iα does not change the Lagrangian, as both ϕ and ϕ∗ appear here,
cancelling the complex phases. Associated with this symmetry is the charge
4-current consisting of the charge density and currents. The transformation in
infinitesimal form is:
ϕ→ ϕ− iαϕ, ϕ∗ → ϕ∗ + iαϕ∗.
and the conserved current, using the first term of (2.17), is given by
jµ = − i
2
(ϕ∗∂µϕ− (∂µϕ∗)ϕ) = Im(ϕ∗∂µϕ). (2.19)
Gauge symmetry and current of the Dirac field
The symmetries of the Dirac field can be found from the Dirac Lagrangian. This is
given by [60]:
LDirac = ψ̄(iγµ∂µ −m)ψ. (2.20)
Remarkable here is that ψ̄ = γ0ψ† appears, the adjoint spinor, and not ψ†, the
Hermitian conjugate. This is because the quantities ψ̄ψ and ψ̄γµψ transform as
a Lorentz scalar and Lorentz current respectively, but the same quantities with
ψ† instead do not [60]. It follows that this Lagrangian is invariant under a U(1)
gauge transformation ψ → eiαψ and ψ̄ → e−iαψ̄ [88].
Similarly, the conserved gauge current of the Dirac field is ψ̄γµψ, which can be
found by subtracting the Dirac equation from its adjoint. This gives ∂µ(ψ̄γµψ) = 0.
Hence the probability density and current are given by
jµ = ψ̄γµψ →

ρ = ψ̄γ0ψ = ψ†ψ,
J = ψ̄γψ = ψ†αψ.
(2.21)
These quantities arise as a result of the U(1) gauge symmetry associated with
the complex phase. The Majorana equation is not invariant under a complex
phase transformation (2.8). However, there exists another transformation that is
a symmetry of the Majorana field; the transformation ψ → eiγ5αψ. The conserved
quantity related to this transformation is the axial vector current. For Dirac spinors,







and hence the current is only conserved for m = 0. The axial transformation is in
infinitesimal form given by:
ψ → ψ(1 + iγ5).
Since both the multiplication of a Majorana spinor by +i and by γ5 have as
effect that the sign of the mass in the Majorana equation (2.7) gets inverted, the
combined multiplication gives a spinor that is again a solution of (2.7):
(iγ5ψ)c = −i(iγ5ψ)∗ = γ5ψ∗,
iγµ∂µ(iγ
5ψ)−m(iγ5ψ)c = iγµ∂µ(iγ5ψ)−mγ5ψ∗ = iγµ∂µ(iγ5ψ) + im(iγ5ψ∗).
It can be concluded that the axial transformation is a symmetry of the field, and
the Majorana field has a non-zero axial current [104].
Gauge symmetry of the optical field
The Lagrangian of the optical field is given in terms of the electromagnetic field




µν ; Fµν =

0 Ex/c Ey/c Ez/c
−Ex/c 0 −Bz By
−Ey/c Bz 0 −Bx
−Ez/c −By Bx 0
 . (2.22)
This Lagrangian is expressed in terms of the field tensor Fµν , as it transforms
correctly under Lorentz transformations while the fieldAµ does not [58]. However,
Aµ is the correct parameter to describe the optical field by. The interaction matrix4
can be constructed in terms of either Aµ or Fµν . Using Fµν gives an interaction
strength that falls off faster than the expected r−2 behaviour from Coulomb’s law,
while using Aµ gives the right behaviour [58]. This is why the Lagrangian is given
in terms of the field tensor Fµν , but the actual field is the field vector Aµ.
Since the field tensor Fµν is real there is no U(1) symmetry for the optical
field5. The absence of a gauge current is in general proved by Weinberg and
4An object frequently used in particle physics; the S-matrix denotes the complex probability
amplitudes for transitions caused by interactions with an external field [58].
5However, the Lagrangian can be “complexified” by adding a dual-symmetric field tensor. This
will be explained in chapter 5. This dual-symmetric Lagrangian is invariant under a U(1) gauge
transformation, and there exists a corresponding conserved current; the helicity density and spin
currents.
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Witten [105]: there is no Lorentz covariant current with a non-vanishing charge
density for a massless field with spin s > 12 .
However, since the electric and magnetic fields can be expressed in terms of
the scalar potential V and vector potential A as E = −∇V −∂tA and B = ∇×A,
there are other transformations possible that do not change the fields. Under the
combined transformations of the potentials by any scalar function ϕ(t, r),
V → V − ∂tϕ, A→ A +∇ϕ; Aµ → Aµ − ∂µϕ,
the fields are unchanged:
E→ −∇V +∇∂tϕ− ∂tA−∇∂tϕ, B→ ∇×A +∇×∇ϕ.
These transformations define the gauge transformations for the optical field. This
is a local gauge transformation, in contrast to the U(1) gauge transformation of
complex fields. There are different ways to fix this gauge, of which the two most
common choices are the Coulomb gauge and the Lorenz gauge [106].
Physical quantities need to be gauge independent; they do not change value
depending on the method chosen to fix the gauge [107]. For example, the value of
the scalar potential depends on the choice in gauge, so it is not a physical quantity.
Lorenz gauge In the Lorenz gauge the divergence of the vector potential is
Lorentz covariant:
∂µA
µ = 0→ ∇ ·A = ∂tV.
This does not completely fix the 4-potential, as this condition is also satisfied when
the derivative of a scalar function f is added to the potential, Aµ → Aµ + ∂µf ,
under the condition that 2f = 0. The Lorenz gauge is usually used for time-
dependent electromagnetic fields.
Coulomb gauge In the Coulomb gauge, the divergence of the vector potential
is zero:
∇ ·A = 0.
As a consequence, the scalar potential is determined by the charge density dis-
tribution at this very moment, ρ = −∇2V . When the electric charges move, the
potential is changed instantaneously anywhere in space. This does not violate
special relativity as the scalar potential is not something that can be measured
absolutely. Hence there is no information transferred with a speed greater than
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the speed of light. In the rest of this thesis the Coulomb gauge will be used. This
is done for simplicity reasons; both the electric and magnetic fields are dependent
on the same vector field only, without having to take the scalar potential into
account, which can be chosen to be zero.
The gauge currents of the scalar and spinor fields will be discussed and
compared with each other in chapter 3, while for the optical field other quantities
need to be considered. These turn out to be the helicity and SAM densities. Why
this is will be explained in section 2.5.2.
2.3.2 Translation symmetries; the energy-momentum tensor
The U(1) gauge symmetry of a complex field is a global symmetry. There are also
local symmetries to consider, of which symmetry under a translation (either in
time or space) is the simplest example. These transformations give in classical
mechanics rise to the conservation of energy and momentum. An infinitesimal
spacetime translation changes the coordinates (xµ)′ = xµ − εµ, translating the
fields, although they are not changed themselves. With these transformations the




∂νφ− Lηµν . (2.23)
This energy-momentum tensor Tµν describes the flow of the µ-component of the
relativistic 4-momentum through a surface of constant coordinate ν; T 00 gives the
energy density, while T 0j describes the flow of energy in the j-direction and T j0
describes the flow of j-momentum through time. The T ij components describe
stresses; when i 6= j these are shear stresses and the components with i = j are
normal stresses (pressures). From the conservation of energy and momentum, and
the principle of inertial movement (the momentum is the product of the energy
density and velocity) it is expected that the energy-momentum tensor is symmetric
[108]. This is indeed the case for scalar fields, but not for multicomponent fields
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The energy density, momentum densities and stress components, described by
their corresponding components, are hence given by
































By the same method the energy-momentum tensor for the Dirac field can be








Similarly for the optical field, with the Lagrangian given by (2.22), the canonical
energy-momentum tensor (2.23) is given by:




Comparisons between (2.24), (2.25) and (2.26) show that the energy-momentum
tensor of the scalar field is symmetric in the indices, while the tensors of the spinor
and vector field are not.
This is problematic, as a non-symmetric tensor breaks the principles of inertial
movement [108]; the flow of energy in a specific direction (given by component
T 0j) needs to be equal to the flow of momentum in that direction through time
(given by component T j0). The energy-momentum tensor can be symmetrized
by a method contributed to Rosenfeld [109] and Belinfante [110]. This method
takes the spin current of the field into account.
To conclude, from global U(1) symmetries of the Lagrangian the gauge density
and currents can be derived. Implementation of translations of the fields gives the
energy-momentum tensor from Noether’s theorem, which is not symmetric if the
fields carry spin.
2.4 Symmetric energy-momentum tensor and the spin
contribution
The canonical energy-momentum tensor is not symmetric due to the presence of a
spin current. Non-scalar fields are described by a multicomponent wavefunction,
and under spacetime translations these transform all in slightly different ways.
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Symmetric energy-momentum tensors are studied in general relativity, where
the Einstein equations relate the curvature of space to the energy-momentum
tensor. This implies that the energy-momentum tensor is symmetric. However,
general relativity is a classical field theory in the sense that it does not consider
spin interactions, which are quantum effects. The absence of an antisymmetric
part of the energy-momentum tensor signifies this absence of a spin current [107].
Rosenfeld [109] realised that the symmetric tensor can be split into two parts,
contributed by different sources of gravity. This is comparable to how bound
and free currents are the source of a magnetic field. It turns out that one of
these sources of gravity is analogous to the spin current of a field. Due to the
curvature of spacetime in the presence of gravity, a translation in space mixes field
components. Hence a field that carries spin is affected, but a scalar field is not.
By adding an intrinsic spin-dependent part to the canonical energy-momentum
tensor, it can be made a symmetric tensor Θµν .
For the Dirac field, this extra contribution is given by the Gordon decomposition
[111] of the conserved gauge current. The energy-momentum tensor components
are directly related to this gauge current, and hence symmetrized this way. Since
there is no gauge current for the optical field, there is only the energy-momentum
tensor to consider. The separation of this tensor into a scalar part and a spin part
is given by Belinfante’s procedure [110].
2.4.1 Gordon decomposition
The conserved Dirac current jµ (2.21) can be split in a scalar-like part and a spin
part by the Gordon decomposition [111]. This is found by multiplying the Dirac
equation by γν from the left:




And similarly for the adjoint equation −im (∂µψ̄)γ
µγνψ − ψ̄γνψ = 0. Using this, the














Using anticommutation (1.30) and commutation (1.31) relations of the γ-matrices,




([γµ, γν ] + {γµ, γν}) = −2iΣµν + ηµν .
γνγµ = 2iΣµν + ηµν .
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And with these the gauge current becomes













The blue term is the spin part, while the second part resembles the Klein-Gordon









Since the Dirac spinor ψ is multi-component, it can be written as one scalar
component ϕ and multiple extra, smaller, components; ψ = ϕ + Φ. Then the















The first part is by definition equal to the Klein-Gordon current6, and the terms in
red are the orbital terms. Thus, the Dirac current can be split into three parts:





The spin part +jµspin can be expressed as the curl of the spin operator, using




[γµ, γν ] =

Σ00 = Σpp = 0,






























This contribution will turn out to be zero for helicity states, but not for spin states.

















6Since γ0 is given by (1.29) in the standard Dirac representation, the first two components of
ψ̄ are equal to the first two components of ψ†. These two components are the larger, scalar-like
components of the bi-spinor.
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This shows that both quantities have a part that is similar to the corresponding
Klein-Gordon current for the scalar field, although the spinor ψ is multicomponent
function. There is also an extra contribution from the spin current.
2.4.2 Derivation of the Belinfante-Rosenfeld tensor
This section will explain the derivation of the Belinfante-Rosenfeld tensor, based on
[58], relevant for the energy-momentum tensor of the optical field. A crucial step
in this derivation is to consider a Lorentz transformation instead of a translation
when deriving the Noether current, acting on both vector fields and coordinates:
(xµ)′ = xµ + ωµνx
ν ,




Here ωµν and Ωµν are antisymmetric matrices, and Mρσ are the generators of
the Lorentz transformations, as in (1.24). The conserved Noether current (2.17)






Ωρσ(Mρσ)λνφν − TµρΩρσxσ. (2.31)
Using the facts that Ωρσ is an antisymmetric matrix and that indices that are
















µρσ − Tµρxσ + Tµσxρ] . (2.32)
The tensor Sµρσ is antisymmetric in the last two indices [112] and can be regarded










Conservation of the current (2.31) implies that the 4-divergence of Sµρσ is the
asymmetric part of the canonical energy-momentum tensor
∂µS
µρσ = T σρ − T ρσ.
56
2.4 SYMMETRIC ENERGY-MOMENTUM TENSOR AND THE SPIN CONTRIBUTION
This confirms that the canonical energy-momentum tensor is not symmetric due
to a non-zero spin current.
In general, a symmetric tensor Θµν can be constructed from the canonical
tensor by subtracting the antisymmetric part; Θµν = Tµν +∂αBαµν . The condition




(Sαµν + Sµνα − Sναµ).
The symmetric energy-momentum tensor now becomes [58]




αµν + Sµνα − Sναµ) . (2.34)
Inserting the definition of Sαµν (2.33) in this expression gives the final expression
of the symmetric energy-momentum tensor:

















This expression will be used to derive the spin current contribution to the energy-
momentum tensor for the different fields. To make the distinction more clear,
different colours will be used for the canonical and spin parts:
Θµν = Tµν + ∂γK
γµν . (2.36)
However, there are also spin terms that contribute to the canonical energy-
momentum tensor due to the multi-component wavefunctions describing a non-
scalar field. Hence there is an orbital contribution (this will be shown in red) to
the canonical energy-momentum tensor, and the final distinction can be made as
follows:
Θµν = scalar quantity +Tµν − scalar quantity +∂γKγµν . (2.37)
The terms in red are related to the non-zero spin of the field, while the contri-
bution +∂γKγµν is related to the spin current. This becomes apparent when
considering the angular momentum tensor, that can be constructed from the
energy-momentum tensor by taking the cross product with the position vector.
When using the canonical energy-momentum tensor, the angular momentum
tensor is not conserved;
∂µ(T
µρxσ − Tµσxρ) = T σρ − T ρσ.
However, a conserved angular momentum tensor can be constructed from the
symmetric energy-momentum tensor, and is given by
Mµσρ = Θµρxσ −Θµσxρ = Tµρxσ − Tµσxρ + ∂αKαµρxσ − ∂αKαµσxρ. (2.38)
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This angular momentum tensor will also be used in section 2.5.2 to discuss the
spin-to-orbital conversion in light, as it incorporates the spin angular momentum.
This spin contribution can be rewritten in the form
∂αK
αµρxσ − ∂αKαµσxρ = ∂α [Kαµρxσ −Kαµσxρ]−Kαµρδσα +Kαµσδρα,
= ∂αF
αµρσ − Sµρσ.
The tensor Fαµρσ is asymmetric in (ρ, σ) and, from the definition of Bαµρ, also
in (α, µ). However, the angular momentum tensor Mµρσ is antisymmetric in
(ρ, σ) only, so Fαµρσ does not have the right properties to be part of the angular
momentum. Further, it does not change the conservation law ∂µMµσρ = 0 and it
can be left out from the definition of Mµρσ [113]. This leads to the new expression
for the angular momentum tensor, equivalent to the one found for the conserved
current (2.32) under rotations and boosts [112]:
Mµσρ = Tµρxσ − Tµσxρ − Sµρσ. (2.39)
This clearly shows that the tensor Sµρσ gives the intrinsic (spin) part of the angular
momentum tensor. The total angular momentum density is given by the integral of
the angular momentum density over all space
∫
M0ijdV , hence the spin angular
momentum is given by
∫
S0ijdV .
All quantities mentioned here are derived from the Lagrangian. If this La-
grangian is of first order in derivatives, constant field terms can be added with-
out any effect on the energy-momentum tensor, as the symmetrized energy-
momentum (2.36) and angular momentum (2.39) tensors only differ from the
canonical tensors by a divergence term. This divergence term vanishes for fields
that vanish at infinity, which seems to pose a problem as Bessel beams extend
to infinity in the longitudinal direction. However, since they are also invariant
in the longitudinal direction, none of the quantities considered depend on the
longitudinal coordinate and are effectively line densities.
Spin is an important characteristic to distinguish particles. The spin quantum
number s is related to the square of the Pauli-Lubanski pseudovector:
C2 = WµW
µ = −m2s(s+ 1),
where m is the mass of the particle. This operator C2 is one of two Casimir
operators of the Poincaré group; operators that commute with all generators of
transformations in that group. The Poincaré group combines translations with the
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Lorentz group. These need to be included as translations are generated by the
momentum operators, defining the first Casimir operator
C1 = PµP
µ.
The two Casimir operators describe the two kinematic properties that are used
to characterize a particle: spin and mass [49]. The second Casimir operator,
although it is related to spin, cannot be the square of the spin operator S2 as
this does not commute with all generators of the Lorentz group7. Instead it is
determined by the Pauli-Lubanski pseudovector, incorporating the total angular





with Pσ the momentum vector and Mνρ the total angular momentum. This
expression confirms that the total AM is given by the integral over all space of the





d3r T0ρxν − T0νxρ − S0ρν ,
where S0ρν is given by (2.33). Using these definitions, the Pauli-Lubanski tensor






which agrees with the expression (2.40).
2.4.3 Symmetric energy-momentum tensor for spinor and vector
fields
The symmetrization procedure (2.35) can be implemented to derive the sym-
metrized energy-momentum tensor of both the spinor and vector field. For the
spinor field the substitutionMµν → Σµν is made as now the spinor generators of
the Lorentz group (1.31) need to be used. With the Dirac Lagrangian given by
(2.20), the derivative terms are given by ∂L∂(∂µψ) = iψ̄γ
µ. Inserting these in (2.35)
gives












ψ̄γµ∂νψ + ψ̄γν∂µψ + (∂µψ̄)γνψ + (∂νψ̄)γµψ
)
. (2.41)
7Further, spin also corresponds to a rotation group symmetry SU(2), but only when m2 > 0
[78]. This explains why the polarization states of massless particles are Sz = ±S only.
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This expression could also be found by inspection; it can be deduced that adding
two terms to the canonical Dirac energy-momentum tensor (2.25) with the indices





ψ̄γµ∂νψ + ψ̄γν∂µψ − (∂µψ̄)γνψ − (∂νψ̄)γµψ
)
. (2.42)
Working out the different components in matrix form separately gives a relation-
ship similar to the Gordon decomposition, (2.29) and (2.30) but now for energy
and momentum densities, and in terms of ψ† instead of ψ̄:

















= −Θj0 + T j0.
For the shear stresses, since the canonical normal stresses are diagonal, the spin
contribution becomes:



















It can be expected that the first term is zero, since the product ψ†ψ is not time-
dependent. Neither does this product depend on z, predicting that the rφ− and
φr− stresses have no spin correction.
With the electromagnetic Lagrangian given by (2.22), the derivative terms in
(2.35) are given by ∂L
∂(∂γΨ`)
= −F γ`. Inserting these into the Belinfante-Rosenfeld
tensor the extra contributions to the energy-momentum tensor are given by:













The canonical tensor components and the spin contributions are given in the
following table, for different values of µ and ν:
µν Canonical Spin contribution
00 (−∂tA) ·E + 12(−E
2 +B2) −E · ∇V
j0 −Ej∂tV − (∂tA×B)j Ej∂tV + (E×B)j + (∂tA×B)j
0j E · ∂jA −(E · ∇)Aj
ij (∂jV )Ei − (B×∇jA)i Ei∂tAj + (B×∇Aj)i
jj (∂jV )Ej − (B×∇jA)j + 12(E
2 −B2) Ej∂tAj + (B×∇Aj)j
Table 2.1: The separation of the energy-momentum tensor of the electromag-
netic field in a canonical and spin part.
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Combining the canonical energy-momentum tensor (2.26) with (2.43) gives






This energy-momentum tensor, also known as the electromagnetic stress-energy
tensor, has the following familiar expressions:
Energy density Θ00 = 12(E
2 +B2),
Poynting vector (S) Θ0j = Θj0 = (E×B)j ,
Normal stress Θij = Θji = −EiEj −BiBj ,
Shear stress Θjj = −EjEj −BjBj + 12(E
2 +B2).
(2.45)
Similar to the Gordon decomposition of the Dirac gauge current into an orbital
and spin part (2.30), the spin contribution to the Poynting vector can be expressed
as the curl of the spin current, S = E×A [115]:
S −T = −(E∗ · ∇)A = i
2ω
∇× (E∗ ×E) = 1
2
∇× S.
In the following chapters, the Poynting vector and its canonical part will be
calculated. The spin part can be found by calculating the difference between the
two. The canonical part of the Poynting vector, T 0j is given by
T = E · ∇A. (2.46)
When calculating these vector products in cylindrical coordinates, care has to be













gµα (∂ρgαν + ∂νgαρ − ∂αgνρ) ,
with the metric given by gµν = diag(1,−1,−r2,−1). The only non-zero Christoffel
symbols are Γφrφ = Γ
φ
φr = r
−1 and Γrφφ = −r. This gives for the derivatives on A
the following changes:









These modifications need to be taken into account when calculating the com-
ponents of the canonical energy-momentum tensor T, as can be verified by
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calculating them in Cartesian coordinates first and then transforming them to
cylindrical polar coordinates.
In this section, the contribution from the spin current of non-scalar fields
to the energy-momentum tensor was considered, and to the gauge current for
the Dirac field, described by the Gordon decomposition. All these quantities can
be split into a spin part, an orbital part and a scalar part. These quantities will
be calculated for both optical vortex beams and EVBs in chapter 3, to compare
these fields and draw conclusions about the effects of describing massless fields
compared to massive fields, and spinor fields compared to vector fields.
2.5 The optical angular momenta
In this section, the concepts of optical helicity, chirality and spin angular mo-
mentum will be explained. Optical chirality is closely related to optical helicity,
but different from the chirality for Dirac fields. The differences between helicity
and spin angular momentum will be discussed, and considerations of the optical
angular momenta operators will lead to an explanation for the spin-to-orbital
AM conversion mentioned in section 1.4.2. In this section the conventions as for
circular polarization as explained in section 1.5 will be used.
2.5.1 Helicity
The spin angular momentum of a plane wave is measured in units of helicity; a
right-handed circularly polarized wave has one positive unit of angular momentum,
corresponding to helicity +1. A left-handed circularly polarized wave has helicity
−1 and a linearly polarized wave has helicity 0. By convention, right-handed
polarization means an anti-clockwise rotation relative to the propagation direction;
the sense of rotation is in the direction of the momentum. As helicity depends
on the momentum direction, the helicity of a collection of waves is a measure of
circular polarization in the momentum representation [116]. Expanding a field in





where n̂k,R/L is the number operator for plane waves with right/left-handed helic-
ity. Using the conventions mentioned in section 1.5, this expression is equivalent
to the one in [117, 118] up to a factor (−1).
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The electric and magnetic fields associated with a circularly polarized wave
rotate about the propagation axis upon propagation; there is no preferred direction
of the fields. This makes the fields invariant under a rotation over ±α in the
transverse plane [119]:
E′ = cos(α)E + sin(α)B,
B′ = − sin(α)E + cos(α)B,
(2.47)
as this transformation does not change the phase difference between E and B. It
can be concluded that helicity is the generator of rotations of the fields around
the momentum direction, see figure 2.3. This symmetry is called the Heaviside-
Larmor symmetry or duality symmetry and is conserved by Maxwell’s equations.
Boundaries between different media can break or conserve the duality symmetry,
depending on the values of ε and µ of the different media [120]. This will be
discussed in more detail in chapter 5.
The Heaviside-Larmor symmetry (2.47) suggest that there is a similar sym-
metry connecting the vector potentials of E and B. For this purpose a vector
potential C for the electric field needs to be introduced: E = −∇×C. Working
in the Coulomb gauge, the two potentials are related to each other in a way
similar to the relation between the electric and magnetic fields; ∇ × C = ∂tA
and ∇×A = −∂tC.8 The potentials are also related to each other by a duality
rotation:
A′ = cos(α)A + sin(α)C,
C′ = − sin(α)A + cos(α)C.
(2.48)
With these definitions, a quantity that has the desired properties of helicity, a








(A ·B−C ·E) . (2.49)
This helicity density is the conserved quantity associated with duality transforma-
tions. These transformations are symmetry transformations of the field equations
and not of the Lagrangian, and hence the helicity cannot be found by Noether’s
theorem. However, there are ways to modify the Lagrangian such that the duality
8It is also possible to develop a dual-symmetric theory of electromagnetism with non-zero scalar
potentials [121]. The vector potentials are split in a perpendicular and parallel part and are hence
related as follows:
∂tA
⊥ = −∇×C⊥ −∂tA‖ = ∇V,
∂tC
⊥ = ∇×A⊥ −∂tC‖ = ∇Θ.
with Θ the scalar potential of the magnetic field; B = −∇Θ−∂tC. However, throughout this thesis
the Coulomb gauge will be adopted, choosing V = 0.
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transformations become symmetry transformations of the Lagrangian with an
associated conserved current [122].
Maxwell’s equations (1.35) in terms of the field tensor Fµν = ∂µAν − ∂νAµ =
(E,B) can be written in four-vector notation as:
∂νF
µν = 0 , 12ε
µνστ∂νFστ = 0.
A dual-symmetric field tensor Gµν can be defined in terms of the vector potential
Cµ;
Gµν = ∂µCν − ∂νCµ = (B,−E).
Since Gµν = 12ε
µνστFστ , the second Maxwell equation becomes ∂νGµν = 0. With





If the duality transformation (2.48) is a symmetry transformation of this La-






The 0-component of this current is of the same form as (2.49). The spatial
components turn out to be the SAM components, as discussed in the next section.
2.5.2 Orbital and Spin AM
As mentioned in section 1.4.2, the spin and orbital angular momentum of light
cannot be completely distinguished from each other. This can be explained by
considering the total angular momentum (2.38), given by the cross product of the
position and momentum density that is described by the Poynting vector:
J =
∫
d3r r× p =
∫
d3r r× (E×B).












(E×A + B×C) . (2.50)
The first integral is extrinsic, as it depends on the choice of the origin of the
coordinate system. This is the quantity that is identified with the OAM. The second
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integral is intrinsic, and henceforth identified with the SAM. In the momentum













However, in 1994 van Enk and Nienhuis [70] realized that the optical spin and
orbital angular momentum operators do not follow the commutation rules for AM
operators9:
[Si, Sj ] = 0, [Li, Lj ] = iεijk(Lk − Sk), [Li, Sj ] = iεijkSk.
This implies that the AM operators are not independent of each other. This
observation can be explained by considering the rotations that the OAM and
SAM generate; both rotate the electric and magnetic fields in ways that do not
preserve the transversality. The SAM is associated with the vector nature of the
field, and should rotate the directions of E and B, while the OAM is associated
with the spatial dependence and should rotate the fields in space while leaving
their directions unchanged. These rotations are ideally described by [124]:
OAM E′ = E +α · (r×∇)E, ∇ ·E′ = α · ∂tB,
SAM E′ = E−α×E, ∇ ·E′ = −α · ∂tB.
(2.52)
However, the action of the optical SAM actually corresponds to a rotation through
α · k̂, see figure 2.3. The OAM and SAM operators have the following effect on
the fields [124]:
“OAM” E′ = E + [(α · (r×∇)E]⊥ ,
“SAM” E′ = E− (α×E)⊥.
(2.53)
However, this is an approximation of the true rotations, since only the transverse
part is taken into account, and reflects that the optical spin is not a true angular
momentum [116].
9There is another separation of the Poynting vector possible: the separation into helicity
components E± [123]. The orbital current splits into three parts; two that are purely right- or
left-handed and one mixed part. The spin current does not have this mixed part. However, when








(Sspin,E+ + Sspin,E− + Sspin,H+ + Sspin,H−).
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Figure 2.3: Rotations of the electromagnetic field generated by helicity and spin.
a): Rotations generated by helicity, conserving the transversality of the electric
and magnetic field. b1) and b2): Rotations generated by spin, as described by
(2.53). These figures show clearly that the electric field is rotated away from the
wavevector, and with a positive sense in the xy-plane, while the magnetic field is
rotated towards the momentum vector with a negative rotation in the xy-plane.
It can be concluded that the rotations generated by the SAM do not conserve
transversality.
These rotations do not individually conserve transversality, only the combined
action of both does. This is also reflected in the expectation values of the AM
operators; it was found [71] that these are coupled to each other:
S = σ cos(θ)P̂; L = (`+ σ [1− cos(θ)]) P̂. (2.54)
where P̂ = PP and θ is the azimuthal opening angle of the waves, as illustrated in
figure 1.1. Although the total angular momentum J is conserved, Jz = Sz + Lz =
σ + `, equation (2.54) shows that part of the SAM is transferred to OAM; this is
called spin-to-orbital AM conversion. A direct consequence of this is that the OAM
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becomes helicity-dependent. In the limit of the opening angle θ → π/2, all SAM
will be converted to OAM.
However, in the paraxial limit θ → 0 the values for a plane wave are recovered:
S = σP̂, L = `P̂. This is in agreement with the observation that, since the
longitudinal components of the fields are very small [124], the expressions for the
rotated fields (2.53) are close to the ideal ones (2.52).
Expressions of the angular momenta could also be derived from the Belinfante
AM tensor. The components of this tensor obey the commutation relations of the
angular momentum operators, but are not gauge invariant as only the transverse
parts of the tensor are gauge invariant. Laser experiments show that the gauge-
invariant quantities are the physically relevant ones [107]. These are the OAM
and SAM operators as derived by van Enk and Nienhuis (2.50), that have the
problem that they do not commute. However, the helicity can be derived from
either operator, and is meaningful for both.
It can be concluded that SAM and OAM are not separable from each other as
the rotations that generate them do not conserve Maxwell’s equations. They are
only approximately independent in the paraxial limit. This will be confirmed in
chapter 3 when calculating the expectation values of the SAM and OAM operators
for optical Bessel beams.
2.5.3 Conservation of helicity and spin
The expressions for the optical helicity (2.49) and spin (2.51) resemble the
expressions for the energy and momentum densities of the optical field:
H = 12 (A ·B−C ·E) , E =
1
2 (B ·B + E ·E) ,
↔
S = 12 (E×A + B×C) , S =
1
2 (E×B−B×E) .
The transition from the expressions on the left to the right is made by the substitu-
tions A→ B, C→ −E. This shows that spin describes the flow of helicity; the
helicity density h and spin density s form a conserved four-current:
∂tH+∇ · S = 0. (2.55)
However, momentum is also a conserved quantity
∂tPi + ∂jΘij = 0,
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where Θij is symmetric energy-momentum tensor (2.45). Following this analogy,
an expression for the tensor that describes the flow of optical spin can be found.




((A ·B−C ·E)δij −AiBj −AjBi + CiEj + CjEi) .
The optical helicity density and spin currents of Bessel beams will be considered
in chapter 3.
2.5.4 Chirality
The substitutions A → B, C → −E, to transform the helicity density to the
energy density of the electromagnetic field, are equivalent to A→ ∇×A, C→
∇×C. However, Maxwell’s equations retain their form under the transformation
F→ ∇× F for any field, and replacing all fields in the expression of the optical
helicity density (2.49) gives the expression of the optical chirality:
H = 1
2
(A ·B−E ·C) → χ = 1
2
(B · (∇×B) + E · (∇×E)) .
Chirality for spinor fields was discussed in section 2.1.1, indistinguishable from
helicity for massless fermions. However, optical chirality is distinguishable from
the optical helicity, as the field expansion in the momentum representation shows





For monochromatic fields, chirality is proportional to helicity: χ = k2H. It is
associated10 with the following symmetry transformation of the fields [125]:
A′ = A + η∇× ∂tA
V ′ = V
→
E′ = E− η∇2B
B′ = B + η∇2E
.
To conclude, helicity and SAM are indistinguishable for plane waves. For a
collection of plane waves the SAM describes the flow of optical helicity. The
SAM and OAM are not conserved separately as they do not conserve Maxwell’s
equations individually, only approximately in the paraxial limit.
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The conserved quantities discussed in this chapter, the gauge currents for the
spinor field, the optical helicity and spin currents and the energy-momentum
tensor components for both spinor and vector fields, will be calculated in the next
two chapters. Chapter 3 will focus on the difference between spin-polarized and
helical beams, while chapter 4 will consider linearly polarized beams. Further,
chapter 5 will consider the optical Majorana states, and draw parallels with the




Vector and spinor Bessel beams
quantized by spin or helicity
3
The optical vortex beams created in the experiments mentioned in chapter 1
were all scalar beams; only the intensity and not the polarization of the light
was considered. Similarly for electron vortex beams, all electron vortex beams
that have been generated are scalar beams. The only studies into spinor Bessel
beams have been theoretical, although vector Bessel beams have been studied
both theoretically and experimentally1.
When the spin of the fields is considered, a distinction can be made between
different polarization states; circularly or linearly polarized, or helical. This
chapter will focus on the differences between the circularly polarized beams and
the helical beams. It can be predicted from the Bessel beam spectrum that these
beams are very similar and even coincide in the paraxial limit.
The small differences become noticeable when investigating the conserved
quantities of the vortex beams, such as the energy and probability density. By
comparing these quantities with the corresponding quantities for a scalar Bessel
beam, conclusions can be drawn about the manifestation of spin- and spin-orbit
coupling effects.
These differences appear because the Bessel beam spectrum consists of a
collection of plane waves spread out over a cone centred on the propagation axis
(1.8). A longitudinally polarized beam has a distinct polarization direction, while
a helical beam is constructed from waves that all have the same helicity. Every
plane wave is rotated away from the propagation direction given by the spherical
angles (θ, φ). This rotation is described by equations (1.45) for vector and (1.49)
for spinor fields. The helical vector (spinor) fields, indicated by the superscript h,
are as a result related to the spin-polarized vector (spinor) fields, indicated by the
superscript s, by
1For relevant bibliography see chapter 1
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Since photons do not have a longitudinal polarization state Fs0, i.e. electromagnetic
waves are transverse, the relationship between the optical helicity and spin states
becomes:
Fh± = cos
2(θ/2)Fs± − sin2(θ/2)e±2iφFs∓. (3.1)
And spinor helicity states can be expressed in spinor spin states as follows:
ψh± = cos(θ/2)ψ
s
± ± sin(θ/2)e±iφψs∓. (3.2)
This shows that in the paraxial limit θ → 0, the helicity and spin states indeed
coincide, but if θ 6= 0 a helicity state comprises a small contribution from the state
with opposite spin. An important difference between spinor and vector fields is
that the proportionality constants for the vector fields are those of the spinor fields
squared, a result from (1.45) being the 2nd-induced matrix of (1.49) [126, 127].
3.1 Vector Bessel beams
In this section the vector Bessel beams will be derived, both polarized by helicity
or spin. These can be compared with each other to draw conclusions about the
differences between helicity and spin polarization for optical beams. Vector Bessel
beams can be described in different polarization states, for example linearly [128]
or azimuthally [129]. In reference [130] various different polarization states, and
the possibility of generating these beams with axicons, conically shaped optical
elements, were discussed. Vector Bessel-Gauss beams were also described in 1996
[131] and 1998 [132].
The first experiment that considered the mechanical effects of both the SAM
and OAM of the light beams simultaneously was in 2003 [133], where the transfer
of AM to a particle positioned in the beam was studied. The beam was created
with an axicon, and circularly polarized by inserting a quarter-wave plate.
The experimental generation of a vector Bessel beam can be described in a
couple of steps. First a Bessel beam is created in the way pioneered by Durnin
[25], using a diffraction grating. This is followed by passing the beam through a
polarization filter to create a linearly polarized Bessel beam [134]. Confusingly,
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this is sometimes called a scalar beam in the literature [135]. This linearly
polarized beam can then be converted into a radially or azimuthally polarized
beam by a q-plate2 [134]. Helical Bessel beams can, technically speaking, be
generated by Durnin’s initial method, while approximations to helicity-polarized
Bessel beams are created by converting a linearly polarized beam into a circularly
polarized beam with the aid of a quarter-wave plate [137]. The authors make no
distinction between helical or circularly polarized Bessel beams.
Other methods to generate vector Bessel beams include using a spatial light
modulator to create a scalar Bessel beam and converting this to a vector beam
using an azimuthally varying birefringent plate [135]. In addition, metasurfaces
can be used to manipulate the polarization of the beams [138] and Bessel beams
that have a spatially varying polarization can be generated by superimposing
oppositely polarized Bessel beams [139].
There have been a number of studies into the polarization effects on the
properties of Bessel and Bessel-Gauss beams [140, 134, 141], comparing radially
and azimuthally polarized beams. These will be discussed in chapter 4.
3.1.1 Helical optical Bessel beams
The first beams to consider are the helicity vector beams. These are optical fields
consisting of plane waves that all have the same helicity.
The theoretical derivation of helical Bessel beams is described in [71, 79]. The
rotation of the plane waves away from the propagation axis (1.45) gives rise to
the following helicity fields in the polarization basis (1.14):




















All Bessel beams have argument krr, and the total field is rescaled by cos2(θ/2).
The subscript ± denotes the polarization state of the local field, i.e. the individual
plane waves and the superscript ` the OAM value of the largest component.
These beams correspond to part b) of figure 1.6. There is a small longitudinal
2A q-plate is a slab of material with liquid crystal molecules that are aligned according to the
azimuthal angle divided by a half-integer q; φ/q [136].
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spin component proportional to tan(θ/2). Further, the component with opposite
polarization is also non-zero and proportional to tan2(θ/2). Hence these two
components will vanish in the paraxial limit, as expected.
The corresponding magnetic fields, found by using ∂tB = −iωB = −∇×E,
are:




















These magnetic fields are proportional to the electric field; Bh,`± = ∓iE
h,`
± , which
shows that these fields are indeed helicity fields, as explained in section 1.5.1;
they are curl eigenstates. The largest components of the electric and magnetic
fields correspond to the same polarization states as the fields are described in the
polarization basis (1.14).
These helicity beams are eigenstates of the TAM operator in the ẑ direction,
but with the helicity quantum number fulfilling the role of SAM:
〈Eh,`± |Lz|E
h,`




± 〉 ± 2 tan2(θ/2)J2`±1 ± 2 tan4(θ/2)J2`±2,
〈Eh,`± |Sz|E
h,`




± 〉 ∓ 2 tan2(θ/2)J2`±1 ∓ 2 tan4(θ/2)J2`±2.
Since the helicity h can only take values ±1, the eigenvalues of the TAM operator
are ` ± 1. The shift of angular momentum from the SAM to the OAM can be
explained from a consideration of the geometric phases.
When the polarization vector is transported parallel along the cone a geo-
metrical phase is induced3, which effectively rotates the direction of polarization
[142, 145]. For a Bessel beam this geometric phase is given by [71]:
ΦG = 2π(1− cos(θ)).
This phase determines the change in SAM and OAM from their expected values
Lz = ` and Sz = σ̄, with σ̄ the averaged helicity of the beam [71]:
Lz = `+ σ̄
ΦG




; Jz = `+ σ̄. (3.5)
3This phase is induced by the coupling between the SAM and the coordinate axes. A circularly
polarized wave travelling in the ẑ direction will obtain a phase shift when the x̂ and ŷ axes are
rotated about the ẑ axis. The sign of the phase shift depends on the SAM of the plane wave [142].
An optical experiment that would measure this was proposed by [143] and confirmed by [144] in
1986.
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Although the total angular momentum is unchanged, part of the SAM is transferred
to the OAM, as expressed in (2.54). A direct consequence is that the OAM becomes
helicity-dependent. In the limit of the opening angle θ → π/2, all SAM will be
converted to OAM, while in the limit θ → 0 the values for a plane wave are
recovered [71].
Since the shift (3.5) only depends on the averaged helicity, it occurs for any
Bessel beam, independent of its overall polarization. This is possible as any beam
can be decomposed in a set of plane waves with a well-defined helicity. The only
exception is when the averaged helicity is zero, this will be discussed in chapter 4.
3.1.2 Spin-polarized optical Bessel beams
The helicity beams (3.3) have 3 non-zero field components, which is in con-
trast with spin-polarized Bessel beams, that can be defined by implementing the
condition that the field component corresponding to the opposite polarization is
identically zero. With only one non-zero transverse component, the longitudinal
component can be derived by requiring that the divergence of the field vanishes.
The following expressions for the electric fields are obtained:


















These vector fields were derived earlier in [130]. The fields are rescaled by cos(θ)
with the subscript ± denoting the right- or left-handed polarization respectively.
The superscript s stands for spin polarization. The longitudinal component is
smaller than the non-zero transverse component and will vanish in the paraxial
limit, similar to the longitudinal components of the helicity fields. However, the
magnitude of this component is proportional to tan(θ) instead of tan(θ/2). These
spin-polarized Bessel beams correspond to part a) of figure 1.6.
The magnetic fields can be calculated to be
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In contrast to the electric fields, the magnetic fields have three non-zero compo-
nents. However, the component corresponding to the polarization direction of the
beam is again the largest term, just as for the helical fields. The component with
opposite polarization is proportional to sin2(θ)/ cos(θ), instead of sin2(θ/2). The









This shows that in the paraxial limit the plane-wave relationship Bs,`± = ∓iE
s,`
± is
recovered, as the contribution from Es,`±2± vanishes.
Similarly to the helical beams, the spin-polarized beams are not eigenstates of
the OAM and SAM operators separately, but of the total angular momentum, as




± 〉 = `|E
s,`




± 〉 = s|E
s,`
± |2 ∓ 12 tan
2(θ)J2`±1
 (Lz + Sz)Es,`± = (`± 1)Es,`± .
This confirms the observation that the spin-to-orbital conversion (3.5) is valid for
any polarization.
3.1.3 Comparing optical spin and helical fields






This equation is not exactly equal to the relationship found earlier (3.1). There
are two reasons for this. First of all, the helical fields are rescaled by cos(θ/2).
Secondly, the minus sign is replaced by a plus sign, a consequence of the integral
identity for Bessel functions (1.10); a Bessel function of order ` contributes a
factor i`, so a Bessel function of order `± 2 will contribute −(i`).
The helical fields and spin fields are equal to each other in the paraxial limit,
while a non-zero θ mixes in the spin polarized field with opposite polarization. To
compensate for this different spin value, the OAM needs to be raised or lowered
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Figure 3.1: Energy density distribution for both the spin and helicity optical
beams, for both right-handed (+1) and left-handed (−1) polarization. Remark-
able is the zero intensity on the beam axis for the right-handed beams, while
there is light on the axis for the left-handed beams. This arises as the zeroth
order Bessel function is non-zero on the beam axis. Red: helicity +1, blue: spin
+1, green: helicity −1, purple: spin −1. This figure clearly shows that the spin
down state has the largest intensity on the beam axis.
to conserve the sum `+ s or `+ h. The energy distribution for the four different
beams is shown in figure 3.1, all for ` = 1.
Despite these differences, the helicity and spin fields both demonstrate a
spin-to-orbital conversion that vanishes in the paraxial limit. Since this shift is
determined by the average helicity, it can be expected that it will be larger for the
helical beams compared to the spin-polarized beams. This is indeed the case, as
for the helical fields the shift is proportional to 2 tan2(θ/2) and 2 tan4(θ/2), while
it is proportional to 12 tan
2(θ) for the spin fields. This difference will show up more
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often in the other comparisons that will be made between the spin and helicity
beams.
The effects of the appearance of these extra field components in LG beams on
the spatial structure of the light were discussed recently by Krenn and Zeilinger
[69]. They found that the contribution of the longitudinal component was out of
phase with that of the transverse components, and proportional to `2/r2 instead of
`/r. This translates to optical Bessel beams as the comparison between the radial
behaviour of the Bessel functions J` and J`±1. For large radii, a Bessel function









, which indeed shows that
the longitudinal component is out of phase with the transverse components.
However, the order of the Bessel function does not have a significant effect on
the spatial behaviour for large arguments. Further, for small arguments Bessel




)`, which suggests that the radial
behaviour is directly related to the order of the Bessel function. This implies that
the longitudinal component can either depend on a larger or smaller power of r,
depending on which spin state is considered.
3.2 Spinor Bessel beams
Electron beams can also be polarized by either their spin or helicity, similarly to
optical vortex beams, as explained in section 1.5.2. EVBs are described relativisti-
cally by spinor Bessel beams. These were first discussed by Bliokh et al. in 2011
[72]. Electron vortex beams in spinor form were also derived by [73] to study
the interaction between an external electromagnetic field and the electron OAM.
These field solutions allow for a study into the effects of introducing spin on these
vortex beams compared to scalar electron vortex beams.
3.2.1 Spin-polarized electron Bessel beams
The expressions for a generally polarized spinor field, described in cylindrical
polar coordinates and decomposed as a sum of two fields that were spin-polarized
in the ẑ-direction, were derived earlier and are given by (1.42). Expressing the
momentum components in spherical coordinates,
x = r sin(θ) cos(φ), y = r sin(θ) sin(φ), z = r cos(θ),
gives the vortex beams solutions of the electron spin states, as derived in [72]:
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Here α and β denote the spin state; |α|2 + |β|2 = 1, with α = 1 corresponding to




is a measure of the relativistic regime; the non-relativistic limit corresponds to
ε = 0.
It will become convenient to describe spin-polarized electron states in this
way when comparing them with helicity-polarized electron states, as now the
spin direction is solely a function of the two angles (φ, θ). In the non-relativistic
limit, ε→ 0, the solution (3.9) reduces to a two-component solution of the Pauli
equation (1.25):










These two components are the top two components of (3.9). They are larger than
the bottom two, even in the relativistic regime. For a fully polarized electron
beam the Pauli solution will reduce to the scalar field expression. The bottom two
components can therefore be considered as the spin contribution, resulting from
the spinor description.
Similarly to the optical vortex beams, the EVB solutions (3.9) are no eigenstates
of the OAM and SAM individually but of the TAM in the ẑ direction only, with

























This shows that a part of the SAM is converted to the OAM, similar to spin-to-
orbital AM conversion observed in optical vortex fields [71, 79]. The parameter
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It was further observed that the probability densities depend on both the OAM
and SAM values [72], as shown in figure 3.2. These effects will be studied in
more detail later in this chapter, similar to [69] studying the effect of the different
radial behaviours of the spinor components for exponential electron wavepackets.
Figure 3.2: Spin-orbit effects for the density distribution of spin-polarized
relativistic electron Bessel beams. a): The density distribution of the spin-up and
-down states for ` = 1, showing the non-vanishing density of spin down electrons
at the centre of the beam. b): Effect of the azimuthal winding number ` on the
radial density distribution for both spin states. Solid red graph: ` = 1, s = +1/2,
dashed red graph: ` = 3, s = +1/2, solid blue graph: ` = 1, s = −1/2, dashed
blue graph: ` = 3, s = −1/2. The different positions of the first bright ring as
function of ` are indicated by the green arrows.
3.2.2 Helical electron Bessel beams
Using the helicity spinors (1.48) instead of the spinors (1.21) gives the helicity
vortex solutions:



































Now α and β denote the helicity state, where α = 1 corresponds to right-handed
helicity. These states were derived before in slightly different form [73]. Similar
to the spin solutions, these states are also only eigenstates of the Jz operator with
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where the parameter ∆h is defined differently from ∆s:
∆h = 2 sin2(θ/2).
Similar to ∆s, ∆h vanishes in the paraxial limit. This shows that also for helicity
states the OAM and SAM are only separable in the paraxial limit. However, the ∆h
parameter does not depend between the ratio of energy and mass, and this will be
encountered more often for the helical electron beams. Since helicity is only well-
defined for massless particles, adopting a helically polarized description effectively
imposes the restriction to the massless regime. Therefore, when comparing
the spin and helical electron beams, the massless (relativistic) limit of the spin
polarized electron beams needs to be taken.
A question that arises now is whether these helicity electron beams are eigen-
states of the helicity operator (1.47). This turns out not to be the case, as
expectation values of this operator are given by
〈H〉 = 〈ψ`,h± |H|ψ
h,`





However, plane waves would be eigenstates of the helicity operator, as the term in
brackets would be equal to [cos2(θ/2) + sin2(θ/2)] = 1; the factor −1 comes from
the Bessel function of order `± 1. Nonetheless, the overall sign of 〈H〉 depends on
the chosen helicity direction, while the factor cos(θ) signifies that the propagation
direction of the plane waves is not parallel to the ẑ-axis.
3.2.3 Comparing spin and helicity electron fields




± + i sin(θ/2)ψ
`±1,s
∓ .
Every factor of e±iφ in the plane wave expression gives rise to a factor ±i in
the vortex solution, as explained on page 26. This explains the discrepancy
with equation (3.2). Similarly to the optical fields, the spin state with opposite
polarization has its OAM shifted in such a way that both terms have the same
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TAM; now `± 1 is enough to satisfy this condition. Rescaling the helicity states
by cos(θ/2), in analogy to (3.1), shows that the proportionality factor is tan(θ/2)
compared to tan2(θ/2) for photons;
ψ`,h± ∼ ψ
`,s
± + i tan(θ/2)ψ
`±1,s
∓ . (3.11)
Similarly to the optical field, the electron field also shows the spin-to-orbital AM
conversion, for which the proportionality constants ∆s,h were introduced. In
contrast to the shift for optical Bessel beams, the shift is larger for electron spin
states than for helicity states. Only in the non-paraxial limit and non-relativistic
limit, when mE > 0.5, the shift ∆
s is smaller than ∆h. Further, the same difference
in proportionality between θ and θ/2 as seen for the optical fields can be observed.
3.2.4 Is the spinor description of electron vortex beams necessary?
The need of a relativistic description of electron vortex beams is not widely ac-
cepted. It was argued in [146] that electrons behave as scalar fields in experiments,
since electron vortex beams are created in electron microscopes with energies
below 500 keV4. The SAM effects have a relatively small magnitude and require
large electromagnetic fields to be measurable. Hence there have not been any
experiments yet that considered the spin states of the vortex electrons.
Further, beams created in electron microscopes are always paraxial [148] and
solutions of the Dirac equation are shown to be eigenstates of both L and S in this
limit [146]. For example, an important relativistic effect is a non-zero intensity
at the beam axis, as shown in part a) of figure 3.2. However, this intensity is
approximately 10−5 of the maximum intensity, and the radius inside which this
effect would be observable is of the order of 10−12 m. These two factors make
these effects non-measurable [146]. It was concluded that the Pauli equation
suffices as description of the electrons, with Lz a suitable quantum number.
In contrast, [66] argued that relativistic corrections may amount to 60% of
the intensity for electron energies of 300 keV. In a relativistic description, the
structure of vortex lines is completely different from the scalar description; the
vorticity ω = ∇× v is not concentrated on the vortex line, but spread out over all
space [66]. In response, [149] argued that Dirac electrons, described by a spinor
wavefunction, are characterized by polarization singularities, not by vorticity,
which is suitable to describe a scalar field. This is because the velocity in the Dirac
4These electrons have a wavelength that is about 10 times smaller than the distance between
the electrons, hence there are no interaction effects that need to be considered [147].
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description is not given by the gradient of the phase, and not proportional to the
momentum. This leads to effects such as Zitterbewegung; a “trembling motion” of
the electron as the expectation value of the velocity is ±c at all times.
Another paper that discussed the velocity and position operators [150] ob-
served that there is, however, an azimuthal current associated with the region
around the vortex. It was argued in [149] that the choice of the OAM and SAM
operators in determined by the choice of the position operator, in an aim to resolve
the apparent contradiction between [66] and [150].
The effect of choosing either the spin or helicity polarization can be studied by
considering the conserved quantities of the spinor and vector fields. Comparisons
with the corresponding scalar ones allows for the identification of orbital and spin
contributions. The first conserved quantity to consider is the gauge current for the
Dirac field.
3.3 Conserved gauge quantities
The complex scalar field and Dirac field are both described by a complex wave-
function and have a U(1) gauge symmetry as a result. The conserved quantities
associated with this symmetry are the gauge currents (2.19) and (2.21). As
the optical field is a real field and has no complex U(1) symmetry, there is no
conserved current for massless spin-1 fields [105]. As an “alternative” the helicity
density (2.49) and spin currents (2.51) will be considered.
The gauge density and currents of the scalar Bessel beam (1.7) can be found
from (2.19):








These quantities reflect the harmonic dependence on time, the azimuthal and
longitudinal coordinates. There is no radial gauge current.
3.3.1 Gauge quantities of the Dirac field
With the expressions for the spin (3.9) and helical (3.10) electron beams the
probability density and currents (2.21) related to the U(1) gauge symmetry can be
calculated. The quantities of the spin and helical electron beams can be compared
with each other to draw conclusions about the effects of the choice in polarization.
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Probability density







J2` (1 + ε









2(θ/2) + J2`±1 sin
2(θ/2). (3.15)
This shows that the density of the helicity beams does not depend on the ratio
between the energy and mass, while the fields themselves do. This is similar to
the observation that the parameter ∆h does not depend on this ratio either.
The electron probability density and currents can be split into a scalar, orbital
and a spin part by the Gordon decomposition (2.27). This works out for spin-






















In either the rest frame limit, E → m, or the paraxial limit, the gauge density
approaches the scalar quantity, although the Bessel functions will be infinitely
condensed on the beam axis since in this limit kr → 0. The proportionality factor
of the spin part is about twice as large as the factor of the orbital part for small











Combined with the fact that J`+1 < J` for small radii, the spin part is larger in
absolute value than the orbital part, whereas the sign depends on the spin state;
for spin up the spin part counteracts the orbital part, where for spin down the spin
part increases the shift. The spin correction is of the order of 10−4 and the orbital
correction is of the order of 10−5 in magnitude compared to the scalar expression,
in agreement with the observations made in [146].
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Figure 3.3: Decomposition of the electron density distribution for spin up (a)
and spin down (b). Both for ` = 2, θ = π/4 and the ratio between energy and
mass E/m = 1.1, corresponding to an energy of 500keV. Shown are the scalar
distribution (black), scalar and orbital part (red) and the combined scalar, orbital
and spin part(blue). It can be seen that for spin up, the spin part counteracts the
orbital shift (for small radii) while for spin down the spin part increases the shift
from the orbital part.











In the paraxial limit this density reduces to the scalar density; (ρe)h± →
θ→0
J2` . For
both spin and helicity beams the orbital part of the probability density depends
on the OAM and spin value, as Bessel functions of the order `± 1 appear. This is
the result of the multi-component description by the Dirac equation. Describing
electrons by the Schrödinger equation would give a density distribution that would
only depend on the OAM of the field, being proportional to J2` .
Quantum core radius
It is now worthwhile to ask at what distances from the beam axis the contributions
from the J`±1 terms are measurable. The density distribution of the electron
beam with spin down is shifted closer to the beam axis by the orbital and spin
contributions. This effect will be the largest for electron vortex beams with ` = 1,
as one component of the spinor will be proportional to a zeroth order Bessel
function. This Bessel function is non-zero on the beam axis, while all higher
order Bessel beams are zero, giving rise to a non-vanishing probability density.
To quantify this effect a quantum core radius can be defined; the radius at which
the terms proportional to J0 will be larger than the terms proportional to J1.
It is not a problem that both spin and orbital parts contain the terms J` and
J`±1, as the definition of a quantum core radius has as purpose to distinguish
between a spinor and scalar beam. Since the density distribution of a scalar beam
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is simply proportional to J2` , the part of the spinor beam proportional to J
2
` could
be confused with the scalar density distribution when measured.




























The contribution of both parts are shown in figure 3.4. Equating these two








1 ∼ k2rr2/4, gives a radius below which the (ρe)
s,h






































+ . . .
)
.
This shows that in the massless paraxial limit Rse =
√
2Rhe . The radius is larger
for the spin states as the large part of the probability density includes a factor J21
that is independent of θ. In the non-relativistic limit the quantum core radius of
the beams shrinks to zero as expected, as the spinor wavefunction reduces to the
scalar wavefunction in this limit; the quantum core radius is a relativistic effect.
Figure 3.4: Different components of the probability density of the electron
vortex beams, for (a) m = E/2 and (b) m = 0. Large components are red
(helicity) and blue (spin). Small components are green (helicity) and purple
(spin). θ = π/4.
For electrons in an electron microscope, with a typical kinetic energy E =
200 keV and opening angle θ = π/90, the quantum core radius is approximately
Rse ≈ 7× 10−14 m for spin polarized electrons and Rhe ≈ 9× 10−13 m for helicity
electrons. This agrees with the observations made [146].
86
3.3 CONSERVED GAUGE QUANTITIES
Longitudinal probability current
The probability currents for both the spin and helicity electron vortex beams are
found by inserting (3.9) and (3.10) into (2.21). The probability current of the



























The longitudinal momentum density is proportional to the scalar quantity (3.13)
with proportionality factor 1/E . This factor comes from the Dirac normalization
and can hence be ignored. The spin and orbital parts cancel exactly. Similar to
the density distribution, the scalar quantity is retrieved in the paraxial limit.






















In contrast to the spin polarized electrons, the longitudinal current of the helical
states contains a term proportional to J2`±1, making the total current not propor-
tional to the scalar current. However, this term disappears in the paraxial limit,
while the spin part does not vanish in this limit.
The difference between the longitudinal Dirac and scalar gauge currents can
be expressed as

















This shows, as expected, that in the paraxial regime the scalar expression is






k cos(θ) ≈ 1.23×10−9, and the factor kE sin
2(θ/2) ≈ 4×10−13,
both for E ∼ 500 keV and θ ∼ π/90 radians. The difference between the helical
spinor and scalar current has a term proportional to J2` − J2`±1, similar to the
difference between the probability density of the helical electrons and the scalar
field, (3.17).
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Azimuthal probability current











These currents vanish in the paraxial limit, as required. Calculating the orbital







































In the restframe limit, the orbital part goes to zero but the spin part does not; only
the last term vanishes. The first term of the spin part is automatically cancelled by
the scalar term, while the remaining term only vanishes in the paraxial limit. The





































The orbital part is cancelled by the spin part, which again contains a single term
that is not cancelled by any other contribution.
Another correspondence between the scalar and spinor azimuthal currents can
be found by writing the scalar azimuthal current (3.13) as Jφ,scalar =
k sin(θ)J`(J`+1 + J`−1). Using this definition, the difference between the scalar
and electron azimuthal current becomes











Up to a proportionality factor of E , the difference is exactly the azimuthal current
of the electron state with opposite polarization, which implies that the scalar












The azimuthal current of an unpolarized electron Bessel beam will thus be undis-
tinguishable from the azimuthal current of a scalar beam.
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Discussion
The differences between the spin and helicity quantities can be summarized in the
following table. Every Bessel function is multiplied by the proportionality factor
in the same row:
orbital spin proportionality
constant




` − J2`±1 sin
2(θ)










`±1+ other terms sin
2(θ)
Helicity ρ J2` − J2`±1 n/a sin
2(θ/2)




` − J2`±1 −J2` + J2`±1+ other terms sin
2(θ/2)
Table 3.1: The gauge current components of spin and helicity electron beams
split into an orbital and spin part with corresponding proportionality factors.







Clearly, all contributions to the quantities of the spin electrons are proportional
to sin(θ), while for the helicity electrons this is sin2(θ/2). Remarkable is the fact
that all contributions to the quantities of the helicity states are proportional to the
difference J2` − J2`±1, which will vanish for small radii (the case ` = 0 excluded)
while for larger radii this becomes equal to a periodically oscillating function











and hence the difference will result into




cos2 (krr)− sin2 (krr)
]
.
For the spin beams, the orbital and spin contributions are either proportional to
this same factor, or to the sum J2` + J
2
`±1. The latter approximates to a constant
value 1krr .
Density distribution For the spin-polarized electron beams, the spin contribu-
tion dominates over the orbital contribution at small radii. At larger distances
from the centre the orbital contribution becomes constant while the spin contri-
bution oscillates, and hence the orbital contribution dominates. There is no spin
contribution to the density distribution of the helicity beams. The quantum core
radius is of the order 10−13 m, making it unlikely to be observed in experiments.
Longitudinal current The orbital and spin parts of the longitudinal gauge cur-
rent exactly cancel for the spin beams. Whether the spin contribution is smaller
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than the orbital contribution for the helicity beams depends on θ only; for paraxial
beams the contribution from the spin term ∼ cos4(θ/2)J2` dominates. Corrections
with respect to the scalar current are of the order of 10−9 in magnitude.
Azimuthal current The total azimuthal currents of the spin and helicity elec-
trons are equal to each other, although the orbital and spin parts are different.
The orbital part is cancelled by the spin part for both types of electron beams, and
the only contribution comes from the spin part; it even cancels the scalar part.
The average of the azimuthal currents of oppositely polarized electron beams is
proportional to the scalar current.
3.3.2 Helicity density and spin current of the optical field
The optical field has no U(1) symmetry, which means that there is no conserved
gauge current. Another conserved 4-current associated with the duality transfor-
mation (2.47) is formed by the helicity density and spin AM components (2.55).
When describing optical fields by complex expressions, the real part of the con-
served quantities corresponds to the physical quantity. Hence the spin current and
helicity density are given by the complex versions of (2.49) and (2.51):
H = 1
2




Re(E×A∗ + B×C∗). (3.23b)
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Figure 3.5: Difference between the helicity density of the helicity fields and
the spin Bessel beams; a): the spin/helicity up fields, b): the spin/helicity down
states. Red line ` = 1, green ` = 2, blue ` = 3 and purple ` = 4.
The radial dependence of this difference depends on the spin state. For the
positive helicity or spin up states, of this function is first negative before oscillating
around zero for larger radii; for higher values of ` the minimum shifts out of the
centre of the beam, as shown in part a) of figure 3.5. For negative helicity or spin
down, the analysis becomes more complicated. For ` = 1 the difference between
the helicity densities is negative, while for ` = 2 it is positive for small radii. Both
oscillate just below zero for larger radii. For ` ≥ 3 the difference starts out as
positive before becoming negative, after which it starts to oscillate around zero,
as shown in part b) of figure 3.5. For all values of `, s and h the difference starts
to oscillate for radii larger than ∼ 5 krr. The reason that the helicity density of
the helical fields can be smaller than that of the spin fields is that the electric and
magnetic fields of the helical fields are proportional to each other, making the
helicity density smaller than that of the spin fields. The radial dependence of the
helicity density for ` = 1 is plotted in figure 3.6 for all four different fields.
Similarly as seen for electrons, a quantum core radius can be defined for the










Hh±,1 = − 2kJ
2
1 , Hh±,2 = − 4k tan
2(θ/2)J20 − 2k tan
4(θ/2)J2−1.







































VECTOR AND SPINOR BESSEL BEAMS QUANTIZED BY SPIN OR HELICITY
It can be concluded that for the optical fields the quantum core radius does not
depend on the polarization in the paraxial limit. For a typical Bessel beam with
a wavelength of λ ∼ 633 nm [134, 135] and θ ∼ π/90, this radius will be of the
order of 10−6 m, and possibly detectable in experiments. This is subject to the
possibility of realising a scalar (i.e. fully polarized) optical field of which the
helicity density is described by a single Bessel function.
Figure 3.6: Helicity density of the right-handed and left-handed spin and helicity
optical beams. a): Densityplot. b): Graph: Purple: helicity +1, Blue: spin +1,
Green: spin −1, Red: helicity −1. For clarity θ = π/3. As can be seen, the
right-handed helicity state has a slightly larger helicity density than the right-
handed spin state in its second maximum. The left-handed helicity and spin
beams have a helicity distribution that varies similarly with the radial distance,
keeping the ratio between the two approximately 1, with the helicity density of
the helicity beam slightly smaller than that of the spin beam. The differences
between spin and helicity ±1 arise due to the presence of Bessel functions of
the order 0, causing the helicity density to be non-zero on the beam axis. The
small differences between the spin and helicity states can be explained by their
different expressions.
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Similar to the helicity densities, the longitudinal spin densities of the two beams
are the same for small powers of θ, and differences arise for θ4, leading to a
longitudinal spin density that is less (more) spread out for the right-(left-) handed
spin states than for the right-(left-)handed helicity states. The difference is in fact










However, there are no terms proportional to J2`±1.






































These are the same for the spin and helicity beams, and vanish in the paraxial
limit as desired.
It can be concluded that the helicity densities of the two beams are very similar
to each other, and their quantum core radii are given by the same expressions in
the paraxial limit. However, the helicity density of the helicity fields is smaller
than the helicity density of the spin fields, as the electric and magnetic fields of
the helical fields are proportional to each other.
The longitudinal currents are also very similar, with small differences arising
for terms of O(θ4). The transverse spread depends on the handedness of the fields.
The azimuthal currents of both fields are approximately the same, and reduce to
zero in the paraxial limit.
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3.4 The energy-momentum tensor components
In this section the components of the energy-momentum tensor of the optical
and electron vortex beams will be discussed. The quantities of both the spin
and helicity fields will be considered to identify specific contributions resulting
from using in the spin or helicity representations. By applying the Belinfante
symmetrization procedure (2.35) to the energy-momentum tensor a canonical
part and spin part can be identified for all tensor components. For the spinor field
these quantities are related to the gauge current, but this is not the case for the
optical fields.
These symmetrized energy-momentum tensor components can be compared
to the corresponding quantities for scalar Bessel beams (1.7) without the need for
symmetrization, since the scalar energy-momentum tensor is symmetric. With the

























the energy-momentum tensor components are found to be




J2`−1 − 2J2` + J2`+1
)
, (3.29)





















J2`−1 − 2J2` + J2`+1
)
, (3.33)






J2`−1 − 2J2` + J2`+1
)
. (3.34)
Comparing these expressions to the scalar gauge density (3.12) and current (3.13)
shows that for a scalar field the momentum density is proportional to the gauge
current; T 0j = ω2 J
j . The T 0r component is zero. It can be concluded that the
fields are indeed invariant under ẑ and φ̂ translations, but not under r̂ translations.
The shear stresses are zero.
3.4.1 Energy-momentum tensor components of optical Bessel beams
The energy-momentum tensor of the optical field is given by equation (2.44).
The energy density, momentum densities and stress densities will be discussed
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separately, before considering the conservation of energy and momentum. Where
appropriate the quantities of the spin and helicity beams can be compared with
each other or with the scalar quantities.
Energy density
The energy density of a field is described by the Θ00 component of the energy-




(|E|2 + |B|2). (3.35)
This can be separated in the canonical part and the spin part as summarized in
table 2.1:
T 00 = (−∂tA) ·E∗ −
1
2
(|E|2 − |B|2), Θ00 − T 00 = −E∗ · ∇V.
Throughout this thesis the convention V = 0 will be adopted, and thus T 00 = Θ00.





















` + 2 tan
2(θ/2)J2`±1 + tan
4(θ/2)J2`±2.
The energy density of the spin fields contains many different terms, while this
is not the case for the helicity states. This can be explained by the fact that
the magnetic field of the spin fields is not proportional to the electric field, and
hence the product |E|2 + |B|2 contains different powers of cosines. Further, the
Lagrangian density L is zero for the helicity fields but not for the spin fields.
However, the extra contributions to the J2` term vanish in the paraxial limit since































Up to low orders of θ, the two energy densities are the same, with differences of
the order θ4. The term proportional to J2`±2 comes solely from the magnetic field
in the case of the spin fields, while both the electric and magnetic fields of the
helicity beams contribute to this term.
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Since the Lagrangian density of the scalar field is non-zero, it is not straight-
forward to compare the expressions of the energy density, as these contain a
lot of different terms. The main conclusion from the comparison of the energy
density between the helicity fields and the scalar field is that on the one hand, the
helicity field has three components that all contribute, but on the other hand the
Lagrangian density of the scalar field brings in Bessel functions of different orders.
Longitudinal momentum density
The momentum density of the electromagnetic field is given by the real part of
the Poynting vector
S = E∗ ×B. (3.36)
This is the complex version of the expression as derived in (2.45)5. The canonical
part of (3.36) is now given by T = E∗ · ∇A.
In the longitudinal direction, the momentum densities are given by the follow-
ing expressions, and can be split in scalar, orbital and spin parts:











(Sz)h = J2` − tan4(θ/2)J2`±2, (3.37b)





cos2(θ/2)J2` − cos(θ)J2`±1 − sin2(θ/2)J2`±2
]
.
For both fields the terms proportional to J2`±1 cancel each other. This is exactly
the orbital contribution for the spin states. It is remarkable that the spin part of
the spin fields also contains a term J2` .








































Differences arise in θ4 terms, while for lower powers of θ the spin and orbital
contributions cancel each other.
5As mentioned in section 1.6 the electromagnetic fields are real, but making them complex is a
mathematical trick that simplifies calculations.
96
3.4 THE ENERGY-MOMENTUM TENSOR COMPONENTS
The difference between the Poynting vector and the scalar momentum density































where higher order terms of θ are ignored. This shows that differences in the
longitudinal momentum arise with θ4, where the difference between the momen-
tum densities of the scalar and optical helicity fields is slightly smaller than that
between the scalar and optical spin fields.
Azimuthal momentum density




































The orbital part of the azimuthal momentum density is always dependent on the
spin state, while the sign of the spin part depends on the spin state considered, in
addition to the orders of the Bessel functions. Every term in the expression of the
orbital part is weighted by its azimuthal winding number divided by the product
of radius and wavenumber; (`± 1)/kr and (`± 2)/kr. As expected, the azimuthal
momentum vanishes in the paraxial limit, as in this limit all wave vectors are
aligned with the ẑ-axis.
The spin contribution to the azimuthal momentum of the spin fields has a term
independent on θ, while for higher powers of θ the contributions of both the spin
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To compare the azimuthal momentum density with the scalar equivalent




























J`(J`−1 + J`+1) +
θ3
4





















J`(J`−1 + J`+1) +
θ3
4
. . . .
Here the dots denote the extra terms of order J`±2, that do not appear in the
scalar expression. Perhaps remarkable is that the spin and helicity momentum
densities are equal up to (the high power of) O(θ3) and differences only appear
for O(θ5); 31240 for the spin fields compared to
1
240 for the helicity fields. This is
simply a result of the trigonometric identities.
The energy density and Poynting vector form a conserved four-current;
∂tΘ




Since all quantities in this equation are the product of a field and the complex
conjugated field, no quantity does depend on either t, φ or z. The only coordinate
they depend on is the radial distance r. Since the radial component of the Poynting
vector is zero, the conservation of energy is automatically fulfilled.
Stresses
The normal stresses of the optical field are given by Θjj = |Ej |2 + |Bj |2 +
ηjj 12(|E|







































This normal stress is the same for helicity and spin fields for small θ. Differences
arise in the term proportional to θ4, similar to the energy density; the zz-stress
of the helicity fields is proportional to J2` , but the stress of the spin fields is
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proportional to J2` (1 +
1
8θ
4). The explanation for this is that the stress can be
written as Θzz = |Ez|2 + |Bz|2 − Θ00, where the z-components of the fields are

















(J2`±1 + J`J`±2), (3.40)































(J2`±1 − J`J`±2), (3.44)














(J2`±1 − J`J`±2). (3.46)
Remarkable is that there is a difference between the azimuthal and radial stresses
proportional to θ2; J`±2 vs. 12J`J`±2, but the terms proportional to θ
4 are equal.
Further, both stresses are approximately the same for the spin and helicity fields.
The only shear stresses that are non-zero are the φz- and zφ-stresses. These












(Θφz)h± = 2 tan(θ/2)J`±1
(





J`±1 (J` − 3J`±2) θ3.
However, for a scalar field this stress is zero.
Noteworthy is that the rr-stress does not vanish in the paraxial limit, while the
scalar stress (3.32) does. A non-vanishing radial stress does not automatically pose
a problem, as the momentum density can still be conserved. The divergence of
the stress tensor is equal to the time derivative of the momentum density, forming
a conserved 4-current;
∂tSj + ∂iΘij = 0.
In cylindrical coordinates the divergence of the stress tensor is given by:
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∂tSz = 0. (3.50)
The only condition that is not trivially satisfied is (3.48). However, the expressions
(3.39), (3.41), (3.43) and (3.45) do satisfy this condition.
Discussion
It can be concluded that differences between the energy densities of the spin and
helicity states come from two parts; the fact that the electric field has multiple
components and that these all contribute, and the Lagrangian density which is
zero for the helicity fields, but non-zero for the scalar and the spin-polarized
electric fields. The orbital part of the longitudinal momentum density is totally
(spin) or partially (helicity) cancelled by the spin part. This spin part has terms
that are independent of the spin state. Differences between the longitudinal
momentum densities of both fields are of the order θ4. The difference between
the longitudinal momentum densities of the scalar field and the helicity fields is
slightly smaller than between the scalar and spin fields, although there is a term
proportional to J`±1. This term is small in the paraxial limit.
The radial behaviour of the orbital part of the momentum densities depends
on the spin state (up/down or right-/left-handed), while the spin part of the spin
fields contains a term independent of the spin. Here it is the overall sign of the
spin part that depends on the spin state. All terms of the scalar and orbital part
are weighted by their azimuthal quantum number. Differences with the scalar
azimuthal momentum density are the same for both the spin and helicity fields
and of order θ.
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The different contributions to the energy and momentum densities are sum-
marized in the following table, with n = 1, 2:







Spin energy X X n/a n/a n/a
Sz x X X X x
Sφ x X X X X
Helicity energy X X n/a n/a n/a
Sz x X X X x
Sφ x X x X X
Table 3.2: Contributions to the energy and momentum densities of the optical
spin and helicity Bessel beams
3.4.2 Energy-momentum tensor components of spinor Bessel beams
Similarly to the optical Bessel beams, the energy-momentum components of the
electron Bessel beams will be discussed for both the helicity and spin states. The
energy-momentum tensor of the Dirac field is given by (2.42). Components of
this tensor are related to the gauge current that can be separated into a scalar-like
part and spin part as a consequence of the Gordon decomposition.
Energy density
The energy density of the fermion field is given by Θ00 = i2(ψ
†∂tψ− (∂tψ†)ψ). The
Lagrangian density does not play a role here as it is zero for the Dirac field. Since
the spinor ψ depends only on time as e−iEt, the energy density is proportional to






This is comparable to the scalar energy density, although this energy density
is quadratic in energy instead of linear: E2ρ. Further, the symmetrized energy
density is equal to the canonical energy density; Θ00e = T
00
e .
The scalar energy density can compactly be written as T 00 = ω2ρ − L and
hence there are two reasons for the difference between the spinor and scalar
energy densities; the multicomponent nature of the spinor field and the non-zero











VECTOR AND SPINOR BESSEL BEAMS QUANTIZED BY SPIN OR HELICITY
Momentum density
The symmetrized momentum density can be split into a canonical momentum
density and a spin part as in (2.41). However, another useful separation is to
split the momentum density into a part proportional to the canonical momentum








In general, the scalar, orbital and spin contributions can be identified as the respec-
tive parts of the gauge current and canonical momentum density. The canonical
longitudinal momentum density is proportional to the probability density, both for
spin (3.14) and helicity (3.15) EVBs:
(T 0ze )
s,h
± = k cos(θ)(ρe)
s,h
± .
This momentum density resembles the scalar momentum density T 0z = kzEρ
(3.31). Combining this with the longitudinal probability currents (3.18) and

























Moving on to the canonical azimuthal momentum density, this quantity is not
proportional to the probability density, as every term is weighted by the order of
























As the azimuthal probability current (3.20) is the same for both the spin and























It can be concluded that the expressions for the energy density and sym-
metrized momentum densities are all related to the gauge density and currents.
Hence the orbital and spin effects of the energy-momentum tensor are directly
related to the orbital and spin effects of the conserved gauge current.
102
3.4 THE ENERGY-MOMENTUM TENSOR COMPONENTS
Stresses








= T jj .







Hence the separation into a canonical and spin part is the same as for the longitu-
dinal probability current. For completeness, the stresses for the spin and helicity













Similar to the stresses for the electromagnetic field, these expressions are difficult
to compare with the scalar quantities as the Dirac Lagrangian is zero, but the
scalar Lagrangian is not.
The φφ-stress is also proportional to the azimuthal probability density, although
this might not be expected since not all components of the spinor have the same
azimuthal winding number. This is explained by the fact that γφ is anti-diagonal,
















+ ψ ↔ ψ̄
 .
Every product of terms, for example ψ∗1ψ4, occurs twice. Once the derivative ∂φ
gives a factor `, the other time `± 1. This averages out to `± 1/2. Consequently
the φφ-stress is given by:
Θφφ = −`± 1/2
r
(ψ̄γφψ) = −`± 1/2
r


























φz is for both the helicity and spin states equal to −kz4 ψ̄γ
φψ = −kz4 J
φ
e .
However, the term 12T
zφ can be written in terms of the longitudinal probability
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current for the spin states, but not for the helicity states. This is because the
longitudinal probability current only contains one order of Bessel functions for
the spin states, while both orders are present for the helicity states:
1
2
























































































The only component that cannot be expressed in terms of the probability
current is the rr-stress:







These stress components for the spin and helicity states are equal to each other,
and given by:







`±1 − J`+1J`−1 − J`J`±2
)
. (3.53)
The other components, Θrφ and Θrz are zero for both fields. Considering the
conservation of momentum, the only condition that is not automatically satisfied is
(3.48) since all stress components only depend on the radial distance r. However,
with the expressions (3.52) and (3.53) this condition is fulfilled.
3.5 Discussion
The overall conclusion of this chapter is that differences between the helicity and
spin states are in general small and disappear in the paraxial limit, θ → 0, for both
the optical and spinor field.
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Gauge quantities The spinor quantities related to the U(1) gauge symmetry
can be separated in a scalar, orbital and spin part. The orbital and spin parts are
proportional to sin(θ) for the spin states and sin(θ/2) for the helicity states.
The orbital and spin parts of the gauge quantities of the helicity beams are
proportional to the difference J2` − J2`±1, which will vanish for small radii, while
for larger radii this becomes equal to a periodically oscillating function of am-
plitude 1krr . The density distribution of the helicity beams does not have a spin
contribution. For the spin beams, some contributions are proportional to this same
factor, but others are proportional to the sum J2` + J
2
`±1, which approximates to a
constant value 1krr .
The azimuthal current can be completely contributed to the spin contribution.
The scalar current can be found by taking the average of the two azimuthal
currents for both the spin or helicity states.
The helicity densities of the electromagnetic beams cannot be compared with
the scalar quantities as there is no scalar equivalent. There is no distinction
between the spin and helicity beams for small powers of θ, while differences arise
in terms of order θ4. This difference starts out as either positive or negative at
small distances from the beam axis, but will end up oscillating close to zero for
larger radii. The helicity density of the helical fields is smaller than that of the
spin fields.
Energy and momentum densities The energy and momentum densities of
the spinor field can be directly traced back to the gauge quantities. Differences
between the optical and scalar quantities come from two parts; the fact that
the electric field has multiple components that all contribute, and the Belinfante
symmetrization accounting for the spin current.
Differences in the energy density between the spin and helicity fields can also
be explained by the fact that the Lagrangian density of the spin polarized fields is
non-zero, while this is zero for the helicity polarized fields.
The spin part of the longitudinal momentum has a term that is not dependent
on the polarization of the fields. The orbital part of the momentum densities
always depends on the spin state (up/down, right-/left-handed), while the spin
part of the spin fields contains a term independent of the spin, with only the
overall sign depending on the spin state. All terms of the scalar and orbital part
are weighted by their azimuthal quantum number.
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Differences between scalar and spinor or vector fields The largest correc-
tions to the spinor (electron) quantities relative to the scalar ones are found
in the probability density; these are of the order of 10−4 in magnitude. This
results in a quantum core radius that is too small (∼ 10−13 m) to be observed.
Other corrections, for example on the spinor longitudinal current, are orders of
magnitude smaller; these are 10−9 of the total current density. However, the
azimuthal current could prove helpful to distinguish between a spinor and scalar
beam, for example when the energy of the beam becomes very large and spin
effects cannot be ignored, as the superposition of the azimuthal currents of two
oppositely polarized beams is proportional to the scalar current.
The optical quantities contain a scalar term and further corrections that all
disappear in the paraxial limit. The way to distinguish between a vector and scalar
beam is hence not in the measurement of these quantities, but in the polarization
direction. As the components are described by different orders of Bessel functions,
the polarization changes with the radial distance. Differences between helicity
beams and spin beams are also very small and unlikely to be measured. However,
if an optical field could be constructed for which the helicity density was described
by a single Bessel function, there would be a difference measurable; the quantum
core radius for the optical beams is of the order of 10−6 m.
This chapter focused on the distinction between helical beams and beams that
were spin-polarized in the longitudinal direction. This corresponds to circular
polarization for both the optical field and electron field, as these fields have only
two spin degrees of freedom. However, beams can also be polarized in either of
the transverse directions. These polarization states are superpositions of the two
circular polarization states, while superpositions of the two helicity states also
exist. The differences between these beams will be the focus of chapter 4.
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Linear polarization and the
Majorana representation
4
Light in free space can be described in either the linear or circular polarization
basis1. These two descriptions are both equally valid, as a linearly polarized
wave is a superposition of both a left- and right-handed circularly polarized wave
and a circularly polarized wave is a superposition of two waves that are linearly
polarized in the transverse directions [75].
Helicity and circular polarization are indistinguishable for plane waves, with
differences arising when the polarization of light beams is considered. These
differences were discussed in chapter 3. Similarly, a linearly polarized wave is
comparable to a TE or TM mode. These modes arise in waveguides, when due to
the boundary conditions either the electric or magnetic field is transverse, while
the other field is allowed to have a longitudinal component [75]. However, a
plane wave in vacuum is completely transverse. Moreover, linearly polarized
optical beams are considerably different from TE and TM optical beams. The
discrepancies between these modes will be the focus of this chapter.
Fermionic states that are polarized in the transverse plane (similar to linearly
polarized light) can be derived from superpositions of the spin-polarized states
[52] that were discussed in chapter 3. However, these differ from superpositions
of helical spinor beams that are more similar to Majorana states. These will hence-
forth be called quasi-Majorana, and this chapter will conclude with a comparison
between these states and the actual Majorana states.
4.1 Linearly polarized and TE/TM optical Bessel beams
A short review of the research performed on vector Bessel beams was given in
section 3.1. The experiments mentioned here focused each on a vortex beam that
1Or, for that matter, by any two points that are opposite to each other on the Poincaré sphere.
107
LINEAR POLARIZATION AND THE MAJORANA REPRESENTATION
was polarized in a unique way. In addition, there have been a number of studies
into the effects of the polarization on the properties of these beams, such as the
ability for self-healing. For example [140, 134], that studied the self-healing of
the polarization state of radially and azimuthally polarized Bessel beams; whether
the obstructed beam has the same polarization as the initial beam. Radially and
linearly polarized Bessel-Gauss beams were compared in [141]. It was found
that the radially polarized beam has a better self-healing ability than the linearly
polarized beam, and that the polarization state of the radially polarized beam was
modified by the obstacle.
In 2002 it was predicted that radially and azimuthally polarized Bessel beams
do not carry OAM when the OAM density is integrated over all space [151]. This
was experimentally confirmed in 2006 [152]. These beams were created from LG
beams converted by an axicon. Similar beams can also be created using an optical
element, that creates a phase difference from local changes in the polarization
[153].
The differences between spin and helicity Bessel beams vanish in the paraxial
limit. One can wonder if this is also the case for differences between the linearly
polarized states and the TE and TM modes for light, and the quasi-Majorana states
for electrons. Using the knowledge that the lowest order TM and TE beams are
radially and azimuthally polarized [152], can the observation of a vanishing OAM
be confirmed?
In the next section the linearly polarized Bessel beams will be derived, followed
by the derivation of the TE and TM modes for optical Bessel beams.
4.1.1 Linearly polarized Bessel beams









Linearly polarized Bessel beams can be constructed in the same way. However,










(E`+ − E`−), as this will create beams with one
transverse field component in the Cartesian basis:
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with the capital subscript denoting the polarization direction. In the helical basis
























Using these conventions, the longitudinal component is described by Bessel
functions of order ` ± 1, while the transverse components are given by Bessel
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The subscript denotes the polarization of the corresponding electric field. In
contrast to the electric fields, both transverse components of the magnetic field
have Bessel functions of the order ` and ` ± 2. However, the terms J`±2 are
proportional to sin2(θ) and small in the paraxial limit. As can be seen from
the field expressions in the Cartesian basis, the transverse component of the
magnetic field perpendicular to the polarization direction of the electric field is
the largest component; the x-component of BX is proportional to sin2(θ) while
the y-component has a term proportional to (1 + cos2(θ))J2` . Hence the electric
and magnetic fields are perpendicular to each other, similar to the fields of a plane
wave.
Whether these beams are indeed linearly polarized can be checked by consid-
ering the expectation value of the SAM operator
〈E`X/Y |Sz|E
`
X/Y 〉 = 0.
This confirms that the linearly polarized beams are superpositions of beams with
opposite polarization. Further, the expectation value of the OAM operator for the
linearly polarized beams is given by:
〈E`X/Y |Lz|E
`





(J`−1 − J`+1)2 .
This reduces to `|E`X/Y |
2 in the paraxial limit, when tan2(θ)→ 0.
Conserved quantities of linearly polarized optical Bessel beams
From the derivation of the linearly polarized Bessel beams it becomes clear that
there are two “extra” contributions to the fields compared to plane waves. These
contributions can be singled out when considering the conserved quantities, as
they are the Bessel functions of order ` ± 1 from the longitudinal components
(shown in red) of both the electric and magnetic fields, and of order `± 2 from the
transverse components of the magnetic field (shown in blue). Unless specified, the
quantity for the x̂-polarized fields is described by the top line of the expression.





J2`+1 ∓ J2`−1 ± cos(2φ)J`(−J`−2 + J`+2)
]
.
There is no contribution from the “scalar” parts of the fields, since a linearly
polarized plane wave has helicity 0. This is also in agreement with the observation
that the helicity density vanishes in the paraxial limit.
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The longitudinal spin currents (the ẑ-component of (3.23b)) of the linearly





± sin2(θ)(J`−2 + J`+2)− 2 cos(2φ)(1 + cos2(θ))J`
]
. (4.4)
There is no term proportional to J2` as the contribution from the E×A∗ part is
zero and the only contribution comes from the B×C∗ part. This also explains
why the overall proportionality factor is tan2(θ); this current will vanish in the
paraxial limit, in contrast to the longitudinal current of the spin and helicity Bessel
beams. The transverse spin currents of the linearly polarized fields are:








(J`+1J`+2 − J`−1J`−2) +BX/Y (J`−2J`+1 − J`−1J`+2)
]}
,





(3 + cos(2θ))J`(J`−1 − J`+1)
+ sin2(θ)
[
(J`−2J`−1 − J`+1J`+2) +DX/Y (J`−2J`+1 − J`−1J`+2)
]}
.
In these expressions the constants are given by:
AX = CY = cos(φ), BX = DY = 1− 2 cos(2φ) = 3 sin2(φ)− cos2(φ),
AY = CX = sin(φ), BY = DX = 1 + 2 cos(2φ) = 3 cos
2(φ)− sin2(φ).
It can be concluded that the spin currents parallel to the polarization direction are
described by the same expression, and similarly for the spin currents perpendicular
to the polarization direction. The main difference between the parallel and
perpendicular currents is the first term that is proportional to J`J`±1; the current
perpendicular to the polarization direction is multiplied by a factor 4 while the
parallel current is multiplied by 3 + cos(2θ) = 2(1 + cos2(θ)). This shows that the
parallel current is smaller than the perpendicular current, and can be explained by
the fact that the perpendicular transverse components of these linearly polarized
field are approximately zero. The contribution to the spin current that remains
is from the parallel transverse and longitudinal components, and will be in the
direction perpendicular to the polarization. This phenomenon is also observed
in evanescent waves [154]. The spin currents in the transverse plane are larger
than the longitudinal current, in contrast to the spin currents of the longitudinally
polarized Bessel beams (3.26a) and (3.27a).
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The optical energy density (2.45) can be split into different terms correspond-















Here E‖ is the electric field component parallel to the polarization direction,
and B⊥ is the component of the magnetic field perpendicular to the polarization
direction, i.e. the largest component of the magnetic field. Adopting these colours,






























The second term, in blue, is the result of the J`±2 terms in the B⊥ component and
varies with φ. For plane waves the components Ez, Bz and B‖ vanish, and only
the terms in black remain.







































∓ tan2(θ) cos(2φ) [J`−2J`+1 + J`−1J`+2]
}
.
The superscript denotes the component of the Poynting vector, while the capital
subscript stands for the polarization of the (electric) fields. The terms in purple
are a product of the blue terms from the magnetic field and red terms from the







Y = O(J`J`±1) +O(J`±1J`±2). The constants are given by
AX = CY = − sin(φ), AY = CX = cos(φ), BX = sin(3φ), BY = cos(3φ),
which shows that the momentum density depends on the angle φ, as expected.
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Similar to the spin currents, the Poynting vector parallel to the direction of
the polarization is different from the perpendicular direction. Considering the














The first part is exactly half of the constant in the expression of the perpendicular
momentum density; the perpendicular momentum density is larger than the
parallel momentum density in the paraxial limit. However, from its expansion in θ
it can be concluded that the longitudinal momentum is the largest component of













4.1.2 TE and TM Bessel beams
Linearly polarized light beams are a superpositions of circularly polarized beams.
What about the superpositions of helical beams? These superpositions turn out
to be related to the TE and TM modes. These modes are used to describe light
confined in wave guides, where it will develop specific modes to comply with the
boundary conditions. For example, if the wave guide is a perfect conductor the
boundary conditions require the parallel component of E and the perpendicular
components of B to be zero. As a result, the magnetic field can be longitudinal
but the electric field is transverse; this is a TE (transverse electric) mode. The
complementary field is called a TM (transverse magnetic) mode. If both fields are
transverse the mode is called a TEM mode.
A general electric field propagating in the ẑ-direction in vacuum is described by
the superposition of two basis states (1.39). The first state is clearly a transverse
mode, as the longitudinal component is zero [55]:








As mentioned in section 1.4.2, the basis states transform into each other under
the curl operator, and hence the curl of (4.5) is proportional to the second basis
state in (1.39):
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If the electric field is a TE mode similar to (4.5), the magnetic field will be
proportional to (4.6). Vice versa, if the magnetic field is transverse, the electric



















These field expressions have been derived before [55], but have not been com-
pared to linearly polarized beams from the perspective of their mechanical prop-





E`TM = −iE`TM , B`TM = −i
k
ω
E`TE = −iE`TE .
Comparing the TE/TM modes with the helicity Bessel beams (3.3) shows that


















This shift in `± 1 is to ensure that the angular momentum of the components of
the two fields is the same when they are superposed. As a result the expectation
values of the angular momentum operators of the TE mode are given by
〈E`TE |Lz|E`TE〉 = `〈E`TE |E`TE〉 − 〈E`TE |Sz|E`TE〉,
〈E`TE |Sz|E`TE〉 = J2`−1 − J2`+1.
This shows that the total angular momentum is of magnitude ` and the helicities
cancel. The only angular momentum left is the OAM. Similarly, the total angular
momentum of the TM mode has a magnitude `:
〈E`TM |Lz|E`TM 〉 = `〈E`TM |E`TM 〉 − 〈E`TM |Sz|E`TM 〉,






4.1 LINEARLY POLARIZED AND TE/TM OPTICAL BESSEL BEAMS
Following [151], an azimuthally polarized Bessel beam corresponds to a TE
mode and a radially polarized Bessel beam corresponds to a TM mode, both with
` = 0. The expectation values of Lz are thus
〈E0TE |Lz|E0TE〉 = −J2−1 + J2+1 = 0,







which is in agreement with the prediction that the total OAM of radially and
azimuthally polarized Bessel beams vanish.
The TE and TM fields are clearly different from the linearly polarized Bessel
beams (4.2) and (4.3). This can also be concluded from the conserved quantities
of both beams.
Conserved quantities of electromagnetic TE/TM Bessel beams
A quick inspection of the definition of the conserved quantities of the optical
field, (3.35), (3.36), (3.23a) and (3.23b), shows that, since the magnetic field of
the TE mode is proportional to the electric field of the TM mode and vice versa,
the calculations can be simplified as the conserved quantities for the TE and TM
modes are equal to each other. However, the separation of the Poynting vector
into a canonical and spin part, as shown in table 2.1, does depend on the mode.
















+2 sin(θ) cos(θ)J` (J`−1 − J`+1) φ̂
}
.
The helicity density does not have a term proportional to J` as this only appears
in the longitudinal component of a TM-field, and vanishes in the dot product.
Similar to the spin and helicity Bessel beams, the helicity density does not vanish
in the paraxial limit for ` = 1, since it can be approximated by HTE/TM ≈ 14 −
θ2
16 .
This can be explained by the relation between the TE/TM fields and the helicity
Bessel beams, equation (4.9); both helical beams with ` = 0 and ` = 2 are present,
but they carry different amounts of helicity density as their OAM is different, see
equation (3.24b).
Since the TE and TM fields are the superposition of right- and left-handed
fields, one could expect that the helicity density is the sum of the two (3.24b),
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while having opposite signs, i.e. it vanishes. However, the TE and TM modes are
superpositions of the helicity beams with their OAM values shifted as in equation
(4.9). The helicity density is hence proportional to J2`−1 − J2`+1, which reduces to
zero for large radii. The azimuthal spin current vanishes on the beam axis and in
the paraxial limit as required, while the longitudinal component does not.
The energy density and the longitudinal and azimuthal components of the





































































The terms in red come from the longitudinal component of either the electric
or magnetic field. The energy density is equal for both modes, since both the
electric and magnetic field contribute. However, the canonical momentum density
of the TM mode has an extra term compared to the TE mode, as the longitudinal
component of the electric field is non-zero, T 0j ∼ E∗ · ∂jE. This also explains the
difference between the TE and TM mode in the canonical azimuthal momentum
density; the factors cos(θ) reflect the factors in the field expressions themselves.
However, the contribution from the spin current compensates for this. With a little
manipulation of these expressions, it can be seen that these quantities are the sum
of the individual quantities of the right- and left-handed fields as found in chapter
3, equations (3.37b) and (3.38b).
4.1.3 Comparisons between linearly polarized and TE/TM optical
Bessel beams
The linearly polarized beams are clearly very different from the TE and TM Bessel
beams, as can be seen from the expressions of the helicity densities and spin
currents. The helicity density of the linearly polarized beams vanishes in the
paraxial limit, while the helicity density of the TE/TM fields does not. This is
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because the TE/TM modes are superpositions of helicity beams with different
values of OAM, while the linearly polarized beams are superpositions of beams
with the same value. Further, the longitudinal spin current of the TE/TM modes is
dominating the other spin current components, but it is the smallest component
of the spin current for the linearly polarized fields. For these fields the transverse
component perpendicular to the polarization direction is the largest component.
According to [141], a linearly polarized Bessel beam is less able to perform
self-healing than a radially polarized one (corresponding to a 0th order TM mode).
This is explained by the authors by considering the transverse Poynting vector
components; the momentum flow of the radially polarized beam is radial, while
for the linearly polarized beam the flow is azimuthal. Considering the transverse
components of the Poynting vector of the beam polarized in the x̂ direction, the
leading terms of SxX and S
y
X are proportional to − sin(φ) and cos(φ) respectively,
i.e. the momentum flows in the azimuthal direction. However, the Poynting vector
of the TM mode only has a longitudinal component for ` = 0, which seems to
be in contradiction with the observations. One reason for this could be that the
experiment was performed with Bessel-Gauss beams. These beams diffract, giving
rise to a radial momentum flow.
Comparing the quantities of the linearly polarized and TE/TM beams with each
other is complicated by the fact that the OAM values of the constituent helicity
polarized beams are shifted. However, this is also the main difference between
the two beams. Since spin and helicity polarized beams are indistinguishable in
the paraxial limit, one would expect that this is also true for their superpositions.
Clearly, this is not the case.
4.2 Fermionic analogues
Having found the different optical Bessel beams that correspond to linear polariza-
tion and the TE and TM modes, this section will consider the fermionic analogues.
Up to now, no experiments have been performed that considered the polarization
of electron vortex beams.
4.2.1 Electron Bessel beams polarized in the transverse plane
When the plane wave solutions of the Dirac equation were derived (1.34), there
was a freedom of choice in the polarization spinor w. This spinor was chosen to
be an eigenstate of σz, (1.21), polarizing the electrons in the ẑ direction (3.9), or
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an eigenstate of the helicity operator, yielding helical EVBs. However, the plane
wave solutions can also be polarized in the transverse directions, by choosing w



































































This shows that choosing the w(x)± spinor instead of the w
z
± is the fermionic
analogue of choosing linear polarization over circular polarization; the spin eigen-
states are combined in the same way as the electric fields (4.1). The spinor w(x)+
corresponds to Ex and w
(x)
− to iEy. These are the ones that will be considered in
the following sections, as the eigenstates of σy correspond to diagonal polarization
of the electric fields;
1√
2
(E+ + iE−) =
1 + i√
2
(Ex −Ey) = eiπ/4(Ex −Ey),
1√
2
(E+ − iE−) =
1− i√
2
(Ex + Ey) = e
−iπ/4(Ex + Ey).
The states with the spinor wx+ will be called x-polarized and with w
x
− y-polarized
from now on. The electron Bessel beams are with these conventions given by






























Here α = 1 corresponds to x-polarization and β = 1 to y-polarization, and
|α|2 + |β|2 = 1. Polarizing EVBs in the transverse plane instead of the longitudinal
direction has significant consequences for the conserved quantities.
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Conserved quantities of fermionic x/y polarized Bessel beams















































Clearly, the gauge density does resemble the gauge density of the spin polarized
beams (3.14), but there is an additional term of Bessel functions of mixed orders.
This term arises from the red and blue parts of the spinor and is the purple term.
A similar term also appears in the expressions of the longitudinal and azimuthal
gauge currents, but here the terms are products of the scalar (black) part and the
blue terms. These terms contain both Bessel functions of order `± 1, emerging
from the eigenspinors of σx that are superpositions of the eigenspinors of σz.
Due to form of γ0γφ, which is anti-diagonal and symmetric, the products of the
red terms with the scalar (black) terms cancel and only the products of the blue
with black terms survive. However, for the longitudinal current this is not the case,
as due to the form of γ0γz the cos(θ) terms survive. Another important observation
is that the gauge current does not depend on the polarization direction.
Similar to the spin and helical electron beams, the energy density and canonical
longitudinal momentum density are proportional to the gauge density; E = Eρ



































This is clearly a modified density distribution with every term multiplied by its
winding number. Remarkable is that the product J`J`±1 is multiplied by `± 12 , the
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average of ` and `± 1. This was seen before in the calculation of the azimuthal
normal stress (3.52).
The symmetrized momentum density can be found from (3.51). Remarkable
is that the canonical radial momentum density is non-zero, and since the gauge
current is zero, the symmetrized momentum density does not vanish:
















This is a result of the different orders of Bessel functions in the red and blue
components of (4.10); the product ψ†(∂rψ) is not equal to (∂rψ†)ψ due to the
crossterms that appear. Since the radial momentum density is proportional to
J2` /r
2, the integral over the transverse plane is finite.
It can be concluded that the gauge densities of the linearly polarized fermionic
fields resemble those of the spin-polarized fields, with extra mixing terms. The
azimuthal gauge current is clearly the sum of the two currents of the spin-polarized
fields separately. The longitudinal current gets an extra term proportional to sin(θ).
The relationships between the energy and momentum densities and the gauge
currents is unchanged. Although the radial momentum density is not zero, the
integral of this density over all space vanishes.
4.2.2 Superpositions of helical electron Bessel beams
In analogy to the optical TE and TM modes, it is also possible to define super-
positions of the helical electron beams (3.10). However, since the choice in
representation does not have a physical effect or change the conserved quantities,
superpositions of the Bessel beams derived from the Weyl spinors (2.3) can be
considered. These are more straightforward to work with as they only have two
non-zero components.
In analogy with the optical TE and TM Bessel beams, the OAM values of the
two electron beams need to be the same when they are superposed, as in (4.9).
However, since the SAM of electrons is ±12 , only the OAM of the right-handed
beam needs to be lowered or the OAM of the left-handed beam needs to be raised,





















The notation from the optical beams will be adopted, calling ψ+ the “TE” mode
and ψ− the “TM” mode. The choice in states ψA/B shifts every ` to `± 1, but has
no actual consequence for the conserved quantities of the fields. Using ψA from






















These states are eigenstates of the total angular momentum operator with expec-
tation value 〈Jz〉 = `+ 12 , but they are not eigenstates of the helicity operator, as
they involve two states with opposite helicity.



















Jφ = ∓J`J`+1 cos(θ). (4.13c)
The top line describes the TE mode, the bottom line the TM mode. The currents
are oppositely directed for the two modes. Similar to the spin currents of the
linearly polarized optical beams, the longitudinal current is actually smaller than
the azimuthal current. As observed before for the spin-polarized and helical
electron Bessel beams, the energy and momentum densities are related to the
gauge quantities, hence a discussion of these will be omitted here. These modes
are similar to Majorana Bessel beams, that will be derived next.
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4.3 Majorana Bessel beams
The superposition of two electron states with well-defined and opposite helicity
was encountered before in the construction of Majorana fermions from Weyl





























These solutions are clearly superpositions of particles and antiparticles, as both
the exponentials e±iΦ appear. As explained on page 33, a particle moving forward
in time can be considered as an antiparticle moving backwards in time.
These plane wave solutions can be converted to Bessel beams by means of the
integral (1.41) as explained in section 1.2.1. The terms in ψ̂(k) that contain a






The Majorana states (4.14) also contain the complex conjugated wavefunctions.
Since the Fourier exponential changes sign when taking the Fourier transform of a






It is not the sign in e±iφk that determines the shift, but the sign relative to e±iΦ̃. An
important observation here is that also the complex conjugate of the factor (−i)n
in front of the integral needs to be taken, as it comes from the wave spectrum of
the field.
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Performing the Fourier transform on the plane wave Majorana states (4.14)























These states are neither eigenstates of the total angular momentum operator Jz
nor helicity. The components of the conserved vector gauge current of the states
(4.15) are given by the same expressions as the quantities of the helicity fields;
the gauge density (3.15), longitudinal gauge current (3.19) and azimuthal gauge
current (3.20). This reflects the fact that the Majorana states are superpositions
of helicity (Weyl) states, but is in contradiction with the theory that the vector
gauge current of Majorana fermions should vanish, as explained in section 2.3.1.
However, all components of the energy-momentum tensor are zero; the fermion
and anti-fermion part both have the same energy and wavevector, but with
opposite signs.
4.3.1 Comparison between fermionic TE/TM and Majorana states
The fermionic TE/TM analogues (4.12) are clearly different from the Majorana
states (4.15). Due to the shift in OAM, the Bessel functions of order ` + 1 are
found in the second and fourth component of the TE/TM fields, instead of the
second and third component of the Majorana states. This results in one term J`
that is multiplied by cos(θ/2) and one by sin(θ/2), which will add up to 1 when
calculating the probability density, for example, explaining the simple form of the
expressions (4.13).
Another important difference is the sign of the exponential e±iΦ̃. Since Ma-
jorana fermions are the superpositions of a particle and antiparticle, both signs
occur. This explains why the energy and momentum densities of the Majorana
fermions are zero.
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It can be concluded that Majorana states are not equal to a superposition of
opposite helicity states, as this does not take the charge conjugation into account.
4.3.2 Standing waves and the Majorana states
The Majorana solutions (4.15) are defined in the Weyl representation. They can
be transformed into the Majorana representation by multiplication by the matrix
U (2); ψM = UψW . This transformation does not change the physical properties
of the fields. However, doing this demonstrates an important property of the
Majorana fermions; they are real solutions as the complex exponentials e±iΦ are
converted into sines and cosines:
ψ`,Ma (t, r) =

− cos(θ/2)J` sin(Φ) + sin(θ/2)J`+1 sin(φ− Φ)
cos(θ/2)J` cos(Φ) + sin(θ/2)J`+1 cos(φ− Φ)
cos(θ/2)J` sin(Φ) + sin(θ/2)J`+1 sin(φ− Φ)
cos(θ/2)J` cos(Φ)− sin(θ/2)J`+1 cos(φ− Φ)
 , (4.16a)
ψ`,Mb (t, r) =

− cos(θ/2)J` cos(Φ)− sin(θ/2)J`−1 cos(φ+ Φ)
cos(θ/2)J` sin(Φ) + sin(θ/2)J`−1 sin(φ+ Φ)
cos(θ/2)J` cos(Φ)− sin(θ/2)J`−1 cos(φ+ Φ)
cos(θ/2)J` sin(Φ)− sin(θ/2)J`−1 sin(φ+ Φ)
 . (4.16b)
As a result, these states describe standing waves instead of the propagating waves
of their constituents (4.14). This principle was mentioned in section 1.6; the
distinction between a real and complex description is analogous to either using
travelling or standing waves to describe particle states.
4.4 Discussion
Several different superpositions of spin- and helicity polarized Bessel beams have
been discussed in this chapter. Superpositions of optical spin-polarized beams
give linearly polarized beams, while the superposition of helicity beams that are
shifted in OAM values gives TE and TM modes. As a result, these beams do not
reduce to each other in the paraxial limit, while the spin- and helicity polarized
beams do.









−1− σ2 1− σ2
1− σ2 1+ σ2
)
.
This is a product of the inverse of the transformation matrix from the Dirac to the Weyl representation
(2.2) and the transformation from the Dirac to the Majorana representation (1.51).
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Superpositions of oppositely spin-polarized electron beams can be considered
as the analogue of linearly polarized optical beams, as their conserved quantities
reflect the conserved quantities of their constituent counterparts. Constructing
the fermionic analogues of the optical TE and TM beams, the OAM value of one
beam needs to be shifted. Due to this shift, some factors of i are picked up, and
sines and cosines are interchanged. This results in oppositely directed currents
and the conserved quantities are not the sum of their constituent parts.
Although these “fermionic TE/TM” modes resemble the fermionic Majorana
modes, they are clearly different as Majorana modes incorporate both particle
states and their complex conjugated counterparts (antiparticle states).
These Majorana states are described by standing waves in the Majorana
representation, an important indication that the Majorana representation is a real
representation instead of a complex one. Since the optical field is real, there is no
Majorana construction necessary to describe an optical field that is its own charge
conjugate.
The question now arises if there is a more fundamental reasoning that will lead
to the conclusion that invariance under charge conjugation implies a description
in terms of standing waves. For this purpose a “charge conjugation” operator
needs to be defined for the optical field. This operator can be related to other
spacetime symmetries and will be discussed in chapter 5.
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The previous chapter concluded with the observation that the Majorana repre-
sentation describes real fermionic states in terms of standing waves. This is in
contrast with the more common description of complex fermionic states in terms
of travelling waves. These descriptions are interchangeable; standing waves are
superpositions of travelling waves and vice versa [75]. A complex field, that has
two degrees of freedom, can also be described by two real fields.
As explained in section 2.1.3, describing fermions in the Majorana represen-
tation restricts the fields to being real instead of complex. As a consequence,
they are invariant under charge conjugation. This can be realized by making a
superposition of a fermionic field and its charge conjugate; it is a pseudo-particle
that behaves as a Majorana particle, while the physical particle is an electron.
Majorana fermions can therefore be considered as the superposition of a fermion
and an anti-fermion with opposite helicity or spin. Up to now, it has only been
possible to create these Majorana-like excitations in superconductors [89].
This is in stark contrast to the observation that Majorana bosons exist in abun-
dance: photons are described by the real optical field, making charge conjugation
a trivial operation. Ettore Majorana himself, when he developed his theory, already
noticed this; the quantization of Majorana fermions is similar to the quantization
of the optical field, but with finite mass and different statistics (fermionic instead
of bosonic) [84]. However, the charge conjugation transformation can be related
to the discrete spacetime transformations parity (P, equation (2.12)) and time
(T , equation (2.14)) reversal [50]. This relationship can be exploited to define an
analogous “charge-conjugation” operator for the optical field. Similar conclusions
about optical “charge conjugation” can also be drawn from adopting a Dirac-like
description of Maxwell’s equations.
It turns out that a key property of these optical waves is linear polarization.
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There is no constraint on whether these waves are propagating or standing waves,
similar to the freedom of describing Majorana particles in either the Weyl or
Majorana representation of the Dirac equation.
It can be concluded that optical Majorana states appear in great abundance,
and these are not exceptional states. The only distinction between Majorana
states and “normal” optical states is the choice in polarization. However, linear
and circular polarization are fully equivalent bases to describe the direction of
oscillation of the electric field in. Linear polarization simply means that there are
equal amounts of right- and left-handed circular polarization present [75]. This is
exactly analogous to constructing a complex field from two real fields or a real
field from two complex fields.
Optical systems that favour linear polarization can be compared to fermionic
systems that give rise to Majorana states, showing a cunning similarity; optical
Majorana states typically appear as edge states. As the optical field is less restricted
than the fermionic field, Majorana modes can also appear in the bulk of a 3-
dimensional system.
This chapter is structured as follows. First, by considering parity and time
reversal symmetries, an analogue for complex conjugation can be defined for
the optical field. Secondly a spinor description of Maxwell’s equations will be
considered, which allows for the derivation of the Majorana representation of the
optical Dirac equation. Both discussions lead to the conclusion that the optical
eigenstates of charge conjugation are linearly polarized waves. This is followed
by a discussion of the optical equivalent of particle-hole symmetry and fermionic
Majorana excitations, and examples of optical systems that favour linear over
circular polarization. These linearly polarized waves share many similarities with
the fermionic Majorana excitations, leading to the conclusion that these are the
optical analogue of the Majorana modes.
5.1 Symmetry considerations
The defining property of a Majorana particle, being invariant under charge conju-
gation, is trivially satisfied by the optical field. This implies that there needs to be
another symmetry operator involved to deduce the form of an optical Majorana
state. This operator can be derived from different considerations. Firstly, fermionic
systems with Majorana-like excitations share similarities with systems described by
Hamiltonians that are symmetric under the combined action of parity (2.12) and
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time (2.14) reversal. Moreover, considering the action of CPT transformations on
the optical field leads to the same conclusion that Majorana modes are eigenstates
of PT −reversal.
Eigenstates of the PT transformation can be found by considering the action
of these transformations on the electromagnetic field components separately, and
by studying the effect of Lorentz boosts.
5.1.1 PT -symmetric Hamiltonian
Fermionic Majorana states are a superposition of two particle states with differ-
ent (effective) masses, as explained in section 2.1.2. The superposition of two
states with different masses, or even positive and negative mass, has also been
observed in the study of PT -symmetric systems describing fermionic systems. The
Hamiltonian describing such a system is conserved under the combined action
of PT -reversal, but not under time or parity reversal separately. This allows for
real energy values, even though the Hamiltonian is not necessarily Hermitian
[155, 156, 157]. An example is the following Hamiltonian:
H = α · p +m1 + γ5m2.
This is the normal Dirac Hamiltonian extended with a mass term proportional to
γ5. As explained in section 2.2, multiplying the field by γ5 changes the sign of the
mass, hence a PT -symmetric Hamiltonian is the perfect candidate to describe a
Majorana particle.
5.1.2 Discrete spacetime symmetries
This observation suggests that the action of charge conjugation is related to that
of PT reversal. Electromagnetic fields are invariant under the combined action
of CPT , since Maxwell’s equations are invariant under this operator1. This leads
to the prediction that the action of C is equivalent to the inverse actions of P
and T combined. The electric field, induced by static charges, transforms as
a vector, while the magnetic field, induced by charge currents, transforms as
a pseudo-vector. A pseudo-vector transforms as a vector under rotations, but
1Under the combined action of CPT , the electromagnetic 4-potential transforms as [57]
Aµ(t, r)→ −Aµ(−t,−r).
However, since both E and B are related to this potential by derivatives, the minus signs cancel
and the fields are unchanged.
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changes sign under reflections. The wave-vector changes sign both under time
and parity reversal, since it denotes the direction of propagation of a travelling
wave. These transformations can be summarized as:
P : E→ −E T : E→ E,
P : B→ B T : B→ −B,
P : k→ −k T : k→ −k.
As a result, under the combined action of P and T both the electric and magnetic
fields reverse direction but the wave vector remains unchanged:
PT : E→ −E, B→ −B, k→ k. (5.1)
From the invariance of the optical field under CPT , it can be concluded that the
effective action of C on the electromagnetic field is given by the inverse of (5.1):
C : E→ −E, B→ −B, k→ k. (5.2)
However, since P2 = T 2 = 1, this operation is the same as PT -reversal. In the
rest of this chapter there will therefore be made no distinction made the action of
(PT )−1 or PT .
An important consequence of the relationship (5.2) is that eigenstates of C- or
PT -reversal cannot be circularly polarized, since the handedness of the field is
inverted by T , which involves complex conjugation. The total transformation of a
circularly polarized electromagnetic field is thus described by
PT (E± iB)→ −E± iB ∼ E∓ iB.
It can be concluded that linearly polarized fields are the only eigenstates of
C-conjugation.
5.1.3 Invariance under Lorentz boosts
Eigenstates of PT (or C) reversal can also be found by considering the eigenstates
of operators that commute with PT reversal, as commuting operators share a set
of eigenstates. For example Lorentz boosts, as these are determined by the velocity
vector and velocity does not change direction under PT reversal. The action of a
Lorentz boost on electric and magnetic fields leaves the field components parallel
to the boosting direction unchanged, but mixes the perpendicular components:
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E′‖ = E‖, B
′
‖ = B‖,
E′⊥ = γ(E + β ×B)⊥, B′⊥ = γ(B− β ×E)⊥.
Considering a boost in the ẑ-direction, the following combinations of field compo-
























The combinations of field components with eigenvalue γ(1± β) correspond to
a linearly polarized wave travelling in the negative (positive) ẑ-direction. It can
be concluded that linear polarization is an eigenpolarization of a Lorentz boost
parallel to the propagation direction. Linearly polarized waves are not invariant
under Lorentz boosts, but keep their form; a boost is form-preserving.
From the observation that PT −symmetric systems allow for negative mass
terms in their Hamiltonian and that the optical field is invariant under CPT trans-
formations, it can be concluded that the optical analogue of charge conjugation is
PT reversal. Eigenstates of this operator are linearly polarized waves.
5.2 A spinor formalism for Maxwell’s equations
The optical equivalents of Majorana spinors can also be found by using the optical
Dirac equation. To wit, Maxwell’s equations can be cast in a form similar to the
Weyl equation for massless electrons, exploiting the fact that both the optical field
and the Dirac field have two degrees of freedom. This idea has been around for
several years and various papers about a spinor formalism for Maxwell’s equations
have been published; Oppenheimer [158] developed a 4-component spinor theory
for electromagnetism that is Lorentz invariant, Laporte and Uhlenbeck [159]
applied a spinor analysis to both Maxwell’s equations and the Dirac equation
and drew parallels between them, and Berry published notes about the spinor
formalism for Maxwell’s equations in matter [160]. Describing the optical field
in a Dirac-like way shows that its mechanical properties and conservation laws
arise naturally from the Dirac formalism, similarly to the separation of angular
momentum in an orbital part and a spin part [161].
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This optical Dirac equation is helpful in deriving the form of the optical
Majorana states, as the different representations appear to be related to the
polarization states of the optical field. In the next subsection the derivation of
the optical Dirac equation will be discussed, followed by a consideration of the
different representations of this equation.
5.2.1 Derivation of the optical Dirac equation
The main difference between the optical field and the Dirac field is that the optical
field is real while the Dirac field is complex. This can be overcome by defining the
electric and magnetic fields as the real and imaginary part of one complex field.
This is the Riemann-Silberstein vector [162, 163]2:
F = E + iB. (5.4)
In terms of this vector, the four Maxwell’s equations (1.35) are reduced to two
equations [162, 163]:
∇ · F = 0, (5.5)
∇× F = i∂tF. (5.6)
The first equation is a constraint on the components of F, a vanishing divergence.
The second one describes the dynamics of the fields. This is the equation that will
be considered when deriving the optical Dirac equation. It can be written in a
2This vector is conserved under the duality transformation (2.47) between the electric and
magnetic fields. The similarity between the duality rotations of the fields and potentials (2.48)
suggests that not only the fields, but also the potentials and field tensors can be combined into a
complex vector potential and tensor respectively:
Xα = Aα + iCα,
Dαβ = Fαβ + iGαβ .




The dual transformations (2.47) now become gauge transformations;
D→ e−iθD, Xα → e−iθXα, Dαβ → e−iθDαβ ,





Components of this current are exactly the helicity density (3.23a) and spin currents (3.23b). This
shows that the U(1) symmetry of the Riemann-Silberstein vector is equivalent to the Heaviside-
Larmor symmetry between the electric and magnetic fields.
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different form, by using the identity A×B = −i(A · S)B, where S are the spin-1
matrices (1.19):
i∂tF = −i(S · ∇)F = (p · S)F. (5.7)




σ · p 0
0 −σ · p
)
ψ, (5.8)
when F is replaced by the spinor ψ and the spin matrices S by σ. This equation
shows that the vector F is necessarily a 6-component vector. Further, the sign of
the energy is related to the handedness of the field. A positive energy corresponds
to the spin aligned with the momentum, p · Ŝ = |p|.
However, different papers have been published about the spinor-like photon
wave function [161, 164, 165], using different choices for the components of the
vector F. These choices turn out to correspond to different representations of the
Dirac equation.
Weyl representation One choice for the Riemann-Silberstein vector components









Ŝ · p 0






This matrix is of the same form as the Weyl Hamiltonian (2.5). The electric and
magnetic fields are combined in a helical way, such that eigenstates are circularly
polarized. This shows that helicity states of light indeed are circularly polarized.
Dirac representation Choosing the vector components as F = (E, iB)T (as in








0 Ŝ · p






This equation is of the same form as the Hamiltonian in the Dirac representation






. In this basis the electric and magnetic field components are
decoupled, and the polarization direction can be chosen freely. However, since
the fields need to be transverse and perpendicular to each other, there are only
two different polarization states allowed.
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5.2.2 Majorana representation
Choosing F suitably, the optical Dirac equation can thus be written in exactly
the same form as the Dirac equation in the Dirac or Weyl representations. The
form of F suggests that different polarization states are favoured by different
representations. There is also a choice possible for F that gives the equivalent
of the Hamiltonian in the Majorana representation. Since this representation is
not encountered before, the corresponding form of F will be derived here. This
leads to conclusions about the preferred polarization states of this representation.
However, the Majorana representation that will be used here is slightly different
from the standard representation (1.50).
In the standard Majorana representation (1.50), the generator of the boost in












As seen before, optical Majorana states are eigenstates of Lorentz boosts along
the propagation direction, which has been the ẑ-direction throughout this thesis.
It would therefore be convenient if there was a Majorana representation that
diagonalises the boost in the ẑ direction instead.
Since the generators of Lorentz transformations acting on spinors are given
by Σ0j = i4 [γ
0, γj ], equation (1.31), the form of these generators depends on
the choice of representation of the Dirac equation. Different representations
diagonalise different generators. The generator Σ03 can be transformed into a
diagonal form by performing a cyclic rotation on the spatial γ-matrices:
γ0 → γ0 γ1 → γ2 → γ3 → γ1 (5.11)
as now the generator S02 is transformed to S03:






. (modified Majorana representation)
This permutation leaves the Clifford algebra (1.30) invariant and is therefore also
a physically allowed representation of the Dirac equation.
Using this cyclic permuted Majorana representation (5.11), the Hamiltonian
(5.8) is written in the following form:
i∂tψ =
(
pz −σ3px − σ1py
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Analogous to the Dirac and Weyl representations, it can be predicted that the
Hamiltonian for the optical field has the same structure as the fermionic Hamil-
tonian. Replacing the Pauli spin matrices by the spin-1 matrices (1.19) gives the
following 6× 6 matrix:
i∂tF =

pz 0 0 0 ipx 0
0 pz 0 −ipx 0 ipy
0 0 pz 0 −ipy 0
0 ipx 0 −pz 0 0
−ipx 0 ipy 0 −pz 0
0 −ipy 0 0 0 −pz

F. (5.12)
From this equation the components of F can be derived. The time derivative of
the electric field can be expressed in spatial derivatives of the magnetic field, and
vice versa, by Maxwell’s equations (1.35b). These derivatives are transformed
into components of the momentum by a Fourier transformation. Since pz appears











































Taking superpositions of these combinations gives the two vectors that satisfy
equation (5.12), with specific constraints:
F1 =

(Ex +By) + (Ey −Bx)
i(Ez −Bz)
(Ex +By)− (Ey −Bx)
−(Ex −By) + (Ey +Bx)
i(Ez −Bz)
−(Ex −By)− (Bx + Ey)

; Ez = −Bz,
F2 =

(Ex +By)− (Ey −Bx)
−i(Ez +Bz)
−(Ex +By)− (Ey −Bx)
(Ex −By) + (Ey +Bx)
i(Ez +Bz)
(Ex −By)− (Ey +Bx)

; Ez = Bz.
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The upper three components of the vectors F1,2 correspond to components of
a linearly polarized electromagnetic wave travelling in the positive ẑ direction,
and the lower three correspond to a wave travelling in the negative ẑ direction.
These combinations are exactly the combinations found in (5.3), the eigenstates
of Lorentz transformations. The vectors can be simplified by taking linear combi-
nations of F1 and F2, that are also solutions of (5.12). The sum and difference of



























However, by combining F1 and F2 the two constraints are also combined; Ez =
Bz = −Bz, which can only be satisfied if Ez = Bz = 0, consistent with a plane
wave travelling in the ẑ-direction. This condition is a consequence of the definition
of the gamma matrices. In the standard Majorana representation the condition
would have been Ey = By = 0, which reflects that the direction of propagation
was here the ŷ-direction. The modified representation favours the ẑ-direction as
direction of propagation. The two vectors Fa,Fb are related to each other by a
rotation over φ in the (x, y)-plane; Fa(φ+ π/2) = Fb.
It can be concluded that the eigenstates of the Hamiltonian (5.12) are linearly
polarized waves. This is in contrast with the solutions in the Dirac representation,
where the polarization was unspecified and could be chosen freely. It is in
agreement with the observation that the optical analogue of charge conjugation
is the combined reversal of parity and time, of which eigenstates are linearly
polarized waves.
The quest for finding optical Majorana states can now be divided into two
parts. On the one hand, there are systems possible that mimic the superconducting
systems where Majorana excitations occur. On the other hand, there are optical
systems possible that favour linear polarization, but where the analogue with a
fermionic systems is not clear or not even present. Both types of systems will be
discussed in the next two sections, starting with the construction of optical modes
that are the analogy of fermionic Majorana-like excitations.
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5.3 Construction of optical Majorana excitations
In section 2.1.3 the fermionic Majorana excitations in solid-state systems were
discussed. It was possible to create these excitations because of the particle-hole
symmetry in superconducting systems; these excitations are their own antiparticle,
hence invariant under charge conjugation. This Majorana physics has been
simulated with light instead of fermions in various optical experiments.
An example of these experiments is the design of an optical system that shows
the same characteristics as Kitaev’s 1D chain (section 2.1.3); this can be realized
with photons in a 1D array of optical cavities [166]. These cavities support a single
photon mode each, which implies that the photons behave effectively as if they
were spinless fermions; fermions in the presence of a magnetic field, such that
only one spin state is allowed. The cavities are coupled through nearest-neighbour
tunnelling as the photon modes overlap slightly. Under specific conditions3 the
Hamiltonian can be written in a way similar to the modified Kitaev Hamiltonian
(2.11).
Other experiments that simulate the Majorana physics include [167] that
studied the non-Abelian statistics of Majorana modes with an optical quantum
simulator, and [168] that coupled two photonic crystals to simulate the Majorana
equation decoupled into two Dirac equations. A different experiment, based
on optically simulating the particle-hole symmetry mechanism by considering
the effect of different transformations on the polarization states [169], will be
discussed next.
5.3.1 Optical simulation of particle-hole symmetry
The simulation of the particle-hole symmetry with light as described in [169]
confirms the prediction that optical Majorana states are linearly polarized waves.
The analogy is as follows. Propagating waves in two dimensions can be classified
as either TE or TM modes. These modes can be transformed into each other by
the dual-symmetry of Maxwell’s equations (2.47) and can be used to simulate
the particle-hole symmetry. However, since particles and holes have positive
and negative energies (with respect to the Fermi energy) respectively, the dual-
symmetry alone is not sufficient.
3The energy to add a photon needs to be very large compared to the energy cost to tunnel from
one cavity to another.
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From equation (5.7) it can be deduced that the sign of the energy is related to
the handedness (helicity)of the field; handedness inversion can be used as an alter-
native for changing positive to negative energies. For this purpose metamaterials
with positive and negative refractive index can be used, as this effectively changes
the handedness of the light. However, handedness inversion also effectively inverts
the momentum direction k. It was concluded [169] that the particle-hole symme-
try can be simulated by the dual-symmetry and handedness inversion combined; a
right-handed TE mode representing a particle can be transformed to a left-handed
TM mode representing a hole.
The effect of this transformation on the fields can be found by considering
the following example. A TE mode is propagating in the ẑ-direction, with the
electric field pointing in the x̂-direction and the magnetic field in both the ŷ and
















The effect of this transformation is also shown in the following diagram:
Figure 5.1: Particle-hole symmetry simulated with light modes
It can be concluded that the total transformation interchanges the directions
of the electric and magnetic fields, and inverts the propagation direction. This
concept can be extended from light in a metamaterial to plane waves in vacuum,
yielding the polarization states of plane waves that are invariant under this optical
analogue of particle-hole inversion.
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5.3.2 Free space modes
If a plane wave of light in vacuum is linearly polarized in either the x̂ or ŷ
direction, the transformation (5.16) simplifies to4
{k = kz,E = Ex,B = By} → {k = −kz,E = Ey,B = −Bx}, (5.17a)
{k = kz,E = Ey,B = −Bx} → {k = −kz,E = −Ex,B = −By}. (5.17b)
Under this total transformation the direction of propagation is inverted and the
polarization direction is rotated over π/2 about the momentum vector. A rotation
like this does not have an effect on the polarization of a circularly polarized wave,
as can be seen from adding the two transformations (5.17):
{k = kz,E = Ex + iEy} → {k = −kz,E = Ey − iEx} =
{k = −kz,E = −i(Ex + iEy)}.
The only change between the initial and final state is the direction of propagation,
which is reversed.
However, the helicity of the field is inherently related to the direction of propa-
gation; it is the projection of the spin onto the momentum direction. Therefore,
there are two different interpretations of this transformation possible. A right-
handed wave travelling in the +ẑ direction can be transformed to a right-handed
wave travelling in the opposite direction, or a left-handed wave travelling in the
same direction;





From this observation it can be concluded that the action of the charge conjugation
operator (5.2), changing the field directions but keeping the propagation direction
unchanged, is equivalent to keeping the field directions unchanged and reversing
the propagation direction.
Depending on the choice of “antiphoton-state” (5.18), the superposition of a
photon and “antiphoton” can be interpreted in two ways: either two right-handed
waves travelling in opposite directions, which gives a standing wave (necessarily
linearly polarized), or one right- and one left-handed wave travelling in the same
direction; this gives a travelling wave but it is also linearly polarized5.
4Although this agrees with [169], it might not be appropriate to take the analogy from optical
modes in metamaterials to vacuum.
5To distinguish between the two situations the flux of the chirality density, which is an appropri-
ate measure for the helicity locally [117], might be worth considering.
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However, whether a standing or travelling wave is observed depends merely
on the choice of reference frame. Moving along with a travelling wave a standing
wave is observed and vice versa. This is comparable to the choice in representation
of the Dirac equation; transforming the states from the Weyl representation to
the Majorana representation transforms propagating waves to standing waves but
does not physically change the states. This is in agreement with the observation
that the wave modes derived from the optical Dirac equation (5.15) are linearly
polarized, but there is no way to distinguish whether these are travelling or
standing waves, as light waves move with the speed of light. There is no reference
frame possible in which the wave is a standing wave.
The superposition of two waves with opposite helicity propagating in the same
direction resembles the TE and TM modes of the Bessel beams. The superposition
of two waves with the same handedness travelling in opposite directions was not
considered for Bessel beams, but there is no physical distinction possible between
these and the optical TE/TM modes. Hence it can be concluded that the TE and
TM modes for Bessel beams behave as optical Majorana modes; these are the
closest analogue of fermionic Majorana Bessel beams. The next section will make
this correspondence even more clear by considering optical systems that favour
linear polarization. These optical states that appear are either TE or TM modes,
and appear on the edges of the system. Further, the number of degrees is halved
as either mode is allowed on one edge only.
5.4 Optical systems that favour linear polarization
The previous subsection considered how to optically simulate the particle-hole
symmetry that is necessary to create Majorana-like excitations in superconductors.
However, there are also optical states that demonstrate the Majorana physics while
they are not designed to do so in any way, but appear so naturally. A distinction
can be made between free space modes, surface states and bulk modes.
The optical Majorana modes in free space are simply linearly polarized waves.
In contrast, Majorana fermions in free space have been unconfirmed up to now.
All known particles in the Standard Model behave as Dirac fermions except the
neutrino; it is still unknown whether this is a Dirac or Majorana fermion [88].
Optical surface modes appear in different forms, and are the analogue of the
fermionic Majorana excitations in solid state systems. However, there are also
modes in the bulk of optical crystals that are restricted to linear polarization.
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There are no fermionic analogues of these modes. Two examples of surface modes
and one example of a bulk mode will be discussed in the next subsections.
5.4.1 Reflection and refraction
The first example of an optical surface mode considers light that is incident on a
boundary between two media. It can be reflected back into the first medium or
transmitted into the second. The fraction of the light that is reflected is determined
by the Fresnel coefficients. These coefficients depend on a number of parameters;
the angle of incidence, the ratio between ε and µ of the two media and, but
most importantly, the polarization direction of the light, that can be either s-
polarized or p-polarized. The wave is s-polarized if the electric field lies in the
plane perpendicular to the plane of incidence (i.e. parallel to the surface), or
p-polarized if the electric field is parallel to the plane of incidence (parallel to the
normal plane and perpendicular to the interface).








































The coefficients Rs and Rp are in general not equal to each other and field
components will be refracted in different amounts. For example an incident
circularly polarized wave, with both polarizations present in equal amounts, will
not be circularly polarized any more when reflected or transmitted but elliptically.
However, linearly polarized light will always remain linearly polarized.
However, if the interface is between two media that have the same ratio εµ , the




∣∣∣∣cos(θi)− cos(θt)cos(θi) + cos(θt)
∣∣∣∣2 , Rp = µε
∣∣∣∣cos(θt)− cos(θi)cos(θt) + cos(θi)
∣∣∣∣2 .
These coefficients are equal to each other. If the electric field corresponds to one
polarization direction, the magnetic field is aligned with the other direction and
both fields will be refracted equally. This process conserves the dual-symmetry
(2.47) [120].
If the interface does not conserve dual-symmetry, evanescent waves appear
that propagate along and decay away from the interface. These evanescent waves
are either TE or TM modes, but cannot appear at the same time. This reduces the
four modes (two polarizations for both propagation directions) that are accessible
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in free space to two; this is the photonic quantum spin Hall effect [170]. The
momentum direction and transverse spin direction of these modes are coupled to
each other.
5.4.2 Surface plasmon polaritons
Another example of an optical wave that propagates along a surface is the surface
plasmon polariton (SPP). SPPs propagate along the surface between a conductor
and a dielectric (or vacuum). They are trapped on this surface due to their inter-
action with the free charges in the conductor [171]; the electrons on the surface
resonate with the light wave. This explains the name SPP; an electromagnetic
wave (polariton) moves along a surface and causes charges to move collectively in
the conductor (plasmon).
The interaction between the surface charges and electromagnetic wave in-
creases the momentum of the wave kSPP compared to the momentum k0 of a
wave in free space with the same frequency; the velocity of propagation decreases.






with εd the electric permittivity of the dielectric and εc of the conductor. The
condition kSPP > k0 is satisfied for metals, as εc is negative. This increase in
momentum has an important consequence; the field component perpendicular to
the surface decays exponentially as it cannot radiate. As a result an SPP cannot be
directly excited by shining light on the conductor surface. It can only be generated
by incident light that is totally internally reflected at the surface, approaching
the boundary from the conductor side. The momentum is large enough in the
conductor to excite an SPP.
Taking the transition from conductor to dielectric in the ẑ-direction, the SPP
propagates along the surface in the x̂-direction and decays in the ẑ-direction. It






It can be concluded that the transverse component is in general larger than the
longitudinal component. The accompanying magnetic field is necessarily polarized
in the ŷ-direction; parallel to the surface and perpendicular to the propagation
direction. This is a TM mode, and due the boundary conditions there is no TE
mode allowed.
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Both of the edge states considered here (the evanescent waves and the SPP
modes) demonstrate two important properties in the context of Majorana surface
modes; a unique wavenumber and a halving of the number of accessible modes.
For a transmitted evanescent wave the wavenumber is determined by the incident
light, and the number of states is halved by the photonic quantum spin Hall effect.
When exciting an SPP, there is a unique wavevector k for every wavelength of
the light involved as a consequence of (5.19) [173], and every SPP is a TM mode,
halving the number of accessible modes.
These optical surface modes are comparable to the Majorana states in p-wave
superconductors, that allow for only one mode for each wavevector, with the
momentum direction and sign of the energy coupled to each other and oppositely
polarized modes localized on opposite boundaries of the superconductor. However,
the main difference with the optical boundary modes is that the propagation
direction depends on the propagation direction of the incident light. The spin
direction is then determined by coupling to the momentum.
5.4.3 Optical Majorana bulk modes
To conclude this chapter, a special class of optical Majorana states will be consid-
ered that appear in the bulk of a system, in this case a photonic crystal. There are
no analogous fermionic Majorana modes, as a fermionic Majorana mode is always
spatially separated in two parts. This makes the modes appear at the edges of the
system. Optical Majorana modes do not have to be spatially separated, but they
do need to conserve specific symmetries.
A photonic crystal can be created by stacking (alternating) layers of two media
with different refractive indices on top of each other, or by using one uniform
medium with a two-dimensional array of holes. A result of this periodicity is
that the photon states are described by Bloch functions, similar to the electron
wavefunctions in solid state systems. The wavenumber is bounded from below by
the inverse length of the Brillouin zone, kmin.
These photonic crystals can be used to slow down light. Slow light has many
practical applications in optical signal processing, as the arrival of the optical
signals can be controlled. Further, slowing down light increases the energy density
of the light, enhancing interactions between light and matter. It depends on the
medium characteristics how the slowing down is achieved. One example is by
dispersion; the group velocity can be designed to strongly depend on the frequency
and be much smaller than c. Moreover, the photonic crystal can be engineered to
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have a photonic bandgap in which it acts as an insulator and does not transmit
light of certain frequencies [174]. This is caused by backscattering at the edges
of the unit cell, creating counterpropagating waves6. If the wavenumber is close
to kmin, where the group velocity dω/dk vanishes [175], the resulting wave is
propagating very slowly. The light can even be stopped completely when the
wavenumber is exactly equal to kmin.
The concept of slow light is not in contradiction with the conservation of
energy. When the group velocity gets close to zero the energy density increases,
keeping the rate of energy transfer constant [176].
Light propagating in a photonic crystal does not necessarily have to be trans-
versely polarized as in vacuum, but can have longitudinal components, just like the
TE and TM modes in an optical waveguide. The light will generally be elliptically
polarized [177] but there are also points at which the light is perfectly circularly
polarized. These points are called C-points, and the electric and magnetic field
components are exactly out of phase by π/2.
This circular polarization is transverse circular polarization, in contrast to
longitudinal circular polarization for plane waves in vacuum. Transverse circular
polarization is comparable to the transverse spin momentum in evanescent waves
[170] and reverses sign under T -reversal. Longitudinal circular polarization (i.e.
helicity) does not, as both the sense of rotation and the propagation direction are
reversed. However, for both transverse and longitudinal circular polarization the
directions of propagation and the spin momentum are coupled to each other; a
wave travelling in the opposite direction also reverses its spin direction.
C-points are surrounded by an area where the light is elliptically polarized,
with the polarization direction rotating around the C-points. This defines the
charge of the C-points: the direction of rotation of the polarization ellipses, as
shown in figure 5.2. It is shown that C-points occur in pairs of the same charge
but in regions where the polarization is of opposite handedness. As a result they
are separated by an L-line, where the polarization is purely linear [177].
6See Appendix B for a more detailed discussion about wave modes in stratified media.
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Figure 5.2: Simplification of a figure from [177] showing the polarization
direction of light in an optical crystal. RH and LH denote the handedness of the
polarization ellipses. They are separated by a L-line; a line of linear polarization.
The area shown here is one unit cell.
If the wavenumber has the right value, the light can be stopped completely
by the interference of counterpropagating waves. This corresponds to the con-
servation of time reversal and hence any circular polarization must vanish. This
is confirmed in simulations [175]: when the wavenumber approaches the edge
value of the Brillouin zone the C-points approach and annihilate each other on
the L-line separating the two. This is caused by the interference of the counter-
propagating waves, which makes the longitudinal electric field component vanish;
there is no overall transverse circular polarization.
This observation can be illustrated by considering a transversely circularly
polarized plane wave in a photonic crystal, travelling in the ẑ direction with field
components Ex,Ez and By, and the spin pointing in the ŷ direction. Reflection at
the edge of a unit cell gives rise to the time-reversed wave
T : {Ex − iEz,By,Sy,kz} → {Ex + iEz,−By,−Sy,−kz}.
Taking the superposition of these two waves, the only non-zero field component
is Ex, hence the field is linearly polarized. It can thus be concluded that in a
photonic crystal, when the wavenumber is on the edge of the Brillouin zone, the
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reflected, time-reversed, wave interferes with the propagating wave and creates a
standing wave. This standing wave is necessarily linearly polarized, conserving
time-reversal symmetry.
5.5 Conclusions
In this chapter the optical analogue of charge conjugation was derived as the
composite of time and parity reversal. Eigenstates of this operation are linearly
polarized waves. The same conclusion can be drawn from considering the optical
Dirac equation in the Majorana representation.
Fermionic Majorana excitations are created in superconductors, systems that
respect the particle-hole symmetry. It is possible to engineer a system with photons
described by the same Hamiltonian as a one-dimensional p-wave superconductor.
Further, the particle-hole symmetry can be optically simulated by the combined
action of duality symmetry and helicity inversion. States that are symmetric under
this transformation are linearly polarized, either travelling or standing waves.
However, there also exist systems where light is confined to linear polarization;
these systems involve a boundary that breaks the dual-symmetry between the
electric and magnetic field, halving the number of accessible states. This is
comparable to the halving of states in fermionic systems due to the breaking
of time-reversal symmetry. The wavenumber of the optical boundary modes
(evanescent waves) that appear depends on the wavenumber of the incident light.
Finally, there are also Majorana-like modes possible in the bulk of photonic
crystals. There does not exist a fermionic analogue of these bulk modes, as
fermionic Majorana modes need to be spatially separated and hence always
appear on the boundaries of a system. The periodicity of the system makes waves
appear in counterpropagating pairs, conserving time-reversal symmetry and giving
rise to standing waves.
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Angular momentum in parabolic
coordinates
6
In section 1.2 it was mentioned that the transverse Helmholtz equation is separable
in different coordinate systems. These include Cartesian and cylindrical polar
coordinates, but also cylindrical parabolic and elliptic coordinates. All these
coordinate systems are cylindrical systems; the longitudinal (ẑ) axis is the same
while only the definition of the transverse coordinates is changed.
Propagation invariant fields are defined by their angular spectrum as expressed
by the Whittaker integral (1.9b). This angular spectrum is defined on a circle
with constant radius k⊥ and only a function of the azimuthal angle φk. As a
result, the longitudinal and transverse wavenumbers are constant and the beam
retains its shape upon propagation [178]. The spectrum of a Bessel beam (1.8)
has a uniform amplitude over φk, reflecting the invariance of Bessel beams under
rotations about the ẑ-axis. However, this is not a necessary condition and spectra
in other cylindrical coordinate systems can vary in amplitude as a function of φk.
This creates beams with various intensity patterns, reflecting the symmetries of
the corresponding coordinate system.
The basis states in cylindrical elliptic and parabolic coordinates are Mathieu
and Weber beams respectively. In the rest of this chapter the name Weber beam
will not be used to avoid confusion with the Weber functions, special solutions of
the wave equation in parabolic coordinates. The beams will be called parabolic
harmonics instead. Different beams conserve different mechanical quantities
depending on the specific symmetries of the coordinate system.





(u2 − v2), y = uv. (6.1)
The parabolic coordinate system is shown in figure 6.1. The surfaces of
constant coordinates u and v describe parabolae that open to the negative and
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positive x-direction respectively. Close to the focal point of these parabolae the
system resembles the cylindrical polar coordinate system, but only in one half
of the plane; the parabolae describe an almost circular path around one side
of the focus but become elongated on the other side. Expressing the parabolic
coordinates (6.1) in polar cylindrical coordinates shows this explicitly1:
u = h cos(β), v = h sin(β). (6.2)
This is similar to expressing Cartesian coordinates in cylindrical coordinates,
x = r cos(φ), y = r sin(φ), but with h =
√
2r and β = φ/2. Because the azimuthal
dependence of parabolic coordinates is described by β instead of φ, the parabolic
system can be considered as a “half-a-polar”-system.
Figure 6.1: The parabolic coordinate system. Contours of constant coordinate u
and v, both for values 1, 2, 3, 4 are shown in the region x, y ∈ [−10, 10]. Lines of
constant u open to the negative x-axis, lines of constant v open to the positive x
axis.
This is exactly where the difficulty of working with parabolic coordinates lies:
the coordinates are not continuously defined everywhere on the transverse plane
as the coordinate v is discontinuous on the negative x-axis2 [179].
1See Appendix C for all relationships and transformations for parabolic coordinates.
2This can be deduced from expressing the parabolic coordinates in Cartesian coordinates,
equation (C.1). For negative x, taking the limit y → 0 depends on the sign of y.
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This has as a consequence that, although the parabolic coordinate system
resembles the cylindrical polar coordinate system, it does not conserve OAM. It
does conserve another mechanical quantity called parabolic momentum. The
question is now how this parabolic momentum is different from OAM, and how
OAM manifests itself in parabolic coordinates. Is there a coupling possible between
spin and orbital angular momentum in parabolic coordinates? Or is there a
coupling between the SAM and parabolic momentum instead?
First some characteristics of parabolic coordinates will be discussed, in particu-
lar the conserved quantity associated with the symmetry of this coordinate system.
This will be followed by the derivation of the field solutions, and an investigation
into the spin-orbit coupling effects.
6.1 Characteristics of parabolic coordinates
Cylindrical polar and parabolic coordinates are both related to cylindrical elliptic
coordinates, that can be regarded as the most general coordinate system. The
Cartesian, cylindrical polar and parabolic coordinate systems can be retrieved
from this system by taking suitable limits.
Figure 6.2: The elliptic coordinate system. Contours are shown for ξ =
{1, 1.5, 2} and η = {π/3, π/4, π/6} with α = 1. The region x, y ∈ [−2, 2] is
shown.
The Cartesian coordinates are in terms of elliptic coordinates η, ξ given by
x = α cosh(ξ) cos(η), y = α sinh(ξ) sin(η),
149
ANGULAR MOMENTUM IN PARABOLIC COORDINATES
Figure 6.3: Comparison between the different coordinate systems. Top: the
transformation of the elliptic coordinate system when taking different limits of α.
a): α → ∞; b): α → 0; c): considering an area close to x = +α. Bottom: the
corresponding coordinate systems; d): Cartesian; e): polar; f): parabolic. The
range of all coordinate axes is [−2, 2] except for the x-axis in c) which is [0, 2].
with α the focal distance: the distance between the focus and the origin of the
coordinate system. This is shown in figure 6.2.
Taking suitable limits of α reduces the elliptical coordinate system to the
other coordinate systems; in the limit α→∞ the system looks like the Cartesian
coordinate system, while in the limit α→ 0 the foci come very close together and
the cylindrical polar coordinate system is retrieved. Close to one focus, with the
other one at infinity, the coordinate system resembles the cylindrical parabolic
coordinate system. This explains the shape of the parabolae: they only resemble
circular lines on one side of the focus and become elongated on the other side,
and a discontinuity appears along the elongation direction. Approximations of
these coordinate systems and their actual forms are shown in figure 6.1. Each
coordinate system has different associated conserved quantities; the constants of
motion.
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6.1.1 Constants of motion
Constants of motion are the mechanical quantities that characterize the trajectories
of a particle. The derivation of these conserved quantities by the Euler-Lagrange
equations (2.16) was discussed in chapter 2. Here the different fields (scalar,
spinor and vector) were described without specifying the coordinate system that
was used. Another approach is to first derive a general expression for the conserved
quantities of a scalar particle, and then vary the coordinate system in which the
particle is described. This will demonstrate which quantities are conserved by the
basis solutions in that coordinate system. This method will be used to derive the
constants of motion of the parabolic coordinate system.
In a general curvilinear coordinate system, described by the transverse coor-









where f1, f2, g1, g2 are functions of the coordinates and depend on the system
considered. Solving the Euler-Lagrange equations in both coordinates p and q













This constant G is the constant of motion, that can be written in terms of three
operators; the Hamiltonian, the angular momentum in the ẑ direction Lz and the
Runge-Lenz vector. The Hamiltonian operator is in general terms given by [180]
〈H〉 = E = 1
2
[f1(p) + f2(q)](ṗ
2 + q̇2)− g1(p) + g2(q)
f1(p) + f2(q)
, (6.5)





This vector is clearly perpendicular to the angular momentum. Only one trans-
verse component of this vector needs to be considered, as under rotations in
the transverse plane px → py → −px the components transform into each other






ANGULAR MOMENTUM IN PARABOLIC COORDINATES
Comparing the expression of (6.4) to the expressions of H,Lz and Kx in elliptical
coordinates3 gives the relationship [180]




Taking the same limits as shown in figure 6.1 of (6.7) gives the following constants
of motion associated with Cartesian and cylindrical polar coordinates:
Cartesian: α→∞ G ≈ H,
Cylindrical polar: α→ 0 G ≈ L2z.
This shows that cylindrical polar coordinates conserve the square of the OAM.
This is because separable solutions of differential equations are real functions
[178]. A Bessel beam, as a limiting case of a Mathieu beam, is a standing wave
in the azimuthal direction. It is described by cos(φ) or sin(φ) and is hence not
an eigenstate of the Lz operator but of L2z. However, creating a superposition
cos(φ)± i sin(φ) yields a helical beam, and this is an eigenstate of Lz. The phase
winds around the propagation axis upon propagation. This gives the Bessel
beam expression (1.7), with the order ` both the eigenvalue of the OAM and the
separation constant found when solving the wave equation (1.6).
Writing the Lagrangian in parabolic coordinates (C.6a) and using the ex-
pressions for the Hamiltonian (C.6b) and OAM operator (C.6c) shows that the





(u2p2v − v2p2u)− 2mk(u2 − v2)
]
= mKx.
The conjugate momenta are pu = m(u2 + v2)u̇ and pv = m(u2 + v2)v̇. This
constant turns out to be related to the separation constant found when solving the
Helmholtz equation in parabolic cylinder coordinates, similar to the appearance
of the quantum number ` in the derivation of Bessel beams.
































− kmacosh(ξ) cos(η)− 1
cosh(ξ)− cos(η)
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6.1.2 Separation of variables
Applying the separation of variables procedure as explained in section 1.2 to






v)A(u, v) = −k2⊥A(u, v). (6.8)
The solution A(u, v) can be separated in two parts, each dependent on one
coordinate A(u, v) = M(u)N(v). Inserting this in (6.8) gives two equations, with
separation constant 2k⊥a:
M ′′ = (2k⊥a− u2k2⊥)M, (6.9)
N ′′ = −(2k⊥a+ v2k2⊥)N. (6.10)
Now making a linear combination v2M ′′+u2N ′′ shows that 2k⊥a is the eigenvalue




MN = 2k⊥aMN. (6.11)
This operator is the parabolic momentum K, in Cartesian coordinates given by the
anticommutator of the momentum in the ŷ-direction and the angular momentum:
{Lz, py} [181]. This parabolic momentum is related to the x̂-component of the
Runge-Lenz vector [55];







From the comparison between cylindrical polar and parabolic coordinates it was
concluded that the parabolic system resembles “half-a-polar” system, as it is elon-
gated in one direction. It is therefore expected that its conserved quantity is that
of the cylindrical polar coordinate system (OAM) modified with a translation. This
is in agreement with the definition of the parabolic momentum as the anticom-
mutator of the OAM operator and the momentum operator in the ŷ-direction.
It interpolates between angular and linear momentum, similar to the limit of
elliptical coordinates that gives rise to the parabolic coordinates: close to one
focus instead of decreasing the focal distance (polar), while the other focus is at
infinity instead of having both infinitely far apart (Cartesian).
6.2 Parabolic field solutions
The differential equations (6.9) and (6.10), sometimes called the radial and
angular equations, are related to each other by the substitution u→ iv. They can
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be brought in the standard form by making the transformation z =
√
2k⊥u:






P (z; a). (6.12)
Writing the solution P (z; a) as a power series and inserting this into (6.12) gives
a recurrence relationship for the coefficients [179]:










For the even solutions Pe the first coefficients are {c0 = 1, c1 = 0}, while for the
odd solutions Po, the zeroth coefficient is zero {c0 = 0, c1 = 1}4.
The notation as used in [179] is adopted here, but these functions are also
described in [182], where the functions P (z; a) correspond to the functions
W (a, x). Similarly, the functions Pe(z; a) = w1(a, x) and Po(z; a) = w2(a, x) are
defined in (12.14.9) and (12.14.10), and W (a, x) can be expanded in terms of
w1(a, x) and w2(a, x) as described in (12.14.8). The functions w1, w2 are related
to Kummer functions, see (12.14.15) and (12.14.16) in [182].
Since the coordinate v is discontinuous for negative x, a continuous solution
is always a product of two odd or even functions [179]5










4There also exist solutions of (6.12) that can be found by making the replacement z →
√
iz.











where the solutions f(z) = Din(κz) are so-called Weber functions, with κ =
√
2ik⊥. Solutions of
the transverse Helmholtz equation (6.8) are given by the product of two Weber functions:
M(u)N(v) = Din(κu)Dim(κv), (6.14)
under the condition that the integers m and n are related to each other by m+ n = −1. However,
these solutions do not describe physical fields correctly, as they are not continuous on the transverse










↔ 〈K〉 = in+ 1
2
. (6.15)
Due to the transformation z →
√
iz, the integer n is multiplied by a factor of i, making the
expectation value of the parabolic momentum operator complex. Expectation values that correspond
to measurable quantities need to be real. This makes that the solutions (6.14) are not physically
allowed.
5The products of one odd and one even function are double-valued in (vector) space. However,
in space with a spinor structure, the requirement of single-valuedness does not imply that the values
of the wavefunctions are equal at every point. Hence these (odd-even and even-odd) wavefunctions
are also valid solutions in spinor space [183].
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Figure 6.4: Intensity patterns of stationary parabolic beams described by (6.16).
a): Ue,k,1, b): Ue,k,−4, c): Uo,k,1, d): Uo,k,4. These plots show that the solutions
Ue,k,a are even with respect to the x-axis, clearly visible for x > 0, while the odd
solutions have a node. Changing the sign of a creates the pattern reflected in the
y-axis.
A couple of stationary solutions are shown in figure 6.4. These solutions are
perpendicular to each other with respect to a [179]:∫
d2S Ue/o,k,a(u, v)U
∗
e/o,k,a′(u, v) = δ(a− a
′), (6.17)
where the integral is taken over the infinite transverse plane. They form a complete
set of functions and any diffraction-free optical field can be expressed in them.
These functions are specified by their eigenvalue of the parabolic momentum
K, similar to the order of the Bessel beams (1.7) that is the eigenvalue of the
OAM operator. The orthogonality of the parabolic harmonics follows from the
orthogonality of the corresponding angular spectra, as discussed in the next
section.
6.2.1 The angular spectrum
The spatial field distribution of a propagation invariant beam can be found from
its angular spectrum, as earlier explained in section 1.2.1. The angular spectrum
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of Bessel beams is given by (1.8): A(φ) = eimφ, and has as result that the intensity
pattern is independent of φ. This property enabled Durnin [25] to generate a
Bessel beam by using an annular slit. For other types of beams the slit needs to
modulated as described by the amplitude of the angular spectrum. This spectrum






exp (ia ln |tan(φ/2)|) , (6.18a)
Ao(φ; a) = −i
{
−Ae(φ; a) φ ∈ (−π, 0),
Ae(φ; a) φ ∈ (0, π),
(6.18b)
where the subscripts correspond to the subscripts of (6.16). The spectrum A(φ)
is only defined on one half of the plane, φ ∈ (0, π), due to the branch cut on the
negative x-axis. Field solutions on the full transverse plane can be defined by
extending the spectrum to the other half of the plane in an odd or even way. This
creates the stationary parabolic beams as shown in figure 6.4. The spectrum (6.18)
was used in 2005 [185] to experimentally realize the first parabolic optical beams
of zeroth order with the aid of an annular slit. Computer generated holograms
were used to generate higher order beams. The intensity pattern observed showed
the characteristics of even and odd modes, where the intensity followed parabolic
lines [185].
The identity (6.17) is a result of the orthogonality of the corresponding spectra
of the parabolic harmonics [181]. This is shown by taking the inner product of
the two spectra:
























= δ(a′ − a).





are positive, hence the absolute








from the first to the second line, changing the limits of the integral to (−∞,∞)
and yielding the Jacobian factor sin(φ). This is followed by implementing the
definition of the Dirac delta function.
Similar to Bessel beams, parabolic beams stretch out to infinity in the transverse
plane and therefore need to be regularized by a Gaussian envelope. The parabolic-
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Gauss beams are described by [186] (where they are called Weber-Gauss beams):




















Here u(z) = 1 + iz/zR with zR the Rayleigh length, see Appendix A. There is only
one parameter a, comparable to the parameter ` of the Bessel beams.
6.2.2 Accelerating beams
Travelling waves, as opposed to stationary waves, can be described by superpo-
sitions of even and odd modes, Ue,k,a(u, v)± i Uo,k,a(u, v). An example is shown
in 6.5. From (6.18) it can be concluded that the spectrum of these beams is only
defined on half of the plane. These beams can be interpreted in two different ways;
they are non-diffracting and propagating in a straight line (in the ẑ-direction), or
they are accelerating along a parabolic curve [181]. These beams are said to be
accelerating as their intensity pattern shifts in the transverse direction (x̂) with an
increasing velocity upon propagating (along ŷ). Important to note here is that the
propagation direction is changed from the ẑ-direction to the ŷ-direction!
Accelerating beams can even break the paraxial limit when they bend far
enough, but do retain their self-healing and non-diffractive nature [187]. They can
be constructed in different ways, based on creating a suitable superposition of rays
in phase space that gives the desired bending behaviour [188]. By superimposing
two beams that bend in different directions, two-dimensionally accelerating beams
can be designed that follow an elliptic trajectory [189]. Parabolic accelerating
beams have been created as superpositions of even and odd parabolic harmonics
[181], showing that the linear momentum flows in parabolic lines. This allows for
the transfer of parabolic momentum.
Accelerating beams can also be created from Bessel beams by taking only half
of the spectrum A(φ) with φ ∈ [0, π]; this gives forward propagating beams [190].
Taking the spectrum φ ∈ [−π, 0] creates a backwards propagating beam. These
beams are also called “half-a-Bessel” beams as each one only describes half of the
intensity pattern of concentric circles that is characteristic for Bessel beams. It
was found that the “half-a-Bessel” beams shift faster in the transverse direction
than accelerating parabolic beams [181].
Accelerating electron beams, numerically constructed by taking half of the
Bessel spectrum, showed that electrons can also exhibit nonparaxial accelerating
properties and self-healing [192]. These properties can be applied to improve the
resolution of electron microscopes.
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Figure 6.5: Transverse intensity pattern of an accelerating parabolic beam
described by the superposition Ue,k,a(u, v) + i Uo,k,a(u, v) with a = 3 and wave-
length 532 nm [191].
Other examples of beams that are defined by spectra breaking the circular
symmetry are pendulum beams as described in [178]. Their propagation invariant
intensity pattern can take all kinds of shapes, for example a “Gaussian profile”,
while they also diffract upon propagation.
It can be concluded that parabolic harmonics are characterized by their
parabolic momentum. The spectrum is defined on only half of the transverse
plane. With the aid of this spectrum both stationary and travelling beams can be
created. Travelling beams can also be interpreted as beams accelerating in the
transverse direction.
6.3 OAM in parabolic coordinates
Knowing the field solutions, the manifestation of OAM and spin-orbit coupling
effects in parabolic coordinates can be studied. From the comparison between
the cylindrical polar and parabolic coordinate systems it was concluded that the
parabolic coordinates resemble the cylindrical polar coordinates in only one half of
the plane. The field solutions (6.16) are not eigenstates of the OAM operator but
of the parabolic momentum K. However, the spectrum (6.18) can be compared
with the angular spectrum of the Bessel beams ei`φ to conclude to what extend
the parabolic field solutions can be approximated as OAM eigenstates.
Further, it was explained in section 1.4 that the spinor and vector solutions
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of the Helmholtz equation can be derived from the scalar solution, independent
of the choice of transverse cylindrical coordinates. When the fields are described
in polarization coordinates (1.14) the spin and orbital angular momentum are
coupled to each other. This is the result of the action of the OAM ladder operators
U± (1.16). The effect of these ladder operators on the parabolic harmonics can
be studied to draw conclusions about the manifestation of OAM and spin-orbit
coupling in parabolic coordinates.
6.3.1 Analysis of the angular spectrum
The angular spectrum of a Bessel beam is given by A(φ) = ei`φ: the amplitude is
constant while the phase increases linearly with φ. As a result, the OAM density of












Since the expectation value 〈L̃z〉 is a real number, its argument is equal to zero.
The same calculation can be performed on the parabolic spectrum (6.18). The
amplitude and argument of this spectrum are shown in figure 6.6, with the Bessel
beam spectrum also shown for comparison. These plots show that for φ = π/2 the
amplitude of the spectrum becomes constant and the argument increases linearly.
This is a necessary condition for an OAM eigenstate.
Using the fact that for this spectrum the derivative with respect to φ can be















The argument of this expectation value is zero for φ = π/2, where 〈Lz〉 = a.
This leads to the conclusion that around φ = π/2 the field resembles an OAM
eigenstate. This is exactly the direction of propagation (the ŷ-direction) for a
forward propagating accelerating beam.
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Figure 6.6: The amplitude and argument of the spectra of a Bessel beam (` = 1)
and a parabolic beam (a = 1). a): amplitude, b): argument. The Bessel beam
spectrum ei`φ is shown in blue; the amplitude is constant and the argument
increases linearly with φ. The parabolic spectrum has a minimum in amplitude
and the phase increases linearly at φ = π/2.
Figure 6.7: The argument of the expectation value of the OAM (6.20). The
argument becomes 0 at φ = π/2; the expectation value is real.
6.3.2 Vector and spinor fields in parabolic coordinates
As explained in sections 1.4.2 and 1.4.3, vector and spinor field solutions can be
derived from the scalar field solutions as in (1.38) and (1.40). It was found that
the field components were related to each other through the ladder operators for
the OAM, U± (1.16).
Vector parabolic harmonics The general method to derive vector fields from
a scalar solution is given by (1.37). With the definition of the curl operator in
parabolic coordinates (C.5b) the fields (1.37) are found to be:
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It can be verified that the divergence (C.5a) of these fields vanishes. The longitudi-
nal component of S can be simplified as this is equal to the transverse part of the
Laplacian ∇2ϕ (C.5c). These general expressions for vector parabolic harmonics
are similar to those found in [193]. However, parabolic vector harmonics can also
be derived in the polarization basis. These fields are in general terms given by
(1.38) and expressed in terms of the ladder operators U±. These are in parabolic




e±iβ (∂u ± i∂v) . (6.22)
These operators also appear in the derivation of spinor parabolic harmonics, as
will be shown next. This will be followed by a discussion of the effects of these
operators on the field solutions in the context of spin-orbit coupling.
Spinor parabolic harmonics To derive spinor parabolic harmonics, it is neces-
sary to write the Dirac equation in parabolic coordinates. The divergence γµ∂µ
can be written in parabolic coordinates as
γµ∂µ = γ
0∂t − γx∂x − γy∂y − γz∂z = γ0∂t − γu∂u − γv∂v − γz∂z.
By using the transformation rules ∂x = ∂u∂x∂u +
∂v
∂x∂v and similar for ∂y, the





0 0 0 u− iv
0 0 u+ iv 0
0 −(u− iv) 0 0






0 0 0 −i(u− iv)
0 0 i(u+ iv) 0
0 i(u− iv) 0 0
−i(u+ iv) 0 0 0
 .
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With these definitions, a general spinor field can be expressed in terms of scalar
fields multiplied by a matrix operator, as explained in section 1.4.3:


















Comparing this with the definition of U± (6.22) shows that the terms depending
on u and v, are proportional to the ladder operators:
−(∂u + i∂v)
u− iv
= −(∂u + i∂v)
u+ iv
h2








= −(∂u − i∂v)
u− iv
h2






Inserting these into (6.23) yields exactly the general spinor field expression (1.40).
This shows that this general expression indeed holds in any coordinate system.
Spin-orbit coupling effects The vector and spinor field components in equa-
tions (1.38) and (1.40) are related to each other through the U± operators. If the
ẑ-component of a vector field is given by the scalar field solution ϕ, the transverse
ê± components are proportional to U∓ϕ. Each field component carries a different
amount of SAM in this basis while the OAM value is shifted by the ladder operators
U±, conserving the total AM. Similarly for the spinor field; by raising or lowering
the OAM value of one of the components the total AM of every component is the
same. Thus, to find the corresponding expressions for parabolic vector and spinor
harmonics the action of the U± operators on a scalar parabolic harmonic needs to
be understood.
An important difference between the ladder operators in parabolic coordinates
(6.22) and in cylindrical coordinates (1.16) is that the operators in parabolic
coordinates are proportional to e±iβ = e±iφ/2. They do not raise or lower the
OAM with one unit, but only with a half unit. With this definition, the action of
the ladder operators can be divided into two parts. Firstly, the effect of taking
derivatives of (6.16) with respect to u and v. These solutions can be expressed in
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Figure 6.8: The shift in argument of the expectation value of the OAM induced
by the ladder operators U±. Shown are the arguments of the expectation value
of Lz, (6.20) with a = 2, red line, and the arguments of the spectra when shifted
by +φ/2 (green) and −φ/2 (blue).
Kummer functions (equations 12.14.15 and 12.14.16 in [182]) as:










































































Derivatives of these functions can be expressed in other Kummer functions, for










































However, how this result is related to the original function is not easily resolved.
Hence it is not possible to interpret the action of the raising or lowering operators
on the spatial dependence of the parabolic harmonics in a conclusive way.
Another way to investigate the effect of the U± operators is by studying their
effect on the angular spectrum A(φ). This get multiplied by e±iφ/2, which does
not change the amplitude. However, the complex argument of the expectation
value of Lz, (6.20), gets shifted in value but is again equal to 0 for φ = π/2. This
is shown in figure 6.8.
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A spectrum that is multiplied by einφ/2 with n ∈ Z can be expressed in terms of
the original spectrum, as expanding the spectrum in powers of φ around φ = π/2
gives the following relationship:











, and shows that raising the OAM with a half-
integer amount effectively changes the value of the parabolic momentum with a
half quantum as well. This is not surprising, as it was concluded earlier that at
φ = π/2 the beam resembles an OAM eigenstate. Moreover, accelerating beams
propagating in the ŷ direction are eigenstates of the py operator before they start
to bend; the action of py on the beam returns the original field expression. The
action of the parabolic momentum operator (6.11) is, as a result, equivalent to
that of the OAM operator.
The effect of raising or lowering the OAM by one unit There is another
approach to study the effect of raising and lowering the OAM on the parabolic
harmonics. Since parabolic harmonics describe a complete and orthogonal set of
functions, any modified parabolic harmonic can be expressed in the original set of
functions. Similar to (6.19), the inner product of two parabolic harmonics with
parabolic momentum a and a′, of which one has its OAM value modified by ±1, is
given by



























where the same transformation as in (6.19) is implemented. The parameter
w = a′ − a is a measure for the shift in parabolic momentum. This integral is the






with respect to w. Instead
of sines and cosines, this is a decomposition into parabolic harmonics. The Fourier
transform S±1(w) describes the weighting of the original parabolic harmonics in
the decomposition of a modified parabolic harmonic, according to the shift in
parabolic momentum. The real part of S±1(w, t) is approximately zero, while the
imaginary part is shown in figure 6.9.
164
6.3 OAM IN PARABOLIC COORDINATES
Figure 6.9: The imaginary part of the weight function S±1(w). Blue: +1, red:
−1. This figure shows clearly that S±1 has a singularity in the vicinity of w = ∓1.
The functions S±1(w) are each others mirror image.
This weight function can be used to find an approximate expression for the




′ − w) dw. (6.26)
The w-dependence of S±1(w) leads to the prediction thatA(φ; a∓1)e±iφ ' A(φ; a),
with possibly some smaller contributions from other parabolic harmonics. This is
in agreement with the approximation (6.25) found earlier. However, the function
S±1(w) is not defined for half-integer units of φ.
The integral (6.26) can be approximated by a discrete sum over w, con-
centrated around the value w = ±1. For a parabolic harmonic with parabolic
momentum a′ and its spectrum multiplied by e+iφ, the term S+1(−1)A(φ; a′ + 1)
describes the azimuthal dependence almost correctly, hence a = a′ + 1. Similarly
for an opposite shift in OAM, as shown in figure 6.10. This figure clearly shows
that discrepancies increase for angles further away from φ = π/2, in agreement
with the approximation (6.25). By summing over more values of w better ap-
proximations of the modified spectrum can be found. This will be left for future
considerations.
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Figure 6.10: Comparison between the imaginary parts of the parabolic har-
monic spectrum modified with e±iφ and the first term in its decomposition. a)
Comparison between the spectrum of a parabolic harmonic with a = 2, modified
by e+iφ, i.e. A(φ; 2)e+iφ, and the first term in the decomposition S+1(−1)A(φ; 3).
b)The same comparison, but now with A(φ; 2)e−iφ and S−1(+1)A(φ; 1). These
graphs show clearly that discrepancies increase further away from φ = π/2.
It can be concluded that a general parabolic vector field, of which the trans-
verse components are related to the longitudinal component through the U±
operators, have a parabolic momentum of approximately a± 12 . Simultaneously,
their OAM value is shifted to `± 12 as well. This is surprising, as all spin-weighted
vector fields encountered before had components of which their OAM was shifted
with ±1, keeping the total AM constant. However, the scalar field is not an eigen-
state of the total AM to start with, hence there is no condition on the total AM of
the vector field. Further, this approximation only holds in the vicinity of φ = π/2.
To study the actual effect of the ladder operators on the parabolic harmonics the
whole transverse plane needs to be considered. The observation that the shift in
OAM is equal to the shift in parabolic momentum around φ = π/2 is confirmed
from calculating the Fourier decomposition of the spectrum.
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To summarize, there is an approximate spin-orbit coupling effect, equal to a
coupling between the parabolic momentum and the SAM of the field components.
This is only for a small region around φ = π/2. For now, I cannot draw any
conclusions about a coupling effect, neither between the spin and orbital AM nor
between the SAM and parabolic momentum, over the total transverse plane.
6.4 Discussion
Field solutions in parabolic coordinates are characterized by their parabolic mo-
mentum, the anticommutator of the orbital angular momentum and the momen-
tum operator in the ŷ-direction. In contrast to Bessel beams, the angular spectrum
of parabolic harmonics varies in amplitude with φ. It resembles the angular
spectrum of an OAM eigenstate at the coordinate φ = π/2 but is not an eigenstate
of the OAM everywhere in the transverse plane.
Vector field expressions can be found from the scalar field by acting with
ladder operators U± on them. However, these operators raise or lower the OAM
value with half a unit in parabolic coordinates, in contrast to one unit of OAM in
cylindrical coordinates. As a result, the vector field components, shifted in SAM
value with ±1, do not conserve the total AM. The parabolic momentum resembles
the OAM at φ = π/2, and is hence also shifted by ±12 under the action of U
±. This
implies that there is an effective spin-orbit coupling, equal to a coupling between
the SAM and the parabolic momentum. However, these observations are only
true in the vicinity of φ = π/2. At the present moment, I am not able to draw




This thesis set out to investigate the coupling between orbital and spin angular momen-
tum, occurring both in optical and electron fields. These fields are different in several
characteristics; the optical field is massless, real and has spin 1, while the electron field
is massive, complex and has spin 12 . Although different, these fields also share many
similarities. These fields were studied using classical field theory, ignoring the differences
between bosonic and fermionic characteristics. However, the value of the SAM was taken
into account, allowing for a study into the spin-orbit coupling for different values of SAM.
Both fields can be described in either a spin or helicity representation. They are
eigenstates of the total angular momentum S + L or the sum of the helicity and orbital
angular momentum H + L. Differences between these helicity and spin states are in
general small and disappear in the paraxial limit.
When comparing the conserved quantities of the scalar field with those of the spinor
and vector fields, there are two additional contributions that can be identified. The
first one is the orbital contribution, arising from the multi-component wavefunctions
describing spinor and vector fields. The second contribution comes from the spin current.
If this current is not taken into account the energy-momentum tensor is found to be
asymmetric, which does not comply with the principle of inertial movement.
The momentum density of the fields in the longitudinal direction is, in general,
proportional to the field density and the longitudinal momentum vector. The azimuthal
momentum density depends on the ratio of the OAM and radial distance and vanishes in
the paraxial limit, while the momentum density in the radial direction is zero. Corrections
to the spinor longitudinal current are many orders of magnitude smaller than the scalar
part of the current, making them unlikely to be observed in experiments.
The orbital and spin contributions of the spinor fields are proportional to sin(θ) for
the spin-polarized states and sin(θ/2) for the helicity states. In contrast, the radius of the
quantum core approximates to the same dependence on θ for both the spin-polarized and
helical fields, with the radius for the spin-polarized electrons a factor of
√
2 larger than
the radius of the helical electrons. However, it will be impossible to measure this effect as
the radius is of the order 10−13 m for electrons. The quantum core associated with the
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helicity density is ∼ 10−6 m for photons. The problem arises here that this radius is not a
measure of the regime where vector characteristics become apparent, as there is no scalar
equivalent to the helicity density of a vector field.
Taking superpositions of the spin-polarized beams gives linearly (transversely) polar-
ized beams. This is clearly reflected in the conserved quantities of the fields. Superposi-
tions of the helicity states give the TE and TM modes for the optical field, although the
OAM values need to be shifted. Constructing similar electron beams yields states similar
to Majorana states; real solutions of the spinor field.
An important difference between electrons and photons is that the photon field is
real while the electron field is complex. However, complex fields can be described in
terms of real fields and vice versa. This distinction is equivalent to the choice of either
considering standing or travelling waves, or describing fields in terms of circularly or
linearly polarized waves.
From symmetry considerations it can be concluded that optical Majorana fields are
real and linearly polarized. It depends on the frame of reference whether these are
considered to be travelling or standing waves. Important characteristics of fermionic
Majorana excitations, the halving of the number of degrees of freedom and being surface
states, are mirrored in optical states such as surface plasmon polaritons at the interface
between a metal and vacuum. There are also Majorana-like modes possible in the bulk of
photonic crystals, but there is no fermionic analogue of these modes.
Orbital angular momentum arises naturally in a cylindrically symmetric system but is
not a conserved quantity in parabolic coordinates; the basis solutions are eigenstates of
the parabolic momentum instead. It is only in the vicinity of φ = π/2 that these states
resemble eigenstates of the OAM. In this region the OAM and parabolic momentum are
similar to each other, and hence ladder operators of the OAM can be used to raise or lower
both the OAM and parabolic momentum. Hence there is an effective coupling between
both the SAM and OAM, and the SAM and the parabolic momentum. However, the ladder
operators raise or lower the OAM with a half unit, in contrast with one unit of OAM in
cylindrical coordinates. These observations are only valid in the region around φ = π/2,
and effects over the total transverse plane have not been considered yet.
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Laser modes A
Lasers produce electromagnetic fields that do not extend infinitely in the transverse
plane. These fields diffract (spread upon propagation) as a result. Starting out
from the focal plane with a diameter w0, the distance over which the beam
diameter increases by a factor
√





The total energy flux is characterized by two quantities; the divergence (the
spread of the wave amplitude) and the transversal extension (the spread of the








whereA describes the field amplitude as a function of the transverse wavenumbers.
The mode that minimizes both these quantities simultaneously is the Gaussian
















Here r is the radius in the transverse plane only r =
√
x2 + y2. The diameter of
the beam is given by w(z) = w0
√
1 + z2/z2R and ϕ(z) = arctan z/zR is the Gouy
phase. This phase arises when a converging light ray moves through its focal point
as the difference between its path length and that of a plane wave.
The fundamental Gaussian mode (A.1) is completely rotationally symmet-
ric about the propagation axis, and the field intensity decreases monotonically
away from the centre. More complicated structured laser modes include Hermite-
Gaussian (HG) modes, that are not cylindrically symmetric but respect the Carte-
sian symmetry, and Laguerre-Gaussian (LG) modes that also have a cylindrical
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Figure A.1: The first HG and LG modes. a) HG modes are characterized by
the order numbers n,m, which determine the number of nodes in the ŷ and x̂
direction respectively. b) LG modes are characterized by the azimuthal order
number ` and the radial order number p, determining how many nodes there are
in the radial direction. The value of ` is not observable from the light intensity.
symmetry along the propagation axis, but with a different radial intensity distribu-
tion.































These laser modes are characterized by two integers, one for each Cartesian
coordinate. As a result the Gouy phase is modified to ϕmn = (1 +m+ n)ϕ(z).



































ϕ`p = (|`| + 2p + 1)ϕ(z). The number ` determines how many times the phase
changes from 0 to 2π when circling around the beam axis and is a measure of the
orbital angular momentum, while p is the radial index.
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As explained in section 1.2.2, Bessel beams need to be regularized by a
Gaussian envelope, and are in the focal plane described by (1.11). Paraxially


























Bessel-Gauss beams are similar to LG beams [23, 33], as they are both rotationally
symmetric and related to each other in the high order limit p `.
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Photonic eigenmodes in stratified
media
B
Photonic modes in periodic media always appear in counterpropagating pairs
[176]. This is a result of the periodicity of the lattice that implements restrictions
on the electromagnetic fields. If the material has a periodicity in the ẑ direction,
the electric and magnetic field solutions are given by
E(t, r) = ei(kxx+kyy)e−iωt E(z), B(t, r) = ei(kxx+kyy)e−iωt B(z),
i.e. the fields oscillate in the transverse directions and only vary in the longitudinal
direction. Maxwell’s equations can be written in terms of these fields as one
differential equation







where M(z) is not a Hermitian matrix, but J-Hermitian1, M † = JMJ−1 [176].
Since the waves are propagating in the ẑ direction and depend harmonically on
time, the derivatives with respect to time and the z-coordinate are proportional to
each other. This is similar to the derivative with respect to z in the paraxial wave
equation (1.12). The relationship (B.1) can hence be regarded as a Hamiltonian
operator ∂tψ for the field.
1This is comparable to the PT -symmetric Hamiltonians H that are not Hermitian, but related
to a Hermitian operator h by h = e−Q/2HeQ/2 [157]. The matrix J is given by:
J =

0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0
 .
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Since the lattice is periodic, the photonic modes are invariant under a transla-
tion in z by the periodic length L, and the matrix M(z) is also periodic:
ψk(z + L) = e
ikLψk(z), M(z + L) = M(z).
As a consequence, a transfer matrix T (z, z0) can be defined which transforms a
mode at coordinate z0 to a mode at coordinate z. This matrix satisfies the same
differential equation (B.1) with the modes ψk:
ψk(z) = T (z, z0)ψk(z0).
This leads to the following relationship for the translation of the modes:
ψk(z + L) = T (z + L, z)ψk(z) = e
ikLψk(z),
where eikjL = ζj are the eigenvalues of the matrix T . These kj can in general be
four different wave numbers {k1, k2, k3, k4}. However, due to the J-Hermiticity
of M(z), the matrix T is J -unitary, T † = JT−1J (2) [197]. As a consequence the
eigenvalues of T are restricted:
{k1, k2, k3, k4} = {k∗1, k∗2, k∗3, k∗4}.
This does not necessarily mean that the eigenvalues are real, (k∗1 = k1), as they
can also be complex, as long as they fulfil the condition k1 = k∗2 and k2 = k
∗
1,
with a similar relation for k3 and k4. It can be concluded that the eigenvalues
of this matrix are either real or appear in complex conjugate pairs. Since real
wavenumbers correspond to propagating Bloch modes and complex wavenumbers
to evanescent modes, there will always be an even number of either of these; the
possibilities include four propagating, four evanescent, or two propagating and
two evanescent modes.
2This can be derived from (B.1):
∂zT (z) = ikM(z)T (z)→ ∂zT †(z) = −ikT †(z)M†(z). (B.2)
Since T (z)T−1(z) is the identity matrix, the derivative of this product is ∂z(T (z)T−1(z)) = 0 and
thus T (z)∂zT−1(z) = −(∂zT (z))T−1(z). This gives
∂zT
−1(z) = −T−1(∂zT )T−1 = −ikT−1M(z).
Multiplying from the right and left by J and using that J = J−1 gives
∂z(JT
−1(z)J) = −ik(JT−1J)(JM(z)J) = −ik(JT−1J)M†(z).
Comparing this with (B.2) shows that T † = JT−1J .
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If the transfer matrix is similar to its inverse, T = U−1T−1U , it is also similar to
its Hermitian conjugate; T = V −1T †V with V = JU . This leads to the following
constraint for the wavenumbers:
{kj} = {−kj}.
This relation is called axial spectral symmetry, as the dispersion relation is sym-
metric in k. It applies both for the propagating and evanescent modes, and thus
these modes will always appear in counterpropagating pairs.
The axial spectral symmetry agrees with the observation that Majorana fermions
do not have a vector current but an axial vector current. If the axial symmetry of






Parabolic coordinates are defined in terms of Cartesian and polar coordinates by
the transformations
x± iy = re±iφ = 1
2
(u± iv)2.

































The scale factors are given by
hu = hv = h =
√
u2 + v2 =
√
2r. (C.2)





























= h sin(β). (C.4c)
This is similar to transformations between cylindrical polar coordinates (r, φ) and





The divergence, curl and Laplacian operators in parabolic coordinates are
transformed to
∇ · F = 1
h2



























In parabolic coordinates, the expressions of the Lagrangian, Hamiltonian and
OAM operator are given by:
L = 1
2















(upv − vpu). (C.6c)
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