We present a cloud-based approach to opportunistic, near real-time search of untagged images on smartphones that is sensitive to bandwidth and energy constraints. Our approach is inspired by the long-established practice of photographers using contact sheets to rapidly visualize a new collection of photographs
I. Background and Introduction
Smartphones enable easy capture of image and video data during real-world events at any time and place. This rich mobile sensing role represents a disruptive technology. "Rich" refers to data of very high dimensionality from the viewpoint of pattern recognition. Opportunistic use of such rich data enables a new set of applications. Specifically, the ability to search image content soon after capture from a large collection of smartphones in the field would be valuable.
We have identified three major challenges to implementing this search capability. The first major challenge is that the features of interest in an image may not be known in advance of a query, because of the opportunistic nature of queries. A second challenge is battery life. Both computing and wireless transmission consume energy on a smartphone. An ideal search strategy would trade a small amount of edge computing for greatly reduced volume of data transmission. A third challenge is that smartphones tend to be weakly connected to the Internet. We use the term "weakly connected" as "networks with rather unpleasant characteristics: intermittence, low bandwidth, high latency, or high expense." Although smartphones can use Wi-Fi in hotspots, they are more frequently dependent on wireless WAN connectivity which is typically 200 Kbps or so today for uploads.
These considerations frame the problem of interest: How does one perform opportunistic, distributed, near real-time search of untagged images on smartphones while respecting their energy and bandwidth constraints? We explore this problem by proposing methods of optimizing energy and bandwidth use on smartphones while providing reasonable tradeoffs in search query accuracy. Our methods hinge on the observation that searching low-fidelity images approximates searching full-fidelity images and offers substantial savings in transmission time, and, by extension, energy usage on mobile devices.
II. Solution Strategy

II.A. Virtual Contact Sheets
A well-known practice in film-based photography provides the inspiration for our solution strategy. Photographers have long used contact sheets to rapidly visualize a new collection of photographs, and to then select a subset on which to focus attention. In the era of film photography, a contact sheet was created exactly as its name suggests: by placing a roll of film in contact with photo paper and then generating a print. These consist of low-fidelity images that are much smaller in size and lower in resolution but are other-wise identical to the full-fidelity captured images.
Inspired by this approach, we propose a bandwidth efficient, energy-efficient and near real-time approach to smartphone image search by transmitting low-fidelity images from smartphones to the cloud, executing search algorithms in the cloud to narrow focus, and then using these results to just-in-time fetch full-fidelity images to the cloud for further searching.
In our solution, the cloud maintains on behalf of each smartphone a virtual contact sheet of images that have been captured, but not yet uploaded to the cloud. The virtual contact sheet consists of low-fidelity images as well as full or partial meta-data associated with each image-such as location and time of capture, camera setting details, and so on. There are many design tradeoffs in maintaining the virtual contact sheet. These include, for example, when to generate low-fidelity images, their size and resolution, how soon after capture they are uploaded to the cloud, where the cloud is located, the completeness of the meta-data uploaded with the low-fidelity images, and so on.
II.B. Just-in-Time Search
For opportunistic searches, the features of interest in an image may not be known a priori. It is therefore not possible to perform pre-processing for indexing. Instead, the discard-based search approach can be used. In discard-based search, search processing is performed in response to a specific search query, using code fragments called searchlets that are provided as part of the query.
Based on this model, we propose a novel just-intime search strategy. Upon receiving a searchlet, the cloud performs the search on the virtual contact sheet of smartphones. If the searchlet indicates that a particular low-fidelity image in a virtual contact sheet is relevant, the cloud will then proceed in one of the following three ways: First, it can contact the smartphone to fetch the full-fidelity image and then apply the searchlet to it. This could be done completely transparently to the user. Second, the user performing the search could be involved in this process by presenting the low-fidelity image and letting him decide if it is worth fetching the full-fidelity image from the smartphone. A third possibility is to also involve the owner of the smartphone in the process, either synchronously or by using an asynchronous notification mechanism such as a text message or email.
II.C. Fidelity Reduction
One fundamental tradeoff involves the size (in pixels) of low-fidelity images. Since a larger size image is likely to preserve more relevant detail, the search algorithm to narrow focus is likely to yield precision and recall values close to what it would obtain if executed on the full-fidelity image. In other words, the false positives and false negatives are likely to be the same as on the full-fidelity image. There is an asymmetry here that is worth noting. An anomalous false positive on a low-fidelity image is a false positive that does not exist when the search algorithm is executed on the full-fidelity image. This does not change the recall metric of the overall search process, but it does waste bandwidth and energy: the corresponding full-fidelity image will be fetched from the smartphone even though it is not really relevant. In contrast, an anomalous false negative on a low-fidelity image is insidious. It worsens the recall metric for the overall search process because the corresponding full-fidelity image will not be obtained from the smartphone. There is clearly a tradeoff here between resource usage (transmission bandwidth and energy) and search quality. Adaptive strategies that dynamically select low-fidelity image size and fidelity based on available bandwidth, smartphone battery level, and expected time to recharge may be useful. For a few black box computer vision algorithms, we have demonstrated that these strategies can be precomputed optimally given bandwidth and energy levels.
III. Conclusion
Although this document focuses narrowly on image search and smartphones, the ideas described here have broader applicability. For example, they also apply to any collection of networked sensors in which data capture and local storage are cheap and plentiful, but transmission of captured data is expensive. Expressed in abstract form, this approach consists of application-specific lowering of fidelity at the edges of the network, transmission of lower-fidelity representations for compute-intensive and/or data-intensive remote processing, and selective just-in-time fetching of full-fidelity representations from the edges based on the results of processing on their low-fidelity representations. This abstract approach applies to any system that captures information of high dimensionality, images only being the most obvious example.
