Abstract-We study methods for aggregating pairwise comparison data among a collection of n items with the goal of estimating the outcome probabilities for future comparisons. Working within a flexible model that only imposes a form of strong stochastic transitivity, we introduce an "adaptivity index" which compares the risk of our estimator to that of an oracle, over appropriate sub-models, where the oracle knows the specific sub-model in the ground truth. In addition to measuring the usual worst-case risk of an estimator, this adaptivity index also captures the extent to which the estimator adapts to instance-specific difficulty relative to an oracle estimator. First, we propose a three-step estimator termed count-randomize-least squares, and show that it has adaptivity index upper bounded by √ n up to logarithmic factors. We then show that conditional on the planted clique hypothesis, no computationally efficient estimator can achieve an adaptivity index smaller than √ n. Second, we show that a regularized least squares estimator can achieve a poly-logarithmic adaptivity index, thereby demonstrating a √ n-gap between optimal and computationally achievable adaptivity. Finally, we prove that the standard least squares estimator, which is known to be optimally adaptive in several closely related problems, fails to adapt in the context of estimating pairwise probabilities.
The advent of new internet-scale applications, particularly search engine ranking [2] , online gaming [3] , and crowdsourcing [4] , has renewed interest in ranking problems, particularly in the statistical and computational challenges that arise from the aggregation of large data sets of paired comparisons.
The problem of aggregating pairwise comparisons, which may be non-transitive and/or noisy, presents a number of core challenges, including: (i) how to produce a consensus ranking from the paired comparisons [5] [6] [7] [8] ; (ii) how to estimate a notional "quality" for each of the underlying objects [4] , [9] , [10] ; and (iii) how to estimate the probability of the outcomes of subsequent comparisons [11] , [12] . In this paper, we focus on the third task-that is, the problem of estimating the probability with which one object is preferred to another. Accurate knowledge of such pairwise comparison probabilities is useful in various applications, including (in operations research) estimating the probability of a customer picking one product over another, or (in sports prediction and tournament design) estimating the probability of one team beating another.
In more detail, given a set of n items {1, . . . , n}, the paired comparison probabilities can be described by an (n ×n) matrix M * whose (i, j ) th entry M * i j corresponds to the probability that item i beats item j . From this perspective, the problem of estimating the comparison probabilities amounts to estimating the unknown matrix M * . In practice, one expects that the pairwise comparison probabilities exhibit some form of structure, and in this paper, in line with some past work on the problem, we assume that the entries of the matrix M * satisfy the strong stochastic transitivity (SST) constraint. The SST constraint is quite flexible, and models satisfying this constraint often provide excellent fits to paired comparison data in a variety of applications. There is also a substantial body of empirical work that validates the SST assumption; for instance, see the papers [13] [14] [15] in the psychology and economics literatures. The SST constraint is considerably weaker than standard parametric assumptions that are often made in the literature such as the Bradley and Terry [16] , [17] or the Thurstone [18] models (see [12] for a more detailed comparison between the models).
On the theoretical front, some past work [11] , [12] has studied the problem of estimating SST matrices in the Frobenius norm. These papers focus exclusively on the (global) minimax error, meaning that the performance of any estimator is assessed in a worst-case sense globally over the entire SST class. In our past work [12] , we derived upper and lower bounds on the minimax error that are sharp up to 0018-9448 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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logarithmic factors. The upper bounds are obtained via a careful analysis of the least squares estimator; however, it remains unknown whether or not this estimator can be computed in polynomial time. In the same paper, we also analyzed algorithms that are suboptimal in terms of their statistical performance, but are computationally efficient, and this analysis also includes sharper results for a singular value thresholding estimator investigated earlier in [11] . While the question of the existence of a computationally efficient estimator attaining minimax optimality remains open, in the present paper, we provide a tight characterization of the tradeoffs between the statistical and computational aspects under the more stringent, local notion of error.
It is well-known that the criterion of (global) minimax can lead to a poor understanding of an estimator, especially in situations where the intrinsic difficulty of the estimation task is highly variable over the parameter space (see, for instance, the discussion and references in Donoho et al. [19] ). In such situations, it can be fruitful to benchmark the risk of an estimator against that of a so-called oracle estimator that is provided with side-information about the local structure of the parameter space. Such a benchmark can be used to show that a given estimator is adaptive, in the sense that even though it is not given side-information about the problem instance, it is able to achieve lower risk for "easier" problems (e.g., see the papers [20] [21] [22] for results of this type). In this paper, we study the problem-specific difficulty of estimating a pairwise comparison matrix M * by introducing an adaptivity index that involves the size of the "indifference sets" in the matrix M * . These indifference sets, which arise in many relevant applications, correspond to subsets of items that are all equally desirable (that is, lead to a block structure in the matrix M * ). Our work also makes contributions to a growing body of work (e.g., [23] [24] [25] [26] ) that studies the notion of a computationally-constrained statistical risk.
The main contributions of this paper are as follows:
• We show that the risk of estimating a pairwise comparison probability matrix M * depends strongly on the size of its largest indifference set. This fact motivates us to define an adaptivity index that benchmarks the performance of an estimator relative to that of an oracle estimator that is given additional side information about the size of the indifference sets in M * . By definition, an estimator with lower values of this index is said to exhibit better adaptivity, and the oracle estimator has an adaptivity index of 1.
• We characterize the fundamental limits of adaptivity, in particular by proposing a regularized least squares estimator with a carefully chosen regularization function. With a suitable choice of regularization parameter, we prove that this estimator achieves an O(1) adaptivity index, which matches the best possible up to poly-logarithmic factors. 1 • We then show that conditional on the planted clique hardness conjecture, the adaptivity index achieved by any polynomialtime algorithm must be lower bounded as ( ∘ n).
This result exhibits an interesting gap between the adaptivity of polynomial-time versus statistically optimal estimators.
• We propose a computationally-efficient three-step "CountRandomize-Least squares" (CRL) estimator for estimation of SST matrices, and show that its adaptivity index is upper bounded as O( ∘ n). Due to the aforementioned lower bound, the CRL estimator achieves the best possible adaptivity (upto logarithmic factors) among all computationally efficient estimators.
• Finally, we investigate the adaptivity of the standard (unregularized) least squares estimator. This estimator is found to have good, or even optimal adaptivity in several related problems in shape-constrained estimation, and is also minimax-optimal for the problem of estimating SST matrices. We prove that surprisingly, the adaptivity of the least squares estimator for estimating SST matrices is of the order (n), which is as bad as a constant estimator that is independent of the data.
As an important corollary of our results, we show that the CRL estimator, in addition to the aforementioned adaptivity properties, also has strong guarantees in terms of the standard minimax error. Moreover, up to logarithmic factors, it attains the smallest minimax error for estimation in the SST class among known polynomial-time estimators for this problem. The SVT estimator studied in [12] also attains the same minimax rate up to logarithmic factors, but unlike the SVT estimator, the CRL estimator is guaranteed to return a matrix in the SST class.
In independent and concurrent work [27] , Chatterjee and Mukherjee consider adaptivity under various alternative notions of smoothness of the true underlying pairwiseprobability matrix M * . We discuss their work in Section III-C and in Appendix A.
We provide two additional related results in the appendices. In Appendix A we show that the CRL estimator also automatically adapts to parameter-based model subclasses such as the popular Thurstone and BTL models, and attains the minimax-optimal risk under these models. In Appendix B, we consider matrices that may only approximately follow a certain indifference set structure, and for this setting we prove "oracle inequalities" for the CRL estimator. This result imparts additional robustness to the results presented in the main body of the paper.
The remainder of this paper is organized as follows. We begin in Section II with background on the problem. Section III is devoted to the statement of our main results, as well as discussion of their consequences. In Section IV, we provide the proofs of our main results. We conclude the main body of the paper with a discussion in Section V. In the appendix, we consider a popular class of "parametric" models that fall within the SST class, and prove that the CRL estimator achieves minimax optimal rates for estimation over this class.
Notation: Throughout this paper, we use the standard Landau order notation, so that a n = O(b n ) means that there is a universal positive constant c such that a n ≤ cb n . Similarly, we write a n = (b n ) to mean that a n ≥ c b n for some universal positive constant c , and we write a n = (b n ) when both of the relations a n = O(b n ) and a n = (b n ) hold.
II. BACKGROUND AND PROBLEM SETTING
In this section, we provide background and a more precise problem statement.
A. Estimation From Pairwise Comparisons
Given a collection of n items, suppose that we arrange the paired comparison probabilities in a matrix M * ∈ [0, 1] n×n , where M * i j is the probability that item i is preferred to item j in a comparison between the two items. Accordingly, the upper and lower halves of M * are related by the shifted-skew-
, where we assume that M * ii = 0.5 for all i ∈ [n] for concreteness. In other words, the shifted matrix M * − 1 2 11 T is skew-symmetric. Here we have adopted the standard shorthand [n] : = {1, 2, . . . , n}.
Suppose that we observe a random matrix Y ∈ {0, 1} n×n with (upper-triangular) independent Bernoulli entries, in particular, with
and Y j i = 1−Y i j except on the diagonal. We take the diagonal entries Y ii to be {0, 1} with equal probability, for every i ∈ [n].
The focus of this work is not to evaluate the effects of the choice of the pairs compared, but to understand the effects of the noise models. Consequently, we restrict attention to the case of a single observation per pair, but keeping in mind in that one may extend the result to other observation models via techniques similar to those proposed in our past work [4] , [12] . Based on observing Y , our goal in this paper is to recover an accurate estimate, in the squared Frobenius norm, of the full matrix M * . We consider matrices M * that satisfy the constraint of strong stochastic transitivity (SST), which reflects the natural transitivity of any total ordering. Formally, suppose that the set of all items [n] is endowed with a total ordering π * . We use the notation π * (i ) < π * ( j ) to indicate that item i is preferred to item j in the total ordering π * . We say that the M * satisfies the SST condition with respect to the permutation π * -or that M * is π * -SST for short-if
The intuition underlying this constraint is as follows: since i dominates j in the true underlying order, when we make noisy comparisons, the probability that i is preferred to k should be at least as large as the probability that j is preferred to k. The class of all SST matrices is given by
and ∃ π such that M is π-SST}.
The goal of this paper is to design estimators that can estimate the true underlying matrix M * ∈ C SST from the observed matrix Y . We note in passing that an accurate estimate of M * leads to an accurate estimate of the underlying permutation as well [12, Appendix A]. 
B. Indifference Sets
We now turn to the notion of indifference sets, which allows for a finer-grained characterization of the difficulty of estimating a particular matrix. Suppose that the set [n] of all items is partitioned into the union of s disjoint sets
We let k = {k 1 , . . . , k s } denote the multiset containing the sizes of the partitions. For reasons to be clarified in a moment, we term each of these sets as an indifference set. We say that a matrix M * ∈ R n×n respects the indifference set partition
for all quadruples (i, j, i , j ) such that i and i lie in the same indifference set, and j and j lie in the same indifference set. 2 As an example, in the special case of a two-contiguousblock partition, the matrix M * must have a (2 × 2) block structure, with all entries equaling 1/2 in the two diagonal blocks, all entries equaling α ∈ [0, 1] in the upper right block, and equaling (1 − α) in the lower left block. Intuitively, matrices with this type of block structure should be easier to estimate.
Indifference sets arise in various applications of ranking: for instance, in buying cars, frugal customers may be indifferent between high-priced cars; or in ranking news items, people from a certain country may be indifferent to the domestic news from other countries. They also arise in crowdsourcing tasks -one such example is illustrated in Figure 1 . Pairwise comparisons are now increasingly being used in peerevaluations [28] , [29] , and there is evidence of existence of indifference sets (or equivalence classes) in these evaluationbased applications [30] . 2 Note that we do not impose a restriction of the form M * i j = M * i j if either of the pairs (i, i ) or ( j, j ) belong to different indifference sets. All of our results, with minor modifications, carry over even under this stricter notion of adherence to indifference set partitions.
Block structures of this type are also studied in a number of other matrix estimation problems, in which contexts they have been termed communities, blocks, or level sets, depending on the application under consideration. Each of these applications have a long line of works, such as in isotonic regression [31] , [32] , sparse PCA [33] [34] [35] [36] , community detection [37] [38] [39] , and other lines on estimating or detecting matrices with hidden blocks [24] , [40] [41] [42] .
Given the number of partitions s and their size multiset k = {k 1 , . . . , k s }, we let C SST (s, k) denote the subset of C SST comprising all SST matrices that respect some indifference set partition {P i } s i=1 of sizes k. With a slight abuse of notation, for any multiset k, we denote the size of the largest indifference set as k ∞ : = max i∈{1,...,s} k i . This quantity plays an important role in our analysis. For any positive integer k 0 , we also use the notation C SST (k 0 ) to denote all SST matrices that have at least one indifference set of size at least k 0 , that is,
Finally, for any matrix M ∈ C SST , we let k max (M) denote the size of the largest indifference set in M.
C. An Oracle Estimator and the Adaptivity Index
We begin by defining a benchmark based on the performance of the best estimator that has side-information that M * ∈ C SST (s, k), along with the values of (s, k). We evaluate any such estimator M(s, k) based on its mean-squared Frobenius error
where the expectation is taken with respect to the random matrix Y ∈ {0, 1} n×n of noisy comparisons and also with respect to any randomness in the estimator M(s, k). With this notation, the (s, k)-oracle risk is given by
where the infimum is taken over all measurable functions M(s, k) of the data Y . Note that this oracle estimator M(s, k) has access to the number and sizes of the indifference sets, but not to the identities of which items belong to which indifference sets. For a given estimator M that does not know the values of (s, k), we can then compare its performance to this benchmark via the (s, k)-adaptivity index given by
The adaptivity index α n ( M) of an estimator M is the worstcase value
In this definition, we restrict the maximum to the interval k ∞ < n since in the (degenerate) case of k ∞ = n, the only valid matrix M * is the all-half matrix and hence the estimator with the knowledge of the parameters trivially achieves zero error. Given these definitions, the goal is to construct estimators that are computable in polynomial time, and possess a low adaptivity index. Finally, we note that an estimator with a low adaptivity index also achieves a good worst-case risk: any estimator M with adaptivity index α n ( M) ≤ γ is minimaxoptimal within a factor γ .
III. MAIN RESULTS
In this section, we present the main results of this paper on both statistical and computational aspects of the adaptivity index. We begin with an auxiliary result on the risk of the oracle estimator which is useful for our subsequent analysis.
A. Risk of the Oracle Estimator
Recall from Section II-C that the oracle estimator has access to additional side information on the values of the number s and the sizes k = {k 1 , . . . , k s } of the indifference sets of the true underlying matrix M * . The oracle estimator is defined as the estimator that achieves the lowest possible risk (5) among all such estimators. The following result provides tight bounds on the risk of the oracle estimator. 
Proposition 1 provides a characterization of the minimax risk of estimation for various subclasses of C SST . Remarkably, the minimax risk depends on only the size k ∞ of the largest indifference set: given this value, it is not affected by the number of indifference sets s nor their sizes k. This property is in sharp contrast to known results for the related problem of bivariate isotonic regression [31] , in which the number s of indifference sets plays a strong role. As a consequence of this disparity, there are significant differences in the adaptive rates obtained for bivariate isotonic regression and the rates we obtain in the SST setting. In bivariate isotonic regression, faster rates are obtained when the number of indifference sets s is much smaller than n, whereas for the SST problem we obtain faster rates when the largest indifference set is sufficiently large, that is, when
Note that when k ∞ < n, we have
, and consequently the lower bound in (7) can be replaced by
B. Fundamental Limits on Adaptivity
Proposition 1 provides a sharp characterization of the denominator in the adaptivity index (6a). In this section, we investigate the fundamental limits of adaptivity by studying the numerator but disregarding computational constraints. The main result of this section is to show that a suitably regularized form of least-squares estimation has optimal adaptivity up to logarithmic factors.
More precisely, recall that k max (M) denotes the size of the largest indifference set in the matrix M. Given the observed matrix Y , consider the M-estimator
Here the inclusion of term −k max (M), along with its logarithmic weight, serves to "reward" the estimator for returning a matrix with a relatively large maximum indifference set.
As our later analysis in Section III-E will clarify, the inclusion of this term is essential: the unregularized form of leastsquares has very poor adaptivity properties.
The following theorem provides an upper bound on the estimation error and the adaptivity of the estimator M REG .
Theorem 1.
There are universal constants c u and c u such that for every M * ∈ C SST , the regularized least squares estimator (8) has squared Frobenius error at most
with probability at least 1 − e
Consequently, its adaptivity index is upper bounded as
Since the adaptivity index of any estimator is at least 1 by definition, we conclude that the regularized least squares estimator M REG is optimal up to logarithmic factors.
Notice that the optimization problem (8) defining the regularized least squares estimator M REG is non-trivial to solve; it involves both a nonconvex regularizer, as well as a nonconvex constraint set. We shed light on the intrinsic complexity of computing this estimator in Section III-D, where we establish a lower bound on the adaptivity index achievable by estimators that are computable in polynomial time. Dependence on largest indifference set. Our results show that the risk (7), (9) of estimating M * under the SST model depends only on the size of the largest indifference set and is independent of the number and sizes of other indifference sets. Furthermore, the rate for estimating SST matrices improves only when the largest indifference set is quite large.
From a practical perspective large indifference sets are often the norm rather than the exception in many applications. For instance, in buying cars, frugal customers may be indifferent between high-priced cars and vice versa, and these sets of cars form large indifference sets. Or for example, in crowdsourcing depth-recognition tasks, people are shown an image and asked to select one of two specified points that is at a greater depth; the pixels in the image representing the same depth form indifference sets, with the background usually forming a very large indifference set.
On the theoretical side, focusing on problems with large indifference sets we are able to uncover several interesting phenomena. We establish a connection with the planted clique conjecture which in turn provides a (conditional) lower bound on the adaptivity of computationally tractable estimators. This in turn may help shed some light on the hardness of related problems [26] , [43] on estimation involving permutations (Section III-D). Furthermore, we uncover a surprising negative result and show that the least squares estimator (Section III-E) fails to adapt to the intrinsic difficulty of problems with large indifference sets. This result sheds new light on the adaptivity properties of the least-squares estimator over non-convex sets, and shows a stark contrast to its behavior over convex sets.
C. The CRL Estimator
In this section, we propose an estimator that is computable in polynomial time, which we term the Count-RandomizeLeast-Squares (CRL) estimator, and prove an upper bound on its adaptivity index. As we discuss subsequently, this upper bound on the adaptivity index also translates to an upper bound on the minimax risk of the CRL estimator. Unlike the SVT estimator studied in [12] , the CRL estimator is guaranteed to return a matrix in the SST class. Moreover, our guarantees for the CRL estimator match the best known error guarantees (up to logarithmic factors) for polynomial-time estimation of SST matrices.
In order to define the CRL estimator, we require some additional notation. For any permutation π on n items, let C SST (π) ⊆ C SST denote the set of all SST matrices that are faithful to the permutation π, that is,
One can verify that the sets {C SST (π)} for all permutations π on n items together comprise the SST class C SST . The CRL estimator acts on the observed matrix Y and outputs an estimate M CRL ∈ C SST via a three-step procedure:
Step 1 (Count): For each i ∈ [n], compute the total number N i = n j =1 Y i j of pairwise comparisons that it wins. Order the n items in terms of {N i } n i=1 , with ties broken arbitrarily.
Step 2 (Randomize): Find the largest subset of items S such that |N i − N j | ≤ ∘ n log n for all i, j ∈ S. Taking the ordering computed in Step 1, permute this (contiguous) subset of items uniformly at random within the subset. Denote the resulting permutation as π CRL .
Step 3 (Least squares): Compute the least squares estimate assuming that the permutation π CRL is the true permutation of the items:
It is not hard to see that computing the first two steps of the algorithm requires at most an order n 2 computational complexity. The optimization problem (11) in the third step corresponds to a projection onto the polytope of bi-isotone matrices contained within the hypercube [0, 1] n×n , along with skew symmetry constraints. Problems of the form (11) have been studied in past work [11] , [44] [45] [46] , and the estimator M CRL is indeed computable in polynomial time. By construction, the estimator M CRL is agnostic to the values of (s, k). The second step involving randomization serves to discard "non-robust" information from the ordering computed in Step 1. To clarify our choice of threshold ∘ n log n in Step 2, the factor ∘ n corresponds to the standard deviation of a typical win count N i (as a sum of Bernoulli variables), whereas the log n serves to control fluctuations in a union bound. An ordering of the items whose counts are within this threshold is likely to arise from the noise due to the Bernoulli sampling process, as opposed to structural information about the matrix. If we do not perform this second step-effectively retaining considerable bias from Step 1-then isotonic regression procedure in Step 3 may amplify it, leading to a poorly performing estimator. In particular, the randomization step helps the estimator adapt to the situation when there is a large indifference set of size at least n 2 . Such situations arise in various practical applications, for instance, in depth recognition via crowdsourcing. In this application, the n items are pixels of an image, and workers in crowdsourcing compare pairs of points (pixels) and choose the one that seems closer.
The following theorem provides an upper bound on the adaptivity index achieved by the CRL estimator.
Theorem 2. There are universal constants c u and c
u such that for every M * ∈ C SST , the CRL estimator M CRL has squared Frobenius norm error at most
with probability at least 1 − n −20 . Consequently, its adaptivity index is upper bounded as
We now augment the guarantees on the CRL estimator given by Theorem 2 with an upper bound on its minimax (worstcase) risk.
Corollary 1. For every M * ∈ C SST , the CRL estimator has mean-squared Frobenius error upper bounded as
with probability at least 1 − 2n −20 , where c u is a universal constant.
A few remarks are in order. First, up to logarithmic factors, the upper bound (13) matches the best known upper bound on the minimax rate of polynomial-time estimators that was previously known [12, Th. 2] to be attained by the singular value thresholding estimator. The singular value thresholding estimator investigated in past works [11] , [12] does not guarantee an estimate in the SST class, whereas the CRL estimate is guaranteed to lie in the SST class. Second, if one is concerned only about attaining the upper bound (13) on the worst case error, then the randomization step in the CRL estimator is unnecessary and the Count and the Least-squares steps alone suffice to achieve this bound. In Appendix A of this paper, we consider a popular class of "parametric" models for pairwise comparisons. We show that the CRL estimator is minimax optimal over this model class.
The guarantees for the CRL estimator in Theorem 2 assume that the matrix M * belongs to the class C SST . In Appendix B we develop an oracle inequality which guarantees that similar results can be obtained more generally even when M * is not in the SST class. This oracle inequality establishes, for instance, that the CRL estimator obtains favorable rates when M * is close to an SST matrix, with a large indifference set, in the Frobenius norm.
Finally, in an independent and concurrent work [27] , Chatterjee and Mukherjee consider adaptivity in estimating the matrix M * in the SST class. They propose an estimator similar to the CRL estimator of the present paper (without the randomize step), and under various notions of smoothness they establish the adaptive rates of this estimator. For each of these smoothness notions, their results guarantee a risk of order O( 1 n ) or higher, whereas the CRL estimator of the present paper can adapt and guarantee an error as low as order O( 1 n 3/2 ) when the true matrix M * is smooth enough.
D. A Lower Bound on Adaptivity for Polynomial-Time Algorithms
By comparing the guarantee (12b) for the CRL estimator with the corresponding guarantee (9b) for the regularized least-squares estimator, we see that (apart from logarithmic factors and constants), their adaptivity indices differ by a factor of ∘ n. Given this polynomial gap, it is natural to wonder whether our analysis of the CRL estimator might be improved, or if not, whether there is another polynomialtime estimator with a lower adaptivity index than the CRL estimator. In this section, we answer both of these questions in the negative, at least conditionally on a certain well-known conjecture in average case complexity theory.
More precisely, we prove a lower bound that relies on the average-case hardness of the planted clique problem [47] , [48] . The use of this conjecture as a hardness assumption is widespread in the literature [49] [50] [51] , and there is now substantial evidence in the literature supporting the conjecture [47] , [52] [53] [54] . It has also been used as a tool in proving hardness results for sparse PCA and related matrix recovery problems [23] , [24] .
Informally the planted clique conjecture asserts that it is hard to detect the presence of a planted clique in an Erdős-Rényi random graph. In order to state it more precisely, let G(n, κ) be a random graph on n vertices constructed in one of the following two ways: H 0 : Every edge is included in G(n, κ) independently with probability 1 2 . H 1 : Every edge is included in G(n, κ) independently with probability 1 2 . In addition, a set of κ vertices is chosen uniformly at random and all edges with both endpoints in the chosen set are added to G. The planted clique conjecture then asserts that when κ = o( ∘ n), then there is no polynomial-time algorithm that can correctly distinguish between H 0 and H 1 with an error probability that is strictly bounded below by 1/2. Using this conjectured hardness as a building block, we have the following result:
Theorem 3. Suppose that the planted clique conjecture holds. Then there is a universal constant c > 0 such that for any polynomial-time computable estimator M, its adaptivity index is lower bounded as
Together, the upper and lower bounds of Theorems 2 and 3 imply that the estimator M CRL achieves the optimal adaptivity index (up to logarithmic factors) among all computationally efficient estimators.
E. Negative Result for the Least Squares Estimator
In this section, we study the adaptivity of the (unregularized) least squares estimator given by
Least squares estimators of this type are known to possess very good properties in various contexts closely related to the setting of this paper:
• They exhibit excellent adaptivity in various other problems of shape-constrained estimation. See the papers [31] , [32] , [55] [56] [57] and references therein for various examples of such phenomena. In particular, the least squares estimator adapts very well for estimation over the class of bivariate monotone matrices, which is a subset of the SST class where the underlying permutation is fixed and known.
• The least squares estimator (14) is also minimax optimal for estimating SST matrices, as shown in our own past work [12] . Given this context, the negative result given in the following theorem is surprising, in that it shows that the least-squares estimator (14) has remarkably poor adaptivity:
Theorem 4. There is a universal constant c > 0 such that the adaptivity index of the least squares estimate (14) is lower bounded as
In order to understand why the lower bound (15) is very strong, consider the trivial estimator M 0 that simply ignores the data, and returns the constant matrix M 0 = 1 2 11 T . It can be verified that we have 1
Comparing to the lower bound (15), we see that apart from logarithmic factors, the adaptivity of the least squares estimator is no better than that of the trivial estimator M 0 . 3 The negative result of Theorem 4 is shown via a construction where M * is an (almost) constant matrix. The fact that an almost constant matrix is a hard instance for ordinary least squares stands in sharp contrast to a number of other settings in which the least squares estimator is known to adapt best if the underlying target of estimation is constant-valued [31] , [32] , [55] [56] [57] . The disparate behavior of least squares estimator may be explained by observing that while the underlying target of estimation in the problem settings of earlier works was assumed to lie in a convex set, the class of SST matrices constitutes a non-convex set. This non-convexity is induced by the presence of an unknown permutation, and this added complexity causes the least squares estimator to overfit to a noise-driven permutation.
IV. PROOFS
In this section, we present the proofs of all our results. We note in passing that our proofs additionally lead to some auxiliary results that may be of independent interest. These auxiliary results pertain to the problem of bivariate isotonic regression-that is, estimating M * when the underlying permutation is known-which is itself an important problem in the field of shape-constrained estimation [11] , [45] , [58] . Prior works restrict attention to the expected error and assume that the underlying permutation is correctly specified; our results provide exponential tail bounds and also address settings when the permutation is misspecified.
A few comments about assumptions and notation are in order. In all of our proofs, so as to avoid degeneracies, we assume that the number of items n is greater than a universal constant. (The cases when n is smaller than some universal constant all follow by adjusting the pre-factors in front of our results suitably.) For any matrix M, we use k max (M) to denote the size of the largest indifference set in M, and we define k * = k max (M * ). The notation c, c 1 , c u , c etc. all denote positive universal constants. For any two square matrices A and B of the same size, we let A, B = trace(A T B) denote their trace inner product. For an (n × n) matrix M and any permutation π on n items, we let π(M) denote an (n × n) matrix obtained by permuting the rows and columns of M by π. For a given class C of matrices, metric ρ, and tolerance > 0, we use N(, C, ρ) to denote the -covering number of the class C in the metric ρ. The metric entropy is given by the logarithm of the covering numbernamely log N(, C, ρ).
It is also convenient to introduce a linearized form of the observation model (1) . Observe that we can write the observation matrix Y in a linearized fashion as
where W ∈ [−1, 1] n×n is a random matrix with independent zero-mean entries for every i > j , and and W j i = −W i j for every i < j . For every i ≥ j , its entries follow the distribution
Note that all entries of the matrix W above the main diagonal are independent, zero-mean, and uniformly bounded by 1 in absolute value. This fact plays an important role in several parts of our proofs.
A. A General Upper Bound on Regularized M-Estimators
In this section, we prove a general upper bound that applies to a relatively broad class of regularized M-estimators for SST matrices. Given a matrix Y generated from the model (16a), consider an estimator of the form
Here λ : [0, 1] n×n → R + is a regularization function to be specified by the user, and C ⊆ [0, 1] n×n is some set of [0, 1]-valued matrices. Our goal is to derive a highprobability bound on the Frobenius norm error ||| M − M * ||| F for any M * ∈ C. As is well-known from theory on M-estimators [59] [60] [61] , doing so requires studying the empirical process in a localized sense. In order to do so, it is convenient to consider sets of the form
In the analysis to follow, we assume that for each ≥ n −8 , the -metric entropy of C DIFF (M * , t, C) satisfies an upper bound of the form
where g : R n×n → R + and h : R n×n → R + are some functions, and b ∈ {0, 1} is a binary value. In the sequel, we provide concrete examples for which a bound of this form holds. Given the quadruplet (g, h, b, λ), we then define a critical radius δ n ≥ 0 as
where c > 0 is a universal constant. The following result, to be proven in this section, guarantees that the Frobenius norm can be controlled by the square of this critical radius: Lemma 1. For any set C satisfying the metric entropy bound (18a), and any M * ∈ C, the Frobenius norm error of the estimator (17) can be controlled as
where δ n is the critical radius (18b). The significance of this claim is that it reduces the problem of controlling the error in the M-estimator to bounding the metric entropy (as in equation (18a)), and then computing the critical radius (18b). The remainder of this section is devoted to the proof of this claim.
1) Proof of Lemma 1:
Define the difference = M − M * between M * and the optimal solution M to the constrained least-squares problem (17) . Since M is optimal and M * is feasible for the optimization problem (17), we have
Following some algebra, and using the assumed non-negativity condition λ(·) ≥ 0, we arrive at the basic inequality
where W ∈ [0, 1] n×n is the noise matrix in the linearized observation model (16a), and , W denotes the trace inner product between and W . Now for any value t > 0, let us define
With this definition, we find that the error matrix satisfies the inequality
Thus, in order to obtain a high probability bound, we need to understand the behavior of the random quantity Z (t).
. Using this star-shaped property, it is straightforward to verify that Z (t) grows at most linearly with t, ensuring that there is a non-empty set of scalars t > 0 satisfying the critical inequality:
Our interest is in an upper bound on the smallest (strictly) positive solution δ n to the critical inequality (21) . Moreover, our goal is to show that for every t ≥ δ n , we have ||| ||| 2 F ≤ ctδ n with probability at least 1 − c 1 e −c 2 t δ n .
Define a "bad" event
Now suppose the event A t is true for some t ≥ δ n , and let 0 ∈ C DIFF (M * , t, C) be a matrix that satisfies the two conditions required for A t to occur. Recall that Z (t) grows at most linearly in t, and more precisely due to the star-shaped nature of the set C DIFF (M * , t, C), we have that Z (t 1 )/t 1 ≤ Z (t 2 )/t 2 whenever t 1 ≥ t 2 . Now since λ(·) ≥ 0 and ||| 0 ||| F ≥ δ n , we have that whenever event A t is true,
where the final inequality uses the second condition in the definition of event A t . As a consequence, we obtain the following bound on the probabilities of the associated events 
tδ n for any t ≥ δ n , and consequently
Now, it must be that either ||| ||| F ≤ ∘ tδ n , or ||| ||| F > ∘ tδ n . In the latter case, conditioning on the complement A c t , the basic inequality (20) 
for every u ≥ 1.
In order to determine a feasible δ n satisfying the critical inequality (21), we need to bound the expectation E[Z (δ n )]. To this end, we introduce an auxiliary lemma:
There is a universal constant c such that for any set C satisfying the metric entropy bound (18a), we have
for all t ≥ 0. See Section IV-A2 for the proof of this claim. Using Lemma 2, we see that the critical inequality (21) is satisfied for
for a positive universal constant c 0 . With this choice, our claim follows from the tail bound (23) , absorbing the constants c 1 and c 2 into c 0 .
It remains to prove Lemma 2.
2) Proof of Lemma 2:
By the truncated form of Dudley's entropy inequality, we have
where the second step follows by setting δ = 2n −8 . Combining our assumed upper bound (18a) on the metric entropy with the earlier inequality (25) yields
where the final step uses the upper bound t ≤ n. We have thus established the claimed bound (24).
B. Proof of Proposition 1
We are now equipped to prove bounds on the risk achieved by the oracle estimator from equation (5) .
1) Upper Bound: Let k * = k ∞ denote the size of the largest indifference set in M * , and recall that the oracle estimator knows the value of k * . For our upper bound, we use Lemma 1 from the previous section with the choices
With these choices, the estimator (17) for which Lemma 1 provides guarantees is equivalent to the oracle estimator (5).
We then have
In order to apply the result of Lemma 1, we need to compute the metric entropy of the set C DIFF . Consider the set
Since M * ∈ C SST (k * ), the metric entropy of C DIFF is at most twice the metric entropy of C SST (k * ). The following lemma provides an upper bound on the metric entropy of the set
Lemma 3. For every > 0 and every integer k ∈ [n], the metric entropy of the set
where c > 0 is a universal constant. See Section IV-B3 for the proof of this claim. With this lemma, we are now equipped to prove the upper bound in Proposition 1. The bound of Lemma 3 implies that
for all ≥ n −8 . Consequently, a bound of the form (18a) holds with g(M * ) = ∘ 2c(n − k * + 1) log n, h(M * ) = 2c(n − k * + 1) log n, and b = 0. Applying Lemma 1 with λ(·) = 0 and u = 1/(3c) yields
where c > 0 is a universal constant. Integrating this tail bound (and using the fact that the Frobenius norm is bounded as ||| M(s, k) − M * ||| F ≤ n) gives the claimed result.
2) Lower Bound:
We now turn to proving the lower bound in Proposition 1. By re-ordering as necessary, we may assume without loss of generality that k 1 ≥ · · · ≥ k s , so that k ∞ = k 1 . The proof relies on the following technical preliminary that establishes a lower bound on the minimax rates of estimation when there are two indifference sets. 
See Section IV-B4 for the proof of this claim. Let us now complete the proof of the lower bound in Proposition 1. We split the analysis into two cases depending on the size of the largest indifference set.
Case I: First, suppose that k 1 > n 3 . We then observe that
As a result, we get a lower bound of
Case II: Alternatively, suppose that k 1 ≤ n 3 . In this case, we claim that there exists a value u ∈ [n/3, 2n/3] such that
Observe that for any collection of sets with sizes k with k 1 ≤ n 3 , there is a grouping of sets into two groups, both of size between n/3 and 2n/3. This is true since the largest set is of size at most n/3. Denoting the size of either of these groups as u, we have established our earlier claim.
As in the previous case, we can now apply the result of Lemma 4 to the subset C SST (2, {u, n − u}) to obtain a lower bound of c 
3) Proof of Lemma 3:
In order to upper bound the metric entropy of C SST (k), we first separate out the contributions of the permutation and the bivariate monotonicity conditions. Let C SST (id)(k) denote the subset of matrices in C SST (k) that are faithful to the identity permutation. With this notation, the -metric entropy of C SST (k * ) is upper bounded by the sum of two parts:
(a) the -metric entropy of the set C SST (id)(k); and (b) the logarithm of the number of distinct permutations of the n items.
Due to the presence of an indifference set of size at least k, the quantity in (b) is upper bounded by log(
We now upper bound the -metric entropy of the set C SST (id)(k). We do so by partitioning the n 2 positions in the matrix into four sets, computing the 2 -metric entropy of each partition separately, and then adding up these metric entropies. More precisely, letting S k ⊆ [n] denote some set of k items that belong to the same indifference set, let us partition the entries of each matrix into four sub-matrices as follows:
where both i ∈ [n]\S k and j ∈ [n]\S k . By construction, the -metric entropy of C SST (id)(k) is at most the sum of the 2 -metric entropies of these sub-matrices. The set of sub-matrices in (i) comprises only constant matrices, and hence its 2 -metric entropy is at most log 2n . Any sub-matrix from set (ii) has constant-valued columns, and so the 2 -metric entropy of this set is upper bounded by 2(n − k) log 2n . An identical bound holds for the set of submatrices in (iii). Finally, the set of sub-matrices in (iv) are all contained in the set of all ((n −k)×(n −k)) SST matrices. The metric entropy of the SST class is analyzed in Theorem 1 of our past work [12] , where we showed that the 2 -metric entropy of this set is at most 2
Summing up each of these metric entropies, some algebraic manipulations yield the claimed result.
4) Proof of Lemma 4:
For the first part of the proof, we assume k 2 is greater than a universal constant. (See the analysis of Case 2 below for how to handle small values of k 2 .) Under this condition, the Gilbert-Varshamov bound [64] , [65] guarantees the existence of a binary code B of length k 2 , minimum Hamming distance c 0 k 2 , and number of code words card(B) = T = 2 ck 2 . (As usual, the quantities c and c 0 are positive numerical constants.)
We now construct a set of T matrices contained within the set C SST (2, (k 1 , k 2 ) ), whose constituents have a one-toone correspondence with the T codewords of the binary code constructed above. Let items S = {1, . . . , k 1 } correspond to the first indifference set, so that the complementary set S c : = {k 1 + 1, . . . , n} indexes the second indifference set.
Fix some δ ∈ (0, 1 3 ], whose precise value is to be specified later. Define the base matrix M(0) with entries + 1), (k 1 + 2), 3, . . . , k 1 , 1, 2, (k 1 + 3) , . . . , n.
We have thus constructed a set of T matrices that are contained within the set C SST (2, {k 1 , k 2 }). We now evaluate certain properties of these matrices which will allow us prove the claimed lower bound. Consider any two matrices M 1 and M 2 in this set. Since any two codewords in our binary code have a Hamming distance at least c 0 k 2 , we have from the aforementioned construction:
for a constant c 1 ∈ (0, 1). Let P M 1 and P M 2 correspond to the distributions of the random matrix Y based on Bernoulli sampling (1) from the matrices M 1 and M 2 , respectively. Since δ ∈ (0, Under this boundedness condition, the KL divergence may be sandwiched by the Frobenius norm up to constant factors. Applying this result in the current setting yields
again for positive universal constants c 2 and c 3 . An application of Fano's inequality to this set gives that the error incurred by any estimator M is lower bounded as
From this point, we split the remainder of the analysis into two cases. a) Case 1:: First suppose that k 2 is larger than some suitably large (but still universal) constant. In this case, we may set δ 2 = c n for a small enough universal constant c , and the Fano bound (27) 
for some universal constant c > 0. Since k 2 = n − k 1 , this completes the proof the claimed lower bound (26) in this case. b) Case 2:: Otherwise, the parameter k 2 is smaller than the universal constant in the above part of the proof. In this case, the claimed lower bound (26) 
] is just a constant, and we can handle this case with a different argument. In particular, suppose that the estimator is provided the partition forming the two indifference sets, and only needs to estimate the parameter δ. For this purpose, the sufficient statistics of the observation matrix Y are those entries of the observation matrix that correspond to matches between two items of different indifference sets; note that there are k 1 k 2 such entries in total. From standard bounds on estimation of a single Bernoulli probability, any estimator δ of δ must have mean-squared error lower bounded as
Finally, observe that the error in estimating the matrix M * in the squared Frobenius norm is at least 2k 1 k 2 times the (squared) error in estimating the parameter δ. We have thus established the claimed lower bound of a constant.
C. Proof of Theorem 1
We now prove the upper bound (9a) for the regularized least squares estimator (8) . Note that this estimator has the equivalent representation
In this least squares optimization program as well as in those to follow, we assume that ties are broken via some fixed rule, for instance, by lexicographic ordering.
Defining k * : = k max (M * ), it is also convenient to consider the family of estimators
where k ranges over [n] . Note that this family of estimators cannot be computed in practice (since the value of k * is unknown), but they are convenient for our analysis, in par-
Also recall that any ties in the minimization problems (28) and (29) are broken in some fixed manner such as in terms of lexicographic ordering. Then from the definitions of M REG and M k , we have the deterministic inequality
In what is to follow shortly, we show that there exists a universal constant c 0 > 0 such that
for each fixed k ∈ [n]. Given this inequality, applying the union bound over all k ∈ [n] using (30) yields
We have thus established the claimed tail bound (9a). In order to prove the bound (9b) on the adaptivity index, we first integrate the tail bound (9a). Since all entries of M * and M REG all lie in [0, 1], we have |||M * − M REG ||| 2 F ≤ n 2 , and so this integration step yields an analogous bound on the expected error:
Coupled with the lower bound on the risk of the oracle estimator established in Proposition 1, we obtain the claimed bound (9b) on the adaptivity index of M REG . It remains to prove the tail bound (31) . We proceed via a two step argument: first we use the general upper bound given by Lemma 1 to derive a weaker version of the required bound; and second, we then refine this weaker bound so as to obtain the bound (31) .
Establishing a weaker bound:: To begin with the first step, we apply Lemma 1 with the choices
With these choices, the C DIFF (M * , t, C) in the statement of Lemma 1 takes the form
for all ≥ n −8 . Applying Lemma 1 with u = 1 then yields
Note that the bound (32) is weaker than the desired bound (31), since min{k, k * } ≤ k * . Thus, our next step is to refine it. a) Refining the bound (32):: If k ≥ k * , then the bound (32) directly implies the bound (31) . So in what follows, we restrict attention to k < k * . Observe that the matrix M k is optimal for the optimization problem (29) and the matrix M * lies in the feasible set. Consequently, we have the basic inequality:
Using the linearized form of the observation model (16a), some simple algebraic manipulations give
where W is the noise matrix (16b) in the linearized form of the model. The following lemma helps bound the first term on the right hand side of inequality (33) . Consistent with the notation elsewhere in the paper, for any value of t > 0, let us define a set of matrices
With this notation, we then have the following result:
Lemma 5. For any M * ∈ C SST , any fixed k ∈ [n], and any t > 0, we have
with probability at least 1 − e −(log n) 2 . See Section IV-C1 for the proof of this lemma. From the weaker guarantee (32) that we established earlier, we know that 2 , with high probability. Consequently, the term M k − M * , W is upper bounded by the quantity (34) for some value of t ≤ c (n − min{k, k * } + 1)(log n) 2 , and hence
with probability at least 1 − e −(log n) 2 . Applying this bound to the inequality (33) we obtain
Some algebraic manipulations then yield
thereby establishing the claimed result (31).
1) Proof of Lemma 5: Consider the function
control the behavior of this function, we first bound the metric entropy of the set
Based on this metric entropy bound, the truncated version of Dudley's entropy integral then guarantees that
It can be verified that for any value t > 0, the function ζ(t) : R n×n → R (which is a function of W ) is t-Lipschitz. Moreover, the random matrix W has entries (16b) that are independent on and above the diagonal, bounded by 1 in absolute value, and satisfy skew-symmetry. Consequently, from known concentration bounds(e.g., [62, Th. 5.9] , [63] ) for convex Lipschitz functions, we have
for all v ≥ 0.
Combining the pieces, we find that
valid for all v ≥ 0. Setting v = ∘ (n − min{k, k * } + 1) log n yields the claimed result.
D. Proof of Theorem 2
We now prove the upper bound for the CRL estimator, as stated in Theorem 2. In order to simplify the presentation, we assume without loss of generality that the true permutation of the n items is the identity permutation id. Let π CRL = (π 1 , . . . , π n ) denote the permutation obtained at the end of the second step of the CRL estimator. The following lemma proves two useful properties of the outcomes of the first two steps.
Lemma 6. With probability at least 1−n −20 , the permutation π CRL obtained at the end of the second step of the estimator satisfies the following two properties:
and (b) the group of similar items obtained in the first step is of
size at least k * = k max (M * ). See Section IV-D1 for the proof of this claim.
Given Lemma 6, let us complete the proof of the theorem. Let denote the set of all permutations on n items which satisfy the two conditions in the statement of Lemma 6. Given that every entry of M * lies in the interval [0, 1], any permutationπ ∈ satisfies
where the final expression is a result of the triangle inequality. Since M * satisfies shifted skew-symmetry, we obtain
Now consider any item i ∈ [n]. Incorrectly estimating item i as lying in positionπ(i ) contributes a non-zero error only if either item i or itemπ(i ) lies in the (n − k * )-sized set of items outside the largest indifference set. Consequently, there are at most 2(n − k * ) values of i in the sum (35) that make a non-zero contribution. Moreover, from property (a) of Lemma 6, each such item contributes at most 2 ∘ n(log n) 2 to the error. As a consequence, we have the upper bound
Let us now analyze the third step of the CRL estimator. The problem of bivariate isotonic regression refers to estimation of the matrix M * ∈ C SST when the true underlying permutation of the items is known a priori. In our case, the permutation is known only approximately, so that we need also to track the associated approximation error. In order to derive a tail bound on the error of bivariate isotonic regression, we call upon the general upper bound proved earlier in Lemma 1 with the choices C = C SST (id), and λ = 0. Now let
The following lemma uses a result from the paper [31] to derive an upper bound on the metric entropy of C DIFF (M * , t, C SST (id)). For any matrix M * ∈ C SST , let s(M * ) denote the number of indifference sets in M * .
Lemma 7. For every > n −8 and t ∈ (0, n], we have the metric entropy bound
where c 1 > 0 is a universal constant. With this bound on the metric entropy, we apply Lemma 1 with
log n, and
where c 2 > 0 is a large enough constant. Lemma 1 then yields that for each fixed matrix M * ∈ C SST (id), the error incurred by the least squares estimator M id ∈ arg min
with probability at least 1 − e −(n−k * +1) 2 (log n) 8 . Note that this application of Lemma 1 is valid since s(M * ) ≤ n − k * + 1 and hence u ≥ 1. Furthermore, it follows as a corollary of Theorem 1 in the paper [12] that
≤ cn(log n) 8 , with probability at least 1−e −n(log n) 6 
with probability at least 1 − e − min{(n−k * +1) 2 ,n}(log n) 3 , where c is a positive universal constant. Inequality (i) makes use of the bound min{u 2 , v 2 } ≤ uv for any two non-negative numbers u and v. Let us put together the analysis of the approximation error (36) in the permutation obtained in the first two steps and the error (38) in estimating the matrix in the third step. To this end, consider any (fixed) permutationπ ∈ . For clarity, we use M L (Y,π ) to represent the least squares estimator under the permutationπ for the observation matrix Y , that is,
With this definition, we have the relation
We cannot bound the error of this estimate directly since the permutation π CRL is not fixed, but dependent on the observed data Y . In order to derive the desired result, we first bound the error of the estimator M L (Y,π) when the permutationπ is fixed. Consider any matrix M * ∈ C SST (id) under the identity permutation. We can then write
We separately bound the two terms on the right hand side of expression (40) . First observe that the least squares step of the estimator M L (for a given permutationπ in its second argument) is a projection onto the convex set C SST (π), and hence we have the deterministic bound
In addition, we have
From our earlier bound (38), we have that for any matrix M * ∈ C SST (id), the least squares estimate satisfies
with probability at least 1 − e −c min{(n−k * +1) 2 ,n}(log n) 3 . This bound is based directly on the earlier results of Lemma 1 presented earlier in this paper and Theorem 1 of our previous work [12] . There are three properties of the noise matrix W that are required for the proofs of Lemma 1 and paper [12,
, and (c) the entries above the diagonal of W are independent (and those below are governed by skew-symmetry). For any fixed permutationπ, the matrixπ −1 (W ) also satisfies each of these properties. As a result, the same bound applies when the noise matrix isπ −1 (W ) instead of W :
Applying permutationπ to each of the matrices in the above inequality then yields the bound
In conjunction, the bounds (36), (40), (41a), (41b) and (42) imply that for any fixedπ ∈ ,
Although we are guaranteed that π CRL ∈ , we cannot apply the bound (43) directly to it, since π CRL is a data-dependent quantity. In order to circumvent this issue, we need to obtain a uniform version of the bound (43), and we do so by applying the union bound over the data-dependent component of π CRL . In more detail, let us consider Steps 1 and 2 of the CRL algorithm as first obtaining a total ordering of the n items via a count of the number of pairwise victories, then converting it to a partial order by putting all items in the subset identified by Step 2 in an equivalence class, and then obtaining a total ordering by permuting the items in the equivalence class in a data-independent manner. Lemma 6 ensures that the size of this equivalence class is at least k * . Consequently, the number of possible (data-dependent) partial orders obtained is at most n! k * ! ≤ e (n−k * ) log n . Taking a union bound over each of these e (n−k * ) log n cases, and recalling that
, we obtain the result
Note that we do not need to union bound over the elements of the same equivalence class since picking a high-probability event uniformly at random retains the probability bound for the resulting event.
Finally, recalling that Lemma 6 ensures that P π CRL ∈ ≥ 1 − n −20 , we have established the claim.
It remains to prove the two auxiliary lemmas stated above.
1) Proof of Lemma 6:
We first prove that for any fixed item i ∈ [n], the inequality of part (a) holds with probability at least 1 − n −22 . The claimed result then follows via a union bound over all items.
Consider any item j > i such that
An application of Bernstein's inequality then gives (see the proof of Theorem 1 in the paper [7] for details) that
Likewise, for any item j < i such that
. Now consider any j ≥ i . In order for item i to be located in position j in the total order given by the count and randomize steps of the CRL estimator, there must be at least ( j − i ) items in the set {i + 1, . . . , n} whose row sums are at least (
n log n). In particular, there must be at least one item in the set { j, . . . , n} such that its row sum is at least (
n log n). It follows from our results above that under the condition (44) , this event occurs with probability no more than 1 n 21 . Likewise when j ≤ i , thereby proving the claim.
We now move to the condition of part (b). Observe that for any two items i and j in the same indifference set, we have
. An application of the Bernstein inequality now gives that
A union bound over all pairs of items in the largest indifference set gives that all k * items in the largest indifference set have their row sums differing from each other by at most ∘ n log n. Consequently, the group must be of at least this size.
2) Proof of Lemma 7: For the proof, it will be convenient to define a class C SST (; [-1,1] ) that is similar to the class C SST (id), but contains matrices with entries in [−1, 1]:
We now call upon Theorem 3.3 in the paper [31] . It provides the following upper bound on the metric entropy of bivariate isotonic matrices within a Frobenius ball:
We now use this result to derive an upper bound on the metric entropy of the set C DIFF (M * , t, C SST (id)). Consider the following partition of the entries of any
in this partition is the (k i ×k j ) submatrix corresponding to the pairwise comparison probabilities between every item in the i th indifference set with every item in the j th indifference set in M * . Such a partition ensures that each partitioned submatrix of M * is a constant matrix. Consequently, for any M ∈ C DIFF (M * , t, C SST (id)), each partitioned submatrix belongs to the set of matrices C SST (t; [−1, 1]) (where we slightly abuse notation to ignore the size of the matrices as long as no dimension is greater than (n×n)). The metric entropy of the set of matrices in C DIFF (M * , t, C SST (id)) can now be upper bounded by the metric entropies of each individual set of submatrices, via an application of Lemma B.2 from Flammarion et al. [43] as:
where the final inequality follows from the earlier bound (46) . Simplifying this bound by substituting ≥ n −8 and t ≤ n yields the claimed result.
E. Proof of Corollary 1
We now prove the upper bound on the minimax risk of the CRL estimator under the SST model. The proof of this result closely follows the proof of Theorem 2. As in the proof of Theorem 2, we assume without loss of generality that the true permutation of the n items is the identity permutation id. Let π CRL = (π 1 , . . . , π n ) denote the permutation obtained at the end of the second step of the CRL estimator. For this argument, we call upon Lemma 6 and parts of the proof of Theorem 2. We let denote the set of all permutations on n items which satisfy the two conditions in the statement of Lemma 6.
Consider any fixed permutationπ ∈ , and given the observed data matrix Y , consider the estimator M L (Y,π) as defined in equation (39) in the proof of Theorem 2. From the bound (36) in the proof of Theorem 2, we first obtain the deterministic inequality
Further, based on the inequalities (40) and (41) in the proof of Theorem 2, we have the inequality
As a corollary of [12, Th. 1], we also obtain the bound
(Note that although the statement of [12, Th. 1] considers the expected loss, the entire proof actually provides the relevant tail bound -see [12, eq. 8b ] and the discussion following the statement of [12, Th. 1] .) It follows that
In conjunction, the bounds (47), (48) and (49) imply that for any fixed permutationπ ∈ ,
Applying the union bound across all possible n! permutations of the n items, we obtain
F. Proof of Theorem 3
We now turn to the proof of the lower bound for polynomialtime computable estimators, as stated in Theorem 3. We proceed via a reduction argument. Consider any estimator that has Frobenius norm error upper bounded as
We show that any such estimator defines a method that, with probability at least 1 − 1 ∘ log n , is able to identify the presence or absence a planted clique with ∘ n log log n vertices. This result, coupled with the upper bound on the risk of the oracle estimator established in Proposition 1 proves the claim of Theorem 3.
Our reduction from the bound (51) proceeds by identifying a subclass of C SST , and showing that any estimator satisfying the bound (51) on this subclass can be used to identify a planted clique in an Erdős-Rényi random graph. Naturally, in order to leverage the planted clique conjecture, we need the planted clique to be of size o( ∘ n). Our construction involves a partition with s = 3 components, maximum indifference set of size k 1 = n − 2k, with the remaining two indifference sets of size k 2 = k 3 = k. We choose the parameter k : = ∘ n log log n so that any constant multiple of it will be within the hardness regime of planted clique (for sufficiently large values of n). Now let M * 0 be a matrix with all ones in the (k × k) sub-matrix in its top-right, zeros on the corresponding (k × k) sub-matrix in the bottomleft and all other entries set equal to 1 2 . By construction, the matrix M * 0 has indifference sets of sizes (n − 2k, k, k). For any permutation π on n 2 items and any (n × n) matrix M, define another (n × n) matrix P π (M) by applying the permutation π to:
• the first 
On the other hand, Markov's inequality implies that
Combining the two bounds, we find that for every M * ∈ C SST 1 2 11 T , it must be that
Now consider the set of (
2 ) sub-matrix of every matrix in the set C SST 1 2 11 T . We claim that this set is identical to the set of all possible matrices in the planted clique problem with n 2 vertices and a planted clique of size k. Indeed, the set contains the all-half matrix corresponding to the absence of a planted clique, and all symmetric matrices that have all entries equal to half except for a (k × k) all-ones submatrix corresponding to the planted clique.
Consider the problem of testing the hypotheses of whether M * is equal to the all-half matrix ("no planted clique") or if it lies in C SST ("planted clique"). Let us consider a decision rule that declares the absence of a planted clique if ||| M − 
with probability at least 1 − 1 ∘ log n . Recalling that k = ∘ n log log n , we find that our decision rule can detect the absence of the planted clique with probability at least 1 − 1 ∘ log n . b) Case of planted clique: On the other hand, if there is a planted clique (M * ∈ C SST ), then we have
Thus, in this case, the bound (52) guarantees that
with probability at least 1 −
log log n , our decision rule successfully detects the presence of a planted clique with probability at least 1 − 1 ∘ log n . In summary, under the planted clique conjecture, our decision rule cannot be computed in polynomial time. Since the decision rule can be computed in polynomial-time given the estimator M, it must also be the case that M cannot be computed in polynomial time, as claimed.
G. Proof of Theorem 4
We now prove lower bounds on the standard least-squares estimator. A central piece in our proof is the following lemma, which characterizes an interesting structural property of the least-squares estimator. 
See Section IV-G1 for the proof of this claim. Let us now complete the proof of Theorem 4 using Lemma 8. Our strategy is as follows: we first construct a "bad" matrix M ∈ C SST that is far from M * but close to Y . We then use Lemma 8 to show that the least squares estimate M L S must also be far from M * .
In the matrix Y , let item be an item that has won the maximum number of pairwise comparisons-that is ∈ arg max 
Next we exploit the structural property of the least squares solution guaranteed by Lemma 8. Together with the conditions (54a) and the fact that |||Y − M L S ||| 2 F ≤ |||Y − M||| 2 F , some simple algebraic manipulations yield the lower bound
This result holds for any arbitrary observation matrix Y ∈ {0, 1} n×n , and consequently, holds with probability 1 when the observation matrix Y is drawn at random. In order to complete the proof, we must address one technical condition. The definition of the adaptivity index (see equation 6b) excludes the all-half matrix. In order to circumvent this minor issue, we now set the matrix M * ∈ C SST as:
In words, item n is beaten by every other item with probability 1, whereas the remainder of the matrix corresponding to comparisons between items 1 through (n − 1) is an all-half matrix. One can verify that the arguments above for the all-half matrix continue to hold in this setting, and yield a lower bound of the form
For k ∞ = n − 1, Proposition 1 yields an upper bound of c(log n) 2 on the oracle risk. Combining this upper bound with the lower bound (55) yields the claimed lower bound on the adaptivity index of the least squares estimator.
1) Proof of Lemma 8: From our earlier construction of
that passes through the two points M * and M L S . Given this line, consider the auxiliary estimator
Since M 1 is the Euclidean projection of Y onto this line, it must satisfy the Pythagorean relation
Let 
Here the final equation follows since Y ∈ [0, 1] n×n , and hence
Furthermore, we claim that [0, 1] ( M 1 ) ∈ C SST . In order to prove this claim, first recall that the matrix M 1 lies on the line L(M * , M L S ) and hence can be written as The arguments above imply that [0, 1] ( M 1 ) ∈ C SST and hence the matrix [0, 1] ( M 1 ) is feasible for the optimization problem (14) . By the optimality of M L S , we must have
Coupled with the inequality (58), we find that
On the other hand, since M L S is feasible for the optimization problem (56) and M 1 is the optimal solution, we must actually have
so that M L S is also optimal for the optimization problem (56) . However, the optimization problem (56) amounts to Euclidean projection on to a line, it must have a unique minimizer, which implies that M L S = M 1 . Substituting this condition in the Pythagorean relation (57) yields the claimed result.
V. CONCLUSIONS
We proposed the notion of an adaptivity index to measure the abilities of any estimator to automatically adapt to the intrinsic complexity of the problem. This notion helps to obtain a more nuanced evaluation of any estimator that is more informative than the classical notion of the worst-case error. We provided sharp characterizations of the optimal adaptivity that can be achieved in a statistical (information-theoretic) sense, and that can be achieved by computationally efficient estimators.
The logarithmic factors in our results arise from corresponding logarithmic factors in the metric entropy results of Gao and Wellner [66] , and understanding their necessity is an open question. In statistical practice, we often desire estimators that perform well in a variety of different senses. We believe that estimating SST matrices at the minimax-optimal rate in Frobenius norm, as studied in more detail in the paper [12] , may be computationally difficult -this fundamental problem still remains open. In this work, for simplicity we also consider a setting where one has access to exactly one comparison per pair of items. It is of interest to extend the results to more general observation models including those where only a subset of pairs are observed and/or with multiple observations per pair. Finally, developing a broader understanding of fundamental limits imposed by computational considerations in statistical problems is an important avenue for continued investigation.
APPENDIX A CRL IS MINIMAX-OPTIMAL FOR PARAMETRIC MODELS In this section, we study the performance of the CRL estimator when applied to data drawn from parametric models. More precisely, in a parametric model, each item i ∈ [n] is associated with an unknown parameter w * i ∈ R that represents the item's intrinsic value or quality. Given some (known) function F : R → [0, 1], pairwise comparison probabilities are then assumed to be generated via the equation
The function F is assumed to be strictly increasing, and the weights are uniformly bounded as max i∈ [n] 
and
We assume that c Fmin and c Fmax are positive constants that are strictly bounded away from zero. In our past work [12] , we showed that the set of all parametric models is a strict-and significantly smaller-subset of the set of SST matrices. We also proved that under some technical assumptions on the function F, then the minimax optimal rate (in squared Frobenius norm) of pairwise-probability matrices over parametric models scales ( ) over the entire SST model class. In the following proposition, we show that if the underlying data actually follows a parametric model, then the CRL estimator can achieve risk scaling as ( 1 n ), which is optimal up to logarithmic factors. An implication of this proposition is that for parametric models, up to logarithmic factors in n, the CRL estimator is minimax optimal and matches the statistical performance of the estimators based on parametric maximum likelihood analyzed in [12, Th. 4] . The proof of this proposition follows from our analysis of the CRL estimator in the proof of Theorem 2 in the present paper. Independently, Chatterjee and Mukherjee [27] also investigate adaptivity of a similar estimator to parametric models, and show that it attains an error of order O( 1 n ). The proof techniques employed in the paper [27] are however markedly different from our proof techniques.
Proposition 2. For all matrices M
In comparison to parametric estimators, there are two key benefits offered by the CRL estimator. First, unlike the parametric estimators, the CRL estimator does not need to know the function F. Second, the CRL estimator is more robust to model misspecification, with an error at most O(
) over the richer SST model, as proved in Corollary 1 in the present paper. This guarantee is significantly superior to the (1) error incurred by the estimators that fit any parametric model -this lower bound is proved in [12, Proposition 1] .
The remainder of this section is devoted to a proof of Proposition 2. Our argument relies heavily on the proof of Theorem 2 presented earlier in the paper.
Proof of Proposition 2: Without loss of generality, we may assume that the permutation of the items in the matrix M * is the identity permutation. Let π CRL denote the permutation obtained at the end of the randomization step in the CRL estimator. The first step in this analysis is to control the error in the output of the count and randomize steps.
Consider any pair of items i, j ∈ [n] such that i < j . This condition means that item i is preferred to item j in M * , and in particular that w * i ≥ w * j and M * i ≥ M * j for every ∈ [n]. Now suppose that the associated rows of matrix M * satisfy the relation
From the proof of Lemma 6 presented earlier -specifically, from the argument of the bound (45) -we obtain that for any pair of items i < j satisfying (61), the probability that the CRL estimator errs in their relative ordering is bounded as
A union bound over all pairs of items yields that this condition holds with probability at least 1 − n −21 simultaneously for all pairs satisfying the inequality (61) . Conditioned on this event, for every pair of items i < j , we have that either π CRL correctly recovers their correct ordering, or
For any such pair of items i, j , we then have where the final inequality relies on the bound (62) . Here, c Fmin and c Fmax are F-dependent constants defined in equation (60) .
Aggregating this result across all pairs of items, we find that . Given the bound (63), the remainder of the proof proceeds in a manner identical to that of the analysis of the least squares step in the proof of Theorem 2.
APPENDIX B ROBUST GUARANTEES AND AN ORACLE INEQUALITY
Thus far we have focused on analyzing the error and adaptivity index of various estimators in settings where the matrix underlying the pairwise comparisons is in the SST class, and have shown that we can obtain improved guarantees when the matrix has a large indifference set. In this section we explore the robustness of our guarantees for the CRL algorithm to model-misspecification. In particular, we show that even if the true matrix underlying the pairwise comparisons is not in the SST class or does not have a large indifference set, we can still obtain strong guarantees provided the true matrix is close in a Frobenius norm sense to a structured matrix in the SST class.
To simplify the analysis of the CRL estimator we assume that we receive two independent copies of the matrix Y according to the model in (1) . We denote these copies Y (1) and Y (2) . We compute an ordering through the Count step using Y (1) and then perform the Least Squares step on the second copy Y (2) using the ordering obtained from the first step. We no longer require the Randomize step (since we have two samples), and we instead define π CRL to be the ordering obtained after the Count step.
We note in passing that the analysis we present generalizes in a straightforward way to the setting where each independent copy {Y (1) , Y (2) } has entries which are censored with probability 1/2 (see, for instance, [12] , [26] for details) and this will only change the constant factors in the results. In this case, we obtain, in expectation, exactly n(n−1)/2 independent comparisons, as in the single-observation setting we have studied in this paper. We show the following generalization of Theorem 2. 
with probability at least 1 − 2n −20 For both Theorem 5 and Corollary 2, we emphasize that the matrix M * is no longer assumed to have any structure (beyond the restriction that it be a skew-symmetric matrix of probabilities). The CRL estimator is adaptive, and is able to take advantage of the SST and indifference set structure when it exists, and its performance degrades gracefully. If the matrix M * is near any well-structured SST matrix M then the CRL estimator has strong guarantees. We devote the reminder of this section to the proof of Theorem 5.
Proof of Theorem 5: Throughout this proof we let M denote an arbitrary matrix in the SST class C SST , and without loss of generality we assume that the true permutation corresponding to M is the identity permutation id We begin with our analysis of the Count step of the estimator. Analogous to Lemma 6 we have the following result.
Lemma 9. With probability at least 1−n −20 , the permutation π CRL obtained at the end of the Count step of the estimator satisfies the following property:
The proof of this result follows exactly the proof of Lemma 6 and is hence omitted. We now condition on the first sample Y (1) , fixing the permutation π CRL , and apply the least squares procedure on Y (2) . Let us consider in the linearized form (16a) that: (2) .
Recall the notation introduced earlier in (39) for the least squares estimator applied with a fixed permutation π CRL :
M L (Y (2) , π CRL ) : = arg min
Our goal is to bound the error:
and we analyze each of these terms separately. Noting that the least squares estimator for a fixed permutation is a projection onto a convex set, we obtain that:
For the second term we notice that this corresponds to an analysis of the least squares estimator in a well-specified case, and using the argument leading to (38) we obtain that,
with probability at least 1 − e − min{(n−k * +1) 2 ,n}(log n) 3 , where c is a positive universal constant. We thus obtain that with probability at least 1 − e − min{(n−k max ( M)+1) 2 ,n}(log n) 3 ,
The following result now bounds the second term with highprobability.
Lemma 10.
When the permutation π CRL satisfies (66), we have the following deterministic guarantee for any matrix M:
We prove this lemma below. Putting the result of this lemma together with the inequality (68), and using the union bound, establishes Theorem 5.
Proof of Lemma 10:
Since M has an indifference set (i.e. a large set of identical rows) of size k max ( M), re-ordering its rows contributes to the Frobenius norm only when either the original row or its re-ordered counterpart falls outside this indifference set. Let us denote by I the set of such indices, and note that |I| ≤ 2(n − k max ( M)). Observe that,
Now, applying the condition in (66) we obtain that:
as desired.
