Abstract. The paper discusses nonlinear singular perturbations of delta type of the fractional Schrödinger equation ıBtψ " p´∆q s ψ, with s P p 1 2
Introduction
The appearance of the term "fractional Schrödinger equation" (FSE) traces back to the pioneering papers by Laskin ( [35, 36] ). In those papers this equation, i.e.
turns out when the Feynman path integral is extended from the Brownian-like to the Lévy-like quantum mechanical paths. On the other hand, in potential theory, the fractional Laplacian was also introduced as the infinitesimal generator of some Lévy processes ( [7, 34] ).
In the most recent physics literature the fractional nonlinear Schrödinger equation (FNSE) have been exploited in many different frameworks.
The FNSE arises, for instance, in the investigation of quantum effects in Bose-Einstein Condensation ( [46] ). The condensation is usually described by a Gross-Pitaevskii equation when a boson system is ideal, i.e. at low temperature and weakly interacting. If the medium is inhomogeneous with long-range interactions, it was proved that the dynamics can be described by a fractional Gross-Pitaevskii equation. This phenomenon is due to a general feature of fractional equations, which are able to take into the account decoherence and turbulence effects. In fact, these equations can be also used to investigate decoherence effects in several physical models ( [31] ).
However, physical models based on the FNSE as effective equation are not restricted to the quantum domain. The study of the long-time behavior of the solutions of the water waves equation in R 2 relies, for instance, on the FNSE (see [30] and references therein). Furthermore, it has been recently used in optics ( [38] ), in solid state physics ( [44] ) and biological systems ( [22, 39] ).
From the mathematical point of view, the FNSE has been widely studied in the last years. We mention, for instance, [8, 28, 32] for the standard FNSE and [17, 18, 19, 29] for the variant (relevant for physical applications) provided by Hartree-type nonlinearities.
On the other hand, the first discussion of a FSE in presence of delta potentials is due to [37] : the main result contained in this paper is the analysis of an anomalous spreading of the solutions of the Cauchy problem characterized by a power-law behavior and related to the order of the fractional operator. More recently [40, 41, 45] addressed the problem of singular perturbations of the fractional Laplacian. In particular, they show that rank-one linear singular perturbations of the d-dimensional fractional Laplacian can be obtained as the norm-resolvent limit of fractional Schrödinger operators with shrinking potentials.
In this paper we discuss nonlinear singular perturbations of delta type of (1) in dimension one, with s P p 1 2 , 1s. The main purpose is to investigate the well-posedness and the dynamical features of the associated Cauchy problem.
The major characteristic of this kind of equations is that, albeit nonlinear, they fall under the so-called solvable models: the investigation of the time evolution can be reduced to that of an ODE-type equation (see, e.g., [6] ). For the ordinary Laplacian in R the case of a concentrated nonlinearity has been studied in [5] (see also [15] ) and then extended to R 2 and R 3 in [2, 13, 14, 16] and [3, 4] (respectively), and to the 1-dimensional Dirac equation in [10] .
The paper is organized as follows:
‚ in Section 2 we make a brief review on the linear FSE in the free case and in the case of a singular perturbation of delta type, and then we present the main results on nonlinear perturbations; ‚ in Section 3 we present the proofs of the main results of the paper (i.e., Theorem 2.1 and Theorem 2.2); ‚ in Appendix A we show the proof of some further results on linear perturbations (i.e., Proposition 2.1).
Setting and main results
Before stating the main results of the paper it is necessary to fix some notation and recall some well known facts about the linear FSE both in the free case and in the case of delta interactions.
2.1. The free case. Preliminarily, we recall that, for every s P p0, 1q, the fractional Laplace operator on (an open set) Ω Ă R is defined by p´∆q s Ω upxq :" cpsqP.V.
ż Ω upxq´upyq |x´y| 1`2s dy where cp¨q is a specific normalization constant such that { p´∆q s u pkq :" |k| 2s p upkq,
with p´∆q s " p´∆q s R and x p¨q representing the unitary Fourier transform on R (see, for instance, [23] for an explicit expression). We also recall the definition of the fractional Sobolev space H µ pΩq, with µ P p0, 1q, i.e.
where rus 9 H µ pRq denotes the usual Gagliardo semi-norm, i.e. When Ω " R, it is (norm-)equivalent to
where S 1 pRq denotes the space of the tempered distributions and
(see again [23] ). Moreover, (4) holds for µ ą 1, as well, whereas (3) has to be modified in
(with rµs the integer part of µ).
On the other hand, it is well known that, for every s P p0, 1s, the operator H Finally, we point out that throughout the paper we denote by p¨,¨q and }¨} the standard scalar product and norm of L 2 pRq.
Linear delta perturbations.
The problem of linear singular perturbations of delta type of the fractional Laplacian has been widely discussed in [41] . Here we limit ourselves to mention some known facts and notation, which are useful in the following.
For every λ ą 0 and s P p0, 1s, we denote by G λ s the Green's function of p´∆q s`λ , namely the unique solution in L 2 pRq of pp´∆q
Note that G λ s P L 2 pRq for every s ą 1{4 and G λ s P L 8 pRq X C 0 pRq for every s ą In addition, for all s P p 1 2 , 1s and α P R fixed, we define the operator
It is self-adjoint and hence
has a unique solution
where DpH α s q is endowed with the graph norm. Notice that the definition of the operator domain (8) does not depend on λ, provided that λ ą 0, which then plays the role of a mere regularizing parameter.
It is also worth mentioning that [41] provides an approximation result for the operator H α s , which actually explains the reason for which we consider this operator a singular perturbation of the fractional Laplacian of delta type. Precisely, the paper shows that there exist (a wide class of) compactly supported potentials V , with α " 
that is z D µ u pkq " ı|k| µ sgnpkq p upkq. Note that this operator is bounded H µ`δ pRq Ñ H δ pRq, for all δ ě 0. 
where rD 2s´1 ψsp0q :" D 2s´1 ψp0`q´D 2s´1 ψp0´q. Moreover, the quadratic form associated to H α s is defined as
with domain DpF α s q :" H s pRq.
For the proof, see Appendix A. Here we limit ourselves to observe that the previous Proposition allows to write also in the fractional case delta perturbations as "jump conditions". However, while in the integer case this fact arises as a natural consequence of the definition of the action and the domain of the operator, in this case it is required to detect (through a careful analysis of the properties of the Green's function -see Appendix A) the proper fractional differential operator whose jump encodes the delta interaction.
2.3.
Main results: nonlinear delta perturbations. Let us introduce the nonlinear analogue of (10) by posing 
A solution of the nonlinear analogue of (10) is a function ψ, such that ψpt,¨q P DpH n s q, for all t ą 0, and
In fact, we discuss the integral form of the problem, provided by the Duhamel formula, which reads ψpt, xq " pU s ptqψ 0 qpxq´ıβ
Furthermore, one can set qptq :" ψpt, 0q, 
(note that U s pt, 0q " apsq{t 1 2s ). As a consequence, if (19) uniquely determines q, then ψ is defined by ψpt, xq :" pU s ptqψ 0 qpxq´ıβ
This entails that "solving the nonlinear analogue of (10)" means searching for a solution of (19) such that (21) satisfies (16).
Theorem 2.1 (Well posedness). Let s P p 1 2 , 1s and ψ 0 P DpH n s q. Then: (i) Local well-posedness. There exists T ą 0 such that the function ψ defined by (19) - (21) is the unique solution of (16) (where the former is meant as an equality in L 2 pRq). In addition,
(ii) Conservation laws. The mass and the energy, namely
Eptq " Epψpt,¨qq :" rψpt,¨qs
are preserved quantities along the flow. Remark 2.3. Recall that the case β ą 0 is usually called defocusing or repulsive case, whereas the case β ă 0 is usually called focusing or attractive case, in analogy with the standard NLS. In addition, when β ă 0, the case σ ă σ c psq is said sub-critical, the case σ " σ c psq is said critical and the case σ ą σ c psq is said super-critical. According to this, σ c psq is called critical exponent.
Remark 2.4. .
Remark 2.5. Notice that, if }ψ 0 } ă Cps, βq, then Ep0q ě 0 (see (48)) and thus (consistently) the blow-up condition is not fulfilled.
Remark 2.6. Throughout the paper we consider the case of an interaction based at x " 0. However, this is not restrictive since all the results are valid as well as for any other choice. In addition, one could also consider the case of N distinct singular perturbations of δ-type, as well as more general nonlinear dependence for αpψq. Anyway, this would produce only computational issues and hence, for the sake of simplicity, we limit ourselves to the case of a single perturbation with a power-type nonlinearity.
Two comments on the item (iv) of the previous theorem are in order. First, as highlighted in Remark 3.5, the extra assumption on the smoothness of the regular part of the initial datum is just a technical point required in the proof of Proposition 3.4 . In addition, blow-up is a phenomenon linked to the magnitude of the initial singular part rather than to the smoothness of the regular part. Hence, it is not that relevant a detailed discussion of the minimal regularity assumptions.
On the other hand, it is clear that in the super-critical focusing case, it is possible to choose an initial datum with Ep0q ă 0. For instance, consider a generic function u P DpH n s q with regular part in the class of Schwartz functions and such that up0q ‰ 0. Then, for every ν ą 0, define u ν pxq " upνxq.
Recalling that { upν¨qpkq " 1 ν p up k ν q, a simple scaling argument shows that (in the focusing case)
and hence, if ν is sufficiently small, then Epu ν q ă 0. Before stating the second result, we recall that a standing wave is a function ψ ω pt, xq " e ıωt u ω pxq, with ω P R and 0 ı u ω P DpH n s q, that satisfies (16), namely such that
Theorem 2.2 (Standing waves). Let s P p 1 2 , 1s. Every positive standing wave of (16) is given by
with ω ą 0 and β ă 0. Any other standing wave with frequency ω differs from u ω in (24) by a constant phase factor. In addition:
Theorem 2.2 has some important consequences. First, it states that no standing wave may exist in the defocusing case. On the other hand, one can immediately sees that in the supercritical focusing case the infimum level of the energies of the standing waves is exactly the threshold under which there is blow-up.
The assumption s P p , since otherwise the Green's function of p´∆q s`λ is not square integrable (for details see [40, 41] ). On the other hand, as we stressed in Section 2.2, when s P p 1 2 , 1q the Green's function is also bounded and continuous and this entails that the strategy for the proofs of the main results (up to several technical modifications) retraces the one of [5] , since the problem still displays the specific features of the so-called models in codimension one. On the contrary, when s P p 1 4 , 1 2 s, the issue presents the structure of higher codimensional models, such as nonlinear δ-perturbations of the Laplacian in R 2 and R 3 (precisely, s P p 1 4 , 1 2 q retraces delta in 3d, while s " 1 2 retraces delta in 2d). In these cases the strategy for the proof of global and local well-posedness (and blow-up) is considerably different (for instance, it is no more true that qptq " ψpt, 0q) and, mainly in the 2d case ( [2, 14] ), requires a more refined analysis of the kernel of the associated charge equation, which is not clear how to adapt to the fractional case at the moment. Hence, we think that in a first work on nonlinear perturbations of the fractional Laplacian, it is worth starting from one-codimensional problems, leaving higher-codimensional ones to forthcoming papers.
However, also in this one-codimensional case, although the strategy is analogous, some relevant and interesting differences can be detected between this work and [5] . First, here we present a finer discussion of the regularizing properties of the integral kernel t´1 2s . In particular, such discussion allows to prove a far better regularity for the solution of the charge equation, which is subsequently exploited to show that the wave function defined in (21) is a solution of (16) in a strong sense. In view of this, the papers contains a stronger result (which holds for s " 1 too) with respect to [5] , where only the integral formulation and distributional solutions were treated (recall that in [5] the main achievement was a feasible strategy for the investigation of nonlinear delta perturbations).
On the other hand, concerning the blow-up analysis, here it is necessary the introduction of a fractional moment of inertia, as in the standard fractional NLSE. The study of such a fractional moment of inertia in the context of nonlinear deltas requires several technical modifications in the proofs (which follow, again, the same strategy of the integer problem), which also make the detection of the fractional critical power possible.
Finally, in addition to [5] , the paper contains a complete classification of the standing waves of (16) and shows the connection between their energy level and the threshold for the blow-up.
Remark 2.7. It is worth recalling that the different strategy used here with respect to the case of the standard NLSE is due to the singular structure of the nonlinearity and to the consequent singular structure of the functions in the "operator" domain. Precisely, the Schrödinger equation with a nonlinear delta is not a semilinear equation (as the standard NLSE), since the nonlineariy is encoded in the domain of the "operator" and not in its action. However, the fact that the problem is the nonlinear version of a so-called solvable model allows to trace back to a one-dimensional integral problem (the charge equation), whose discussion (although completely different) then plays the role of Strichartz estimates in the proof of local and global well-posedness for standard NLSE.
Remark 2.8. Notice that even if the fractional Laplacian can exhibit very different behavior with respect to the integer one in the stationary case, see e.g. [21] , this is not the case in our evolution problem. For instance U s shares some dispersive properties with the free propagator e it∆ , namely a L 1´L8 estimate with a different exponent. Moreover if we look at equation (19) , whose analysis is the heart of this paper, for s " 1 it is still a Volterra integral equation with a different Abel Kernel, with similar qualitative behavior.
Proof of the main results
This section is devoted to the proof of Theorem 2.1 and Theorem 2.2. The first four subsections discuss the four items of Theorem 2.1, while the last one is completely focused on Theorem 2.2.
3.1. Local well-posedness. In order to prove local well-posedness of (16) a detailed analysis of the charge equation (19) is required. However, we need some preliminary results concerning fractional Sobolev spaces in d " 1 and the regularizing properties of the 1 2s -Abel integral kernel t´1 2s .
Lemma 3.1. Let s P p 1 2 , 1s and ℓ P H µ pRq, with µ ě 0 and supptℓu Ă r0, rs, for some r P R`. Then, the function Lptq :"
belongs to L 2 loc pRq X 9 H µ`1´1 2s pRq.
Proof. Clearly,
Lptq " ph˚ℓqptq, @t P R, where hptq :" Hptq
and H is the Heaviside function. In addition, for every t P r0, rs, Lptq " L r ptq, where L r ptq :" ph r˚ℓ qptq, @t P R, with h r ptq :" Hptq´Hpt´rq
.
As a consequence, simply recalling basic properties of the convolution product
On the other hand, one can easily see that }L} L 2 pa,bq ă 8, for every a, b P R, since Lptq " 0, for all t ď 0, and since, if b ą r, then }L} L 2 p0,bq can be estimated arguing as before (simply replacing r with b). Therefore, it is left to prove that L P 9 H µ`1´1 2s pRq. From (26) 
which concludes the proof.
Lemma 3.2. Let s P p 1 2 , 1s and ℓ P H µ p0, rq, with µ ě 0 and r P R`. Then:
(with L defined by (25) As a consequence r ℓ satisfies the assumptions of Lemma 3.1 (with support in r0, 2rs, instead of r0, rs), so that r Lptq :"
Finally, observing that r Lptq " Lptq, for all t P r0, rs, concludes the proof. [33] ). Lemma 3.3. Let ℓ P H µ p0, rq X C 0 r0, rs, with r P R`and µ P r0, 1s. Then, for every σ ě 0, |ℓ| 2σ ℓ P H µ p0, rq.
Proof. The cases µ " 0, 1 are trivial (recalling that H 0 " L 2 ). Then, consider the case µ P p0, 1q. Clearly, one sees thaťˇ| ℓptq| 2σ ℓptq´|ℓpτ q| 2σ ℓpτ qˇˇď C}ℓ} 2σ C 0 r0,rs |ℓptq´ℓpτ q|, @t, τ P r0, rs, which immediately concludes the proof. Now, we can focus on the charge equation. The first step is proving that it admits a unique continuous solution on a sufficiently small interval.
Proposition 3.1. Let s P p 1 2 , 1s and ψ 0 P DpH n s q. Then, there exists T P R`such that (19) has a unique solution q P C 0 r0, T s. .
By [42, Corollary 2.7] , in order to conclude it is sufficient to prove that:
(ii) for every r t P R`and every bounded set B Ă C, there exists a measurable function mpt, τ q such that |hpt, τ, qq| ď mpt, τ q @ 0 ď τ ď t ď r t, @q P B, (iv) for every r t P R`and every bounded set B Ă C, there exists a measurable function npt, τ q such that
npt,¨q P L 1 p0, tq, @t P r0, r ts, and
However, (ii)-(iv) can be easily proved setting m, n equal to the 1 2s -Abel kernel, up to some suitable multiplicative constants, and exploiting its integrability properties (see, for instance, [3, 5, 14] ).
Hence, it is left to show (i). Preliminarily, note that, as ψ 0 P DpH n s q (and recalling that ψ 0 p0q " qp0q), f ptq " pU s ptqφ λ,0 qp0q´β|qp0q| 2σ qp0qpU s ptqG λ s qp0q ":
Let us discuss the two terms separately. First, simply using Cauchy-Schwarz inequality, we find that for all
On
(where again H denotes the Heaviside function), that is
As a consequence (using the same change of variable as before)
since φ λ,0 P H 2s pRq by assumption, so that, combining with (28), there results f 1 P H 3 2´1 4s p0, T q, for all T P R`.
Let us consider, now, f 2 . Precisely, we focus on
As G λ s P H s pRq, arguing as in (28), one sees that f 3 P L 2 loc pr0, 8qq. On the other hand, arguing as in (29), there results
|ω|p|ω|`λq loooooooooomoooooooooon
so that
Hence, as 3 2´1 2s P p 1 2 , 1s for s P p 1 2 , 1s, this implies that f 3 is continuous on r0, 8q, which concludes the proof.
Remark 3.3. Equation (32) also shows that f 3 P L 2 pRq, not only in L 2 loc pr0, 8qq.
The last step of the discussion of the charge equation is proving a suitable Sobolev regularity for the solution q. To this aim, it is also convenient to define the maximal existence interval r0, T˚q for (19), i.e.
T˚:" suptT ą 0 : there exists a unique solution q P C 0 r0, T s of (19)u.
This justifies any integration of the derivative of the charge present throughout the paper.
Proof of Proposition 3.2. Fix an arbitrary T P p0, T˚q. The proof can be divided into two parts.
Part(i): regularity of the forcing term. The first point is to show that f P H 3 2´1 4s p0, T q. However, as we already proved in (28)- (30) 
In (33), we proved that f 3 , and whence f 2 (see (31)), is in H µ p0, T q for all µ P r0, 3 2´1 2s q, which is not sufficient to our purposes. However, suitably manipulating f 3 , one can find an equivalent formulation of (19) , which presents a forcing term with the proper regularity.
First, letting
we can define r f 3 ptq :" f 3 ptq´f 3 p0q´t 1´1 2s bpsq.
Using the change of variable ω " k 2s and fundamental theorem of calculus, one finds that r f 3 ptq "´λ π
ωpω`λq
As a consequence 
where now r f ptq " f 1 ptq´β|qp0q| 2σ qp0qG λ s p0q´β|qp0q| 2σ qp0q r f 3 ptq belongs to H 3 2´1 4s p0, T q. Part(ii): bootstrap argument. Now, we can apply a bootstrap argument on (35) in order to obtain that q P H 3 2´1 4s p0, T q. We know that the unique solution of q of (35) belongs to L 2 p0, T q X C 0 r0, T s. Hence, from Lemma 3.3, there results that |qp¨q| 2σ qp¨q´|qp0q| 2σ qp0q P L 2 p0, T q X C 0 r0, T s and (consequently), from Lemma 3.2 (item (i)), that η P H 1´1 2s p0, T q X C 0 r0, T s, so that q P H 1´1 2s p0, T q X C 0 r0, T s (in turn).
Repeating the same argument one can easily prove, with an iterative process, that q P H 3 2´1 4s p0, T q X C 0 r0, T s, which concludes the proof. However, some provisos are required:
(1) one uses item (i) of Lemma 3.2 until the starting index of the iteration is smaller than 1 2 and item (ii) when the starting index becomes greater than 1 2 ; (2) if at some iteration one runs into H 1 2 p0, T q, which is not covered by Lemma 3.2, then it is sufficient to observe that q P H µ p0, T q, with µ " ) and move on; (3) if at some iteration one find q P H µ p0, T q with µ P p1, 3 2´1 4s q, which is not covered by Lemma 3.3, then it is sufficient to observe that q P H 1 2`1 4s p0, T q, and since 1 2`1 4s ă 1 one can use again Lemma 3.3 and Lemma 3.2 to obtain that q P H 3 2´1 4s p0, T q. Note also that the iterative process must end in a finite number of steps because the regularity gain at each step is always the same (as highlighted in Remark 3.1).
We can now prove the first point of Theorem 2.1. It is worth pointing out that the following proof holds for every T P p0, T˚q.
Proof of Theorem 2.1: item (i). From Propositions 3.1 and 3.2, there is T P p0, T˚q for which there exists a unique solution of (19) 
so that ψpt, xq " φ λ pt, xq´rptqG λ s pxq. Hence, in order to prove that ψpt,¨q P DpH n s q for all t ą 0 it suffices to prove that p φ λ pt,¨q P L 2 pR, |k| 4s dkq (since it is clearly in L 2 pRq).
First, we easily see that e´ı |k| 2s t p φ λ,0 P L 2 pR, |k| 4s dkq, by the properties of the free propagator. Concerning the remaining part, as r is trivially more regular than 9 r, it is sufficient to sow that
namely, that gpt, kq :"
(as functions of k). Setting ρ t pτ q " 9 rpτ qχ r0,ts pτ q and observing that p
(as 1´1 2s P p0, 1 2 s), which proves the claim. Furthermore, one can prove with analogous computations that φ λ P C 0 pr0, T s; H 2s pRqq (39) (for details see [12] ). However, if we endow the domain DpH n s q with the graph norm }¨} DpH n s q , then
nd thus, combining with (39), 
As a consequence, arguing as in Part 1), one can easily see that
which then proves that ψ P C 1 pr0, T s; L 2 pRqq. Part 3): solution of (16). Now, since the initial condition is clearly satisfied by construction, we have to prove that
By (40),
Conservation laws.
This section is devoted to the proofs of the conservation laws associated to (16) . In particular, for the mass conservation we will prove that dM 2 dt ptq " 0, @t P r0, T˚q, whereas we will show the energy conservation by a direct inspection of the equality Eptq " Ep0q, @t P r0, T˚q.
Proof of Theorem 2.1: item (ii). The proof can be divided in two parts. Finally, as B 2 is clearly real-valued, it is left to prove that B 1 is real-valued too. Exploiting the definition of the Green's function (6) (which is also a real-valued function), the decomposition of the domain DpH n s q and (36), we have
, that is in fact real-valued, which concludes the proof.
Part 2): energy conservation. From (5) and (22), the energy at time t reads
Using the representation of p ψpt, kq given by (37) , the kinetic part of the energy turns out to be
. (42) An integration by parts, yields so that (with some computations)
Plugging (43) and (44) in (42), we get ż
Consequently, from (18) and (21), there results rpτ qpU s pτ qψ 0 qp0q dτ "
and thus (with a further integration by parts) ż
Finally, as
which (recalling (18)) concludes the proof.
3.3.
Global well-posedness. Exploiting conservation laws, and in particular the energy conservation, it is possible to prove that the solution of (16) provided by (21)- (19) is global in time, namely T˚"`8 (with T˚defined by (34)), in the defocusing and in the sub-critical/critical focusing cases.
In the focusing case the main ingredient is a fractional version of the Gagliardo-Nirenberg inequality, namely
(for the proof see, for instance, [9, 25, 43] ).
Proof of Theorem 2.1: item (iii). Consider, first, the defocusing case, i.e. β ą 0. From energy conservation, there results that lim sup
and, by [42, Theorem 2.3] , this entails that T˚"`8.
On the other hand, in the sub-critical focusing case, i.e. β ă 0 and σ ă σ c psq, from (45) and (18)
Since 2σ`2 2s ă 2 whenever σ ă σ c psq, one obtains again (46) and therefore the claim follows arguing as before.
Finally
48)
and hence (46) is satisfied whenever the quantity in brackets is bigger than 0, namely whenever
": Cps, βq, which concludes the proof.
3.4. Blow-up solutions. In order to prove the rise of blow-up solutions, we use the classical Glassey method (see, e.g., [26] ) based on the definition of a moment of inertia and on the proof of the so-called Virial Identity.
Due to the different scaling properties of the fractional Laplacian, when s ă 1, it is necessary to slightly modify the standard definition of the moment of inertia. Precisely, we set
where ψ (henceforth) is the solution of (16) provided by (19) and (21) (see for instance [8] and the references therein). We notice that the fractional momentum operator defined in the appendix in [20] bears some similarities with (49). It is unclear at the moment if there is a deeper connection between the two objects. The first point is to prove that I is well defined on the maximal existence time of ψ, i.e. r0, T˚q (with T˚defined by (34)).
Lemma 3.4. Let s P p 1 2 , 1s, ψ 0 P DpH n s q and Ipψ 0 q ă 8. Then, for every T ă T˚, Iptq ď C T ă 8, @t P r0, T s.
Proof. Let T ă T˚. Recalling that p ψ 0 pkq " p φ λ,0´r p0q{ ? 2πp|k| 2s`λ q and differentiating (37) . Now, as ψ P C 0 pr0, T s; DpH n s qq, ψ P C 0 pr0, T s; H s pRqq as well, so that ith r 1 pτ q :" τ rpτ q (which is clearly at least as regular as rpτ q). Consequently, arguing as in the proof of Theorem 2.1 (precisely, item (i), Part 1)), one immediately sees that (50) is satisfied.
As a second point, we have to prove the fractional Virial Identity. Proposition 3.3. Let s P p 1 2 , 1s, ψ 0 P DpH n s q and Ipψ 0 q ă 8. Then, Ip¨q P C 1 r0, T˚q and
Proof. We start by computing the derivative of the integrand of Iptq (given by (49) In addition, since by (38)
which is clearly integrable by the regularity of φ λ,0 and since Ipψ 0 q ă 8. Hence, by (54) and dominated convergence, one gets (51) (and the continuity of 9 I on r0, T˚q).
As a third point, we can compute the second derivative of the moment of inertia.
Proposition 3.4. Let s P p 1 2 , 1s and ψ 0 P DpH n s q with φ λ,0 P SpRq. Then, Ip¨q P C 2 r0, 
Arguing as in the proof of Proposition 3.3, for every fixed R ą 0,ˇˇˇB
so that, if we set
then by dominated convergence
which is, in addition, a continuous function in r0, T s. As a consequence, if one can prove that : I R converges pointwise a.e. in r0, T s and that | :
I R ptq| ď f T ptq, for a.e. t P r0, T s, with f T ptq P L 1 p0, T q, then (since clearly 9 I R ptq Ñ 9 Iptq pointwise) by dominated convergence there results
whence lim
From (56) :
First we see that Φpτ, Rq Ñ 8s 2 rψpτ,¨qs 2 H s pRq and that |Φpτ, Rq| ď C}ψ} C 0 pr0,T s;H s pRqq , for every τ P r0, T s. 
Now,
A 1 pτ, Rq Ñ 0, as R Ñ 8, @τ P r0, T s, and |A 1 pτ, Rq| ď C T , @R ą 0, @τ P r0, T s, from (38) and the assumptions on φ λ,0 . On the other hand, A 2 pτ, Rq Ñ ? 2πqpτ q, as R Ñ 8, @τ P r0, T s and |A 2 pτ, Rq| ď C}ψ} C 0 pr0,T s;H s pRqq , @R ą 0, @τ P r0, T s.
Thus we can pass to the limit in (57) by dominated convergence, and from (58) we obtain : Ipτ q " 8s 2 rψpt,¨qs
Finally, this immediately implies that : I is continuous on r0, T s and, with some easy computations, that (55) is satisfied.
Remark 3.5. In the proof of Proposition 3.4, the only point where the assumption φ λ,0 P SpRq is required is in the discussion of A 1 pτ, Rq. It is then clear that it is not the minimal one. We refer to Section 2.3 for the reason of such a choice.
Finally, we can show the proof of item (iv) of Theorem 2.1.
Proof of Theorem 2.1: item (iv). Let β ă 0. Hence (55) reads
If σ ě σ c psq and Ep0q ă 0, then I is uniformly concave in r0, T˚q, namely : Iptq ď C ă 0, @t P r0, T˚q.
As a consequence
Iptq ď Ip0q`9 Ip0qt`C t 2 2 , @t P r0, T˚q.
Assume, therefore, by contradiction that T˚"`8. Then lim tÑT˚I ptq "´8 but this is prevented by the fact that Iptq ě 0, for all t P r0, T˚q.
3.5. Stationary states. This last part of the paper is devoted to the proof of Theorem 2.2. Preliminarily, we recall some computations that descend from some easy changes of variables and [27, Eq. 3.194.3] . Let ω ą 0 and s P p Proof of Theorem 2.2. We divide the proof in three parts. Part 1): ω ą 0. Assume that u ω is a standing wave. As it belongs to DpH n s q,
and, since it must satisfy (23), there results
whence
. Now, by means of the Fourier transform, the previous equality reads
2πp|k| 2s`λ qp|k| 2s`ω q and, since r ω ‰ 0 and φ ω λ P H 2s pRq for all λ ą 0, there results ω ą 0. Part 2): proof of (24). As ω ą 0, let us choose ω " λ, so that (61) reads pp´∆q s`ω qφ ω ω " 0 ô φ ω ω " 0. As a consequence, u ω has to satisfy
and thus
Since G ω s p0q ą 0, clearly if β ą 0, then (63) cannot be satisfied. Therefore, there cannot exist any standing wave in the defocusing case.
Let us consider the focusing case (where (63) can be fulfilled). It is clear that, up to the multiplication of a constant phase factor, u ω p0q ą 0 and that
Now, recalling that
and combining with (59) and (62), (24) follows. 
Proof. We divide the proof in three parts. Part (i): proof of (66). Combining (7) and (11) First, for every x ą 0, setting p :" xk and observing that ż |p|ď1 |p| 2s sgnppq |p| p|p| 2s`λ x 2s q dp " 0, one obtains
e ip |p| 2s p p|p| 2s`λ x 2s q dp`ı 2π
e ip |p| 2s p p|p| 2s`λ x 2s q dp
pe ip´1 q|p| 2s p p|p| 2s`λ x 2s q dp looooooooooooooooomooooooooooooooooon 
e ip´1 p dp, I 3 Ñ 0, as x Ó 0, which are independent of s as well. Consequently,
In the very same way one can prove that D 2s´1 G λ s p0´q " 1 2 , and thus (67) follows immediately. Part (iii): proof of (68). First we note that, from (2) and (7), p´∆q s{2 G λ s P L 2 pRq. In addition, by definition one finds Proof of Proposition 2.1. The proof can be divided in two parts.
Part (i): proof of (12) and (13). First we focus on the inclusion DpH α s q Ă ψ P H s pRq : D 2s´1 ψ P H 1 pRzt0uq, rD 2s´1 ψsp0q " αψp0q ( .
If ψ P DpH α s q, then ψpxq " φ λ pxq´αψp0qG λ s pxq, φ λ P H 2s pRq, λ ą 0.
As a consequence, since G λ s P H s pRq, one immediately finds that ψ P H s pRq. On the other hand, as D 2s´1 φ λ P H 1 pRq, recalling (66) and (67), one obtains that D 2s´1 ψ P H 1 pRzt0uq and that
thus proving (69).
On the other hand, in order to prove
it is sufficient to show that, if ψ belongs to the r.h.s. of (71), then φ λ :" ψ`αψp0qG λ s P H 2s pRq.
Preliminarily, we note that φ λ P H s pRq and that D 2s´1 φ λ P H 1 pRzt0uq. However, (70) immediately entails that rD 2s´1 φ λ sp0q " 0 and hence D 2s´1 φ λ P H 1 pRq, which completes the proof. Finally, one easily sees that for x ‰ 0, H 0 s G λ s "´λG λ s , and thus However, since this is clearly true by means of (68), one obtains that (14) holds for all ψ P DpH α s q. Finally, one can easily check that the set of the functions in L 2 pRq such that F α s pψq ă 8 is H s pRq, thus concluding the proof.
