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Abstract
This paper is concerned with a second-order iterative functional dierential equation x00(x[r](z)) = c0z + c1x(z) +
   + cmx[m](z), where r and m are nonnegative integers, x[0](z) = z; x[1](z) = x(z); x[2](z) = x(x(z)), etc., are the it-
erates of the function x(z). By constructing a convergent power series solution y(z) of a companion equation of form
2y00(r+1z)y0(rz) = y0(r+1z)y00(rz) + [y0(rz)]3
Pm
i=0 ciy(
iz)

, analytic solutions of the form y(y−1(z)) for the
original dierential equation are obtained. c© 2000 Elsevier Science B.V. All rights reserved.
MSC: 34K25
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Iterative dierential equation, as a special type of functional dierential equations, in which the
deviating arguments depend on the state, attracted the attention of researchers recently [1{4,6{11].
In [9,10], analytic solutions of the following iterative functional dierential equations:
x0(z) = c1x(z) +   + cmx[m](z)
are found. However, analytic solutions of the second-order iterate functional dierential equation have
not been dealt with before. In this paper, we will be concerned with a class of iterative functional
dierential equations of the form
x00(x[r](z)) = c0z + c1x(z) +   + cmx[m](z); (1)
where r and m are nonnegative integers, c0; c1; : : : ; cm are complex constants,
Pm
i=0 jcij 6= 0, and x[i]
denotes the ith iterate of x. When r = 0; c2 6= 0 and ci = 0 (06i6m; i 6= 2), Eq. (1) reduces to the
second-order iterative functional dierential equation x00(z) = c2x(x(z)) which has been investigated
by Petahov [6] and the existence and uniqueness of solutions are discussed. The purpose of the
present paper is to establish existence theorems of analytic solutions of (1).
 Corresponding author.
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To nd analytic solution of (1), we rst seek the analytic solution y(z) of the companion equation
2y00(r+1z)y0(rz) = y0(r+1z)y00(rz) + [y0(rz)]3
"
mX
i=0
ciy(iz)
#
; (2)
satisfying the initial value conditions
y(0) = ; y0(0) =  6= 0; (3)
where ;  are complex numbers, and  satises one of the following conditions:
(H1) jj> 1;
(H2) 0< jj< 1;
(H3) jj= 1;  is not a root of unity, and
log
1
jn − 1j6K log n; n= 2; 3; : : :
for some positive constant K . Then we show that (1) has an analytic solution of the form
x(z) = y(y−1(z)); (4)
in a neighborhood of the number . Finally, we make use of (4) to show how to derive an explicit
power series solution.
First of all, we seek a solution of (2) in a power series of the form
y(z) =
1X
n=0
bnzn; (5)
where b0 = ; b1 = . To see this, rewrite (2) as
2y00(r+1z)y0(rz)− y0(r+1z)y00(rz)
[y0(rz)]2
= y0(rz)
"
mX
i=0
ciy(iz)
#
or  
y0(r+1z)
y0(rz)
!0
= r−1y0(rz)
"
mX
i=0
ciy(iz)
#
:
In view of y0(0) =  6= 0, we have
y0(r+1z) = y0(rz)
"
1 + r−1
Z z
0
y0(rs)
mX
i=0
ciy(is) ds
#
: (6)
This shows that Eq. (2) is equivalent to the integro-dierential equation (6). By substituting (5) into
(6), we see that
rn+1(n+1 − 1)(n+ 2)bn+2
=
nX
k=0
n−kX
j=0
(k + 1)(j + 1)r(k+j)
Pm
i=0 ci
i(n−k−j)
n− k + 1 bk+1bj+1bn−k−j; n= 0; 1; : : : : (7)
So for b0= and b1=, the sequence fbng1n=2 is successively determined by (7) in a unique manner.
This implies that for (2) there exists a formal power series solution (5).
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Next, we show that such a power series solution is majorized by a convergent power series. Now
we begin with the following preparatory lemma, the proof of which can be found in [5, Chapter 6].
Lemma 1. Assume that (H3) holds. Then there is a positive number  such that jn−1j−1< (2n)
for n= 1; 2; : : : : Furthermore; the sequence fdng1n=1 dened by d1 = 1 and
dn =
1
jn−1 − 1j maxn=n1++nt ;
0<n166nt ; t>2
fdn1   dntg; n= 2; 3; : : :
will satisfy
dn6(25+1)n−1n−2; n= 1; 2; : : : :
Lemma 2. Suppose (H3) holds. Then when 0< jj61; Eq. (2) has an analytic solution of form
(5) in a neighborhood of the origin.
Proof. From (7), it follows that(k + 1)(j + 1)
r(k+j)Pm
i=0 ci
i(n−k−j)
(n+ 2)(n− k + 1)rn+1(n+1 − 1)
6
Pm
i=0 jcij
jn+1 − 1j ; n= 0; 1; : : : ;
thus
jbn+2j6
Pm
i=0 jcij
jn+1 − 1j
nX
k=0
n−kX
j=0
jbk+1kbj+1kbn−k−jj; n= 0; 1; : : : : (8)
Let
Q(z; !) = !3 − 2jj!2 −

1Pm
i=0 jcij
− jj2

!+
1Pm
i=0 jcij
(z + jj)
for (z; !) from a neighborhood of (0; jj). Since Q(0; jj) = 0; Q0!(0; jj) =−1=
Pm
i=0 jcij 6= 0; there
exists a unique function !(z), analytic on a neighborhood of zero, such that !(0) = jj; !0(0) = 1
and satisfying the equality Q(z; !(z)) = 0:
If we dene
G(z) =
1X
n=0
Cnzn; (9)
where C0 = jj; C1 = 1 and
Cn+2 =
 
mX
i=0
jcij
!
nX
k=0
n−kX
j=0
Ck+1Cj+1Cn−k−j; n= 0; 1; : : : ; (10)
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then
G2(z) =
 
C0 +
1X
n=0
Cn+1zn+1
! 1X
n=0
Cnzn
!
=C0
1X
n=0
Cnzn +
1X
n=0
 
nX
k=0
Ck+1Cn−k
!
zn+1
and
G3(z) =
 
C0 +
1X
n=0
Cn+1zn+1
! 
C0
1X
n=0
Cnzn +
1X
n=0
 
nX
k=0
Ck+1Cn−k
!
zn+1
!
=C20
1X
n=0
Cnzn + 2C0
1X
n=0
 
nX
k=0
Ck+1Cn−k
!
zn+1
+
1X
n=0
0
@ nX
k=0
n−kX
j=0
Ck+1Cj+1Cn−k−j
1
A zn+2
=C20G(z) + 2C0(G
2(z)− C0G(z)) + 1Pm
i=0 jcij
1X
n=0
Cn+2zn+2
=C20G(z) + 2C0(G
2(z)− C0G(z)) + 1Pm
i=0 jcij
(G(z)− C0 − C1z)
= 2C0G2(z) +

1Pm
i=0 jcij
− C20

G(z)− 1Pm
i=0 jcij
(C1z + C0)
= 2jjG2(z) +

1Pm
i=0 jcij
− jj2

G(z)− 1Pm
i=0 jcij
(z + jj);
that is
G3(z)− 2jjG2(z)−

1Pm
i=0 jcij
− jj2

G(z) +
1Pm
i=0 jcij
(z + jj) = 0:
This shows that G(0)=jj; G0(0)=1 and Q(z; G(z))=0. Hence, we have G(z)=!(z). It follows that
the power series (9) converges on a neighborhood of the origin. Therefore, there exists a positive
contant P such that
Cn<Pn (11)
for n= 1; 2; : : : :
Now by induction, we prove that
jbnj6Cndn; n= 1; 2; : : : ;
where the sequence fdng1n=1 is dened in Lemma 1. In fact,
jb1j= jj61 = C1d1
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and
jb2j6
 
mX
i=0
jcij
!
j− 1j−1jb1kb1kb0j
6
 
mX
i=1
jcij
!
j− 1j−1C1d1  C1d1  C0
= C2j− 1j−1 max
n1+n2=2;
0<n16n2
fdn1dn2g= C2d2:
Assume that the above inequality holds for n= 1; 2; : : : ; s. Then
jbs+1j6
 
mX
i=0
jcij
!
js − 1j−1
s−1X
k=0
s−1−kX
j=0
jbk+1kbj+1kbs−1−k−jj
=
 
mX
i=0
jcij
!
js − 1j−1
0
@ s−1X
k=0
jbk+1kbs−kkb0j+
s−1X
k=0
s−2−kX
j=0
jbk+1kbj+1kbs−1−k−jj
1
A
6
 
mX
i=0
jcij
!
js − 1j−1
 
s−1X
k=0
Ck+1dk+1Cs−kds−k  C0
+
s−1X
k=0
s−2−kX
j=0
Ck+1dk+1Cj+1dj+1  Cs−1−k−jds−1−k−j
1
A
6
 
mX
i=0
jcij
!
js − 1j−1 max
n1+n2++nt=s+1;
0<n166nt ; t>2
fdn1   dntg

0
@ s−1X
k=0
Ck+1Cs−kC0 +
s−2X
k=0
s−2−kX
j=0
Ck+1Cj+1Cs−1−k−j
1
A
= Cs+1ds+1
as desired.
In view of (11) and Lemma 1, we nally see that
jbnj6Pn(25+1)n−1n−2; n= 1; 2; : : : ;
which shows that power series (5) converges for
jzj< 1
25+1P
:
The proof is complete.
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Lemma 3. Suppose (H1) holds. Then for any r>m; Eq. (2) has an analytic solution of the form
(5) in a neighborhood of the origin.
Proof. First of all, for r>m; 06k + j6n we have(k + 1)(j + 1)
r(k+j)Pm
i=0 ci
i(n−k−j)
(n+ 2)(n− k + 1)rn+1(n+1 − 1)
 =
(k + 1)(j + 1)
Pm
i=0 ci
(r−i)(k+j−n)
(n+ 2)(n− k + 1)(n+1 − 1)

6
Pm
i=0 jcij
jn+1 − 1j6M; n= 0; 1; : : :
for some positive number M , thus if we dene a sequence fDng1n=0 by D0 = jj; D1 = jj and
Dn+2 =M
nX
k=0
n−kX
j=0
Dk+1Dj+1Dn−k−j; n= 0; 1; : : : ; (12)
then in view of (7)
jbnj6Dn; n= 0; 1; : : : :
Now, if we dene
G(z) =
1X
n=0
Dnzn; (13)
then
G2(z) =
 
D0 +
1X
n=0
Dn+1zn+1
! 1X
n=0
Dnzn
!
=D0
1X
n=0
Dnzn +
1X
n=0
 
nX
k=0
Dk+1Dn−k
!
zn+1
and
G3(z) =
 
D0 +
1X
n=0
Dn+1zn+1
! 
D0
1X
n=0
Dnzn +
1X
n=0
 
nX
k=0
Dk+1Dn−k
!
zn+1
!
=D20
1X
n=0
Dnzn + 2D0
1X
n=0
 
nX
k=0
Dk+1Dn−k
!
zn+1 +
1X
n=0
0
@ nX
k=0
n−kX
j=0
Dk+1Dj+1Dn−k−j
1
A zn+2
=D20G(z) + 2D0(G
2(z)− D0G(z)) + 1M
1X
n=0
Dn+2zn+2
=D20G(z) + 2D0(G
2(z)− D0G(z)) + 1M (G(z)− D0 − D1z)
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= 2D0G2(z) +

1
M
− D20

G(z)− 1
M
(D1z + D0)
= 2jjG2(z) +

1
M
− jj2

G(z)− 1
M
(jjz + jj);
that is
G3(z)− 2jjG2(z)−

1
M
− jj2

G(z) +
1
M
(jjz + jj) = 0: (14)
Let,
R(z; !) = !3 − 2jj!2 −

1
M
− jj2

!+
1
M
(jjz + jj)
for (z; !) from a neighborhood of (0; jj). Since R(0; jj) = 0; R0!(0; jj) = −1=M 6= 0; there exists
a unique function !(z), analytic on a neighborhood of zero, such that !(0) = jj; !0(0) = jj and
satisfying the equality R(z; !(z)) = 0: According to (13) and (14), we have G(z) =!(z): It follows
that the power series (13) converges on a neighborhood of the origin, which implies that the power
series (5) is also convergent in a neighborhood of the origin. The proof is complete.
Lemma 4. Suppose (H2) holds. Then for either 0<r6m and c0 = 0; : : : ; cr−1 = 0; or r = 0;
Eq. (2) has an analytic solution of the form (5) in a neighborhood of the origin.
The proof of this lemma is quite similar to that of Lemma 3.
Consider the following three hypotheses:
(i) if (H3) holds;
(ii) if (H1) holds, and r>m;
(iii) if (H2) holds, and either 0<r6m and c0 = 0; : : : ; cr−1 = 0, or r = 0.
We now state and prove our main result in the note.
Theorem 5. Suppose one of the conditions (i){(iii) is fullled. Then; for any  Eq. (1) has an
analytic solution x(z) in a neighborhood of  satisfying the initial conditions x() = ; x0() = :
This solution has the form x(z)=y(y−1(z)); where y(z) is an analytic solution of the initial value
problem (2); (3).
Proof. In view of Lemmas 2{4, we may nd a sequence fbng1n=2 such that the function y(z) of the
form (5) is an analytic solution of (2) in a neighborhood of the origin. Since y0(0) =  6= 0, the
function y−1(z) is analytic in a neighborhood of the y(0) = . If we now dene x(z) by means of
(4), then
x00(x[r](z)) =
2y00(r+1y−1(z))y0(ry−1(z))− y0(r+1y−1(z))y00(ry−1(z))
[y0(ry−1(z))]3
=
mX
i=0
ciy(iy−1(z)) =
mX
i=0
cix[i](z);
as required. The proof is complete.
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We now state how to explicitly construct an analytic solution of (1) by means of (4) in a
neighborhood of . Since,
x(z) = y(y−1(z));
thus
x() = y(y−1()) = y(0) = :
Assume that x(z) is of the form
x(z) =  + x0()(z − ) + x
00()
2!
(z − )2 + x
000
()
3!
(z − )3 +    ;
we need to determine the derivatives x(n)(); n= 1; 2; : : : : First of all, in view of (4), we have
x0(z) =
y0(y−1(z))
y0(y−1(z))
and
x00(x[r](z)) = c0z + c1x(z) +   + cmx[m](z):
Thus,
x0() =
y0(y−1())
y0(y−1())
=
y0(0)
y0(0)
= ;
x00() =
 
mX
i=0
ci
!
:
Next, by calculating the derivatives of both sides of (1), we obtain
x000(x[r](z))x0(x[r−1](z))    x0(x(z))x0(z) =
mX
i=0
ci(x[i](z))0 =
mX
i=0
cix0(x[i−1](z))    x0(x(z))x0(z)
so that
x000()[x0()]r =
mX
i=0
ci[x0()]
i
or
x000() =
Pm
i=0 ci[x
0()]i
[x0()]r
=
Pm
i=0 ci
i
r
=
mX
i=0
cii−r :
In general, we can show that by induction
(x00(x[r](z)))(n−2) = ((x[r](z))0)n−2x(n)(x[r](z))
+
n−3X
k=1
Pk;n−2((x[r](z))0; : : : ; (x[r](z))(n−2))x(k+2)(x[r](z)) n>3
and
(x[j](z))(l) = Qjl(x10(z); : : : ; x1; j−1(z); : : : ; xl0(z); : : : ; xl; j−1(z));
respectively, where xij(z) = x(i)(x[j](z)); Pjk and Qjl are some polynomials with nonnegative coe-
cients.
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Moreover, for convenience in writing, we take the following notations:
jl = Qlj(
l timesz }| {
x0(); : : : ; x0(); : : : ;
l timesz }| {
x(j)(); : : : ; x(j)()):
Thus dierentiating (1) n− 2 times at z = ; we will end up with
(x0())r(n−2)x(n)() +
n−3X
k=1
Pk;n−2(r1; : : : ; r;n−2)x(k+2)() =
mX
i=0
cii;n−2; n>3:
This shows that
x(n)() =
1
r(n−2)
"
mX
i=0
cii;n−2 −
n−3X
k=1
Pk;n−2(r1; : : : ; r;n−2)x(k+2)()
#
for n>3: By means of this formula, it is then easy to write out the explicit form of our solution
x(z):
x(z) =  + (z − ) + 
Pm
i=0 ci
2!
(z − )2 +
Pm
i=0 ci
i−r
3!
(z − )3 +    :
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