Abstract-This study proposes an end-to-end framework for solving multi-objective optimization problems (MOPs) using Deep Reinforcement Learning (DRL), termed DRL-MOA. The idea of decomposition is adopted to decompose a MOP into a set of scalar optimization subproblems. The subproblems are then optimized cooperatively by a neighbourhood-based parameter transfer strategy which significantly accelerates the training procedure and makes the realization of DRL-MOA possible. The subproblems are modelled as neural networks and the RL method is used to optimize them. In specific, the multi-objective travelling salesman problem (MOTSP) is solved in this work using the DRL-MOA framework by modelling the subproblem as the Pointer Network. It is found that, once the trained model is available, it can scale to MOTSPs of any number of cities, e.g., 70-city, 100-city, even the 200-city MOTSP, without retraining the model. The Pareto Front can be directly obtained by a simple feed-forward of the network; thereby, no iteration is required and the MOP can be always solved in a reasonable time. Experimental results indicate a strong convergence ability of the DRL-MOA, especially for large-scale MOTSPs, e.g., 200-city MOTSP, for which evolutionary algorithms such as NSGA-II and MOEA/D are pretty hard to converge even implemented for a large number of iterations. The DRL-MOA can also obtain a much wider spread of the PF than the two competitors. Moreover, the DRL-MOA has a high level of modularity and can be easily generalized to other MOPs by replacing the modelling of the subproblem.
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I. INTRODUCTION
M ULTI-OBJECTIVE optimization problems arise regularly in real-world where two or more objectives are required to be optimized simultaneously. Without loss of generality, a MOP can be defined as follows:
where f (x) is consisted of M different objective functions and X ⊆ R D is the decision space. Since the M objectives are usually conflicting with each other, a set of trade-off solutions, termed Pareto optimal solutions, are expected to be found for MOPs. Among MOPs, various multi-objective combinatorial optimization problems have been investigated in recent years. A canonical example is the multi-objective travelling salesman problem (MOTSP), where given n cities and p costs to travel from city i to j, one needs to find a cyclic tour of the n cities, minimizing the p cost functions. This is a NP-hard problem even for the single-objective TSP. The best known exact method, i.e., dynamic programming algorithm, requires a complexity of Θ 2 n n 2 for single-objective TSP. Also, it appears to be harder for its multi-objective version. Hence, in practice, approximate algorithms are commonly used to solve MOTSPs, i.e., finding near optimal solutions.
During the last two decades, multi-objective evolutionary algorithms (MOEAs) have proven effective in dealing with MOPs since they can obtain a set of solutions in a single run due to their population based characteristic. NSGA-II [1] and MOEA/D [2] are two of the most popular MOEAs which have been widely studied and applied in many real world applications. The two algorithms as well as their variants have also been applied to solve the MOTSP, see e.g., [3] , [4] , [5] .
In addition, several handcrafted heuristics especially designed according to the characteristics of TSP have been studied, such as the Lin-Kernighan heuristic [6] and the 2-opt local search [7] . By adopting these carefully designed tricks, a number of methods have been proposed to solve MOTSP, such as the Pareto local search method (PLS) [8] and the multiple objective genetic local search (MOGLS) method [9] . Other variants and more details of such methods can be found in [10] .
It has been a long time that evolutionary algorithms and/or handcrafted heuristics are recognized as suitable to handle such problem. However, these algorithms, as iteration-based solvers, have suffered obvious limitations that have been widely discussed [11] , [12] , [10] . First, to find the nearoptimal solution, especially when the dimension of problems is large, a large number of iterations are required for population updating or iterative searching, thus usually leading to a long computing time for optimization. Second, once there is a slight change of the problem, e.g., changing the coordinates of a city for MOTSP, the algorithm may need to be re-performed to compute the solutions. When it comes to newly encountered problems, or even new instances of a similar problem, the algorithm needs to be revised to obtain a good result, which is known as the No Free Lunch theorem [13] . Furthermore, such problem specific methods are usually optimized for one task only.
Carefully handcrafted evolution strategies and heuristics can certainly improve the performance. However, the recent arXiv:1906.02386v1 [cs.NE] 6 Jun 2019 advances in machine learning algorithms have shown their ability of replacing humans as the engineers of algorithms to solve different problems. Several years ago, most people used man-engineered features in the field of computer vision but now the Deep Neural Networks (DNNs) have been the main techniques. While DNNs focus on making predictions, Deep Reinforcement Learning (DRL) is mainly used to learn how to make decisions. Thereby, we believe that DRL is a possible way of learning how to solve various optimization problems automatically, thus demanding no man-engineered evolution strategies and heuristics. In this work, we explore the possibility of using DRL to solve the multi-objective problem, MOTSP in specific, in an end-to-end manner, i.e., given n cities as input, the optimal solutions can be directly obtained by forwarding the trained neural network. The network model is trained through the trail and error process of DRL and can be viewed as a black-box heuristic or a meta-algorithm [14] with strong learned heuristics. Because of the exploring characteristic of DRL training, the obtained model shows a high level of generalization. Once the model is trained, it can solve a wide range of problems, e.g., any number of cities and arbitrary city coordinates, without re-training for new instances.
This work is originally motivated by several recent proposed Neural Network-based single-objective TSP solvers. [15] first proposes a Pointer Network that uses attention mechanism [16] to predict the city permutation. This model is trained in a supervised way that requires enormous TSP examples and their optimal tours as training set. It is hard for use and the supervised training process prevents the model from obtaining better tours than the ones provided in the training set. To resolve this issue, [17] adopts an Actor-Critic DRL training algorithm to train the Point Network with no need of providing the optimal tours. [14] simplifies the Point Network model and adds dynamic elements input to extend the model to solve the Vehicle Routing Problem (VRP). The recent progress in using DRL algorithms to solve the TSP is really appealing and inspiring due to its non-iterative yet efficient characteristic and high level of generalization. However, there are no such studies concerning solving MOPs (or the MOTSP in specific) by DRL based methods.
This study, therefore, proposes a DRL-based multi-objective optimization algorithm (DRL-MOA) to handle MOPs in a non-iterative manner with high generalization ability. The MOTSP is taken as a specific test problem. In the DRL-MOA first the decomposition strategy [2] is adopted to decompose MOTSP into a number of scalar optimization subproblems. A modified Pointer Network similar to [14] is used to model the subproblem and the Actor-Critic algorithm [18] is used for training. In particular, a neighborhood-based parameter sharing strategy is proposed to significantly accelerate the training procedure and improve the convergence.
This DRL-MOA framework is attractive for its self-driven learning mechanism that only requires the reward functions without any need of other information; the model explores and learns strong heuristics automatically in an unsupervised way. Then the trained model gains the capability to solve MOTSP with a high generalization ability. With a slight change of the problem instance, e.g., changing the number or coordinates of the cities, existing heuristic methods require to be re-conducted from scratch, which is usually impractical for application, especially when the problem dimension is large. In contrast, the proposed DRL-MOA is robust to the problem perturbation and is able to obtain the near-optimal solutions given any number of cities and arbitrary city coordinates, with no need of re-training the model. In addition, this framework solves the MOTSP in a non-iterative manner, that is, a set of Pareto optimal solutions can be directly obtained by a feed-forward pass of the trained network without any population updating or searching iteration procedure. This feature overcomes the underlying limitation of existing iterative heuristic methods, i.e., the long computing time due to the large number of iterations.
II. THE REINFORCEMENT LEARNING-BASED MULTI-OBJECTIVE OPTIMIZATION ALGORITHM (DRL-MOA)
We first introduce the general framework of DRL-MOA, where decomposition strategy and neighborhood-based parameter transfer strategy are used together to solve the MOPs. Then the MOTSP is taken as a specific test problem to elaborate how to model and solve the MOTSP using the proposed DRL-MOA.
A. General framework
Decomposition strategy. Decomposition, as a simple yet efficient way to design the multi-objective optimization algorithms, has fostered a number of researches in the community, e.g., MOEA/D, MOEA/DD [19] and NSGA-III [20] . The idea of decomposition is also adopted as the basic framework of the proposed DRL-MOA in this work. The MOP, e.g., the MOTSP, is explicitly decomposed into a set of scalar optimization subproblems and solved in a collaborative manner. Each solution is associated with a scalar optimization problem. The desired Pareto Front (PF) can be obtained when all the scalar optimization problems are solved.
In specific, the well-known Weighted Sum [21] approach is employed. Certainly, other scalarizing methods can also be applied, e.g., the Chebyshev and the penalty boundary intersection (PBI) method [22] , [23] . First a set of uniformly spread weight vectors λ 1 , . . . , λ N is given, e.g., (1, 0), (0.9, 0.1), . . . , (0, 1) for a bi-objective problem, as shown in Fig. 1 .
T and m represents the number of objectives. Thus the problem of approximating the PF is converted into N scalar optimization subproblems by the Weighted Sum approach. The objective function of the j th subproblem is shown as follows [2] :
Therefore, the PF is finally formed by the solutions obtained by solving all the N subproblems.
Neighborhood-based parameter transfer strategy. The N scalar optimization subproblems are solved in a collaborative manner by the neighborhood-based parameter transfer strategy. According to Eq. (1) it can be observed that two neighbouring subproblems could have very close optimal solutions [2] . Thus, a subproblem can be solved assisted by the information of its neighboring subproblems. Specifically, as the subproblem in this work is modelled as a neural network, the parameters of the (i − 1) th subproblem can be expressed as [ω ] obtained in the (i − 1) th subproblem are set as the starting point for the network training in the i th subproblem. Briefly, the network parameters are transferred from the previous subproblem to the next subproblem in a sequence, as depicted in Fig. 2 . The neighborhood-based parameter transfer strategy makes it possible for the training of the DRL-MOA model; otherwise a tremendous amount of time is required for training the N subproblems.
Each subproblem is modelled and solved by the DRL algorithm and all subproblems can be solved in sequence based on the parameter transferring. Thus, the PF can be finally approximated according to the obtained model. Employing the decomposition in conjunction with the neighborhood-based parameter transfer strategy, the general framework of DRL-MOA is presented in Algorithm 1.
One obvious advantage of the DRL-MOA is its modularity. For example, based on this framework, the MOTSP can be solved efficiently by integrating any of the recently proposed novel DRL-based TSP solvers. Also, other problems beside of
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the TSP, such as VRP, can be easily handled with the DRL-MOA framework by replacing the model of the subproblem. Once the trained model is available, the PF can be directly obtained by a simple feed-forward calculation of the model. Importantly, the trained model can adapt to any change of the problem, as long as the problem settings are generated from the same distribution with the training set, e.g., the city coordinates of training set and test problems are both sampled from [0,1] uniformly.
B. Modelling the subproblem of MOTSP
Based on the foregoing DRL-MOA framework, this section solves the MOTSP by introducing the modelling of the subproblem of MOTSP. A modified Pointer Network similar to [14] is used to model the subproblem and the Actor-Critic algorithm is used for training.
1) The model: We first introduce how to model the subproblem of MOTSP. It is noted that the subproblem of MOTSP is not the same as the traditional TSP due to its multiple inputs beside of the city coordinates and its Weighted-sumbased reward evaluation.
More formally, let the given set of inputs be X .
where n is the number of cities. Each x i is represented by a tuple
where M is the number of objectives. Taking the bi-objective TSP as an example, x i 1 represents the coordinates of the i th city and x i 2 represents the second input, e.g., the security index, of the i th city. Thus the goal is to find a permutation of the cities Y = {y 1 , · · · , y n }, termed a cyclic tour, to minimize the aggregated objective functions. First an arbitrary city is selected as y 1 . At each decoding step t = 1, 2, · · · , we choose y t+1 from the available cities X t . The available cities X t are updated every time a city has been visited. This process is modelled using the probability chain rule:
In a nutshell, Eq. (2) provides the probability of selecting the next city according to y 1 , · · · , y t . Here, a modified Pointer network similar to [14] is used to compute the conditional probability of Eq. (2). Its basic structure is the Sequence-toSequence model [24] , a recently proposed powerful model in the field of machine translation, which maps one sequence to another. The general Sequence-to-Sequence model consists of two RNN networks, termed encoder and decoder. An encoder RNN encodes the input sequence into a code vector that contains knowledge of the input. Based on the code vector, a decoder RNN is used to decode the knowledge vector to a desired sequence.
In this work, the architecture of the model is shown in Fig.  3 where the left part is the encoder and the right part is the decoder. The model is elaborated as follows.
Encoder. Since the coordinates of the cities convey no sequential information [14] and the order of city locations in the inputs is not meaningful, RNN is not used in the encoder in this work. Instead, a simple embedding layer is used to encode the inputs to a code vector which can decrease the complexity of the model and reduce the computational cost. Specifically, the 1-dimensional (1-D) convolution layer is used to encode the inputs to a high-dimensional vector space [14] . The number of in-channels equals to the dimension of the inputs. For instance, if both the cost functions of the bi-objective TSP are defined by the Euclidean distance between two points, the number of in-channels is four, since two inputs are required to calculate the Euclidean distance. It is noteworthy that the parameters of the 1-D convolution layer are shared amongst all the cities. Thus, the encoder is robust to the number of the cities.
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Decoder. Different from the encoder, a RNN is required in the decoder as we need to summarize the information of previous steps y 1 , · · · , y t so as to make the decision of y t+1 . RNN has the ability of memorizing the previous outputs. In this work we adopt the RNN model of GRU (Gated recurrent unit) [25] that has similar performance but fewer parameters than the LSTM (Long Short-Term Memory) which is employed in the original Pointer Network in [14] . It is noted that RNN is not directly used to output the sequence. What we need is the RNN decoder hidden state d t at decoding step t that stores the knowledge of previous steps y 1 , · · · , y t . Then d t and the encoding of the inputs e 1 , · · · , e n are used together to calculate the conditional probability P (y t+1 |y 1 , . . . , y t , X t ) over the next step of city selection. This calculation is realized by the attention mechanism.
Attention mechanism. Intuitively, the attention mechanism calculates how much every input is relevant in the next decoding step t. The most relevant one is given more attention and can be selected as the next visiting city. The calculation is as follows:
where v, W 1 , W 2 are learnable parameters. d t is a key variable for calculating P (y t+1 |y 1 , . . . , y t , X t ) as it stores the information of previous steps y 1 , · · · , y t . Then, for each city j, its u t j is computed by d t and its encoder hidden state e j , as shown in Fig. 3 . The softmax operator is used to normalize u t 1 , · · · , u t n and finally the probability for selecting each city j at step t can be finally obtained. The greedy decoder can be used to select the next city. For example, in Fig. 3 , city 2 has the largest P (y t+1 |y 1 , . . . , y t , X t ) and so is selected as the next visiting city.
2) Training method: The model of the subproblem is trained using the well-known Actor-critic method similar to [17] , [14] . However, as [17] , [14] trains the model of singleobjective TSP, the training procedure is different for the MOTSP case, as presented in Algorithm 2. Next we briefly introduce the training procedure.
Two networks are required for training: (i) an actor network, which is exactly the Pointer Network in this work, gives the probability distribution for choosing the next action, and (ii) a critic network that evaluates the expected reward given a specific problem sate. The critic network employs the same architecture as the pointer networks encoder. Then two fully connected layers map the encoder hidden state into the critic output.
The training is conducted in an unsupervised way. During the training, we generate the MOTSP instances from distributions {Φ M1 , · · · , Φ M M }. Here, M represents different input features of the cities, e.g., the city locations or the security indices of the cities. M is the number of objectives. For example, for Euclidean instances of a bi-objective MOTSP, M 1 and M 2 are both city coordinates and
To train the actor and critic networks with parameters θ and φ, N instances are sampled from {Φ M1 , · · · , Φ M M } for training. For each instance, we use the actor network with current parameters θ to produce the cyclic tour of the cities and the corresponding reward can be computed. Then the policy gradient is computed in step 11 (refer to [26] for details of the formula derivation of policy gradient) to update the actor network. Here, V (X n 0 ; φ) is the reward approximation of instance n calculated by the critic network. The critic network is then updated in step 12 by reducing the difference between the true observed rewards and the approximated rewards.
III. EXPERIMENT A. Experimental description
In this work, we test our method on bi-objective TSPs. Particularly, two types of bi-objective TSP are considered [10] :
Algorithm 2 Actor-Critic training algorithm Input: θ, φ ← initialized parameters given in Algorithm 1 Output: The optimal parameters θ, φ for iteration ← 1, 2, · · · do 2: generate N problem instances from
t ← 0 while not terminated do 6: select the next city y k t+1
by leaving out the visited cities. 8: end while compute the reward R k 10:
φ ← φ + ηdφ end for
• Euclidean instances: both the cost functions are defined by the Euclidean distance. The first cost is defined by the Euclidean distance between the real coordinates of two cities i, j. The second cost of travelling from city i to city j is defined by another set of virtual coordinates, e.g., the Euclidean distance between randomly generated (0.2, 0.7) and (0.3, 0.5).
• Mixed instances: the first cost function is defined by the Euclidean distance between two points. The second cost of travelling from city i to j is a random value uniformly sampled from [0, 1].
The two types of bi-objective TSP have different problem structures and thus require different model structures. For Mixed instances, the dimension of input is three because a city coordinate (x, y) and a random value are required. However, four inputs are needed for Euclidean instances as two sets of city coordinates are required for the calculation of the two cost functions.
In addition, to find out whether the number of cities of the training set would influence the DRL-MOA performance, we train the model using instances of 20 cities and 40 cities, respectively. Thus, in total four models are trained based on the four problem settings of training, namely, Euclidean 20-city instances, Euclidean 40-city instances, Mixed 20-city instances, Mixed 40-city instances.
To evaluate the models, bi-objective TSP of 40 cities, 70 cities, 100 cities, 150 cities, 200 cities are tested on the trained model. In specific, to evaluate the Euclidean bi-objective TSP, the standard TSP test problems kroA and kroB in the TSPLIB library [27] are used to construct the Euclidean test instances kroAB100, kroAB150 and kroAB200. kroA and kroB are two sets of different city locations. Here, kroA and kroB are set as two inputs to calculate the two Euclidean costs. For Mixed test instances, the three inputs are generated randomly from
B. Parameter settings of model and training
Most parameters of model and training are similar to that in [14] which solves the single-objective TSP effectively. Specifically, the parameter settings of the network model are shown in TABLE I. D input represents the dimension of input, i.e., D input = 4 for Euclidean bi-objective TSP. We employ an one-layer GRU RNN with the hidden size of 128 in the decoder. For the critic network, the hidden size is also set to 128. We train both of the actor and critic networks using the Adam optimizer [28] with learning rate η of 0.0001 and batch size of 200. The Xavier initialization method [29] is used to initialize the weights for the first subproblem. Weights for the following subproblems are generated by the introduced neighborhood-based parameter transfer strategy.
In addition, different size of generated instances are required for training different types of models. As compared with the Mixed MOTSP problem, the model of Euclidean MOTSP problem requires more weights to be optimized because its dimension of input is larger, thus requiring more training instances in each iteration. In this work, we generate 500,000 instances for training the Euclidean bi-objective TSP and 120,000 instances for training the Mixed one. All the problem instances are generated from a uniform distribution of [0, 1] and used in training for 5 epoches. The above settings are roughly determined by experiments.
C. Results and discussions
We compare the PF found by the DRL-MOA with those obtained by NSGA-II and MOEA/D algorithms. The maximum number of iteration for NSGA-II and MOEA/D is set to 500, 1000, 2000 and 4000 respectively. The population size is set to 100 for NSGA-II and MOEA/D. The number of subproblems for DRL-MOA is set to 100 as well. In addition, only the non-dominated solutions are reserved in the final PF.
1) Experiment of Mixed type bi-objective TSP:
We first test the model that is trained on 40-city Mixed type bi-objective TSP instances. The model is then used to approximate the PF of 40-, 70-, 100-, 150-and 200-city problems. Table II .
As shown in Fig. 4 , for the bi-objective TSP with a small number of cities like 40, all the methods, i.e., NSGA-II, MOEA/D and the DRL-MOA can work well. By increasing the number of iterations, NSGA-II and MOEA/D even show a better ability of convergence. However, the large number of iterations can lead to a large amount of computing time. For example, 4000 iterations cost 130.2 seconds for MOEA/D and 28.3 seconds for NSGA-II while our method just requires 2.7 seconds. As can be seen in Fig. 6, 7, 8 , as the number of cities increases, both NSGA-II and MOEA/D struggle to converge while the DRL-MOA exhibits a significantly enhanced ability of convergence. For 100-city problems in Fig. 6 , MOEA/D shows a slightly better performance in terms of convergence than other methods by running 4000 iterations with 140.3 seconds. However, the diversity of solutions found by our method is much better than MOEA/D. For 150-and 200-city problems as depicted in Fig. 7 and Fig. 8 , NSGA-II and MOEA/D exhibit an obviously inferior performance than our method in terms of both the convergence and diversity. Even though NSGA-II and MOEA/D are conducted for 4000 iterations, which effectively is a pretty large number of iterations, DRL-MOA still shows a much better performance than them.
In addition, the DRL-MOA achieves the best HV comparing to other algorithms, as shown in TABLE II. Also, its computing time is reasonable in comparison with NSGA-II and MOEA/D. Overall, from the above results, we can clearly observe the enhanced ability of DRL-MOA on solving largescale bi-objective TSPs. The brain of the trained model has learned how to select the next city given the city information and the selected cities. Thus it does not suffer the deterioration of performance with the increasing number of cities. In contrast, NSGA-II and MOEA/D fail to converge within a reasonable computing time for large-scale bi-objective TSPs. Moreover, the PF obtained by the DRL-MOA framework shows a significantly better diversity as compared with NSGA-II and MOEA/D whose PF has a much smaller spread.
2) Experiment of Euclidean type bi-objective TSP:
We then test the Euclidean type bi-objective TSP. The DRL-MOA model is trained on 40-city instances and applied to approximate the PF of 40-, 70-, 100-, 150-and 200-city problems. For 100-, 150-and 200-city problems, we adopt the commonly used kroAB100, kroAB150 and kroAB200 instances [10] . The HV indicator and computing time are shown in TABLE III. Fig. 9 , 10 and 11 show the results for kroAB100, kroAB150 and kroAB200 instances. By increasing the number of iterations to 4000, NSGA-II, MOEA/D and our method can achieve a similar level of convergence for kroAB100 while MOEA/D performs slightly better. However, MOEA/D performs the worst in terms of diversity with all solutions crowded in a small region and its computing time is not acceptable.
When the number of cities increases to 150 and 200, the PF obtained by DRL-MOA exhibits an enhanced performance in both convergence and diversity, as shown in Fig. 10 NSGA-II is less, approximately 30 seconds, for running 4000 iterations. However, the performance for NSGA-II is always the worst amongst the comparing methods.
3) The impact of training on different number of cities: The forgoing models are trained on 40-city instances. In this part, we try to figure out whether there is a difference of training on 20-city instances. Euclidean instances and Mixed instances are both considered. As shown in Fig. 12 and 13 , the number of non-dominated solutions obtained by training on 40-city instances are more than that obtained by training on 20-city instances. This condition is more serious for Euclidean instances, where a Lastly, it is also interesting to see that the solutions output by DRL-MOA are not all non-dominated. Moreover, these solutions are not distributed evenly (being along with the provided search directions). These issues deserve more studies in future.
4) Summary: Observed from the experimental results, we can conclude that the DRL-MOA is able to handle MOTSP both effectively and efficiently, Its advantages can be summarized as follows.
• Strong generalization ability. Once the model is trained on 40-city instances, it can be used to solve the MOTSP of any city number, e.g., 100-city or 200-city MOTSP.
• High level of convergence and wide spread of solutions.
The performance of DRL-MOA is especially better for large-scale problems, such as 200-city MOTSP, than MOEA/D and NSGA-II.
• Reasonable computing time in comparison with the iteration-based evolutionary algorithms. Once the trained network model is available, it can be directly used to output the solutions by a simple feed-forward of the network.
• Modularity of the framework. It is easy to integrate any other solvers into the proposed DRL-MOA framework by just replacing the model of the subproblem. In addition to the TSP solver in this work, other solvers such as VRP [14] and Knapsack problem [30] can be integrated into the DRL-MOA framework to solve their multi-objective versions.
IV. CONCLUSION
Multi-objective optimization, appeared in various disciplines, is a fundamental mathematical problem. It has been a long time that evolutionary algorithms are recognized as suitable to handle such problem. However, evolutionary algorithms, as an iteration-based solver, are difficult to be used for on-line optimization. Moreover, without the use of a large number of iterations and/or a large population size, evolutionary algorithms do not scale well to large-scale optimization problems [11] , [12] , [10] .
Inspired by the very recent work of Deep Reinforcement Learning (DRL) for single-objective optimization, this study, to the best of the authors knowledge, made the first attempt to apply DRL for multi-objective optimization, and has found very encouraging results. In specific, on the classic bi-objective TSPs, the proposed DRL-MOA exhibits significant better performance than NSGA-II and MOEA/D (two state-of-theart MOEAs) in terms of the solution convergence, spread performance as well as the computing time, and thus, making a strong claim to use the DRL-MOA, a non-iterative solver, to deal with MOPs in future.
With respect to the future studies, first in the current DRL-MOA, a 1-D convolution layer which corresponds to the city information is used as inputs. Effectively, a distance matrix used as inputs can be further studied, i.e., using a 2-D convolution layer. Second, the distribution of the solutions obtained by the DRL-MOA are not as even as expected.
Therefore, it is worth investigating how to improve the distribution of the obtained solutions. Lastly, in addition to biobjective TSPs, other types of MOPs, e.g., continuous, and MOPs with more than two objectives can be further studied using the DRL method. Overall, multi-objective optimization by DRL is still in its infancy. It is expected that this study will be motivating more researchers to investigate this promising direction, developing more advanced methods in future.
