Abstract. Within the setting of abstract Cesàro-bounded Fourier series a K-functional is introduced and characterized by the convergence behavior of some linear means. Applications are given within the framework of Jacobi, Laguerre and Hermite expansions. In particular, Ditzian's (1996) equivalence result in the setting of Legendre expansions is covered.
Introduction
In [3] Ditzian considers the K-functional K(f, t) p = inf
where · p = · L p (−1,1) , and characterizes it by
The P k 's are the Legendre polynomials, the a k 's the Fourier-Legendre coefficients of f , and A n ≈ B n means that there is a constant C such that C −1 A n ≤ B n ≤ CA n . Generic positive constants that are independent of functions f and parameters n will be denoted by C.
Ditzian's proof of the above result makes essential use of an explicit relation between the special approximation process R n and the differential operator in (1) . Now note that the involved differential operator basically determines the saturation class of the corresponding approximaton process (see [2, II] ). This observation is the reason for the validity of an equivalence result in the setting of abstract Cesàro-bounded orthogonal expansions. Its short proof is based on the two algebraic identities (5), (6) , and the elementary multiplier criterion Theorem A.
Applications are given within the framework of Jacobi, Laguerre and Hermite expansions. The method also applies to integral transforms whose inverse are Rieszsummable and gives analogous results. Such integral transforms are, e.g., the (modified) Hankel transform and the multivariate Fourier transform -for the latter we require that the involved differential operator have a (quasi-) radial symbol.
Let us recall (a) the concept of a Fourier series in a Banach space X from Butzer, Nessel, and Trebels [2] and (b) a sufficient multiplier criterion from [7] in the case that this Fourier series is Cesàro bounded.
(
We associate to f ∈ X its Fourier series and then formally to each scalar-valued sequence {m k } an operator T m by
equality holds for f ∈ F . If for some constant C > 0, independent of f , T m f ≤ C f is valid for all f ∈ F, we call m = {m k } a bounded multiplier and define its multiplier norm {m k } M to be the operator norm.
Then it is well known that all (C, δ )-means with δ > δ are also uniformly bounded. The Cesàro boundedness of (X, {f * k , f k }) implies the following useful sufficient multiplier criterion.
, the set of continuous functions vanishing at infinity, by
Let Φ be a non-negative, strictly increasing function with lim t→0+ Φ(t) = 0 and lim t→∞ Φ(t) = ∞ , and let Φ possess (a + 1) continuous derivatives on (0, ∞) with
iii) Let Ψ be a positive, increasing function on (0, ∞). Then, for each m ∈ BV a+1 , there holds uniformly in ρ
In particular, Φ(t) = Ψ(t) = (t(t + c)) γ , c ≥ 0, γ > 0, are admitted so that in the proof of Theorem 1 below, without loss of generality, we may restrict ourselves to the case γ = 1.
The equivalence result
Then for a ∈ N , a ≥ δ , we have
Remark. The approximation process T Φ γ n can of course be replaced by any equivalent approximation process (see [2, I] and [7] ); thus, e.g., the exponent a in (4) may be replaced by any δ ≥ δ, or the "polynomial" means T Φ γ n by Gauss-Weierstrass type means like
The comparison results in [2, I] and [7] (also derived by the multiplier method below) imply results of the type
The Proof of Theorem 1 is a combination of an elementary multiplier argument (based on Theorem A) with the standard procedure one follows when estimating K-functionals. defines an approximation process on X. As mentioned above, without loss of generality, we may restrict ourselves to the case γ = 1 and then
For the Fourier coefficients of the last term there holds
. Thus, Theorem A shows that the (quotient) sequence on the right side generates a uniformly bounded family of linear operators M n . By the completeness of the biorthogonal system {f *
From the Minkowski inequality and the argument at the beginning of the proof, the first term of the right side is dominated by C f − g ; we have only to discuss the second one. Obviously,
In [2, p. 563] it is verified directly that m(t) = (1−(1 − t) a + )/t ∈ BV a+1 . Therefore, by Theorem A, the corresponding (quotient) sequence preceding (Φ(n)) −1 f * k (Dg) generates a uniformly bounded operator family M n . Thus
and, by the choice of g, the assertion
of course one has here -analogously in the applications below
where F is the span of the f n = P (α,β) n , the Jacobi polynomials, defined by
Define Fourier-Jacobi coefficients by f *
It was shown by Gasper [4] in combination with a result in [8, p. 246 ] that the Cesàro means of order δ > α + 1/2 are uniformly bounded on X. When
then there holds (see [8, p. 60] )
For α = β = 0 one obtains Φ(n) = n(n + 1) and the result of Ditzian [3] Choose {f n } to be the system of the Laguerre functions 
