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Abstract— With the breakthrough of deep learning 
techniques, many leaf-based automated plant diagnosis 
methodologies have been proposed. To the best of our 
knowledge, most conventional methodologies only accept 
narrow range images, typically one or quite a limited number of 
targets are in their input. This is because the appearance of 
leaves is diverse and leaves usually heavily overlap each other in 
practical situations. In this paper, we propose a basic and 
practical end-to-end plant disease diagnosis system for wide-
angle images. Our system is principally composed of two 
specially designed types of convolutional neural networks. The 
system achieves leaf detection performance of 73.9% in F1-
score, overall (detection and diagnosis) performance of 68.1% 
in recall and 65.8% in precision at around 3 seconds/image on 
500 wide-angle on-site images which have 6,860 healthy and 
6,741 infected leaves (13,601 in total). 
Keywords— deep learning; convolutional neural networks; 
cucumber plant disease; automated disease diagnosis; object 
detection 
I. INTRODUCTION 
Loss of crop yield due to plant diseases is one of the most 
serious and longstanding problems in the development of 
worldwide agriculture. Early detection and appropriate 
treatment are crucial steps in efforts to increase crop 
production and productivity. There are several ways to 
analyze plant diseases including visual inspection by experts, 
biological examination, or automatic computer-based 
diagnosis systems. The problem with visual inspection by 
experts and biological examinations are that those analyses are 
often time-consuming, expensive and fail to identify diseases 
in timely manner. In this context, many automatic computer-
based diagnosis methodologies which are capable of 
identifying diseases in a rapid and reliable way have been 
recently proposed. 
Amara et al. [3] collected on-site banana  images from the 
PlantVillage dataset and re-trained the LeNet model [4] to 
differentiate two banana diseases from a healthy state with an 
accuracy of 99.7%. Fujita et al. [5] trained their own CNN on 
an on-site cucumber leaf dataset (including seven types of 
diseases and one healthy state) and showed an average of 
82.3% accuracy with various backgrounds and photographic 
conditions. Sladojevic et al. [6] used CNN and got an overall 
accuracy of 96.3% while identifying 13 types of disease in five 
crops using images downloaded from the Internet. Ferentinos 
[7] attained a 99.5% success rate in identifying the 
corresponding [plant, disease (or healthy)] combination in 58 
distinct classes using a dataset taken from both laboratory 
settings and cultivation fields. Ramcharan et al. [8] 
investigated on-site cassava leaves and reported an overall 
accuracy of 93% while classifying six classes (five diseases 
and a healthy state) using transfer learning and deployed a 
real-time mobile application. Atole et al. [9] also proposed a 
transfer learning CNN-based model to diagnose healthy, 
diseased, and snail-infested states on wild rice images and 
achieved a 91.2% accuracy classification performance.  
In the meantime, CNNs also demonstrated brilliant 
performance in the simultaneous processing of object 
detection and localization. Recently, many state-of-the-art 
methodologies have been proposed [10-13] which are 
designed jointly with or implemented on CNNs. Inspired by 
that work, some interesting diagnosis systems are not only 
detecting the diseases but also localizing their involved areas. 
Fuentes et al. [14] used three CNN-based systems (i.e. Faster 
R-CNN [10], R-FCN [11] and SSD [12]) which performed 
object localization and diagnosis processes simultaneously. 
Their system achieved 86.0% mean average precision on 
annotated tomato leaf images. Lu et al. [15] designed a 
framework to do both localization and diagnosis for wheat 
diseases with a fully convolutional network. Their system 
achieved 98.0% mean recognition accuracy on a wheat 
disease database (WDD2017) and can be deployed for mobile 
applications. 
The above sophisticated systems have achieved excellent 
performance on a wide variety of images, but all of their 
targets are narrow range images, i.e. the ROIs are generally 
located in the center of the input. Fig. 1 is a comparison 
between the input images of the abovementioned systems and 
the wide-angle images taken in practical situations. The 
images from (a-f) in [3,5,6,8,14,15] with various backgrounds 
have a narrow range compared to the wide-angle images (g, 
h). Furthermore, as we experienced, practical wide-angle 
images are extremely complex with multiple leaves 
overlapping each other, along with a wide variety of 
backgrounds, lighting conditions, distance between camera 
and each leaf, etc. Furthermore, plant symptoms are highly 
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Fig.1. The comparison between the narrow range images (a, b, c, d, e, f) and 
wide-angle images (g, h). Wide-angle images are often complex due to the 
heavy overlap of multiple leaves. Also, symptoms are scattered in different 
leaves (h) 
(d) (c) (b) (a) 
diverse. Thus, even though the abovementioned simultaneous 
localization and identification works well on narrow range 
images, simultaneous processing for wide-angle images is 
quite difficult. Developing a diagnosis system for wide-angle 
images (e.g. taken by surveillance cameras) is, however, 
necessary in practical situations. In this case, we believe the 
location of each leaf should be extracted and analyzed 
independently with other followed by diagnosis schema.  
In a study of leaf detection from wide-range images, Xia 
et al. [16] attained a result of 87.7% on pepper leaves in wide-
range images using modified active shape models. Their 
method is applied in greenhouse conditions with a clear 
background and can only detect leaves with a roughly similar 
shape. They admitted that their method has difficulties in 
application to outdoor environments with overlapped leaves. 
Cap et al. [17] proposed a CNN-based method for wide-angle 
cucumber leaf detection. Their method achieved 78.0% of F1-
score at 2.0 fps with complex backgrounds and overlapped in-
field wide-angle cucumber images. They showed a promising 
result, but their system only focused on detection, and the 
experiments were conducted only on images having healthy 
leaves. 
To the best of our knowledge, there is no literature 
providing end-to-end plant diagnosis solutions for wide-angle 
images. We should note here that when considering practical 
usage, we need to find the location of infected plants in the 
image, but it is generally not necessary to detect and diagnose 
all of the leaves, since the infection of plant diseases often 
spreads from nearby on the site.  
In this paper, we first propose a basic end-to-end plant 
disease diagnosis system for cucumber wide-angle images. 
Our system localizes a sufficient number of healthy and 
diseased leaves from wide-angle images and diagnoses them. 
Note that the reason we handle only two classes of diagnosis 
(healthy or diseased) is mainly due to the difficulty of 
quantitative evaluation. That is, it is quite difficult to assign an 
appropriate gold standard even by experts for wide-angle 
images. Once suspicious leaf areas are detected, we can apply 
a conventional but sophisticated leaf diagnosis system, mainly 
designed to diagnose one leaf, on those locations. 
The remainder of this paper is organized as follows. 
Section 2 describes the whole schematic of our proposed end-
to-end plant diagnosis system including the leaf detection part 
and the leaf diagnosis part for identifying cucumber diseases. 
Section 3 analyses the experimental results of the leaf 
detection part, the leaf diagnosis part, and the overall result of 
the end-to-end system on 500 wide-angle images. Finally, 
Section 4 and Section 5 contain the discussion and conclusion, 
respectively. 
II. THE END-TO-END PRACTICAL CUCUMBER PLANT 
DIAGNOSIS SYSTEM 
Our end-to-end plant diagnosis system consists of two 
main parts: (1) the leaf detection part, and (2) the leaf 
diagnosis part. Fig. 2 shows the schematics of our system. 
When the wide-angle input image is given, the leaf detection 
part works to localize and extract all the cucumber leaves of 
an appropriate size with the whole part almost visible as “full 
leaf” regions. Then, each of these detected regions is 
classified as healthy or diseased by the leaf diagnosis part. 
The system then finally synthesizes and displays the 
corresponding combination [location of leaf, disease/healthy] 
from the wide-angle input image.  
We collected a total of 60,000 unique cucumber leaf 
images from Saitama Agricultural Technology Research 
Center, Japan. Each image contains a single cucumber leaf 
roughly in the center and surrounded with various 
backgrounds. We refer to these as “original images”. Note 
here that all the leaf images have confirmed diagnoses. There 
are 15,379 healthy leaf images and the rest are cases of some 
infection.  
A. The Leaf Detection Part 
The objective of the leaf detection part is to localize each 
leaf from the wide-angle input image. This part consists of a 
refinement of our previous work [17] and it discriminates 
input image patches cropped by an exhaustive search as one 
of “full leaf”, “not full leaf” or “no leaf” with a specially 
designed CNN classifier - “CNNdetect”. The architecture of 
CNNdetect is described in Fig. 3. First, given a wide-angle 
image, our method reduces input to the size of 200x150 and 
applies a sliding window with eight searching window sizes 
S×S (S=20, 25, 30, 35, 40, 45, 50, 55) to extract numerous 
candidate boxes that may contain full leaf regions as the target. 
Second, CNNdetect classifies those windows to find the 
locations of leaves that should be detected in the boundary box 
format, i.e. select boxes identified as “full leaf”. Finally, the 
non-maximum suppression (NMS) is used to remove the 
overlapping bounding boxes from the detected results. 
Our former work left room for improvement on robustness 
under various lighting conditions. In practical conditions, the 
brightness is distributed unevenly across the entire image. In 
this work, we made an improvement on this by introducing a 
brightness adjustment method. 
1) Training Dataset for CNNdetect 
To train our CNNdetect, we built a training dataset 
including “full leaf”, “not full leaf”, and “no leaf” classes 
from our original images and the ImageNet dataset [1]. For 
the “full leaf” class, we performed data augmentation (For 
each image in the original images, performing a rotation on it 
and its cropped center with the incremental step of 90 deg; 
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Fig.2. Schematic of our end-to-end plant diagnosis system. Given the wide-
angle input image, the leaf detection part will localize and extract full leaves 
to be diagnosed by the leaf diagnosis part. The result will be synthesized 
and displayed. Red boxes indicate disease leaves while white boxes indicate 
healthy leaves 
Full leaf 
Not full leaf 
No leaf 
conv1 conv2 conv3 pool1 pool2 FC 
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Fig.3. The architecture of our CNNdetect for the leaf detection part. It 
accepts a single cucumber leaf image of 16x16 and generates three 
outputs. This CNNdetect is used to classify the “full leaf” among all 
extracted boxes from an exhaustive search on the wide-angle image 
yielded eight times larger) on those images and thus formed 
480,000 images. For “not full leaf”, we divided all leaf 
images in the cropped and original images into quarters and 
formed 480,000 images. For the “no leaf” class, 480,000 
images were collected randomly from the ImageNet dataset. 
In summary, training data for CNNdetect was constituted of 
1.44 million image patches. For clarity, we refer to this 
dataset as the “detection dataset”. Please see our previous 
paper [32] in detail.  
2) Brightness Adjustment for Leaf Candidate Extraction 
We found that CNNdetect provides better performance if 
it receives an input with an appropriate brightness range. We 
introduce a brightness adjustment on every single extracted 
image patch to adjust the brightness. In our experiment, we 
calculated the perceived brightness (PB) as in Formula (1). 
Note that there are several ways to calculate this value. 
 
perceived brightness (PB) =
√0.241RRMS + 0.691GRMS + 0.068BRMS        (1) 
 
Here, RRMS, GRMS, BRMS  are the root-mean-square of 
each color band (Red, Green and Blue) of image, 
respectively. 
Then, we adjusted the pixel value of that image by 
multiplying the factor of 𝛼 =
ξ
PB
 pixel by pixel for all color 
channels. Here, ξ is the predefined hyper parameter and we 
set ξ = 130: the average perceived brightness that calculated 
over the entire detection dataset by Formula 1. Notice that the 
factor 𝛼 < 1.0 will produce a darker image while 𝛼 > 1.0 
will produce a brighter one. If the adjusted value exceeds the 
acceptable range of the color channel (255), we set it to 255. 
B. The Leaf Diagnosis Part 
In this part, all the extracted leaf areas identified as “full 
leaf” with CNNdetect, were classified as “healthy” or 
“diseased” with our classifier “CNNdiag”. CNNdiag was 
built by transfer learning from the pre-trained VGGNet 
(VGG-16) [2]. 
1) Training Dataset for CNNdiag 
We built a “diagnosis dataset” for training CNNdiag. It 
consists of a total of 30,758 images from the original 60,000 
leaf images. Since the number of healthy leaf images was the 
largest, 15,379, we randomly selected the same number for 
the diseased case and formed the diagnosis dataset from those 
components. The diagnosis dataset also was augmented by 24 
times to provide efficient training for CNNdiag. For more 
detail, we first augmented an image eight times larger by 
cropping its center and rotating it as in the detection dataset 
creation. Then, the gamma correction was applied to change 
the brightness of those images with γ=1.5 and 0.67, 
respectively to provide the different brightness conditions. 
Finally, the image was resized to 224x224 pixels to fit 
CNNdiag’s input. Following this procedure, the diagnosis 
dataset had a total of 30,758x24=738,192 images.  
2) The Architecture of CNNdiag 
Fig. 4 shows the overview of CNNdiag. This network is 
basically composed of a VGG-16 network [2]. CNNdiag 
accepts a color image with a size of 224x224 pixels and 
consists of several convolution blocks (each block has two or 
three convolution layers), pooling layers (after each 
convolution block) and two final fully-connected layers. In 
this work, we froze the first three convolution blocks, namely 
Conv_1, Conv_2, Conv_3 and trained other layers after 
Conv_3. We used batch normalization [18] for two 
convolution blocks, Conv_4 and Conv_5. The last two fully-
connected layers were modified to have 2048 and 2 units 
respectively (FC-2048 and FC-2). The dropout technique 
[19] with a ratio of 50% was applied for the FC-4096 and FC-
2048 layer. Finally, the softmax function was used as the 
output layer.  
III. EXPERIMENTS AND RESULTS 
A. Training of End-To-End System 
The detection dataset was divided into 60% training set 
(864,000 images) and 40% testing set (576,000 images). 
CNNdetect was trained using mini-batch gradient descent 
with batch-size of 500 and Adam optimizer [20]. After 20 
training epochs, the accuracy of CNNdetect on the training 
dataset was 97.9%, whereas it was 97.0% for the testing 
dataset. 
For CNNdiag, we divided the diagnosis dataset with a 
high ratio of training set to testing set to train the CNNdiag. 
Namely, 78% was allocated to the training set (576,000 
images), and 22% was allocated to the testing set (162,192 
images). Also, CNNdiag was trained using mini-batch 
gradient descent with a batch size of 280 and Momentum 
optimizer (momentum was set to 0.9) [21]. After 30 training 
epochs, our model attained an accuracy of 98.0% on the 
training dataset and 97.4% on the testing dataset.  
B. Experimental Setting 
1) Target Wide-Angle Images and The Ground-Truth 
Definition 
To evaluate our end-to-end system, 500 wide-angle 
cucumber images were taken in farms using various digital 
cameras. The size of these images is at least 2048x1536 
pixels. Of which 300 images include all healthy leaves 
(visually examined by experts), while the remaining 200 
include many infected disease leaves and several healthy 
leaves within each image. We refer these dataset as “healthy 
dataset” and “disease dataset” respectively. Since the healthy 
dataset is composed of healthy leaves only, the total of 6,860 
full leaves were annotated as healthy by non-biologists. On 
the other hand, we asked experts to annotate the disease 
dataset. As it turned out, a total of 6,741 full leaves included 
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Fig.4. The architecture of our proposed CNNdiag accepts a color image 
of 224x224. We froze the weights in the first three convolution blocks 
(surrounded by orange box) and trained Conv_4, Conv_5 and FC blocks 
(surrounded by dotted green box). The final layer is the softmax layer with 
two units as output 
2,656 healthy and 4,085 diseased leaves. Fig. 5 shows an 
example of ground-truth on wide-angle image from healthy 
and disease dataset. The red and white boxes indicate the 
disease and healthy leaves, respectively.  
2) Evaluation Criteria 
We used the F1-score criteria in both of the leaf detection 
and diagnosis parts. Given the result bounding boxes and 
ground-truth boxes on each image, the F1-score is calculated 
by the following equation: 
F1 = 2 ×
precision ×  recall
precision + recall
,     (2) 
where: 
precision = 
Number of correctly detected boxes
Number of detected boxes
 
 
recall = 
Number of correctly detected boxes
Number of ground−truth boxes
 
A detected box is considered as a correct where the 
intersection over union (IoU) of that box and the 
corresponding ground-truth box is equal or larger than 0.5. 
C. Experiment Results 
1) Results of Leaf Detection 
Table 1 and Fig. 6 show the leaf detection performance 
and examples with and without our proposed brightness 
adjustment. Thanks to the brightness adjustment, our new leaf 
detection schema achieved an average of 73.9% in F1-score 
on 500 wide-angle images with the processing speed of 1.5 
seconds/image.  
2) Results of Overall Performance 
In our experiments, diseased leaves are only in the disease 
dataset and healthy leaves constitute a minority of that 
dataset. In the healthy dataset, all the images are healthy. 
Therefore, in our evaluation, overall performance (detection 
and diagnosis) for healthy and diseased leaves were 
performed on the healthy and the disease datasets, separately. 
Table 2 shows the evaluation performance of our end-to-end 
system. The running time of the whole system is around 3 
seconds/input image.  
Example on final results of our system can be found in 
Fig. 7. The left column represents the output of our system 
while the right column is the ground-truth images. All the red 
and white boxes indicate the healthy and disease leaves 
respectively. 
IV. DISCUSSION 
To the best of our knowledge, this paper is the first 
investigation on an end-to-end practical plant disease 
diagnosis system from wide-angle images. The simple but 
efficient proposed brightness adjustment provides a 
performance improvement. From a practical perspective, it is 
not necessary to localize all full leaves in images, but we 
should keep a certain level of precision to avoid passing 
wrong areas (i.e. the areas do not contain full leaf) to the 
diagnosis system. Considering the difficulty of this setting as 
mentioned earlier, we think our leaf detection performance 
(F1-score=73.9%) is sufficiently reasonable in practical 
conditions and can be combined with the diagnosis system. 
The end-to-end diagnosis performance, i.e. detection and 
diagnosis, for healthy leaves (70.0% of precision and 80.3% 
of recall) is considered consistent with the prior leaf detection 
result. But it decreases to 61.5% and 55.9%, respectively for 
diseased leaves. This is caused by many difficulty factors in 
the practical conditions.  
Considering the condition of wide-angle images on the 
disease dataset as in Fig. 7, the third and fourth result show 
the difficulties of diagnosing them. There are various leaf 
sizes and heavy overlapping (r3, r4) as well as low-quality 
images (blur, poor camera focus) (r4). They are more 
complicated compared to the top two results (r1, r2) where all 
the leaf sizes are nearly uniform, and overlap is not extensive. 
Therefore, these factors directly affect the performance of 
Fig.5. Example of wide-angle ground-truth images. Images from the healthy 
dataset (left) were labeled by non-biologists; images from the disease dataset 
(right) were labeled by biological experts. The red boxes indicate disease 
leaves while white boxes indicate healthy leaves 
Fig.6. The improvement of leaf detection in our system with brightness 
adjustment (right) compared to our previous result without brightness 
adjustment (left) 
without Brightness 
Adjustment 
with Brightness 
Adjustment 
TABLE I. COMPARISON OF LEAF DETECTION PERFORMANCE WITH 
AND WITHOUT PROPOSED BRIGHTNESS ADJUSTMENT 
 Precision Recall F1-score 
w/o brightness adjustment  63.0% 75.1% 68.4% 
 with brightness adjustment 70.9% 77.2% 73.9% 
 
 
 
 
leaf detection part and lead to deterioration of the quality of 
the leaf diagnosis part.  
For further investigation on this issue, we did an 
additional experiment by classifying only correctly detected 
leaves. In this setting, our CNNdiag achieved an accuracy of 
75.0% in classifying diseased leaves on the disease dataset. 
This performance is still lower compared with current 
automated systems utilizing single leaf images in the 
literature, but there is a further gap between this result and the 
end-to-end result. We think the primary reason is the small 
intra-observer agreement on assigning the gold standard by 
experts. More concretely, a significant number of labeled 
leaves in the gold standard have inconsistency among images. 
This indicates making appropriate ground-truth using only 
the pictures that were already taken from wide-angle images 
is quite difficult even with specialists. In addition, our 
CNNdiag was trained with the diagnosis dataset only (all the 
images in this dataset had confirmed diagnosis) and the 
ground-truth leaves from the wide-angle dataset were used 
for testing. Note that when we built the CNN classifier based 
on this dataset, we observed that the classification 
performance will reach around 80-90% for multiple disease 
classification tasks. This difference between training and 
testing data generates a significant number of mis detected 
leaves and decreases our performance. We believe our system 
still has room for improvement by addressing these problems, 
and we intend to investigate this in future work. Although 
those factors make the diagnosis difficult, we believe our 
results are promising. In practical situations, infected leaves 
often spread disease to nearby areas. Once suspicious leaf 
areas are detected, we can apply further investigation to those 
nearby locations. 
V. CONCLUSION 
This paper investigated the first end-to-end practical plant 
diagnosis system on cucumber wide-angle images. We 
achieved a promising diagnosis performance under practical 
conditions by combining simple but efficient leaf detection 
with a robust diagnosis system using transfer learning. We are 
continuing to develop our end-to-end system and expect our 
model will be applied to practical automated plant diseases 
diagnosis applications in the near future. 
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