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Abstract
Pervasive computing systems, envisioned as systems that blend with the physical envi-
ronment to enhance the quality of life of its users, are rapidly becoming a not so distant
reality. However, many challenges must be addressed before realizing the goal of having
such computing systems as part of our everyday life. One such challenge is related to the
problem of how to develop in a systematic way the software that lies behind pervasive
systems, operating them and allowing them to intelligently adapt both to users’ changing
needs and to variations in the environment. In spite of the important strides done in
recent years concerning the engineering of software that places the actual, immediate
needs and preferences of users in the center of attention, to the best of our knowledge no
work has been devoted to the study of the engineering process for building software for
pervasive systems.
In this dissertation we focus on the engineering process to build smart software ser-
vices for pervasive systems. Speci￿cally, we ￿rst introduce as our ￿rst major contribution
a model for the systematic construction of software for pervasive systems, which has been
derived using analytical, evidence-based, and empirical methodologies. Then, on the basis
of the proposed model, we investigate two essential mechanisms that provide support
for the engineering of value-added software services for smart environments, namely the
learning of users’ daily routines and the continuous identi￿cation of users. For the case
of learning users’ daily routines, we propose what is our second main contribution: a
novel approach that discovers periodic-frequent routines in event data from sensors and
smart devices deployed at home. For the continuous identi￿cation of users we propose
what is our third major contribution: a novel approach based on behavioral biometrics
which is able to recognize identities without requiring any speci￿c gesture, action, or
activity from the users. The two approaches proposed have been extensively evaluated
through studies in the lab, based on synthetic data, and in the wild, showing that they
can be e￿ectively applied to di￿erent scenarios and environments.
In sum, the engineering model proposed in this dissertation is expected to serve as a
basis to further the research and development e￿orts in key aspects that are necessary
to build value-added smart software services that bring pervasive systems closer to the
way they have been envisioned. Furthermore, the approaches proposed for learning
users’ daily routines and recognizing users’ identities in smart environments are aimed
at contributing to the investigation and development of the data analytics technology
necessary for the smart adaptation and evolution of the software in pervasive systems to
users’ needs.
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Opening
1

Chapter 1
Introduction
1.1 Motivation
Ubiquitous or pervasive computing have been envisioned as a paradigm that takes into
account the natural human environment and pushes the computing devices and services
to vanish into the background in order to support all aspects of our everyday life [Weiser,
1991].
While under some de￿nitions pervasive computing refers only to the idea of having
computing devices and sensors as omnipresent objects in the environment [Al-Muhtadi
et al., 2003], the support to everyday life that is expected from such systems requires
that pervasive computing applications adapt to users’ changing needs over time [Conti
et al., 2012]. This makes it essential for pervasive systems to feature smart functionality
with input-output channels that continuously obtain information about the users, the
environment, and other context factors. The smart functionality of pervasive systems is
mainly implemented through software, focusing on self-awareness, self-adaptation, and
self-optimization capabilities in a context-aware manner, where the information about
the situation of users, the environment, and the state of the system itself are considered
to adapt the behavior of the system accordingly [Dey, 2001].
Therefore, one of the major challenges to bring about the vision of pervasive systems
is related to the problem of how to develop in a systematic way the software that lies
behind pervasive systems, operating them and allowing them to intelligently adapt both
to users’ changing needs and to variations in the environment.
Given the importance that software has in today’s digitalization era as the main
driver of the services delivered to users, the engineering of software is moving towards a
model in which the focus is no longer on technical issues but on identifying new ways to
deliver value to users by building what really matters for them. That is, more and more
engineering methods are seeking to build value-added software products and services
(i.e., software that delivers value to users).
While some works have dealt with the problem of software engineering for pervasive
systems (e.g., [Bures et al., 2017]), we could not ￿nd anywork that provides an engineering
model that can serve as a framework for building software for pervasive systems in a
way that value is delivered to users through smart functionality.
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The overall goal of this dissertation is to investigate how to engineer in a systematic
way software for pervasive computing systems, which can provide value-added services
to users through software-based smart functionality.
1.2 Challenges
The research work herein presented has faced a number of challenges that we have had
to overcome in order to achieve the goal of the dissertation.
Challenge 1. The lack of previous works that examine the engineering of software
for pervasive systems in a holistic way poses the ￿rst challenge. This challenge implies
that while lots of research and development e￿orts have been made around software for
pervasive systems, no speci￿c groundwork has been organized about a comprehensive
model of engineering. To tackle this challenge we try to establish an idea of the phases
of the development cycle based on the main approaches found in the literature, which
we combine with an engineering model derived for a broader and more studied type of
systems, namely software-intensive systems.
Challenge 2. The large amount of proposed approaches for di￿erent aspects of the
engineering of software for pervasive systems, which lack proper empirical evaluation to
ground their claimed contributions, represents another challenge for our work. This is
because it makes it di￿cult to recognize the works that are relevant and sound, which
can be considered for further developments. To overcome this challenge we have used a
systematic review approach to methodically search, select, and organize relevant and
sound works from the literature, which are to be considered for our research.
Challenges 3. A major challenge of our work, especially for the research behind
Chapter 5 and Chapter 6, is related to the empirical evaluation of our approaches for smart
pervasive systems and its associated di￿culties. The signi￿cance of empirical evaluation
has been stressed as a way to produce theories that rely on veri￿able facts [Greenberg
and Buxton, 2008]. However, it has also been highlighted the many di￿culties related
to pervasive computing evaluation [Hazlewood et al., 2011, Favela et al., 2010]. To cope
with such challenge, we have prepared our evaluation methodology following previous
works that provide lessons learned and guidelines, e.g., [Brown et al., 2011, Brush et al.,
2011, Gustarini et al., 2013]. Thus, in general our evaluations have been conducted
considering carefully designed, planned, and implemented experiments, ethics policies
compliance1, privacy concerns of participants, proper organization, and public data
availability for replication purposes (see Section 5.4.4 (Chapter 5) and Section 6.4.4
(Chapter 6)).
Challenge 4. The absence of approaches that are comparable to our methods presented
in Chapter 5 (i.e., approach to discover periodic-frequent routines at home) and Chapter 6
(i.e., approach for the continuous identi￿cation of users in smart spaces) poses a challenge
for our work. This is because in this case it is not possible to assess our approaches
by comparing directly their performance to the ones of other approaches previously
proposed. Furthermore, we could not opt to use existing datasets, since all we found was
1Our evaluation studies are compliant with the University of Luxembourg Policy on Ethics
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either too restrictive or was lacking the necessary ground truth to make possible a proper
assessment of our approaches. To deal with this issue we conducted comprehensive
evaluation e￿orts for the approaches presented in Chapter 5 and Chapter 6, which took
into account di￿erent con￿gurations, environments, and potential scenarios that the
approaches may face in real-world situations.
1.3 Research Methodology
To better understand and address the goal of the dissertationwe divide it into the following
two main objectives:
• Investigate the engineering of software for pervasive systems and devise a model
for the systematic development of smart software services for this type of systems.
• Identify the key parts of the engineering process that allow the software services
for pervasive systems to provide smart functionality. From these, investigate the
mechanisms that are particularly important in providing higher value to users.
1.3.1 Research Questions
In order to achieve our objectives we propose to answer the following research questions:
RQ1: How to develop smart software services for pervasive systems in a systematic
way?
RQ2: How to provide support to the development of value-added services for smart
environments?
Question RQ1 is related to the objective that focuses on the engineering process as a
whole. The main concern in this case is on identifying the general mechanism that can
lead to producing software with smart capabilities for pervasive systems in a systematic
manner. In order to solve one by one each of the main concerns of RQ1 we divide it into
the following questions:
RQ1-a: How to engineer value-added software for software-intensive systems in a
systematic way?
RQ1-b: What has been considered in the literature as the implicit engineering cycle
to build software for pervasive systems?
RQ1-c: What are the key mechanisms to support the development of software for
pervasive systems featuring smart functionality?
In RQ2 we narrow down the focus to smart environments to stress the need for
providing smart functionality. Smart functionality here is understood as such that enables
the computing system to be adaptive, con￿gurable, dynamic, and reactive [Esposito et al.,
2018]. The answer is expected to dig deep into some speci￿c relevant mechanisms of the
engineering process, rather than looking at the whole engineering cycle. To address one
by one each of the main concerns of RQ2 we break it down into the following questions:
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RQ2-a: What are the key mechanisms in the engineering of software for pervasive
systems to provide value-added services to users through smart functionality?
RQ2-b: How to automatically learn users’ routines at home, even when they are
only frequent on speci￿c periodicities?
RQ2-c: How to automatically learn to recognize the identities of users in a continuous
manner in smart environments?
RQ2-d: What are examples of application services that can be built from the mecha-
nisms of question RQ2-a?
1.3.2 Research Process
To answer RQ1 we combine three methodologies: analytical, empirical, and evidence-
based. Our methodology here aims to compensate for the lack of existing engineering
models with a similar target to ours.
Our ￿rst step is to focus our attention on the development of software for a much
more studied type of systems, which encompass pervasive systems under their umbrella.
These are software-intensive systems, de￿ned as such in which the software interacts
with other software and systems, as well as with devices, sensors, and people [Wirsing
et al., 2008]. At this respect, we target to answer RQ1-a (in Chapter 2) to gain insights
into aspects related to the systematic development of software and the production of
software that delivers value to users.
The next step is to investigate through evidence-based methodology the view that the
literature re￿ects implicitly about the engineering process to build software for pervasive
systems. That is, we target to answer RQ1-b (in Chapter 3). Thus, based on a systematic
review we search for the most representative state-of-the-art approaches for any of
the phases of the development cycle, to know what are the phases that have received
more attention and what are the most relevant existing methods and their limitations.
Furthermore, we gather the main research challenges that have been identi￿ed by relevant
previous works, to better understand the engineering process as a whole, spotting its key
components.
Our third step is focused on the key mechanisms of the engineering process for
producing software for pervasive systems that features smart functionality. That is, we
target to answer RQ1-c (in Chapter 4). Thus, we analytically derive the answer using the
results of the literature review as a basis.
The ￿nal step to answer RQ1 is to de￿ne the model for engineering software for
pervasive systems by framing the answers to RQ1-b and RQ1-c using the proposed
model for software-intensive system (i.e., the solution to RQ1-a). This is accomplished
analytically, specifying the aspects that characterize the particular case of the systematic
development of value-added software for pervasive systems.
The answer to RQ2 is expected to be reached by providing solution to each of the
questions in which it was broken down.
First, we narrow down the focus on the mechanisms for smart functionality identi￿ed
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in RQ1-c to only consider those mechanisms that can be seen as key for delivering value
to users. That is, we target to answer RQ2-a (in Chapter 4) . The answer to this question
lead the way into the rest of the answer for RQ2, by focusing on the mechanisms that
learn about the dynamic characteristics of users.
We focus only on two key mechanisms that serve to support the development of
software services for smart environments. These are: a mechanism to learn about the
periodic-frequent routines of users at home, and a mechanism to continuously recognize
the identities of users. For each of these cases we propose a novel approach related to the
corresponding mechanism, providing answer to the questions RQ2-b (in Chapter 5) and
RQ2-c (in Chapter 6), respectively. We conduct extensive empirical evaluation to assess
the performance of these approaches in terms of accuracy, robustness, and practicality
towards being used in real-world scenarios. As an additional step to better examine
the dimension of the mechanisms proposed, we investigate what are some application
services that can be built on top of them. That is, we answer RQ2-d (in Chapter 7) based
on the literature and on a small-scale example implementation.
1.4 Contributions
The main contributions of this dissertation to the state of the art are:
Contribution 1. A systematic literature review on di￿erent relevant aspects of the
development cycle to build software for pervasive (aka ubiquitous) systems. Speci￿cally,
the main goal of the review is to provide information about what are the phases of the
development cycle that have been considered by the main state-of-the-art approaches.
Thus, for each phase considered, our review describes the main approaches and their
limitations. Furthermore, from the studies selected by the systematic methodology, our
review provides information on the main research challenges that have been identi￿ed in
the literature. Concerning the research methodology of the dissertation, this contribution
is directly related to question RQ1-b and in a broader sense to research question RQ1. We
present this contribution in full length in Chapter 3.
Contribution 2. A model for the systematic development of value-added smart soft-
ware services for pervasive systems. The model considers a data analytics component that,
based on machine-learning, semi-supervised and unsupervised techniques, is expected to
provide support for the software development cycle through feedback. The feedback is a
constant during the whole cycle between any of the standard phases (e.g., implementation,
design, testing) and the learnings being obtained about the users, the environment, the
system itself, and other context factors. This contribution corresponds to the answer to
the research question RQ1 of the dissertation and it is presented in Chapter 4.
Contribution 3. A novel knowledge-discovery approach to automatically ￿nd the
periodic-frequent routines of users at home from smart devices and sensors event data.
Speci￿cally, the approach is based on an extension we made of the standard mining
algorithm called Generalized Sequential Pattern (GSP). This approach is the ￿rst of its
kind that is able to discovery routines that are only frequent for speci￿c periodicities.
Furthermore, it can ￿nd routines that were not always performed in exactly the same way
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by the home inhabitants. We conducted an extensive evaluation in the lab, in the wild, and
based on synthetic data. Our results show that the approach has a high recall-precision
performance (⇠ 0.9) and it is robust for di￿erent con￿gurations and under di￿erent
environments. This contribution corresponds to the answer to question RQ2-b and in a
broader sense to research question RQ2. We present this contribution in full in Chapter 5.
Contribution 4. A novel approach for the continuous identi￿cation of users in indoor
environments based on behavioral biometrics. Speci￿cally, the approach uses arm and
hand motion patterns to form the pro￿les that allow to recognize the identity of each user.
The data is collected in the form of time series of quaternions from an Inertial Measure-
ment Unit (IMU) that contains an accelerometer, a magnetometer, and a gyroscope. We
then apply wavelet transform on the time series to obtain the observations that are passed
to a machine-learning classi￿cation stage, where the identities are assigned. The novelty
of the approach stems from its ability to perform the identi￿cation without requiring any
speci￿c gesture, action, or activity being performed by the user. Thus, it allows users to
perform their daily routines without any kind of restrictions while it recognizes their
identities. We conducted an empirical evaluation of the approach considering lab and
real-world environments, namely home and o￿ce. Our results show that our approach is
able to identify users with an accuracy of 0.88 for o￿ce environments and of 0.71 for the
average size of a household.
In addition to the main contributions, we are making publicly available the data
collected during the empirical evaluations of approaches of Contribution 3 and Contribu-
tion 4. We hope that this data contributes to advance research and development e￿orts
in the domains of pattern discovery for smart environments and behavioral biometrics
identi￿cation. Furthermore, the engineering model for software-intensive systems that
we present in Chapter 2 has been developed also as part of the doctoral work of this
dissertation.
The research work of this dissertation has produced the following articles:
• A. S. Guinea, A. Boytsov, L. Mouline, and Y. Le Traon. “Continuous Identi￿cation in
Smart Environments Using Wrist-Worn Inertial Sensors,” in 15th EAI International
Conference on Mobile and Ubiquitous Systems: Computing, Networking and Services
(MobiQuitous 2018), November 2018.
• A. S. Guinea, A. Boytsov, L. Mouline, and Y. Le Traon. “Smart Discovery of Periodic-
Frequent Human Routines for Home Automation,” submitted to IEEE International
Conference on Pervasive Computing and Communications (PerCom), 2019.
• A. S. Guinea, G. Nain, and Y. Le Traon. “A systematic review on the engineering of
software for ubiquitous systems,” Journal of Systems and Software, 118, pp. 251–276,
August 2016. DOI: 10.1016/j.jss.2016.05.024
• F. Fagerholm, A. S. Guinea, H. Mäenpää, and J. Münch. “The RIGHT Model for
Continuous Experimentation,” Journal of Systems and Software, 123, pp.292–305,
January 2017. DOI: 10.1016/j.jss.2016.03.034
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1.5 Organization of the dissertation
The rest of the dissertation is organized as follows. The main body of the dissertation is
divided into two parts: i) Part II devoted to our proposed model for the engineering of
value-added smart software for pervasive systems (i.e., answer to RQ1), and ii) Part III
which presents data analytics mechanisms to support the development of value-added
software services for smart environments (i.e., answer to RQ2).
Part II is divided into three chapters: chapter 2, 3, and 4. In Chapter 2 we present an
engineering model for the systematic development of value-added software for software-
intensive systems (i.e., answer to RQ1-a). In Chapter 3 we present a systematic literature
review on the engineering of software for pervasive systems (i.e., answer to RQ1-b).
Speci￿cally, the review corresponds to an investigation to ￿nd evidence about the devel-
opment cycle based on state-of-the-art approaches that have focused in one or several of
its phases. In Chapter 4, we ￿rst investigate the key mechanisms necessary to support
the creation of software for pervasive systems, which features smart functionality (i.e.,
answer to RQ1-c) and delivers value to users (i.e., answer to RQ2-a). Then, in the same
chapter we introduce our proposed engineering model for the systematic development of
value-added smart software for pervasive systems (i.e. answer to RQ1).
Part III, also divided into three chapters (5,6, and 7), is developed with respect to our
proposed model in Chapter 4 (Part II), particularly around what we found to be the main
data analytics mechanisms to support the development of smart software services that
deliver value to users. In Chapter 5, we present a novel knowledge-discovery-in-data
(KDD) approach to automatically ￿nd periodic-frequent patterns of people from event
data collected by smart devices and sensors deployed at home. In Chapter 6, we present
a novel approach for the continuous identi￿cation of users in indoor environments,
based on behavioral biometrics and machine-learning (ML) classi￿cation techniques. In
both Chapter 5 and Chapter 6, we describe the extensive empirical evaluation that we
conducted in each case to assess the performance of our proposed approaches under
di￿erent con￿gurations and settings. In Chapter 7, we present some application services
where the support of the mechanisms proposed in chapters 5 and 6 would be essential,
including an implementation of a home automation service that we build on top of the
approach presented in Chapter 5, and of which we describe our approach and the results
of an in-the-wild evaluation.
The main body of the dissertation is followed by a closing part, where we present an
overall summary of the dissertation, potential future research directions, a synopsis of
our answers to the research questions, and a discussion about the validity of the research
of the dissertation.
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Part II
Engineering Model
In this part we study the process of engineering software for pervasive sys-
tems. We ￿rst focus in a broader engineering process such as the one related
to software-intensive systems in general, to establish a theoretical framework
that can serve later as basis for the study of pervasive systems in particular.
Then, we focus on the engineering process related to software for pervasive
systems, including the main phases that have been considered, state-of-the-art
approaches that deal with di￿erent parts of the process, as well as limitations,
and research challenges that require further development. Finally, we present
our proposed model for engineering value-added smart software services for
pervasive systems.
The sections in this part are based on the work that has been presented in
the following papers:
• (Section 2) F. Fagerholm, A. S. Guinea, H. Mäenpää, and J. Münch.
“The RIGHT Model for Continuous Experimentation,” Journal of Sys-
tems and Software, 123, pp.292–305, January 2017.
DOI: 10.1016/j.jss.2016.03.034
• (Section 3) A. S. Guinea, G. Nain, and Y. Le Traon. “A systematic review
on the engineering of software for ubiquitous systems,” Journal of Sys-
tems and Software, 118, pp. 251–276, August 2016.
DOI: 10.1016/j.jss.2016.05.024
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Chapter 2
General Model for Engineering
Software-Intensive systems
2.1 Introduction
This chapter is aimed at providing an answer to the ￿rst of the questions in which we
have broken down our research question RQ1, that is, RQ1-a: How to engineer software
for software-intensive systems in a systematic way?
Software is becoming increasingly important for a wider range of industry sectors,
thanks to the accelerating pace and reach of the digitalization era that today’s world is
experiencing. As software becomes the main driver of the services delivered to customers,
the focus in building software is moving from identifying and solving technical problems
to deliver value to customers by building what really matters for them. At this respect,
a family of generic approaches has been proposed for the systematic development of
value-added software (i.e., software that delivers value to users). One of such approaches
is the Learn Startup methodology [Ries, 2011], which proposes a general three-step
cycle (viz., build, measure, and learn) that is described as a high-level template that may
guide the development of software based on experimentation (i.e., experiment-based
software development). In spite of the growing acceptance that this type of methodologies
have enjoyed in recent years, prior to our work no framework had been proposed for
conducting systematic experiment-based software development.
In this chapter we present the most important building blocks of a framework for
the systematic development of value-added software for software-intensive systems,
where value is delivered to users based on the learnings obtained from a continuous
cycle created around the analysis of real-time use of the software, denominated as
continuous experimentation. This framework has implications for the technical product
infrastructure, the software development process, the requirements regarding skills
that software developers need to design, execute, analyze, and interpret experiments,
and the organizational capabilities needed to operate and manage a company based on
experimentation in research and development. Methods and approaches for continuous
experimentation with software product and service value should itself be based on
empirical research.
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The rest of the chapter is organized as follows. First in Section 2.2, we present the
main previous works that have dealt with experimentation in the process of engineering
software, works that have proposed models to deliver value to users in a systematic
way, and works on approaches about software development around the concept of
continuous experimentation. Then, in Section 2.3 we describe the research methodology
we follow in order to derive the proposed engineering model for software-intensive
systems. In Section 2.4 we present our results, namely, the engineering model divided
into two main components: a process model and an infrastructure model. We then
present our analysis on some speci￿c instantiations we made of the engineering model
on software development projects. In Section 2.5, we present two lines of discussion: the
validity of our research methodology and the limitations we identify on the proposed
engineering model. Finally, Section 2.6 presents a summary of the chapter.
2.2 Related Works
In this section, we describe what according to the literature are the main models for
systematic value delivery and approaches for using experiments in the engineering of
software.
2.2.1 Experimentation in the engineering of software
Experimentation has been established in software engineering since the 1980s. The
seminal work in [Basili et al., 1986] was among the ￿rst to codify a framework and
process for experimentation. More recently, in [Juristo and Moreno, 2013] and in [Wohlin
et al., 2012] the authors presented updated overviews on experimentation in software
engineering.
Experimentation in software engineeringmay encompass both controlled experiments
and explorative endeavors which are aimed at discovery and knowledge creation [Wohlin
et al., 2012]. The logic of controlled experiments and case studies is essentially di￿erent,
where the ￿rst one rely on statistical analysis whereas the second typically include
qualitative elements that are generalized analytically [Yin, 2009]. Qualitative methods
may also be used alone, such as studies based on interviews or observations.
In [Kohavi et al., 2012, Kohavi et al., 2013] it is noted that running experiments requires
addressing multiple challenges in three areas: cultural/organizational, engineering, and
trustworthiness. The organization needs to learn the reasons for running controlled
experiments and the trade-o￿s between controlled experiments and other methods of
evaluating ideas. Even negative experiments which degrade user experience in the short
term should be conducted, due to their learning value and long-term bene￿ts. When
the technical infrastructure supports hundreds of concurrent experiments, each with
millions of users, classical testing and debugging techniques no longer apply because
there are millions of live variants of the system in production. Instead of heavy up-front
testing, the authors in [Kohavi et al., 2012] report having used alerts and post-deployment
￿xing. Furthermore, experiments help to avoid many negative features even when key
stakeholders initially support them, saving large amounts of money as a result.
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Experimentation also has an important relationship with company culture. In [Kohavi
et al., 2009] the authors describe a platform for experimentation built and used atMicrosoft,
noting the cultural challenges involved in using experiment results, rather than opinions
from persons in senior positions, as the basis of decisions. They suggest, for example,
that one should avoid trying to build features through extensive planning without early
testing of ideas, that experiments should be carried out often, that a failed experiment is
a learning opportunity rather than a mistake, and that radical and controversial ideas
should be put forward and tried. All these suggestions are challenging to put into practice
in organizations that are not used to experimentation-based decision-making.
2.2.2 Models for systematic value delivery
Lean manufacturing and the Toyota Production System [Ohno, 1988] has inspired the def-
inition of Lean software development. This approach provides comprehensive guidance
for the combination of design, development, and validation built as a single feedback
loop focused on discovery and delivery of value [Poppendieck and Cusumano, 2012]. The
main ideas of this approach are encompassed by seven principles: optimize the whole,
eliminate waste, build quality in, learn constantly, deliver fast, engage everyone, and
keep getting better [Poppendieck and Poppendieck, 2003].
The Lean Startup methodology [Ries, 2011] provides mechanisms to ensure that prod-
uct or service development e￿ectively addresses what customers want. The methodology
is based on a Build-Measure-Learn loop which establishes learning about customers and
their needs as the unit of progress. It proposes to apply scienti￿c method and thinking to
startup businesses in the form of learning experiments. As the results of experiments
are analyzed, the company has to decide to ‘persevere’ on the same path or ‘pivot’ in a
di￿erent direction while considering what has been learned from customers. The Build-
Measure-Learn cycle holds clear similarities with the Plan-Do-Check-Adjust (PDCA)
method popularized byW. Edwards Deming, where in fact lean methods can be seen as in-
volving a progression of PDCA cycles [Liker and Franz, 2011]. PDCA is a known method
which is used for maintenance, improvement, and innovation of products, services and
processes. It converges in two ways with the lean methodology [Silva et al., 2013]: i) per-
forming successive changes in operational or administrative processes, with successive
gains obtained without investment, through incremental and continuous improvement
of an activity to create more value with less resource-consuming activities (known in
the business as Kaizen or continuous improvement); and ii) designing a new process to
achieve the desired goal or making substantial changes to existing processes (known as
Kaikaku), which lead to great advances, radical improvement, and new investments..
The Customer Development methodology [Blank, 2013] emphasizes the importance
of not only doing product development activities but also learning and discovering the
potential customers of the company. Customer Development is divided into a search and
an execution phase. In the search phase the company performs customer discovery, testing
whether the business model is correct (product/market ￿t), and customer validation,
which develops a replicable sales model. The execution phase is devoted to the creation
of demand and to take the company into a model for cost-e￿cient delivery of validated
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products/services.
In a work along the lines of the Lean Startupmethodology, the authors in [Olsson et al.,
2012] describe a sequence of four stages (called ‘stairway to heaven’) which a software
organization should traverse towards the objective establishing a development system
with the ability to continuously learn from the real-time customer usage of software.
The last stage (i.e., the objective) is achieved when the software organization functions
as an R&D experiment system. The stages on the way to achieving the target are: tra-
ditional development, agile R&D organization, continuous integration, and continuous
deployment. One of their main ￿ndings is that the transition towards Agile development
requires shifting to small development teams and focusing on features rather than on
components. Furthermore, the transition towards continuous integration requires an
automated build and test system, a main version control branch to which code is continu-
ously delivered, and modularize the development. Their ￿ndings reveal that in order to
move from continuous integration to continuous deployment, organizational units such
as product management must be fully involved, and work in close collaboration with a
very active lead customer is needed when exploring the product concept further. The
authors suggest that in order for a software organization to reach the R&D experiment
system stage two key actions should be in place: the product must be instrumented to
allow that ￿eld data can be collected in actual use, and proper organizational capabilities
must be developed in order to e￿ectively use the collected data for testing new ideas with
customers.
In [Ståhl and Bosch, 2014] the authors studied the continuous integration stage,
pointing out that there is no homogeneous practice of continuous integration in the
industry. They propose a descriptive model that allows studying and evaluating the
di￿erent ways in which continuous integration can be viewed. An architecture that
supports continuous experimentation in embedded systems is presented in [Eklund and
Bosch, 2012]. There, the authors explore the goals of an experiment system, develop
experiment scenarios, and construct an architecture that supports the goals and scenarios.
The architecture combines an experiment repository, data storage, and software to be
deployed on embedded devices via over-the-air data communication channels. However,
the main type of experiment is con￿ned to A/B testing, and the architecture is considered
mainly from the perspective of a software development team rather than a larger product
development organization.
The Hypothesis Experiment Data-Driven Development (HYPEX) is presented in [Ols-
son and Bosch, 2014]. The goal of this model is to shorten the feedback loop to customers.
It consists of a loop where potential features are generated into a feature backlog, from
which features are selected and a corresponding expected behavior is de￿ned. The
expected behavior is used to implement and deploy a minimum viable feature (MVF).
Observed and expected behavior is compared using a gap analysis, and if a su￿ciently
small gap is identi￿ed, the feature is ￿nalized. On the other hand, if a signi￿cant gap is
found, hypotheses are developed to explain it, and alternative MVFs are developed and
deployed, after which the gap analysis is repeated. The feature may also be abandoned if
the expected bene￿t is not achieved.
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2.2.3 Continuous experimentation
Previous works have presented case studies that exhibit di￿erent aspects concerning
continuous experimentation. In [Steiber and Alänge, 2013], it is presented a study of
the continuous experimentation model followed by Google, analyzing a success story
of this approach. In [Tang et al., 2010], the authors describe an overlapping experiment
infrastructure, developed at Google, that allows web queries in a search engine to be part
of multiple experiments, thus facilitating more experiments to be carried out at a faster
rate. In [Adams et al., 2013], the authors present a case study on the implementation of
Adobe’s Pipeline, which is a process that is based on the continuous experimentation
approach.
The di￿erences between traditional development and the continuous approach are
analyzed in [Bosch, 2012], showing that in the context of the new, continuous software
development model, R&D is best described as an “innovation experiment system” ap-
proach where the development organization constantly develops new hypotheses and
tests them with certain groups of customers. This approach focuses on three phases:
pre-deployment, non-commercial deployment, and commercial deployment. The authors
present a ￿rst systematization of this so-called “innovation experiment system” adapted
for software development for embedded systems. It is argued that aiming for an “inno-
vation experiment system” is equally valid for embedded systems as it is in the case of
cloud computing and Software-as-a-Service (SaaS), and that the process could be similar
in both cases. That is, requirements should evolve in real time based on data collected
from systems in actual use with customers.
We de￿ne our engineering model for the systematic development of value-added
software for software-intensive systems, based on the “innovation experiment system”
mentioned above. We denominate our engineering model as the Rapid Iterative value
creation Gained through High-frequency Testing (RIGHT) model for continuous exper-
imentation. In our model, experiments are derived from business strategies and are
aimed at assessing assumptions derived from those strategies, potentially invalidating or
supporting the strategy. Previous works have explored the application of a framework
for linking business goals and strategies to the software development activities (e.g.,
[Basili et al., 2007, Münch et al., 2013]). However, those works have not considered
the particular traits of an experiment system. The model presented also describes the
platform infrastructure that is necessary to establish the whole experiment system.
The building blocks presented in this paper, although generalizable with certain
limitations, are derived from startup environment where the continuous experimentation
approach is not only well suited but possibly the only viable option for companies to
grow. Our work has similarities to the “Early Stage Startup Software Development
Model” (ESSSDM) in [Bosch et al., 2013], which extends existing Lean Startup approaches
o￿ering more operational process support and better decision-making support for startup
companies. Speci￿cally, ESSSDM provides guidance on when to move product ideas
forward, when to abandon them, and what techniques to use, in the process of validating
product ideas.
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Figure 2.1: Initial model for engineering value-added software software-intensive systems
2.3 Research Methodology
To derive the proposed model we use a design science research approach [Von Alan et al.,
2004], which purpose is to derive a technological rule that can be used in practice to
achieve a desired outcome in a certain ￿eld of application [Aken, 2004]. Speci￿cally,
we ￿rst build an initial model based mainly on what can be found in the literature, to
then re￿ne such model based on the observations gained through empirical evaluation.
The initial model is shown in Figure 2.1, depicting a learning cycle for the process and
technical infrastructure (composed of a data repository, analysis tools, and continuous
delivery system). The empirical evaluation is conducted according to a multiple case
study [Yin, 2009], in which we put to test the initial model and apply progressively
adjustments based on our observations until reaching the model we present in our results
in Section 2.4.
Our initial model follows the idea of continuous experimentation. That is, an engi-
neering approach to build software-intensive systems which is based on ￿eld experiments
with relevant stakeholders, typically customers or users, but potentially also with other
stakeholders such as investors, third-party developers, and software ecosystem partners.
The model consists of repeated Build-Measure-Learn blocks, supported by an infrastruc-
ture. Each Build-Measure-Learn block yields learnings which are used as input for the
next block.
The Build-Measure-Learn model provides structure to the activity of conducting
experiments, and connects product/service vision, business strategy, and technological
product/service development through experimentation. In particular, the conventional
phases of the software engineering cycle (i.e., requirements, design, implementation,
testing, deployment, and evolution/maintenance) are integrated and aligned by empirical
information gained through experimentation. The model can be considered as a facilitator
for incremental innovation as de￿ned by Henderson and Clark [Henderson and Clark,
1990], but the model itself, as well as the transition to continuous experimentation
in general require signi￿cant organizational capabilities that depart from traditional
engineering models.
2.3.1 Study setup
A Environment
The case projects considered for the study took place in the Software Factory laboratory
at the Department of Computer Science of University of Helsinki. The Software Factory is
an educational platform for research and industry collaboration [Fagerholm et al., 2013].
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In Software Factory projects, teams of Master-level students use contemporary tools and
processes to deliver working software prototypes in close collaboration with industry
partners. The goal of Software Factory activities is to provide students with means for
applying their advanced software development skills in an environment with working
life relevance and to deliver meaningful results for their customers [Münch et al., 2013].
B Cases 1, 2, and 3
B.1 Software company involved. Tellybean Ltd.1 is a small Finnish startup that
develops a video calling solution for the home TV set. The company was a customer in
three Software Factory projects with the aim of creating an infrastructure to support
measurement and management tasks of the architecture of their video calling service.
Tellybean aims at delivering a life-like video calling experience. Their value proposition
is de￿ned as: “the new home phone as a plug and play experience.” Their target is late
adopter customers who are separated from their families. The company puts special
emphasis on discovering and satisfying needs of the elderly, making ease of use the most
important non-functional requirement of their product.
The primary means for service di￿erentiation in the marketplace for Tellybean are
a￿ordability, accessibility, and ease of use. For the premiere commercial launch and to
establish the primary delivery channel of their product, the company aims at partnering
with telecom operators. The company had made an initial in-house architecture and
partial implementation during a pre-development phase prior to the Software Factory
projects. A ￿rst project was conducted to extend the platform functionality of this
implementation. A second project was conducted to validate concerns related to the
satisfaction of operator requirements. After this project, a technical pivot took place, with
major portions of the implementation being changed; the ￿rst two projects contributed
to this decision. A third project was then conducted to extend the new implementation
with new features related to the ability to manage software on already delivered products,
enabling continuous delivery. The launch strategy can be described as an MVP launch
with post-development adaptation. The three projects conducted with this company are
connected to establishing a continuous experimentation process and building capabilities
to deliver software variations on which experiments can be conducted. They also provided
early evidence regarding the feasibility of the product for speci￿c stakeholders, such as
operator partners, developers, and release managers.
B.2 Product/Service. The Tellybean video calling service has the basic functionalities
of a home phone: it allows making and receiving video calls and maintaining a contact
list. The product is based on an Android OS set-top-box (STB) that can be plugged into a
modern home TV. The company maintains a backend system for mediating calls to their
correct respondents. While the server is responsible for routing the calls, the actual video
call is performed as a peer to peer connection between STBs residing in the homes of
Tellybean’s customers.
1https://www.tellybean.com/
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Table 2.1: Scope of each of the projects of cases 1, 2, and 3
Project High-level goal Motivation
Project 1 Allow operators to see metrics for calls made by the
video call product’s customers
Extract and analyze business
critical information
Project 2 Ensure to developers that the product’s system archi-
tecture is scalable and robust
Know the limitations of the
system
Allow developers to know the technical weaknesses
of the system
Predict the needs for scala-
bility of the platform
Allow developers to receive suggestions for alterna-
tive technical architecture options
Consider future develop-
ment options
Project 3 Allow the technical manager to push an update to
the Tellybean set-top-boxes with a single press of a
button
Deploy upgrades to the soft-
ware on one or multiple set-
top-boxes
B.3 Projects 1, 2, and 3. The company played the role of a product owner in three
Software Factory projects. The aim of the ￿rst two projects was to create new infrastruc-
ture for measuring and analyzing usage of their product in its real environment. This
information was important in order to establish the product’s feasibility for operators
and for architectural decisions regarding scalability, performance, and robustness. From
the perspective of the proposed engineering model, the ￿rst two projects were used to
validate the steps required to establish a continuous experimentation process. The third
project at Software Factory delivered an automated system for managing and updating
the STB software remotely. This project was used to investigate factors related to the
architecture needs for continuous experimentation. Table 2.1 summarizes the goals and
motivations of the projects in detail. A team of students of between three to seven mem-
bers was dedicated to each project, with an additional company representative interacting
continuously with the team.
Project 1. The goal of Tellybean on Project 1 was to build the means for measuring
performance of their video calling product in its real environment. Thus, the
development focused on building a browser-based business analytics system. The
teamwas also assigned to produce a back-end system for storing andmanaging data
related to video calls, in order to satisfy operator monitoring requirements. The
project was carried out in seven weeks by a team of four students. Competencies
required in the project were database design, application programming, and user
interface design.
After the project had been completed, both students and the customer deemed that
the product had been delivered according to the customer’s requirements. Despite
the fact that some of the foundational requirements changed during the project due
to discoveries of new technological solutions, the customer indicated satisfaction
with the end-product. During the project, communication between the customer
and the team was frequent and ￿exible.
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Overall, Project 1 constituted a ￿rst attempt at conducting continuous experimenta-
tion. The goal of the experiment was to gain information about the performance of
the system architecture and its initial implementation. The experiment arose from
operator needs to monitor call volumes and system load, which is a requirement
that Tellybean’s product developers deemed necessary to be able to partner with
operators. It was clear that there existed a set of needs arising from operator
requirements, but it was not clear how the information should be presented and
what functionality was needed to analyze it. From a research perspective, however,
the exact details of the experiment were less important than the overall process of
starting experimentation.
Project 2. This project was aimed at performing a system-wide stress test for the
company’s video calling service infrastructure. The Software Factory team of four
students produced a test tool for simulating very high volumes of calls. The tool
was used to run several tests against Tellybean’s existing call mediator server. The
test software suite included a tool for simulating video call tra￿c.
The purpose of the experiment was a counterpart to the experiment in Project 1. In
Project 2 the focus was on the implication of the experiments for developers, while
Project 1 was focused on the operator requirements. The initial system architecture
and many of the technical decisions had been questioned. The project aimed to
provide evidence for decision-making when revisiting these initial choices.
The team found signi￿cant performance bottlenecks in Tellybean’s existing proof-
of-concept system and analyzed their origins. Solutions for increasing operational
capacity of the current live system were proposed and some of them were also
implemented. Towards the end of the project, the customer suggested for the
second experiment to have another round in the continuous experimentation cycle
where ￿ndings from the ￿rst cycle resulted in a new set of questions to consider
for experimentation.
Project 3. For this project Tellybean aimed to create a centralized infrastructure
for updating their video calling product’s software components. The new remote
software management system would allow the company to quickly deploy software
updates to already delivered STBs. The functionality was business critical to the
company and its channel partners, since it allowed updating the software without
having to travel on-location to each customer to update their STBs. The new
instrument enabled the company to establish full control of their own software
and hardware assets.
The project was followed by a team of ￿ve students. The team delivered a working
prototype for rapid deployment of software updates. In this project, the need for a
support system to deliver new features or software variations was addressed. We
considered the architectural requirements for a continuous delivery system that
would support continuous experimentation.
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C Case 4
C.1 Software company involved. Memory Trails Ltd. (Memory Trails) is a small
Finnish startup that develops a well-being service which helps users de￿ne, track, and
receive assistance with life goals. For a period of three months, the company participated
in a Software Factory project that aimed to develop a backend recommendation engine
for the service, improve the front-end user experience, and validate central assumptions
in the service strategy. The service targets adults who wish to improve their quality of
life and change patterns of behaviour to reach di￿erent kinds of life goals.
Di￿erently from the other company of cases 1, 2, and 3, where the focus was on
establishing a continuous experimentation process and building capabilities to deliver
software variations for experimentation, the project with this company focused on
some of the details related to deriving experiments. In particular, our objective was to
uncover how assumptions can be identi￿ed in initial product or service ideas, where the
assumptions are main candidates to formulate experiments.
C.2 Product/Service. Memory Trails provided an initial user interface and backend
system prototype which demonstrated the general characteristics of the application from
a user perspective. The users interact with photos which can be placed in di￿erent spatial
patterns to depict emotional aspects of their goals. The application then guides the users
to arrange the photos as a map, showing the goal, potential steps towards it, and aspects
that qualify the goals. For example, a life goal may be to travel around the world. Related
photos could depict places to visit, moods to be experienced, items necessary for travel
such as tickets, etc. The photos could be arranged, e.g., as a radial pattern with the central
goal in the middle, and the related aspects around it, or as a timeline with the end goal to
the right and intermediate steps preceding it.
C.3 Project 4. In this project, two high-level assumptions were identi￿ed. The cus-
tomer assumed that automatic, arti￿cial intelligence-based processing in the backend
could be used to automatically guide users towards their goals, providing triggers, moti-
vation, and rewards on the way. Also, the customer assumed that the motivation for the
regular use of the application would come from interacting with the photo map. Since
the automatic processing depended on the motivation assumption, the latter became the
focus of experimentation in the project. The customer used versions of the application
in user tests during which observation and interviews were used to investigate if the
assumption was true. For the purposes of our multiple-case study, we used the project to
validate the link in our model between product vision, business model and strategy, and
experiment steps.
2.3.2 Study design
The main goal of our multiple-case study is to ground our model for the systematic devel-
opment of value-added software for software-intensive systems in empirical observations.
To this end, we collected information that would help us understand the prerequisites for
performing continuous experimentation, the associated constraints and challenges, and
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the logic of integrating experiment results into the business strategy and the development
process.
To guide our process we aim at answering the following questions:
ch2-res-Q1 What is a suitable process model for performing systematic, experiment-
based engineering of software for software-intensive systems?
ch2-res-Q2 What is a suitable infrastructure architecture for performing systematic,
experiment-based engineering of software for software-intensive systems?
We used four di￿erent sources of data in our analysis: participant observation, analysis
of project artifacts, group analysis sessions, and individual interviews. We subsequently
discuss the details of the data collection and analysis.
During the projects, we observed the challenges that the companies faced related
to follow the continuous experimentation model. At the end of each project, an in-
depth debrie￿ng session was conducted to gain retrospective insights into the choices
made during the project, and the reasoning behind them. In addition to these sources, we
interviewed three company representatives from Tellybean to understand their perception
of the projects and to gain data which could be matched against our model. We also
conducted a joint analysis session with the project team and two representatives from
Memory Trails to further match insights around the experimentation process in their
projects with our model.
During the analysis phase, the project data was examined for information relevant to
the research question. We categorized the pieces of evidence according to their relation
to the process or the infrastructure. We sought to synthesize the observations made and
understanding gained during the projects with evidence from the retrospective sessions
and interviews to improve the con￿dence of the evidence. The evidence obtained was
then matched with our initial model. We adjusted the model and introduced new process
steps and infrastructure components that supported the aspects required according to
the evidence. When all the evidence had been considered, we evaluated the result as a
whole and made some adjustments and simpli￿cations based on our understanding and
judgment.
2.4 Results
The main result from our analytical and empirical approach is our engineering model
(based on the continuous experimentation process) for the systematic development of
value-added software for software-intensive systems. We call ourmodel the Rapid Iterative
value creation Gained through High-frequency Testing (RIGHT) model for engineering
software for software-intensive systems. Next, we introduce ￿rst the speci￿c process
followed by the engineering model, and then the infrastructure on top of which the
process is to take place.
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Figure 2.2: Process model for engineering value-added software for software-intensive
systems
2.4.1 Process model
In this section we describe the process model that corresponds to the initial engineering
model introduced above with the additional details that we delineated based on our
empirical observations. The model is shown in Figure 2.2. A general vision of the
product or service is assumed to exist from the beginning. According to the Lean Startup
methodology [Ries, 2011], this vision is in general stable and is based on knowledge
and beliefs held by the entrepreneur. The vision is connected to the business model
and strategy, which is a description of how to execute the vision. The business model
and strategy are more ￿exible than the vision, and consist of multiple assumptions
regarding the actions required to bring a product/service to market that ful￿lls the vision
and is sustainably pro￿table. However, each assumption has inherent uncertainties.
The workaround proposed to reduce the uncertainties is to conduct experiments. An
experiment operationalizes the assumption and states a hypothesis that can be subjected
to experimental testing in order to gain knowledge regarding the assumption. The
highest-priority hypotheses are selected ￿rst. The hypothesis can be used to implement
and deploy either a Minimum Viable Product (MVP) or Minimum Viable Feature (MVF),
which is used in the experiment and is associated to the necessary instrumentation.
Simultaneously, an experiment is designed to test the hypothesis. The experiment is then
executed and data from the MVP/MVF is collected in accordance with the experimental
design. The resulting data is analyzed, concluding the experimental activities.
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Figure 2.3: Infrastructure model for engineering value-added software for software-
intensive systems
Once the experiment and corresponding analysis have taken place, the results are
used at the strategy level to support decision-making. According to the Lean Startup
terminology [Ries, 2011], the decision can be to either to “pivot” or “persevere”, with a
third alternative being: to change the assumptions in the light of new information. If the
experiment provides support to the hypothesis, and consequently to the assumption at
the strategy level, a full product/service or feature is produced. The strategic decision in
this case is to persevere with the current strategy. If, on the other hand, the hypothesis
was proved to be false, invalidating the assumption at the strategy level, the decision is
to pivot and alter the strategy. Alternatively, the tested assumption could be changed,
but not completely rejected, depending on the aim of the experiment and its results.
2.4.2 Infrastructure model
The experiments of the continuous experimentation process need to be conducted over
a speci￿c infrastructure. Figure 2.3 outlines such infrastructure, including roles and
associated tasks, technical infrastructure, and information artifacts. In a small company,
such as a startup, a small number of persons will handle the di￿erent roles and one
person may have more than one role. In a large enterprise, the roles are handled by
multiple teams. Seven roles are de￿ned to handle four types of tasks. A business analyst
and a product owner, or a product management team, together handle the creation and
iterative updating of the strategic roadmap. In order to achieve this, they consult existing
experimental plans, results, and learnings, which are to be found in a back-end system. As
plans and results accumulate and are stored, they may be reused in further development
of the roadmap. The business analyst and product owner work with a data scientist
role, which is usually a team with diverse skills, to communicate the assumptions of the
roadmap, outlining sources of uncertainty that need to be tested.
The data scientist is devoted to the design, execution, and analysis of the experiments.
For this purpose, a variety of tools are used, which access raw data in the back-end
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system. Conceptually, raw data and experiment plans are retrieved, analysis performed,
and results produced in the form of learnings, which are stored back into the back-end
system. The data scientist also communicates with the developer and quality assurance
roles. These roles handle the development of MVPs, MVFs, and the ￿nal product. The
collaboration between the developer and quality assurance roles and the data analyst role
begins by establishing the necessary instrumentation into the front-end system, which is
part of the software that is delivered to the user. In the case of a “persevere” decision,
these roles work to fully develop or optimize the feature/product/service and submit it
for deployment into production.
MVPs, MVFs, and ￿nal products/services are deployed to users after having passed
through continuous integration and continuous delivery systems. A DevOps engineer
acts as the mediator between the development team and operations, and the release
engineer role may oversee and manage the releases currently in production. Importantly,
the continuous delivery system provides information on software roll-out status, allowing
other roles to monitor the experiment execution and, among other activities, gain an
understanding of the conditions under which the software was deployed to users and of
the sample characteristics and response rate of the experiment. Crosscutting concerns
such as user experience may require additional roles working with several of the roles
mentioned here. To simplify the schematic of Figure 2.3, we have omitted the various
roles that relate to operations (e.g., site reliability engineer).
The back-end system consists of an experiment database which (conceptually) stores
raw data (collected from the software instrumentation), experiment plans (including pro-
grammatic features of sample selection and other logic needed to conduct the experiment),
and experiment results. The back-end system and the database are accessible through a
general API, which in practice may consist of multiple APIs, databases, servers, etc. The
experiment database enables a product architecture in which the deployed software is
con￿gured for experiments to take place at runtime. Therefore, it is not always required
that a new version of the software or the accompanying instrumentation is shipped to
users prior to an experiment. That is, the experimental capability can be built into the
delivered software as a con￿gurable variation scheme. The delivered software fetches
con￿guration parameters for new experiments, recon￿gures itself, and sends back the
resulting measurement data, eliminating the need to perform the develop-product and
deploy-product tasks. For larger changes, a new software version may be required, and
the full set of tasks should be performed.
2.4.3 Applicability of the model
Each of the four case projects that we consider relates to di￿erent aspects of the proposed
engineeringmodel. Our ￿ndings support the need for systematic integration of all levels of
software product/service development, especially when dealing with rapid development.
The key issue is to develop a products/services that customers are willing to acquire.
We found that in general the vision of the product/service remains stable, not re-
quiring major changes, throughout the evolution of the software company. The change
should rather concern the strategy by which the vision is realized, including the features
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that should be implemented, their design, and the technological platform on which the
implementation is based. Speci￿cally, in the case of Tellybean, in spite of the various
adaptations that the product/service and strategy has experienced, the main vision of the
company remains the same.
Focusing in particular on the experiments, although the design of an experiment
seems self-evident in hindsight, developing one based on the information available in
actual software projects, especially new product/service development, is not an easy task.
There are multiple possibilities for what to experiment on, and it is not obvious how to
choose the ￿rst experiment or each next experiment after that. Our case projects showed
that initiating the continuous experimentation process is a signi￿cant task in its own
right and involves much learning.
A Project 1
In the ￿rst project, the new business analytics instrument allowed Tellybean to obtain
insights on their system’s statistics, i.e., a way of getting feedback. They were able to
gain a near real-time view on call related activities, yielding business critical information
for deeper analysis. The presence of the call data could be used as input for informed
decisions. It also allowed learning about service quality and identifying customer call
behaviour patterns. Based on the customer’s comments, such information would be
crucial for decision-making regarding the scaling of the platform. Excess capacity could
thus be avoided and the systemwould bemore pro￿table to operate while still maintaining
a good service level for end users. The primary reason for the wish to demonstrate such
capabilities was the need to satisfy operator needs. To convince operators to become
channel partners, the ability to respond to ￿uctuations in call volumes was identi￿ed as
critical. Potential investors would be more inclined to invest in a company that could
convince channel operators of the technical viability of the service.
The high-level goal of the ￿rst project could be considered as de￿ning a business
hypothesis to test the business model from the viewpoint of the operators. The project
delivered the needed metrics as well as a tool-supported infrastructure to gather the
necessary data. These results could be used to set up an experiment to test the business
hypotheses.
Table 2.2 and Table 2.3 show the parts of our process and infrastructure models,
respectively, that were instantiated in Project 1.
The project instantiated a few basic elements of the RIGHT process model. The
chosen business model and strategy was to o￿er the video calling service through op-
erator partnerships. In order for the strategy to be successful, the company needed to
demonstrate the feasibility of the service in terms of operator needs and requirements.
This demonstration was targeted to operators themselves but also to other stakeholders,
such as investors, who assessed the business model and strategy. The hypothesis that
was set to be tested was not precisely de￿ned in the project, but could be summarized as
“operators will require system performance management analysis tools in order to enter
a partnership”. The experiment, which was obviously not a controlled one but rather
conducted as part of investor and operator negotiations, used the analytics instrument
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Table 2.2: Process Model instantiations in Project 1
Process model instantiation
Vision Video calling in the home
Business model and strategy O￿er video calling through operator partnerships (+ assump-
tions about architecture and product implementation strate-
gies)
Hypotheses “Operators will require performance management analysis
tools in order to enter a partnership”
Design, execute, analyze Rudimentary
MVF Analytics instrument
Decision making Start architectural pivot (continued in Project 2)
Start product implementation strategy pivot (continued in
Project 2)
Validate further assumptions (regarding architecture and
product implementation)
Table 2.3: Infrastructure Model instantiations (only applicable parts) in Project 1
Infrastructure model instantiation
Roles Business analyst, product owner (played by company leader-
ship), software developer (played by Software Factory stu-
dents)
Technical infrastructure Analytics Tools (MVF developed in project)
Information artifacts Learnings (not formally documented in project)
developed in the project to assess whether the assumption was correct, thus instantiat-
ing an MVF, and making a rather basic experiment execution and analysis. Based on
this information, some decisions were made, such as to start investigating alternative
architectures and product implementation strategies.
B Project 2
In the second project, Tellybean was able to learn the limitations of their current proof-of-
concept system and its architecture. An alternative call mediator server and an alternative
architecture for the system were very important for the future development of the service.
The lessons learned in the second project, combined with the results of the ￿rst, prompted
them to pivot heavily regarding the technology, architectural solutions, and development
methodology.
The high-level goals of the second project could be considered to de￿ne and test a
solution hypothesis that addresses the feasibility of the proposed hardware-software solu-
tion. The project delivered an evaluation of the technical solution as well as improvement
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Table 2.4: Process Model instantiations in Project 2
Process model instantiation
Vision Video calling in the home
Business model and strategy O￿er video calling through operator partnerships (+ assump-
tions about architecture and product implementation strate-
gies)
Hypotheses “Product should be developed as custom hardware-software
codesign” and “Architecture should be based on Enterprise
Java technology and be independent of TV set (which acts
only as display)”
Design, execute, analyze Prototype implementation; evaluate current solution pro-
posal
MVF Alternative call mediator server; alternative system architec-
ture
Decision making Architectural pivot (Android-based COTS hardware and OS)
Product implementation strategy pivot (do not develop cus-
tom hardware)
proposals. The analysis showed that the initial architecture and product implementation
strategy were too resource-consuming to carry out fully. The results were used by the
company to modify their strategy. Instead of implementing the hardware themselves,
they opted for a strategy where they would build on top of generic hardware platforms
and thus shorten time-to-market and development costs. Table 2.4 and Table 2.5 show
the parts of our process and infrastructure models, respectively, that were instantiated in
Project 2.
Table 2.5: Infrastructure Model instantiations (only applicable parts) in Project 2
Infrastructure model instantiation
Roles Business analyst, product owner (played by company leader-
ship), software developer (played by Software Factory stu-
dents)
Technical infrastructure Analytics tools (from previous project)
Information artifacts Learnings (not formally documented in project)
C Project 3
In the third project, the capability for continuous deployment was developed. The STBs
could be updated remotely, allowing new features to be pushed to customers at very low
cost and with little e￿ort. The implications of this capability are that the company is able
to react to changes in their technological solution space by updating operating system
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and application software. Furthermore, the company can react to emerging customer
needs by deploying new features and testing feature variants continuously.
The high-level goals of the third project could be considered as developing a capability
that allows for automating the continuous deployment process. The prerequisite for
this is a steady and controlled pace of development where the focus is on managing
the amount of work items that are open concurrently in order to limit complexity. At
Tellybean, this is known as the concept of one-piece ￿ow, which they de￿ne as ￿nishing
one thing before moving on to the next.
The parts of our model instantiated by Project 3 are shown in Table 2.6 (process) and
Table 2.7 (infrastructure). In particular, the project focused on the role of a continuous
delivery system in relation to the tasks that need to be carried out for continuous ex-
perimentation, meaning that top and rightmost parts of Figure 2.3 were instantiated, as
detailed in Table 2.7.
Table 2.6: Process Model instantiations in Project 3
Process model instantiation
Vision Video calling in the home
Business model and strategy O￿er video calling through operator partnerships (+ assump-
tions about architecture and product implementation strate-
gies)
Hypotheses “Capability for automatic continuous deployment is needed
for incremental product development and delivery”
Design, execute, analyze Project focused on instantiating parts of infrastructure archi-
tecture model and did not include a product experiment
MVF Prototype for rapid deployment of software updates
Decision making Persevere
Table 2.7: Infrastructure Model instantiations (only applicable parts) in Project 3
Infrastructure model instantiation
Roles Business analyst, product owner (played by company leader-
ship), software developer (played by Software Factory stu-
dents), DevOps engineer, release engineer (played by com-
pany CTO and other technical representatives; also repre-
sented by user stories with tasks for these roles)
Technical infrastructure Continuous integration system, continuous delivery system
(MVF developed in project)
Information artifacts Roll-out status
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D Project 4
In this project, it was initially di￿cult to identify what the customers considered to be the
main assumptions. However, once the main assumptions became clear, it was possible
to focus on validating them. This supports the idea that although it is straightforward
in theory to assume that hypotheses should be derived from the business model and
strategy, it may not be straightforward in practice. In new product/service development,
the business model and strategy is not ￿nished, and, especially in the early cycles of
experimentation, it may be necessary to try several alternatives and spend e￿ort on
modelling assumptions until a good set of hypotheses is obtained. We therefore found it
useful to separate the identi￿cation and prioritization of hypotheses on the strategy level
from the detailed formulation of hypotheses and experiment design on the experiment
level. Table 2.6 (process) and Table 2.7 (infrastructure) show the instantiations of our
model in Project 4.
Table 2.8: Process Model instantiations in Project 4
Process model instantiation
Vision Well-being service for de￿ning, tracking, and receiving as-
sistance with life goals
Business model and strategy Product and service recommendations, automated recom-
mendation engine for motivating progress towards goals
Hypotheses “Motivation for continued use comes from interacting with
photo map”
“Automatic recommendation engine will automatically guide
users to reach goals” (depends on ￿rst hypothesis)
Design, execute, analyze User tests with observation and interviews
MVF HTML 5-based table-optimized application
Decision making Product implementation strategy pivot (focus on social in-
teraction rather than automated recommendations)
There were two main assumptions in Project 4: a) the interaction with the photo
map would retain users, and b) an automated process of guiding users towards goals
Table 2.9: Infrastructure Model instantiations (only applicable parts) in Project 4
Infrastructure model instantiation
Roles Business analyst, product owner (played by company leader-
ship), software developer (played by Software Factory stu-
dents)
Technical infrastructure Instrumentation, front-end system
Information artifacts Learnings
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is feasible.. The assumption that the regular use of the application would come from
interacting with the photo map was shown to be incorrect. Users would initially create
the map, but would not spend much time interacting (e.g., adding or changing photos,
rearranging the map, adding photo annotations) with it. Instead, users reported a desire
for connecting with other users to share maps and discuss life goals. Also, they expressed
willingness to connect with professional or semi-professional coaches to get help with the
implementation of their life goals. The social aspect of the service had been overlooked.
Understanding if this was due to familiarity with existing social media applications was
left uninvestigated. In any case, the assumption was invalidated and, as a result, the
assumptions regarding automated features for guiding users towards goals were also
invalidated. The investigation indicated that users were motivated by the potential for
interaction with other users, and that these interactions should include the process of
motivating them to reach their goals. It is important to note that it was possible to
invalidate the two hypotheses because they were dependent. The process of identifying
and prioritizing hypotheses separately from detailed formulation of hypotheses and
experiment design makes it possible to choose the order of experiments in a way that
gains the maximum amount of information with the minimum number of experiments.
Testing ￿rst the most fundamental assumptions, where all others rely on, makes it possible
to eliminate other assumptions with no additional e￿ort.
Project 4 also revealed challenges related to the way of instrumenting the application
for data collection. It was di￿cult to separate the process of continuous experimentation
from the technical prerequisites for instrumentation. In many cases, substantial invest-
ments into technical infrastructure are needed before experiments can be carried out.
These ￿ndings led to the roles, the high-level description of the technical infrastructure,
and the information artifacts in the infrastructure we are proposing (see Figure 2.3).
Many experiments are also possible without advanced instrumentation. The results of
Project 4 indicate that experiments may typically be large, or target high-level questions,
in the beginning of the product/service development cycle. They may address questions
and assumptions that are central to the whole product or service concept. Later stages of
experimentation may address more detailed aspects, and may be considered optimization
of an existing product or service.
2.5 Discussion
2.5.1 Validity of the research methodology
A particular limitation of our multiple-case study is the use of relatively short projects
with student participants. Students carried out the technical software development and
analysis tasks in the projects, while the researchers handled tasks related to identi￿cation
of assumptions, generation of hypotheses, and higher-level planning tasks together with
customer representatives. While it is reasonable to expect that professional software
developers would have reached a di￿erent level of quality and rigour in the technical
tasks, we consider it likely that the ￿ndings are applicable beyond student projects, since
the focus of this paper is not on the technical implementation but on the integration
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of experiment results in the product development cycle and the software development
process. The length of the projects implies that at most one experimental cycle could
be carried out in a single project. Thus the ￿rst case company completed three, and the
second case company one experimental cycle. In a real setting, multiple experimentation
rounds would be carried out over an extended period of time, proceeding from exper-
iments addressing the most important assumptions with the highest impact towards
increasing detail and optimization. The ￿ndings of this study should be considered to
apply mostly in the early stages of experimentation.
2.5.2 Limitations of the model
The main limitations of the proposed engineering model that we have identi￿ed are:
• Although continuous experimentation may help to deliver value to users by ob-
taining as much information as possible to take decisions, it is not guaranteed that
the right decision will be taken.
• The interpretation of the experiments is in many cases challenging and may not
necessarily derive on the correct assessment.
• Although the model calls for the prioritization of the assumptions, there might be
situations in which is not clear which assumption is more relevant than the others.
• In some cases an experimental approach may not be suitable at all. For example,
certain kinds of life-critical software or software that is used in environments where
experimentation is prohibitively expensive, may preclude the use of experiments
as a method of validation. However, it is not clear how to determine the suitability
of an experimental approach in speci￿c situations, and research on this topic could
yield valuable guidelines on when to apply a model like the one that is proposed.
2.6 Summary
In this chapter we presented our answer to RQ1-a. That is, we introduced an engineering
model to build value-added software for software-intensive systems in a systematic way.
We have introduced the engineering model through a process and an infrastructure
models, which, although are not to be considered ￿nal, provide key aspects that have to
be in place to successfully deliver value to users. The creation of value is based on the
application of a continuous experiment-based development cycle, which we propose to
apply in a systematic manner. The experiments centered around the users are the main
mechanisms of the engineering model we propose, with new features or products/services
being pushed to the users to learn from their reaction and decide on the next steps of the
development.
The proposed models were derived following analytical and empirical methodologies.
Speci￿cally, we began with an initial engineering model based on continuous experi-
mentation models found in the literature. Then, we developed further and consolidated
our engineering model based on the analysis of the results of a multiple case study we
conducted with two startup software companies.
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Chapter 3
Phases of the Engineering of
Software for Pervasive Systems
3.1 Introduction
In this chapter we give solution to one of the questions in which we have divided our
research question RQ1, namely, RQ1-b: What has been considered in the literature as the
implicit engineering cycle to build software for pervasive systems?
To this end we present a systematic literature review on the engineering of software
for pervasive systems. We use the systematic review methodology in the light of the
considerable size and heterogeneity of the literature in this area (e.g., a quick Google
search may produce not less than ten thousand results), and that existent works mostly
present only informal literature surveys.
We search for clues about the implicit engineering cycle, since to the best of our
knowledge no work has proposed a model for engineering software, speci￿cally devoted
for pervasive systems. The ￿ndings of this chapter are intended to help us to better
understand the engineering process through the state-of-the-art approaches that have
been proposed around one or more phases of the cycle. We describe the main concerns
and limitations of the selected approaches and provide the main research challenges that
the corresponding studies have identi￿ed.
This chapter is organized as follows. The methodology employed, i.e., systematic
review, is detailed in Section 3.2, including the de￿nition of the research questions, the
search and selection processes, and the synthesis approach. In Section 3.3 we present
the results of the review, describing the focus of each of the approaches considered and
the limitations identi￿ed by their authors. This is followed by a description of the open
issues and research challenges that according to the selected works are currently relevant
in the domain of software development for pervasive systems. Section 3.4 is where we
discuss about the validity and limitations of our systematic review, as well as about the
importance that it may have for practitioners and researchers. The last section, Section 3.5
provides a summary of the chapter.
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3.2 Research Methodology
To delineate the model for engineering software for ubiquitous systems we use as re-
search methodology an evidence-based approach, speci￿cally a systematic review of
the literature. Our systematic review seeks to ￿nd, evaluate, and synthesize the most
relevant approaches that have been proposed to date in the literature for any of the issues
related to the software development life cycle for ubiquitous systems. We classify the
approaches according to the phase they relate to in the development life cycle and the
general concerns they address.
3.2.1 Background
A systematic literature review is a systematic approach to building a body of knowledge
about a particular topic or research question(s), and to identify problems for future
research and support decision making and technological selection [Zhang and Babar,
2013].
Reviews, surveys, and state of the art overviews have been prevalent in the literature
on software development for ubiquitous systems (e.g., [Shi et al., 2011a, Raychoudhury
et al., 2013, Krupitzer et al., 2015, Martin et al., 2011]). Lots of articles have been published
about the challenges of this type of development, most of the time based on rather
informal literature reviews and the authors’ experience (e.g., [Abowd, 2012, Conti et al.,
2012, Tang et al., 2011, Cook et al., 2009, Want and Pering, 2005, Edwards and Grinter,
2001, Abowd, 1999]).
The reviews that can be found in the literature related to the development of software
for ubiquitous systems have typically focused on general concepts such as autonomic
computing [Huebscher and McCann, 2008] and self-adaptive systems [De Lemos et al.,
2013], as well as on particular implementations of ubiquitous systems such as smart
home [Solaimani et al., 2015, Alam et al., 2012, Chan et al., 2008] and ambient intelligence
[Cook and Das, 2007, Cook et al., 2009], speci￿c phases of the development life cycle
(e.g., feedback [Brun et al., 2009], design [Tang et al., 2011]), speci￿c tasks such as
situation identi￿cation [Ye et al., 2012], speci￿c concerns such as application mobility
[Yu et al., 2013], or particular techniques or tools such as middleware [Raychoudhury
et al., 2013, Martin et al., 2011] and models at runtime [Szvetits and Zdun, 2013].
Among the reviews we found, only one deals with software engineering approaches
but targets a more general type of systems than ubiquitous systems, that is, self-adaptive
systems [Krupitzer et al., 2015]. All reviews we found followed an informal process
except for two, one about smart home [Solaimani et al., 2015] and one about models at
runtime [Szvetits and Zdun, 2013].
3.2.2 Research questions
We follow the systematic literature review methodology in order to answer the following
questions:
ch3-res-Q1. What are the stages of the development life cycle of software for ubiq-
uitous systems that have been mainly considered?
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ch3-res-Q2. What are the main approaches that have been proposed for each of
these stages and what are their limitations?
ch3-res-Q3. What are the main research challenges for the development of software
for ubiquitous systems?
3.2.3 Research process
In order to conduct this review, we broadly followed the guidelines by Kitchenham and
Charters [Kitchenham and Charters, 2007] and their updated version by Kitchenham and
Brereton [Kitchenham and Brereton, 2013]. We ￿rst performed a search and selection
process to obtain the primary studies that constituted the basis for obtaining our results.
The primary studies were passed through a quality assessment step to provide validation
of the quality of each study. Next, data related to approaches’ characteristics and limi-
tations, future work, and general open issues was extracted from the primary studies.
Finally, we synthesized the data to obtain the results of the review.
A Search and selection process
The process followed to search and select primary studies is depicted in Fig. 3.1. We
have devised this process inspired by the multi-stage process used by Kitchenham and
Brereton, in what can be considered the updated guidelines for conducting SLR’s in
software engineering [Kitchenham and Brereton, 2013].
First, an informal search step (prel1 in Fig. 3.1) was performed to ensure having
enough papers for the review and enough interest towards the topic, as expressed by
the works in the literature. Then, we performed a search process (I in Fig. 3.1) divided
into three phases: i) a hybrid initial setup (srch1 in Fig. 3.1) based on three di￿erent
types of pilot searches; ii) a search phase divided into manual search (srch2.1 in Fig. 3.1),
automatic search (srch2.2 in Fig. 3.1), and snowballing (srch2.3 in Fig. 3.1); and iii) a
￿nal phase (srch3 in Fig. 3.1) inwhich the outcomes from the previous phasewere collated.
At that point we had collected not less than 5377 papers. These papers were passed to
a selection process (I in Fig. 3.1) where, we apply inclusion/exclusion criteria (sel1 in
Fig. 3.1) and quality assessment (QA) screening (sel2 in Fig. 3.1) with which we selected
122 papers. After that, a complementary backward snowballing process (sel2 in Fig. 3.1)
was performed to obtain a comprehensive ￿nal set. From this last step we obtained 6 more
papers, making a ￿nal total of 128 papers selected as primary studies for the obtention of
the results of the review.
In Section A.1 we detail how the hybrid initial setup was performed. In Section A.2
we explain how we conducted our main search process. Finally, Section A.3 explains
how the results of the search process were analyzed and selected to obtain the the set of
primary studies.
A.1 Hybrid initial setup. To setup our main search processes (srch2.1, srch2.2,
and srch2.3 in Fig. 3.1) we followed a hybrid approach in which we performed three
pilot searches independently (one automatic, one manual, and one snowballing), and,
from the combination of the outcomes of the three pilots, we determined the initial setup
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Figure 3.1: Search and selection process (Literature Review)
Figure 3.2: Hybrid initial setup (Literature Review)
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for each of the main search processes. The goal of our hybrid approach was to try to
eliminate, right before start, the possible bias caused by our previous knowledge, which
could a￿ect the ￿ndings of the search. Thus, instead of deciding on the sources for the
search based only on our previous knowledge, we let the literature complement, correct,
and enrich our setups by using results from pilot search processes.
Our hybrid initial setup process is summarized in Fig. 3.2. As it can be observed, the
process is divided into three high-level phases across the three processes of search. The
phases are: pilot searches, collate results from pilots, and setup of main search processes.
Next we describe these three stages in detail.
Stage 1 – Pilot. For each type of search process (i.e., manual, automatic, and snow-
balling) we performed a pilot as follows:
• Pilot of automatic search (pil1 in Fig. 3.2): This pilot was performed using
search strings that combined any of the terms ‘ubiquitous systems’, ‘perva-
sive system’, or ‘cyber-physical system’, with any of the terms ‘software de-
velopment life cycle’ or ‘software engineering’. We considered Google Scholar
as source, since it has been recognized as a good alternative to avoid bias in
favor of a particular publisher [Wohlin, 2014]. In this way, we bene￿ted from
a broad view of the whole spectrum of available publications.
• Pilot of manual search (pil2 in Fig. 3.2): This pilot was performed using as
sources the proceedings of 4 conferences and 4 journals. The conference
proceedings considered were Ubiquitous Computing (UbiComp), Confer-
ence on Pervasive Computing and Communications (PerCom), International
Conference on Software Engineering (ICSE), and Foundations of Software
Engineering (FSE). The journals used were Transactions on Software Engi-
neering (TSE), Journal of Systems and Software (JSS), Pervasive and Mobile
Computing, and Transactions on Software Engineering and Methodology
(TOSEM). For these sources the time period considered was years 2010–2015.
The main idea was not to cover all sources we knew relevant, but a small
number that included the most relevant according to our initial knowledge.
The time period was chosen to be short and recent, aiming for a fast process
able to deliver relevant results for setting up our main search processes.
• Pilot of snowballing (pil3 in Fig. 3.2): We formed our start set of papers for
this pilot based on papers we knew relevant beforehand, but only from the
same relevant sources and period of time we considered for the pilot of manual
search. Then, we performed backward snowballing by checking the references
of the start set of papers and selecting relevant papers. The decision to spot a
relevant paper was based on formal qualitative assessment of title, abstract,
and structure of the paper, as well as on a minimalistic inclusion/exclusion
criteria that excluded papers not based on empirical research (as seen from
its abstract) and papers less than three pages long.
Stage 2 – Collate Results. After the pilot stage, the results were collated to support
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the setup of the search processes. This included removing duplicates as well as
extracting and organizing for each paper data related to publishing source (i.e.,
journal or conference proceedings where the paper appeared), year, and publisher
(or digital library that contains the paper). Thus, the setup of the search processes
was based on this information and on the selected papers from the pilot stage.
Stage 3 – Setup. The setup of each of our main search processes was done based
on the collated results from the three pilot searches. Thus, the setup of the main
process of one type of search was optimized based on the outcomes of the pilots
of the other types of search. Speci￿cally, the initial setup for each of the search
processes was optimized in the following way:
• For automatic search setup (setup1 in Fig. 3.2), based on the collated results
from the pilots, we were able to target speci￿c digital libraries aiming at
covering the papers found in the pilot process. These are: ACM DL, IEEE
XPLORE, Wiley Online Library, Science Direct, and Springer. We were also
able to optimize the search strings aiming at covering larger amount of papers
more closely related to our research goals. On the one hand, we included
more terms related to ubiquitous systems such as ‘home automation’ and
‘smart building’. On the other hand, we removed the term ‘software develop-
ment life cycle’ after noticing it was not useful, and we kept the term ‘software
engineering’, considering, in addition, the possibility of ￿nding each of their
elementary terms, i.e., ‘software’ and ‘engineering’, as separate terms.
• For the manual search setup (setup2 in Fig. 3.2), we bene￿ted from the col-
lated results of the piloting stage by broadening the time period and sources
considered as to cover more papers that could be considered relevant.
• The snowballing setup (setup3 in Fig. 3.2) was done based on the guidelines
by Wohlin [Wohlin, 2014], using as tentative start set of papers being those
from the collated results of the pilot stage. Then, as suggested by Wohlin’s
guidelines, we looked for a de￿nite start set of papers featuring diversity
and relevancy. To this end, we selected papers only from publishing sources
and years that were relevant for the manual search setup, we established a
maximum number of papers to be considered per publishing source, and used
the number of citations of the papers to rank them and decide on which ones
to keep in case too many of a single source were found.
A.2 Search process. The search phase of our review (II in Fig. 3.1) was composed
of three di￿erent search processes: one based on automatic search on digital libraries
(srch2.1 in Fig. 3.1), one based on manual search on the most relevant journal and
conference proceedings in the topic (srch2.2 in in Fig. 3.1), and one based on snowballing
(srch2.3 in Fig. 3.1), both backward and forward [Wohlin, 2014].
We considered articles published between 1999 and 2015. The initial date was decided
based on the publication year of the ￿rst relevant article about the development of
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ubiquitous systems appearing in the proceedings of a top-tier conference in software
engineering (speci￿cally, The International Conference on Software Engineering, ICSE).
During this stage only title and abstract were considered for each of the collected papers.
Automatic search (srch1 in Fig. 3.1). This search process was performed using prede-
￿ned search strings over speci￿c electronic databases.
• Source selection: Following the updated guidelines for performing system-
atic reviews proposed by Kirchenham and Brereton [Kitchenham and Brere-
ton, 2013] we selected IEEE XPLORE, ACM DL, and SCOPUS as electronic
databases for our automatic search. This accounts for the two major digital
libraries and an indexing system (i.e., SCOPUS), which, as it has been pointed
out by Chen et al. [Chen et al., ] and Dybå et al. [Dyba et al., 2007], reduces
the need for searching some publishers’ sites such as Springer Link and Wiley
Interscience.
• Search string: Our search strings were combinations between primary search
terms and secondary search terms, in both cases considering the most relevant
synonyms that could be recognized. Therefore we have:
search strin  = primar  term & secondar  term
where primary term = {ubiquitous system, pervasive system, cyber-physical
system, ambient intelligence, smart building, smart home, home automation},
and secondary term = {software, engineering, software engineering}.
Manual search (srch2 in Fig. 3.1). This search process was conducted respecting the
time period we established for all search processes (i.e., 1999–2015) over the most
relevant conference proceedings and journals on ubiquitous systems and software
engineering, according to our previous experience and the results obtained during
the setup process. The full list of sources is presented in Table 3.1. The list of
sources was expanded with respect to the one used during the pilot of manual
search in the setup process described in Section A.1.
Snowballing (srch3 in Fig. 3.1). Our process of snowballing is inspired by the guide-
lines by Wohlin [Wohlin, 2014]. The starting set of papers necessary to begin the
process was formed during the setup process as described in Section A.1. The
overall process is detailed in Figure 3.3, and we describe next how we performed
backward and forward snowballing.
The steps we followed in our backward snowballing process were:
1. Go through the reference list of the current paper   and exclude papers that
do not ful￿ll the following basic criteria: publication year between 1999–2015,
language of the paper English, and type of publication peer reviewed papers.
2. Remove papers that have been already examined because found earlier through
either backward or forward snowballing in this or previous iteration
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Table 3.1: Manual search sources
Type Abbreviation Name Publisher
conference ICSE International Conference on Software Engineering IEEE/ACM
FSE Foundations of Software Engineering ACM
UbiComp Conference on Ubiquitous Computing ACM
PerCom International Conference on Pervasive Computing
and Communications
IEEE
Mobiquitous International Conference on Mobile and Ubiquitous
Systems: Computing, Networking and Services
ACM
ICCPS International Conference on Cyber-Physical Systems IEEE/ACM
journal TSE Transactions on Software Engineering IEEE
TOSEM Transactions on Software Engineering and Methodol-
ogy
ACM
– Software: Practice and Experience Wiley
IST Information and Software Technology Elsevier
JSS Journal of Systems and Software Elsevier
– Pervasive Computing IEEE
– Pervasive and Mobile Computing Elsevier
– Personal and Ubiquitous Computing Springer
magazine – Software IEEE
– Computer IEEE
3. For each of the candidate papers, look for the place where it is being referenced
in   to evaluate if it is relevant for our purpose based on what it is said about
it.
4. For the remaining candidate papers ￿nd each paper and browse through and
read its most relevant parts to evaluate its relevancy for our review (i.e., if it
is about empirical research and if it is about any part of the cycle of software
development for ubiquitous systems)
For our forward snowballing process we went through the following steps:
1. Identify candidate papers based on those citing paper   being examined (using
Google Scholar)
2. From the candidate papers exclude any that does not ful￿ll the basic criteria
used in step (1) of backward snowballing
3. Same as step (2) of backward snowballing
4. For each of the remaining candidate papers, look for the place in such paper
where   is being cited to evaluate how relevant is the link to   and decide to
keep or remove the candidate.
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input :Starting set of papers S0 built during hybrid setup
De￿ne set S of selected papers ;
De￿ne set E of papers for examination ;
De￿ne set Sc of papers selected in current iteration ;
De￿ne set R of excluded (or rejected) papers ;
E  S0 ;
while E is not empty do
foreach paper in E do
/* avoid duplicates from S, Sc, and R */
backward snowballing and put the result in Sc ;
forward snowballing and put the results in Sc ;
end
R  R [ (E   Sc ) ;
E  Sc ;
S  S [ Sc ;
end
return S
Figure 3.3: Snowballing process
5. Same as step (4) in backward snowballing
A.3 Study selection strategy. Our selection strategy consisted of three steps as
shown in Fig. 3.1: apply inclusion/exclusion criteria (sel1 in Fig. 3.1), apply quality
assessment screening (sel2 in Fig. 3.1) to guarantee minimum quality on the studies
considered, and a complementary backward snowballing process (sel3 in Fig. 3.1) to try
to ensure that no relevant paper was missed. Next, we detail each of these steps.
Step 1 – Study selection based on incl./excl. criteria (sel1 in Fig. 3.1). We selected
papers for inclusion if they satisfy all of the following: they were written in En-
glish, they were primary studies and not secondary or tertiary studies(i.e., not
reviews), not shorter than four pages, they presented empirical research, and they
were published in any of the sources selected for the manual search process. We
excluded papers when we found that the main focus of the paper was not on
developing software for ubiquitous systems, and if the publishing source could not
be considered relevant for the purpose of our review.
Step 2 – QA screening (sel2 in Fig. 3.1). We apply a quality assessment screening
step similarly to what Dybå and Dingsøyr proposed in [Dybå and Dingsøyr, 2008]
to ensure minimum quality on the selected studies. The screening consisted on
applying the ￿rst three items of the quality criteria in Table 3.2 to each of the papers
selected after having applied the inclusion/exclusion criteria. To pass the screening
a paper had to be assessed positively on criterion (1) and on either criterion (2) or
(3).
Step 3 – Backward snowballing with screening (sel3 in Fig. 3.1). This processwas
followed as a complementary step for the entire search and selection process. The
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Table 3.2: Quality criteria
1. Is the study reported empirical research?
2. Were the aims and objectives clearly reported (including a rationale for why
the study was undertaken)?
3. Was there an adequate description of the context in which the research was
carried out?
4. Is the presented approach clearly explained?
5. Are threats to validity taken into consideration?
6. Are the ￿ndings of the research clearly stated?
intention of this step was to ￿nd any relevant paper that had not been considered
based on papers already assessed as relevant. The backward snowballing in this
case was performed as described in Section A.2, however complemented with our
inclusion/exclusion criteria and QA-screening. That is, the papers selected in this
case had to satisfy the criteria from the backward snowballing and the ones from
inclusion/exclusion and QA-screening. After this step, 6 more papers were included
into our set of selected primary studies.
B Quality assessment
Once the set of selected papers was formed, we performed a quality assessment of the
empirical study presented in each paper. Note that the existence of an empirical study or
evaluation was guaranteed as all selected papers passed through the QA-screening (sel2
in Fig. 3.2). We assessed the quality of each study by grading it according to 6 criteria,
where the score was obtained by counting each criterion ful￿lled equally. Our quality
criteria (Table 3.2) was based on three criteria used by Dybå and Dingsøyr in [Dybå and
Dingsøyr, 2008] (1,2,3 in Table 3.2) and three criteria used by Unterkalmsteiner et al. in
[Unterkalmsteiner et al., 2012] (4,5,6 in Table 3.2).
The results of the quality assessment are shown in Table 3.3, where we have grouped
the selected papers according to the QA score they obtained. Overall the average QA
score is considerably good, with most of the papers getting 4 or more points.
C Data extraction
Data was extracted from each of the 128 selected papers using an extraction form that
considers data about the approach being presented in the paper and about the study that
is used to evaluate it. The items of the extraction form are depicted in Table 3.4.
The items for data extraction (Table 3.4) concerning study characteristics were inspired
by those used by Dybå and Dingsøyr [Dybå and Dingsøyr, 2008]. Bibliographic reference
refers to author, year, title, and publishing source. Design of study describes if the study
is a case study or a experiment, and the rest of the items refer to information typically
expected from an empirical study.
On the other hand, the items about approach characteristics were directly aimed at
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Table 3.3: Quality assessment
QA score Papers Number
6 P4, P13, P19, P21, P22, P25, P36, P80, P83, P117, P126 11
5 P1, P2, P5, P6, P7, P8, P9, P11, P15, P17, P20, P23, P26, P27, P30, P31,
P32, P33, P34, P37, P41, P44, P47, P48, P49, P50, P54, P56, P57, P59, P62,
P64, P67, P73, P79, P81, P84, P85, P86, P87, P89, P90, P92, P94, P95, P96,
P102, P104, P105, P106, P109, P113, P114, P115, P116, P119, P120, P121,
P122, P124, P127, P128
62
4 P3, P10, P12, P14, P16, P18, P24, P38, P39, P45, P46, P52, P55, P60, P61,
P65, P66, P74, P82, P91, P93, P97, P98, P99, P100, P103, P107, P108, P110,
P118, P125
31
3 P28, P29, P35, P40, P43, P51, P53, P58, P63, P68, P69, P70, P71, P72, P75,
P76, P77, P78, P112, P123
20
2 P101, P111 2
Avg. QA score = 4.48
answering the research questions of the review. The item called phase in the development
cycle together with year and publishing source from bibliographic reference were meant
to describe how much attention each of the phases have received throughout time, thus
answering ch3-res-Q1. During the extraction of the data, we had several approaches
classi￿ed in more than one phase and in some cases we marked the classi￿cation as
“unsure”, since we could not reach a de￿nite decision. All such cases were settled during
the synthesis process, as we describe later.
Three of the items of the data extraction form were aimed at answering ch3-res-Q2.
These are: approach identi￿er, approach aims, and main focus or concern. The rationale
was to obtain a characterization for each of the approaches found within the selected
papers that allows to understand its importance and ￿t within its corresponding phase
and in relation to the whole development of software for ubiquitous systems.
To answer the limitations for ch3-res-Q2 we gathered, from each selected paper, any
problem or limitation of the proposed approach, as recognized by the authors of the
corresponding paper.
D Synthesis of ￿ndings
Our approach for synthesizing ￿ndings is based on the synthesis method ‘thematic anal-
ysis/synthesis’ [Braun and Clarke, 2006], with the di￿erence that instead of identifying
themes emanating from the ￿ndings reported in each selected paper, we consider the
focus or concern that the approach in question is meant to address.
In answering ch3-res-Q1 we aimed to ￿nd out what phases of the development cycle
have received attention in the literature and, also, how much attention each phase has
received over time. For the ￿rst part, the synthesis was straightforward as we only had
to put together a list of the phases found during data extraction. For the second part,
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Table 3.4: Data extraction form
General concern Speci￿c data
Study characteristics paper identi￿er
bibliographic reference
study goals
design of study
data collection
data analysis
setting of study
limitations and threats to validity
Approach characteristics approach identi￿er
approach aims
main focus or concern
phase in the development cycle
limitations
future work
related approaches
however, we required to do more since, as we described in Section 3.3, the classi￿cation of
some approaches was marked as “unsure”. To this end, we used data originally targeted to
answer ch3-res-Q2 related to approach’s aims and focus to help us reach a ￿nal decision
on the phase(s) to which each approach was to be classi￿ed. The data collected for
answering ch3-res-Q2 was synthesized in such a way that the focuses extracted directly
from the primary studies were combined to obtain a set of focuses that contained no
repetitions and where similar or closely related focuses from the primary studies were
placed together under a single focus that summarizes them. In the end, we obtained a
characterization of the main focuses or concerns that have been the target in the research
of each of the phases of the development cycle.
3.3 Results
We identi￿ed 132 approaches, which we ￿rst classi￿ed according to the phase of the
development cycle they are targeting. This classi￿cation allows to answer to ch3-res-Q1
in Section 3.3.1. Some approaches were classi￿ed in more than one phase. Therefore,
the total number of approaches reaches 134 when summing approaches of each phase.
After the ￿rst step of classi￿cation, we categorized the approaches in each phase based
on their focus, which may correspond to type, activity, or concern, depending on the
particular phase. These results together with the limitations that were recognized by the
authors of each approach (i.e., the answer to ch3-res-Q2) are presented in Section 3.3.2.
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3.3.1 Phases of the engineering process (answer to ch3-res-Q1)
We recognized a total of 8 phases as those that have received attention in the literature.
These are: requirements, design, implementation, veri￿cation and validation (v&v),
testing, deployment, evolution/maintenance, and feedback. Most approaches have been
directed to address one or more of these phases, while only few of them have claimed to
address the entire development cycle (as de￿ned by their authors).
Except for feedback, all phases that we have identi￿ed re￿ect what is recognized
as a software development life cycle, both in general and in the context of ubiquitous
systems [Cassou et al., 2012]. Concerning feedback, our results show that it has received
considerable attention in the literature, placing it as a phase in its own right, which re￿ects
its undoubted importance in the development of software for ubiquitous systems [Brun
et al., 2009].
Table 3.5 shows the number of approaches we found per phase (counting the whole
cycle as one phase) and the percentage each represents with respect to the total number
of approaches. We can see that implementation, evolution/maintenance, and feedback
have received most of the attention in the literature. This may be due to the natural
dynamicity of ubiquitous systems, in which the feedback is essential to adapt the system,
and the evolution and implementation are challenging the usual development and release
methods.
Figure 3.4 shows how much attention the phases of the development cycle have re-
ceived over the time span from 2003 to 2015, period of time during which the approaches
considered in this review were published. We can see that four of the phases (i.e., evolu-
tion/maintenance, feedback, testing, and implementation) received attention throughout
the whole time span. On the other hand, three of the phases were addressed constantly
until the end of the time span but not from the beginning, with v&v starting in 2005,
design in 2007, and requirements in 2009. Of the rest, deployment received continuous
attention except for the period between 2005 and 2006, and the whole development cycle
received attention starting in 2005 and until 2012, except from 2007 to 2008.
3.3.2 Approaches and limitations (answer to ch3-res-Q2)
In this section we present the approaches we have found directed to address the phases
of the development cycle that we previously listed in Section 3.3.1. Our results here
are aimed at providing a characterization of the approaches and their limitations, thus
answering ubiq-Q2 and ubiq-Q3. In all cases the information we present is based only on
the claims made by the authors of the paper where each approach was found. Therefore,
any information omitted by the authors of the papers considered is re￿ected in our results.
This is particularly noticeable in the case of approaches’ limitations, since, as we will see,
many of the approaches reported no limitations.
A Whole cycle
We found 5 approaches claiming to address some aspect of the the development cycle
seen as a whole. Table 3.6 shows each of these approaches classi￿ed by their focus,
providing the percentage that each focus accounts within the phase. We identi￿ed three
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Table 3.5: Approaches per phase
Phase Focus No. of approaches Percent
Whole cycle framework; middleware; tools 5 4
Requirements analysis; speci￿cation; modeling; system model-
ing; model transformation
7 5
Design modeling; prog./design language; error detection;
end-user programming
10 8
Feedback information sharing; user feedback; spatial con-
text; context aggregation; context inconsistency;
context representation; data management; sched-
ule management; process selection
22 16
Implementation system recon￿guration; communications; mes-
sage broker; error recovery; code generation; ser-
vice management; coordination; implementation
management; interactions; integration; distribu-
tion; data management
37 28
V&V runtime veri￿cation; model checking; fault detec-
tion
6 4
Testing simulator; context-aware testing; test adequacy 10 8
Deployment dynamic deploy; end-user deploy; multi-platform
deploy
7 5
Evol./Maint. monitoring; dynamic con￿guration; adaptation;
consistency management; self-maintenance; end-
user maintenance
30 22
Total 134 100
approaches focused on proposing a framework (A15, A25, A121), while, of the other two,
one proposes a tool (A2), and the other a middleware (A78).
A.1 Approaches. Of the approaches proposing a framework, approach A15 (called
MUSIC) combines a modeling language modeling language, middleware components, and
supporting tools to enable automation of the adaptation of the software to the changing
needs and operating conditions at runtime. Approach A25 consists of an integrated
architecture-driven framework for modelling, analysis, implementation, deployment, and
run-time migration of software systems executing on distributed, mobile, heterogeneous
computing platforms. Approach A121 is a conceptual framework meant to support the
characterization of ubiquitous software projects according to their ubiquity adherence
level.
Concerning approaches that are around tools or middleware, DiaSuite (A2) is a suite
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Figure 3.4: Number of approaches in primary studies per phase
of tools that provides support design, implementation, testing, deployment, and evolu-
tion, which according to its authors are the phases of the development of a pervasive
computing applications. On the other hand, approach A78 is about a dynamic recon-
￿gurable situation-aware middleware that simpli￿es the development and facilitates
the execution and recon￿guration of trustworthy ubicomp application software with
situation-awareness and security requirements.
A.2 Limitations. Only two of approaches of targeting the whole development cycle
reported limitations, while the other three did not recognize any limitation. These are
presented in Table 3.7.
B Requirements engineering
We identi￿ed 7 approaches targeting the requirements phase, where the focus of each
approach was related to one particular activity of requirements engineering [Aurum and
Wohlin, 2003]. In general, the distribution of approaches per activity was considerably
even (see Table 3.8), with analysis and modeling being the focus of two approaches each,
and speci￿cation, system modeling, and model transformation, being each the focus of
one approach.
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Table 3.6: Approaches for the whole development life cycle
Focus Approaches Percent
Framework A15 [Hallsteinsen et al., 2012], A25 [Malek et al.,
2010], A121 [Spínola and Travassos, 2012]
60
Tools A2 [Cassou et al., 2012] 20
Middleware A78 [Yau et al., 2006] 20
Table 3.7: Limitations of approaches for the whole cycle
Approach Limitation
A2 ⇧ Lack of support for automatically generated program-
ming
A15 ⇧ Provides only limited basic support for security, which
should be complemented with more features
Approaches not reporting limitations: A25, A121, and A78.
B.1 Approaches. We found two approaches focused on requirements analysis: ap-
proach A16 which is a problem-oriented approach that enables software engineers to
represent and reason about changes in the physical environment of software systems
and assess their impact in requirements satisfaction, and approach A105 which is a
goal-based framework for context consistency analysis and con￿ict analysis. Concerning
requirements modeling, we found two approaches as well, where approach A106 is a
goal-based framework for modeling and reasoning on systems operating in and re￿ecting
on varying contexts, and approach A132 (called REUBI) is a goal-based requirements
engineering method for representing the in￿uence of context and adverse situations.
For each the activities of requirements speci￿cation, system modeling, and model
transformation we identi￿ed one approach. Approach A122 provides mechanisms to
structure and represent mobile privacy requirements in a way that they can be under-
Table 3.8: Approaches for Requirements phase
Focus Approaches Percent
Analysis A16 [Salifu et al., 2012], A105 [Ali et al., 2013] 29
Modeling A106 [Ali et al., 2010], A132 [Ruiz-López et al.,
2013]
29
Speci￿cation A122 [Thomas et al., 2014] 14
System modeling A124 [Dalpiaz et al., 2013] 14
Model transforma-
tion
A130 [Moros et al., 2013] 14
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Table 3.9: Limitations of approaches for requirements phase
Approach Limitation
A106 ⇧ Issues on scalability of the automated support tool
⇧ Issues on the amount of e￿ort an analyst is required to pay to construct
the proposed models and use the analysis techniques
A122 ⇧ Scalability: To apply the privacy requirements distillation proposed
by the approach, software engineers need to be familiar with qualitative
data analysis techniques
⇧ Reliability: The thematic coding in the distillation approach is subjec-
tive and depends on the software engineer’s interpretation and therefore
can be biased
⇧ Generalizability: Distillation critically relies on emotions, and nega-
tive behavior patterns within the qualitative data, to analyse privacy
requirements, which makes it di￿cult to apply to other datasets
A124 ⇧ Customization: The approach does not consider how di￿erent human
agents are in terms of skills and preferences
⇧ User interfaces: the approach does not pay attention to how users
interact with technical systems
Approaches not reporting limitations: A16, A105, A130, and A132.
stood and implemented by software engineers and designers. Approach A124 proposes
an architecture for adaptive socio-technical systems, to collect data about changes in
the operational environment and diagnose failures by checking monitored data against
requirements models. Finally, approach A130 generates, from the requirements spec-
i￿cation, an initial application model according to a domain-speci￿c language, using
model transformation rules, while simultaneously registering the traces between the
requirements and the domain concepts generated.
B.2 Limitations. For the requirements phase three approaches were recognized to
have limitations, whereas 4 approaches did not report any limitation. Table 3.9 summa-
rizes these limitations.
C Design
We found 10 approaches around the design phase. From these we have identi￿ed 4
di￿erent focuses: modeling and programming/design language (4 approaches), error
detection (1 approach), and end-user programming (1 approach). This categorization is
shown in Table 3.10.
C.1 Approaches. Concerning modeling, approach A5 proposes interaction contracts
that allow the architect to precisely specify the interactions between components, ap-
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Table 3.10: Approaches for Design phase
Focus Approaches Percent
Modeling A5 [Cassou et al., 2011], A50 [Serral et al., 2010],
A53 [Achilleos et al., 2010], A72 [Lézoray et al.,
2011]
40
Prog/design language A1 [Cassou et al., 2012], A28 [Kulkarni et al.,
2012], A68 [Weis et al., 2007], A98 [Salvaneschi
et al., 2012]
40
Error detection A81 [Wang et al., 2013] 10
End-user programming A73 [Guo et al., 2011] 10
proach A50 (called PervML) is a modeling language that allows to represent context-aware
pervasive systems at a high level of abstraction, approach A53 is a model-driven method-
ology to support the overall creation of pervasive services, and approach A72 is an
adaptive medium approach to specify an adaptive and dynamic architecture for pervasive
ambient assistive living systems. A programming or design language is the focus of 4
approaches: approach A28 is a domain-speci￿c design model for programming context-
aware collaborative applications, approach A1 (called DiaSpec) is a design language for
describing both a taxonomy of area-speci￿c entities and pervasive computing application
architectures, approach A68 (called VisualRDK) is a high-level programming language
for prototyping pervasive applications, and approach A98 (called CONTEXTERLANG) is
aimed at implementing context-aware software in a highly concurrent and distributed
setting.
The other two approaches we found for the design phase are around error detection
and end-user programming, respectively. Approach A81 (called L1Simplex) proposes
a safety monitoring system to detect physical failures and examine the scale of the
uncertainty in the system due to failures, and approach A73 (called OPEN) proposes
an ontology-based programming framework which allows a broad category of users’
participation and cooperation in the development of context-aware applications.
C.2 Limitations. For the design phase 5 approaches were recognized to have limita-
tions, while the rest (the other 5 approaches) did not report any limitation. Table 3.11
summarizes these limitations.
D Feedback
A total of 22 approaches were identi￿ed for the feedback phase. Among these approaches
we found 9 di￿erent focuses. The relation between focus and approaches is shown
in Table 3.12.
D.1 Approaches. We identi￿ed 5 approaches related to context inconsistency: ap-
proach A6 (called CINA) is a constraint instability analysis tool that systematically
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Table 3.11: Limitations of approaches for the design phase
Approach Limitation
A1 ⇧ Lack of non-functional layers
A50 ⇧ Limited due to its inability to infer andmake context-aware adaptation
decisions automatically
A73 ⇧ User-friendliness: It is based on a text-based con￿guration interface
as opposed to a graphical one.
A81 ⇧ Inability to adjust dynamically the stability envelope
⇧ Not considering timing issues given real-time systems
A98 ⇧ Overhead due to context management
Approaches not reporting limitations: A5, A28, A53, A68 and A72.
suppresses the detection of unstable context inconsistencies, approach A37 proposes a
consistency management framework to capture inconsistent contexts based on a for-
mal semantic matching and inconsistency-triggering model, approach A43 is aimed at
resolving context inconsistencies by identifying problematic contexts based on informa-
tion available from the context-aware application, approach A104 entails a side e￿ect
measurement framework that measures the signi￿cant side e￿ect caused by context
inconsistency resolution on ubiquitous applications, and approach A105 is a goal-based
contextual framework to detect inconsistencies between contexts speci￿ed in a goal
model. Context representation was the target of three approaches: approach A4 (called
TOTA) proposes distributed tuples spread over a network to enable representing contex-
tual information in an expressive way suitable for easy gathering, approach A18 (called
TOTAM) allows the developer to determine upper boundaries on the availability of the
injected tuples in the system independent of the connectivity, and approach A56 (called
CTL3) proposes a 3-valued Computation Tree Logic to enable formal speci￿cation of
temporal contextual properties in asynchronous pervasive computing environments.
We found three approaches focused on data management: approach A58 proposes a
system to provide functional support in data management for context-aware application
development, approach A85 is an approach that seeks to provide a desirable degree of
￿delity, and A87 describes a smart sensor query-processing architecture using database
technology that allows users to specify the data they want to collect.
Two approaches have focused on information sharing: approach A26 proposes a
hybrid model of context-aware service provisioning to access and share information
about services and content available in our daily environment, and approach A95 is a
content and service composition framework for distributing and presenting composite
multimedia content to users on di￿erent devices. Feedback from users was found to be
the focus of two approaches: approach A125 (called iPlumber) proposes a user-oriented
management system that provides a collaborative environment allowing users to share
and reuse the context-aware applications they have created as well as their management
experiences, and approach A55 is a context-aware approach based on user behavior that
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Table 3.12: Approaches for Feedback phase
Focus Approaches Percent
Context inconsis-
tency
A6 [Xu et al., 2015], A37 [Xu and Cheung, 2005],
A43 [Chen et al., 2011], A104 [Xu et al., 2012b],
A105 [Ali et al., 2013]
23
Context representa-
tion
A4 [Mamei and Zambonelli, 2009], A18 [Boix
et al., 2014], A56 [Wei et al., 2012]
14
Data management A58 [Xue et al., 2013], A85 [Payton et al., 2012],
A87 [Gehrke and Madden, 2004]
14
Information sharing A26 [Riva and Toivonen, 2007], A95 [Nahrstedt
et al., 2005]
9
User feedback A55 [Pallapa et al., 2014], A125 [Guo et al., 2010] 9
Spatial context A32 [Murukannaiah and Singh, 2015], A94 [Holz-
mann and Ferscha, 2010]
9
Context aggregation A90 [Meier et al., 2009], A97 [Malandrino et al.,
2010]
9
Process selection A107 [Füller et al., 2012], A103 [Chan and
Chuang, 2003]
9
Schedule manage-
ment
A63 [Driver and Clarke, 2008] 4
exploits the history of interactions between users and the environment to obtain the
amount of privacy associated with speci￿c requests. Likewise, two approaches were found
focusing on spatial context: approach A32 (called Platys) is a framework for place-aware
application development able to reason about places from sensor data, and approach A94
presents a software framework designed to run on embedded systems and facilitate the
development of spatially aware applications.
Context aggregation has been the focus of two approaches: approach A90 (called
iTransIT) is a spatial programming framework aimed at providing a standardized way
to build context-aware global smart space applications using information distributed
across independent systems and related services, and approach A97 (called MIMOSA) is
a distributed framework that seeks to provide an e￿ective and e￿cient solution for the
adaptation of Internet services on the basis of a comprehensive notion of context. We
found two approaches focused on process selection: approach A107 is a context driven
approach that selects processes suitable for a system’s context and integrates the system
into the chosen processes, while approach A108 proposes a universal infrastructure to
complement context aware techniques by adding a single initial selection phase in which
processes are chosen according to their contexts. Finally, we identi￿ed one approach for
schedule management, namely, approach A 63 which is an application framework that
provide structure and behavior to support context-based activity schedule composition.
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Table 3.13: Limitations of approaches for the feedback phase
Approach Limitation
A4 ⇧ Lack of mechanisms and policies to compose tuples with each other,
so as to enable the expression of uni￿ed distributed data structures
from multiple sources
A56 ⇧ Issues on scalability, speci￿cally in terms of e￿ciency of the checking
algorithm.
A58 ⇧ Limited expressiveness on the attribute-value context model and the
SQL query language
Approaches not reporting limitations: A6, A18, A26, A32, A37, A43, A55, A63 A85, A87,
A90, A94, A95, A97, A103, A104, A105, A107, and A125.
D.2 Limitations. Compared to the large proportion of approaches that the feedback
phase has, only a very small number of approaches were spotted for limitations by their
authors. These are summarized in Table 3.13.
E Implementation
We identi￿ed 37 approaches for the implementation phase. From these we recognized
12 di￿erent concerns, with most of the approaches focusing on six of them as follows:
integration (6), system con￿guration (5), communications (4), code generation (4), ser-
vice management (4), and interactions (4). The complete relation between concerns and
approaches is shown in Table 3.14.
E.1 Approaches. We found 6 approaches focused on integration: approach A45
(called Plan B) is a constraint-based ￿le system import mechanism that allows the system
to adapt to changes in the environment and permits users to customize the environment,
approach A61 is a middleware platform for application assembly which provides a target
for applications whose structure is dynamically speci￿ed and recon￿gured by runtime
processes, approach A75 proposes an architectural framework called ‘breadboard archi-
tecture’ that enables seamless addition and removal of di￿erent components, approach
A79 is a middleware solution called DigiHome that enables the integration of heteroge-
neous computational entities by relying on the service component architecture, approach
A88 (called UCM or Ubicomp Common Model) is a meta middleware that enables the
integration of existent ubiquitous computing (ubicomp) systems, and approach A93 is a
method that allows to smoothly integrate highly heterogeneous devices into an ambient
ecology. System con￿guration was the main concern of 5 approaches: approach A7
(called SATIN) is a lightweight component metamodel instantiated as a middleware to
recon￿gure the software system by dynamically transferring code, approach A36 (called
Prism-MW) is middleware platform that provides native implementation-level support
for arbitrary architectural styles, allowing software developers to transfer directly archi-
tectural decisions into implementations, approach A44 (called ACoMS) is a model-based,
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Table 3.14: Approaches for Implementation phase
Focus Approaches Percent
Integration A45 [Ballesteros et al., 2006], A61 [Pham et al., 2009],
A75 [Soldatos et al., 2007], A79 [Romero et al., 2013],
A88 [Blackstock et al., 2008], A93 [Rashid et al., 2012]
16
System recon￿gura-
tion
A7 [Zachariadis et al., 2006], A36 [Malek et al., 2005],
A44 [Hu et al., 2008], A74 [Paspallis and Papadopou-
los, 2014], A92 [Schuhmann et al., 2010]
14
Communications A32 [Murukannaiah and Singh, 2015], A33 [Meier and
Cahil, 2010], A48 [Aitenbichler et al., 2007], A57 [Arn-
aboldi et al., 2014]
11
Code generation A3 [Cassou et al., 2012], A28 [Kulkarni et al., 2012],
A50 [Serral et al., 2010], A109 [Harrington and Cahill,
2011]
11
Service management A31 [Ballesteros et al., 2012], A38 [Morris et al., 2015],
A64 [Paluska et al., 2008], A110 [Robinson et al., 2008]
11
Interactions A5 [Cassou et al., 2011], A8 [Julien and Roman, 2006],
A54 [Pallapa et al., 2014], A57 [Arnaboldi et al., 2014]
11
Message broker A19 [Kiani et al., 2013], A42 [Becker et al., 2003] 5
Coordination A41 [Mamei and Zambonelli, 2004], A82 [Castelli
et al., 2015]
5
Distribution A70 [Gu et al., 2004], A118 [Füller et al., 2012] 5
Data management A96 [Hess and Campbell, 2003], A101 [Roussaki et al.,
2010]
5
Error recovery A43 [Chen et al., 2011] 3
Impl. management A64 [Paluska et al., 2008] 3
scalable, and autonomic context management system that provides self-con￿guration
of context sources, approach A74 is a component-based middleware architecture that
allows easy con￿guration according to the needs of the deployed applications and the
capabilities of the deployment platform, and approach A92 is a hybrid con￿guration
method to e￿ciently exploiting the available computation resources in heterogeneous
environments. We found 4 approaches focused on communications: approach A32 (called
Platys) is a framework for place-aware application development that provides the neces-
sary communication channels between the users of a location-aware mobile application
and its developers, approach A33 suggests techniques that can be used by event-based
middleware to support collaboration in location-aware mobile applications. approach
A48 (called MundoCore) entails a communication middleware that provides harmoniza-
tion of all the important communication abstractions needed in advanced distributed
smart environments, and approach A57 (called CAMEO) is a light-weight context-aware
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middleware platform designed to allow mobile social networks to generate and share
content with peer-to-peer communications based on user and device characteristics.
We identi￿ed code generation as the focus of 4 approaches: approach A3 is a code
generator called DiaGen that automatically generates a Java programming framework
from both a taxonomy de￿nition and an architecture description, approach A28 is a
domain-speci￿c programming framework aimed at creating the execution environments
of context-aware applications, approach A50 is a model-driven development implemen-
tation framework to provide support to translation from PervML models into code at
runtime, and approach A109 is a model-driven approach that seeks to address the task of
generating code to implement planning and optimization algorithms in pervasive com-
puting domains. Service management was found to be the main concern of 4 approaches:
approach A31 (called Upperware) provides new services directly to the OS to manage
heterogeneous software and hardware, approach A38 is a method that allows for greater
￿exibility in service delivery while reducing the complexity of application development
for the user, approach A64 is meant to automate high-level implementation decisions
in a pervasive application, and approach A110 is a service composition system called
Scooby that provides an e￿ective method for combining services to meet the needs of
users in a variety of pervasive computing scenarios. Having interactions as their main
concern we found 4 approaches: approach A5 proposes interaction contracts that express
in high-level terms what interactions a given component can perform, approach A8
(called EgoSpaces) entails a middleware targeted to allow an individual application to
limit the portion of the context with which it interacts, approach A54 is a context-aware
hybrid approach aimed at reducing the interactions between the user and the system to
improve user experience, approach A57 (called CAMEO) is light-weight context-aware
middleware platform aimed at allowing mobile social networks to generate and share
content with peer-to-peer communications based on user and device characteristics.
We found two approaches presenting message brokers: approach A19 is a federated
broker based context provisioning system aimed at providing asynchronous communica-
tion interfaces to clients and neighbor brokers for exchanging contextual and administra-
tive information related to the registered clients and their capabilities, and approach A42
(called BASE) is a micro-broker-based middleware that allows uniform access to device
capabilities and services through proxies and the integration of di￿erent interoperability
protocols. Likewise, we found two approaches focused on coordination: approach A41
(called TOTA) provides agents with e￿ective contextual information that can facilitate
the contextual activities of application agents for the de￿nition of complex distributed
coordination patterns, and approach A82 (called SAPERE) is aimed at facilitating the
decentralized and situated execution of self-organizing and self-adaptive pervasive com-
puting services. We also found two approaches for distribution: approach A70 is a context
recognition network toolbox that enables fast implementation of activity and context
recognition systems with mechanisms for distributed processing and support for mobile
and wearable devices, and approach A118 is an automatic application partitioning for
allowing users to describe the location of system resources.
We identi￿ed two approaches for data management: approach A96 is a context-aware
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Table 3.15: Limitations of approaches for the implementation phase
Approach Limitation
A3 ⇧ Impossibility to de￿ne logical expressions across attributes (e.g., it is
not possible for a query to specify that a device must have a particular
value for an attribute or another value for another attribute)
A5 ⇧ Lack of non-functional layers and of automatically generated support
A8 ⇧ Available data depends on the connectivity which cannot always be
guaranteed at any time
A28 ⇧The generative approach does not permit modi￿cations and extensions
of an application’s execution environment that has already been created
A31 ⇧The approach assumes permanent availability of network connections,
which is not always possible
A36 ⇧ The approach needs to store and check abstract class references even
when they are not used in a given PRISM-MW class implementation
A38 ⇧ The approach does not o￿er any mechanism to select among various
components which achieve the same end, but instead, relies on the
presence of a speci￿c component which undertakes prede￿ned tasks
A41 ⇧ Lack of an underlying methodology, enabling engineers to map a
speci￿c coordination policy into the corresponding de￿nition of tuples
and of their shape
A50 ⇧ Lacks tools to allow users to recon￿gure the system
A70 ⇧ The approach introduces some processing overhead
A118 ⇧ The automatic partitioning proposed does not provide automatic
parallelization
Approaches not reporting limitations: A7, A19, A32, A33, A42, A43, A44, A45, A48, A54,
A57, A61, A64, A74, A75, A79, A82, A88, A92, A93, A96, A101, A109, and A110.
￿le system that enables mobile users to perform a variety of manipulations on their
context data, and approach A101 is a Context Distributed DataBase Management Sys-
tem (CDDBMS) aimed at processing context information as if this is maintained by a
single database, while in fact the context information is stored and controlled by multiple
administrative domains. For of each of the tasks error recovery and implementation man-
agement we found one approach: approach A43 is aimed at restoring applications from
an error state caused by problematic contexts, and approach A64 proposes to automate a
certain number of high-level implementation decisions in a pervasive application.
E.2 Limitations. A total of 11 approaches of the implementation phase were reported
to have limitations, while 24 did not report any limitation. Table 3.15 summarizes these
limitations.
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Table 3.16: Approaches for the veri￿cation and validation phase
Focus Approaches Percent
Model checking A11 [Sama et al., 2010],
A14 [Xu et al., 2006],
A23 [Xu et al., 2010]
50
Fault detection A22 [Sama et al., 2008],
A27 [Liu et al., 2013]
33
Run time veri￿cation A9 [Coronato and De Pietro,
2012]
17
F Veri￿cation and Validation (V&V)
For this phase we have identi￿ed 6 approaches and three di￿erent focuses corresponding
to a particular activity addressed. The focuses are model checking, fault detection, and
runtime veri￿cation. The categorization between focus and approaches is shown in
Table 3.16.
F.1 Approaches. Focusing on model checking we found three approaches: approach
A11 (called A-FSM) is an adaptation ￿nite state machine that enables the detection of
faults caused by both erroneous adaptation logic and asynchronous updating of context
information, approach A14 consists of a consistency checking technique for incrementally
checking ￿rst order logic rules to address the problem of context inconsistency detection,
and approach A23 is a partial constraint checking approach for context inconsistency
detection able to distinguish reusable checking results of constraints. Fault detection
was found to be the concern of two approaches: approach 22 is a ￿nite-state model
of adaptive behavior of context-aware adaptive applications that enables the detection
of faults caused by erroneous adaptation logic and asynchronous updating of context
information, while approach A27 (called AFChecker) is a tool to automatically deriving
domain and environment models for rule-based context-aware applications to improve
the e￿ectiveness of the existing adaptation fault detection techniques. We identi￿ed a
single approach focused on runtime veri￿cation, approach A9 which proposes to verify
dynamically the correctness of the implementation and statically the correctness of the
speci￿cation.
F.2 Limitations. Two approaches of the veri￿cation and validation phase were spot-
ted for limitations, whereas 4 approaches did not report any limitation. These limitations
are presented in Table 3.17.
G Testing
We have identi￿ed a total of 10 approaches targeting the testing phase. We classify them
by their focus or concern and we obtained 5 dedicated to context-aware testing, 3 to
simulators, and 2 to test adequacy. Table 3.18 shows this classi￿cation between focus and
59
Chapter 3. Phases of the Engineering of Software for Pervasive Systems
Table 3.17: Limitations of approaches for the veri￿cation and validation phase
Approach Limitation
A14 ⇧ The link generation process may produce redundant links
when a pattern appears more than once in a rule
⇧ Considerable space is necessary for keeping last checking
results
A23 ⇧ Considerable space cost for storing previous checking re-
sults
Approaches not reporting limitations: A9, A11, A22, and A27.
Table 3.18: Approaches for Testing phase
Focus Approaches Percent
Context-aware test-
ing
A20 [Wang et al., 2007], A52 [O’Neill et al., 2013],
A83 [Wang et al., 2014], A111 [Morla and Davies,
2004], A129 [Huang et al., 2010]
50
Simulator A51 [McGlinn et al., 2014], A66 [Nishikawa et al.,
2006], A76 [Bruneau and Consel, 2013]
30
Test adequacy A21 [Lu et al., 2006], A24 [Lu et al., 2008] 20
approaches.
G.1 Approaches. We identi￿ed 5 approaches focused on context-aware testing: ap-
proach A20 is an approach that improves the context-awareness of an existing test suite
by providing an integrated solution to identify when context changes may be relevant
and a control mechanism to guide the execution of given tests into potentially interesting
contextual scenarios, approach A52 (called InSitu) is a situation-based testing approach
that seeks to examine the e￿ect of exhibited pervasive system behavior in a simulated
physical deployment environment, approach A83 is an approach meant to select test
cases for constructing test suites that are adequate with respect to the data-￿ow testing
criteria, approach A111 is a test environment to support the evaluation of key aspects
of location-based applications without the extensive resource investment necessary for
a full application implementation and deployment, and approach A129 (called CIRST)
is a cyber-physical instrument for real-time hybrid structural testing that provides spe-
cialized infrastructure to enforce type safety and timing properties within and between
components.
We found three simulators: SimCon (A51) is a context simulator to support evaluation
of smart building applications when faced with uncertainty, UbiREAL (A66) is a smart
space simulator that provides a virtual testbed for ubiquitous applications in a 3D space,
and DiaSim (A76) is simulator meant to allow for the same application code to be simulated
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Table 3.19: Limitations of approaches for the testing phase
Approach Limitation
A20 ⇧ The approach generates infeasible drivers
A52 ⇧ Lack of support for traceability
⇧ InSitu does not enable the designer to examine the internal
process of the system
A76 ⇧ Lack of support to ease the simulation of physical phenom-
ena
A83 ⇧ The proposed algorithm remains inapplicable for hybrid
systems with derivative dependencies
A111 ⇧ It considers aspects that are too narrow as part of the
simulations
Approaches not reporting limitations: A21, A24, A51, A66 and A129.
Table 3.20: Approaches for Deployment phase
Focus Approaches Percent
Dynamic deploy A34 [Verbelen et al., 2011], A71 [Hoareau and Mahéo, 2008],
A103 [Chan and Chuang, 2003]
43
Multi-platform
deploy
A74 [Paspallis and Papadopoulos, 2014], A75 [Soldatos et al.,
2007]
29
End-user deploy A67 [Kawsar et al., 2008] 14
Large-scale deploy A59 [Gopalan and Znati, 2010] 14
or executed in the real environment. Furthermore, we found two approached focused
on test adequacy: approach A21 is a family of context-aware data ￿ow test adequacy
measurement criteria for context-aware middleware-centric applications, and approach
A24 is a family of test adequacy criteria to test context-aware applications in the presence
of context inconsistency resolution services.
G.2 Limitations. A total of 5 of the approaches pertaining to the testing phase have
been spotted for limitations, while the other 5 approaches did not report any limitation.
The limitations are presented in Table 3.19.
H Deployment
We identi￿ed 7 approaches for the deployment phase. From these, three approaches
focus on dynamic deployment, two approaches focus on multi-platform deployment, and
end-user deployment and large-scale deployment are each the focus of one approach.
The classi￿cation between focus and approaches is shown in Table 3.20.
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Table 3.21: Limitations of approaches for the deployment phase
Approach Limitation
A59 ⇧ Lack of support for security
A67 ⇧ Lack of support for spatially distributed deployment
Approaches not reporting limitations: A34, A71, A74, A75, and A103.
H.1 Approaches. We found three approaches focused on dynamic deployment: ap-
proach A103 (MobiPADS) supports dynamic adaptation at both the middleware and
application layers to provide ￿exible con￿guration of resources to optimize the opera-
tions of mobile applications, approach A34 proposes a middleware framework to select
and deploy the con￿guration o￿ering the best quality possible for the current connectivity
and available resources, and approach A71 is a purely descriptive language aimed at
specifying deployment descriptors that allow for a context-aware deployment. Multi-
platform deployment was found as the focus of two approaches: approach A74 is a
component-based middleware architecture to facilitate the deployment of context-aware
applications via reusable components, and approach A75 is an Architectural framework
called ‘breadboard architecture’ that facilitates the deployment of pervasive applica-
tions based on components contributed by di￿erent technology providers. For each of
the concerns end-user deployment and large-scale deployment we found one approach:
approach A67 consists of an infrastructure and a tangible deployment tool to provide
the foundation for end-user deployment, while approach A59 (called SARA) proposes a
uni￿ed, overlay-based service architecture to support large-scale service and application
deployment in pervasive and ubiquitous environments
H.2 Limitations. Only two of the approaches pertaining to the deployment phase
have been spotted for limitations, while the other 5 approaches did not reported any
limitation. The limitations are presented in Table 3.21.
I Evolution/maintenance
We identi￿ed a total of 30 approaches for this phase. We found most of the approaches
focusing on adaptation (12 approaches) and dynamic con￿guration (9 approaches). The
classi￿cation between focus and approaches is shown in Table 3.22.
I.1 Approaches. We identi￿ed 12 approaches focused on adaptation: approach A29
is a middleware that aims to solve the critical issue of the long recon￿guration time of
context-aware re￿ective middleware, approach A35 (POISED) is is a general quantita-
tive method to automatically making adaptation decisions under internal uncertainty,
approach A40 (PCOM) is component system that supports automatic adaptation in cases
where the execution environment changes to the better or to the worse, approach A49
(CAMPUS) is a context-aware middleware aimed to dynamically derive adaptation de-
cisions according to run-time contextual information, approach A50 is a model-driven
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Table 3.22: Approaches for evolution/maintenance phase
Concern/Type Approaches Percent
Adaptation A29 [Liu and Cheng, 2011], A35 [Esfahani et al.,
2011], A40 [Becker et al., 2004], A49 [Wei and Chan,
2013], A50 [Serral et al., 2010], A60 [VanSyckel
et al., 2014], A86 [Cooray et al., 2013], A97 [Ma-
landrino et al., 2010], A99 [Schuhmann et al., 2013],
A103 [Chan and Chuang, 2003], A111 [Morla and
Davies, 2004], A113 [Chuang and Chan, 2008]
40
Dynamic con￿guration A13 [Poladian et al., 2004], A30 [Morin et al.,
2009], A44 [Hu et al., 2008], A70 [Gu et al., 2004],
A100 [Seinturier et al., 2012], A114 [Capra et al.,
2003], A116 [Gámez and Fuentes, 2011], A120 [Sethi
et al., 2014], A131 [Gamez and Fuentes, 2013]
30
Monitoring A10 [Schreiber et al., 2012], A12 [Forte et al., 2008],
A84 [Gui et al., 2011]
10
Consistency management A37 [Xu and Cheung, 2005], A123 [Inverardi and
Tivoli, 2013]
7
Self-maintenance A4 [Mamei and Zambonelli, 2009], A62 [Ou et al.,
2007], A117 [Cetina et al., 2009]
7
End-user maintenance A125 [Guo et al., 2010] 3
development method for supporting the adaptation of the system according to the context
information, approach A60 (COMITY) includes an adaptation interface to resolve detected
interferences by instructing applications to adapt, approach A86 is a resilient situated
software system devised to continuously analyze and dynamically adapt the software to
deal with changes in the execution context that could degrade its reliability, approach
A97 (called MIMOSA) is a distributed framework to allow programmers to modularly
build complex adaptive services starting from simple ones, approach A99 is a con￿gura-
tion approach devised for e￿cient and adaptive composition of distributed applications,
approach A103 (called MobiPADS) includes a re￿ective-based mobile middleware that
seeks to support dynamic adaptation, approach A112 is an adaptation framework that
supports adaptation behavior evolution, and approach A 113 is a middleware framework
to e￿ectively adapt mobile services at the middleware level to match the dynamics of
mobile environments.
We identi￿ed 9 approaches related to dynamic con￿guration: approach A13 is an
analytical model for dynamic con￿guration of resource-aware services in ubiquitous
computing environments, approach A30 is an approach for automatically determining
a safe transition to make the system evolve from its current con￿guration to the target
con￿guration, approach A44 (ACoMS) is an autonomic context management system
devised to support dynamic con￿guration and re-con￿guration of the set of context
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information sources required by applications, approach A70 is an adaptive o￿oading
system to enable dynamic partitioning of the application and e￿cient o￿oading of part
of its execution to a nearby surrogate, approach A100 (called FRASCATI) is a platform
that provides the required capabilities to manage at run-time a component con￿guration,
approach A114 (called CARISMA) is a mobile computing middleware that provides soft-
ware engineers with primitives to describe how context changes should be handled using
policies, approach A116 (called FamiWare) is a family of con￿gurable middleware that
allows the generation of di￿erent middleware con￿gurations, approach A120 proposes a
user-assisted protocol to provide a one-pass secure con￿guration procedure for wireless
displays, and approach A131 (called Hydra) is an approach targeted to automatically
propagate the evolution changes of the middleware family into the existing con￿gurations
where the middleware is already deployed.
We found three approaches focused on monitoring: approach A10 (called PerLa) is a
SQL-like language that allows end-users and high-level applications to gather and process
information without any knowledge of the underlying pervasive system, approach A12
(called EICAF) is an Internet content adaptation framework that seeks to allow the use of
ontologies andWeb services in the development of applications for the content adaptation
domain, and approach A84 (ACCADA) is an architectural framework targeted to monitor
a running system’s run-time properties. Having consistencymanagement as their concern
we found two approaches: approach A37 proposes a proactive repairing mechanism to
realize automatic inconsistency repairing, while A123 consists of a method that supports
connector evolution and automated generation of the connector’s implementation code.
We identi￿ed three approaches around self-maintenance: approach A4 (called TOTA)
entails distributed tuples spread over a network that enforce dynamic and adaptive
coordination patterns in a structured and modular way, approach A62 proposes a light-
weight and e￿cient o￿oading middleware to provide runtime o￿oading services for
resource constrained mobile devices, and approach A117 allows to model the e￿ort made
at design time to not only be useful for producing the system but also provides a richer
semantic base for autonomic behavior during execution. We found one approach focused
on end-user maintenance, namely, approach A125 (called iPlumber) which is a user-
oriented management system that enables users to act as software-plumbers to install
and maintain systems.
I.2 Limitations. A total of 8 approaches of the evolution/maintenance phase were re-
ported to have limitations, whereas 22 approaches did not report any limitation. Table 3.23
summarizes these limitations.
3.3.3 Research challenges (answer to ch3-res-Q3)
In this section we answer what we ￿nd to be the main research challenges for the
development of software for pervasive systems according to state-of-the-art approaches.
Empirical research. There is a need to rely more on empirical research and proper
reporting of results to lay a more solid ground that supports further research and bene￿t
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Table 3.23: Limitations of approaches for the evolution/maintenance phase
Approach Limitation
A4 ⇧ Lack of proper access control models
A12 ⇧ Scalability: Lack of support for the execution of processes that rely
on conditionals such as If-Then-Else and Repeat-Until
⇧ Service composition: Missing a service with multiple pro￿les
A13 ⇧Model proposed depends on accurate prediction of applications’ re-
source demand, for which there is no perfect proving method
⇧ Proving that independence conditions hold in each case, as it is needed
by the model, is not always possible
A37 ⇧ The generation of all possible inconsistencies is impractical
A49 ⇧ Lack of terminating condition in the decision model
A84 ⇧ Decreasing of performance of adaptation as the number of installed
components increases
⇧ There is no way, currently, to prevent the framework from indiscrim-
inately accepting invalid tactics and strategies from context-speci￿c
reasoners, which may bring the system into adverse state
A103 ⇧ Reduction of overall processing rate caused by adding more mobilets
A114 ⇧ The approach does not cope with the issue of having the possibility
of storing only a minimum set of behaviors on a device
Approaches not reporting limitations: A10, A29, A30, A35, A40, A44, A50,
A60, A62, A70, A86, A86, A97, A100, A111, A113, A116, A117, A120, A123, A125, and A131.
future implementations. Only 35% of the approaches of this review have been recognized
to have limitations by their authors, with some phases having as few as 14% (feedback), 27%
(evolution/maintenance), and 29% (deployment) of the approaches recognizing limitations.
This may have a negative impact on future research as it is in many cases unclear how
e￿ective and reliable are the approaches found in the literature.
Context related issues. It being such an important concept in the development of
pervasive systems, there is a need for more research on issues related to the concept of
context, important for di￿erent phases of the development cycle. In relation to design, it
is necessary to further investigate how to design systems that can automatically adapt
based on their context, as well as to study light-weight context modeling techniques to
avoid overheads and low performance of the running system. Concerning the feedback
phase, more research is necessary on context modeling techniques that allow adequate
expressiveness levels. Study how to add to the system the ability of predicting its context
remains a challenge related to the evolution and maintenance of this type of systems.
Further research is needed to be able to simulate context in a realistic way to test systems
before being implemented.
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Runtime support. Making systems able to adapt to di￿erent circumstances at runtime
is a concern of the development of pervasive systems that needs further investigation. In
relation to the design phase, more work is required to investigate how to design systems
that are aware of time and can track and handle changes without interrupting their
operation. Other runtime capabilities that a￿ect the evolution of a system need further
research, such as how to better monitor and adapt to context and how to ￿x errors at
runtime.
User interaction. A relevant concern that needs further attention from the research
community refers to issues related to how people interact with pervasive systems. It is
necessary to further investigate how users interact with technical system, how di￿erent
usersmay di￿er in terms of skills and preferences, and ￿ndways to allow the con￿guration
and recon￿guration of the system by the users according to their needs. Furthermore,
there is a need to explore how to generalize results obtained in research contexts with
speci￿c data sets and subjects to cover real-world cases where parameters may vary
considerably.
Support for developers. An important challenge for researchers is to investigate how
to better support developers in building pervasive systems. There is a need to investigate
how to better build systems that can be transparent and easy to read for developers and
other stakeholders. Further research is required on methods for automatically generated
programming. More research is necessary on techniques and methodologies that help
developers design and deploy their applications to di￿erent pervasive systems. It is
necessary to investigate how to better gather, manage, and use data that is available in
pervasive domains. Furthermore, a tool that can support the entire development cycle is
a concern that have to be target by future research.
Security and privacy. These concerns have been the target of many research e￿orts,
however issues are still to be addressed such as those derived from the increasingly
pervasive use of presence-based contextual data in multiple enterprise and provider
domains.
Self-adaptation. Di￿erent aspects related to self-adaptation of pervasive systems
require further investigation such as self-optimizing and self-protecting of system features.
There is a need to investigate how to apply/adapt existing machine-learning methods for
enhancing systems’ self-adaptation.
Systems’ requirements, behavior and constraints. There is a need for further re-
search on how to better assess and understand pervasive systems in terms of level of
abstractions, priorities, etc., avoiding impractical methods and scenarios. Simulation
requires more research work to investigate how to better simulate physical phenomena
as well as a larger number of scenarios that vary in complexity. Finally, it is necessary
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to favor the use of graphical user interfaces right from the beginning of research and
development e￿orts to explore new methods and build systems around users’ needs.
Systems’ performance, operation, and data. Issues related to the performance, op-
eration, and data exchange and storage have to be targeted by future research e￿orts.
Further research is needed on how to maintain the consistency and performance of
pervasive systems after adaptation and inclusion of more devices and functionalities. It
is necessary to investigate possible ways that allow pervasive systems and subsystems
to access relevant data even when connectivity is not available, as well as solutions to
optimize the storage and exchange of data.
3.4 Discussion
3.4.1 Strength of evidence
It is important to know how much con￿dence one can have in the results obtained,
bearing in mind that the studies from where the results were obtained have been carefully
selected from the entire space of studies in the literature.
To grade the strength of evidence of the studies selected for the review we were
inspired by the process followed by Dybå and Dingsøyr [Dybå and Dingsøyr, 2008],
using the GRADE (Grading Recommendations Assessment, Development and Evaluation)
working group de￿nitions [Group et al., 2004]. The studies selected are assessed on the
study design, study quality, consistency (i.e., the similarity of estimates of e￿ect across
studies), and directness (i.e., the extent to which the people, interventions, and outcome
measures are similar to those of interest), with a scale that comprises high, moderate,
low, and very low grades.
Study design. Most of the papers claim to present the evaluation of the proposed
approach based on one or more case studies. However, we found that there is in general
major issues related to partial or complete misunderstanding on what a case study is
and how it is to be conducted and presented. This issue has been prevalent in the area
of software engineering since many years now as pointed out in an ICSE tutorial from
2004 [Perry et al., 2004]. This becomes worse when dealing with areas such as software
intensive systems where people with diverse backgrounds work together.
Quality of studies. Methods of the selected studies were in general not well described.
Papers published on journals were more detailed and in most cases of higher quality.
Studies rarely consider issues of bias, validity, and reliability, lacking in general clear and
detailed explanation about data collection and analysis procedures. In addition, ￿ndings
were not compared with others in a systematic and reliable manner.
Consistency. We found hard to relate the studies since none of the studies followed
guidelines nor share methods for gathering and synthesizing results.
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Directness. Our premise for directness is that the ultimate interest on developing
approaches for the engineering of software for ubiquitous systems is to have solutions
that can be applied to real scenarios delivering value to users. At this respect, we found
that most studies are based on evaluations that are far from covering the issues related to
real scenarios, either by not considering physical phenomena in an extent that can be
useful (usually considering too few variables), or by only considering narrow experiments
that do not contemplate the full range of cases that a system may encounter in terms of
users, networks, real environments, etc. We can say that there are important uncertainties
about the directness of the included studies.
The combination of the four key elements for qualifying the evidence provided by the
studies considered (viz., study design, study quality, consistency, and directness) allows
us to establish that the strength of evidence in the review herein presented, regarding
the applicability of approaches, and the validity of their claims in terms of bene￿ts and
limitations, is very low. Thus, we can say that one cannot rely on the estimates of e￿ect
that are based on evidence provided about approaches and their limitations for developing
software for ubiquitous systems. This problem, we think, could be greatly alleviated if
researchers in this area followed systematic guidelines for conducting the studies and
strive to apply their approaches to real scenarios, including more variables.
3.4.2 Limitations of this review
The main limitations of this review relate to publication selection bias, inaccuracy in data
extraction, and misclassi￿cation.
To avoid selection bias we use a hybrid setup for the search processes that guided the
initial selection of studies based on the literature rather than only on our experience and
knowledge. At this respect we also performed three separate search processes of di￿erent
type each. Finally, we distributed the work load in such a way that the search and selection
tasks were performed by more than one researcher and checked by one researcher not
involved in the original process. This last point was aimed also at increasing the accuracy
in data extraction. However, the data extraction was highly dependent on the way
studies were reported and on how authors of the di￿erent papers explained concepts
and methodologies, as well as the kind of terminology they used. This in many cases
hindered relevant information, which may have derived in certain level of inaccuracy in
the data.
Although the classi￿cations we performed over the data were based on what was
found on the selected papers, the decision remained subjective in that it depends on how
the original authors decided to present their results and what we could consider relevant
on them.
3.4.3 Implications for research and practice
This systematic review can serve both practitioners and researchers. Practitioners can use
this review to get a quite representative state of the research landscape in the approaches
for engineering of software for ubiquitous systems. The results and studies presented in
the papers listed in this review might not be in some cases directly applicable in industry,
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but they can be useful to feed the re￿ections when looking for solutions during the
process of development.
For research, the review shows that while some phases of the development cy-
cle have received much attention due to their importance (viz., feedback and evolu-
tion/maintenance) or direct practical usability (viz., implementation), other phases equally
important still need more and better work (e.g., testing). Based on the review researchers
can direct their research more precisely according to the open issues identi￿ed and
research e￿orts repartition that has been described in this review.
3.5 Summary
In this chapter we provided solution to RQ1-b. Speci￿cally, we presented some relevant
aspects of the development cycle to build software for pervasive systems, as seen in the
literature: i) phases of the development cycle, ii) main state-of-the-art approaches and
their limitations for each of the phases of the development cycle, and iii) open issues and
research challenges that have been identi￿ed in the past.
Our ￿ndings show that the development phases that have been considered are: design,
implementation, deployment, validation and veri￿cation, testing, feedback, and evolution
and maintenance. From there, the feedback phase is particularly noteworthy, as the
literature highlights its importance for the case of the development of software for
pervasive systems.
We have found that the works in the literature recognize the need for further inves-
tigation around context-aware issues, self-adaptability, machine learning approaches,
runtime support, among others. It has been also highlighted the importance that empirical
research has for this type of development and the gap that still exist between optimal
empirical evaluations and the studies presented in the literature.
To obtain the results we presented in this chapter, we followed a systematic review
methodology. We combined automatic, manual, and snowballing search techniques,
considering the main electronic databases, as well as the most relevant conference pro-
ceedings and journals on ubiquitous computing and software engineering. We carefully
selected the studies ultimately considered to obtain our results, based on a well-de￿ned
criteria to only include in our review evidence based on sound research e￿orts.
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Chapter 4
Engineering Model for Software for
Ubiquitous Systems
4.1 Introduction
The goal of this chapter is threefold:
i) Provide solution to the last question in which we divided RQ1, namely RQ1-c: What
are the key mechanisms to support the development of software for pervasive
systems featuring smart functionality?
ii) Combine the answers to RQ1-a, RQ1-b, and RQ1-c to give solution to RQ1
iii) Lead the way from the answer to RQ1 and into the second research question of the
dissertation RQ2 by providing solution to question RQ2-a
This chapter is organized as follows. In Section 4.2 we ￿rst describe what are the data
analytics mechanisms that, according to the literature are essential to support the creation
of software services featuring smart functionality in general (i.e., answer to RQ1-c). Then,
we narrow down the focus to speci￿c mechanisms, from those identi￿ed previously,
which are important in delivering value to users (answer to RQ2-a). In Section 4.3 we
present our model for the systematic engineering of value-added smart software services
for pervasive systems (i.e., answer to RQ1). The last section, Section 4.4, summarized the
content of the chapter
4.2 Analytics for smart functionality and value
In this section we provide answer to RQ1-c and RQ2-a.
In order for pervasive systems to comply with the way they have been envisioned (i.e.,
computing systems that consider the natural human environment and push the devices
and services to vanish into the background in order to support all aspects of our everyday
life [Weiser, 1991]), they need to feature smart behavior which allows the systems to
learn from and react to their surroundings [Bures et al., 2017].
The smart functionality of pervasive systems is mainly implemented through software,
focusing on self-awareness, self-adaptation, and self-optimization capabilities in a context-
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aware manner, where the information about the situation of users, the environment,
and the state of the system itself are considered to adapt the behavior of the system
accordingly [Dey, 2001]. At this respect, the learning and adaptation is to be implemented
as a continuous cycle, since the information gathered from the surroundings is expected to
change over time [Galushka et al., 2006]. Smart capabilities should include the capability
of reasoning over the collected data from the sensors, including previous knowledge of
the context, adaptability to changing situations in the environment and their users, and
learning [Moreno et al., 2017].
Data analytics mechanisms based on Machine Learning (ML) techniques have been
the base for the development of pervasive systems that can learn from and react to the
dynamic characteristics of the users, the environment, the system itself, and other context
factors [Cook and Das, 2004]. Furthermore, these mechanisms should allow to: extract
accurate preference from the monitored contexts and behaviors in a constantly changing
environment, keep the preference set up to date by responding rapidly to changes in
users’ behavior while being not sensitive to noise-like deviations in their behavior, and
produce human-readable output when necessary [Bental et al., 2015]. In spite of the
important progress made in this area, no holistic learning approach, which is applicable
to all cases, have been achieved [Müller, 2004]. Therefore, the development of services
that are able to deliver smart functionality to users requires to consider new ML-based
mechanisms that take into account the needs of each particular environment [Aztiria
et al., 2010].
The development of software aimed at delivering value requires to consider user-
centred approaches to the design of technology intended to understand users as well as
the context in which they live and operate [Mancini et al., 2017]. Furthermore, the use
of various pervasive technologies, such as wearables, smart devices, and sensors should
be implemented to allow learning about users’ habits and behavior and carrying out
intelligent automatic and adaptive tasks involving more convenient and personalized
services [Kidd et al., 1999].
4.3 Engineering Model
In this section we introduce a model for engineering smart software services for pervasive
computing systems, which is our answer to RQ1. We derive this model by framing the
￿ndings obtained in the systematic literature review in Section 3.3 (Chapter 3), using the
engineering model for software-intensive systems presented in Section 2.4 (Chapter 2).
That is, we use the model aimed at building software services and products for software-
intensive systems as the basis to de￿ne the engineering model to build software for
pervasive systems, which are a subset of software-intensive systems. In Figure 4.1 it is
presented the model for engineering software for pervasive systems.
As it can be observed in Figure 4.1, most of the theory derived in Section 2.4 (Chap-
ter 2) for software-intensive systems apply directly to the case of pervasive computing.
However, we de￿ne some aspects that are particularly relevant for the case of pervasive
systems.
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Figure 4.1: Engineering Model for Software for Ubiquitous Systems
1. The experiments, which are a relevant aspect for the case of software-intensive
systems as a vehicle to deliver higher-value software products/services to users,
take a di￿erent dimension in the case of pervasive systems. In this case, the
experiments can be seen in a more speci￿c sense as data analytics mechanisms
which are essential for the whole process. That is, without data analytics it is not
possible to build software that allows pervasive systems to be in the way they are
envisioned (see Section 1.1 in Chapter 1).
2. While for software-intensive systems the experiments of the engineering process
can be manual or semi-supervised, for pervasive systems (which are expected
to feature self-adaptability) data analytics should be mostly semi-supervised and
whenever appropriate and possible unsupervised. That is, Machine Learning (ML)
techniques are fully integrated into the mechanisms, allowing to deal with complex
tasks while reducing considerably the manual work needed [De Masi et al., 2016].
3. Also due to self-adaptability requirements, the data analytics mechanisms should
be able to yield and use learning on di￿erent static and dynamic context factors,
including features about the users (e.g., preferences, behavior, identity), character-
istics of the environment, and the state of the logical and physical components of
the system.
4. All the phases of the development life cycle, except for feedback, ￿nd ￿t in a non-
73
Chapter 4. Engineering Model for Software for Ubiquitous Systems
sequential cycle in which all or some phases might be present, depending on the
speci￿c case. In what respect to the feedback, it should be considered as a vital and
continuous part of the development life cycle, which serves as the bridge between
the data analytics processes and the other phases of the engineering process.
5. The infrastructure proposed for the development cycle of software for software-
intensive systems can be used as basis for the case of pervasive systems. However,
in pervasive systems the instrumentation is vital to allow the system to operate and
including mobile network, devices, and sensors. The instrumentation is necessary
to obtain the data for analysis from the users, the environment, the system itself,
and other context factors.
4.4 Summary
In this chapter we answered RQ1-c to then provide solution to RQ1 by combining our
results from RQ1-a, RQ1-b, and RQ1-c. In addition, we gave our answer to RQ2-a. Specif-
ically, we described based on the literature what are the main mechanisms necessary
to provide smart functionality in pervasive systems. Then, we presented our proposed
model for the systematical engineering of software for pervasive systems that feature
smart functionality. Based on our engineering model and taking into account the outcome
of the research work to answer RQ1-a, we give our answer to RQ2-a which leads the way
from our model and into the answer we later give for RQ2.
Our proposed engineering model highlights the importance of data analytics mech-
anisms based on machine learning techniques as an essential element to support the
whole development cycle. The model speci￿ed the typical phases of the development of
software as part of a cycle where the only constant is the feedback component supported
by the data analytics mechanisms. Furthermore, our model stresses the importance of
the instrumentation, including smart devices and sensors, as a key part for the operation
of the system, as well as to obtain and provide information to the users, the system, and
the environment.
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Part III
Mechanisms to Support the
Development of Value-Added
Software Services for Smart
Environments
We present two essential mechanisms to support the development of value-added
software services for smart environments. Furthermore, we present potential
application services that can be built from the presented mechanisms.
The sections in this part are based on the work that has been presented in
the following papers:
• (Section 5) A. S. Guinea, A. Boytsov, L. Mouline, and Y. Le Traon. “Smart
Discovery of Periodic-Frequent Human Routines for Home Automation,”
submitted to IEEE International Conference on Pervasive Computing
and Communications (PerCom), 2019.
• (Section 6) A. S. Guinea, A. Boytsov, L. Mouline, and Y. Le Traon. “Con-
tinuous Identi￿cation in Smart Environments Using Wrist-Worn Inertial
Sensors,” in 15th EAI International Conference onMobile and Ubiquitous
Systems: Computing, Networking and Services (MobiQuitous 2018),
November 2018.
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Chapter 5
Discovery of Users’ Daily Routines at
Home
5.1 Introduction
In this chapter we answer one of the research questions in which we have broken down
RQ2, that is, RQ2-b: How to automatically learn users’ routines at home, even when they
are only frequent on speci￿c periodicities?
The vision of our approach can be understood with the following scenario (depicted in
Figure 5.1): Supposed a user enjoys watching a TV show every Monday at 17 hrs. While
doing so the user likes to turn on the heating radiator and close the blinds in the room.
This type of routines are indeed very common in people’s behavior and thus relevant in
learning their behavior patterns. As discussed previously in the dissertation, an important
supporting aspect for a smart home system to provide value through intelligent and
proactive assistance to users is to know the users’ common behaviors and routines [Aztiria
et al., 2012]. Thus, the goal is for the smart home system to infer routines as the one
described from event data of smart devices and sensors deployed in the space where the
user watches the TV. The challenge is, however, that existent approaches are only able to
￿nd routines that happen frequently in general and not for speci￿c periodicity as in our
example scenario, where the periodicity is ‘on Mondays at 17 hrs.’
if
then
Figure 5.1: Discovery of users’ periodic-frequent routines
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In this chapter we present an unsupervised approach to discover human routines, with
a speci￿c time and periodicity of occurrence, in unlabeled event data from smart devices
and sensors deployed at home. That is, our approach is able to discover both routines
that are in general frequent and those that are only frequent for speci￿c periodicities.
Furthermore, our approach is built to be resilient to variability in the way in which people
at home perform their routines, being able to recover periodic-frequent routines even
when they are not performed with exactly the same actions or at exactly the same time.
To assess the performance of our approach we conduct an extensive evaluation that
consists of an in the lab study, a study based on synthetic data, and an in-the-wild
study. In all cases we assess the routines found by our approach against the routines
actually performed by participants (for in the lab and in-the-wild studies) or simulated
in the synthetic data. Our results indicate that overall the approach has a high recall-
precision performance, being able to recover around 90% of the base routines in most
cases. Furthermore, our evaluation shows that our approach is robust in terms of being
able to maintain its performance level while tested under various heterogeneous scenarios
and with widely di￿erent combination of parameters.
The rest of the chapter is organized as follows. In Section 5.2 we describe the related
works, including state-of-the-art approaches for pattern mining, ￿nding human routines
in event data, and mining periodic-frequent patterns. We present our approach in Sec-
tion 5.3, where we ￿rst brie￿y describe the pattern mining algorithm we use as a basis, to
then go over the steps of our approach in detail. In Section 5.4 we present our evaluation
methodology, with the details about each of the three studies we conduct to assess the
performance of our approach. We present our results in Section 5.5, where we answer to
the questions that guide our empirical evaluation. In Section 5.6 we discuss about the
limitations of our approach, its practicality to be implemented in real scenarios, and the
validity of our evaluation. To close the chapter, we present a summary in Section 5.7.
5.2 State-of-the-art approaches
5.2.1 Pattern mining
The discovery of patterns in event data has been extensively studied in the literature. The
most basic approaches focus on unsupervised methods for obtaining frequent sequences
of events in data [Agrawal and Srikant, 1995, Mannila et al., 1997]. Some works have
explored the discovery of frequent patterns in relation to their time occurrence, either
matching simple actions of an activity to a speci￿c point in time [Aztiria et al., 2012], or
considering the time as a context factor involved in the discovery process [Seiter et al.,
2015].
In a somehow similar way as our approach, a number of previous works have focused
on discovering periodic-frequent patterns in transactional databases [Tanbeer et al.,
2009, Surana et al., 2011, Amphawan et al., 2009, Venkatesh et al., 2016]. The center of
attention in some cases have been to improve the e￿ciency and overall performance of
existing algorithms [Surana et al., 2011] and to deal with the increasingly widespread
issue of big data databases [Kiran et al., 2016]. Some other works have recognized, just as
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we have, the need to deal with partial patterns, which are more common to appear in
real-world scenarios [Kiran et al., 2017]. For time series data various approaches have
been proposed [Esling and Agon, 2012], however none of them consider the temporal
information as part of the discovery process. Recently, a distinct model to ￿nd partial
periodic-frequent patterns in a transactional database has been proposed [Kiran et al.,
2017]. This model is similar to our approach in the importance it gives to periodicity for
￿nding patterns and in its focus on partial periodic-frequent patterns. However, whereas
our approach is targeted to event data from human routines, their approach focuses on
web activity data. Overall, the approaches mentioned about periodic-frequent mining of
patterns in transactional databases consider as input a set of transactions, which in our
case is produced from event data.
For the speci￿c case of smart environments, di￿erent previous works have explored
approaches to identify regularly-occurring interactions between inhabitants and smart
home, based on data mining approaches [Heierman and Cook, 2003, Aztiria et al., 2010].
However, these approaches do not focus on routines with a speci￿c periodicity and
frequency.
5.2.2 Finding human routines in event data
The most prominent approaches related to ￿nding human routines in data have been
typically around the recognition of routines, which requires a labeling and training
phase. In this case, the problem is solved mostly through statistical (machine learning)
classi￿cation methods [Van Kasteren et al., 2008, Kim et al., 2010, Wen et al., 2015, Hu
et al., 2017]. In spite of the success shown by approaches for the recognition of human
routines in home environments, their need for a labeling and training phase represents
an issue, as the training process requires the labels to be both completely and accurately
annotated beforehand. Recently, di￿erent approaches have been proposed in an attempt
to alleviate this issue, allowing the use of uncertainty in labels [Hu et al., 2017] or the
recognition based on a limited amount of labeled data [Wen and Wang, 2017]. However,
labeling routines, which is an error-prone and laborious process [Nguyen et al., 2015],
remains necessary.
To a lesser extent, di￿erent unsupervised approaches have been proposed to mine ac-
tivities from data, without the need of data labeling and training [Kim et al., 2010, Rashidi
et al., 2011, Cook et al., 2013]. These approaches, however, exhibit low performance in
terms of the number of patterns discovered. As an answer to such performance issues,
some methods have resorted to combine a small amount of labelled data with unlabelled
data [Wen and Zhong, 2015, Wen andWang, 2017]. Other approaches have considered the
use of more context sources to achieve better recognition results [Wen et al., 2015, Wen
et al., 2016]. All these approaches use activity discovery as an step in the process of
activity recognition. Furthermore, they do not consider any type of temporal or periodical
component.
Concerning the problem of discovering human routines from sensor data, parametric
topic modeling has been used by most existing approaches to extract human activity
patterns [Huynh et al., 2008], [Farrahi and Gatica-Perez, 2008a], [Farrahi and Gatica-
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Perez, 2008b]. Other approaches, instead, have opted for nonparametric approaches in an
attempt to avoid the issues related to model selection [Sun et al., 2014], [Seiter et al., 2015].
In terms of the type of sensor data considered by previous works, mobile phone sensor
data [Farrahi and Gatica-Perez, 2008a], [Montoliu and Gatica-Perez, 2010] and ambient
sensor data [Koresho￿ et al., 2013, Dawadi et al., 2016] are among the most relevant.
Most existing routine discovery approaches focus mainly on recognizing the high-level
activities that form routines, while having the temporal component as a context factor or
extra information [Huynh et al., 2008, Seiter et al., 2015, Castro et al., 2015]. In contrast,
the main target of our approach is to discover human routines at home with speci￿c
periodicity and frequency, while considering low level actions instead of high-level
activities. We have found one relevant work that does focus on the periodicity of human
routines [Bamis et al., 2010]. However, this approach is limited to the identi￿cation of
single event routines.
Di￿erent from the state of the art, the main target of our approach is to discover
human routines at home with speci￿c periodicity and frequency. Furthermore, our
approach is unsupervised, without the need for a labeling and training phase, and allows
the identi￿cation of multi-event routines which are not necessarily performed in an
uniform manner.
5.2.3 Mining periodic-frequent patterns
The discovery of patterns in event data has been extensively studied in the literature. The
most basic approaches focus on unsupervised methods for obtaining frequent sequences
of events in data [Agrawal and Srikant, 1995, Mannila et al., 1997]. Some works have
explored the discovery of frequent patterns in relation to their time occurrence, either
matching simple actions of an activity to a speci￿c point in time [Aztiria et al., 2012], or
considering the time as a context factor involved in the discovery process [Seiter et al.,
2015].
In a somehow similar way as our approach, a number of previous works have focused
on discovering periodic-frequent patterns in transactional databases [Tanbeer et al.,
2009, Surana et al., 2011, Amphawan et al., 2009, Venkatesh et al., 2016]. The center of
attention in some cases have been to improve the e￿ciency and overall performance
of existing algorithms [Surana et al., 2011], as well as to deal with the increasingly
widespread issue of big data databases [Kiran et al., 2016]. Some other works have
recognized, just as we have, the need to deal with partial patterns, which are more
common to appear in real-world scenarios [Kiran et al., 2017]. For time series data
various approaches have been proposed [Esling and Agon, 2012], however none of them
consider the temporal information as part of the discovery process. Recently, a distinct
model to ￿nd partial periodic-frequent patterns in a transactional database has been
proposed [Kiran et al., 2017]. This model is similar to our approach in the importance
it gives to periodicity for ￿nding patterns and in its focus on partial periodic-frequent
patterns. However, whereas our approach is targeted to event data from human routines,
their approach focuses on web activity data. Overall, the approaches mentioned about
periodic-frequent mining of patterns in transactional databases consider as input a set of
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transactions, which in our case is produced from event data.
For the speci￿c case of smart environments, di￿erent previous works have explored
approaches to identify regularly-occurring interactions between inhabitants and smart
home, based on data mining approaches [Heierman and Cook, 2003, Aztiria et al., 2010].
However, di￿erent from our approach, these methods do not focus on routines with a
speci￿c periodicity.
5.3 Approach Overview
5.3.1 Background
A Pattern mining
Pattern mining is devoted to discover interesting patterns in databases. In this paper we
use as basis of our approach the Generalized Sequential Pattern (GSP) algorithm [Srikant
and Agrawal, 1996], which is an extension of the Apriori algorithm [Agrawal et al.,
1994, Agrawal and Srikant, 1995]. We ￿rst introduce some basic concepts of association
analysis, to then describe the steps of the Apriori algorithm, all of which will help to
understand the GSP algorithm.
The high-level idea of these algorithms is to be able to associate the occurrence of an
item based on the occurrences of other items in a transaction. Let I = {i1, i2, . . . , id} be
the set of all items under consideration (where items can refer to events, actions, or any
type of objects) and T = {t1, t2, . . . , tN } be the set of all transactions. Each transaction ti
contains a subset of items chosen from I . An itemset is a collection of one or more items.
If an itemset contains k items, it is called a k-itemset. We de￿ne as support the fraction of
transactions that contain an itemset and as support count the frequency of occurrence
of an itemset in a given set of transactions. We say that an itemset is frequent if its
support is greater than or equal to a minimum support minsup threshold. Furthermore,
let con￿dence be the ratio between the number of times two disjoint itemsets X and Y
appear together and the total number of occurrences of X in the entire set of transactions,
i.e., the con￿dence determines how frequently items inY appear in transactions containing
X .
A.1 Apriori algorithm. The Apriori algorithm was proposed as a scalable method
for mining frequent itemsets in a large transactional database [Han et al., 2007]. The
algorithm is based on the Apriori principle, which establishes that among frequent k-
itemsets, a k-itemset is frequent only if all its sub-itemsets are frequent [Agrawal et al.,
1994].
The Apriori algorithm is as follows:
Stage 1. Set k = 1 and generate frequent itemsets of length k
Stage 2. Repeat the following steps until no more frequent itemsets are identi￿ed.
Step 2.1. Generate k + 1 candidate itemsets from length k frequent itemsets
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Step 2.2. Discard candidate itemsets containing subsets of length k that are
infrequent
Step 2.3. Scan the database of transactions to determine the support of each
candidate itemset
Step 2.4. Eliminate candidates that are infrequent, i.e., those which support is
not greater than or equal to minsup
A.2 Generalized Sequential Pattern (GSP) algorithm. This algorithm is similar
to the Apriori algorithm but for mining sequential patterns. It adopts a multiple pass,
candidate generate-and-test approach [Srikant and Agrawal, 1996]. The algorithm is as
follows:
Stage 1. First pass over the database to yield all k-item frequent sequences for k = 1
Stage 2. Repeat the following steps until no more frequent sequences are found.
Step 2.1. Merge the pairs of frequent subsequences found in the (k   1)th pass
to generate candidate sequences that contain k items
Step 2.2. Discard the candidate k-sequences that contain infrequent k   1 sub-
sequences
Step 2.3. Make a new pass over the database to ￿nd the support for the candi-
date sequences obtained so far
Step 2.4. Eliminate the candidate k-sequences with support not greater than
or equal to minsup
5.3.2 Terminology
Here, we introduce terminology that we use in our approach. Our intent is not to provide
a de￿nitive description, but to establish a common understanding about how we use
these terms in this work.
Action. We call an action to any interaction that can be recorded between a person and
a (controllable) object in a given space. Examples of what we consider an action are:
turning On the light, turning O￿ the TV, opening the window, etc.
Activity session. A sequence of actions performed by a user during a “session” of activity.
This de￿nition has been inspired by web management concepts [Halfaker et al., 2015].
A particular activity session is thus described by a time of occurrence, a duration, and a
sequence of actions that form an activity. Speci￿cally, for the purpose of routine detection
we consider in place of time of occurrence and duration, day of the week and time slot
(i.e., start time and end time).
We consider that a “session” is active as long as a person is moving around the space or
is interacting with (controllable) objects in that space. We de￿ne two ways to distinguish
if a session has ended: halt-time threshold and all-counter actions criterion.
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halt-time threshold: This threshold, denoted as (ht ), corresponds to themaximum amount
of time after which if no motion has been registered, we consider that the activity
session has ended.
all-countered condition: We consider only actions that involve interaction with (control-
lable) objects at home. Furthermore, we say that counter actions are such that
produce opposite e￿ects, e.g., “turning On the light” is a counter action to “turning
O￿ the light” and vice versa, increasing the temperature is a counter action to
decreasing the temperature and vice versa. The all-countered condition is satis￿ed
when for every action in an activity there is a counter action within the same
activity.
Activity routine. It refers to an activity session de￿ned with a speci￿c periodicity (e.g.,
on Wednesdays) and frequency (e.g., every Wednesday or half of the total number of
Wednesdays in consideration). In our approach we consider weekly routines as a basis.
5.3.3 Algorithm
The steps of our approach, including input and output, are as follows:
Input. Interaction and motion event data
Step 1. Detection of activity sessions
Step 2. Discovery of activity routines
Output. Activity routines
Next, we describe each part of the algorithm in detail.
Input – Event data. The event data considered as input for our approach concerns only
events reported by sensors and devices that either hint interaction between occupants
and (controllable) objects (e.g., appliances connected to a smart plug), or hint occupants’
presence through motion.
Step 1 – Detection of activity sessions. This step receives as input interaction and
motion event data and yields as output a set of activity sessions of the form
hday of the week, exact start time, extact end time, haction1, action2, · · · , actionni i
Detecting activity sessions is divided into two steps:
Step 1.1. Based on the halt-time threshold (ht ), detect activity sessions. The whole
event data is processed from beginning to end sequentially. An activity session
is considered started when the ￿rst event (at the beginning of the event data or
after the end of another session) is encountered. From that point on, all events
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are considered part of the same activity session until the time between a False
and a True value reported by a motion sensor considered exceeds the value of the
threshold ht .
Step 1.2. For all activity sessions detected, a split step is performed to avoid having
sessions that contain other sessions. To this end, the all-countered condition is used.
The actions of the activity are considered from beginning to end, and if at any point
the all-countered condition is met (i.e., a counter action has been found for every
action), the session is split at that point into two sessions. The process continues
over the second session of the two obtained after the split, until all actions have
been processed.
Step 2 – Discovery of activity routines. This step receives as input a set of activity
sessions and produces as output a set of activity routines, each specifying its periodicity,
frequency, and time slot (time of occurrence). An activity routine has the form
hperiodicity, frequency, time slot, haction1, action2, · · · , actionni i
The discovery of activity routines comprises two steps:
Step 2.1. Discover tentative activity routines in the set of activity sessions using an
adapted version of the GSP algorithm. Speci￿cally, each activity session is seen
as a ‘transaction’ which preserves the order of the activity session. The day of the
week and each actioni of the activity session are considered items, and the exact
start time and exact end time are combined into one item that corresponds to one of
several prede￿ned time slots. We consider prede￿ned time slots of 30 minutes that
uniformly divide a whole day. Then, GSP is applied (as explained in Section 2) over
the set of activity sessions seen as transactions, producing sequences which support
count is greater than or equal to the minimum supportminsup threshold established.
The resulting sequences correspond to tentative activity routines, where day of
the week is the periodicity of the routine—since we consider weekly routines—(i.e.,
what day of the week the routine is repeated weekly) and the frequency of the
routine is the number of activity sessions that support it.
Step 2.2 Select activity routines based on a two-stage con￿dence/weak-con￿dence
process. We establish a minimum ‘strong’ con￿dence minconf threshold and a min-
imum ‘weak’ con￿dence min-wconf threshold, where the con￿dence is a measure
of the ratio between the number of times the routine is repeated (i.e., the number
of activity sessions that support it) and the total number of weeks covered by the
entire event data. The threshold min-wconf can be less than or equal to the thresh-
old minconf. The ￿rst stage accepts all activity routines which con￿dence value
is greater than or equal to min-wconf. In the second stage, the count of support
for the computation of con￿dence of a routine is made allowing one discrepancy
in the sequence of actions of the activity sessions considered. A discrepancy can
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be a missing action, an extra action, or a transposition between two actions. If the
con￿dence value of an activity routine, computed in this manner (i.e., allowing
one discrepancy), is greater than or equal to minconf, then the activity routine is
selected.
Output – Activity routines. This output is the product of Step 2. It contains all the
information of the found routines such as time of occurrence, periodicity, frequency, and
sequence of activities. This output is used to verify the performance of the approach
in terms of discovered routines with respect to base routines. Furthermore, this type of
output can serve for further feedback to a learning module of a smart home system.
5.4 Evaluation Methodology
5.4.1 In the lab study
The goal of this study is to evaluate our approach under controlled conditions, while
considering a dataset of real sensors/devices events, gathered from scripted routines
performed by real people.
A Experimental setup
A.1 Environment. This study took place in the Internet of Things (IoT) laboratory
of University of Luxembourg located at the Interdisciplinary Center for Security, Relia-
bility and Trust (SnT). The IoT lab holds an approximate area of 44 m2, where various
experiments related to smart spaces and IoT systems are conducted. For this particular
study 4 di￿erent spaces were arranged. Each of these spaces resemble a small version of
spaces (or rooms) typically found in a dwelling: bedroom (BR), living room (LR), dining
room (DR), and study (S). The ￿oor plan of the IoT lab, as prepared for this study, is shown
in Figure 5.2. The bedroom (BR) has one window with blinds and a heating radiator
underneath, it is furnished with a single bed, a night table, and a small bookcase next to
it. The living room (LR) has one window with blinds, a big bookcase near the window,
a TV bench, and a two-seat sofa. The dining room (DR) has one window with blinds, a
small table near the window, and a dining set with a table and four chairs. Both LR and
DR share a heating radiator placed near their windows. The study (S) has no windows,
and it is furnished with a small bookcase, a desk, and a chair.
Concerning home appliances, the rooms were equipped as follows: BR has 1 ￿oor
lamp (a-1) and 1 table lamp (a-2); LR has 1 ￿at-panel TV (a-3) and 1 ￿oor lamp (a-4); S has
1 table lamp (a-5) and 1 laptop (a-6). The lab is equipped with an audio system that has
speakers in BR, LR, and DR. There are blinds in rooms BR, LR, and DR which are used
through remote control.
A.2 Participants. The participants of this study are 3 members of our team. All three
participants are male with an average age of 30.
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Figure 5.2: Floor plan of the IoT laboratory used as environment for the in the lab study
A.3 Instrumentation. In this study we used a number of smart devices and sensors
to capture the interactions between the participants and the home-like environment in
the di￿erent spaces of the laboratory. These devices and sensors are: wall plugs (Fibaro1
smart plug), a remote control (Aeotec key fob remote2), window sensors (Fibaro3), a USB
stick for creation and management of a Z-wave network (Aeotec Z-Stick4), and multi-
sensors (Aeotec Gen55 and Gen66)—including motion, temperature, and humidity sensors.
All the smart devices/sensors employed are Z-wave compatible, allowing manageable
integration and interoperability. The Z-stick was paired to all sensors and devices and
it was connected to a computer which run our implementation for data collection and
management.
A total of 8 wall plugs (wp-2,10,12,21,28,11,15,16) were connected between electrical
outlets and speci￿c electrical appliances. In BR the ￿oor lamp (a-1) was connected to
wp-12 and the table lamp (a-2) to wp-10. In LR the TV (a-3) was connected to wp-28, while
the ￿oor lamp (a-4) was connected to wp-21. In S the table lamp (a-5) was connected to
wp-15 and the laptop (a-6) to wp-16. The audio system, with speakers in BR, LR, and DR,
was connected to wp-9. In addition, we used wall plugs wp-2 in BR and wp-11 in LR and
DR to register “On” and “O￿” states of the heating radiators7 (every time the participant
change the state in the radiator, he had to match the state of the wall plug to the state of
1http://manuals.￿baro.com/wall-plug/
2https://aeotec.freshdesk.com/support/solutions/articles/6000065292-key-fob-gen-5-user-manual-
3http://manuals.￿baro.com/door-window-sensor/
4https://aeotec.freshdesk.com/support/solutions/articles/6000056439-z-stick-gen-5-user-manual-
5https://aeotec.freshdesk.com/support/solutions/articles/6000056451-multisensor-gen5-user-guide-
6https://aeotec.freshdesk.com/support/solutions/articles/6000057073-multisensor-6-user-guide-
7 we use this over a smart radiator knob for simplicity
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Table 5.1: Sensors/devices by room used in the lab study
Room Sensors/devices
Bedroom (BR) wall plugs: wp-9 (audio system), wp-10 (night table lamp), wp-2 (radiator)
motion sensors: m-18, m-22
outer blinds: b-51
Living room (LR) wall plugs: wp-9 (audio system), wp-28 (TV), wp-21 (￿oor table), wp-11
(radiator)
motion sensors: m-23, m-20
outer blinds: id-51
Dining room (DR) wall plugs: wp-9 (audio system), wp-11 (radiator)
motion sensors: m-24
blinds: b-51
Study (S) wall plugs: wp-15 (table lamp), wp-16 (computer)
motion sensors: m-19
the radiator).
We used 6 multi-sensors, 2 in BR and in LR, and 1 in DR and S, respectively. In BR,
multi-sensor m-18 was placed in one of the mid shelves of the bookcase pointing to
capture motion on the bed, and multi-sensor m-22 was set near one of the sides of the
room to cover as much of the motion within the space of the room as possible. In LR,
multi-sensor m-20 was placed at a height of approximately one meter, on one of the
sides of the room, to capture the motion happening in the center of the room, while
multi-sensor m-23 was placed on the top of the sofa to cover the motion of people sitting
on the sofa. In DR, multi-sensorm-24was set on top of the small table near the window to
capture as much motion happening around the dining table as possible. In S, multi-sensor
m-19 was placed right in front of where a person’s upper body would be while sitting, in
order to capture the motion of the person while reading or interacting with the laptop.
To allow participants to interact with the audio system and the blinds (in BR, LR, and
DR), and the TV (in LR) we programmed the key fob remote control. The remote has 4
buttons, of which we programmed one to switch between the “On” and “O￿” states of
the audio system8, and a second button to switch between the “On” and “O￿” states of
the TV. From the remaining two buttons, we use one to take the blinds up and the other
one to take the blinds down. The “up” button also serves to stop the blinds if they are
being taken down, and similarly the “down” button can be used also to stop the blinds if
they are being taken up. Table 5.1 shows the relation between rooms and devices used
for this study.
8 the audio system was set to play continuously through a prede￿ned playlist
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A.4 Data collection and management. We collected the events reported by the
wall plugs, multi-sensors, and (controllable) blinds deployed in the laboratory. No data
was collected concerning the pressing of buttons on the remote. An event reported by
the sensors and devices of this study includes the following information: timestamp of
the event, id of the device or sensor, variable being reported (e.g., a wall plug may report
on its “On”/“O￿” and on the energy consumption of the appliance connected to it), the
value of the reported variable, and the type of the reported value (e.g., numeric, binary—
“On”/“O￿” or True/False).
An event is reported by a sensor or device when a variable, which is expected to
report changes, gets its value modi￿ed. The latency in this case depends largely on the
report interval to which the device or sensor is set. For wall plugs and blinds this is not
an issue, however, for the motion sensor of the multi-sensor the latency as well as the
sensitivity has to be calibrated taking into consideration the kind of motion expected to
be sensed, e.g., long motion of people passing by or short movements executed by people
while typing or reading. We calibrated our sensors according to their placement in the
laboratory.
To manage the data coming from our instrumentation, we use an existing framework
based on model driven engineering which allows to store, manage, retrieve, and navigate
through historical information of cyber-physical systems in a resource-e￿cient man-
ner[Hartmann, 2016]. This approach works by having a ￿xed model of each device with a
related timeline, where the modi￿cation of the variables of the model together with their
timestamp are maintained [Hartmann et al., 2014]. The approach has been successfully
applied in the domains of smart grids and IoT [Moawad et al., 2015, Hartmann et al., 2015].
In our case, the use of this framework allowed us to store all the historical information of
the events of the devices and sensors, to later retrieve exactly the parameters we need
for the speci￿c period of time we were targeting.
B Study design
B.1 Questions. Guided by the goal of this study we target to answer the following
questions:
ch5-lab-Q1. How many of the routines followed by people can the approach recover
from the event log of smart sensors/devices under the controlled environment of
the laboratory?
ch5-lab-Q2. How robust is the approach and what are the parameters that have a
higher in￿uence on its performance?
B.2 General description. To answer ch5-lab-Q1 and ch5-lab-Q2 we design an exper-
iment that allows to measure the performance of our approach in a systematic way in
the controlled environment of the laboratory.
Base patterns. Activity routines de￿ned by design in the schedule followed by the
participants.
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…
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Figure 5.3: Excerpt of the schedule
Discovered patterns. Activity routines found by our approach from the event data
gathered.
Rationale. We de￿ne a set of activity routines (i.e., base patterns) and arrange them
in a schedule form to be followed by the participants of the study. The participants
follow the schedule by performing the actions described, while the smart devices
and sensors deployed report the events related to motion and interaction with
various (controllable) objects around. The reported events are stored according
to our data management process. The data collected during the days that the
experiment is set to last is used as input to our approach. Finally, the set of activity
routines discovered by our approach (i.e., discovered patterns) is compared against
the base patterns.
B.3 Schedule of scripted activities. We break down scripted routines into activities
with a speci￿c time slot ( i.e., starting time and end time), as well as a prede￿ned periodicity
and frequency. To do this, we ￿rst de￿ne a set of scripted activities, such as ‘watching TV
with the blinds half-way open and the heater On’ or ‘having a meal with the blinds open
while listening to music’. The script of an activity is de￿ned as to provide a set of steps or
actions for the participant to follow, including a suggested minimum and a maximum
duration. In addition to the steps, each activity script includes a short description, the
room where it is to be performed, the participant to whom the activity is assigned, and
an identi￿er. Figure 5.4 shows an excerpt of the script of activities used in this study.
The scripted activities were obtained from the combination of a simple base of actions,
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Figure 5.4: Excerpt of the activity scripts
depending on the room. Thus, in BR a participant may be scheduled to lie on the bed
to read or relax, while possibly listening to music, which may involve one or more of
the following actions: turn On/O￿ the music system, take Up/Down the blinds, and turn
On/O￿ the table lamp. In LR, a participant may be assigned to sit on the sofa to read,
watch TV, or listen to music, which may involve one or more of the following actions:
turn On/O￿ the TV, turn On/O￿ the music system, and take Up/Down the blinds. In DR, a
participant may be assigned to have a meal or a co￿ee, while possibly listening to music,
which may involve one or more of the following actions: turn On/O￿ the music system
and take Up/Down the blinds. In S, a participant may be asked to read or use the laptop,
which may involve either turning On/O￿ the table lamp or turning On/O￿ the laptop.
Once the set of activities are established, we de￿ne each routine by taking one of
the activities and setting the time slot in which the activity is expected to take place, its
periodicity, concerning the days when the activity is to be repeated, and its frequency, in
terms of the speci￿c weeks in which the activity ought to occur out of the total number
of weeks of the span of the experiment.
Finally, we arrange the routines on a schedule that details what activities are to be
followed per calendar day, with their corresponding time slot. The suggested duration
for an activity session is between 3 and 5 minutes, with 3 activities being typically
scheduled within a 30 minutes time slot (i.e., activities are not supposed to have a duration
that exceeds 10 minutes). Figure 5.3 shows an excerpt of the schedule followed by the
participants.
Overall, the schedule included a minimum of 12 activities per participant per day.
Activities were scheduled for mornings and afternoons, from around 8 a.m. to around
5 p.m. The schedule spanned a total of 22 days over a period of 5 weeks. The routines
considered include periods (i.e., time between the repetition of the activity per week) such
as daily, every other day, and only one, two, or three days per week. In terms of frequency
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(i.e., how often the activity is repeated over the weeks that span the experiment), routines
are considered to happen every week or all weeks except for one, two, or up to three
weeks. The total number of routines included by design in the schedule is 85. This is the
number of base patterns that our approach is expected to ￿nd.
B.4 Metrics. In order to answer questions ch5-lab-Q1 and ch5-lab-Q2 we assess our
approach using four metrics. Three of these metrics are standard in the evaluation of
pattern discovery approaches, namely, precision, recall, and F1-measure. In addition, we
evaluate the robustness of our approach.
Precision P , is de￿ned as the ratio of correct patterns detected out of all detected
patterns (including incorrectly detected patterns). Recall R, on the other hand, is de￿ned
as the number of correctly detected patterns divided by the total number of base (input)
patterns. F1-measure is the harmonic mean between precision and recall, giving them
both equal weight into a single performance measure:
F1 =
2 ⇤ P ⇤ R
P + R
(5.1)
We evaluate the robustness of our approach based on an existing evaluation framework
for pattern mining [Gupta et al., 2008]. Here, robustness assesses the sensitivity of the
approach to its input parameters. In our case, we examine the behavior of F1-measure for
a parameter space of minimum support minsup, minimum con￿dence minconf, minimum
weak con￿dencemin-wconf, and halt-time ht threshold. Speci￿cally, robustness according
to [Gupta et al., 2008] is evaluated by obtaining the mean and variance of the F1-measure
for the top k% combination of parameters, where the mean denotes the performance of
the algorithm in terms of quality of the patterns and the variance denotes how sensitive
it is to the selection of parameters. The ideal case is for the mean to be high and the
variance low. However, in real-world applications one may consider acceptable to have
consistent low variance values at the cost of pattern quality.
Our evaluation of robustness is twofold: ￿rst, we consider the mean and variance
for the top 10% (i.e., k = 10) of combinations of parameters for which the values of
F1-measure are the highest, and second, we consider the mean and the variance for all
combinations of parameters.
C Execution of the experiment
The experiment spanned a period of 22 weekdays, from December 15 to December 23 of
2016 and from January 16 to February 3 of 2017. Activities were mainly concentrated
between 8 a.m. and 5 p.m. More than 100 thousand events from sensors and devices were
gathered during the whole experiment, with an average of 5,679 events per day.
C.1 Selected dataset. For the purpose of evaluating our approach, from the event
data of multi-sensors, we only consider events from the motion sensors.
Out of the total event data collected we excluded for the evaluation of our approach
data reported by wall plugs wp-12 (in BR) and wp-21 (in LR). The reason for this was
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that these devices were implemented for the sole purpose of responding to the motion
sensors in their respective rooms in order to provide feedback of the continuous correct
operation of the sensors. This was achieved by mirroring the value, True or False, of
motion from the sensor to the value, "On" or "O￿", of the wall plug.
In addition, we excluded from the evaluation event data from both window sensors
deployed (i.e., w-3 and w-26). The decision at this respect was taken, after the collection
had concluded, when we realized through data analysis that the recorded data from both
sensors was inconsistent and not reliable.
The event data excluded from consideration for evaluation is still present in the
datasets we are making publicly available (see Section 5.4.4).
5.4.2 Synthetic data study
The goal of this study is to evaluate our approach under di￿erent cases which either are
expected to emerge in real life or they test speci￿c capabilities or sensitive aspects of the
approach.
A Synthetic data generator
We built a data generator for this work. The programming language used for the imple-
mentation is Python. We design the generator based our experience with the lab study. In
fact, the generator itself is meant to simulate the event data that the activity of real people
would produce, as it occurred in the laboratory. Speci￿cally, the data generator takes as
input a schedule, with the same format as the one used in the lab study, to generate event
data similar to the one that the activity of real people would cause devices and sensors to
report.
We incorporated some speci￿c features in our data generator aimed at simulating
di￿erent scenarios that may occur in real life or that test a particular aspect of our
approach. Speci￿cally, these features are:
• De￿nition of routines for a particular time of the day and periodicity, and with
speci￿c frequency.
• De￿nition of activities with di￿erent duration, according to a prede￿ned range,
• De￿nition of routines with ‘correct’ activities and ‘incorrect’ activities, specifying
their particular chance of occurrence.
• Con￿gurable motion sensor reporting rate. The default rate is of 1 triggering every
30 seconds on average.
For the generation of synthetic data we consider the same number of devices and
rooms used in the lab study.
B Study design
B.1 Questions. To help us achieve the goal of this study, we propose to answer the
following questions:
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ch5-syn-Q1. What is the behavior of our approach under ideal conditions?
ch5-syn-Q2. How is the performance of our approach a￿ected if the duration of the
activities that form a routine vary widely?
ch5-syn-Q3. What is the impact that di￿erent deviations on the actions of the
activities that form a routine have on the performance of our approach?
ch5-syn-Q4. How does the responsiveness of motion sensors a￿ect the performance
of our approach?
B.2 General description. To answer the questions of this study we design an exper-
iment that consists of a series of trials and sub-trials that evaluate the performance of
our approach systematically under various scenarios.
Base patterns. Activity routines de￿ned by design in the schedule that serves as
basis for the data generation.
Discovered patterns. Activity routines found by our approach from the event data
produced by our data generator.
Rationale. We de￿ne a set of activity routines (i.e., base patterns) and arrange them
in a schedule form. Our synthetic data generator takes the de￿ned schedule and
produces event data according to prede￿ned parameters (see Section A). The event
data generated is used as input to our approach. Finally, the set of activity routines
discovered by our approach (i.e., discovered patterns) is compared against the base
patterns.
B.3 Experimental trials. To answer the questions of this study we perform 4 dif-
ferent experimental trials, each focusing on one particular question. For this study we
have considered longer time span compared to the other studies of our evaluation, in an
attempt of taking advantage of the data generator. Overall, trials span a period between
3 and 6 months.
Trial 1. This trial focuses in evaluating the approach under ideal conditions The trial
considers a total of 331 base patterns. The time span of the simulated routines for
this trial is 3 months. The total number of events generated for the dataset of this
trial is 176,917.
Trial 2. In this trial we examine the approach under variations on the duration of
activities within the same routine. That is, a routine repeats the same activity but
with widely di￿erent durations every time. In addition, we incorporate activities
that occur in parallel, but only in di￿erent rooms. This trial encompasses 3 subtrials
(tr2-1, tr2-2, tr2-3), each with di￿erent range of possible activity duration for rou-
tines, di￿erent base patterns, and di￿erent time span. Table 5.7 details information
about the datasets generated for each of these subtrials in terms of time span (in
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Table 5.2: Subtrials of Trial 2
Subtrial Time span (mos.) Base patterns (#) Activity duration (s) Events (#)
tr2-1 3 68 (1500, 2400) 158,613
tr2-2 4 60 (360, 3600) 230,827
tr2-3 5 177 (2400,3300) 1,144,395
Table 5.3: Subtrials of Trial 3
Subtrial Time span
(mos.)
Base
patterns
(#)
Activity
duration (s)
Original
schedule
Events (#)
tr3-1 and tr3p2-1 6 331 (340, 380) tr1 350,917 and 351,745
tr3-2 and tr3p2-2 6 68 (1500, 2400) tr2-1 316,233 and 316,614
tr3-3 and tr3p2-3 6 60 (360, 3600) tr2-2 349,727 and 348,839
tr3-4 and tr3p2-4 6 177 (2400,3300) tr2-3 1,366,426 and 1,365,762
months), number of base patterns, range of activity duration (in seconds), and
number of events in the generated dataset.
Trial 3. This trial is mainly focused on evaluating the ability of our approach to deal
with discrepancies in the actions of the activities that form a routine. The ￿rst
one is aimed at generating event data that considers routines with a 70% chance
of being performed ‘correctly’ (according to the base activity of the routine) and
30% chance of being performed ‘incorrectly’, where this 30% chance is evenly
distributed among errors that in theory our approach can handle under default
con￿guration, i.e., at most 1 missing action, 1 extra action, or 1 swap between two
actions. This ￿rst part encompasses 4 subtrials (tr3-1, tr3-2, tr3-3, tr3-4), each using
as schedule for generation a modi￿ed version of previous schedules used for trials
1 and 2. The second part of trial 3, which encompasses 4 subtrials (tr3p2-1, tr3p2-2,
tr3p2-3,tr3p2-4) as well, considers trials similar to the ￿rst part, with the main
distinction being the inclusion of an additional 10% chance of having an ‘incorrect’
activity within a routine, but in this case the erroneous activity includes more than
the approach can handle under default con￿guration. Speci￿cally, the ‘error’ is
about two swaps of actions within an activity. Our intent in this case is to evaluate
the impact that an ‘error’, which in theory our approach cannot handle, may have
on the performance of the approach. Table 5.3 shows the information related to
the datasets generated for the di￿erent subtrials of trial 3, in terms of time span
(in months), number of base patterns, range of activity duration (in seconds), and
number of events in the generated dataset.
Trial 4. This trial is aimed at evaluating the impact that variations on the reporting
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Table 5.4: Subtrials of Trial 4
Subtrial Time span (mos.) Base patterns (#) Activity duration (s) Events (#)
tr4-1 6 331 (340,380) 1216,544
tr4-2 6 331 (340,380) 162,710
tr4-3 6 331 (340,380) 270,080
tr4-4 6 331 (340,380) 257,222
Table 5.5: Summary of number of base patterns and number of events per experimental
trial of the synthetic data study
Trial No. # base patterns # datasets Avg. time span (months) # events Avg. # events per day
1 331 1 3 176,917 1,966
2 305 3 4 1,533,835 4,261
3 538 4 5 3,697,746 5,869
4 todo 16 6 14,345,637 4,981
5 todo 19 6 7,901,884 2,310
Total 43 5 27,656,019 3,747
(or response) rate of the motion sensors may have on the performance of our
approach. To place the focus only on this issue, we use as a basis the schedule of
trial 1, which refer to an ideal case, and set our data generator to produce motion
sensor events at di￿erent rates from the default rate of 30 seconds. We have 4
di￿erent subtrials (tr4-1, tr4-2, tr4-3, tr4-4), each with a dataset generated with a
speci￿c reporting rate of the motion sensors. Subtrial tr4-1 considers an average
rate of 60 seconds for all motion sensors, subtrial tr4-2 an average rate of 90 seconds
for all motion sensors, subtrial tr4-3 an average rate of 60 seconds for the motion
sensors in BR and the default rate (i.e., 30 seconds) for the other three rooms,
and subtrial considers an average rate of 90 seconds for BR, an average rate of 60
seconds for LR, and the default rate for the other two rooms. Table 5.4 shows the
information related to the datasets generated for the di￿erent subtrials of trial 4, in
terms of time span (in months), number of base patterns, range of activity duration
(in seconds), and number of events in the generated dataset.
Table 5.5 presents a summary of the base patterns and number of events per experi-
mental trial of the synthetic data study.
B.4 Metrics. To answer the questions of this study we consider the same metrics used
for the lab study, namely, precision, recall, F1-measure, and robustness. See Section 4.1.2–
Metrics for the de￿nitions.
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5.4.3 In-the-wild study
The goal of this study is to evaluate our approach under real-world conditions, including
a real home, deployment of commercially available smart devices and sensors, as well as
real people going about their daily routines without any constraints.
A Study setup
A.1 Environment. This study was conducted in an apartment of approximately 82
m2, with 2 bedrooms, 1 living room, 1 kitchen, and a bathroom. No smart home system
or smart devices or sensors had been ever deployed in this apartment previously. A
simpli￿ed ￿oor plan of the apartment is shown in Figure 5.5. The only rooms that are
considered in the study are marked in the ￿oor plan, that is, ‘parents’ room (PR), M. room
(MR), living room (LR) and kitchen (K). The ‘parents’ room (PR) has one TV bench in
front of the bed, two tables facing each other near the window, and near the door of
the room there is a wardrobe next to the bed and facing a bookcase. The M. room (MR)
has one window with a desk to its right and a chest of drawers to its left. Next to the
chest there is a bookcase, and near the door of the room there is a round table facing a
wardrobe which is next to the bed. In the living room (LR) there is a TV bench near a
large window which has a ￿sh tank underneath, followed by a desk on the corner and a
three-seat sofa and an armchair next to it. On the opposite side there is a showcase and a
bookcase, and a piano is between the two doors of the room, one to the hallway and one
to the balcony. The kitchen (K) has a dining table set with a table and four chairs next to
the refrigerator, which is opposite to the kitchen cabinetry with a corner countertop.
The home appliances found in the apartment and considered for this study are as
follows: from PR we consider 1 TV (a-1) and 1 laptop (a-2); from MR, 1 laptop (a-3) and 1
table lamp (a-4); from LR we consider 1 TV (a-5), 1 laptop (a-6), and 1 table lamp (a-7);
from K we consider an electric kettle (a-8).
A.2 Participants. This study considers 7 participants (4 female and 3 male). The
participants are 2 older adults (average age= 60.5), 4 young adults (average age= 27.25)
and a 3-year-old child. Of these, 3 are the inhabitants (a young adult and two older adults)
of the apartment considered, 3 are frequent family visitors, and 1 is a short-term guest.
The event data collected for this study was gathered from all 7 persons. However, the
interviews that helped to assess the approach were conducted only with home inhabitants.
A.3 Instrumentation. Similarly to the lab study, we used in this study di￿erent
smart devices and sensors to obtain event data of the interaction between the participants
and the home environment. Some devices and sensors are the same as in the lab study.
These are: the wall plugs (Fibaro smart plug), the USB stick for creation and management
of a Z-wave network (Aeotec Z-stick), and the multi-sensors (Aeotec Gen5 and Gen6).
The window sensors were chosen to be di￿erent from the lab study (Aeotec 69 instead of
Fibaro) following the issues we had in the lab (see Section A–Selected dataset). In this
study no remote control was used. In a similar way as we did in the lab study, the USB
9https://aeotec.freshdesk.com/support/solutions/articles/6000161816-door-window-sensor-6-user-guide-
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Figure 5.5: Floor plan of the apartment considered for the in-the-wild study
Z-wave stick was paired to all sensors and devices and to a computer that was set to
continuously run our implementation for data collection and management.
A total of 8 wall plugs (wp-2,10,11,13,14,15,16,27) were connected between electrical
outlets and speci￿c electrical appliances. In PR the TV (a-1) was connected to wp-15 and
the laptop (a-2) to wp-16. In MR the laptop (a-3) was connected to wp-27 and the table
lamp (a-4) to wp-14. In LR the TV (a-5) was connected to wp-13, the laptop (a-6) to wp-2,
and the table lamp (a-7) to wp-11. The kettle (a-8) in S was connected to wp-10.
A total of 6 multi-sensors were used, 1 in PR, 2 in MR, 2 in LR, and 1 in K. In PR
multi-sensor m-24 was placed in front of the bed to cover the space where most of the
motion in the room occurs typically, according to the inhabitants (i.e., around the bed
and tables near the window). In MR two multi-sensors were placed on opposites sides
of the room, also considering with the room’s inhabitant where the motion happens
usually in the room. Thus, one multi-sensor (m-23) was placed on top of the chest of
drawers near the window, pointing to the desk. The second multi-sensor (m-26) was
placed on top of the table near the door, pointing to the wardrobe and the bed. In LR we
also used two multi-sensors in opposite sides of the room: on top of the TV bench we
placed multi-sensor m-19 pointing mainly to the desk and partly to the sofa, and on top
of the piano we placed multi-sensor m-20 trying to cover the center of the room and the
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Table 5.6: Sensors/devices by room used in the in-the-wild study
Room Sensors/devices
Parents room
(PR)
wall plugs: id-15 (TV), id-16 (computer)
motion sensors: id-24
window sensors: id-51
M. room (MR) wall plugs: id-14 (table lamp), id-27 (computer)
motion sensors: id-23, id-26
window sensors: id-6
Living room (LR) wall plugs: id-2 (computer), id-11 (table lamp), id-13 (TV)
motion sensors: id-19, id-20
Kitchen (K) wall plugs: id-10 (kettle)
motion sensors: id-21
sofa and arm chair. In K we placed multi-sensor m-22 to capture the activity of people
around the dining set. Table 5.6 shows the relation between rooms and devices used for
this study.
A.4 Data collection and management. We collected the events reported by the
wall plugs and multi-sensors deployed in the apartment considered. In general the data
collection and management for the in-the-wild study is similar to that of the lab study
(see Section A–Data collection and management).
B Study design
B.1 Questions. We target to answer the following questions in order to achieve the
goal of this study:
ch5-wild-Q1. What is the performance of our approach in the wild?
ch5-wild-Q2. What compromises have to bemade in the wild compared to controlled
environments?
Question ch5-wild-Q1 is to be answered in terms of the activity routines found by our
approach and the patterns that the occupants participating in the study recall to have
actually performed. Question ch5-wild-Q2 is meant to be answered once the evidence
from the other two is in place.
B.2 General description. To answer ch5-wild-Q1 we design an experiment that
allows to measure the performance of our approach systematically, based on what the
inhabitants participating in the study recall.
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Base patterns. Compilation of the activity routines that the inhabitants recall to
typically perform and have actually performed during the days that the experiment
takes place. This information is gathered through interviews conducted with the
three inhabitants before and during the experiment. Their feedback is compiled
altogether into the set of based activity routines.
Discovered patterns. Activity routines discovered by our approach from the event
data gathered.
Rationale. The participants perform their daily routines without any type of con-
straints, while the smart devices and sensors deployed report on the events related
to motion and interaction with the various selected (controllable) objects around.
The data collected during the days that the experiment is set to last is used as input
to our approach. As last step, the set of activity routines found by our approach is
compared against the base patterns.
The answer of ch5-wild-Q2 is expected to come as an aftermath of conducting the
experiment used to answer ch5-wild-Q1.
B.3 Interviews. We conduct interviews with the inhabitants participating in this
study to help answering the questions presented above.
Before. This phase of interviews is set to take place prior to the start of the exper-
iment. The goal is to ask to each of the inhabitants what routines they recall to
typically follow in their daily routines, which they believe will continue to appear
during the time the experiment is expected to be active.
During. In this phase, interviews are to corroborate or otherwise correct the answers
that the inhabitants provide in the ‘before’ phase. The main goal is to learn from
the inhabitants if the daily routines recalled in the previous phase have actually
been performed and if any unexpected routine have emerged during the time the
experiment have been active.
After. This phase of interviews is dedicated to present to the inhabitants any routines
found by our approach but not recalled by themselves in the previous phases, to
learn if it seems plausible that such routine occurred and what might be the possible
reasons for the original omission.
The responses gathered during the ‘before’ and ‘during’ interviews are to be compiled
in order to serve as the ground truth for the evaluation of our approach. In other words,
the routines mentioned by the inhabitants during these interviews are meant to be the
base routines against which the routines found by our approach from the event data are
to be compared. The interviews conducted only include inhabitants and are only aimed
at learning about the inhabitants’ routines. This is because we consider in this study that
the activity of visitors correspond to noise in the event dataset.
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C Execution of the experiment
The experiment lasted for 49 days. Speci￿cally, event data from smart devices and sensors
was collected, twenty-four hours a day, seven days a week from around 10 in the morning
of 10 June 2017 until around 3 in the afternoon of 28 July 2017. The total number of
events in the data is over 2 million, with an average of 46,329 events per day. Prior to
the experiment we took 2 days, in a deployment and testing phase, to ensure that all
devices and sensors were reporting data correctly. The inhabitants of the apartment were
involved during this phase to try to guarantee that the placement of the devices and
sensors was as optimal as possible for the experiment, while avoiding inconvenience for
the people at home.
C.1 Interviews. The ‘before’ phase of our interviews took place one day prior to the
start of the experiment, in an in-person session of 20-30 minutes, with each of the three
inhabitants. The weekly interviews of the ‘during’ phase were conducted every Saturday
(￿rst on June 17 and last one on July 22), during video call sessions of 10-15 minutes with
one of the inhabitants (mostly, the young adult). The ‘after’ phase of the interviews took
place with each of the three inhabitants, one day after the end of the experiment (i.e.,
Saturday 29 July 2017), during in-person sessions of 20-30 minutes.
5.4.4 Publicly Available Datasets
We are making the datasets10 collected (in the lab and in-the-wild) and produced (synthetic
data) during our studies publicly available. The data is made available complete, without
any type of amendment. The datasets correspond to 9,778,671 events from smart devices
and sensors, with 124,944 events collected in the lab, synthetic datasets containing
7,383,574 generated events, and the in-the-wild study dataset containing 2,270,153 events.
We hope that these datasets serve for further research in the domain of pattern discovery
for smart environments.
5.5 Results
Our results correspond to the evaluation of the performance of our approach under a
wide variety of combination of parameters. Speci￿cally, the values we tested for each
parameter were:
minsup = { 1.00, 0.6, 0.3, 0.1, 0.06, 0.03, 0.01, 0.006, 0.003, 0.001, 6.00 ⇥ 10 4, 3.00 ⇥ 10 4,
1.00 ⇥ 10 4, 6.00 ⇥ 10 5, 3.00 ⇥ 10 5, 1.00 ⇥ 10 5, 6.00 ⇥ 10 6, 3.00 ⇥ 10 6, 1.00 ⇥ 10 6 }
ht (s) = { 210, 240, 270, 300, 330, · · · , 900 }
(minconf, min-wconf) = { (1.0, 1.0), (1.0, 0.9), (1.0, 0.8), (1.0, 0.7), (1.0, 0.6), (0.8, 0.8), (0.8,
0.7), (0.8, 0.6), (0.8, 0.5), (0.8, 0.4), (0.6, 0.5), (0.6, 0.4), (0.6, 0.3) , (0.6, 0.2) }
Our results on precision, recall, and F1 were obtained for each of the combination
10https://doi.org/10.6084/m9.￿gshare.5572558.v1
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Table 5.7: Results on precision, recall, and F1 for the in the lab study
minconf min-wconf ht (s) P R F1
1.0 0.9 780 0.96 0.53 0.68
0.8 720 0.93 0.60 0.73
0.8 0.7 750 0.95 0.80 0.87
0.6 540 0.93 0.80 0.86
0.6 0.5 600 1.00 0.85 0.92
0.4 600 0.95 0.88 0.91
Aggregate 0.95 0.74 0.83
All results with minsup = 0.001
of parameter values above (e.g., one combination of parameter values is minsup = 0.1,
ht = 210, (minconf, min-wconf) = (0.8, 0.6)).
In terms of run-time performance our approach can be said to be practical for a small
number of combination of parameters. For instance, considering only one combination
of parameter values, for the dataset of trial 1 of the synthetic data study, which contains
nearly 180 thousand events, our implementation of the approach takes around 12 minutes
to produce the ￿nal output on a single machine. And, for the dataset of the in-the-wild
study, which contains more than 2 million events, the implementation takes around 28
minutes on a single machine. However, when considering all possible combination of
parameter values above, the process becomes unpractical to be computed on a single
machine. To cope with this, we parallelized the computation using the high performance
computing platform of our university. The parallelization is con￿gured to have one
combination of parameters per job running in the cluster, with up to 80 jobs scheduled to
run in parallel.
5.5.1 Lab results
Answer to ch5-lab-Q1. This question is about evaluating the performance of our
approach in terms of discovered routines against based routines. Table 5.7 shows the
results on precision, recall, and F1 for the combination of parameters that we consider
to be more signi￿cant to illustrate the overall performance of our approach. The results
show that most of the base routines performed by the participants of this study are
recovered by our approach. We can see that the overall value of the F1-measure is of 0.83,
with an aggregate recall rate of 74% and a maximum of 88%. The high values reported for
the halt-time threshold ht (between 9 and 13 minutes) re￿ect that no much motion was
reported during the activities performed by the participants. This is understandable, since
most of the scripted activities required the participant to move only at the beginning and
at the end of the session, while in the middle the participant was asked to perform actions
that do not require much motion, such as watching TV, listening to music, reading, etc.
The variations on the number of routines discovered by our approach with respect to
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the values of minconf and min-wconf depend on two factors:
1. The schedule followed by the participants includes some routines that are to be
performed all weeks of the total number of weeks of the experiment (i.e., by design
a con￿dence of 1.0), and some other routines to be performed only in some of the
weeks (i.e., by design a con￿dence below 1.0)
2. The participants not always adhered to the schedule. In some occasions they missed
an entire activity session or they mistakenly performed a di￿erent activity from
the one scheduled. Other times they made mistakes on the actions scripted for
the activity. This last case is alleviated by the ability of our approach to handle
discrepancies (i.e., missing, extra, or swapped actions). However, the approach was
run with a default tolerance to one discrepancy. Thus, anything beyond that could
not have been discovered.
In summary, after analyzing both the data and our results, we can say that the routines
that our approach failed to discover (10 out of 85), for the combination of parameters
minconf= 0.6 and min-wconf= 0.4, were all caused by human error (failing to adhere to
the schedule).
Answer to ch5-lab-Q2. This question is about assessing the robustness of our ap-
proach. Figure 5.6 shows three plots of the highest F1-measure values for di￿erent values
of minconf, speci￿cally 1.0, 0.8, and 0.6. The variation on F1 among the di￿erent plots re-
￿ects the fact that some routines were scheduled by design to happen all weeks, whereas
some others were scheduled to occur on some of the weeks. Therefore, for the second
case only a minconf equal to, or less than the con￿dence that those routines have by
design would allow their discovery.
Additionally, all plots show that the value of minsup is not particularly relevant in
obtaining a higher value of F1, once we consider values below 0.1. On the other hand, the
halt-time threshold ht seems to depend on the value chosen for minconf, particularly for
lower values. This can be due to the fact that a lower minconf is more tolerant to errors.
Overall our approach seems to be quite robust, based on the results obtained in
this study. Table 5.8 shows the mean and variance for the top 10% value of F1 and
for all combination of parameters. Although the mean is considerably lower than the
highest values, it still remains high, which means that the overall quality of the patterns
discovered by our approach is good. Furthermore, the variance for both cases is quite
low, which indicates that our approach is not markedly sensitive to di￿erent selection of
parameters.
5.5.2 Synthetic-data results
Answer to ch5-syn-Q1. This question is about evaluating the performance of our
approach under ideal conditions, which is the goal of trial 1. The dataset generated
for this trial was generated with a con￿guration that by design is expected to produce
the highest possible recovery rates. Table 5.9 shows the results obtained for this trial,
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(b) Top F1-measure values for minconf = 0.8
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(c) Top F1-measure values for minconf = 0.6
Figure 5.6: Results on Robustness. Plots of the max. of F1-measure for minconf = {0.6, 0.8, 1.0}
considering the most representative values forminconf andmin-wconf. The table presents
the value of ht for which the highest value of F1 was obtained, for each of the combination
of parameters considered. The two columns on the right are aimed at evaluating the
robustness of the approach for this trial. As we can see, the aggregate of the highest values
of F1 is 1.00, which con￿rms that our approach has no issue in discovering all routines
under ideal conditions. In terms of robustness we can see that when considering all
possible combination of parameters, the mean of F1 is considerably high and its variance
maintains a low value, which means that under ideal conditions our approach is highly
robust.
Answer to ch5-syn-Q2. This question, aligned with the goal of trial 2, is concerned
with the evaluation of our approach when presented event data containing routines for
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Table 5.8: Results on robustness for the in the lab study
Top 10% Overall
conf w-conf mean(F1) var(F1) mean(F1) var(F1)
1.0 0.9 0.67 4.76 ⇥ 10 5 0.55 0.02
1.0 0.8 0.73 0.00 0.61 0.02
0.8 0.7 0.87 0.00 0.78 0.01
0.8 0.6 0.86 0.00 0.78 0.01
0.6 0.5 0.92 4.26 ⇥ 10 6 0.88 4.07 ⇥ 10 3
0.6 0.4 0.92 3.93 ⇥ 10 6 0.88 3.37 ⇥ 10 3
Aggregate 0.83 9.30 ⇥ 10 6 0.75 0.01
Note: minsup = 0.001
Table 5.9: Results of Trial 1 on F1, and robustness
minconf min-wconf ht (s) F1 mean(F1) var(F1)
1.0 0.9 270 1.00 0.91 0.07
0.8 270 1.00 0.91 0.06
0.8 0.7 210 1.00 0.93 0.06
0.6 180 1.00 0.93 0.05
0.6 0.5 120 1.00 0.94 0.04
0.4 120 1.00 0.94 0.04
Aggregate 1.00 0.93 0.05
All results with minsup = 0.001
which the duration of activities vary widely.
Table 5.10 presents the results for the values of minconf and min-wconf that we
consider more representative. When compared to the ideal case of trial 1, we can see that
for the highest values of F1 the drop is minimal, with an aggregate value of 0.99. The
aspect that seems to be more a￿ected by the variation on the duration of the activities
of a routine is the robustness of the approach, where the mean of F1 has decreased and
the variance has increased. This is an indicator that under the case examined in this trial
parameters have to be chosen more carefully than when we consider an ideal scenario.
Answer to syn-Q3. The question syn-Q3 is about evaluating the impact that di￿erent
deviations on the actions of the activities that form a routine have on the performance of
our approach. The results of trial 3 help answering this question. Table 5.11 shows part
of the results obtained for the ￿rst part of trial3, where only ‘errors’ that in theory our
approach can handle are added by design.
The results for the ￿rst part of trial 3, show an aggregate value for F1 of 0.80, which
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Table 5.10: Results of Trial 2 on F1 and robustness for each subtrial
Subtrial minconf min-wconf ht (s) F1 all-mean(F1) all-var(F1)
tr2-1 1.0 0.8 330 0.99 0.85 0.09
0.8 0.6 210 0.98 0.86 0.08
0.6 0.4 180 0.97 0.94 0.03
tr2-2 1.0 0.8 270 0.98 0.86 0.09
0.8 0.6 210 1.00 0.90 0.07
0.6 0.4 180 1.00 0.91 0.07
tr2-3 1.0 0.8 300 0.99 0.82 0.09
0.8 0.6 210 0.99 0.88 0.09
0.6 0.4 180 0.99 0.89 0.08
Aggregate 0.99 0.88 0.08
All with minsup = 0.001, robustness considered all 30 values tested for ht (i.e., {30s . . . 900s})
is considerably below the values obtained for trials 1 and 2. The main reason for this is
not that our approach is unable to handle the ‘errors’ added by design, but rather that,
as explained in Section B, we have designed this trial so that the ‘correct’ activity for
the routine occurs around 70% of the times, whereas the ‘incorrect’ ones occur overall
around 30% of the times. This means that even using a min-wconf threshold of 0.8 does
not help in ￿nding the ‘correct’ routines. If we focus only combinations where minconf
and/or min-wconf are below 0.7, the values for F1-measure are all greater than 0.9 for
the best case. The aggregate variance shows that overall our approach is robust to the
selection of parameters when errors that is able to handle are present in the data.
Table 5.12 shows the results for part 2 of trial 3, where an extra ‘error’, which our
approach under default con￿guration is not supposed to be capable of handling, has been
incorporated by design, with a 10% chance of occurrence. Leaving a 60% chance for the
occurrence of a ‘correct’ activity and 40% for an ‘error’, manageable or not, to occur.
The drop in the values of F1 between part 1 and part 2 of trial 3 is not entirely due to
the incorporation of an error that in theory our approach is not able to handle. Instead,
the slide happens because the extra 10% for an error translates into 10% less chance of
￿nding the ‘correct’ activity, i.e., 60% as opposed to 70% in part 1. This is why the average
di￿erence between the highest value for F1 in part 1 and part 2 with minconf equal to
1.0 or 0.8 and min-wconf equal to 0.8 or 0.6 is of around 0.10. In contrast, the average
di￿erence between the highest value for F1 in part 1 and part 2 for minconf = 0.6 and
min-wconf = 0.4 is of only 0.02. In other words, our results show that the impact of
adding an extra discrepancy, beyond the ones that the approach is supposed to handle in
theory, is not very pronounced. Furthermore, the mean and variance of F1 are maintained
around good levels (i.e., high and low, respectively), which re￿ects that the approach is
robust for the case of trial 3, part 2.
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Table 5.11: Results of Trial 3, part 1, on F1 and robustness for each subtrial
Subtrial minconf min-wconf ht (s) F1 all-mean(F1) all-var(F1)
tr3-1 1.0 0.8 240 0.45 0.41 0.01
0.8 0.6 210 0.96 0.91 0.03
0.6 0.4 180 1.00 0.96 0.04
tr3-2 1.0 0.8 240 0.38 0.33 0.01
0.8 0.6 270 0.91 0.79 0.08
0.6 0.4 210 0.96 0.85 0.08
tr3-3 1.0 0.8 270 0.55 0.44 0.03
0.8 0.6 210 0.96 0.86 0.07
0.6 0.4 180 1.00 0.91 0.07
tr3-4 1.0 0.8 270 0.45 0.24 0.02
0.8 0.6 270 0.95 0.80 0.08
0.6 0.4 210 0.99 0.88 0.08
Aggregate 0.80 0.70 0.05
All with minsup = 0.001, robustness considered all 30 values tested for ht (i.e., {30s . . . 900s})
Table 5.12: Results of Trial 3, part 2, on F1 and robustness for each subtrial
Subtrial minconf min-wconf ht (s) F1 all-mean(F1) all-var(F1)
tr3p2-1 1.0 0.8 210 0.36 0.34 0.00
0.8 0.6 270 0.85 0.81 0.03
0.6 0.4 180 0.99 0.95 0.04
tr3p2-2 1.0 0.8 330 0.28 0.24 0.01
0.8 0.6 270 0.77 0.67 0.05
0.6 0.4 210 0.92 0.81 0.08
tr3p2-3 1.0 0.8 270 0.48 0.37 0.02
0.8 0.6 270 0.83 0.74 0.06
0.6 0.4 300 0.98 0.89 0.07
tr3p2-4 1.0 0.8 300 0.37 0.18 0.01
0.8 0.6 300 0.81 0.67 0.06
0.6 0.4 270 0.99 0.86 0.08
Aggregate 0.72 0.63 0.04
All with minsup = 0.001, robustness considered all 30 values tested for ht (i.e., {30s . . . 900s})
106
5.5. Results
Table 5.13: Results of Trial 4 on F1 and robustness for each subtrial
Subtrial minconf min-wconf ht (s) F1 all-mean(F1) all-var(F1)
tr4-1 1.0 0.8 360 0.92 0.78 0.08
0.8 0.6 240 1.00 0.89 0.08
0.6 0.4 210 1.00 0.91 0.07
tr4-2 1.0 0.8 390 0.73 0.60 0.07
0.8 0.6 330 0.99 0.85 0.10
0.6 0.4 240 1.00 0.89 0.09
tr4-3 1.0 0.8 330 1.00 0.87 0.09
0.8 0.6 210 1.00 0.91 0.08
0.6 0.4 120 1.00 0.93 0.07
tr4-4 1.0 0.8 300 1.00 0.86 0.10
0.8 0.6 180 1.00 0.90 0.08
0.6 0.4 150 1.00 0.92 0.07
Aggregate 0.97 0.86 0.08
All with minsup = 0.001, robustness considered all 30 values tested for ht (i.e., {30s . . . 900s})
Answer to syn-Q4. This question, aligned with the goal of trial 4, is about evaluating
the impact that the responsiveness or reporting rate of motion sensors may have on
the performance of our approach. Table 5.13 shows the results obtained for this trial,
considering the most representative values for minconf and min-wconf. The results show
that the reporting rate of motion sensors has a clear impact on the performance of our
approach. This is more apparent when looking at the mean of the values of F1. As we can
observe, subtrials tr4-1 and tr4-2, which consider an average rate higher than the default
for all rooms instead of for some speci￿c ones, as in tr4-3 and tr4-4, show lower values
of F1. Furthermore, the values of F1 obtained for trial tr4-2, which considers an average
motion reporting rate of 90 seconds, are lower that those obtained for trial tr4-2, which
uses an average rate of 60 seconds.
5.5.3 In-the-wild results
For the case of this study we had to make an implementation modi￿cation to our approach
in order to obtain an acceptable number of routines. The decision to do this was taken
after we observed that by applying our approach directly to the event data collected, the
output showed only routines for the kitchen. A careful inspection helped us to realize that
while our approach was able to obtain routines in all rooms, they could only be considered
frequent under the combinations of minconf and min-wconf used, if a broader de￿nition
of time slot was adopted. In other words, most routines could be said to be formed by
activity sessions occurring in di￿erent nearby times (e.g., some activity sessions at 5
p.m. and others at 6 p.m., but all having the same exact sequence of actions). To cope
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Table 5.14: Results of in-the-wild study, found routines compared to ground truth
Room Found routines (#) Matches (%) Extra routines (#)
PR 24 73 2
MR 47 94 0
LR 13 59 2
K 18 95 3
Aggregate 102 80.25 7
All results with minsup = 0.001, minconf= 0.6, min-wconf= 0.4, and ht = 510s
with this issue we stopped considering time slot as part of the discovery phase of our
approach, but we kept the information. Once the routines were discovered, we combined
the information of time occurrence of the activity sessions of the routine to assign one
of the following high-level times of the day accordingly: ‘early morning’ (from 5 a.m.
to 8 a.m.), ‘late morning’ (from 8 a.m. to 12 p.m.), ‘early afternoon’ (from 12 p.m. to 3
p.m.), ‘late afternoon’ (from 4 p.m. to 5 p.m.), ‘early evening’ (from 5 p.m. to 7 p.m.), and
‘late evening’ (from 7 p.m. to 12 a.m.). The routines obtained using this implementation
adjustment were the ones used for the evaluation of our approach in this study.
For this study we also run our approach considering all the combination of parameters
mentioned at the beginning of Section 5.5. However, after analyzing the results obtained
we chose the routines from only one of the combination of parameters for the evaluation
against the responses gathered during our interviews. The combination of parameters
chosen was decided based on what we considered to be the most representative results.
Speci￿cally, the combination of parameters chosen is minconf = 0.6, min-wconf = 0.4,
ht = 510s , and minsup = 0.001.
Answer to ch5-wild-Q1. This question is about the assessment of the performance of
our approach in terms of the number of base routines found. Table 5.14 shows the results
of our approach in terms of the number of routines discovered per room, the percentage
of the matches between the discovered routines and the base routines (established during
the ‘before’ and ‘during’ interview phases), and the number of routines that our approach
discovered, which were not part of the ground truth.
Our results are supported by what we could gather during the interviews about the
overall activities happening in each room. The living room (LR) is mostly used by one of
the older adults to watch TV, read, or use the laptop. These activities take place typically
on early mornings and during evenings (early and late). This room rarely sees any activity
between 9 a.m. and 5 p.m. All these factors explain the low performance observed for this
room, since activities during the day are not many and typically involve not much motion
from the inhabitant. The family always have meals in the kitchen (K), which is the room
that sees the largest number of uniform routines around the apartment. This may explain
the high percentage of matches between routines remembered by inhabitants and those
found by our approach for this room. The room MR is only used by the young inhabitant.
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This room sees a lot of activity at di￿erent times of the day, depending on a changing
schedule imposed by activities the young adult performs outside home. This may explain
the high number of discovered routines, which is a sign of a large number of routines
happening in a not very homogenous manner. The room PR sees activity from both older
adults, but predominantly from one of them (not the one that typically uses LR). This
older adult stays at home all day some days of the week and other days goes to work at
di￿erent times, depending on the day. We were able to con￿rm during the ‘after’ phase
of the interviews that the extra routines found seem to correspond to typical times when
the frequent visitors stop by.
Answer to ch5-wild-Q2. Question ch5-wild-Q2 asks to recognized the compromises
that have to be made to apply our approach in the wild, compared to controlled envi-
ronments, such as the lab. The answer to this question has been hinted above, when
we introduced the kind of modi￿cations we had to make to our approach in order to
obtain an acceptable number of the routines performed by the inhabitants. While the
modi￿cation was minor and mostly related to an implementation detail, it helped us to
observe that people’s routines in real-life are discoverable, but mostly when broad times
of the day are considered, instead of strict time slots.
5.6 Discussion
5.6.1 Limitations of the approach
One of the main limitations of our approach is the lack of a feedback mechanism that
allows the discovery process and automatic production of control rules to evolve over
time. This may include automatic tuning of parameters based on the quality of the
patterns found, and the use of a reinforcement learning model based on the reaction of
inhabitants to the suggested rules.
The detection of activity sessions of our approach is in general accurate but it is
not able to handle activities overlapping in the same room. We believe that the use of
overlapping time slots could alleviate this issue. On the other hand, while our approach
is robust to routines for which activity sessions occur not at the exact same time, it
allows only variations within a prede￿ned time slot. A possible solution for this issue
is, as we did during the in-the-wild study, to remove prede￿ned time slots during the
discovery of activity sessions and then combine the resulting sessions into routines based
on higher-level, wider time slots (e.g., ‘early morning’, ‘early evening’).
5.6.2 Approach practicality
The robustness that we observed in our approach based on our evaluation is a good sign
towards its applicability in real-world scenarios. However, several challenges can be
foreseen before achieving end-user adoption of this technology. First, the performance
of our approach highly depends on reliable reporting of smart devices and sensors.
This, as we could observed during our lab and in-the-wild studies, requires proper
installation, testing, and continuous monitoring, which is not something that one can
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expect regular users to be willing or prepared to do. Our experience con￿rms previous
works that have pointed out that there is still much room for improvement in terms of
how much struggle users have to go through in order to understand and set up simple
smart devices [Takayama, 2017]. One possible solution at this respect can be that service
providers o￿er smart devices, sensors, and smart home systems capable of performing
semi-supervised testing and monitoring with minimal user intervention, by sending
data to be analyzed to the service provider, which can then react through, for instance,
software updates.
Another issue towards the practicality of an approach like ours is the need for more
people using behavior learning approaches in smart spaces against the lack of users’ mo-
tivation to allow devices and sensors at home learning their behavior patterns. Although
according to recent studies there is a growing interest in smart home technologies11, it is
still challenging to ￿nd people willing to have sensors deployed at home to learn their
behavior patterns. We can say this, since out of at least 8 households to which we asked
to participate in our study, only one decided to accept. Those that refuse to participate
argue as main reasons privacy concerns and the inconvenience that the deployment
would cause in their regular lives. Furthermore, the household that agreed to participate
was reluctant in having a large amount of devices and sensors deployed at home, which
made us to keep the number of devices deployed to a minimum that we considered useful
for the purpose of the evaluation.
5.6.3 Ecological validity
Although in this work we have assessed our approach through an extensive evaluation,
some issues can still be questioned in trying to generalize the ￿ndings to real-life scenarios.
In the lab study, the sequence of actions used for the scripted activities can be consid-
ered too simple. Additionally, overlapping activity sessions, occurring in the same room
by di￿erent people, are not taken into account. Furthermore, the number of devices is
small compared to the range of devices commercially available today. While the issue
about scripted activities can be compensated to some extent through in-the-wild studies
such as the one we conducted, the issue about the number and type of devices used
deserves special attention in the lab, since it is an environment especially suited to test a
wider variety of devices.
While the synthetic data study allowed us to test our approach under a wider range
of cases, all of them were designed by hand with some random variations. In addition to
this, it would be ideal to consider cases obtained from real human behavior data, from
which synthetic event data could be generated.
In spite of the valuable results and insights we obtained from our in-the-wild study, it
is clear that a study covering a large number of heterogeneous households would need to
be conducted before being able to consider the approach as fully validated under real-life
scenarios.
11http://www.bosch-presse.de/pressportal/de/media/dam_images/pi9349/survey_smart_home_
overview_of\_results_bosch_twitter_160830.pdf
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5.7 Summary
In this chapter we provide our solution to RQ2-b. That is, we present a novel approach
to discover periodic-frequent routines of people from event data collected from smart
devices and sensors deployed at home.
The proposed approach is an extension of the existent sequence mining algorithm
Generalized Sequence Pattern (GSP). Our algorithm is able to discover routines that are
frequent in general and those that are only frequent for speci￿c periodicities. Furthermore,
it can ￿nd routines that were not always repeated by the inhabitants in exactly the same
manner.
To assess our approach we conducted an extensive evaluation that we presented
in this chapter, including an in the lab study, an in-the-wild study, and a study based
on synthetic data. Our results show that our approach is capable of achieving a high
recall-precision performance (⇠ 0.9) for the di￿erent scenarios considered.
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Chapter 6
Continuous Identi￿cation of Users in
Indoor Spaces
6.1 Introduction
In this chapter we give solution to one of the questions in which we have broken down
our research question RQ2, that is, RQ2-c: How to automatically learn to recognize the
identities of users in a continuous manner in smart environments?
The vision behind the approach we propose in this chapter is shown in Figure 6.1. In
a preliminary stage, a learning model is build from the behavioral biometrics of users.
Then, our approach expects as input behavioral biometrics in the form of time series from
di￿erent unidenti￿ed users, which will be processed by the smart engine to ultimately
assign each user to its corresponding identity.
ID: ?
ID: ? ID: B
ID: A
Figure 6.1: Continuous Identi￿cation Overview
In this chapter we present an approach that allows to identify people in a continuous
manner during their daily routines based on hand and arm motion patterns. Speci￿cally,
we consider the frequency of the motion patterns over time by applying wavelet trans-
form over the time series obtained from a wrist-worn inertial measurement unit (IMU).
Di￿erent from state-of-the-art methods, our approach is not constrained to particular
types of movements, gestures, or activities, thus allowing users to perform freely and
unconstrained their daily routines while the identi￿cation takes place. Our approach is
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targeted to home and o￿ce environments, where the number of people sharing the same
space is not large.
To evaluate our approach, we conduct one in the lab study and two in-the-wild studies,
one in home environment and one in o￿ce environment. Our evaluation involved a
total of 29 di￿erent participants and the data collected corresponds to approximately 256
hours. The results obtained in the studies indicate that our approach is able to perform
continuous user identi￿cation with a maximum accuracy of 0.88 for o￿ce environments
and of 0.71 for the average size of a household.
The rest of the chapter is organized as we describe next. In Section 6.2 we present rel-
evant related works on behavioral biometrics, continuous identi￿cation, and the speci￿c
tasks of user identi￿cation for smart environments. In Section 6.3 we introduce our ap-
proach, including some relevant background, the description of the feature extraction and
selection processes of our approach, as well as its machine-learning classi￿cation stage.
Section 6.4 provides details about the studies that constitute our evaluation methodology.
In Section 6.5 we present our results in accordance with the questions we formulate to
guide our evaluation. Then, in Section 6.6 we discuss on the validity of our evaluation,
the limitations of our approach, and how practical would be for implementation in a real
scenario. In Section 6.7 we provide a summary of the chapter.
6.2 State-of-the-art Approaches
6.2.1 Behavioral biometrics
Biometric technology has been extensively studied and applied for the authentication and
identi￿cation of users. Biometric authentication and identi￿cation approaches have been
classi￿ed into two groups [Sultana et al., 2014]: physical biometrics (e.g., ￿ngerprint [Cap-
pelli et al., 2006], iris scan [Sanderson and Erbetta, 2000], face recognition [Chia et al.,
2015]) and behavioral biometrics. Behavioral biometrics are based on building feature
pro￿les of users based on behavioral traits that appear over time [Bromme, 2003].
Behavioral biometrics approaches have been classi￿ed into ￿ve categories [Yampolskiy
and Govindaraju, 2008], according to the kind of user’s information employed. These
are: based on authorship, based on direct human computer interaction (HCI), based on
indirect HCI, based on skills and knowledge, and based on motion. Authorship-based
biometrics focus on examining a piece of text or drawing produced by a person [Meng,
2012]. Approaches based on direct HCI focus on traits that arise during user’s interaction
with computers (e.g., interaction with keyboards [Rahman et al., 2013], with computer
mice [Jorgensen and Yu, 2011], and haptics [Sae-Bae et al., 2012]). Indirect HCI-based
approaches make use of events that can be obtained by monitoring user’s interaction
with computers through software [Yampolskiy, 2007a] (e.g., based on program execution
behavior [Inoue, 2006], location-based authentication [Agadakos et al., 2016], and based
on system calls [Toch et al., 2018]). Biometrics based on skills and knowledge challenge
users with mentally demanding tasks to identify distinctive traits in their response
behavior (e.g., based on memories [Das et al., 2013] and based on their own history
knowledge [Ciria et al., 2014]).
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Behavior biometric approaches based on motor-skills or motion focus on innate,
unique, and stable body actions of users while performing a particular tasks [Yampolskiy,
2007b]. This last category includes approaches from other categories, such as direct HCI-
based approaches based on, for instance, keystroke and mouse dynamics [Mondal and
Bours, 2016], as well as di￿erent uses of haptics (e.g., button pressing [Pohl et al., 2015]
or a thimble to interact with a virtual screen [Kanneh and Sakr, 2008]). The advent of
wearable technologies have widened the spectrum of possible approaches in this direction,
using motion from di￿erent parts of the body as distinctive trait (e.g., the motion of the
head while listening music [Li et al., 2016], foot motion [Gafurov et al., 2011], and hips and
legs motion [Frank et al., 2010]). One of the most studied approaches amongmotion-based
biometrics focus on the gait of users, which has been typically captured by one of three
methods: using video-processing techniques [Matovski et al., 2012], pressure-sensing
￿oor [Bränzel et al., 2013], or wearable sensors (e.g., VR/AR headsets [Shen et al., 2018],
wrist-worn sensors [Xu et al., 2017], and shoe-integrated sensors [Bamberg et al., 2008]).
Recently, some approaches have proposed to use the radio frequency of Wi-Fi signals to
capture gait patterns (e.g., [Shi et al., 2017], [Wang et al., 2016]).
Our approach is based mainly on arm and hand motion, captured through wrist-
worn inertial sensors. However, it is aimed at working in a continuous manner, without
equiring users to perform speci￿c gestures, actions, or activities. Therefore, it handles
altogether, without explicit cues, episodes that are typically considered separately by
other approaches, such as walking, interacting with a keyboard or a mouse, or any other
action or activity performed by the users as part of their daily routines.
6.2.2 Continuous user identi￿cation
Although some works in the literature have used these terms interchangeably [Guillén-
Gámez et al., 2017], user authentication and user identi￿cation are widely seen as two
di￿erent concepts [Marcel and Millán, 2007]. User authentication aims to accept or to
reject a person claiming an identity, that is, comparing a biometric data to a pre-built
template. On the other hand, the goal of user identi￿cation is to match the biometric data
against all the records in a database.
A small number of approaches have been proposed claiming to perform continuous
identi￿cation of users. Among these, we found an approach based on a multi-camera
setup to capture the shape of people’s bodies while they perform speci￿c everyday actions
or activities, such walking, running, jumping, waving one hand, eating, and drinking, all
of which are labelled in a preliminary phase [Iosi￿dis et al., 2012]. Another method we
found is based on images that are obtained from surveillance video streaming, where the
newly processed images are matched against an existent database of images [Das et al.,
2017]. This approach makes use of a manual labeling phase in which human annotators
give identities (labels) to the images by comparing them with an existent gallery. A
third approach claiming to address the problem of continuous person identi￿cation is a
multi-modal method that combines speech and face recognition to provide humanoid
robots with the ability to identify people during mutual interaction [Martinson et al.,
2010]. According to the authors, the combination of the two biometrics is aimed at
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reducing the moments in which the robot is unable to identify the speaker, either for
being out of sight or remaining quiet.
Other relevant approaches also claiming to address the task of continuous identi￿ca-
tion are: one that identi￿es a user through a personal device that the user places on a
tabletop surface [Ackad et al., 2012], one that is based on the monitoring of computer
system properties and characteristics such as memory, CPU, and network data for the
identi￿cation [Malatras et al., 2017], one that combines keystroke and mouse dynamics
for user authentication and identi￿cation [Mondal and Bours, 2016], one in which the
identi￿cation is based on capturing user-unique features through a wrist-worn sensor
which are then transmitted through the user’s body to a touch screen [Holz and Knaust,
2015], and an approach targeting identi￿cation for smart environments, which use a
Kinect sensor to acquire video sequences from which face and anthropometric measure-
ments (e.g., height, length of arms) are obtained as the features to identify users [Ferrara
et al., 2014].
The related task of continuous authentication has received much more attention,
with many approaches focusing on the authentication for smartphone devices (e.g.,
[Sim et al., 2007, Jakobsson et al., 2009, Shi et al., 2011b, Sitová et al., 2016]) mainly
proposing multi-modal methods that combine di￿erent users’ traits captured by the
technology onboard (e.g., touchscreen, inertial sensors, localization). Other relevant
approaches claiming to addressed the task of continuous authentication are based on
keystroke characteristics [Roth et al., 2015], response to stimulation generated by the
keyboard [Martinovic et al., 2017], gait patterns (e.g., [Lu et al., 2014, Schürmann et al.,
2017]), ECG signals patterns [Louis et al., 2016], gestures [Burgbacher and Hinrichs,
2014], and breathing patterns [Chauhan et al., 2017].
In spite of their claims, the approaches mentioned above fail to be continuous, as
they either require that the person performs a speci￿c action or activity, which is not
constantly performed by people throughout the day but only in speci￿c moments, or
they require a speci￿c type of interaction with the system which would be impossible
to maintain in a real-world setting without imposing restrictions on the activities or
movements of the users. In contrast, the approach we propose in this paper does not
require users to perform any type of speci￿c gesture, actions, or activities in particular,
but it works in a continuous manner regardless of the activities that users perform
throughout the day in indoor environments such as home and o￿ce spaces.
6.2.3 User identi￿cation for smart environments
For the speci￿c case of smart environments such as home or o￿ce, not many approaches
have been proposed focusing on the identi￿cation of users. In fact, we found only one
previous work aimed at addressing this task in a continuous manner: a multi-modal
approach that combines face characteristics and anthropometric measurements, captured
through a Kinect sensor, as the features used to identify the people at home [Ferrara
et al., 2014]. In spite of the promising results presented by its authors, that approach was
only evaluated while users were performing speci￿c actions, instead of performing freely
their daily routines at home.
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Among other approaches that have focused on identi￿cation for home environments,
although not in a continuousmanner, some relevant works are: an approach that identi￿es
users interacting with domestic networked devices from the tra￿c they generate [Brown
et al., 2014], approaches that identify users based on the patterns they exhibit when
interacting with electrical appliances [Garnier-Moiroux et al., 2013] or other objects
found at home [Ranjan, 2015], identi￿cation methods that use the ￿oor to capture step
patterns of home inhabitants [Bränzel et al., 2013], a method for user identi￿cation based
on smartphones [Alhamoud et al., 2014], and an approach based on WiFi signals to
identify users while performing speci￿c walking and stationary activities [Shi et al.,
2017]. For the case of o￿ce environments, some relevant approaches that address user
identi￿cation, however not continuous, are: an identi￿cation approach that uses WiFi
signals to capture gait patterns from users [Wang et al., 2016], an approach that builds
user pro￿les for identi￿cation based on the motions of opening and closing a refrigerator
door and the pressure distribution of gripping the door-handle [Ishida et al., 2017], an
approach that identi￿es users at the o￿ce using features related to button pressing in
a co￿ee machine [Pohl et al., 2015], and a method that, using a ceiling-mounted depth
camera on top of a table, provides person identi￿cation based on shoulder length, shape
of the head, and posture of the back [Maekawa et al., 2016].
6.3 Approach Overview
Following our hypothesis, our approach is based on hand and arm motion patterns over
time to build a pro￿le of each user. To this end, the user is asked to wear a wristband
IMU, from which accelerometer, gyroscope, and magnetometer data is collected in the
form of time series of quaternions. We apply wavelet transform over the time series to
obtain the observations that are used for the machine-learning classi￿cation.
6.3.1 Background
A IMU & Quaternions
Our approach is based on the use of a wrist-worn Inertial Measurement Unit (IMU). An
IMU is an electronic device with an onboard processor that computes its own orientation
by fusing the output of a 3-axis accelerometer, a 3-axis gyroscope, and a 3-axis magne-
tometer [Yang et al., 2015]. The orientation of the device is de￿ned with respect to a
3D-world absolute coordinate system, where the x-axis points to the geographical east,
the y-axis to the magnetic north, and the z-axis is perpendicular to the ground in the
direction opposite to the earth’s gravity. In this work we use for evaluation purposes the
commercially available IMU Shimmer3 [shimmer, 2017], which cal yield its output in the
form of quaternions.
Originally introduced by W.R. Hamilton [Hamilton, 1844], quaternions are mathe-
matical objects that are convenient for representing orientations and rotations in three-
dimensional space. A quaternion can be de￿ned by a rotation axis and a rotation angle
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rotation axis
rotation angle
initial position
final position
Figure 6.2: Arm with a wrist-worn IMU moving from an initial position into an end
position, based on a quaternion (rotation axis, rotation angle).
as follows:
q = cos  2   rx sin
 
2   r  sin
 
2   rz sin
 
2 (6.1)
where [rx , r , rz] is the rotation axis vector and   is the rotation angle. Figure 6.2 shows
a representation of an arm wearing a wrist-worn IMU moving from an initial position
(top) to an end position (bottom) based on a quaternion.
B Wavelet transform
Recalling our hypothesis (i.e., ‘frequency of movements over time is a distinctive trait
for identi￿cation’), two relevant approaches that are widely used for analyzing the
frequency content of time series data are: Fourier transform [Barralon et al., 2006] and
Wavelet Transform [Brajdic and Harle, 2013]. Fourier Transform, however, is known
for introducing resolution issues, particularly when analyzing changes of frequency
throughout time [Lester et al., 2009]. For a continuous analysis of a time series Wavelet
Transform is more appropriate, as it can capture sudden changes in time [Nyan et al.,
2006, Wang et al., 2012].
Wavelet Transform provides a time-frequency representation of a signal, o￿ering
optimal resolution both in the time and the frequency domains, as well as ￿ne granularity
in a multi-scale analysis [Abdelnasser et al., 2015]. For this work we have opted for the
Discrete Wavelet Transform (DWT) over the Continuous Wavelet Transform (CWT). The
main reason is that DWT is able to capture in a compressed manner the most relevant
features of many natural signals, while CWT produces a redundant output which requires
much larger computational resources [Rioul and Duhamel, 1992]. Previous works on
identi￿cation and authentication have used DWT (e.g., [Hestbek et al., 2012]) and CWT
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(e.g., ([Juefei-Xu et al., 2012]), focusing only, however, on the users’ gait patterns.
The generic step of DWT splits the signal into two parts: high-frequency or detail
coe￿cients and low-frequency or approximation coe￿cients. The splitting can be applied
recursively a number of steps or levels to the approximation coe￿cients to obtain ￿ner
details from the signal [Mallat, 2008]. For a single level, which is what we use in this
work, the DWT approximation coe￿cients   and detail coe￿cients   are computed using
the following equations:
 k = hxn, n 2kin =
’
n2Z
xn  n 2k (6.2)
 k = hxn,hn 2kin =
’
n2Z
xn hn 2k (6.3)
6.3.2 Sensing arm and hand movements
In order to obtain the hand and arm movements data in a continuous manner, we use
an Inertial Measurement Unit (IMU) placed on the wrist. For our case, the IMU is
expected to operate with a 3-axis ultra low-noise accelerometer in combination with the
gyroscope and the magnetometer. An ultra low-noise accelerometer is known to improve
the clarity and resolution of the signal, allowing to sense very small vibrations [Zabit
et al., 2011]. This is important in our case, since the continuous nature of our approach
requires to operate even during people’s idling episodes, when movements could be
barely distinguishable.
6.3.3 Feature extraction
The data from the IMU is transformed into nine degrees of freedom (9DOF) quaternions,
yielding four separate channels of time series which correspond to the components of the
quaternions (x ,  , z,w). For each of these channels, we reformulate the corresponding
time series into ‘examples’, which are a particular type of encoding that span multiple
events within individual segments of prede￿ned size [Weiss and Hirsh, 1998, Lockhart and
Weiss, 2014]. The use of ‘examples’ allows the application of conventional classi￿cation
algorithms (e.g., k-NN, random forest (RF), decision trees), which cannot be used directly
over time series data [Kwapisz et al., 2010].
Our reformulation into examples follows a two-step process. First we divide the time
series data into segments of prede￿ned size. We refer to this size as the example size.
Then, we apply discrete wavelet transform (DWT) to the segment and form the ‘example’
from the coe￿cients of the DWT of all the channels.
The speci￿c type of wavelet transform we use in this work is Haar transform, as it is
easy to use and we found it appropriate for our type of data. To support our decision in
favor or Haar wavelet transformwe tested it against Fast Fourier Transform. Using 3 hours
of data collected from 3 volunteers performing their daily routine at the o￿ce, we applied
Fast Fourier Transform and Haar Wavelet Transform and compared the transformed time
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Figure 6.3: Feature extraction and selection. The extraction is made in two steps: dividing
each time series into segments of prede￿ned size and obtaining the wavelet transform
coe￿cients from it. The selection leaves only approximation coe￿cients.
series across individuals. The results provided preliminary evidence that the frequency
of movements could e￿ectively be a distinctive trait among di￿erent people. Wavelet
transform, however, yielded considerably better results as it was expected, due to its
capability of capturing frequency changes throughout time [Brajdic and Harle, 2013]. The
feature extraction process can be seen in the left-hand side of the schematic of Figure 6.3.
6.3.4 Feature selection
For feature selection we applied DWT over data from 12 volunteers performing their daily
activity throughout 2 sessions of 3 hours each. The ￿rst session was used for training
and the second session was used for validation. Using a k-NN method over di￿erent
values of k , from 1 to 20, we compared the accuracy between considering all coe￿cients
of the transform, only approximation coe￿cients, or only detail coe￿cients. We found
that by considering only the approximation coe￿cients we attained the best accuracy.
Thus, each of the observations, which are later used for classi￿cation, are formed by
concatenating the approximation coe￿cients of the wavelet transform of the channels
(x ,  , z,w) of the quaternions output by the IMU (see right-hand side of Figure 6.3).
6.3.5 Classi￿cation
The ￿nal stage of our approach is to apply machine-learning classi￿cation on the ob-
servations previously obtained. We use one of the following existent classi￿ers as basis:
k-nearest neighbors (k-NN) or Random Forest (RF). On top of the standard classi￿ca-
tion, we use a voting mechanism, which places particular importance on contiguity
in terms of time of occurrence, with the aim of improving the overall performance of
the multiclass classi￿cation [Tax and Duin, 2002]. For the voting mechanism, we ￿rst
de￿ne constant-time length decision segments of consecutive observations. Then, all
120
6.4. Evaluation Methodology
Figure 6.4: Machine-learning classi￿cation used to ultimately decide on the class of a
set of observations. There are three options: plurality (any class with more votes wins),
majority (the class with more than 50% of the votes wins), or undecided (no class satis￿es
any of the other decision rules).
observations within a decision segment are considered a vote for the class they have
been previously assigned to by the classi￿ed. In the end, the ￿nal class with which all
observations within a decision are labeled corresponds to the winner class of the voting
process. If the voting yields a draw, we label the decision segment as ‘undecided’. The use
of ‘undecided’ is meant to favor a delayed decision based on a supporting identi￿cation
method, instead of committing to a potential erroneous decision. Figure 6.4 illustrates
the classi￿cation stage of our approach.
In this work we explore the performance of our approach under two voting strate-
gies [Kuncheva, 2004]: plurality and majority. Majority voting is such where the ￿nal
decision is taken following the class with 50% + 1 votes. Plurality voting is such in which
the class with the most votes, regardless of having more or less than 50%, becomes the
￿nal decision.
To build our learning model we consider 3 sessions of data collected from users: one
session is used for training, another one for cross-validation, and the last one for testing.
6.4 Evaluation Methodology
Instrumentation. To sense the hand and arm movements we used the commercially
available inertial measurement unit (IMU) Shimmer3 [shimmer, 2017]. The Shimmer3 unit
includes integrated nine-degrees-of-freedom (9DOF) inertial sensing via accelerometer,
gyroscope, and magnetometer. The Shimmer3 unit o￿ers two options for handling the
data registered by its sensors: streaming of data via bluetooth to a host computer, or
recording the data to its local storage, consisting of a micro SD card of 32 GB. In our studies
we opted for the second alternative (i.e., local storage), after performing preliminary
trial runs, in which we realized that the data streaming via bluetooth was not reliable,
since it su￿ered from constant connectivity issues when moving to di￿erent rooms from
where the host computer was placed, or if many objects were on the way between the
unit and the host computer. Participants of the three studies were asked to wear the
IMU on their wrist. In all cases the IMU device was placed on the dominant hand of the
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participants, since we consider it to be the one that could experience more activity. The
IMU device was con￿gured with a sampling rate of 51.20 Hz and it was set to compute
six-degrees-of-freedom (6DOF) and 9DOF quaternions from its integrated low-noise and
wide-range accelerometers.
6.4.1 In-the-wild study at home
A Experimental setup
A.1 Environment. For this study the environment was the home of the participants.
Overall, of the 8 participants, 2 are single persons living each in a studio apartment, while
the rest are couples, each sharing a dwelling: a two-story house and two apartments.
A.2 Participants. For this study we had a total of 8 volunteers, 5 men and 3 women,
with an average age of 44.5.
A.3 Data collection. For this study we collected an average of 9 hours of data per
participant in three sessions of approximately 3 hours each. As in the rest of the studies,
the datasets include timestamp and quaternions both for 6DOF and 9DOF, each from the
wide-range accelerometer and the low-noise accelerometer of the IMU. No labels were
added to the data, other than the headers indicating which feature is provided on each
column.
B Study design
The objective of this study is to asses the performance of our approach on people per-
forming their daily routine at home.
B.1 Questions. We use the following questions as the basis for this study:
ch6-home-Q1. What is the accuracy of the approach in identifying people who
perform their daily routine at home without any constraints?
ch6-home-Q2. What is the impact that input parameters and con￿gurations have
on the performance of the approach when people perform their daily routines at
home without restrictions?
B.2 General description. A key aspect of the study is to allow participants to move
and act freely without any constraints. The data collection took place at the home of the
participants, and we suggested to them to divide their participation into 3 sessions of 3
hours each, scheduled at their own convenience. For most participants data collection
occurred in early evenings and, with few exceptions, it was evenly divided into three
sessions. The Shimmer3 device was placed on the wrist of the participants and set on
recording mode right before the start of the session and stopped after the scheduled
session has ￿nished. At the end of each session we asked the participant to describe
roughly his/her activities. In particular, we were interested in knowing if the person
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spent time idling or in activities involving minimal or no movement at all, since from
such moments it is harder to obtain motion patterns. We found that a good part of the
activities involved minimal movement, such as watching TV, listening to music, among
others.
6.4.2 In-the-wild study at the o￿ce
A Experimental setup
A.1 Environment. The environment for this study corresponds to the o￿ce space
where the participants work. Speci￿cally, two o￿ce buildings are considered, with each
participant performing her activities only in one of the buildings.
A.2 Participants. For this in-the-wild study, we counted with the participation of
20 volunteers, 17 men and 3 women, where the average age is 28.4.
A.3 Data collection. For this study, we collected an average of 9 hours of data per
participant. The collection was roughly divided into 3 sessions of approximately 3 hours
each. The datasets include timestamp and the components of quaternions, both for 6DOF
and 9DOF, each from the wide-range accelerometer and the low-noise accelerometer of
the IMU. No additional labels are added to the data.
B Study design
The objective of this study is to evaluate the performance of our approach in an o￿ce
environment while people follow their regular activities.
B.1 Questions.
ch6-o￿ce-Q1. What is the accuracy of the approach in identifying people who
perform their daily routine at their o￿ce without any constraints?
ch6-o￿ce-Q2. What is the impact that input parameters and con￿gurations have
on the performance of the approach when people perform their daily routines at
their o￿ce without restrictions?
B.2 General description. No restrictions in terms of type of movements, actions,
or activities were imposed over the participants and they were encouraged to simply
act freely. The Shimmer3 device was set on recording mode once placed on the wrist
of the participants at the beginning of each session, and stopped and removed once the
session had concluded. As in the home environment, we also inquired participants about
their general activities, to have a rough idea mainly concerning idling episodes. In this
case, participants indicated that reading documents was the activity that could involve
the smallest amount of movement, and mentioned writing, highlighting, typing, and
interacting with their computer as the most common activities.
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6.4.3 In the lab study
A Experimental setup
A.1 Environment. The environment for this study corresponds to the Internet of
Things (IoT) laboratory of University of Luxembourg located at the Interdisciplinary
Center for Security, Reliability and Trust (SnT). The IoT lab lab holds an approximate
area of 44 m2, arranged as to have four di￿erent spaces corresponding to a bedroom, a
living room, a dining room, and a study. The prearranged activities of the lab study took
place interacting with the bed at the bedroom, on top of the table in the dining room,
and using the bookshelf at the study.
A.2 Participants. The participants of this study are 7 volunteers, 6men and 1woman,
with 30.1 as the average age.
A.3 Data collection. From the in the lab study we collected an average of 30 minutes
of data per participant. The dataset gathered includes timestamp and quaternions both for
6DOF and 9DOF, each from thewide-range accelerometer and the low-noise accelerometer
of the IMU. No additional labels, other than the headers indicating which feature is
provided on each column, are added to the data.
B Study design
The main objective of lab study is to evaluate the performance of the approach when
people follow the same set activities, and when the training data is considerably short
B.1 Questions. We target to answer the following questions in order to achieve the
goal of this study:
ch6-lab-Q1. What is the accuracy of the approach in identifying people who follow
all the same set of short activities?
ch6-lab-Q2. What is the impact that input parameters and con￿gurations have on
the performance of the approach when people perform the same set of activities
and the amount of available data is small?
B.2 General description. Each participant was involved in 3 separate sessions in
which he/she performed the same sequence of 4 activities. The 4 activities were designed
to be completed all in about 10 minutes. The sessions were scheduled at the convenience
of the participants, with 4 participants having all sessions performed on the same day, 2
having them each on a di￿erent day, and the rest having two sessions on the same day
and one session on a di￿erent day. All objects related to each activity were set on the
corresponding initial state prior to the start of the session. The Shimmer3 device was
placed on the wrist of the participants and set on recording mode right before the start
of the session and stopped only once they have completed all 4 activities. The activities
are described below and illustrated in Figure 6.5.
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A-1 A-2
A-3 A-4
Figure 6.5: Activities for the in the lab study (User Identi￿cation). Act-1: Arrange books
in a bookshelf. Act-2: Ordered a deck of numbered cards. Act-3: Decorate a tabletop
Christmas tree. Act-4: Make up a bed.
Act-1. Arrange books on a bookshelf. The participant found 20 books disperse on the
top of a desk. From this initial state, the participant had to arrange the books in a
bookshelf next to the desk in the way he/she deemed reasonable.
Act-2. Order a deck of numbered cards. The participant found on a table a deck of 50
cards which had been previously shu￿ed thoroughly. From the initial state, the
participant had to put the cards in order (ascending or descending), as he/she
deemed convenient.
Act-3. Decorate a tabletop Christmas tree. The participant found on a table a tabletop
Christmas tree, and a box containing decorations such as baubles, tinsels, and
strings of lights. From the initial state, the participant had to decorate the tree as
he/she deemed reasonable, using all the decorations found in the box.
Act-4. Make up a bed. The participant found a single bed unmade, with one bed sheet,
one quilt, and one pillowcase folded out on top of a pillow placed on the foot of
the bed. From the initial state, the participant had to make up the bed using the
bedclothes found on the bed.
The activities described above were chosen as to be di￿erent in nature and diverse
in the movements involved. Thus, some activities involve being standing (e.g., Act-1,4)
and some being sitting (e.g., Act-2), some involve long arm movements (e.g., Act-4) and
some short and fast movements (e.g., Act-2). The activities Act-2 and Act-3 took place
in the same room within the IoT lab, however we observe that all participants deemed
more convenient to sit while performing Act-2 and stand during Act-3. The activities
Act-1 and Act-4 happened in a di￿erent room with respect to each other and Act-2 and
Act-3. Therefore, the participants had to walk from one room to the other as part of each
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session, which means that the data collected in this case includes also the motion related
to the displacement of the participant between rooms.
6.4.4 Publicly Available Datasets
We are making the datasets1 gathered during our studies publicly available through the
online digital repository Figshare. The data is made available complete, as we collected it
and used it, with the exception of data from 6 participants, who expressly requested not to
share their data. Thus, the datasets made publicly available correspond to approximately
205 hours of data. We hope that these datasets serve for further research in the domain
of continuous identi￿cation and authentication based on wrist-worn inertial sensing.
6.5 Results
6.5.1 In-the-wild at home results
A Answer to ch6-home-Q1
Based on the total number of participants of the in-the-wild study at home (n = 8), the
combinations
 n
k
 
considered in this case are 28, 50, 50, 50, 28, 8, and 1 combinations,
respectively, for each of the population sizes k , i.e., {2, 3, . . . , 8}.
Figure 6.6 shows the results obtained, in the best case (red line) and on average (rest),
for the population sizes for which the accuracy is not less than 0.5. We can observe that
for the range of average size of a household, i.e., 2.3 to 4.0 members8, the accuracy of our
approach is, for the best case, between 0.79 and 0.63, with a mean of 0.71. Speci￿cally,
the best case is obtained with 100 points as example size, plurality as voting mechanism,
and 90 seconds as decision time.
B Answer to ch6-home-Q2
B.1 Example sizes & votingmechanisms. We tested our approach against the four
di￿erent cases of the combinations between example sizes (100 and 500 points) and voting
mechanisms (plurality and majority). The results obtained on average for all decision
times considered (i.e., 30, 60, and 90 seconds), for each of the four cases are shown in
Figure 6.6.
The average results show 100 points with plurality voting as the best case, followed by
500 points with majority and 500 points with plurality, leaving 100 points with majority
voting as the case with the lowest average accuracy. However, the di￿erence between
the accuracy values of any of the cases considered is not statistically signi￿cant9 with
respect to the rest of the cases.
1https://doi.org/10.6084/m9.￿gshare.c.4058669.v1
8The average household size for the 28 countries of the European Union is of 2.3 members [European
Commission (Eurostat), 2017], for the 32 countries of the OECD is of 2.63 members [Organisation for
Economic Co-operation and Development (OECD), 2016], and for 202 countries worldwide is of 4.0
members [United Nations (UN), 2017].
9t-test (p < 0.05), used herein for all cases when we test the statistical signi￿cance of the di￿erence
between two sets of values, unless we speci￿ed otherwise.
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Figure 6.6: Accuracy — Home environment (User Identi￿cation).
B.2 Decision times. Overall longer decision times yielded higher accuracy values
(see Figure 6.7). However, the di￿erence between the accuracy values obtained with any
two distinct decision times is not statistically signi￿cant. In addition to the main decision
times considered, we also ran additional trials with decision time as short as 10 s and as
long as 300 s (only for the case of 100 points as example size, plurality voting, and up
to 10 combinations per population size). The results in the case of 10 s for decision time
showed a loss in accuracy of 0.21 on average for the home environment and of 0.20 for the
o￿ce environment, which in both cases is statistically signi￿cant. On the other hand, for
the case of 300 s compared to the best case found for 90 s, the improvement was of 0.03 for
the home environment and of 0.04 for the o￿ce environment, not statistically signi￿cant
in either case. Therefore, we can say that, while a considerable decrease in the decision
time with respect to the main range considered (i.e., 30 s to 90 s) may impact signi￿cantly
the accuracy of our approach, an increase beyond 90 s will not yield signi￿cantly better
results.
B.3 Undecided. we analyze results on two aspects: 1) the ratio between undecided
observations and the total number of observations not classi￿ed to the correct identity,
and 2) the total error (including undecided), i.e., all misclassi￿ed observations, against the
misclassi￿ed observations minus the undecided. As mentioned in Section 6.3, considering
an undecided class may allow to avoid misclassi￿cation in some cases, resorting to
supporting methods to reach a ￿nal decision.
Figure 6.8 shows the results for the home environment on the ratio between unde-
cided and total number of observations not classi￿ed to the correct identity. The values
presented correspond to the example size that yielded the highest ratio, considering the
average obtained from the results of all decision time values (i.e., 30, 60, and 90 seconds).
For plurality the best ratio was obtained with 500 points as example size, whereas for
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Figure 6.7: Decision times — Home environment (User Identi￿cation).
majority the best case was obtained considering 100 points. As we can see, the proportion
of undecided observations grows as more people is considered for the identi￿cation,
reaching nearly 18% with respect to the total number of observations not correctly iden-
ti￿ed. Overall the ratio is higher for majority voting than for plurality. For majority the
value of the ratio grows from 1% at a population size of 2, to 17.9% at a population size
of 6, while for plurality the value of the ratio grows from 6% for 2 people to 12% for 6
people. The di￿erence between these two cases, however, is not statistically signi￿cant.
In Figure 6.9 we contrast, for the home environment and each of the two voting
mechanisms considered, the average number of misclassi￿ed for all decision time values
on the best case overall (i.e., example size and voting mechanism that yield the lowest
number of misclassi￿cations), against the average number of misclassi￿ed for all decision
time values minus the undecided, for the best case in terms of undecided. This can
help to visualize the possibility of avoiding misclassi￿cation by reaching the decision
on the undecided using some extra supporting method. Speci￿cally, the average overall
case is obtained, as we have seen, using 100 points and plurality, while the average best
case for plurality is 500 points and for majority is 100 points. As we can see, although
for a population size of 2 there is no positive di￿erence in considering undecided for
plurality and very little (0.002) for majority voting, the larger the population, the larger
the amount of undecided, reaching a reduction on the total error of up to 0.09 for the
best case (majority) at a population size of 6. For this case, the di￿erence between the
results using majority voting and using plurality is not statistically signi￿cant.
6.5.2 In-the-wild at the o￿ce results
A Answer to ch6-o￿ce-Q1
This question is about the accuracy of our approach in identifying users in an o￿ce
environment while they perform their regular activities without restrictions.
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Figure 6.8: Ratio between undecided and total misses — Home environment (User Identi-
￿cation).
Based on the number of participants in this study (i.e., n=20) and having a limit of up
to 50 combinations per population size (as we mentioned at the beginning of this section),
we have considered 50 combinations of people for each of the population sizes, except
for 19 and 20 for which we considered the total number of combinations, i.e., 20 and 1,
respectively.
Figure 6.10 shows the accuracy obtained in the best case (red line) and other average
speci￿c cases, for the population sizes for which the accuracy is not less than 0.5. The
maximum accuracy reached is of nearly 0.88 for the two-people combinations tested,
using 100 points as example size, plurality as voting mechanism, and 90 seconds as
decision time. The average accuracy for the combinations of all population sizes depicted
in the ￿gure (i.e., 2 to 15) is of 0.68, holding an accuracy over 0.6 even when considering
a population size of 12.
B Answer to ch6-o￿ce-Q2
B.1 Example sizes & voting mechanisms. The results obtained on average for all
decision times considered (i.e., 30, 60, and 90 seconds), for each of the four cases are
shown in Figure 6.10.
The average results show 100 points with plurality voting as the best case, followed by
500 points with majority and 500 points with plurality, leaving 100 points with majority
voting as the case with the lowest average accuracy. However, the di￿erence between
the accuracy values of any of the cases considered is not statistically signi￿cant9 with
respect to the rest of the cases.
9t-test (p < 0.05), used herein for all cases when we test the statistical signi￿cance of the di￿erence
between two sets of values, unless we speci￿ed otherwise.
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Figure 6.9: Error considering undecided in favor of accuracy — Home environment (User
Identi￿cation).
B.2 Decision times. The results at this respect are shown in Figure 6.11. It can be
seen that longer decision times yielded higher accuracy values. However, the di￿er-
ence between the accuracy values obtained with any two distinct decision times is not
statistically signi￿cant.
In addition to the main decision times considered, we also ran additional trials with
decision time as short as 10 s and as long as 300 s (only for the case of 100 points as
example size, plurality voting, and up to 10 combinations per population size). The results
in the case of 10 s for decision time showed a loss in accuracy of 0.21 on average for
the home environment and of 0.20 for the o￿ce environment, which in both cases is
statistically signi￿cant. On the other hand, for the case of 300 s compared to the best
case found for 90 s, the improvement was of 0.04, not statistically signi￿cant however.
Therefore, we can say that, while a considerable decrease in the decision time with respect
to the main range considered (i.e., 30 s to 90 s) may impact signi￿cantly the accuracy of
our approach, an increase beyond 90 s will not yield signi￿cantly better results.
B.3 Undecided. The results for the o￿ce environment on the ratio between unde-
cided and total number of observations misclassi￿ed are shown in Figure 6.12. The
proportion of undecided increases as the population size grows, similar to what we ob-
served in the home environment, but in a more pronounced manner. Results considering
plurality start at 8% for 2 people, to then increase steadily, registering 14% for 6 people
and continue until reaching 22.6% for a population size of 15 people. Majority voting
shows a more drastic growth than plurality. Thus, although for a population size of 2 the
proportion of undecided is of only 2%, it increases importantly until reaching 20% for 6
people and 45% at a population size of 15. In this case, the di￿erence between plurality
and majority results is statistically signi￿cant.
Also on the o￿ce environment, Figure 6.13 presents a comparison between the
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Figure 6.10: Accuracy — O￿ce environment (User Identi￿cation).
average number of misclassi￿ed for all decision time values in the best case overall (i.e.,
100 points and plurality), and the average number of misclassi￿ed for all decision time
values minus the undecided for the best case in terms of undecided, considering plurality
(i.e., 500 points) and majority (i.e., 100 points). As we can observe, for both plurality and
majority the error is reduced considerably by subtracting undecided, as the population
size increases. Thus, initially for 2 people the error is barely reduced by 0.003 for plurality
and 0.002 for majority, going as far as to reach a reduction of 0.09 for plurality and of 0.17
for majority at a population size of 15. Overall, majority voting yields more undecided
than plurality, with the di￿erence between the two sets of values being statistically
signi￿cant. Furthermore, for majority voting the set of values obtained by subtracting the
undecided from the total number of observations misclassi￿ed is statistically signi￿cantly
lower with respect to the case that considers all the misclassi￿ed. Situation that is not
true for plurality voting.
6.5.3 Lab results
A Answer to ch6-lab-Q1
This question is related to the accuracy of our approach for prearranged activities taking
place in the laboratory. Given the number of participants of the study (i.e., n = 7), the
combinations
 n
k
 
considered for each population size value k (i.e., {2, 3, . . . , 7}) are 21,
35, 35, 21, 7, and 1 combinations. The accuracy results obtained for the combinations
of each population size are shown in Figure 6.14. The red line depicts the best case, in
terms of decision time, example size, and voting mechanism, while the rest of the lines
correspond to the average results for each of the possible con￿gurations by combining
either 100 or 500 points as example size with plurality or majority as voting mechanism.
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Figure 6.11: Decision times — O￿ce environment (User Identi￿cation).
B Answer to ch6-lab-Q2
B.1 Example size & voting mechanism. The maximum accuracy value obtained
is of 0.85 for a population size of 2, considering 100 points as example size, plurality
voting, and 90 s as decision time. Furthermore, the average maximum accuracy for the
combinations considered of all population size values is of 0.68. As we consider for the lab
study home-like (prearranged) activities, we compare these results to the ones obtained
in the in-the-wild study at home. We can see that for the average size of a household, i.e.,
between 2.3 and 4.0 members (see Section 6.5.1), the accuracy for the best case is between
0.85 and nearly 0.70, with an average improvement of 0.06 over the results obtained in
the home environment. However, the di￿erence between the two sets of results is not
statistically signi￿cant.
In general the longer the decision time the higher accuracy obtained (see Figure 6.15).
However, for the decision times considered (30, 60 and 90 s), the di￿erence between
the accuracy values obtained with any two distinct decision times is not statistically
signi￿cant.
B.2 Undecided. The results for the lab study on the ratio between undecided and the
total number of observations not classi￿ed correctly are shown in Figure 6.16. Similar to
what was presented for the other environments, the values that are depicted in the ￿gure
correspond to the example size that produced the highest ratio, taking the average of the
results of all the decision time values of our evaluation (i.e., 30, 60, and 90 seconds). The
highest ratio of undecided for plurality is obtained with an example size of 500 points,
while for majority voting the highest ratio is obtained with 100 points. Overall, the
ratio is higher for majority than for plurality. The ratio for plurality goes from 10% at a
population size of 2 to 15% at a population size of 7. On the other hand, the ratio when
using majority grows more drastically from only 2% at a population size of 2 to 31% at a
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Figure 6.12: Ratio between undecided and total misses — O￿ce environment (User
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Figure 6.13: Error considering undecided in favor of accuracy — O￿ce environment (User
Identi￿cation).
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Figure 6.14: Accuracy — Lab environment.
population size of 7 people. The di￿erence between the two sets of values, however, is
not statistically signi￿cant.
In Figure 6.17 is shown the contrast between the average number of misclassi￿ed for
all decision time values on the best case overall (i.e., 100 points and plurality) and the
misclassi￿ed minus undecided on the best case in terms of undecided for plurality (i.e.,
500 points) and for majority (i.e., 100 points). We can see that for a population size of 2 or
3 the di￿erence with the best total is either too small as in the case of majority (0.004 and
0.02 for 2 and 3 number of people, respectively), or not even positive for plurality voting.
As the population considered increases, the number of undecided also increases, until
reaching 0.08 for plurality and 0.12 for majority, at a population size of 7. However, the
overall di￿erence with respect to the best total in either case is not statistically signi￿cant.
6.5.4 Analysis across studies
The answer to question RQ3 corresponds to the analysis of the results obtained on
the three studies we conducted (i.e., lab and in-the-wild at home and at the o￿ce). In
Table 6.1 we present, from 2 to 7 people of population size (i.e., the population values
shared by all studies), the results for the case which yielded the ‘maximum’ accuracy for
the corresponding environment and the best case on accuracy for the shortest decision
time (i.e., 30 s). As we have seen previously, the case with the maximum accuracy for all
studies is obtained using 100 points as example size, plurality as voting mechanism, and
90 s as decision time. We can observe that the highest accuracy is obtained for the o￿ce
environment, followed by the lab, and the home environment is in last place. Between
the set of maximum values and the ones for the shortest decision time (i.e., ‘fastest’), the
di￿erence is not statistically signi￿cant for any of the three environments. The average
accuracy in both, maximum and fastest cases, for each of the environments is greater
than or equal to 0.60, with an aggregate for all studies of 0.67 in the ‘fastest’ case and
134
6.5. Results
0.4
0.45
0.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
2 3 4 5 6 7
Ac
cu
ra
cy
Number	of	people
30s 60s 90s
Figure 6.15: Decision times — Lab environment (User Identi￿cation).
0.69 in the best case.
Table 6.1: Accuracy for each experiment using Random Forest as classi￿cation method.
Number of O￿ce Lab Home Avg. Avg.
people Max. Fastest Max. Fastest Max. Fastest Max. Fastest
2 0.88 0.86 0.85 0.84 0.79 0.78 0.84 0.83
3 0.82 0.80 0.77 0.75 0.71 0.68 0.77 0.74
4 0.80 0.77 0.70 0.68 0.63 0.61 0.71 0.69
5 0.75 0.73 0.64 0.62 0.57 0.55 0.65 0.63
6 0.71 0.68 0.59 0.57 0.53 0.51 0.61 0.59
7 0.70 0.68 0.54 0.50 0.49 0.47 0.58 0.55
Aggregate 0.78 0.75 0.68 0.66 0.62 0.60 0.69 0.67
Figure 6.18 shows a box-plot representation of the average accuracy (considering
all decision times, example sizes, and voting mechanisms) of our approach in each of
the environments (i.e., lab, home, and o￿ce). The ￿gure allows to visualize the results
obtained with k-NN and RF as classi￿cation methods. As we can see, the results obtained
using k-NN show slightly higher accuracy than those that use RF. However, the di￿erence
between these two cases is not statistically signi￿cant. In the ￿gure we can observe
clearly the di￿erence in accuracy across the three environments. The highest accuracy is
obtained for the o￿ce environment, with an edge over the other two environments which
is statistically signi￿cant even for a t-test with p<0.01. Also noticeable in the ￿gure is
that the accuracy obtained in the lab is higher than the one in the home environment;
however, in this case the di￿erence is only statistically signi￿cant for a t-test with p<0.1.
In terms of error, the results from the o￿ce environment are statistically signi￿cantly
lower than those obtained for the home environment (even for a t-test with p<0.01) and
for the lab (only for a t-test with p < 0.1). In what respect to proportion of undecided
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Figure 6.16: Ratio between undecided and total misses — Lab environment (User Identi￿-
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among the total misclassi￿ed, the results from the lab environment are statistically
signi￿cantly higher than those from home and o￿ce environments. Furthermore, the
undecided for the o￿ce is statistically signi￿cantly higher than in the home environment.
Overall, the results from the home environment are the ones with the lowest accuracy,
the highest error, and the lowest proportion of undecided. This type of outcome may be
in part due to the large amount of idle moments that people experience at home, which
may have an important impact in the performance of an approach like ours that depends
on arm and hand motion patterns. Furthermore, the higher level of heterogeneity and
sloppiness with which many people tend to follow their daily routines in this environment
may be another issue, since it makes it di￿cult to build a model that cover most, if not
all, of the behavior patterns of individuals, given just a fragment of their daily activity. A
potential solution for these issues is to increase the amount of training data, especially
focusing on gathering data at di￿erent times of the day and on di￿erent days of the week.
Concerning the results from the lab, it is relevant to notice that while in terms of
accuracy and error the values are midway with respect to o￿ce and home environment,
in what respect to the proportion of undecided among the amount of misclassi￿ed, the
results are the highest of the three environments, with a statistically signi￿cant di￿erence
with respect to the others. This fact may be due to the considerably smaller size of the
training data, which although evaluate our approach under what could be considered a
simpler problem (i.e., same set of prearranged activities for training and for validation), it
seems to a￿ect the formation of a more comprehensive model that avoids such higher
number of undecided in validation.
For the o￿ce environment, although the results in accuracy and error have an edge
over the ones at home and in the lab, the drop in accuracy in function of the increase
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Figure 6.17: Error considering undecided in favor of accuracy — Lab environment (User
Identi￿cation).
of people considered may be diminished by a similar strategy to what we propose
for the home environment, i.e., considering a larger size of training data, with higher
heterogeneity, from di￿erent moments of the day on di￿erent days.
6.6 Discussion
6.6.1 Ecological validity
Although our evaluation has been extensive, a number of issues remain to be able to
generalize the ￿ndings to real-world scenarios. An important aspect that could be
improved in this direction is to conduct studies with a larger number of participants, and
consequently increase the number of combinations per population size considered.
The length of both training and validation sessions, as well as the time when they
take place represent another relevant aspect for the ecological validity of the evaluation.
For our current studies, each session took place in an uninterrupted manner and with
no particular attention to the time of the day in which it happened. One step towards
improving the validity of the studies could be to widen the duration of each session as
well as to have more sessions for training and validation, purposely considering di￿erent
times of the day and di￿erent days of the week.
Furthermore, our evaluation assessed the performance of our approach applied to
data previously gathered, instead of considering live data. To improve on this, a complete
system that works with live data should be built as a prototype, allowing to examine
issues that relate to implementation and deployment of the identi￿cation system.
In spite of the valuable results and insights we obtained from our in-situ studies, it is
clear that studies covering a larger number of heterogenous households and o￿ce spaces
would need to be conducted before being able to consider the approach fully validated
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Figure 6.18: Overall results for each of the experiments considered: home, lab, and o￿ce
(User Identi￿cation).
under real-life scenarios.
6.6.2 Approach limitations
The two main limitations of our approach are related to the number of people that it is
able to handle at once, and the accuracy it exhibits, which although in a number of cases
is acceptable, it is in general not enough to guarantee a seamless and e￿ective continuous
identi￿cation.
The issue on the population size may be addressed by delimiting predetermined
spaces using indoor localization, thus allowing the approach to focus only on a small
number of people at any given point in time.
On the other hand, to increase the accuracy of the approach, there are di￿erent options
that could be considered: a) increase the amount of training data, especially obtaining it
from di￿erent times of the day and on di￿erent days; b) consider supporting methods,
either incorporating them with our approach as part of a multi-modal method, or using
other approaches to re￿ne the identi￿cation or helping in reaching a ￿nal decision; and
c) use additional context information from other sources to build a more accurate model
of each individual.
6.6.3 Approach practicality
Based on our results, we can say that for not very large o￿ce spaces and for the average
size of a household in countries that are part of the OECD (2.6 inhabitants) our approach
provides results which seem promising towards taking it into practice. However, to
guarantee seamless and continuous identi￿cation we would need to use supporting
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methods, which on the one hand should allow to improve the accuracy without the need
of user’s intervention, and on the other, bene￿t from the feedback or input of users to
improve the learning model over time, in a reinforcement learning con￿guration.
Another issue on the practicality of our approach is the need for users to have a
wearable all the time with them, especially at home in their idle moments. In recent years
the use of wearables have grown considerably [Berglund et al., 2016], but it is not possible
say that they have become as mainstream as, say, smartphones. A possible solution for
this issue could be to build a system able to create a learning model from the behavior of
the user based on di￿erent wearables and instrumentation (sensors and smart devices)
deployed in the space around where the user moves, both for the identi￿cation itself and
for the initial creation of the learning model and further improvement. In this way, if one
wearable is not in use at certain moment, the system can still operate based on, either
other wearable in use, or data coming from other sensors or smart devices deployed
around the user.
6.6.4 Privacy concerns
As we mentioned in Section 6.4.4, not all data gathered and used as part of our studies
is being made publicly available, since some participants (6 in total) agreed to be part
of the study as long as their data was not made public. Furthermore, originally we
had planned to have a larger number of participants for our studies, but a number of
potential participants declined to be part of the study, most of them arguing that they
felt uncomfortable by having their personal motion data collected. This happened in
spite that we made clear to them that no location information was to be gathered and
that the data collected was to be completely anonymized. As many as 5 people declined
their participation for the in-situ study at the o￿ce, 7 for the in-situ study at home,
and 3 for the lab study. In real-world cases this issue has to be considered. As it has
been discussed in previous works [Liebling and Preibusch, 2014], we believe that in
a real-world implementation of a continuous identi￿cation system it is important to
provide the user with access to the data that is being collected and processed, as well
as to mechanisms to start/stop the automatic learning process at will. In the case of our
approach, visualizations of the motion data gathered could help the user to gain trust
towards the system at this respect.
6.7 Summary
In this chapter we gave our answer to RQ2-c. The answer is in the form of a novel
approach for the continuous identi￿cation of users in indoor environments based on
behavioral biometrics obtained from wrist-worn Inertial Measurement Unit (IMU). The
main contribution of this approach to the state of the art is that is able to perform
identi￿cation without requiring any speci￿c gesture, action, or activity from the users,
but allowing them to perform their daily routines freely.
To recognize the identities of users we use the frequency over time of their motion,
in particular of their arm and hand motion patterns. Speci￿cally, users are asked to wear
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on their wrist IMU’s, which contain an accelerometer, a gyroscope, and a magnetometer,
and are capable of producing time series of quaternions. We apply wavelet transform
on these time series to obtain the observations that are used in the machine-learning
classi￿cation stage that ultimately decided the identity of each user.
We conducted an empirical evaluation of our approach both in the lab and in the wild.
In total we counted with the participation of 29 volunteers for one in the lab study and
two studies in real-world settings, one at home and one at the o￿ce. Our results show
that our approach is able to identify users with an accuracy of 0.88 for o￿ce environments
and of 0.71 for the average size of a household.
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Application Services
7.1 Introduction
The focus of this chapter is on answering the last of the questions that we formulated
around the research question RQ2, namely RQ2-d: What are examples of application
services that can be built from the mechanisms of question RQ2-a?
Speci￿cally, we explore smart services that can be built having as support the mech-
anisms examined in Chapter 5 and Chapter 6. We ￿rst provide an overview of such
smart services to then present a concrete example of a smart home service that we im-
plemented on top of the approach proposed in Chapter 5. On this last point, we provide
the description and results of an in-the-wild qualitative evaluation we conducted on the
approach.
7.2 Smart Services
Mechanisms to learn the preferences and frequent habits of users as well as mechanisms to
continuously recognize the identity of users are essential in order to provide personalized
and adapted services [Aztiria et al., 2012].
Many electric appliances with limited input and output capabilities could bene￿t
from personalization based on user identi￿cation [Hayashi et al., 2014]. For instance, an
air conditioner can be turned on to a personalized temperature based on the identity of
the recognized user. Other examples might include being able to access game consoles,
parental control, personalization for electronic appliances like DVRs, or showing some
personalized information on wall displays (such as today’s schedule, feeds from social
networks, emails, and local weather). For most of these applications the user identi￿cation
is to be designed in favor of usability over security, since the underlying system will
typically be deployed in a secure space such as homes and o￿ces.
Some examples of smart services for pervasive systems at home are: smart home
health care [Katsivelis et al., 2017], health monitoring for elderly [Pal et al., 2018], en-
ergy consumption management [Kibria et al., 2017], smart water tank control [Iqbal
et al., 2018], robotic assistance on housework and companionship [Denning et al., 2009],
recreation and entertainment [Park et al., 2018], user comfort services (e.g., grocery
replenishment) [Wojciechowski and Xiong, 2008], and home automation [Poghosyan
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et al., 2017].
Other smart services for di￿erent smart environments include [Bello and Zeadally,
2017]: smart city with water, energy, and disaster management services, smart industry
with smart grid and smart transportation services, smart o￿ce with air quality monitoring,
light sensing, and automated access control services.
7.3 Example Implementation — Smart Home Automa-
tion
The study of methods to produce rules for the automatic control of a smart environment
based on users’ behavior patterns is a relevant area that has not received much attention
compared to the existent literature in activity and routine discovery. Existing approaches
include mining undesired situations to generate reactive rules for smart spaces [Degeler
et al., 2014], and the discovery of spatio-temporal interactions between users and intelli-
gent environments to allow the automation of simple actions [Aztiria et al., 2012]. Other
methods have focused on extracting temporal association rules that group several devices,
based on their interactions, to potentially produce automation functions for smart o￿ces
and buildings [Gonzalez and Amft, 2015, Gonzalez and Amft, 2016].
7.3.1 Approach
Our approach to obtain automation routines is built on top of the output produced by
the approach we presented in Section 5.3 (Chapter 5).
Step 1 – Production of automation routines fromdiscovered patterns. The input
for this step is a set of activity routines yielded by our approach presented in Section 5.3
(Chapter 5). The output is a set of human-understandable routine rules for automation
(or automation routines) of the form
where: room
when: periodicity, time slot
If presence sensed:
haction1, action2, · · · , actionki
Otherwise:
hactionk+1, actionk+2, · · · , actionni
An automation routine is assumed to be valid always (all weeks) whenever the place, day
of the week, and time slot correspond to the description.
Step 2 – Construction of automation routines. These are human-understandable
automation rules that refer to routines. Similarly to activity routines, automation routines
are described per room. Since the detection of activity sessions is based on events that
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hint motion or interaction between occupants and (controllable) objects as a clue for
‘presence’, we use precisely presence as the condition that triggers the beginning and
end of the execution of actions of the automation rule. To this end, the sequence of
actions of the activity routine is split into two parts, one leading sequence that appears
near the start time and the middle and one closing sequence that appears near the end
time. The split point is obtained considering the exact start and end times of all activity
sessions that support the corresponding activity routine. All actions that appear between
the start and the split point are considered as the consequent of the ‘presence sensed’
condition. Correspondingly, the actions that appear after the split point are considered
as the consequent for the ‘presence not sensed’ (i.e., ‘Otherwise’) condition.
Output –Automation routines. The output provides a set of simple home automation
rules referred to routines, each valid for speci￿c time slot and periodicity. The actions of
these automation rules are conditioned on presence, as inferred by means of event data
from motion sensors.
7.3.2 Evaluation & Results
The evaluation of our approach in this case is conducted on top of the in-the-wild study
we presented in Section 5.4.3 (Chapter 5).
To evaluate our approach on producing automation rules from automatically discov-
ered routine patterns we focus on answering the following question.
ch7-eval-Q1. How does home inhabitants perceive the automation routines sug-
gested by our approach, in terms of their usefulness?
To answer ch7-eval-Q1 we present the automation routines produced by our approach
from the event data to the inhabitants to learn about their impressions and evaluate how
many of the rules each inhabitant would be willing to accept to be applied at home. This
step takes place as part of the After phase of the interviews conducted to the participants
of the in-the-wild study in Section 5.4.3 (Chapter 5)
Figure 7.1 shows an excerpt of the automation routines presented to the inhabitants.
All inhabitants were highly interested in the rules (15 out of 18 rules) for the kitchen.
For the other rooms, we decided to only enquire the inhabitant that typically spends
more time there. The young adult showed interest on nearly half of the rules (20 out
of 47 rules) for MR, but about the rest of the rules argued that most of them might not
be useful in general, since her schedule is constantly changing. The older adults were
interested in only a small portion of the rules for LR (3 out of 13 rules) and PR (4 out
of 24 rules). They argued that while it would be interesting to see some things being
automated, they would be concerned about malfunctions that could interfere with the
regular ￿ow of their daily routines.
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Figure 7.1: Excerpt of automation rules produced by our approach
7.4 Summary
In this chapter we ￿rst provided answer to RQ2-d. Then we examined an implementation
of we built of a smart service: a smart home service that suggest automation rules to
users based on the periodic-frequent routines that our approach in Chapter 5 can infer.
For answering the question we provided some examples of potential services that have
been proposed in the literature, which deliver value to users through smart functionality.
Concerning the implementation of the smart home service, we presented the steps
of the approach we propose to work on top of the learning method in Chapter 5. In
addition we provided the description and results of an in-the-wild qualitative evaluation
we conducted of the approach.
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Chapter 8
Conclusion
8.1 Overall Summary
In this dissertation we have focused on the investigation of the systematic development
of value-added smart software services for pervasive systems.
The central body of this dissertation, just as the research e￿orts involved, has been
divided into two parts: the ￿rst one (Part II) devoted to introducing our model for the
systematic engineering of smart software services for pervasive computing, and the
second one (Part III) dedicated to presenting novel approaches to deal with mechanisms
that provide support for the development of value-added services for smart environments.
The order of these two main parts is meaningful, with the second of the two (i.e., Part III)
digging deep into a particular aspect of the engineering model proposed in Part II, namely
the one related to data analytics.
Table 8.1 helps us to summarize the research corresponding to Part III with respect to
that of Part II. The mechanisms presented in Part III ￿nd ￿t in our proposed engineering
model as it is shown in the table. In both cases the ‘build’ stage of the data analytics
requires to set up initial parameters, of which the performance of the approach will
depend (even though we have found in our evaluations that the approaches are in general
robust to changes on the parameter values). The ‘measure’ stage can be seen to correspond
to the sensing/event data collection and the feature extraction/selection process. The
‘learn’ phase of the data analytics is directly related to the application of data-mining or
machine-learning techniques to produce the learnings of the process. At the bottom of the
table we have the product/service. This, in the case of our engineering model, is expected
to be a smart software service such as smart home automation, which development is
based on the previous establishment of the appropriate data analytics mechanism(s).
To conduct the work for this dissertation we de￿ned research questions around our
main objectives given in Section 1.3 (Chapter 1). These questions in turn were broken
down into further questions that guided the research process towards achieving the
objectives of the dissertation. We have provided answers to these questions throughout
the text and in summary in Section 8.3. Our research process within the main parts of the
dissertation followed a sound research methodology. Thus, to derive our proposed model
for engineering software for pervasive systems we followed analytical, evidence-based,
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Table 8.1: Summary of Data Analytics mechanisms presented in the context of the
Engineering Model proposed
Build Measure Learn
Design Execute Analyze Learnings
Data
Analytics
Set up parameters Obtain activity rou-
tines
Discover periodic
frequent routines
Users’ periodic fre-
quent routines
Set up parameters Obtain observations
from time series us-
ing wavelet trans-
form
Perform ML clas-
si￿cation
Users’ identities
Product Smart Software Service
E.g., Smart home automation, Personalization, Access
and empirical methodologies, which we describe thoroughly in the text. Furthermore,
for the approaches proposed in Part III we conducted extensive empirical evaluations to
assess their performance under di￿erent con￿gurations and settings.
The main contributions of this dissertation to the state of the art are: i) a systematic
literature review on the phases of the engineering cycle to build software for pervasive
systems; ii) an engineering model for the systematic development of value-added smart
software services for pervasive systems; iii) an approach for discovering users’ periodic-
frequent routines from smart devices and sensors deployed at home; and iv) an approach
for the continuous identi￿cation of users based on arm and hand motion patterns over
time, with data captured via a wrist-worn IMU.
Additionally, we aim at contributing to further research in the domains of pattern
discovery for smart environments and behavioral biometrics identi￿cation by making
publicly available the data we have collected and used as part of our empirical evaluations
(see Section 5.4.4 (Chapter 5) and Section 6.4.4 (Chapter 6)).
8.2 Future Research Directions
The work presented in this dissertation may be the basis for relevant future research
directions, both considering its components separately and as a whole.
For the case of our proposed engineering model in Chapter 4, relevant prospective
research paths may be around developing further the model both in breadth and in depth.
That is, on the one hand further investigation is to be done in extending the model to
make it as comprehensive as possible within the realm of the engineering of software for
pervasive systems. This requires the collaboration of industry and academia in order to
promote numerous and heterogeneous research e￿orts that encompass the whole process
with several iterations of the engineering cycle.
On the other hand, exploring further the di￿erent components and mechanisms that
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are part of the proposed engineering process is particularly relevant in aspects related to
intelligent behavior, self-adaptability, runtime support, etc. Arti￿cial Intelligence (AI)
and Machine Learning (ML) have seen in recent years an accelerated progress, especially
with the advent of big data technologies [Kawamoto et al., 2017], the successful revival of
neural networks methods in deep learning approaches [Yao et al., 2018], and the dramatic
surge of data analytics in terms of accessibility and business value [Turcu and Turcu,
2018]. In spite of this trends, there is a gap between the advancements in these areas and
their application in the context of pervasive systems. Therefore, more research e￿orts
have to be made at this respect. In particular, a larger number of extensive empirical
studies have to be conducted to advance the state of the art and achieve the intelligent
behavior with which pervasive computing systems are envisioned.
Future research work can also be expected concerning the mechanisms that we have
explained in this dissertation to provide support for the development of value-added
software services for smart environments. Regarding the learning of users’ routines
at home, a relevant research direction is to extend our proposed approach to include a
larger number of context factors to improve the overall performance, as well as to allow
more routines, with higher heterogeneity levels to be handled. Furthermore, it would
be an important path for future research to explore the use of reinforcement learning
mechanisms that allow to improve the performance of the approach over time, based on
the learning obtained from previous iterations in combination with continuous users’
feedback and active monitoring of the environment.
Regarding the continuous identi￿cation of users, a relevant prospective work is to
combine our approach with other identi￿cation technologies as part of a multi-modal
method that uses context factors and feedback from the user to improve progressively
the identi￿cation accuracy. Thus, the process of identi￿cation can use the information at
hand depending on the particular situation of the user. For instance, if wearable devices
are not in use in a speci￿c moment, the system can switch to rely on smart object, sensors,
or signals found in the surroundings.
For our approaches or for any other of a similar kind, a relevant direction for future
work is related to empirical research. Studies covering a large number of heterogeneous
environments are necessary to further validate the approaches towards their successful
applicability in real-life scenarios with end users.
8.3 Answers to Research Questions
Answer to RQ1. The solution to RQ1, fully given in Chapter 4, is obtained by combin-
ing the answers to RQ1-a, RQ1-b, and RQ1-c.
Answer to RQ1-a. The solution to this question on how to engineer value-added
software for software-intensive systems in a systematic way is given in full in Chap-
ter 2. We presented a process model and an infrastructure model which are aimed
at guiding the systematic development of value-added software products/services
for software-intensive systems. The key idea of the proposed engineering model is
to place what is relevant to users in the center of attention. This is done through
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experiment-based software development in which the decision-making process is
based on the analysis of data collected from the direct interaction between the user
and the software.
Answer to RQ1-b. We provide the full answer to this question in Chapter 3. Our
results from the literature review indicate that the stages of the development
cycle for software for pervasive systems that have been considered are: design,
implementation, deployment, validation and veri￿cation, testing, feedback, and
evolution and maintenance. From these, the ones that have received more attention
are in descending order: implementation, evolution and maintenance, and feedback.
It is noticeable the importance that the feedback is given, as pervasive systems
require to establish a continuous feedback cycle between the system and the user.
The consideration of research challenges obtained from the literature helped us to
further our understanding about the engineering process. At this respect, a number
of works highlighted the need for further developments in self-adaptability based
on machine learning methods, context related issues, and runtime support, as well
as on empirical research that promote more sound and reproducible results.
Answer to RQ1-c. The answer to this question is given in full in Chapter 4. Based
on the results and analysis of our systematic review of the literature presented
in Chapter 3, we say that the key mechanisms to support the development of smart
software services for pervasive systems are such that allow, in a semi-supervised
or unsupervised manner, to learn about the dynamic characteristics of the users,
the environment, the system itself, and other relevant context factors.
To sum up, the resulting engineering model to build systematically value-added smart
software services for pervasive systems is mainly characterized by: i) centering the
attention on the user to produce value-added services; ii) featuring data analytics mech-
anisms aimed at learning about dynamic characteristics of the users, the environment,
the system itself, and other relevant context factors, where the operation is expected to
be semi-supervised in general and unsupervised whenever appropriate; and iii) the use
of smart devices and sensors that make up the instrumentation of the system, which
is deployed to collect the necessary data for the data analytics mechanisms from the
users, the environment, the system itself, and other context factors, as well as to provide
functionality.
Answer to RQ2. We give answer to RQ2 through the solutions to the questions we
formulated around it.
Answer to RQ2-a. The solutionwe provide for this question is that themost relevant
mechanisms for providing value-added services through smart functionality in
pervasive systems are such that allow to automatically learn various dynamic
aspects of users (e.g., behavior patterns). Our answer to this question is presented
in full length in Chapter 4. There we use our systematic review of the literature,
de￿ned in Chapter 3, as a basis to delineate, for the answer to RQ1-c, what are the
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main mechanisms to support smart functionality, namely mechanisms to learn the
dynamic characteristics of users, the environment, and the system itself. Based on
this and the ￿ndings in Chapter 2, we put forward as answer that the mechanisms
to learn the dynamic characteristics of users (e.g., behavior patterns) are the ones
that are more relevant in delivering higher value to users.
Answer to RQ2-b. For this question on how to learn users’ routines at home, we
proposed a novel approach to discover periodic-frequent routines in data collected
from smart devices and sensors deployed at home. The approach is presented
in full in Chapter 5, where we also provide details and results of an extensive
evaluation we conducted in the lab, in the wild, and based on synthetic data. The
approach is the ￿rst of its class that is able to ￿nd multi-event human routines in
home environment that are only frequent for speci￿c periodicities, even when the
routines are not repeated in exactly the same way.
Answer to RQ2-c. We provided answer to this question about how to learn to recog-
nize the identities of users in a continuous manner by proposing a novel approach
for the continuous identi￿cation of users based on hand/arm motion patterns over
time. In Chapter 6 we presented the full description of the approach together with
its empirical evaluation in the lab and in real home and o￿ce environments. We
have obtained results that are promising towards achieving a truly continuous
identi￿cation approach, without the need for speci￿c gestures, actions, or activities
from the user. However, further improvements through the use of multimodality
(i.e., di￿erent biometrics) and more advance learning techniques are necessary to
support the practicality of the approach in real-world scenarios.
Answer to RQ2-d. Our answer to this question is presented fully in Chapter 7. From
the literature we have found di￿erent examples of application services which are
supported to a great extent by the mechanisms of RQ2-a. Some of such application
services are home automation, personalization, access, health monitoring, and
energy control. From these, we have investigated the implementation of a home
automation service on top of our proposed approach to discover periodic frequent
routines of users. Our results allow to have a glimpse on some of the di￿erent
challenges associated to the construction of smart services that deliver value to
users, such as the need for in-the-wild studies that may require a considerable
e￿ort in terms of the instrumentation and deployment, as well as the organizational
issues related to the participation of people in the studies
In sum, for RQ2 we say that in order to provide support to the development of
value-added services for smart environments it is necessary to establish mechanisms
that are able to learn, in a semi-supervised and whenever possible unsupervised way,
the dynamic characteristics of users, such as their behavior patterns. Among the most
essential mechanisms at this respect, we have focused on approaches for discovering
periodic-frequent routines of people at home, and for recognizing the identities of users
in a continuous manner based on motion patterns over time.
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8.4 Validity of the Research
The research work of this dissertation has been conducted with the intent of being
generalizable and applicable to real-life scenarios.
In spite of our e￿orts, some issues still remain in terms of external and ecological
validity. Concerning our proposed engineering model, it is of positive value the fact that
we derived our model based on sound evidence from the literature and observations
supported by empirical research. However, in order to ensure the generalizability of
the model, it is necessary to assess the implementation of the model empirically, via
extensive studies that evaluate the process as a whole through numerous iterations in
various settings, and under di￿erent environments. In the case of the applicability of our
proposed engineering model to real-life scenarios, it is also required to promote a larger
number of empirical research e￿orts, especially through studies in the wild.
Regarding the approaches we proposed on the mechanisms that are meant to support
the engineering of value-added services for smart environments, we have tried to ensure
generalizability through extensive empirical evaluation under di￿erent con￿gurations
and settings. Also, we have sought to ensure ecological validity by conducting in-the-wild
studies. However, in terms of generalizability a wider and larger set of plausible scenarios
should be considered, e.g., more complex activities, larger amount of people with widely
di￿erent pro￿les, and more heterogeneous environments. For ecological validity as well
there are improvement to make, such as consider longer period of time (e.g., months
instead of days), wider areas for the study, and larger amount of spaces (e.g., 50 or 100
homes instead of just a few).
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Appendix – Approaches of the
Systematic Review
Table A.1: Systematic Review — Paper - approach - QA
Paper id Year Source Approach(phase) QA score
P1 [Cassou et al., 2012] 2012 IEEE Transactions on Soft-
ware Engineering
A1(des), A2(all),
A3(impl)
5
P2 [Mamei and Zambonelli,
2009]
2009 ACM Transactions on
Software Engineering and
Methodology
A4(fdbk, evol) 5
P3 [Cassou et al., 2011] 2011 Proceedings of the Interna-
tional Conference on Soft-
ware Engineering
A5(des, impl,
v&v)
4
P4 [Xu et al., 2015] 2015 IEEE Transactions on Soft-
ware Engineering
A6(fdbk) 6
P5 [Zachariadis et al., 2006] 2006 IEEE Transactions on Soft-
ware Engineering
A7(impl) 5
P6 [Julien and Roman, 2006] 2006 IEEE Transactions on Soft-
ware Engineering
A8(impl) 5
P7 [Coronato and De Pietro,
2012]
2012 IEEE Transactions on Soft-
ware Engineering
A9(v&v) 5
P8 [Schreiber et al., 2012] 2012 IEEE Transactions on Soft-
ware Engineering
A10(evol) 5
P9 [Sama et al., 2010] 2010 IEEE Transactions on Soft-
ware Engineering
A11(v&v) 5
P10 [Forte et al., 2008] 2008 Journal of Systems and Soft-
ware
A12(evol) 4
continued on next page
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Table A.1 – continued from previous page
Paper id Year Source Approach(phase) QA score
P11 [Poladian et al., 2004] 2004 Proceedings of the Interna-
tional Conference on Soft-
ware Engineering
A13(evol) 5
P12 [Xu et al., 2006] 2006 Proceedings of the Interna-
tional Conference on Soft-
ware Engineering
A14(v&v) 4
P13 [Hallsteinsen et al., 2012] 2012 Journal of Systems and Soft-
ware
A15(all) 6
P14 [Salifu et al., 2012] 2012 Journal of Systems and Soft-
ware
A16(re) 4
P15 [Xu et al., 2012a] 2012 Journal of Systems and Soft-
ware
A17(evol) 5
P16 [Boix et al., 2014] 2014 Journal of Systems and Soft-
ware
A18(fdbk) 4
P17 [Kiani et al., 2013] 2013 Journal of Systems and Soft-
ware
A19(impl) 5
P18 [Wang et al., 2007] 2007 Proceedings of the Interna-
tional Conference on Soft-
ware Engineering
A20(test) 4
P19 [Lu et al., 2006] 2006 Proceedings of the Interna-
tional symposium on Founda-
tions of software engineering
A21(test) 6
P20 [Sama et al., 2008] 2008 Proceedings of the Interna-
tional symposium on Founda-
tions of software engineering
A22(v&v) 5
P21 [Xu et al., 2010] 2010 ACM Transactions on
Software Engineering and
Methodology
A23(v&v) 6
P22 [Lu et al., 2008] 2008 Proceedings of the Interna-
tional Conference on Soft-
ware Engineering
A24(test) 6
P23 [Malek et al., 2010] 2010 Journal of Systems and Soft-
ware
A25(all) 5
P24 [Riva and Toivonen, 2007] 2007 Journal of Systems and Soft-
ware
A26(fdbk) 4
P25 [Liu et al., 2013] 2013 Journal of Systems and Soft-
ware
A27(v&v) 6
continued on next page
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Paper id Year Source Approach(phase) QA score
P26 [Kulkarni et al., 2012] 2012 ACM Transactions on
Software Engineering and
Methodology
A28(des, impl) 5
P27 [Liu and Cheng, 2011] 2011 Journal of Systems and Soft-
ware
A29(evol) 5
P28 [Morin et al., 2009] 2009 Proceedings of the Interna-
tional Conference on Soft-
ware Engineering
A30(evol) 3
P29 [Ballesteros et al., 2012] 2012 Journal of Systems and Soft-
ware
A31(impl) 3
P30 [Murukannaiah and Singh,
2015]
2015 ACM Transactions on
Software Engineering and
Methodology
A32(impl, fdbk) 5
P31 [Meier and Cahil, 2010] 2010 IEEE Transactions on Soft-
ware Engineering
A33(impl) 5
P32 [Verbelen et al., 2011] 2011 Journal of Systems and Soft-
ware
A34(deploy) 5
P33 [Esfahani et al., 2011] 2011 Proceedings of the European
conference on Foundations of
software engineering
A35(evol) 5
P34 [Malek et al., 2005] 2005 IEEE Transactions on Soft-
ware Engineering
A36(impl) 5
P35 [Xu and Cheung, 2005] 2005 Proceedings of the sympo-
sium on the Foundations of
Software Engineering
A37(fdbk, evol) 3
P36 [Morris et al., 2015] 2015 Information and Software
Technology
A38(impl) 6
P37 [Payton et al., 2010] 2010 ACM Transactions on
Software Engineering and
Methodology
A39(evol) 5
P38 [Becker et al., 2004] 2004 Proceedings of the Confer-
ence on Pervasive Computing
and Communications
A40(evol) 4
P39 [Mamei and Zambonelli,
2004]
2004 Proceedings of the Confer-
ence on Pervasive Computing
and Communications
A41(impl) 4
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P40 [Becker et al., 2003] 2003 Proceedings of the Confer-
ence on Pervasive Computing
and Communications
A42(impl) 3
P41 [Chen et al., 2011] 2011 Proceedings of the Confer-
ence on Pervasive Computing
and Communications
A43(fdbk,impl) 5
P42 [Hu et al., 2008] 2008 Proceedings of the Confer-
ence on Pervasive Computing
and Communications
A44(evol, impl) 3
P43 [Ballesteros et al., 2006] 2006 Proceedings of the Confer-
ence on Pervasive Computing
and Communications
A45(impl) 3
P44 [Munnelly et al., 2007] 2007 Proceedings of the Confer-
ence on Pervasive Computing
and Communications
A46(des) 5
P45 [Henricksen and Indulska,
2006]
2006 Pervasive and mobile comput-
ing
A47(all) 4
P46 [Aitenbichler et al., 2007] 2007 Pervasive and mobile comput-
ing
A48(impl) 4
P47 [Wei and Chan, 2013] 2013 Pervasive and mobile comput-
ing
A49(des, evol) 5
P48 [Serral et al., 2010] 2010 Pervasive and mobile comput-
ing
A50(des, impl,
evol)
5
P49 [McGlinn et al., 2014] 2014 Pervasive and mobile comput-
ing
A51(test) 5
P50 [O’Neill et al., 2013] 2013 Pervasive and mobile comput-
ing
A52(test) 5
P51 [Achilleos et al., 2010] 2010 Pervasive and mobile comput-
ing
A53(impl, des) 3
P52 [Pallapa et al., 2014] 2014 Pervasive and mobile comput-
ing
A54(impl),
A55(fdbk)
4
P53 [Wei et al., 2012] 2012 Proceedings of the Confer-
ence on Pervasive Computing
and Communications
A56(fdbk, evol) 3
P54 [Arnaboldi et al., 2014] 2014 Pervasive and mobile comput-
ing
A57(impl) 5
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P55 [Xue et al., 2013] 2013 Pervasive and mobile comput-
ing
A58(fdbk) 4
P56 [Gopalan and Znati, 2010] 2010 Pervasive and mobile comput-
ing
A59(deploy) 5
P57 [VanSyckel et al., 2014] 2014 Pervasive and mobile comput-
ing
A60(impl, evol) 5
P58 [Pham et al., 2009] 2009 Pervasive and mobile comput-
ing
A61(impl) 3
P59 [Ou et al., 2007] 2007 Pervasive and mobile comput-
ing
A62(evol) 5
P60 [Driver and Clarke, 2008] 2008 Pervasive and mobile comput-
ing
A63 (fdbk) 4
P61 [Paluska et al., 2008] 2008 Pervasive and mobile comput-
ing
A64(impl) 4
P62 [Athanasopoulos et al.,
2008]
2008 Pervasive and mobile comput-
ing
A65(fdbk) 5
P63 [Nishikawa et al., 2006] 2006 Proceedings of the interna-
tional conference on Ubiqui-
tous computing
A66 (test) 3
P64 [Kawsar et al., 2008] 2008 Proceedings of the interna-
tional conference on Ubiqui-
tous computing
A67(deploy) 5
P65 [Weis et al., 2007] 2007 IEEE Pervasive Computing A68(des) 4
P66 [Bannach et al., 2008] 2008 IEEE Pervasive Computing A69(impl) 4
P67 [Gu et al., 2004] 2004 IEEE Pervasive Computing A70(evol) 5
P68 [Hoareau and Mahéo,
2008]
2008 Personal and ubiquitous com-
puting
A71(deploy) 3
P69 [Lézoray et al., 2011] 2011 Personal and ubiquitous com-
puting
A72(des) 3
P70 [Guo et al., 2011] 2011 Personal and ubiquitous com-
puting
A73(des) 3
P71 [Paspallis and Papadopou-
los, 2014]
2014 Personal and ubiquitous com-
puting
A74(des, impl,
deploy)
3
P72 [Soldatos et al., 2007] 2007 Personal and ubiquitous com-
puting
A75(deploy,
impl)
3
P73 [Bruneau and Consel,
2013]
2013 Software: Practice and Expe-
rience
A76(test) 5
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P74 [Geihs et al., 2009] 2009 Software: Practice and Expe-
rience
A77(all) 4
P75 [Yau et al., 2006] 2006 Software: Practice and Expe-
rience
A78(all) 3
P76 [Romero et al., 2013] 2013 Software: Practice and Expe-
rience
A79(impl) 3
P77 [Bak et al., 2011] 2011 Proceedings of the interna-
tional conference on Cyber-
Physical Systems
A80(v&v) 3
P78 [Wang et al., 2013] 2013 Proceedings of the interna-
tional conference on Cyber-
Physical Systems
A81(des) 3
P79 [Castelli et al., 2015] 2015 ACM Transactions on Au-
tonomous and Adaptive Sys-
tems
A82(impl) 5
P80 [Wang et al., 2014] 2014 ACM Transactions on Au-
tonomous and Adaptive Sys-
tems
A83(test) 6
P81 [Gui et al., 2011] 2011 Journal of Systems and Soft-
ware
A84(evol) 5
P82 [Payton et al., 2012] 2012 Pervasive and Mobile Com-
puting
A85(fdbk) 4
P83 [Cooray et al., 2013] 2013 IEEE Transactions on Soft-
ware Engineering
A86(evol) 6
P84 [Gehrke and Madden,
2004]
2004 IEEE Pervasive Computing A87(fdbk) 5
P85 [Blackstock et al., 2008] 2008 Ubicomp* A88(impl) 5
P86 [Acharya et al., 2009] 2009 Proceedings of the Confer-
ence on Pervasive Computing
and Communications
A89(impl) 5
P87 [Meier et al., 2009] 2009 Pervasive and Mobile Com-
puting
A90(fdbk) 5
P88 [Jaroucheh et al., 2012] 2012 Personal and Ubiquitous Com-
puting
A91(impl) 2
P89 [Schuhmann et al., 2010] 2010 Ubicomp* A92(impl) 5
P90 [Rashid et al., 2012] 2012 Pervasive and Mobile Com-
puting
A93(impl) 5
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P91 [Holzmann and Ferscha,
2010]
2010 Pervasive and Mobile Com-
puting
A94(fdbk) 4
P92 [Nahrstedt et al., 2005] 2005 Pervasive and Mobile Com-
puting
A95(fdbk) 5
P93 [Hess and Campbell, 2003] 2003 Personal and Ubiquitous Com-
puting
A96(impl) 4
P94 [Malandrino et al., 2010] 2010 Personal and ubiquitous com-
puting
A97(fdbk, evol) 5
P95 [Salvaneschi et al., 2012] 2012 Proceedings of the interna-
tional conference on Aspect-
oriented Software Develop-
ment
A98(des) 5
P96 [Schuhmann et al., 2013] 2013 ACM Transactions on Au-
tonomous and Adaptive Sys-
tems
A99(evol) 5
P97 [Seinturier et al., 2012] 2012 Software: Practice and Expe-
rience
A100(evol) 4
P98 [Roussaki et al., 2010] 2010 Pervasive and Mobile Com-
puting
A101(fdbk,
impl)
4
P99 [Bettini et al., 2008] 2008 Pervasive and Mobile Com-
puting
A102(impl) 4
P100 [Chan and Chuang, 2003] 2003 IEEE Transactions on Soft-
ware Engineering
A103(fdbk,
evol, deploy)
4
P101 [Xu et al., 2012b] 2012 Proceedings of the conference
onMobile and Ubiquitous Sys-
tems: Computing, Network-
ing, and Services
A104(fdbk) 2
P102 [Ali et al., 2013] 2013 Information and Software
Technology
A105(re, fdbk) 5
P103 [Ali et al., 2010] 2010 Requirements Engineering A106(re) 4
P104 [Füller et al., 2012] 2012 Pervasive and Mobile Com-
puting
A107(fdbk),
A118(fdbk)
5
P105 [Harrington and Cahill,
2011]
2011 Pervasive and Mobile Com-
puting
A109(impl,
evol)
5
P106 [Robinson et al., 2008] 2008 Pervasive and Mobile Com-
puting
A110(impl) 5
P107 [Morla and Davies, 2004] 2004 IEEE Pervasive computing A111(test) 4
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P108 [Gui et al., 2013] 2013 Software: Practice and Expe-
rience
A112(evol) 4
P109 [Chuang and Chan, 2008] 2008 IEEE Transactions on Soft-
ware Engineering
A113(evol) 5
P110 [Capra et al., 2003] 2003 IEEE Transactions on Soft-
ware Engineering
A114(evol) 4
P111 [Ho￿mann and Söllner,
2014]
2014 Personal and ubiquitous com-
puting
A115(fdbk) 2
P112 [Gámez and Fuentes,
2011]
2011 Personal and Ubiquitous Com-
puting
A116(evol) 3
P113 [Cetina et al., 2009] 2009 IEEE Computer A117(des, evol) 5
P114 [Liogkas et al., 2004] 2004 IEEE Pervasive Computing A118(impl) 5
P115 [Zisman et al., 2013] 2013 IEEE Transactions on Soft-
ware Engineering
A119(impl) 5
P116 [Sethi et al., 2014] 2014 Proceedings of the Interna-
tional Joint Conference on
Pervasive and Ubiquitous
Computing
A120(evol) 5
P117 [Spínola and Travassos,
2012]
2012 Information and Software
Technology
A121(all) 6
P118 [Thomas et al., 2014] 2014 Proceedings of the Interna-
tional Conference on Soft-
ware Engineering
A122(re) 4
P119 [Inverardi and Tivoli,
2013]
2013 Proceedings of the Interna-
tional Conference on Soft-
ware Engineering
A123(evol) 5
P120 [Dalpiaz et al., 2013] 2013 Requirements engineering A124(re) 5
P121 [Guo et al., 2010] 2010 Computer Networks A125(fdbk,
evol)
5
P122 [Baresi et al., 2012] 2012 IEEE Computer A126(evol) 5
P123 [Chuang et al., 2011] 2011 Proceedings of the Sympo-
sium on Research in Applied
Computation
A127(test) 3
P124 [Basanta-Val et al., 2013] 2013 Software: Practice and Expe-
rience
A128(impl) 5
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P125 [Huang et al., 2010] 2010 Proceedings of the Interna-
tional Conference on Cyber-
Physical Systems
A129(test) 4
P126 [Moros et al., 2013] 2013 Information and Software
Technology
A130(re) 6
P127 [Gamez and Fuentes,
2013]
2013 Information and Software
Technology
A131(evol) 5
P128 [Ruiz-López et al., 2013] 2013 Science of Computer Program-
ming
A132(re) 5
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