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3« L’Anti-Philidor cria :
– Des macaroni, des macaroni, c’est-a`-dire des combinaisons d’oeufs, de farine et d’eau !
Philidor reprit aussitoˆt :
– Du macaroni, c’est-a`-dire l’essence supe´rieure, le macaroni en soi !
Ses yeux e´tincelaient, sa barbe fre´missait, de toute e´vidence il avait gagne´. »
Witold Gombrowicz, Ferdydurke, Philidor double´ d’enfant
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Chapitre 1
Introduction
La mode´lisation de la matie`re a` haute densite´ d’e´nergie, typiquement 1011 J.m−3 et au-
dela`1 , est un proble`me de physique relativement ancien. La ne´cessite´ d’une telle description
est apparue a` partir des anne´es 30, dans le contexte de l’astrophysique. Comprendre la dy-
namique interne des e´toiles ne´cessite de connaˆıtre l’e´quation d’e´tat ainsi que les proprie´te´s
radiatives de la matie`re dans les conditions de densite´ et de tempe´rature propres aux inte´-
rieurs stellaires. Le proble`me des opacite´s est par exemple aborde´ par Rosseland en 1932 dans
le 5e`me volume du “Handbuch der Astrophysik”. Au cours des ans, l’inte´reˆt pour ce proble`me
est reste´ constant et des travaux de plus en plus e´labore´s ont vu le jour (cf. par exemple les
Refs [1–3]). De la meˆme manie`re, les e´quations d’e´tat font l’objet d’un effort constant depuis
de nombreuses anne´es (cf. par exemple les Refs [4, 5]).
Aujourd’hui, si le besoin de de´crire la matie`re a` haute densite´ d’e´nergie reste toujours
pre´sent en astrophysique, d’autres champs d’applications ont vu le jour. Parmi ceux-ci figurent
notamment la fusion par confinement inertiel (Inertial Confinement Fusion, ICF, cf. par
exemple la Ref. [6]), la re´alisation de sources X (cf. Ref. [7]) ou encore l’interpre´tation des
expe´riences de spectroscopie (cf. Ref. [8]) dans les domaines X et Ultra Violet.
Ces diffe´rentes applications impliquent des densite´s allant de la fraction a` plusieurs di-
zaines de fois la densite´ du solide et des tempe´ratures comprises entre la dizaine de milliers
et la centaine de millions de degre´s Kelvin.
Leur mode´lisation a` partir des premiers principes est difficile mais essentielle car la phy-
sique microscopique des plasmas denses permet de fournir des donne´es de bases aux codes
de calcul d’implosion et d’e´volution stellaire (hydrodynamique radiative), ou de calculer un
certain nombre de grandeurs susceptibles d’eˆtre confronte´es a` l’expe´rience.
Dans ce vaste domaine, la matie`re est en ge´ne´ral ionise´e – on parle de plasma. De ce fait,
il re´sulte une certaine complexite´ des phe´nome`nes physiques mis en jeu.
1.1 Plasmas denses
La vision usuelle veut que l’on conside`re la matie`re comme faite d’atomes, eux-meˆmes
constitue´s d’un noyau de charge Z et de Z e´lectrons localise´s autour de ce dernier. Les ions
sont souvent de´finis dans le contexte des solutions ioniques, comme des atomes ayant “perdu”
ou “gagne´” des e´lectrons. Dans le contexte des solutions ioniques, les e´lectrons issus des ions
positifs se localisent a` proximite´ de noyaux d’autres ions, ne´gatifs. Qu’elles soient neutres
(atomes) ou charge´es (ions), nous avons ici toujours affaire a` des entite´s spatialement locali-
se´es.
1soit donc 1 Mbar et au-dela`.
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Lorsque nous parlons de matie`re ionise´e au sens des plasmas denses, nous de´signons une
situation bien diffe´rente ou` les e´lectrons qui “e´chappent” aux noyaux ne se localisent pas
ailleurs : ils restent de´localise´s et sont alors susceptibles d’interagir avec tous les ions du
plasma. La notion d’ion est ici bien diffe´rente de celle cite´e pre´ce´demment. Il ne s’agit plus
d’un atome prive´ de certains e´lectrons mais plutoˆt d’un atome dont certains e´lectrons sont
de´localise´s, c’est-a`-dire d’une entite´ neutre mais spatialement e´tendue2. La physique de la
matie`re ionise´e au sens des plasmas est ainsi fondamentalement un proble`me a` N-corps d’une
grande complexite´.
Afin de pre´ciser la nature du proble`me a` N-corps qui nous occupe, il est inte´ressant de
de´finir certaines grandeurs caracte´ristiques du plasma. Voyons d’abord sa densite´ ionique ni :
ni =
ρN
M
(1.1)
ou` ρ est la densite´ massique, N le nombre d’Avrogadro et M la masse molaire de l’e´le´ment
conside´re´. Notons n0 la densite´ moyenne d’e´lectrons libres dans le plasma. La charge appa-
rente Z∗ d’un ion ou ionisation moyenne, est de´finie comme le nombre d’e´lectrons libres par
atome :
Z∗ =
n0
ni
(1.2)
En fait, donner une de´finition pre´cise de la charge apparente ou des e´lectrons libres est une
affaire de´licate, au meˆme titre que de´finir un crite`re d’ionisation. Cette e´pineuse question
sera discute´e en de´tail plus tard (cf. 7.3 page 131). Bien entendu, nous n’avons affaire a` des
plasmas que dans la mesure ou` l’ionisation moyenne est non-nulle.
L’e´nergie de masse d’un e´lectron e´tant d’environ 0.5 MeV , celle d’un nucle´on e´tant d’en-
viron 1 GeV , le rapport entre la masse d’un e´lectron m et celle d’un ion (qu’on assimile
souvent a` la masse du noyau mnuc) est donc :
m
mnuc
≈ 1
2000A
(1.3)
ou` A est le nombre de masse de l’e´le´ment conside´re´. Si nous nous penchons sur la vitesse
thermique des e´lectrons libres veT et celle des noyaux (ou des ions) v
i
T , nous constatons que :
veT =
√
kBT
m
; viT =
√
kBT
mnuc
;
veT
viT
=
√
mnuc
m
=
√
2000A ≈ 45
√
A (1.4)
ou` T est la tempe´rature et kB la constante de Boltzmann. Nous signalons ici que notre
inte´reˆt se porte sur des plasmas a` l’e´quilibre thermique, c’est-a`-dire ou` la tempe´rature des
ions est identique a` celle des e´lectrons : Ti = Te = T . Les dynamiques des ions et des
e´lectrons mettent ge´ne´ralement en jeu des e´chelles de temps tre`s diffe´rentes. Cette se´paration
d’e´chelle de temps nous autorise a` faire l’hypothe`se de Born-Oppenheimer : on conside`re que
les e´lectrons se placent toujours dans un e´tat d’e´quilibre autour des ions.
Autres grandeurs pertinentes, les longueurs thermiques de de Broglie des e´lectrons et des
ions : λeT et λ
i
T , qui sont de´finies comme suit :
λeT =
~√
2mkBT
; λiT =
√
m
mnuc
λeT (1.5)
2En physique atomique des plasmas denses, les concepts d’ion et d’atome s’identifient bien souvent l’un a`
l’autre.
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Les demi-distances interionique RWS (rayon de Wigner-Seitz) et intere´lectronique re sont :
RWS =
(
3
4πni
)1/3
; re =
(
3
4πn0
)1/3
= RWS(Z
∗)−1/3 ; rs ≡ re
a0
(1.6)
ou` a0 est le rayon de Bohr. Lorsque la longueur thermique est de l’ordre de la distance entre
les particules, ces dernie`res interfe`rent au sens de la me´canique quantique et ne peuvent plus
eˆtre conside´re´es comme des particules classiques. En ce qui concerne les noyaux, le crite`re
λiT & RWS ne peut eˆtre re´alise´ que dans le cas des e´le´ments tre`s le´gers (cf. par exemple la
Ref. [9]). Nous conside`rerons pour notre part les ions comme des particules classiques. D’autre
part, dans le pre´sent travail, les effets de taille finie du noyau ne sont pas aborde´s ; cependant,
les me´thodes permettant la prise en compte de tels effets existent. Si la condition λeT & re
est re´alise´e, les e´lectrons interfe`rent et ne peuvent plus eˆtre conside´re´s comme des particules
classiques. Un crite`re similaire peut eˆtre de´fini a` partir de la statistique de Fermi-Dirac, qui
permet de de´finir l’e´nergie de Fermi EF et la tempe´rature de Fermi TF , telle que :
kBTF = EF =
~
2
2m
(3π2n0)
2/3 (1.7)
Lorsque la tempe´rature T est telle que T . TF , nous avons affaire a` des e´lectrons partiellement
ou totalement de´ge´ne´re´s. La limite de de´ge´ne´rescence des e´lectrons est pre´sente´e en rouge sur
la Fig. 1.1.
La prise en compte de la nature quantique des e´lectrons permet par ailleurs la description
des e´tats lie´s atomiques.
Un parame`tre de couplage ion-ion Γ peut eˆtre de´fini comme le rapport de l’e´nergie d’in-
teraction d’un ion avec un autre ion sur son e´nergie thermique :
Γ =
Z∗2e2
RWSkBT
(1.8)
Lorsque Γ devient supe´rieur a` l’unite´, on entre dans le re´gime des syste`mes coulombiens
fortement couple´s. La limite de couplage des ions est trace´e en bleu sur la Fig. 1.1. Cette
limite est repre´sente´e avec une certaine largeur qui prend en compte le fait que l’ionisation
moyenne Z∗ n’est pas une grandeur connue a priori et peut prendre des valeurs comprises
entre 0 et Z.
A` partir d’une tempe´rature significative devant TR, de´finie comme suit :
kBTR = mc
2 (1.9)
on a affaire a` un plasma ou` les e´lectrons libres sont relativistes. La limite de tempe´rature au-
dela` de laquelle le plasma est largement relativiste est pre´sente´e en bleu cyan sur la Fig. 1.1.
Autre aspect lie´ a` la relativite´3, a` partir d’un nume´ro atomique significatif devant 1/α,
ou` α est la constante de structure fine, nous devons avoir recours a` une e´quation d’onde
relativiste pour de´crire correctement les e´tats lie´s.
Les plasmas qui nous occupent dans le pre´sent travail sont des plasmas ou` les ions sont
mode´re´ment ou fortement couple´s (Γ > 1, Γ >> 1), ou` les e´lectrons sont partiellement ou
totalement de´ge´ne´re´s (T . TF ), et ou` les e´lectrons libres sont non-relativistes (T << TR).
L’e´le´ment conside´re´ peut eˆtre lourd et ne´cessiter une e´quation d’onde relativiste. Ces plasmas
– typiques de l’ICF et de l’astrophysique – constituent un objet d’e´tude complexe puisqu’ils
combinent des aspects de matie`re chaude, tels que l’ionisation ou le comportement fluide, et
des aspects de matie`re froide tels que la de´ge´ne´rescence des e´lectrons.
3En fait, cet aspect est plus proprement lie´ a` l’interaction spin-orbite qui apparaˆıt dans l’e´quation d’onde
de Dirac mais ne constitue pas un effet relativiste
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Fig. 1.1 – Diffe´rents re´gimes des plasmas
1.2 Me´thodes d’approche
La plupart des me´thodes d’approche de ce proble`me font l’hypothe`se d’un e´quilibre ther-
modynamique pour les e´lectrons autour de chaque configuration ionique (hypothe`se Born-
Oppenheimer). Dans ce cadre, on distingue alors les me´thodes de simulation, qui consistent
a` de´crire la dynamique des ions a` partir des premiers principes, et les me´thodes qui passent
par une description statistique des configurations ioniques.
S’attaquer a` la description des plasmas denses en simulant la dynamique a` plusieurs ions
n’est pas une taˆche facile (cf. par exemple les Refs. [10–13]). Les physiciens qui s’y emploient
se heurtent a` des limitations de plusieurs natures. D’une part, une simulation physiquement
pertinente ne´cessite de ge´rer un nombre de particules suffisant pour constituer un e´chantillon
statistique significatif de l’e´quilibre thermodynamique. D’autre part, de telles simulations ne
peuvent pas donner un acce`s direct a` la description des e´tats e´lectroniques excite´s.
Les simulations quantiques de plasmas denses (cf. par exemple la Ref. [13]) se voient
tre`s souvent limite´es en densite´, en tempe´rature ainsi qu’en nume´ro atomique. De nombreux
travaux font, en plus des approximations de base (ions classiques et lents devant les e´lectrons),
des hypothe`ses simplificatrices sur la nature des interactions et/ou des particules. Parmi ces
approximations courantes dans le domaine de la simulation, nous noterons celle du plasma a`
une composante (One-Component Plasma, OCP), qui consiste soit a` approximer le plasma
par un ensemble d’ions interagissant par le biais d’un potentiel effectif (cf. Ref. [14]), soit
a` conside´rer des ions interagissant par un potentiel coulombien dans un fond neutralisant
(cf. Ref. [15]). Cette approximation n’autorise pas une mode´lisation correcte des aspects
e´lectroniques du plasma, dominants de`s lors que la tempe´rature ou la densite´ est e´leve´e. Une
autre approximation inte´ressante consiste a` approximer le comportement des e´lectrons par
une the´orie quasiclassique et d’effectuer alors un calcul sans orbitales (cf. Ref. [11]). Cette
me´thode, si elle permet la prise en compte de certains aspects e´lectroniques, ne donne en
revanche pas acce`s a` la physique des e´tats lie´s.
Les me´thodes statistiques constituent un outil incontournable pour la mode´lisation des
plasmas denses. Elles peuvent eˆtre de diffe´rentes natures. Cependant, de`s lors que l’on s’in-
te´resse a` des effets d’inhomoge´ne´ite´ dans l’espace pour un syste`me de´sordonne´, les me´thodes
de champ moyen apparaissent bien souvent comme les mieux adapte´es. Ces dernie`res repre´-
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sentent le syste`me a` N-corps via4 un jeu de syste`mes a` 1-corps et permettent ensuite de
construire des configurations e´lectroniques. Dans le cadre de la physique dite “atomique”,
nous ne´gligeons les aspects mole´culaires.
Dans le contexte the´orique que nous venons d’e´noncer, diffe´rentes approximations qui
s’e´chelonnent en complexite´ et en finesse peuvent eˆtre faites. Nous pouvons conside´rer la dis-
tribution statistique de´taille´e de toutes les configurations possibles, proce´der a` des moyennes
partielles en supraconfigurations (cf. Ref. [16]), ou bien encore ne conside´rer que la configura-
tion moyenne d’un atome. Dans ce dernier cas, on parle d’atome moyen. Toutes ces me´thodes
reposent sur une base commune et notamment un concept d’atome dans un plasma. Cette
notion n’est pas une e´vidence et plusieurs conceptions d’un tel atome peuvent eˆtre imagine´e.
Partant d’une conception particulie`re de cet atome, le mode`le d’atome moyen peut constituer
un premier cadre d’application avant le passage aux descriptions plus de´taille´es des configura-
tions et niveaux e´lectroniques. Diffe´rents concepts d’atome dans un plasma seront aborde´es,
notamment dans le chapitre consacre´ a` l’e´tat de l’art et nous verrons que seule une conception
de l’atome – celle exploite´e dans ce travail – pre´sente une bonne cohe´rence thermodynamique.
Outre leur inte´reˆt the´orique manifeste, en eux-meˆme et comme points de de´part pour aller
vers des descriptions plus fines, les mode`les d’atome moyen sont souvent estime´s comme suffi-
sants pour obtenir certaines proprie´te´s du plasma telles que l’e´quation d’e´tat (cf. par exemple
les Refs [17–19]), la conductivite´ e´lectrique (cf. Refs [20–23]), ou les proprie´te´s radiatives dans
certains re´gimes (cf. Ref. [24]).
1.3 Organisation et suggestions de lecture
Le travail pre´sente´ dans ce manuscrit porte sur un mode`le quantique et variationnel de
l’atome moyen dans un plasma. A` la fois le contexte, les aspects de the´orie pure, les me´thodes
de re´solution et l’exploitation du mode`le y sont discute´s selon l’organisation de´crite ci-dessous.
Conscient de l’aspect quelque peu auste`re des pages qui vont suivre, l’auteur se propose aussi
de fournir certains conseils propres a` en faciliter la lecture.
Le chapitre 2 est consacre´ a` la mise en place du formalisme de base utilise´ dans le reste
du manuscrit. Son inte´reˆt consiste surtout dans la mise en place de diffe´rentes conventions
et notations. La lecture de ce chapitre peut donc en grande partie eˆtre e´vite´e par le lecteur
s’il est de´ja` averti des outils the´oriques usuels de la physique atomique des plasmas denses.
Il pourra par exemple s’y reporter lorsqu’un doute se pre´sente sur une e´quation.
Le chapitre 3 est un e´tat de l’art non-exhaustif des mode`les d’atome moyen. Il pre´sente
la philosophie des diffe´rents mode`les et, d’une certaine fac¸on, l’e´volution des ide´es dans le
domaine. Le lecteur au fait des diffe´rents mode`les d’atome moyen pourra sans doute en
abre´ger conside´rablement la lecture.
Le chapitre 4 concerne le mode`le variationnel qui constitue proprement l’objet de ce travail
de the`se. L’auteur a taˆche´ de de´velopper en bonne partie les calculs afin que chacun puisse
aise´ment se convaincre des re´sultats. Dans une premie`re lecture, il est conseille´ de ne pas
s’attarder sur les calculs formels et de conside´rer surtout les e´tapes clefs de la de´rivation.
Afin de faciliter cette lecture a` deux niveaux, certains re´sultats ont e´te´ encadre´s. Parmi ceux
la`, les re´sultats interme´diaires importants sont en bleu et les re´sultats ge´ne´raux en rouge.
Dans cette partie, les conside´rations les plus importantes concernent : les hypothe`ses et le
cadre du mode`le, la minimisation de l’e´nergie libre, le the´ore`me du viriel et la discussion sur
les inconsistances thermodynamiques des autres mode`les.
4et non force´ment “par”!
16 CHAPITRE 1. INTRODUCTION
Le chapitre 5 est de´die´ a` la re´ponse line´aire et a` l’approximation de la phase ale´atoire
(Random Phase Approximation, RPA), dans le cadre des plasmas denses. Au cours du travail
que pre´sente ce manuscrit, il s’est ave´re´ ne´cessaire de revisiter les calculs analytiques de ces
the´ories. Faire par nous-meˆmes les calculs nous a permis d’en tirer des formes asymptotiques,
de saisir les approximations sur lesquelles ils reposent, d’en comprendre les possibilite´s et d’en
e´tudier les limitations. Le lecteur pourra probablement ignorer les calculs formels dans une
premie`re lecture, il est ne´anmoins incite´ a` conside´rer avec plus d’attention la fin du chapitre,
qui concerne les limitations de la re´ponse line´aire dans le cas des calculs d’atome dans le
jellium.
Le chapitre 6 concerne les me´thodes nume´riques qui ont servi de base a` la conception
du code VAAQP (Variational Average-Atom in Quantum Plasmas), de´veloppe´ au cours de
cette the`se. Il comprend notamment un travail de revue des me´thodes de calcul des e´tats
libres et lie´s et une description de´taille´e des me´thodes de re´solution applicables au proble`me
autocohe´rent de l’atome dans le jellium. Ce chapitre, particulie`rement technique, inte´ressera
probablement le lecteur familier des me´thodes de calcul sur les mode`les de physique atomique
en ge´ne´ral.
Le chapitre 7 se rapporte au code VAAQP et aux re´sultats issus de ce dernier. Nous
y aborderons notamment la ve´rification directe de la cohe´rence thermodynamique. Nous y
verrons aussi les e´quations d’e´tat de l’aluminium, du fer, du cuivre et du plomb dans le re´gime
de la matie`re dense et tie`de (Warm Dense Matter, WDM). Nous de´finirons ici ce re´gime par
une densite´ supe´rieure ou de l’ordre de celle du solide, et des tempe´ratures mode´re´es, de
l’ordre de quelques e´lectronVolts a` quelques dizaines d’e´lectronVolts. Des comparaisons avec
des re´sultats expe´rimentaux sont aussi pre´sente´es.
Chapitre 2
Formalisme utile
La physique, dans sa ge´ne´ralite´, traite de deux types de proble`me. Le premier consiste en
la de´couverte des lois e´le´mentaires de l’univers. Le second concerne l’utilisation de ces lois
e´le´mentaires pour les diffe´rents syste`mes a` N-corps qui existent dans la nature.
En physique des plasmas, l’interaction e´le´mentaire que nous avons a` prendre en compte
est tout a` fait connue : il s’agit de l’interaction e´lectromagne´tique. La complexite´ de cette
physique vient de ce qu’elle constitue un proble`me a` N-corps. Suivant le re´gime e´tudie´, ce
proble`me a` N-corps prend diffe´rent aspects, et on utilise diffe´rentes approximations pour le
traiter. La physique des plasmas denses, par ses aspects de comportement ge´ne´ralement clas-
sique des noyaux, de de´ge´ne´rescence partielle des e´lectrons, d’interaction a` longue porte´e et
de limite thermodynamique, constitue un proble`me a` N-noyaux classiques et ZN-e´lectrons
quantiques, a` tempe´rature finie, a` N infini, volume V infini et N/V constant (limite thermo-
dynamique).
Nous allons introduire ici quelques outils the´oriques du proble`me a` N-corps qui sont utiles
pour la physique des plasmas denses.
2.1 Ge´ne´ralite´s sur le proble`me a` N-corps en physique
des plasmas denses
Dans le pre´sent travail, nous allons nous pencher principalement sur la mode´lisation des
aspects e´lectroniques du plasma. Nous allons donc devoir faire usage de formalismes qui
permettent de traiter les proble`mes a` N-corps quantiques. Pour plus d’explications sur les
the´ories ayant trait a` de tels proble`mes, le lecteur pourra se reporter par exemple aux clas-
siques Refs. [25,26].
De manie`re tre`s ge´ne´rale, un syste`me de fermions est de´crit par un e´tat a` N-corps |Ψ〉
e´le´ment de l’espace de Fock antisyme´trique F (−) {E}. Formellement, cet espace de Fock peut
eˆtre construit par la somme directe des N-produits tensoriels antisyme´trise´s de l’espace d’e´tat
a` 1-corps E (c’est-a`-dire les espaces qu’engendrent les de´terminants de Slater de rang N).
F (−) {E} ≡ ⊕∞N=0 ⊗N(−) E (2.1)
ou` nous avons de´fini ⊗0(−)E = {|∅〉}, espace d’e´tat constitue´ de l’e´tat du vide.
Dans la suite, nous noterons {|Ψj〉} une base de F (−) {E}. En ce qui concerne l’espace
d’e´tat a` 1-corps E , nous noterons {|ϕj〉} une base quelconque, {|r〉} la base des e´tats de
position et {|k〉} celle des e´tats d’impulsion.
Nous de´finissons aussi les ope´rateurs a†|ϕ〉 et a|ϕ〉, respectivement de cre´ation et d’annihi-
lation d’un e´tat |ϕ〉 ∈ E .
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Parmi les Observables1 a` action dans F (−) {E}, nous pouvons noter le hamiltonien Hˆ :
Hˆ = Tˆ + Vˆ + Uˆ (2.2)
ou` Tˆ , Vˆ sont deux Observables a` 1-corps agissant dans F (−) {E}, associe´es respectivement
aux Observables T˜ , V˜ agissant dans E . Tˆ correspond a` l’ope´rateur e´nergie cine´tique et Vˆ
correspond a` l’ope´rateur d’interaction avec un potentiel exte´rieur.
Tˆ =
∑
|ϕi〉,|ϕj〉
〈ϕi|T˜ |ϕj〉a†|ϕi〉a|ϕj〉 =
∫
d3k1
(2π)3
d3k2
(2π)3
Ek2δ3(k1 − k2)a†|k1〉a|k2〉 (2.3)
ou` Ek2 ≡ (~k2)2/(2m) dans le cas non-relativiste et Ek2 ≡ ((~k2)2c2 + m2c4)1/2 dans le cas
relativiste (on sous-entend alors les sommes sur les spins ainsi que sur les e´tats d’e´lectrons et
de positons).
Vˆ {v(r)} =
∑
|ϕi〉,|ϕj〉
〈ϕi|V˜ |ϕj〉a†|ϕi〉a|ϕj〉 =
∫
d3r1d
3r2v(r2)δ3(r1 − r2)a†|r1〉a|r2〉 (2.4)
Uˆ est une Observable a` 2-corps agissant dans F (−) {E}, associe´e a` l’Observable U˜ agissant
dans ⊗2(−)E . Uˆ correspond a` l’ope´rateur d’interaction a` 2-corps. Dans le cas des plasmas, il
s’agit de l’interaction coulombienne.
Uˆ =
∑
|ϕi〉,|ϕj〉,|ϕk〉,|ϕl〉
〈ϕiϕj|U˜ |ϕkϕl〉a†|ϕi〉a
†
|ϕj〉a|ϕl〉a|ϕk〉 (2.5a)
=
∫
d3r1d
3r2d
3r3d
3r4
{
δ3(r1 − r3)δ3(r2 − r4)
a†|r1〉a
†
|r2〉a|r4〉a|r3〉
|r3 − r4|
}
(2.5b)
Une autre Observable utile est l’ope´rateur nombre de particules Nˆ que l’on de´finit de la
manie`re suivante :
Nˆ =
∑
|ϕj〉
a†|ϕj〉a|ϕj〉 (2.6)
Les plasmas qui nous inte´ressent sont des syste`mes a` tempe´rature finie. Nous avons besoin,
de`s lors, de conside´rer des me´langes statistiques d’e´tats N-corps. Pour ce faire, il est utile de
de´finir la matrice densite´ ρˆ. Si nous conside´rons un me´lange des e´tats de base |Ψj〉 ∈ F (−) {E},
avec les probabilite´s P {|Ψj〉)}, la matrice densite´ du me´lange peut eˆtre de´finie comme suit :
ρˆ =
∑
|Ψj〉
P {|Ψj〉)} |Ψj〉〈Ψj| (2.7)
Ainsi, la moyenne thermodynamique A = 〈Aˆ〉 de toute observable Aˆ agissant dans F (−) {E}
s’obtient de la manie`re suivante :
〈Aˆ〉 = Tr
(
ρˆAˆ
)
=
∑
|Ψj〉
〈Ψj|ρˆAˆ|Ψj〉 (2.8)
Dans le cadre de la thermodynamique, il est e´galement utile de de´finir l’entropie S :
S = −kBTr (ρˆ ln ρˆ) = −kB
∑
|Ψj〉
P {|Ψj〉} ln (P {|Ψj〉}) (2.9)
1Dans tout ce travail, nous de´signons par“Observable” tout ope´rateur hermitique dont les vecteurs propres
constituent une base de l’espace d’e´tat.
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La valeur moyenne des Observables a` 1-corps ne fait pas intervenir la totalite´ de la matrice
densite´. Soit Aˆ une Observable a` 1-corps agissant dans F (−) {E}, associe´e a` l’Observable A˜
agissant dans E . Sa valeur moyenne est :
〈Aˆ〉 = Tr
(
ρˆAˆ
)
= Tr

ρˆ ∑
|ϕi〉,|ϕj〉
〈ϕi|A˜|ϕj〉a†|ϕi〉a|ϕj〉

 = ∑
|ϕi〉,|ϕj〉
〈ϕi|A˜|ϕj〉Tr
(
ρˆa†|ϕi〉a|ϕj〉
)
(2.10)
Nous pouvons alors de´finir la matrice densite´ re´duite a` un corps ρ˜1 de la manie`re suivante :
〈ϕj|ρ˜1|ϕi〉 = Tr
(
ρˆa†|ϕi〉a|ϕj〉
)
(2.11)
La seule connaissance de la matrice densite´ re´duite a` 1-corps ρ˜1 suffit a` connaˆıtre la valeur
moyenne de toute Observable a` 1-corps.
Les e´le´ments diagonaux de la repre´sentation |r〉 de la matrice densite´ re´duite a` un corps
constituent ce que l’on appelle la densite´ n(r), valeur moyenne de l’ope´rateur nombre de
particules dans l’e´tat |r〉 : nˆ(r)
n(r) = 〈r|ρ˜1|r〉 = Tr
(
ρˆa†|r〉a|r〉
)
= Tr (ρˆnˆ(r)) (2.12)
2.2 E´quation de Schro¨dinger a` 1-corps : conventions et
notations
L’e´quation de Schro¨dinger de´crit les particules non-relativistes et sans spin. Pour toute
pre´cision supple´mentaire sur les propos re´sume´s ci-dessous, le lecteur pourra se reporter aux
ouvrages courants de me´canique quantique, notamment aux Refs [27, 28]. L’espace d’e´tat E
des particules sans spin peut eˆtre inte´gralement engendre´ par les e´tats de position |r〉
E = Er (2.13)
L’e´quation de Schro¨dinger pour un e´tat |ϕ〉 stationnaire peut eˆtre e´crite :
H˜S|ϕ〉 =
(
P˜
2
2m
− V˜
)
|ϕ〉 = E|ϕ〉 (2.14)
ou` il convient de mentionner que nous convenons du signe − devant le potentiel afin que le
potentiel attractif du noyau soit de signe positif. En repre´sentation |r〉, l’e´quation devient :
−~2
2m
∇2rϕ(r)− v(r)ϕ(r) = Eϕ(r) (2.15)
Le cas des ondes planes correspond au cas des particules qui ne sont soumises a` aucun
potentiel et sont donc re´gies par l’e´quation de Schro¨dinger mettant en jeu le hamiltonien
H˜0S :
H˜0S|ϕfree〉 =
P˜
2
2m
|ϕfree〉 = E|ϕfree〉 (2.16)
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2.2.1 E´tat d’impulsion de´finie, ondes planes
Conside´rons les e´tats a` impulsion de´finie |k〉, c’est-a`-dire les e´tats propres de l’ope´rateur
impulsion P˜ :
P˜ |k〉 = ~k|k〉 (2.17)
en repre´sentation |r〉, cette de´finition devient :
−i~∇r〈r|k〉 = ~k〈r|k〉 (2.18)
Il est alors e´vident que la repre´sentation |r〉 des e´tats a` impulsion de´finie est :
〈r|k〉 = eik.r (2.19)
Pour ces e´tats, nous avons les relations d’orthonormalisation et de fermeture suivantes, qui
correspondent aux de´finitions de la distribution de Dirac et de la transforme´e de Fourier :
〈k|k′〉 =
∫
d3rei(k
′−k).r = (2π)3δ3(k
′ − k) (2.20)∫
d3k
(2π)3
|k〉〈k| = I (2.21)
ou` δ3 est la distribution de Dirac a` 3 dimensions, I l’ope´rateur identite´ de l’espace d’e´tat E . Si
nous introduisons les e´tats d’impulsion dans l’e´quation de Schro¨dinger des particules libres,
nous obtenons :
~
2k2
2m
≡ Ek = E (2.22)
ainsi, les e´tats |k〉 correspondent aux e´tats propres d’ondes planes. Nous notons :
|k〉 ≡ |ϕfreek 〉 (2.23)
2.2.2 Cas ge´ne´ral
Dans le cas ge´ne´ral, nous re´solvons l’e´quation :
−~2
2m
∇2r − v(r)ϕ(r) = Eϕ(r) (2.24)
avec v(r) tel qu’on peut convenir de v(r) = 0 a` l’infini. Dans un tel cas, les ondes correspon-
dant au valeurs propres ne´gatives sont e´vanescentes a` l’infini et les modes qui correspondent
a` ces valeurs sont discrets.
Nous obtenons alors une base de E constitue´e des e´tats propres du hamiltonien. On note
{|ϕs〉} la partie discre`te de cette base et {|ϕk〉} sa partie continue.
2.2.3 En syme´trie sphe´rique
En coordonne´es sphe´riques, le Laplacien ∇2r peut eˆtre e´crit :
∇2r =
1
r
∂2
∂r2
r − L
2
~2r2
(2.25)
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ou` L est la repre´sentation |r〉 de l’ope´rateur de moment angulaire L˜. Nous notons Yℓ,m(θ, ϕ)
les harmoniques sphe´riques, repre´sentations |r〉 des e´tats propres |ℓ,m〉 de l’ensemble des
deux ope´rateurs qui commutent
{
L˜2, L˜z
}
:
L˜2|ℓ,m〉 = ~2ℓ(ℓ+ 1)|ℓ,m〉 ; L2Yℓ,m(θ, ϕ) = ~2ℓ(ℓ+ 1)Yℓ,m(θ, ϕ) (2.26)
L˜z|ℓ,m〉 = ~m|ℓ,m〉 (2.27)
Les harmoniques sphe´riques sont orthogonales :
〈ℓ,m|ℓ′,m′〉 =
∫ π
0
dθ sin θ
∫ 2π
0
dϕ
{
Y ∗ℓ,m(θ, ϕ)Yℓ′,m′(θ, ϕ)
}
= δℓ,ℓ′δm,m′ (2.28)
Nous pouvons re´e´crire l’e´quation de Schrodinger en coordonne´es sphe´riques :
−~2
2m
1
r
∂2
∂r2
(rϕ(r)) +
~
2
2m
L2
~2r2
ϕ(r)− v(r)ϕ(r) = Eϕ(r) (2.29)
Conside´rant le proble`me a` potentiel central : v(r) ≡ v(r), si nous prenons la fonction d’onde
sous la forme :
ϕ(r) =
R(r)
r
Yℓ,m(θ, ϕ) (2.30)
nous sommes alors ramene´s a` la re´solution de l’e´quation de Scro¨dinger radiale :
d2R(r)
dr2
+
(
2m
~2
(E + v(r))− ℓ(ℓ+ 1)
r2
)
R(r) = R′′(r) + k2(r)R(r) = 0 (2.31)
ou` nous avons de´fini :
k2(r) ≡ 2m
~2
(E + v(r))− ℓ(ℓ+ 1)
r2
(2.32)
Repre´sentation phase-amplitude
Si nous de´finissons la repre´sentation phase-amplitude des fonctions radiales comme suit :
R(r) ≡ A(r) sinΦ(r) (2.33)
alors, on peut e´crire :
R′′(r) ≡ A′′(r) sinΦ(r) + 2A′(r)Φ′(r) cosΦ(r) + A(r)Φ′′(r) cosΦ(r)− A(r)(Φ′(r))2 sinΦ(r)
(2.34)
L’e´quation de Schro¨dinger radiale devient alors le syste`me :
A′′(r)− A(r)(Φ′(r))2 = 0 (2.35)
2A′(r)Φ′(r) + A(r)Φ′′(r) = 0 (2.36)
De la seconde e´quation, nous de´duisons :
(ln (Φ′(r)))′ = −2 lnA(r) ⇒ Φ′(r) = − θ
A2(r)
(2.37)
ou` θ est une constante arbitraire, qui va en fait de´finir la normalisation de la fonction d’onde.
Finalement, nous arrivons au syste`me d’e´quations :
A′′(r) + k2(r)A(r)− θ
2
A3(r)
= 0 (2.38)
Φ′(r) = − θ
A2(r)
(2.39)
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Cas ge´ne´ral
Dans le cas ge´ne´ral du proble`me a` potentiel central, la partie discre`te de la base des e´tats
propres du hamiltonien est constitue´e des e´tats lie´s note´s :
ϕnr,ℓ,m(r) ≡
Rnr,ℓ(r)
r
Yℓ,m(θ, ϕ) (2.40)
ou` nr est le nombre de nœuds de la fonction radiale Rnr,ℓ, ℓ est le nombre quantique orbital
et m le nombre quantique magne´tique. Le nombre quantique principal n s’obtient par la
relation : n = nr + ℓ+1. Les valeurs propres (ne´gatives) associe´es a` ces e´tats lie´s sont note´es
Enr,ℓ.
La partie continue de la base est constitue´e des e´tats :
ϕE,ℓ,m(r) ≡ RE,ℓ(r)
r
Yℓ,m(θ, ϕ) (2.41)
associe´s aux valeurs propres positives E.
Cas du potentiel hydroge´no¨ıde
Si nous conside´rons le cas d’un potentiel hydroge´no¨ıde :
v(r) =
Ze2
r
(2.42)
Nous pouvons alors chercher la fonction radiale R(r) sous la forme d’un de´veloppement en
se´rie :
R(r) = rs
∞∑
ν=0
cνr
ν (2.43)
Pour s ≥ 2, nous obtenons :
R′′(r) = rs−2
∞∑
ν=0
(s+ ν)(s+ ν − 1)cνrν (2.44)
L’e´quation de Schro¨dinger devient alors :
rs−2
( ∞∑
ν=0
(s+ ν)(s+ ν − 1)cνrν − ℓ(ℓ+ 1)
∞∑
ν=0
cνr
ν +
2mE
~2
∞∑
ν=0
cνr
ν+2 +
2mZe2
~2
∞∑
ν=0
cνr
ν+1
)
= 0
(2.45)
dont nous de´duisons :
c0 (s(s− 1)− ℓ(ℓ+ 1)) = 0 ⇒ s = ℓ+ 1 (2.46)
c1 (s(s+ 1)− ℓ(ℓ+ 1)) + 2mZe
2
~2
c0 = 0 (2.47)
((s+ ν)(s+ ν − 1)− ℓ(ℓ+ 1)) cν + 2mE
~2
cν−2 +
2mZe2
~2
cν−1 = 0 (2.48)
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Finalement, pour ℓ ≥ 1, nous avons les relations de re´currence suivantes pour les coefficients
du de´veloppement :
c1 = c0
−2m
~2
Ze2
s(s+ 1)− ℓ(ℓ+ 1) (2.49)
cν =
−2m
~2
Ze2cν−1 + Ecν−2
(s+ ν)(s+ ν − 1)− ℓ(ℓ+ 1) (2.50)
Pour s = 1, nous obtenons :
R′′(r) = rs−2
∞∑
ν=1
ν(ν + 1)cνr
ν−1 (2.51)
∞∑
ν=1
ν(ν + 1)cνr
ν−1 − ℓ(ℓ+ 1)
∞∑
ν=0
cνr
ν−1 +
2mE
~2
∞∑
ν=0
cνr
ν+1 +
2mZe2
~2
∞∑
ν=0
cνr
ν = 0 (2.52)
d’ou` nous obtenons que :
c0
ℓ(ℓ+ 1)
r
= 0 ⇒ ℓ = 0 (2.53)
2c1 +
2mZe2
~2
c0 = 0 (2.54)
ν(ν + 1)cν +
2mE
~2
cν−2 +
2mZe2
~2
cν−1 (2.55)
Finalement, pour ℓ = 0, nous avons les relations de re´currence suivantes pour les coefficients
du de´veloppement :
c1 = −mZe
2
~2
c0 ⇔ Eq. 2.49 avec ℓ = 0, s = ℓ+ 1 (2.56)
cν =
−2m
~2
Ze2cν−1 + Ecν−2
ν(ν + 1)
⇔ Eq. 2.50 avec ℓ = 0, s = ℓ+ 1 (2.57)
Ces formules de re´currence seront utiles plus tard (cf. 6.1.2) afin d’e´crire une condition
a` la limite en ze´ro pour les fonctions d’onde. Nous ne traiterons pas plus avant le cas du
potentiel hydroge´no¨ıde et renvoyons le lecteur aux Refs. [27,28] pour plus de pre´cision.
Cas du potentiel nul
Lorsque le potentiel est nul (v(r) = 0), l’e´quation de Schro¨dinger radiale devient :
R′′(r) +
(
2mE
~2
− ℓ(ℓ+ 1)
r2
)
R(r) = 0 (2.58)
Dans le cas ou` E > 0, nous de´finissons :
pE =
√
2mE
~2
(2.59)
L’e´quation peut alors eˆtre re´e´crite :
1
(pEr)
d2
d(pEr)2
(
(pEr)
R(r)
(pEr)
)
+
(
1− ℓ(ℓ+ 1)
(pEr)2
)
R(r)
(pEr)
= 0 (2.60)
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Il s’agit d’une e´quation de Bessel sphe´rique pour la fonction R(r)/(pEr), dont la solution
ge´ne´rale peut s’e´crire :
R(r)
(pEr)
= A (cos∆ Jℓ(pEr)− sin∆Yℓ(pEr)) (2.61)
ou` Jℓ est la fonction de Bessel sphe´rique re´gulie`re en 0 et Yℓ est la fonction de Bessel sphe´rique
singulie`re en 0.
Dans le cas d’une fonction d’onde du continuum RE,ℓ(r), dans la re´gion ou` le potentiel
est nul, la fonction prend la forme :
RE,ℓ(r) = AEpEr (cos∆E,ℓ Jℓ(pEr)− sin∆E,ℓ Yℓ(pEr)) −→
r→∞
AE sin
(
pEr − ℓπ
2
+ ∆E,ℓ
)
(2.62)
∆E,ℓ est alors le de´phasage de la fonction d’onde. Les proprie´te´s de ce de´phasage sont e´tudie´es
de manie`re comple`te dans la litte´rature sur la the´orie de la diffusion (voir par exemple la
Ref. [29]), et de manie`re plus pragmatique, dans le cas de la physique de la matie`re dense,
dans la Ref. [30].
Le cas des ondes planes correspond au cas ou` le potentiel est nul dans tout l’espace. Dans
ce cas, la solution en potentiel nul s’applique partout et pour que cette dernie`re soit re´gulie`re,
il faut ne´cessairement que ∆ soit un multiple de π. On choisit ∆ = 0 pour les ondes planes
et ainsi, dans le cas d’une onde en champ nul, ∆ va correspondre au de´phasage par rapport
aux ondes planes.
RfreeE,ℓ (r) = AEpEr Jℓ(pEr) (2.63)
Dans le cas des valeurs propres ne´gatives E < 0, nous de´finissons :
pE =
√
−2mE
~2
(2.64)
L’e´quation peut alors eˆtre re´e´crite :
1
(pEr)
d2
d(pEr)2
(
(pEr)
R(r)
(pEr)
)
+
(
−1− ℓ(ℓ+ 1)
(pEr)2
)
R(r)
(pEr)
= 0 (2.65)
Il s’agit d’une e´quation de Bessel sphe´rique pour la fonction R(r)/(pEr), dont la solution
ge´ne´rale peut s’e´crire :
R(r)
(pEr)
= C Kℓ(pEr) +DMℓ(pEr) (2.66)
ou` Kℓ est la fonction de Bessel sphe´rique modifie´e convergente a` l’infini et Mℓ est la fonction
de Bessel sphe´rique modifie´e divergente a` l’infini. La solution physiquement acceptable pour
les e´tats lie´s est alors :
Rnr,ℓ(r) = CpEnr,ℓr Kℓ(pEnr,ℓr) −→r→∞ Ce
−pEnr,ℓr (2.67)
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Approximation Wentzel-Kramers-Brillouin
L’approximation de Wentzel-Kramers-Brillouin (WKB), aussi appele´e approximation se-
miclassique, est base´e sur la repre´sentation phase/amplitude de la fonction d’onde. Elle
consiste a` faire l’hypothe`se d’une amplitude lentement variable, c’est a` dire respectant :
A′′E,ℓ(r)
AE,ℓ(r)
,
(
A′E,ℓ(r)
AE,ℓ(r)
)2
<< k2(r) (2.68)
Dans ce cadre, l’expression de la de´rive´e de la fonction d’onde se simplifie en :
R′E,ℓ(r) = A
′
E,ℓ(r)Φ
′
E,ℓ(r) cosΦE,ℓ(r) (2.69)
D’autre part, a` partir de l’Eq. 2.38 :
A′′E,ℓ(r) + k
2(r)AE,ℓ(r)− AE,ℓ(r)
(
Φ′E,ℓ(r)
)2
= 0 (2.70)
l’hypothe`se permet d’obtenir :
Φ′E,ℓ(r) = ±k(r) (2.71)
On convient de retenir la de´termination positive :
Φ′E,ℓ(r) = k(r) ; AE,ℓ(r) =
√
−θ
k(r)
(2.72)
2.3 E´quation de Dirac a` 1-corps : conventions et nota-
tions
L’e´quation de Dirac permet de de´crire les particules de spin demi-entier : les fermions. Pour
plus de pre´cisions sur l’e´quation de Dirac, le lecteur pourra se reporter a` certains ouvrages
de me´canique quantique, notamment la Ref. [31] ou encore la Ref. [32], qui concerne plus
particulie`rement son application a` la physique atomique.
Dans le cadre de l’e´quation de Dirac, l’e´tat est repre´sente´ dans la base |r〉 par un vecteur
a` 4 composantes que l’on appelle bispineur. L’espace d’e´tat E est en fait :
E = Er ⊗ Es ⊗ Es (2.73)
ou` Es est un espace d’e´tat interne a` 2 dimensions, dont les vecteurs sont appele´s spineurs.
L’e´quation de Dirac pour un e´tat stationnaire peut eˆtre e´crite :
H˜D|ϕ〉 = (cα.P˜ + βmc2 − V˜ )|ϕ〉 = E|ϕ〉 (2.74)
En repre´sentation |r〉, elle devient :
(−i~cα.∇r + βmc2 − v(r))ϕ(r) = Eϕ(r) (2.75)
Les matrices α, β constituent une repre´sentation de l’alge`bre de Clifford2. Dans tout ce qui
suit, nous utiliserons la repre´sentation de Dirac de cette alge`bre. Tenant compte de cette
2Il s’agit en fait d’un abus de langage courant en physique. Par alge`bre de Clifford nous entendons l’alge`bre
de Clifford particulie`re de´finie par les relations : β2 = I ; {αj , αk} = 2δj,kI ; {αj , β} = 0 , ou` les accolades
de´signent les anticommutateurs.
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convention, les matrices peuvent eˆtre exprime´es, dans la base de l’espace interne Es constitue´e
de {|±〉}, e´tats propres de la matrice σz :
β =
(
0 I2
I2 0
)
; αj =
(
0 σj
σj 0
)
(2.76)
ou` I2 de´signe l’ope´rateur identite´ dans l’espace Es des spineurs et ou` les σj sont les matrices
de Pauli. Ces matrices peuvent eˆtre elles-meˆme exprime´es dans la base |±〉 de l’espace interne
Es :
σx =
(
0 1
1 0
)
; σy =
(
0 −i
i 0
)
; σz =
(
1 0
0 −1
)
(2.77)
Dans la suite, nous utiliserons souvent les repre´sentations |r,±〉 des e´tats de E . Dans cette
base, on note le bispineur comme suit :
ϕ(r) =
(
ϕ+(r)
ϕ−(r)
)
(2.78)
ou` ϕ+(r), ϕ−(r) sont les deux spineurs composantes du bispineur ϕ(r). Il arrive souvent que
l’on de´nomme ϕ+(r) sous le terme de “grande composante” et ϕ−(r) sous celui de “petite
composante”
Le cas des ondes planes correspond au cas des particules qui ne sont soumises a` aucun
potentiel et sont donc re´gies par l’e´quation de Dirac ou` nous de´finissons le hamiltonien H˜0D :
H˜0D|ϕfree〉 = (cα.P˜ + βmc2)|ϕfree〉 = E|ϕfree〉 (2.79)
2.3.1 E´tat d’impulsion de´finie, ondes planes
Dans la repre´sentation |r,±〉, l’e´quation de Dirac des particules libres devient :
(mc2 − E)ϕ+(r)− i~cσ.∇rϕ−(r) = 0 (2.80)
−i~cσ.∇rϕ+(r)− (mc2 + E)ϕ−(r) = 0 (2.81)
Prenons la composante ϕ+ sous la forme :
ϕ+(r) = eik.rξs (2.82)
ou` ξs est un spineur constant. On obtient alors :
~
2c2k2 +m2c4 = E2 (2.83)
E = ±Ek ≡ ±
√
~2c2k2 +m2c4 (2.84)
Les valeurs propres peuvent eˆtre positives ou ne´gatives. Conside´rons d’abord les valeurs
propres positives Ek =
√
~2c2k2 +m2c4, nous avons :
ϕ+(r) = eik.rξs (2.85)
ϕ−(r) =
~cσ.k
Ek +mc2
eik.rξs (2.86)
Dans le re´fe´rentiel propre de la particule, k = 0 :
ϕ+(r) = ξs (2.87)
ϕ−(r) = 0 (2.88)
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L’e´tat peut ainsi eˆtre de´fini par son spineur au repos : ξs. On de´finit alors le bispineur
d’impulsion k, de spin au repos s et de valeur propre positive Ek =
√
~2c2k2 +m2c4 :
ϕfreek,s,+(r) =
uk,s√
2Ek
eik.r (2.89)
ou` nous avons de´fini :
uk,s ≡
√
Ek +mc2
(
ξs
~cσ˜.k
Ek+mc2
ξs
)
(2.90)
La meˆme proce´dure peut eˆtre ite´re´e pour les e´tats a` valeurs propres ne´gatives. On aboutit
a` la de´finition du bispineur d’impulsion k, de spin au repos s et de valeur propre ne´gative
−Ek = −
√
~2c2k2 +m2c4
ϕfreek,s,−(r) =
v−k,−s√
2Ek
eik.r (2.91)
ou` nous avons de´fini :
v−k,−s ≡
√
Ek +mc2
( − ~cσ˜.k
Ek+mc2
ξs
ξs
)
(2.92)
Les e´tats a` valeurs propres ne´gatives sont re´interpre´te´s, dans le cadre de la conjugaison de
charge, comme des e´tats d’antiparticules.
Il est ge´ne´ralement utile de de´finir le bispineur suivant, afin de n’avoir a` sommer que sur
un seul jeu d’e´tats lorqu’on projette sur la base des ondes planes :
ϕfreek,s (r) =
1√
2Ek
(uk,s + v−k,−s) eik.r (2.93)
Comme nous le verrons, il est souvent d’usage, en physique atomique, d’approximer le syste`me
de fermions en ne´gligeant les e´tats d’antiparticules.
2.3.2 En syme´trie sphe´rique
Dans le cadre de l’e´tude du proble`me a` syme´trie sphe´rique, nous de´finissons les ope´rateurs
qui suivent. L˜, agissant dans Er, est l’ope´rateur de moment cine´tique orbital. s˜, agissant dans
Es, est l’ope´rateur de moment cine´tique de spin. J˜ = L˜+s˜ est l’ope´rateur de moment cine´tique
total. Les re`gles usuelles du couplage des moments cine´tiques nous donnent les valeurs propres
j, mj des ope´rateurs J˜
2, J˜z, a` partir de ℓ, s, mℓ, ms :
|ℓ− s| ≤ j ≤ |ℓ+ s| (2.94)
− j ≤ mj ≤ j, mj = mℓ +ms (2.95)
Nous conside´rons des e´lectrons, c’est-a`-dire des particules de spin s = 1/2, ainsi j = ℓ± 1/2
si ℓ > 0, j = 1/2 si ℓ = 0 et ms = ±1/2. Conside´rons les e´tats propres de l’ensemble d’Ob-
servables qui commutent
{
L˜2, s˜2, J˜2, J˜z
}
: |ℓ, s, j,mj〉. Lorsque nous exprimons le bispineur
dans la base {|r,±〉}, ou` |±〉 sont les e´tats propres de sz, nous avons ne´cessairement pour la
composante |+〉 :
ms = +
1
2
⇒ mj = mℓ + 1
2
(2.96)
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et pour la composante |−〉 :
ms = −1
2
⇒ mj = mℓ − 1
2
(2.97)
Dans la base {|r,±〉}, les spineurs propres de
{
L˜2, s˜2, J˜2, J˜z
}
sont donc :
Ωℓ,j,mj(θ, ϕ) ≡
( 〈ℓ,mℓ = mj − 1/2, s = 1/2,ms = +1/2|ℓ, s = 1/2, j,mj〉Yℓ=ℓ,mℓ=mj−1/2(θ, ϕ)
〈ℓ,mℓ = mj + 1/2, s = 1/2,ms = −1/2|ℓ, s = 1/2, j,mj〉Yℓ=ℓ,mℓ=mj+1/2(θ, ϕ)
)
(2.98)
Nous pouvons de´finir l’ope´rateur K˜, a` action dans Er ⊗ Es :
K˜ ≡ −2L˜.s˜− ~2I2 = L˜2 + s˜2 − J˜2 − ~2I2 (2.99)
Il est alors opportun de de´finir les spineurs sphe´rique Ωκ,m(θ, ϕ) :
Ωκ,mj(θ, ϕ) ≡Ωℓ=κ,j=κ−1/2,mj(θ, ϕ) =


√
κ−mj+1/2
2κ+1
Yℓ=−κ−1,mℓ=mj−1/2(θ, ϕ)√
κ+mj+1/2
2κ+1
Yℓ=−κ−1,mℓ=mj+1/2(θ, ϕ)

 si κ > 0
(2.100)
≡Ωℓ=−κ−1,j=−κ−1/2,mj(θ, ϕ) =

 −
√
κ−mj+1/2
2κ+1
Yℓ=κ,mℓ=mj−1/2(θ, ϕ)√
κ+mj+1/2
2κ+1
Yℓ=κ,mℓ=mj+1/2(θ, ϕ)

 si κ < 0
(2.101)
Les spineurs sphe´riques sont des e´tats propres de
{
K˜, J˜z
}
K˜Ωκ,mj(θ, ϕ) = κ~
2Ωκ,mj(θ, ϕ) (2.102)
J˜zΩκ,mj(θ, ϕ) = mj~Ωκ,mj(θ, ϕ) (2.103)
Par ailleurs, les spineurs sphe´riques Ωκ,mj sont orthonorme´s :
〈κ,mj|κ′,m′j〉 =
∫ π
0
dθ sin θ
∫ 2π
0
dϕ
{
Ω†κ,mj(θ, ϕ)Ωκ′,m′j(θ, ϕ)
}
= δκ,κ′δmj ,m′j (2.104)
A` toutes fin utiles, nous de´finissons l’ope´rateur e˜r comme suit :
e˜r|r〉 = |r〉r
r
(2.105)
ou` r = |r|. Il est aise´ de montrer que : (σ.e˜r)2 = I2. Il est d’autre part possible de montrer
que :
(σ.e˜r)Ωκ,mj(θ, ϕ) = −Ω−κ,mj(θ, ϕ) (2.106)
L’ope´rateur σ.P˜ , agissant dans Er⊗Es, peut eˆtre, sans difficulte´, de´compose´ comme suit :
σ.P˜ = (σ.e˜r)(σ.e˜r)(σ.P˜ ) = (σ.e˜r)
(
e˜r.P˜ + iσ.(e˜r ∧ P˜ )
)
(2.107)
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en utilisant la repre´sentation |r〉 :
σ.P˜ =(σ.e˜r)
(
−i~r.∇r
r
+ i
2s˜.L˜
~r
)
= (σ.e˜r)
(
−i~r.∇r − i~I2
r
− i K˜
~r
)
(2.108)
=(σ.e˜r)
(
(−i~)
(
∂
∂r
+
I2
r
)
− i K˜
~r
)
(2.109)
Conside´rant le proble`me a` potentiel central v(r) = v(r), si nous prenons le bispineur sous
la forme :
ϕ(r) =
(
iP (r)
r
Ωκ,mj(θ, ϕ)
Q(r)
r
Ω−κ,mj(θ, ϕ)
)
(2.110)
l’e´quation de Dirac devient (nous avons omis les de´pendances angulaires des spineurs sphe´-
riques pour raccourcir les notations) :
(mc2 − v(r))iP (r)
r
Ωκ,mj + c(σ.e˜r)
(
(−i~)
(
∂
∂r
+
I2
r
)
− i K˜
~r
)
Q(r)
r
Ω−κ,mj = iE
P (r)
r
Ωκ,mj
(2.111)
c(σ.e˜r)
(
(−i~)
(
∂
∂r
+
I2
r
)
− i K˜
~r
)
i
P (r)
r
Ωκ,mj − (mc2 + v(r))
Q(r)
r
Ω−κ,mj = E
Q(r)
r
Ω−κ,mj
(2.112)
Nous sommes alors ramene´s a` la re´solution du syste`me de Dirac radial :
dP (r)
dr
+
κ
r
P (r) +
1
~c
(
E +mc2 + v(r)
)
Q(r) = 0 (2.113)
dQ(r)
dr
− κ
r
Q(r)− 1
~c
(
E −mc2 + v(r))P (r) = 0 (2.114)
Afin de pouvoir identifier les e´nergies a` celles du cas non-relativiste, nous effectuons le chan-
gement d’origine en e´nergie suivant : E → E − mc2. Finalement, le syste`me a` re´soudre
devient :
dP (r)
dr
+
κ
r
P (r) + ηP (r)Q(r) = 0 (2.115)
dQ(r)
dr
− κ
r
Q(r)− ηQ(r)P (r) = 0 (2.116)
ou` nous avons de´fini :
ηP ≡ 1
~c
(
E + 2mc2 + v(r)
)
(2.117)
ηQ ≡ 1
~c
(E + v(r)) (2.118)
Les hamiltoniens H˜D et H˜
0
D deviennent alors :
H˜D = cα.P˜ + (β − I)mc2 − V˜ (2.119)
H˜0D = cα.P˜ + (β − I)mc2 (2.120)
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Forme “Schro¨dinger” de l’e´quation de Dirac
Le syste`me de Dirac radial peut aise´ment eˆtre re´e´crit sous la forme d’une e´quation similaire
a` l’e´quation de Schro¨dinger radiale :
F ′′(r) + ω(r)F (r) = 0 (2.121)
ou` nous avons de´fini :
F (r) ≡ P (r)√
ηP (r)
(2.122)
ω(r) ≡ ηP (r)ηQ(r)− 3
4
(
η′(r)
ηP (r)
)2
+
1
2
η′′(r)
ηP (r)
− κ
r
η′(r)
ηP (r)
− κ(κ+ 1)
r2
(2.123)
Repre´sentation phase-amplitude
Nous de´finissons la repre´sentation phase-amplitude des composantes radiales comme suit :
P (r) = A(r) sinΦ(r) (2.124)
Q(r) = B(r) sinΦ(r) + C(r) cosΦ(r) (2.125)
Les de´rive´es sont alors :
P ′(r) = A′(r) sinΦ(r) + A(r)Φ′(r) cosΦ(r) (2.126)
Q′(r) = B′(r) sinΦ(r) +B(r)Φ′(r) cosΦ(r) + C ′(r) cosΦ(r)− C(r)Φ′(r) sinΦ(r) (2.127)
Le syste`me de Dirac radial peut alors eˆtre e´crit :
A′(r) +
κ
r
A(r) + ηP (r)B(r) = 0 (2.128)
A(r)Φ′(r) + ηP (r)C(r) = 0 (2.129)
B′(r)− κ
r
B(r)− ηQ(r)A(r)− C(r)Φ′(r) = 0 (2.130)
B(r)Φ′(r) + C ′(r)− κ
r
C(r) = 0 (2.131)
L’Eq. 2.129 peut eˆtre re´e´crite :
Φ′(r) = −ηP (r)C(r)
A(r)
(2.132)
en utilisant cette dernie`re dans l’Eq. 2.131, nous obtenons :
Φ′(r) =
(
−ηP (r)B(r)− κ
r
A(r)
)
C(r) + A(r)C ′(r) = 0 (2.133)
en introduisant ce re´sultat dans l’Eq. 2.128, il vient :
A′(r)C(r) + A(r)C ′(r) = (A(r)C(r))′ = 0 ⇒ A(r)C(r) ≡ θ (2.134)
ou` θ est une constante arbitraire, qui va en fait de´finir la normalisation du bispineur. Fina-
lement, nous obtenons la repre´sentation :
P (r) = A(r) sinΦ(r) (2.135)
Q(r) = B(r) sinΦ(r) +
θ
A(r)
cosΦ(r) (2.136)
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re´gie par le syste`me :
A′(r) +
κ
r
A(r) + ηP (r)B(r) = 0 (2.137)
B′(r)− κ
r
B(r)− ηQ(r)A(r) + ηP θ
2
A3(r)
= 0 (2.138)
Φ′(r) = −ηP (r)θ
A2(r)
(2.139)
La` aussi, nous pouvons passer a` la forme “Schro¨dinger”. En effet, si nous de´finissons :
G(r) ≡ A(r)√
ηP (r)
(2.140)
alors le syste`me revient a` :
G′′(r) + ω(r)G(r)− θ
2
G3(r)
= 0 (2.141)
Φ′(r) = − θ
G2(r)
(2.142)
et nous reconnaissons le syste`me phase-amplitude correspondant a` l’e´quation de Schro¨dinger
(Eqs 2.38 et 2.39 page 21).
Cas ge´ne´ral
Dans le cas ge´ne´ral du proble`me a` potentiel central, la partie discre`te de la base des e´tats
propres du hamiltonien est constitue´e des e´tats lie´s note´s :
ϕnr,κ,mj(r) ≡
(
iPnr,κ(r)
r
Ωκ,mj(θ, ϕ)
Qnr,κ(r)
r
Ω−κ,mj(θ, ϕ)
)
(2.143)
ou` nr est le nombre de nœud de la composante radiale Pnr,ℓ. Les valeurs propres (ne´gatives)
associe´es a` ces e´tats lie´s sont note´es Enr,κ.
La partie continue de la base est constitue´e des e´tats :
ϕE,κ,mj(r) ≡
(
i
P (r)E,κ
r
Ωκ,mj(θ, ϕ)
Q(r)E,κ
r
Ω−κ,mj(θ, ϕ)
)
(2.144)
associe´s aux valeurs propres positives E.
Cas du potentiel hydroge´no¨ıde
La` encore, si nous conside´rons le cas d’un potentiel hydroge´no¨ıde, nous pouvons chercher
les composantes radiales sous forme de de´veloppements en se´rie :
P (r) = rs
∞∑
ν=0
cPν r
ν (2.145)
Q(r) = rs
∞∑
ν=0
cQν r
ν (2.146)
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Nous obtenons alors :
P ′(r) = rs−1
∞∑
ν=0
(s+ ν)cPν r
ν (2.147)
Q′(r) = rs−1
∞∑
ν=0
(s+ ν)cQν r
ν (2.148)
Le syste`me de Dirac devient alors :
rs−1
( ∞∑
ν=0
(s+ ν)cPν r
ν + κ
∞∑
ν=0
cPν r
ν +
E + 2mc2
~c
∞∑
ν=0
cQν r
ν+1 +
Ze2
~c
∞∑
ν=0
cQν r
ν
)
= 0 (2.149)
rs−1
( ∞∑
ν=0
(s+ ν)cQν r
ν − κ
∞∑
ν=0
cQν r
ν − E
~c
∞∑
ν=0
cPν r
ν+1 − Ze
2
~c
∞∑
ν=0
cPν r
ν
)
= 0 (2.150)
d’ou` : 

(s+ κ)cP0 +
Ze2
~c
cQ0
(s− κ)cQ0 −
Ze2
~c
cP0
⇒ s2 = κ2 −
(
Ze2
~c
)2
(2.151)


(s+ ν + κ)cPν +
E + 2mc2
~c
cQν−1 +
Ze2
~c
cQν
(s+ ν − κ)cQν −
E
~c
cPν−1 −
Ze2
~c
cPν
(2.152)
Finalement, nous obtenons les relations de re´currence :
cQ0 =
Ze2
~c
cP0
(s− κ) (2.153)
cPν =
E+2mc2
~c
cQν−1
(s+ ν + κ)
+
Ze2
~c
E
~c
cPν−1 +
Ze2
~c
cPν
(s+ ν)2 − κ2 (2.154)
cQν =
E
~c
cPν−1 +
Ze2
~c
cPν
(s+ ν − κ) (2.155)
Ces formules de re´currence seront utiles plus tard (cf. 6.1.2) afin d’e´crire une condition a`
la limite en ze´ro pour les composantes radiales. Nous ne traiterons pas plus avant le cas du
potentiel hydroge´no¨ıde et renvoyons le lecteur aux Refs. [31,32] pour plus de pre´cision.
Cas du potentiel nul
Dans le cas du potentiel nul, le syste`me de Dirac radial devient :
P ′(r) +
κ
r
P (r) + η0PQ(r) = 0 (2.156)
Q′(r)− κ
r
Q(r)− η0QP (r) = 0 (2.157)
ou` nous avons de´fini :
η0P ≡
E + 2mc2
~c
; η0Q ≡
E
~c
(2.158)
2.3. E´QUATION DE DIRAC A` 1-CORPS... 33
Pour la composante P , le syste`me revient a` l’e´quation :
P ′′(r) +
κ
r
P (r) +
(
E2 + 2Emc2
~2c2
− κ(κ+ 1)
r2
)
P (r) = 0 (2.159)
(2.160)
Nous de´finissons ℓκ tel que :
ℓκ = κ si κ > 0 (2.161)
ℓκ = −κ− 1 si κ < 0 (2.162)
ainsi nous avons : κ(κ + 1) = ℓκ(ℓκ + 1) avec ℓκ ≥ 0. Dans le cas ou` E2 + 2Emc2 > 0, nous
de´finissons :
pE =
√
E2 + 2Emc2
~2c2
(2.163)
L’e´quation peut alors eˆtre re´e´crite :
1
(pEr)
d2
d(pEr)2
(
(pEr)
P (r)
(pEr)
)
+
(
1− ℓκ(ℓκ + 1)
(pEr)2
)
P (r)
(pEr)
= 0 (2.164)
Il s’agit d’une e´quation de Bessel sphe´rique pour la fonction P (r)/(pEr), dont la solution
ge´ne´rale peut s’e´crire :
P (r)
(pEr)
= A (cos∆ Jℓκ(pEr)− sin∆Yℓκ(pEr)) (2.165)
Dans le cas d’une composante du continuum PE,κ(r), dans la re´gion ou` le potentiel est
nul, la composante prend la forme :
PE,κ(r) = AEpEr (cos∆E,κ Jℓκ(pEr)− sin∆E,κ Yℓκ(pEr)) −→
r→∞
AE sin
(
pEr − ℓκπ
2
+ ∆E,κ
)
(2.166)
ou` ∆E,κ est le de´phasage.
On convient de ∆ = 0 pour les onde planes :
P freeE,κ (r) = AEpErJℓκ(pEr) (2.167)
Nous de´finissons alors ℓ˜κ ≡ ℓ−κ :
ℓ˜κ = κ− 1 = ℓκ − 1 si κ > 0 (2.168)
ℓ˜κ = −κ = ℓκ + 1 si κ < 0 (2.169)
En tenant compte des proprie´te´s des de´rive´es des fonctions de Bessel, la composante radiale
Q peut eˆtre e´crite :
QE,κ(r) = −sgn(κ)pE
η0P
AEpEr
(
cos∆E,κ Jℓ˜κ(pEr)− sin∆E,κ Yℓ˜κ(pEr)
)
−→
r→∞
−sgn(κ)pE
η0P
AE sin
(
pEr − ℓ˜κπ
2
+ ∆E,κ
)
(2.170)
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QfreeE,κ (r) = −sgn(κ)
pE
η0P
AEpEr Jℓ˜κ(pEr) (2.171)
Dans le cas ou` E2 + 2Emc2 < 0, nous de´finissons :
pE =
√
−E
2 + 2Emc2
~2c2
(2.172)
L’e´quation peut alors eˆtre re´e´crite :
1
(pEr)
d2
d(pEr)2
(
(pEr)
P (r)
(pEr)
)
+
(
−1− ℓκ(ℓκ + 1)
(pEr)2
)
P (r)
(pEr)
= 0 (2.173)
Et nous aboutissons, pour les e´tats lie´s, a` :
Pnr,κ(r) = CpEnr,κrKℓκ(pEnr,κr) −→r→∞ Ce
−pEnr,κr (2.174)
Qnr,κ(r) = −
pEnr,κ
η0P
CpEnr,κrKℓ˜κ(pEnr,κr)→ −
pEnr,κ
η0P
Ce−pnr,κr (2.175)
Approximation WKB
Bien qu’il existe une the´orie WKB proprement de´die´e a` l’e´quation de Dirac (cf. Ref. [33]),
nous de´signerons plutot ici l’approche WKB de l’e´quation de Dirac sous sa forme “Schro¨din-
ger”. Ainsi, l’approximation WKB de la repre´sentation phase-amplitude du syste`me de Dirac
radial est :
Φ′E,κ(r) = k(r) ; AE,κ(r) =
√
−θηP (r)
k(r)
(2.176)
ou` nous avons de´fini k2(r) ≡ ω(r)
2.4 The´orie des fonctionnelles de la densite´
La the´orie des fonctionnelles de la densite´ (Density Functional Theory, DFT) est l’un des
formalismes qui permettent de s’attaquer a` la re´solution des proble`mes a` N-corps quantiques.
Les premiers articles posant les bases de ce formalisme sont les Refs [34,35].
A` l’instar des me´thodes du type Hartree-Fock, ce formalisme consiste a` ramener le pro-
ble`me a` N-corps a` un ensemble de proble`mes a` 1-corps. Dans ces proble`mes a` 1-corps, la
particule est soumise a` un potentiel effectif, base´ entre autres sur un champ moyen. The´ories
Hartree-Fock et DFT aboutissent a` la re´solution d’un syste`me autocohe´rent et de´rivent d’un
principe variationnel.
Plus pre´cise´ment, les me´thodes du type Hartree-Fock consistent a` approximer l’e´tat N-
corps par un produit tensoriel d’e´tats a` 1-corps, ne´gligeant ainsi les corre´lations statistiques
entre ces e´tats. En elles-meˆmes, les me´thodes du type Hartree-Fock permettent de traiter le
terme d’e´change de manie`re exacte.
En ce qui concerne la DFT, celle-ci ne consiste pas en la recherche d’un acce`s direct a` l’e´tat
N-corps. Elle proce`de plutoˆt d’une recherche d’un syste`me d’e´tats a` 1-corps dont la densite´
est identique a` celle de l’e´tat N-corps. L’obtention des valeurs des Observables re´side alors
dans le fait que l’on peut exprimer chacune de ces valeurs comme une fonctionnelle unique
de la densite´. Dans le cadre de la DFT, les corre´lations ne font pas l’objet d’un abandon
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syste´matique. En revanche, il faut ge´ne´ralement faire une approximation qui porte a` la fois
sur l’e´change et sur les corre´lations pour pouvoir re´soudre le syste`me autocohe´rent.
Nous visons a` rappeler ici les principaux re´sultats de la DFT, dans les contextes qui nous
serons utiles pour la suite. Nous ne de´velopperons pas les de´monstrations, qui constitueraient
une redite de la litte´rature, abondante sur le sujet.
2.4.1 The´orie des fonctionnelles de la densite´ “originale”
Originellement, la DFT fut formalise´e par Hohenberg, Kohn et Sham (cf. Refs [34,35]).
Le principe variationnel qui sert de base a` la DFT, dans sa formulation premie`re, est le
principe d’e´nergie minimale pour l’e´tat fondamental :
∀ |Ψ〉 6= |Ψ0〉, E {|Ψ〉} > E {|Ψ0〉} (2.177)
ou` |Ψ〉, |Ψ0〉 ∈ F (−) {E}, |Ψ0〉 e´tant l’e´tat fondamental ; et ou` E {|Ψ〉} ≡ 〈Ψ|Hˆ|Ψ〉.
Construit sur ce principe variationnel, deux the´ore`mes permettent d’e´tablir que la valeur
moyenne au fondamental de chaque Observable peut eˆtre vue comme une fonctionnelle unique
de la densite´ n(r). Pour cela, on conside`re le hamiltonien Hˆ {vext(r)} qui correspond au
hamiltonien du syste`me a` N-corps dans un potentiel exte´rieur vext(r). On note |Ψ0 {vext(r)}〉
le fondamental associe´ a` ce hamiltonien et n {vext(r)} (r′), la densite´ du fondamental3. De
manie`re e´vidente, n {vext(r)} (r′) est une fonctionnelle du potentiel vext(r), ce qui constitue
le premier the´ore`me. Le second the´ore`me est la re´ciproque du premier. Il est ge´ne´ralement
de´montre´ par l’absurde, et statue que :
vext 6= v′ext ⇒ n {vext(r)} 6= n {v′ext(r)} (2.178)
ou` nous entendons par vext 6= v′ext que la fonction vext(r) diffe`re de la fonction v′ext(r) par plus
qu’une constante. Ainsi le potentiel vext {n(r)} (r′) qui re´sulte en une densite´ n(r) (choisie
parmi une classe de fonctions“acceptables”pour la densite´) peut eˆtre vu comme une fonction-
nelle unique de n(r). Alors, le hamiltonien, l’e´tat fondamental et toute les valeurs moyennes
d’Observables sur le fondamental peuvent eˆtre vus comme des fonctionnelles uniques de la
densite´ n(r).
Il est alors possible de de´finir la fonctionnelle Exc {n(r)} telle que :
E {n(r)} = Ts {n(r)} −
∫
d3r {n(r)vext(r)}+ e
2
2
∫
d3rd3r′
{
n(r)n(r′)
|r − r′|
}
+ Exc {n(r)}
(2.179)
ou` Ts {n(r)} de´signe l’e´nergie cine´tique d’un syste`me de particules inde´pendantes, de densite´
n(r). Le second terme correspond a` l’interaction avec le potentiel exte´rieur et le troisie`me cor-
respond au terme de Hartree. Nous en de´duisons que Exc {n(r)} comprend les contributions
de l’e´change et des corre´lations.
Conside´rons donc un syste`me de N particules inde´pendantes, re´gies par le principe d’ex-
clusion de Pauli4, et soumises au potentiel d’essai vtrial(r) tel que la densite´ du syste`me soit
n(r). Ce syste`me se construit en re´solvant l’e´quation de Schro¨dinger a` 1-corps :(
− ~
2
2m
∇2r − vtrial(r)
)
ϕj(r) = Ejϕj(r) (2.180)
3Dans tout ce travail, nous noterons les de´pendances fonctionnelles comme cela est fait ici. Nous e´crirons
entre accolades les fonctions dont de´pendent la fonctionnelle, assorties de leurs propres de´pendances, sous
forme de variables muettes.
4Nous avons e´vite´ de parler ici de fermions car nous allons utiliser une e´quation de particules sans spin.
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Pour obtenir la densite´, nous peuplons les N e´tats stationnaires de plus basses e´nergies :
n(r) = gspin
∑
j
θ(Ej − µ)ϕ∗j(r)ϕj(r) (2.181)
ou` gspin de´signe la de´ge´ne´rescence de spin et ou` nous avons de´fini µ tel que :
N = gspin
∑
j
θ(Ej − µ) (2.182)
Nous pouvons alors e´crire l’e´nergie cine´tique Ts {n(r)} de ce syste`me :
Ts {n(r)} =gspin
∑
j
{
θ(Ej − µ)
∫
d3r
{(
− ~
2
2m
∇2r
)
ϕ∗j(r)ϕj(r)
}}
(2.183a)
=gspin
∑
j
{
θ(Ej − µ)
∫
d3r
{
(Ej + vtrial(r))ϕ
∗
j(r)ϕj(r)
}}
(2.183b)
=gspin
∑
j
{θ(Ej − µ)Ej}+
∫
d3r {vtrial(r)n(r)} (2.183c)
d’ou` nous de´duisons la de´rive´e fonctionnelle :
δTs {n(r)}
δn(r)
= vtrial(r) (2.184)
Nous pouvons alors exprimer la condition de minimisation de l’e´nergie E {n(r)} du syste`me
a` N-corps :
δE {n(r)}
δn(r)
= vtrial(r)− vext(r) + e2
∫
d3r′
{
n(r′)
|r − r′|
}
+
δExc {n(r)}
δn(r)
= 0 (2.185)
Le terme d’e´change-corre´lation ne´cessite une approximation. Les deux plus courantes sont
l’approximation de la densite´ locale (Local Density Approximation, LDA) et l’approximation
du gradient ge´ne´ralise´e (Generalized Gradient Approximation, GGA). La LDA consiste a`
conside´rer que l’e´nergie d’e´change-corre´lation Exc {n(r)} est une fonctionnelle locale (c’est-a`-
dire une fonction) de la densite´ n(r). Nous de´finissons alors le potentiel d’e´change-corre´lation
vxc(n) comme suit :
δExc {n(r)}
δn(r)
=
∂Exc(n)
∂n
∣∣∣∣
n=n(r)
≡ vxc(n(r)) (2.186)
Nous aboutissons alors au syste`me autocohe´rent :(
− ~
2
2m
∇2r − vtrial(r)
)
ϕj(r) = Ejϕj(r) (2.187)
n(r) =
∑
j
θ(Ej − µ)ϕ∗j(r)ϕj(r) (2.188)
N =
∑
j
θ(Ej − µ) (2.189)
vtrial(r) = vel(r)− vxc(n(r)) (2.190)
ou` nous avons de´fini :
vel(r) = vext(r)− e2
∫
d3r′
{
n(r′)
|r − r′|
}
(2.191)
Enfin, nous remarquerons qu’au lieu de parame´triser les valeurs moyennes d’Observables
par la densite´ n(r), il est possible de les parame´triser par le potentiel d’essai vtrial(r).
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2.4.2 The´orie des fonctionnelles de la densite´ dans l’ensemble grand-
canonique
Le formalisme de la DFT dans l’ensemble grand-canonique a e´te´ propose´ pour la premie`re
fois par Mermin dans la Ref. [36]. Pour plus de pre´cisions sur le sujet on pourra aussi se
reporter aux Refs [37,38].
Le principe variationnel qui sert de base a` la DFT dans l’ensemble grand-canonique est
issu des ine´galite´s de Jensen et de Gibbs (cf. en particulier la Ref. [38], assez pe´dagogique sur
ce point). Si nous de´finissons un grand-potentiel :
Ωˆ = Hˆ − µNˆ − T Sˆ (2.192)
alors la matrice densite´ ρˆeq. qui correspond a` l’e´tat d’e´quilibre thermodynamique sera telle
que :
∀ ρˆ 6= ρˆeq., Ω {ρˆ} > Ω {ρˆeq.} (2.193)
ou` Ω {ρˆ} ≡ Tr(ρˆΩˆ). Il est alors possible d’obtenir des the´ore`mes e´quivalents a` ceux de Hohen-
berg et Kohn, par une me´thode tout a` fait similaire. Ensuite, le meˆme type de formalisme que
dans la section pre´ce´dente peut eˆtre de´veloppe´, en peuplant cette fois les e´tats de particules
inde´pendantes a` l’aide de la distribution de Fermi-Dirac a` tempe´rature finie. Finalement, il
nous faut re´soudre le syste`me :(
− ~
2
2m
∇2r − vtrial(r)
)
ϕj(r) = Ejϕj(r) (2.194)
n(r) =
∑
j
fFµ (Ej)ϕ
∗
j(r)ϕj(r) (2.195)
N =
∑
j
fFµ (Ej) (2.196)
vtrial(r) = vel(r)− vxc(n(r)) (2.197)
ou` fFµ (E) est la distribution de Fermi-Dirac, de´finie comme suit :
fFµ (E) =
1
eβ(E−µ) + 1
; β ≡ 1
kBT
(2.198)
2.4.3 The´orie des fonctionnelles de la densite´ pour les syste`mes
relativistes
L’application de la DFT aux syste`mes quantiques relativistes est aborde´e dans les Refs [39,
40]. Dans ces re´fe´rences, les auteurs partent du hamiltonien de l’e´lectrodynamique quantique
(Quantum ElectroDynamics, QED) en jauge de Coulomb. Pour plus de pre´cision sur QED,
le lecteur pourra se reporter a` la Ref. [41]. Pour un ouvrage sur le contexte, plus ge´ne´ral, de
la the´orie quantique des champs (Quantum Field Theory, QFT), il pourra se reporter a` la
Ref. [42]. Les auteurs se placent dans le contexte de l’e´lectrostatique, e´liminent de manie`re ar-
bitraire les e´tats de positons et construisent deux the´ore`mes e´quivalents a` ceux de Hohenberg
et Kohn. L’e´limination des e´tats de positons se justifie tout a` fait dans le contexte qui nous
occupe puisque nous ne conside´rons que les effets relativistes dans une optique de description
des e´tats lie´s et non des e´lectrons libres. Nous ne nous inte´ressons donc pas au phe´nome`ne
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de production de paires. Par ailleurs, les effets relativistes lie´s au retard des photons (termes
de Breit, de Gaunt...) sont formellement inclus dans le terme d’e´change-corre´lation.
Finalement, le syste`me d’e´quations a` re´soudre devient :(−i~cα.∇r + (β − I)mc2 − v(r))ϕj(r) = Ejϕj(r) (2.199)
n(r) =
∑
j
fFµ (Ej)ϕ
†
j(r)ϕj(r) (2.200)
N =
∑
j
fFµ (Ej) (2.201)
v(r) = vel(r)− vxc(n(r))− vext.(r) (2.202)
2.5 De´veloppement en grappes dans le jellium
Avant d’aller plus loin, il convient de pre´ciser qu’a` l’instar du de´veloppement en grappe
d’Ursell-Mayer (cf. Ref. [43]), le de´veloppement en grappe de´fini dans cette section ne consti-
tue pas un de´veloppement au sens mathe´matique du terme. Sa convergence est subordonne´e
aux conditions physiques dans lesquelles il est utilise´. Pour plus de pre´cisions sur le formalisme
utilise´ dans cette section, nous renvoyons le lecteur a` la Ref. [44].
On conside`re un syste`me de N ions ponctuels, classiques, statiques, dans un volume V .
Soit W (1 : R1...N : RN)d
3R1...d
3RN la probabilite´ de trouver l’ion 1 dans un volume d
3R1
autour de R1, ..., l’ion N dans un volume d
3RN autour de RN . La normalisation s’exprime
alors ainsi : ∫
d3R1...d
3RNW (1 : R1...N : RN) = 1 (2.203)
Les ions sont indiscernables, on a donc invariance de W (1 : R1...N : RN) par permutation
des ions.
SoitW {R1...RN} d3R1...d3RN la probabilite´ de trouver un des ions dans un volume d3R1
autour de R1 (...) un des ions dans un volume d
3RN autour de RN .
W {R1...RN} ≡
∑
π∈Π
W (1 : Rπ(1)...N : Rπ(N)) = N ! ·W (1 : R1...N : RN) (2.204)
ou` Π est l’ensemble des N ! permutations distinctes.
Soit wsN(R1...Rs)d
3R1...d
3Rs la probabilite´ de trouver un des ions dans un volume d
3R1
autour de R1 (...) un des ions dans un volume d
3Rs autour de Rs avec une configuration
quelconque pour les (N − s) autres ions.
wsN(R1...Rs) =
1
(N − s)!
∫
d3Rs+1...d
3RNW (R1...Rs,Rs+1...RN)
=
N !
(N − s)!
∫
d3Rs+1...d
3RNW (1 : R1...s : Rs, s+ 1 : Rs+1...N : RN)
(2.205)
On remarquera que la normalisation implique : w0N = 1 et qu’en milieu homoge`ne w
1
N(R1) =
N/V ≡ ni. De manie`re e´vidente : wNN (R1...RN) =W (R1...RN).
Soit un syste`me d’ions de charge (apparente) Z∗ place´s en Rs+1...RN . La distribution
ionique associe´e a` ce syste`me est alors :
ns,Z
∗
i (Rs+1...RN ; r) =
N∑
j=s+1
Z∗δ3(r −Rj) (2.206)
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Dans le cadre du de´veloppement en grappe dans le jellium, on conside`re a` l’ordre s le
syste`me a` s ions centraux en moyennant la densite´ engendre´e par les (N − s) autres ions
sur toutes les configurations partielles qu’ils peuvent prendre. Cette densite´ “lisse´e” par l’ope´-
ration de moyenne forme un jellium dans lequel les s ions centraux sont submerge´s. Soit
ns,Z
∗
jel (R1...Rs; r) ≡ 〈ns,Z
∗
i (Rs+1...RN ; r)〉s+1...N la moyenne de ns,Z
∗
i (Rs+1...RN ; r) sur toutes
les configurations implicant s ions aux positions R1...Rs :
ns,Z
∗
jel (R1...Rs; r) =
1
(N − s)!
∫
d3Rs+1...d
3RNW (R1...Rs,Rs+1...RN)n
s,Z∗
i (Rs+1...RN ; r)
(2.207a)
=
N !
(N − s)!
∫
d3Rs+1...d
3RNW (1 : R1...s : Rs, s+ 1 : Rs+1...N : RN)
·
N∑
j=s+1
Z∗δ3(Rj − r)
(2.207b)
=Z∗
N !
(N − s)!
N∑
j=s+1
∫
d3Rs+1...d
3Rj−1d3Rj+1...d3RN
W (1 : R1...s : Rs, s+ 1 : Rs+1...j − 1 : Rj−1, j : r, j + 1 : Rj+1...N : RN)
(2.207c)
=Z∗
N !
(N − s)!(N − s)
∫
d3Rs+2...d
3RN
W (1 : R1...s : Rs, s+ 1 : r, s+ 2 : Rs+2...N : RN) (2.207d)
=Z∗
N !
(N − s− 1)!
∫
d3Rs+2...d
3RN
W (1 : R1...s : Rs, s+ 1 : r, s+ 2 : Rs+2...N : RN) (2.207e)
ns,Z
∗
jel (R1...Rs; r) =Z
∗ws+1N (R1...Rs, r) (2.207f)
Ainsi, pour le syste`me d’ions de charge apparente Z∗, la densite´ du jellium pour l’ordre s
du de´veloppement a donc syste´matiquement la forme de la fonction de corre´lation ionique a`
s+ 1 corps.
Soit une quantite´ F , de´pendante de la distribution ionique. F (R1...RN , Z) est la valeur
de F calcule´e pour une configuration de N-ions ponctuels de charge Z, situe´s en R1...RN .
Conside´rons la valeur de F calcule´e pour un syste`me de s ions ponctuels de charge Z, si-
tue´s en R1...Rs et submerge´s dans un jellium de charge apparente Z
∗. Tenant compte de
l’Eq. 2.207f, nous pouvons noter cette valeur : F sjel(R1...Rs, Z, Z
∗). De manie`re e´vidente :
FNjel(R1...RN , Z, Z
∗) = F (R1...RN , Z).
On de´finit l’ope´rateur L de la manie`re suivante :
F 0jel ≡L[∅] (2.208a)
F 1jel(R1) ≡L[1] + L[∅] (2.208b)
F 2jel(R1,R2) ≡L[1, 2] + L[1] + L[2] + L[∅] (2.208c)
...
F (R1...RN) = F
N
jel(R1...RN) ≡L[1, ..., N ] + ...+ L[1] + L[2] + ...+ L[N ] + L[∅] (2.208d)
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De manie`re ge´ne´rale :
F sjel(R1, ...,Rs) =
s∑
j=0
∑
{ν1...νj}
L[ν1...νj] (2.209)
ou` {ν1...νj} est un jeu de j indices de position pris dans {1...s}. La re`gle inverse peut eˆtre
e´crite :
L[ν1...νs] =
s∑
j=0
∑
{µ1...µj}
(−)s−jF sjel(Rµ1 , ...,Rµj) (2.210)
ou` {µ1...µj} est un jeu de j indices de position pris dans {ν1...νs}.
E´crire le de´veloppement en grappes de la moyenne de F sur les configurations ioniques
consiste a` e´crire l’e´galite´ suivante :
F =〈F (R1...RN)〉1...N =
∫
d3R1...d
3RNW (R1...RN)F (R1...RN) (2.211a)
=
w0N
0!
F 0jel
+
1
1!
∫
d3R1
{
w1N(R1)
(
F 1jel(R1)− F 0jel
)}
+
1
2!
∫
d3R1d
3R2
{
w2N(R1, R2)
(
F 2jel(R1,R2)− F 1jel(R1)− F 1jel(R2) + F 0jel
)}
+ ... (2.211b)
F ≡F0 + 〈F 〉1 + 〈F 〉2 + ...+ 〈F 〉N (2.211c)
Il faut noter qu’il ne s’agit pas d’un de´veloppement au sens mathe´matique du terme mais
plutoˆt d’une e´galite´, ici e´crite pour un syste`me fini de N-ions. La principale hypothe`se que
l’on joint en ge´ne´ral a` ce formalisme est que dans cette e´galite´, les contributions 〈F 〉1...〈F 〉N
s’e´chelonnent en petitesse. Pris a` l’ordre 1, ce de´veloppement de´finit un concept d’atome dans
le jellium. Cet atome, au contraire de l’atome isole´ ne correspond pas a` un e´le´ment constitutif
de la matie`re mais posse`de une signification statistique et repre´sente l’ensemble du plasma.
Chapitre 3
E´tat de l’art et mode`les d’atome
moyen
Nous visons ici a` donner un bref aperc¸u de l’e´tat de l’art, en ce qui concerne la mode´lisation
des e´lectrons du plasma a` la limite thermodynamique, par le biais d’une notion d’atome
moyen. Il ne convient pas d’y voir une revue exhaustive de tous les travaux qui ont e´te´ mene´
sur la mode´lisation des plasmas denses. Notamment, il ne sera ici question ni des travaux
concernant la simulation des plasmas par dynamique mole´culaire ou me´thode de Monte-Carlo,
ni des e´tudes qui portent sur la mode´lisation des aspects ioniques.
3.1 Mode`le Thomas-Fermi de la sphe`re ionique (TF
ion-in-cell)
Historiquement, le premier mode`le non-classique de physique des plasmas est le mode`le
Thomas-Fermi de la sphe`re ionique. Comme le mode`le de Debye-Hu¨ckel, il reprend la structure
de mode`le classique, mais introduit la statistique quantique de Fermi-Dirac. A l’instar de
certains autres mode`les utilise´s en physique des plasmas, le mode`le de Thomas-Fermi trouve
son origine dans la physique de la matie`re condense´e (cf. par exemple la Ref. [45]). La premie`re
adaptation de ce mode`le a` la physique des plasmas, tenant compte des effets de tempe´rature
finie, fut propose´e par Feynman, Metropolis et Teller en 1949 dans la Ref. [17].
L’approximation Thomas-Fermi consiste, dans sa ge´ne´ralite´ (cf. Ref. [36]), a` conside´rer le
gaz d’e´lectrons comme localement ide´al, c’est-a`-dire re´gi par la distribution de Fermi-Dirac. Il
s’agit alors de re´soudre localement le proble`me d’un gaz d’e´lectron ide´al subissant l’effet d’un
potentiel exte´rieur v(r). La densite´ e´lectronique en r s’e´crit alors, dans le cas non relativiste :
n(r) =2
∫
d3p
h3
{
1
e
β
“
p2
2m
−v(r)−µ
”
+ 1
}
(3.1)
La charge du noyau ainsi que la distribution des charges e´lectroniques engendrent le potentiel
e´lectrostatique vel(r) :
vel(r) =
Ze2
r
− e2
∫
d3r′
{
n(r′)
|r − r′|
}
(3.2)
et le potentiel exte´rieur v(r) agissant sur la distribution de charges est alors le potentiel
autocohe´rent :
v(r) = vel(r) (3.3)
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Nous de´finissons, comme au chapitre 2 :
vel(r) ≡ Zχel(r)
r
(3.4)
Afin d’inclure des effets d’e´change-corre´lation dans l’approximation de la densite´ locale, il est
possible d’ajouter au potentiel autocohe´rent une contribution d’e´change-corre´lation :
v(r) = vel(r)− vxc(n(r)) (3.5)
Notons que si on opte alors pour le terme d’e´change de Kohn-Sham (cf. Ref. [35]), aussi appele´
terme d’e´change de Dirac (cf. Ref. [46]), nous avons affaire au mode`le dit Thomas-Fermi-Dirac
(TFD).
Dans son interpre´tation originale, le mode`le de Thomas-Fermi est un mode`le de la cellule
ionique, on y conside`re une sphe`re atomique isole´e. Le plasma est alors vu comme constitue´
d’une juxtaposition de sphe`res e´lectriquement neutres, de rayon RniWS :
RniWS =
(
3
4πni
)1/3
(3.6)
Convenant d’une absence de charge a` l’infini, nous obtenons alors les conditions aux limites
suivantes :
χel(0) = 1 (3.7)
χel(R
ni
WS) = 0 (3.8)
χ′el(R
ni
WS) = 0 (3.9)
Ces conditions aux limites traduisent entre autres la neutralite´ de la sphe`re atomique qui
constitue la de´finition implicite du potentiel chimique µ des e´lectrons.
Le mode`le de Thomas-Fermi pre´sente la proprie´te´ utile d’eˆtre cohe´rent du point de vue
de la thermodynamique. Ce mode`le peut eˆtre interpre´te´ comme de´rivant d’un principe varia-
tionnel (cf. par exemple la Ref. [37]) et respecte le the´ore`me du viriel (cf. Ref. [17]). Dans la
suite, nous de´nommerons ce jeu de proprie´te´s sous le terme ge´ne´rique de “cohe´rence thermo-
dynamique”.
Dans le cadre du mode`le variationnel d’atome dans le jellium, aborde´ au chapitre suivant
et qui constitue l’objet principal de ce travail de the`se, le mode`le Thomas-Fermi trouve une
interpre´tation nouvelle. Dans cette interpre´tation le mode`le apparaˆıt encore comme de´rivant
d’un principe variationnel et la ve´rification du the´ore`me du viriel est montre´e dans ce nouveau
cadre.
Le code Quotidian Equation Of State (QEOS) de More et al. (cf. Ref. [19]) est base´ sur le
mode`le TF avec corrections de Barnes, pre´sente´ dans la Ref. [47], pour la partie e´lectronique.
Une partie des tables SESAME (cf. Ref. [48]) est obtenue au moyen de cette e´quation d’e´tat.
Pre´cisons enfin qu’un premier traitement du mode`le de Thomas-Fermi tenant compte des
effets relativistes a e´te´ donne´ par Vallarta et Rosen en 1932. Pour plus de pre´cision sur le
mode`le de Thomas-Fermi relativiste, nous renvoyons le lecteur aux Refs. [49–51].
3.2 Mode`le d’atome moyen de Rozsnyai
Le mode`le d’atome moyen de Rozsnyai, propose´ en 1972 dans la Ref. [52], est de´crit
ici en vertu de son importance historique et pratique dans le domaine. Ce mode`le peut en
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effet eˆtre conside´re´ a` juste titre comme le premier des mode`les quantiques d’atome moyen.
Il pre´sente par ailleurs une rapidite´ et une robustesse qui en font l’un des plus utilise´s en
physique atomique des plasmas denses. Cependant, il pre´sente aussi certaines inconsistances
the´oriques tre`s limitantes pour la de´termination d’e´quations d’e´tat.
L’ide´e de ce mode`le est de re´aliser une premie`re extension partiellement quantique du
mode`le quasiclassique de Thomas-Fermi. Dans le mode`le de Rozsnyai, les ide´es de la physique
du solide subsistent encore fortement. En particulier, il s’agit d’un mode`le de la cellule ionique
et une forme d’invariance par translation est avance´e pour conduire a` un mode`le de bandes en
ce qui concerne la partie lie´e du spectre. La cellule ionique est conside´re´e a` syme´trie sphe´rique
et on re´sout alors l’e´quation d’onde radiale avec chacune des deux conditions suivantes a` la
limite en RniWS :
Rnr,ℓ(R
ni
WS) = 0 (3.10)
dRnr,ℓ(r)
dr
∣∣∣∣
RniWS
= 0 (3.11)
les valeurs propres E+nr,ℓ et E
−
nr,ℓ
issues de chacune de ces deux re´solutions constituent les
bornes de la bande nr, ℓ qui est peuple´e avec une densite´ d’e´tats approxime´e par celle des
e´lectrons libres, c’est-a`-dire de forme
√
E. En ce qui concerne le continuum : il reste traite´
dans l’approximation Thomas-Fermi. La densite´ e´lectronique s’e´crit alors :
n(r) =2
∑
nr,ℓ,m
∫ E+nr,ℓ
E−nr,ℓ
dE
{
fF (E)
3
√
E
2(E+nr,ℓ − E−nr,ℓ)3/2
|ψE,ℓ,m(r)|2
}
+
8π
h3
∫ ∞
p0(r)
dp
{
p2
e
β
“
p2
2m
−v(r)−µ
”
+ 1
}
(3.12)
ou` les fonctions d’ondes ψE,ℓ,m(r) ve´rifient l’e´quation d’onde avec une condition a` la limite
libre en RniWS et sont normalise´es au sein de la cellule ionique. En pratique, ces fonctions ne
sont pas calcule´es par re´solution de l’e´quation d’onde mais approxime´es a` partir des fonctions
ψE±nr,ℓ,ℓ,m
(r). p0(r) de´limite la re´gion classiquement permise :
p0(r)
2
2m
= v(r) (3.13)
Munie de ce calcul de la densite´ e´lectronique, l’autocohe´rence du potentiel est re´clame´e
au meˆme titre que dans le mode`le Thomas-Fermi.
Remarquons que le cas du spectre a` e´tats lie´s discrets apparaˆıt comme la limite de ce
mode`le aux faibles densite´s, lorsque le rayon de la sphe`re ionique devient infiniment grand et
la largeur de bande infiniment petite.
L’ide´e d’une cellule de Wigner-Seitz a` syme´trie sphe´rique est assez incompatible avec
l’hypothe`se d’un re´seau ionique pe´riodique (aucun re´seau de Bravais ne posse`de une syme´trie
d’ordre infini). On a souvent l’habitude d’avancer la syme´trie sphe´rique comme approximation
acceptable d’une cellule polye´drique posse´dant un ordre de syme´trie suffisant. Il nous semble
plus approprie´ de conside´rer la syme´trie sphe´rique en physique des plasmas en regard de
l’isotropie moyenne de structure des e´tats fluides. Une telle conception nous incite a` l’humilite´
quant aux capacite´s des mode`les de physique des plasmas a` rendre compte de la physique
des solides.
Outre son proble`me de cohe´rence avec la syme´trie, l’hypothe`se de pe´riodicite´ se justifie
difficilement dans le cadre de la physique des plasmas. Cette dernie`re traite en effet d’un e´tat
de´sorganise´ de la matie`re, ne pre´sentant pas de structure ionique cohe´rente.
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Enfin, ce mode`le proce`de par l’utilisation de formalismes diffe´rents pour traiter les e´tats
lie´s et ceux du continuum. En termes plus formels, dans un tel mode`le, la valeur d’une
Observable va de´pendre de la base d’e´tats lie´s utilise´e. De manie`re pratique, cela se traduit
par des discontinuite´s aux seuils d’ionisation dans les valeurs moyennes des Observables, dont
les grandeurs thermodynamiques.
Pre´cisons enfin que dans la publication originale, Rozsnyai fait usage d’un formalisme
relativiste que nous avons choisi de ne pas reproduire ici, afin d’alle´ger les notations. De plus,
malgre´ le titre de l’article, ou` il est question de the´orie Hartree-Fock-Slater, le formalisme
qui y est de´veloppe´ correspond plutoˆt a` un traitement qui serait de´signe´ aujourd’hui comme
DFT-LDA.
3.3 Mode`le Inferno
Le mode`le Inferno fut propose´ par Liberman en 1979 dans la Ref. [18]. Dans la publi-
cation originale, deux versions de ce mode`le, de´signe´es par les lettres T et A, sont aborde´es.
Par la suite, une version de´signe´e par la lettre B a e´galement vu le jour mais n’a fait l’objet
d’aucune publication a` notre connaissance.
Dans le mode`le Inferno, l’ide´e de pe´riodicite´ de la cellule ionique est comple`tement
abandonne´e. A la place, Liberman conside`re une cellule ionique entoure´e1 par un jellium
homoge`ne. Cette ide´e d’un jellium entourant la cellule ionique justifie l’abandon du mode`le
de bandes et pre´figure en un certain sens l’abandon du concept de cellule ionique. Cependant,
cette vue the´orique ne joue pas un ve´ritable roˆle dans son mode`le car la sphe`re atomique de
Liberman reste isole´e du jellium : elle n’interagit pas avec ce dernier.
L’abandon de l’hypothe`se de pe´riodicite´ implique l’abandon du mode`le de bandes. On a
a` pre´sent affaire a` un spectre lie´ discret ou` les fonctions d’onde sont normalise´es dans tout
l’espace et non plus au sein de la seule sphe`re ionique. La condition limite sur les fonctions
radiales devient :
Rnr,ℓ(r →∞) = 0 (3.14)
Dans le cadre de son mode`le Liberman met e´galement en place le calcul quantique des e´tats
du continuum. De cette manie`re, tous les e´tats propres sont traite´s par le meˆme formalisme.
Ainsi, dans ce mode`le, les valeurs moyennes des Observables varient continuˆment au travers
des seuils d’ionisation. En pratique, lorsqu’un e´tat lie´ disparaˆıt, l’absence de sa contribution a`
la valeur moyenne est exactement compense´e par l’apparition d’une contribution e´quivalente,
issue d’une re´sonance dans le continuum. Cette dernie`re doit faire l’objet d’un traitement
nume´rique approprie´. Dans ce cadre, la densite´ e´lectronique s’e´crit :
n(r) =2
∑
nr,ℓ,m
fF (Enr,ℓ)|ψnr,ℓ,m(r)|2 + 2
∑
ℓ,m
∫
dE
{
fF (E)|ψE,ℓ,m(r)|2
}
(3.15)
ou` les fonctions d’ondes ψE,ℓ,m(r) sont normalise´es comme les ondes planes :∫
d3r
{
ψ∗E,ℓ,m(r)ψE′,ℓ′,m′(r)
}
= δ(E − E ′)δℓ,ℓ′δm,m′ (3.16)
1Nous insisterons ici sur l’utilisation du terme “entoure´e” et non “immerge´e”. Ici l’atome n’est pas plonge´
dans un jellium avec lequel il interagit : il y a une limite claire avant laquelle il n’y a que la cellule ionique et
au-dela` de laquelle il n’y a que le jellium
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Fig. 3.1 – Vue sche´matique de l’atome d’Inferno
L’hypothe`se forte du mode`le Inferno est l’approximation dite du “moule a` muffin”
(“muffin-tin”) qui consiste a` conside´rer qu’au-dela` de la cellule ionique la densite´ e´lectronique
se re´duit a` une densite´ constante : celle du jellium. Cette hypothe`se, issue de la physique de
la matie`re condense´e, a des conse´quences importantes sur le mode`le. D’une part, la neutralite´
globale du syste`me revient a` la neutralite´ de la cellule ionique. En convenant d’une absence
de charges a` l’infini, on retrouve les meˆmes conditions aux limites sur le potentiel que dans le
cas du mode`le de Thomas-Fermi : les Eqs. 3.7,3.8 et 3.9. D’autre part, le potentiel est iden-
tiquement nul partout a` l’exte´rieur de la cellule ionique. De ce fait, la sphe`re atomique est
isole´e du jellium qui l’environne, tous les calculs se rame`nent a` la cellule ionique, exactement
comme si rien n’existait au-dela`.
Les versions T et A du mode`le se distinguent par le mode de calcul des grandeurs ther-
modynamiques. Dans le mode`le T, les quantite´s lie´es au jellium sont syste´matiquement sous-
traites des grandeurs, que l’on calcule dans tout l’espace. Dans le mode`le A, la se´paration
entre la cellule ionique et le jellium est de nature spatiale : les grandeurs thermodynamiques
sont calcule´es au seul sein de la cellule ionique. Le mode`le T se rapproche beaucoup du mo-
de`le d’atome dans le jellium a` sphe`re de Wigner-Seitz neutre, qui sera conside´re´ plus tard.
Dans la suite, on conside`rera toujours Inferno dans sa version A, qui fut reprise par Wilson,
Sonnad, Sterne et Isaacs dans le code Purgatorio, objet de la Ref. [53].
La Fig. 3.1 est une vue sche´matique de l’atome tel qu’il est conc¸u dans le mode`le Inferno.
3.4 Mode`le d’atome dans le jellium et mode`le Atome
dans le Jellium de Charge Impose´e
3.4.1 De´veloppement en grappes dans le jellium
Tous les mode`les pre´sente´s ci-avant reposent d’une manie`re ou d’une autre sur l’hypothe`se
de l’existence d’une sphe`re atomique isole´e, c’est-a`-dire d’une cellule ionique e´lectriquement
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Fig. 3.2 – Vue sche´matique de l’atome dans le jellium
neutre de forme sphe´rique (la sphe`re de Wigner-Seitz). La matie`re est alors vue comme un
empilement de ces sphe`res, e´le´ments constitutifs moyens du plasma.
Le mode`le d’Atome dans le Jellium de Charge Impose´e (AJCI) de´crit ci-apre`s, ainsi que le
mode`le variationnel sur lequel porte ce travail de the`se, reposent sur une autre conception de
l’atome. Ces mode`les de´finissent le concept d’atome, non plus dans le cadre d’une description
e´le´mentaire du plasma mais dans le cadre d’une description proprement statistique. Comme
nous le montrons avec le mode`le variationnel, le formalisme qui permet cette description est
celui du de´veloppement en grappes dans le jellium (Cluster-in-jellium expansion), cf. 2.5 page
38.
Dans ce de´veloppement, l’ordre ze´ro correspond a` une description des e´lectrons du plasma
en tant que gaz d’e´lectrons homoge`ne neutralise´ par un fond ionique. L’ordre 1 de´crit les
contributions propres au syste`me a` un centre ionique. Les ordres supe´rieurs de´crivent, quant
a` eux, les contributions a` plus d’un centre, tels que les aspects mole´culaires. Dans le cadre
de la physique des plasmas, on fait en ge´ne´ral l’hypothe`se que la contribution a` un centre
est suffisante, ce qui re´sulte en un mode`le d’atome dans le jellium. L’atome dans le jellium
n’est alors pas un mode`le de l’atome au sens usuel, e´le´mentaire du terme mais bel et bien
un mode`le de l’ensemble du plasma, dont la description se limite aux aspects atomiques et
d’interaction atome-jellium.
Il est inte´ressant de voir qu’encore une fois, c’est un concept issu de la physique de la
matie`re condense´e qui est repris dans le cadre de la physique des plasmas. En effet, la notion
d’atome dans le jellium peut eˆtre rapproche´e de la notion d’impurete´ dans un me´tal, telle
qu’aborde´e par exemple dans les Refs [54–56], puis transpose´e dans les Refs [57, 58] aux
impurete´s dans les plasmas.
La Fig. 3.2 est une vue sche´matique de l’atome tel qu’il est conc¸u dans les mode`les d’atome
dans le jellium.
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3.4.2 Mode`le AJCI
Dans le mode`le AJCI (cf. Ref. [59]) qu’il propose dans les anne´es 1990, Perrot abandonne
le concept de la cellule ionique neutre au profit de la notion d’atome dans le jellium. L’hy-
pothe`se de neutralite´ de la sphe`re de Wigner-Seitz se voit alors remplace´e par l’hypothe`se
de neutralite´ globale du syste`me d’atome dans le jellium. Cette condition de neutralite´, ap-
plique´e au premier ordre du de´veloppement en grappes dans le jellium devait constituer en
quelque sorte une fermeture du mode`le.
Dans un tel mode`le, le potentiel chimique µn0 des e´lectrons, au lieu d’eˆtre implicitement
de´termine´ par la condition de neutralite´ de la cellule ionique, est fixe´ par la densite´ du jellium
n0.
n0 ≡ 2
∫
d3p
h3
{
1
e
β
“
p2
2m
−µn0
”
+ 1
}
(3.17)
L’existence d’une solution globalement neutre est permise pour toute valeur de µn0 , comme
nous le verrons au chapitre suivant. L’hypothe`se de neutralite´ globale est en fait plus faible
que l’hypothe`se de neutralite´ de la sphe`re de Wigner-Seitz. En ce sens, le mode`le AJCI
n’est pas un mode`le complet : il ne´cessite l’introduction de n0, c’est-a`-dire d’une ionisation
moyenne a` partir de l’exte´rieur du mode`le. Ceci est lie´ au fait que le mode`le AJCI ne tient pas
compte du terme d’ordre ze´ro dans l’expression de l’e´nergie libre par ion. Dans ses travaux,
Franc¸ois Perrot fait ge´ne´ralement le choix de fixer cette ionisation soit a` la valeur obtenue
avec le mode`le Thomas-Fermi, soit a` une valeur fixe´e de manie`re a` retrouver la courbe de
compression froide du mate´riau.
Nous ne de´taillerons pas ici le formalisme lie´ a` ce mode`le pour la simple raison qu’il est
constitue´ du premier ordre du de´veloppement en grappes utilise´ dans le mode`le variationnel.
Comme on le verra dans la suite, bien que ce mode`le n’ai pas e´te´ de´rive´ par une me´thode
variationnelle, il offre un cadre particulier qui n’interdit pas une telle de´rivation. Le mode`le
AJCI constitue pour nous une e´tape de´cisive dans le chemin vers un mode`le thermodynami-
quement cohe´rent de l’atome moyen.
En conclusion de ce chapitre, la Fig. 3.3 propose un tableau re´capitulatif des principales
caracte´ristiques des diffe´rents mode`les cite´s dans ce bref et non-exhaustif e´tat de l’art.
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Mode`le Anne´e, Ref. Lie´s Continuum
Conception Cohe´rence
de l’atome thermo.
Thomas-Fermi 1949, Ref. [17] aucun quasiclassique SAI1, AJ2,3 oui
Rozsnyai 1972, Ref. [52] bandes quasiclassique SAI non
Inferno 1979, Ref. [18] quantique quantique SAI non
AJCI anne´es 90, Ref. [59] quantique quantique AJ non
1 :Sphe`re Atomique Isole´e (SAI)
2 :Atome dans le Jellium (AJ)
3 :via la re´interpre´tation donne´e au chapitre 4
Fig. 3.3 – Tableau re´capitulatif sur les mode`les d’atome moyen
Chapitre 4
Mode`le quantique variationnel de
l’atome moyen dans le jellium
Des mode`les quantiques tels que ceux aborde´s dans le chapitre pre´ce´dent sont indispen-
sables aux calculs des proprie´te´s de transport et des proprie´te´s radiatives des plasmas denses.
Cependant, aucun des mode`les quantiques pre´sente´s ci-avant ne propose une description du
plasma qui soit cohe´rente du point de vue de la thermodynamique.
Premie`rement, aucun de ces mode`les ne de´crit l’e´quilibre thermodynamique du syste`me
e´tudie´. De cette manie`re, tout calcul de la pression selon la de´finition thermodynamique
usuelle, c’est-a`-dire la de´rive´e de l’e´nergie libre par rapport au volume a` l’e´quilibre est im-
possible. Avec ces mode`les, on se contente de de´river l’e´nergie libre donne´e par le mode`le,
en conside´rant qu’elle est proche de l’e´nergie libre d’e´quilibre. En second lieu, aucun de ces
mode`les ne ve´rifie le the´ore`me du viriel.
La cohe´rence thermodynamique des mode`les quantiques est pourtant une condition sine
qua non de leur application aux calculs d’e´quations d’e´tat. En conse´quence, on a souvent
recours pour les calculs d’e´quations d’e´tat a` des mode`les diffe´rents de ceux utilise´s pour le
calcul des proprie´te´s de transport et des proprie´te´s radiatives.
Un mode`le quantique garantissant une cohe´rence thermodynamique des re´sultats ouvri-
rait la voie aux calculs de l’e´quation d’e´tat, des proprie´te´s radiatives et des proprie´te´s de
transports via un mode`le unique de la matie`re. Il s’agit la` d’une pre´occupation re´currente :
plusieurs travaux ont de´ja` aborde´ le sujet, notamment le travail de Franc¸ois Perrot (Ref. [59])
ou les travaux sur le code EOSTA, de´crits dans les Refs. [60–63]. Nous pensons toutefois
qu’aucun de ces travaux n’a amene´ une re´ponse satisfaisante au proble`me de la cohe´rence
thermodynamique.
Dans les Refs [64, 65] les bases d’une re´ponse a` cette pre´occupation sont propose´es par
Blenski et Cichocki. Une partie importante du travail pre´sente´ dans ce manuscrit consiste
en une de´monstration de la faisabilite´ des calculs avec ce formalisme. On se penche en outre
sur son extension au cas quantique relativiste ainsi que sur la de´monstration du the´ore`me du
viriel dans le cadre de cette approche.
Ce chapitre est organise´ comme suit. Nous allons d’abord conside´rer en de´tail le formalisme
lie´ a` ce mode`le comple`tement variationnel. Les e´quations que nous aurons a` re´soudre de´coulent
de la stricte minimisation d’une l’e´nergie libre. De cette manie`re, il s’agit par construction
d’un mode`le de l’e´quilibre thermodynamique. Dans le cadre de ce mode`le, la de´rivation par
rapport au volume de l’e´nergie libre donne lieu a` une formule analytique de la pression. Nous
montrerons que ce mode`le, dans l’approximation Thomas-Fermi, est e´quivalent au mode`le
de´crit dans la Ref. [17] et offre un cadre de re´-interpre´tation pour ce dernier.
Dans un second temps, nous montrerons que ce mode`le ve´rifie le the´ore`me du viriel.
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L’identite´ des conditions de minimisation de l’e´nergie libre avec les conditions de ve´rification
du the´ore`me du viriel lui donneront alors un e´clairage le´ge`rement diffe´rent.
A` la lumie`re des conside´rations tenues sur ce mode`le variationnel, les raisons de l’incon-
sistance thermodynamique des autres mode`les quantiques apparaˆıtront clairement et nous
taˆcherons de les e´noncer plus en de´tail en fin de ce chapitre.
Dans le souci d’ame´liorer la clarte´ de ce chapitre, les re´sultats interme´diaires importants
ont e´te´ e´crits en bleu et encadre´s. Les re´sultats ge´ne´raux importants sont, quant a` eux, en
rouge.
4.1 Hypothe`ses et cadre du mode`le
Cette approche ainsi que ses premie`res mises en œuvre sont pre´sente´es pour la premie`re
fois dans les Refs. [64–67]. Ce mode`le de´coule d’une recherche de l’e´quilibre thermodynamique
du plasma approxime´ au moyen d’un de´veloppement en grappes dans le jellium tronque´ a`
l’ordre 1. Le syste`me de charges e´tudie´ est donc similaire a` celui du mode`le AJCI mais ici,
la charge apparente des ions du jellium n’est pas impose´e a` partir de l’exte´rieur du mode`le.
Nous appliquons les me´thodes du calcul variationnel afin de rechercher la charge apparente
qui correspond a` l’e´tat d’e´quilibre thermodynamique du syste`me
Conside´rons le de´veloppement en grappes dans le jellium de l’e´nergie libre e´lectronique
par unite´ de volume, pris a` l’ordre 1 :
f = f0 + 〈f〉1 + ... (4.1)
L’ordre 0 correspond a` l’e´nergie libre d’un gaz d’e´lectrons homoge`ne de densite´ inconnue
n0 = niZ
∗, densite´ moyenne du jellium, et a` la tempe´rature T :
f0 = f0(n0, T ) (4.2)
L’ordre 1 est donne´ par le de´veloppement en grappe dans le jellium (cf. 2.5 page 38) :
〈f〉1 = ni
∫
d3r
{
f 1jel(n0, X;ni, Z, T ; r)− f0(n0;T )
}
(4.3)
Dans un premier temps, nous notons par X le jeu de variables internes au syste`me e´lectro-
nique.
Les e´nergies libres par ion suivantes peuvent eˆtre de´finies comme suit :
F {n0, X;ni, Z, T} ≡ F0(n0;ni, T ) + ∆F1 {n0, X;ni, Z, T} (4.4)
F0(n0;ni, T ) ≡ f0(n0;T )
ni
(4.5)
∆F1 {n0, X;ni, Z, T} ≡
∫
d3r
{
f 1jel(n0, X;ni, Z, T )− f0(n0;T )
}
(4.6)
Nous faisons alors le postulat d’une fonction de corre´lation ionique a` 2-corps en forme de
cavite´. C’est-a`-dire qu’en-dec¸a` d’une certaine distance d’un ion, la probabilite´ de trouver un
autre ion est nulle, et qu’au-dela` de cette distance, la probabilite´ est constante. Il convient
cependant de remarquer que les conside´rations qui suivent peuvent eˆtre ite´re´es pour des
fonctions de corre´lations plus complique´es. Pour se faire une ide´e plus pre´cise des fonctions
de corre´lation ionique a` 2-corps obtenues dans les simulations, le lecteur pourra se reporter
par exemple a` la Ref. [68], qui pre´sente des re´sultats re´cents issus de simulations Monte Carlo
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Yukawa et de dynamique mole´culaire sans orbitales. La cavite´ constitue une approximation
acceptable dans les cas de couplage ionique mode´re´ a` fort. C’est par ailleurs l’approximation
qui est choisie dans les mode`les Inferno et AJCI. C’est cette cavite´ qui est illustre´e dans
l’ordre 1 sur la Fig. 3.2 page 46.
G2(R1,R2) = n0θ (|R1 −R2| −R) ; G(r) ≡ G2(0, r) = n0θ (r −R) (4.7)
Nous effectuons le de´veloppement en grappe du nombre d’e´lectrons par unite´ de volume, a`
l’ordre 1 :
Zni = n0 + ni
∫
d3r
{
n1jel(n0, X;ni, Z, T ; r)− n0
}
+ ... (4.8)
ou` n1jel(n0, X;ni, Z, T ; r) est la densite´ e´lectronique calcule´e avec le syste`me de charge de
l’ordre 1. Dans la suite nous noterons cette densite´ par n(r).
Nous faisons l’hypothe`se que le syste`me est globalement neutre de`s l’ordre 1. Ceci consti-
tue en quelque sorte la fermeture du mode`le :
Z −
∫
d3r {n(r)− n0θ(r −R)} = 0 (4.9)
En utilisant l’Eq. 4.9 dans l’Eq. 4.8, il vient imme´diatement que :
4π
3
R3 =
1
ni
⇒ R = RniWS ≡
(
3
4πni
)1/3
(4.10)
Afin de trouver l’e´quilibre thermodynamique, Nous cherchons a` minimiser F {n0, X;ni, Z, T}
par rapport a` X et n0. Ainsi, utilisant la me´thode des multiplicateurs de Lagrange, nous de-
vons minimiser la fonctionnelle Ω, de´finie comme suit, par rapport a` ses de´pendances en X
et n0 :
Ω {n0, X;ni, Z, T} ≡ F {n0, X;ni, Z, T} − γ
(
Z −
∫
d3r {n(r)− n0θ(r −RniWS)}
)
(4.11)
4.2 Calcul de l’e´nergie libre, minimisation
Nous faisons le choix de calculer l’e´nergie libre via une the´orie de type DFT. Le jeu de
variables interne au calcul e´lectronique se re´sume alors a` la densite´ e´lectronique n(r) ou bien
encore au potentiel d’essai v(r). C’est cette dernie`re option que nous choisissons. La densite´
ainsi que toutes les valeurs moyennes d’Observables sont alors a` conside´rer comme fonction-
nelles de (v(r), n0). L’expression pre´cise de la densite´ sera donne´e plus tard, en fonction du
formalisme utilise´ (Thomas-Fermi, quantique non-relativiste ou quantique relativiste). Afin
d’alle´ger les notations, nous omettrons dans la suite d’expliciter les de´pendances en (v(r), n0)
de la densite´ n {v(r), n0} (r′). Il est ne´anmoins important de les garder a` l’esprit.
La fonctionnelle Ω peut eˆtre re´e´crite comme suit :
Ω {n0, v(r);ni, Z, T} = F0(n0;ni, T ) + ∆F1 {n0, v(r);ni, Z, T}
− γ
(
Z −
∫
d3r′ {n(r′)− n0θ(r′ −RniWS)}
)
(4.12)
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L’e´nergie libre ∆F1 peut eˆtre, elle-meˆme, de´compose´e a` la fac¸on du formalisme Kohn-
Sham. Nous se´parons un terme cine´tique-entropique de particules inde´pendantes ∆F 01 , un
terme direct d’interaction e´lectrostatique ∆F el1 et un terme d’e´change-corre´lation ∆F
xc
1 :
∆F1 {n0, v(r);ni, Z, T} = ∆F 01 {n0, v(r);Z, T}+∆F el1 {n0, v(r);ni, Z, T}+∆F xc1 {n0, v(r);Z, T}
(4.13)
Notre but est de minimiser explicitement Ω par rapport a` n0 et v(r), c’est-a`-dire de
chercher n0 et v(r) tels que :
δΩ {n0, v(r);ni, Z, T}
δv(r)
=
δ∆F1 {n0, v(r);ni, Z, T}
δv(r)
+ γ
∫
d3r′
δn(r′)
δv(r)
= 0 (4.14)
δΩ {n0, v(r);ni, Z, T}
δn0
=
δF0(n0;ni, T )
δn0
+
δ∆F1 {n0, v(r);ni, Z, T}
δn0
+ γ
δ
δn0
∫
d3r′ {n(r′)− n0θ(r′ −RniWS)} (4.15a)
=
δF0(n0;ni, T )
δn0
+
δ∆F1 {n0, v(r);ni, Z, T}
δn0
+ γ
δ
δn0
(∫
d3r′ {n(r′)− n0}+
∫
d3r′ {n0 (1− θ(r′ −RniWS))}
)
(4.15b)
=
δF0(n0;ni, T )
δn0
+
δ∆F1 {n0, v(r);ni, Z, T}
δn0
+ γ
δ
δn0
(∫
d3r′ {n(r′)− n0}+ n0
ni
)
(4.15c)
=
δF0(n0;ni, T )
δn0
+
δ∆F1 {n0, v(r);ni, Z, T}
δn0
+ γ
∫
d3r′
{
δn(r′)
δn0
− 1
}
+
γ
ni
= 0 (4.15d)
Appliquons-nous a` pre´sent a` donner l’expression de chacun des termes utiles a` la re´solution
du syste`me des Eqs 4.14 et 4.15d.
4.2.1 Terme d’ordre 0
Le syste`me de charges correspondant a` l’ordre 0 est un gaz d’e´lectrons homoge`ne neu-
tralise´ par un fond continu ionique. Nous faisons l’hypothe`se que ce gaz est non-relativiste.
L’utilisation ulte´rieure d’une e´quation d’onde relativiste ne visera qu’a` traiter certains as-
pects relativistes propres aux e´tats lie´s (notamment le couplage spin-orbite). Nous ne´glige-
rons certains effets relativistes qui concernent proprement les e´lectrons libres (notamment la
production de paires ou les effets du retard des photons).
La densite´ du syste`me a` l’ordre 0 peut eˆtre e´crite :
n0 = 2
∫
d3k
(2π)3
fFn0(Ek) =
m3/2
2π2
(2kBT )
3/2I1/2
(
µn0
kBT
)
(4.16)
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ou` le facteur 2 correspond a` la de´ge´nerescence de spin. I1/2 est l’inte´grale de Fermi d’ordre
1/2. Cette expression constitue en fait la de´finition implicite du potentiel chimique µn0 .
La partie cine´tique-entropique de l’e´nergie libre est donne´e par l’Eq. 9.13 page 148 (e´nergie
libre d’un gaz parfait d’e´lectron). Nous choisissons de conside´rer le calcul de l’e´nergie libre
dans le cadre de la LDA. La partie d’e´change-corre´lation est donne´e par une fonction fxc(n).
δF0(n0;ni, T )
δn0
=
1
ni
δ
δn0
(
f 00 (n0, T ) + f
xc
0 (n0)
)
(4.17a)
=
1
ni
δ
δn0
(
n0µn0 −
2
3
m3/2
4π2
(2kBT )
5/2I3/2
(
µn0
kBT
)
+ fxc(n0)
)
(4.17b)
=
1
ni
(
µn0 + n0
∂µn0
∂n0
− 2
3
m3/2
4π2
(2kBT )
5/2 3
2kBT
I1/2
(
µn0
kBT
)
∂µn0
∂n0
+
∂fxc(n)
∂n
∣∣∣∣
n0
)
(4.17c)
=
1
ni
(
µn0 + n0
∂µn0
∂n0
− n0∂µn0
∂n0
+
∂fxc(n)
∂n
∣∣∣∣
n0
)
(4.17d)
δF0(n0;ni, T )
δn0
=
1
ni
(µn0 + vxc(n0)) (4.17e)
ou` I3/2 de´signe l’inte´grale de Fermi d’ordre 3/2, et ou` nous avons de´fini :
vxc(n) ≡ ∂fxc(n)
∂n
(4.18)
4.2.2 Terme d’ordre 1 e´lectrostatique
Le terme d’interaction e´lectrostatique peut eˆtre calcule´ comme fonctionnelle de la den-
site´ (dont on rappelle la de´pendance explicite en n0, v(r)), inde´pendamment du choix du
formalisme utilise´ dans le calcul de cette dernie`re :
∆F el1 {n0, v(r);ni, Z, T} =
∫
d3r′
{
(n(r′)− n0θ(r′ −RniWS))(
−Z
r′
+
1
2
∫
d3r′′
{
n(r′′)− n0θ(r′′ −RniWS)
|r′ − r′′|
})}
(4.19)
Proce´dons alors au calcul des de´rive´es fonctionnelles utiles pour la minimisation :
δ∆F el1
δv(r)
=
∫
d3r′
{
δ
δn(r′)
∫
d3r′′
{
−Z
r′′
(n(r′′)− n0θ(r′′ −RniWS))
}
δn(r′)
δv(r)
}
+
1
2
∫
d3r′
{
δ
δn(r′)
∫
d3r′′d3r′′′
{
(n(r′′)− n0θ(r′′ −RniWS)) (n(r′′′)− n0θ(r′′′ −RniWS))
|r′′ − r′′′|
}
δn(r′)
δv(r)
}
(4.20a)
=−
∫
d3r′
{(
Z
r′
−
∫
d3r′′
{
n(r′′)− n0θ(r′′ −RniWS)
|r′ − r′′|
})
δn(r′)
δv(r)
}
(4.20b)
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δ∆F el1
δv(r)
=−
∫
d3r′
{
vel(r
′)
δn(r′)
δv(r)
}
(4.20c)
ou` nous avons de´fini :
vel(r) ≡ Ze
2
r
− e2
∫
d3r′
{
n(r′)− n0θ(r′ −RniWS)
|r − r′|
}
(4.21)
δ∆F el1
δn0
=
∫
d3r′
{
δ
δn(r′)
∫
d3r′′
{
−Z
r′′
(n(r′′)− n0θ(r′′ −RniWS))
}
δn(r′)
δn0
}
+
1
2
∫
d3r′
{
δ
δn(r′)
∫
d3r′′d3r′′′
{
(n(r′′)− n0θ(r′′ −RniWS)) (n(r′′′)− n0θ(r′′′ −RniWS))
|r′′ − r′′′|
}
δn(r′)
δn0
}
+
δ
δn0
∫
d3r′′
{
−Z
r′′
(n(r′′)− n0θ(r′′ −RniWS))
}
+
1
2
δ
δn0
∫
d3r′′d3r′′′
{
(n(r′′)− n0θ(r′′ −RniWS)) (n(r′′′)− n0θ(r′′′ −RniWS))
|r′′ − r′′′|
}
(4.22a)
δ∆F el1
δn0
=−
∫
d3r′
{
vel(r
′)
δn(r′)
δn0
}
+
∫
d3r′ {θ(r′ −RniWS)vel(r′)} (4.22b)
4.2.3 Terme d’ordre 1 d’e´change-corre´lation
Dans le cadre de la LDA, le terme d’e´change-corre´lation d’ordre 1 s’exprime de manie`re
tre`s simple par :
∆F xc1 {n0, v(r);Z, T} =
∫
d3r′ {fxc(n(r′))− fxc(n0)} (4.23)
Les de´rive´es fonctionnelles qui interviennent dans la proce´dure de minimisation sont alors :
δ∆F xc1
δv(r)
=
∫
d3r′
{
δ
δn(r′)
∫
d3r′′ {fxc(n(r′′))− fxc(n0)} δn(r
′)
δv(r)
}
(4.24a)
=
∫
d3r′
{
∂fxc(n)
∂n
∣∣∣∣
n(r′)
δn(r′)
δv(r)
}
(4.24b)
δ∆F xc1
δv(r)
=
∫
d3r′
{
vxc (n(r
′))
δn(r′)
δv(r)
}
(4.24c)
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δ∆F xc1
δn0
=
∫
d3r′
{
δ
δn(r′)
∫
d3r′′ {fxc(n(r′′))− fxc(n0)} δn(r
′)
δn0
}
+
δ
δn0
∫
d3r′′ {fxc(n(r′′))− fxc(n0)} (4.25a)
=
∫
d3r′
{
∂fxc(n)
∂n
∣∣∣∣
n(r′)
δn(r′)
δn0
− ∂fxc(n)
∂n
∣∣∣∣
n0
}
(4.25b)
δ∆F xc1
δn0
=
∫
d3r′
{
vxc (n(r
′))
δn(r′)
δn0
− vxc (n0)
}
(4.25c)
Il s’agit a` pre´sent de calculer le terme cine´tique-entropique et ses de´rive´es fonctionnelles.
4.2.4 Terme d’ordre 1 cine´tique-entropique : cas TF
Dans le cadre ge´ne´ral de l’approximation Thomas-Fermi (cf. Ref. [36]), on conside`re un
gaz localement parfait. La densite´ devient alors une fonctionnelle locale (c’est-a`-dire une
fonction) du potentiel d’essai v(r) :
n {v(r), n0} (r′) = n (v(r′), n0) =2
∫
d3k
(2π)3
fFn0(Ek − v(r′))
=
m3/2
2π2
(2kBT )
3/2I1/2
(
µn0 + v(r
′)
kBT
) (4.26)
Le terme cine´tique-entropique peut eˆtre e´crit comme suit :
∆F 01 {n0, v(r);Z, T} =
∫
d3r2
∫
d3k
(2π)3
{
fFn0(Ek − v(r))Ek − TSn0(Ek − v(r))
−fFn0(Ek)Ek + TSn0(Ek)
}
(4.27)
ou` Sn0(E) de´signe la contribution a` l’entropie pour l’e´nergie E (cf. Eq. 9.11 page 148). Dans
la suite, nous omettrons d’expliciter les de´pendances de ∆F 01 afin de raccourcir les notations.
δ∆F 01
δv(r)
=
δ
δv(r)
∫
d3r′2
∫
d3k
(2π)3
{
fFn0(Ek − v(r′))Ek − TSn0(Ek − v(r′))− fFn0(Ek)Ek + TSn0(Ek)
}
(4.28a)
Le fait que la de´pendance soit locale dans la the´orie Thomas-Fermi rame`ne la de´rive´e fonc-
tionnelle a` une simple de´rive´e de fonction (cf. Eq. 9.9 page 148)
=2
∫
d3k
(2π)3
{
∂fFn0(Ek − v)
∂v
∣∣∣∣
v(r)
Ek − T ∂Sn0(Ek − v)
∂v
∣∣∣∣
v(r)
}
(4.28b)
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Nous faisons usage de la forme de la de´rive´e de l’entropie par rapport a` l’e´nergie (Eq. 9.15
page 148) et obtenons :
=2
∫
d3k
(2π)3
{
(Ek − Ek + µn0 + v(r))
∂fFn0(Ek − v)
∂v
∣∣∣∣
v(r)
}
(4.28c)
En utilisant la forme de la derive´e de la distribution de Fermi-Dirac par rapport a` l’e´nergie
(Eq. 9.14 page 148), nous arrivons a` :
=(µn0 + v(r))2
∫
d3k
(2π)3
{
∂fFn0(Ek − v)
∂v
∣∣∣∣
v(r)
}
(4.28d)
=(µn0 + v(r))
∂n(v, n0)
∂v
∣∣∣∣
v(r)
(4.28e)
Malgre´ le fait que la de´pendance soit locale dans la the´orie Thomas-Fermi, nous revenons
aux notations fonctionnelles :
δ∆F 01
δv(r)
=
∫
d3r′
{
(µn0 + v(r
′))
δn(r′)
δv(r)
}
(4.28f)
δ∆F 01
δn0
=
δ
δn0
∫
d3r′2
∫
d3k
(2π)3
{
fFn0(Ek − v(r′))Ek − TSn0(Ek − v(r′))− fFn0(Ek)Ek + TSn0(Ek)
}
(4.29a)
=
∫
d3r′2
∫
d3k
(2π)3
{
∂fFn0(Ek − v(r′))
∂µn0
Ek − T ∂Sn0(Ek − v(r
′))
∂µn0
−∂f
F
n0
(Ek)
∂µn0
Ek + T
∂Sn0(Ek)
∂µn0
}
δµn0
δn0
(4.29b)
=
∫
d3r′2
∫
d3k
(2π)3
{
(Ek − Ek + µn0 + v(r′))
∂fFn0(Ek − v(r′))
∂µn0
−(Ek − Ek + µn0)
∂fFn0(Ek)
∂µn0
}
δµn0
δn0
(4.29c)
=
∫
d3r′
{
v(r′)2
∫
d3k
(2π)3
{
δfFn0(Ek − v(r′))
δn0
}}
+ µn0
∫
d3r′2
∫
d3k
(2π)3
{
δfFn0(Ek − v(r′))
δn0
− δf
F
n0
(Ek)
δn0
}
(4.29d)
δ∆F 01
δn0
=
∫
d3r′
{
v(r′)
δn(r′)
δn0
}
+ µn0
∫
d3r′
{
δn(r′)
δn0
− 1
}
(4.29e)
ou` nous avons utilise´ des transformations similaires a` celles du calcul pre´ce´dent.
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4.2.5 Terme d’ordre 1 cine´tique-entropique : cas quantiques
Conside´rons le hamiltonien effectif a` 1-corps H˜ {v(r)} des e´lectrons inde´pendants soumis
au potentiel d’essai v(r). Dans le cas quantique non-relativiste, ce hamiltonien est celui de
Schro¨dinger : H˜ {v(r)} = H˜S {v(r)} tel que de´fini par l’Eq. 2.14 page 19 . Dans le cas
quantique relativiste, il s’agit de celui de Dirac : H˜ {v(r)} = H˜D {v(r)} tel que de´fini par
l’Eq. 2.74 page 25. Quant aux hamiltoniens en potentiel nul, a` 1-corps : H˜0S (cf. Eq. 2.16
page 19) et H˜0D (cf. Eq. 2.79 page 26), nous les regrouperons sous la notation H˜
0. Nous avons
toujours la relation e´vidente :
H˜ = H˜0 − V˜ (4.30)
Soit la base {{|ϕs {v(r)}〉} , {|ϕk {v(r)}〉}} des vecteurs propres de H˜ {v(r)}. Les e´tats
{|ϕs {v(r)}〉} sont associe´s au valeurs propres Es et constituent la partie discre`te de la base.
Les e´tats {|ϕk {v(r)}〉} sont associe´s au valeurs propres Ek et en constituent la partie conti-
nue. Les e´tats d’ondes planes correspondant sont note´s
{
|ϕfreek 〉
}
Dans le cas quantique
non-relativiste, la repre´sentation |r〉 : ϕ(r) est une fonction d’onde et ϕc(r) = ϕ∗(r) est sa
conjugue´e complexe. Dans le cas quantique relativiste ϕ(r) est un bispineur et ϕc(r) = ϕ†(r)
est son conjugue´ hermitique.
Afin de ne pas trop allourdir les notations dans le cas quantique relativiste, l’indicage
en spin des e´tats du continuum ϕk est cache´ et les inte´grales sur le vecteur d’onde k sous-
entendent la somme sur le spin. gspin de´signe l’e´ventuelle de´ge´nerescence de spin. Dans le cas
non-relativiste nous avons : gspin = 2, dans le cas relativiste : gspin = 1.
La densite´ du syste`me de particules inde´pendantes s’e´crit :
n {v(r), n0} (r′) = gspin
∑
s
fFn0(Es {v(r), n0})|ϕs {v(r)} (r′)|2+gspin
∫
d3k
(2π)3
fFn0(Ek)|ϕk {v(r)} (r′)|2
(4.31)
n0 = gspin
∫
d3k
(2π)3
fFn0(Ek)|ϕfreek (r)|2 = gspin
∫
d3k
(2π)3
fFn0(Ek) (4.32)
Le terme cine´tique-entropique du syste`me de particules inde´pendantes est, quant a` lui :
∆F 01 {n0, v(r);Z, T} =gspin
∑
s
fFn0(Es)
∫
d3r
{
ϕcs(r)H
0ϕs(r)− TSn0(Es)|ϕs(r)|2
}
+ gspin
∫
d3k
(2π)3
∫
d3r
{
fFn0(Ek)ϕ
c
k(r)H
0ϕk(r)− TSn0(Ek)|ϕk(r)|2
−fFn0(Ek)ϕfree ck (r)H0ϕfreek (r) + TSn0(Ek)|ϕfreek (r)|2
}
(4.33a)
=gspin
∑
s
fFn0(Es)
∫
d3r
{
ϕcs(r)Hϕs(r) + v(r)|ϕs(r)|2 − TSn0(Es)|ϕs(r)|2
}
+ gspin
∫
d3k
(2π)3
∫
d3r
{
fFn0(Ek)ϕ
c
k(r)Hϕk(r) + v(r)|ϕk(r)|2
−TSn0(Ek)|ϕk(r)|2 − fFn0(Ek)ϕfree ck (r)H0ϕfreek (r) + TSn0(Ek)|ϕfreek (r)|2
}
(4.33b)
=gspin
∑
s
(
fFn0(Es)Es − TSn0(Es)
)
+
∫
d3r {n(r)v(r)}
+ gspin
∫
d3k
(2π)3
∫
d3r
{(
fFn0(Ek)Ek − TSn0(Ek)
) (|ϕk(r)|2 − |ϕfreek (r)|2)}
(4.33c)
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Nous de´finissons Ck ≡
∫
d3r
{
|ϕk(r)|2 − |ϕfreek (r)|2
}
∆F 01 {n0, v(r);Z, T} =gspin
∑
s
(
fFn0(Es)Es − TSn0(Es)
)
+ gspin
∫
d3k
(2π)3
{(
fFn0(Ek)Ek − TSn0(Ek)
)
Ck
}
+
∫
d3r {n(r)v(r)}
(4.33d)
Dans la suite, nous omettrons d’expliciter les de´pendances de ∆F 01 afin de raccourcir les
notations.
Calculons a` pre´sent les de´rive´es fonctionnelles utiles a` la proce´dure de minimisation :
δ∆F 01
δv(r)
=
δ
δv(r)
(
gspin
∑
s
(
fFn0(Es)Es − TSn0(Es)
)
+ gspin
∫
d3k
(2π)3
{(
fFn0(Ek)Ek − TSn0(Ek)
)
Ck
}
+
∫
d3r′ {n(r′)v(r′)}
)
(4.34a)
=
δ
δv(r)
(
gspin
∑
s
(
fFn0(Es)Es − TSn0(Es)
)
+ gspin
∫
d3k
(2π)3
{(
fFn0(Ek)Ek − TSn0(Ek)
)
Ck
})
+ n(r) +
∫
d3r′
{
δn(r′)
δv(r)
v(r′)
}
(4.34b)
En utilisant l’Eq. 9.71 page 155 on obtient :
δ∆F 01
δv(r)
=n(r) +
∫
d3r′
{
δn(r′)
δv(r)
v(r′)
}
+ gspin
∑
s
∂
∂E
(
fFn0(E)E − TSn0(E)
)∣∣∣∣
Es
δEs
δv(r)
− gspin
∫ ∞
0
dk
(2π)3
{
k2
∂
∂E
(
fFn0(E)E − TSn0(E)
)∣∣∣∣
Ek
∫ π
0
∫ 2π
0
dθkdφk sin θk|ϕk(r)|2
}
(4.34c)
En utilisant l’Eq. 9.15 page 148 :
=n(r) +
∫
d3r′
{
δn(r′)
δv(r)
v(r′)
}
+ gspin
∑
s
(
fFn0(Es) + (Es − Es + µn0)
∂fFn0(E)
∂E
∣∣∣∣
Es
)
δEs
δv(r)
− gspin
∫ ∞
0
dk
(2π)3
{
k2
(
fFn0(Ek) + (Ek − Ek + µn0)
∂fFn0(E)
∂E
∣∣∣∣
Ek
)
∫ π
0
∫ 2π
0
dθkdφk sin θk|ϕk(r)|2
}
(4.34d)
=n(r) +
∫
d3r′
{
δn(r′)
δv(r)
v(r′)
}
+ gspin
∑
s
fFn0(Es)
δEs
δv(r)
− gspin
∫
d3k
(2π)3
fFn0(Ek)|ϕk(r)|2
+ µn0gspin
∑
s
∂fFn0(E)
∂E
∣∣∣∣
Es
δEs
δv(r)
− µn0gspin
∫ ∞
0
dk
(2π)3
{
k2
∂fFn0(E)
∂E
∣∣∣∣
Ek∫ π
0
∫ 2π
0
dθkdφk sin θk|ϕk(r)|2
}
(4.34e)
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Enfin, nous utilisons l’Eq. 9.71 page 155 a` nouveau, ainsi que l’Eq. 9.65 page 154, pour
obtenir :
=n(r) +
∫
d3r′
{
δn(r′)
δv(r)
v(r′)
}
− gspin
∑
s
fFn0(Es)|ϕs(r)|2 − gspin
∫
d3k
(2π)3
fFn0(Ek)|ϕk(r)|2
+ µn0
δ
δv(r)
gspin
∑
s
fFn0(Es)− µn0
δ
δv(r)
gspin
∫
d3k
(2π)3
{
fFn0(Ek)Ck
}
(4.34f)
=n(r)− n(r) +
∫
d3r′
{
δn(r′)
δv(r)
v(r′)
}
+ µn0
δ
δv(r)
∫
d3r {n(r)− n0} (4.34g)
δ∆F 01
δv(r)
=
∫
d3r′
{
(µn0 + v(r
′))
δn(r′)
δv(r)
}
(4.34h)
Il nous faut ici insister sur l’identite´ formelle de l’Eq. 4.34h avec son e´quivalent dans le cas
Thomas-Fermi : l’Eq. 4.28f page 56.
δ∆F 01
δn0
=
δ
δn0
(
gspin
∑
s
(
fFn0(Es)Es − TSn0(Es)
)
+ gspin
∫
d3k
(2π)3
{(
fFn0(Ek)Ek − TSn0(Ek)
)
Ck
}
+
∫
d3r′ {n(r′)v(r′)}
)
(4.35a)
=
δ
δn0
(
gspin
∑
s
∂
∂µn0
(
fFn0(Es)Es − TSn0(Es)
) δµn0
δn0
+gspin
∫
d3k
(2π)3
{
∂
∂µn0
(
fFn0(Ek)Ek − TSn0(Ek)
) δµn0
δn0
Ck
}
+
∫
d3r′ {n(r′)v(r′)}
)
(4.35b)
=
∫
d3r′
{
δn(r′)
δn0
v(r′)
}
+ gspin
∑
s
(Es − Es + µn0)
∂fFn0(E)
∂µn0
∣∣∣∣
Es
δµn0
δn0
− gspin
∫
d3k
(2π)3
{
(Ek − Ek + µn0)
∂fFn0(E)
∂µn0
∣∣∣∣
Ek
δµn0
δn0
Ck
}
(4.35c)
=
∫
d3r′
{
v(r′)
δn(r′)
δn0
}
+ µn0
δ
δn0
∫
d3r′ {n(r′ − n0} (4.35d)
δ∆F 01
δn0
=
∫
d3r′
{
v(r′)
δn(r′)
δn0
}
+ µn0
∫
d3r′
{
δn(r′)
δn0
− 1
}
(4.35e)
Encore une fois, il faut remarquer l’identite´ formelle de l’Eq. 4.35e avec son e´quivalent dans
le cas Thomas-Fermi : l’Eq. 4.29e page 56.
4.2.6 E´tat d’e´quilibre
En utilisant les relations concernant les de´rive´es fonctionnelles des diffe´rentes contribu-
tions a` l’e´nergie libre (Eqs.4.17 a` 4.35), nous pouvons re´e´crire le syste`me des Eqs. 4.14, 4.15 :
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δΩ
δv(r)
= 0 =
δ∆F 01
δv(r)
+
∫
d3r′
{
(−vel(r′) + vxc(n(r′)) + γ) δn(r
′)
δv(r)
}
(4.36a)
=
∫
d3r′
{
(µn0 + v(r
′)− vel(r′) + vxc(n(r′)) + γ) δn(r
′)
δv(r)
}
(4.36b)
δΩ
δn0
= 0 =
δ∆F 01
δn0
+
µn0 + vxc(n0) + γ
ni
+
∫
d3r′
{
(−vel(r′) + vxc(n(r′))) δn(r
′)
δn0
+ γ
(
δn(r′)
δn0
− 1
)
+vel(r
′)θ (r′ −RniWS)− vxc(n0)
}
(4.37a)
=
∫
d3r′
{
(µn0 + v(r
′)− vel(r′) + vxc(n(r′))) δn(r
′)
δn0
− µn0 − vxc(n0)− γ
}
+
∫
d3r′ {vel(r′)θ (r′ −RniWS)} (4.37b)
L’Eq. 4.36b conduit a` :
µn0 + v(r)− vel(r) + vxc(n(r)) + γ = 0 (4.38)
De plus, en convenant de l’absence de charge a` l’infini, la condition de neutralite´ implique les
limites suivantes :
r →∞⇒ v(r)→ 0
⇒ n(r)→ n0
⇒ vel(r)→ 0
⇒ vxc(n(r))→ vxc(n0)
Ceci permet de fixer le multiplicateur γ. De fait, l’Eq. 4.38, prise dans la limite r → ∞
devient :
γ = −µn0 − vxc(n0) (4.39)
et nous avons alors ne´cessairement :
v(r) = vel(r)− (vxc(n(r))− vxc(n0)) (4.40)
ou` nous rappelons les de´pendances fonctionnelles en v(r), n0 de vel(r) et n(r). La seule
minimisation explicite de Ω par rapport a` v(r) conduit donc au syste`me d’e´quations du
champ autocohe´rent.
D’autre part, en conside´rant l’Eq. 4.38 satisfaite, l’Eq. 4.37b conduit a` la condition sui-
vante, que nous de´signerons de manie`re un peu simplifie´e sous le nom de “condition varia-
tionnelle” :
∫
d3r′ {vel(r′)θ (r′ −RniWS)} = 0 (4.41)
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Fig. 4.1 – Vue de l’inte´grand du membre de gauche de l’Eq. 4.41 page 60 dans le cas de
la solution variationnelle, pour un calcul de l’aluminium a` 2 eV , densite´ du solide (ρ0 =
2.7 g.cm−3).
Cette dernie`re condition contraint de manie`re tre`s forte le comportement du potentiel e´lectro-
statique en dehors de la sphe`re de Wigner-Seitz. Tout en admettant l’existence d’un potentiel
e´lectrostatique en dehors de cette sphe`re, la condition variationnelle requie`re que l’interaction
du potentiel avec les ions non-centraux s’annule.
La Fig. 4.1 pre´sente le comportement de l’inte´grand du membre de gauche de l’Eq. 4.41
dans le cas de la solution variationnelle, pour un calcul de l’aluminium a` 2 eV , a` la densite´
du solide. L’aire colore´e en bleu repre´sente l’inte´grale et on peut aise´ment constater la com-
pensation entre les parties situe´es au-dessus de l’axe horizontal et celles situe´es en-dessous.
4.2.7 Syme´trie sphe´rique du proble`me
Comme nous ne conside´rons que l’ordre 1, le proble`me posse`de une syme´trie sphe´rique
de nature a` simplifier largement les calculs. Concernant le calcul de la densite´ et des dif-
fe´rentes grandeurs thermodynamiques, il se ramene au calcul des fonctions d’ondes (ou des
composantes) qui sont solutions du proble`me a` potentiel central v(r).
Densite´ : cas quantique non-relativiste
Nous avons a` re´soudre l’e´quation de Schro¨dinger radiale :
R′′nr,ℓ(r) +
(
2m
~2
(Enr,ℓ + v(r))−
ℓ(ℓ+ 1)
r2
)
Rnr,ℓ(r) = 0 ; Enr,ℓ < 0 (4.42)
R′′E,ℓ(r) +
(
2m
~2
(E + v(r))− ℓ(ℓ+ 1)
r2
)
RE,ℓ(r) = 0 ; E > 0 (4.43)
La densite´ s’e´crit alors :
4πr2(n(r)− n0) =
∑
nr,ℓ
2(2ℓ+ 1)fF (Enr,ℓ)R
2
nr,ℓ(r)
+
∑
ℓ
2(2ℓ+ 1)
∫ ∞
0
dE
{
fF (E)
(
R2E,ℓ(r)−Rfree 2E,ℓ (r)
)}
(4.44)
Avec les notations de´finies dans 2.2 page 19.
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Densite´ : cas quantique relativiste
Nous avons a` re´soudre le syste`me de Dirac radial :
P ′nr,κ(r) +
κ
r
Pnr,κ(r) +
1
~c
(
Enr,κ + 2mc
2 + v(r)
)
Qnr,κ(r) = 0 (4.45)
Q′nr,κ(r)−
κ
r
Qnr,κ(r)−
1
~c
(Enr,κ + v(r))Pnr,κ(r) = 0 ; Enr,ℓ < 0 (4.46)
P ′E,κ(r) +
κ
r
PE,κ(r) +
1
~c
(
E + 2mc2 + v(r)
)
QE,κ(r) = 0 (4.47)
Q′E,κ(r)−
κ
r
QE,κ(r)− 1
~c
(E + v(r))PE,κ(r) = 0 ; E > 0 (4.48)
La densite´ s’e´crit alors :
4πr2(n(r)− n0) =
∑
nr,κ
2|κ|fF (Enr,κ)
(
P 2nr,κ(r) +Q
2
nr,κ(r)
)
+
∑
κ
2|κ|
∫ ∞
0
dE
{
fF (E)
(
P 2E,κ(r) +Q
2
E,κ(r)− P free 2E,κ (r)−Qfree 2E,κ (r)
)}
(4.49)
Avec les notations de´finies dans 2.3 page 25.
E´quation de Poisson
L’e´quation de Poisson ve´rifie´e par vel(r) peut eˆtre re´e´crite :
∇2vel(r) = 1
r2
∂
∂r
(
r2
∂vel(r)
∂r
)
=
1
4π
(n(r)− n0θ(r −RniWS)) (4.50)
Nous de´finissons alors le potentiel re´duit χel(r) tel que :
vel(r) ≡ Ze
2χel(r)
r
(4.51)
En termes de potentiel re´duit, l’e´quation de Poisson devient :
χ′′el(r) =
4π
Z
r (n(r)− n0θ(r −RniWS)) (4.52)
Les conditions limites sont alors :
χel(0) = 1 (4.53)
χel(r →∞) = 0 (4.54)
χ′el(r →∞) = 0 (4.55)
et les diffe´rentes forme de la solution sont :
χ′el(r) = −
∫ ∞
r
dr′
{
4π
Z
r′ (n(r′)− n0θ(r′ −RniWS))
}
(4.56)
χel(r) =1−
∫ r
0
dr′
{
4π
Z
r′2 (n(r′)− n0θ(r′ −RniWS))
}
− r
∫ ∞
r
dr′
{
4π
Z
r′ (n(r′)− n0θ(r′ −RniWS))
}
(4.57)
=1 + rχ′el(0) +
∫ r
0
dr′
{
4π
Z
r′ (n(r′)− n0θ(r′ −RniWS))
}
−
∫ r
0
dr′
{
4π
Z
r′2 (n(r′)− n0θ(r′ −RniWS))
}
(4.58)
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Expression des e´nergies libre et interne
L’e´nergie libre a e´te´ de´finie pre´ce´demment :
∆F1 = ∆F
0
1 +∆F
el
1 +∆F
xc
1 (4.59)
Toujours dans le cadre du de´veloppement en grappe dans le jellium, a` l’ordre 1, nous pouvons
calculer l’e´nergie interne :
∆U1 = ∆U
0
1 +∆U
el
1 +∆U
xc
1 (4.60)
Les contributions e´lectrostatique et d’e´change-corre´lation s’e´crivent comme suit, quel que
soit le formalisme du calcul de la densite´ :
∆F el1 = ∆U
el
1 =
e2
2
Z2χ′el(0)−
e2
2
∫ ∞
0
dr
{
4πr2(n(r)− n0)Zχel(r)
r
}
− e
2
2
∫ RniWS
0
dr
{
4πr2n0
Zχel(r)
r
}
(4.61)
∆F xc1 = ∆U
xc
1 =
∫ ∞
0
dr
{
4πr2 (fxc(n(r))− fxc(n0))
}
(4.62)
Dans le cas Thomas-Fermi, la contribution cine´tique peut eˆtre e´crite :
∆F 01 =−
2
3
∆U01 + µn0 (Z − Z∗) +
∫ RniWS
0
dr
{
4πr2n(r)v(r)
}
(4.63)
∆U01 =
∫ RniWS
0
dr
{
4πr2
m3/2
4π2
(2kBT )
5/2
(
I3/2
(
µn0 + v(r)
kBT
)
− I3/2
(
µn0
kBT
))}
(4.64)
Dans les cas quantiques, nous avons fait usage de la re`gle de somme de Friedel (cf. Eqs 9.90
page 157 et 9.117 page 160) et d’une inte´gration par partie pour traiter la contribution du
continuum au terme cine´tique. Ainsi, le terme cine´tique peut eˆtre e´crit, dans le cas quantique
non-relativiste :
∆F 01 =
∑
nr,ℓ
2(2ℓ+ 1)
(
fFn0(Enr,ℓ)Enr,ℓ − TS(Enr,ℓ)
)
+
∑
ℓ
2(2ℓ+ 1)
∫ ∞
0
dpE
{
−fFn0(E)(∆E,ℓ −∆0,ℓ)
pE
π
}
+ µn0 (Z − Z∗ −Nbound)
+
∫ ∞
0
dr
{
4πr2n(r)v(r)
}
(4.65)
ou` ∆E,ℓ de´signe le de´phasage de la fonction d’onde d’e´nergie E et de moment angulaire ℓ et
ou` pE ≡
√
2mE/~2
∆U01 =
∑
nr,ℓ
2(2ℓ+ 1)fFn0(Enr,ℓ)Enr,ℓ
+
∑
ℓ
2(2ℓ+ 1)
∫ ∞
0
dpE
{
−
(
1 +
E
kBT
(fFn0(E)− 1)
)
fFn0(E)(∆E,ℓ −∆0,ℓ)
pE
π
}
+
∫ ∞
0
dr
{
4πr2n(r)v(r)
}
(4.66)
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Dans le cas quantique relativiste, nous avons :
∆F 01 =
∑
nr,κ
2|κ| (fFn0(Enr,κ)Enr,κ − TS(Enr,κ))
+
∑
κ
2|κ|
∫ ∞
0
dpE
{
−fFn0(E)(∆E,κ −∆0,κ)
pE
π
~
2c2
E +mc2)
}
+ µn0 (Z − Z∗ −Nbound)
+
∫ ∞
0
dr
{
4πr2n(r)v(r)
}
(4.67)
ou` ∆E,κ de´signe le de´phasage de la fonction d’onde d’e´nergie E et de nombre quantique κ et
ou` pE ≡
√
(E2 + 2Emc2)/(~c)2
∆U01 =
∑
nr,κ
2|κ|fFn0(Enr,κ)Enr,κ
+
∑
κ
2|κ|
∫ ∞
0
dpE
{
−
(
1 +
E
kBT
(fFn0(E)− 1)
)
fFn0(E)(∆E,κ −∆0,κ)
pE
π
~
2c2
E +mc2)
}
+
∫ ∞
0
dr
{
4πr2n(r)v(r)
}
(4.68)
4.2.8 Formule de la pression
La pression est de´finie, en thermodynamique, comme la grandeur intensive conjugue´e
au volume. Afin de la calculer, nous devons donc de´river l’e´nergie libre par rapport a` la
densite´ ionique, a` l’e´quilibre, toujours en respectant la neutralite´. Ceci revient a` de´river la
fonctionnelle Ω par rapport a` sa de´pendance explicite de la densite´ ionique, a` l’e´quilibre
(comme montre´ dans la Ref. [65]) :
P =n2i
δΩ
δni
∣∣∣∣
eq.
(4.69a)
=n2i
δ
δni
(
f0(n0, T )
ni
+∆F el1 − γ
(
Z −
∫
d3r′ {n(r′)− n0θ(r′ −RniWS)}
))∣∣∣∣
eq.
(4.69b)
=n2i
(
−f0(n0, T )
n2i
+
δ∆F el1
δni
− γ
∫
d3r′
{
n0
δ
δni
θ(r′ −RniWS)
})∣∣∣∣
eq.
(4.69c)
=
(
−f0(n0, T ) + n2i
δ∆F el1
δni
− γ
)∣∣∣∣
eq.
(4.69d)
δ∆F el1
δni
=−
∫
d3r′
{
n0
δ
δni
θ(r′ −RniWS)
(
−Z
r′
+
1
2
∫
d3r′′
{
n(r′′)− n0θ(r′′ −RniWS)
|r′′ − r′|
})}
− 1
2
∫
d3r′′
{
n0
δ
δni
θ(r′′ −RniWS)
∫
d3r′
{
n(r′)− n0θ(r′ −RniWS)
|r′′ − r′|
}}
(4.70a)
=
∫
d3r′
{
vel(r
′)n0
δ
δni
θ(r′ −RniWS)
}
=
n0
n2i
vel(R
ni
WS) (4.70b)
4.3. RE´INTERPRE´TATION DU MODE`LE DE THOMAS-FERMI 65
En effet :
δ
δni
∫
d3r {f(r)θ(r −RniWS)} =
δRniWS
δni
∂
∂RniWS
∫ RniWS
0
dr
{
4πr2f(r)
}
(4.71a)
=
(
3
4π
)1/3(
−1
3
)
n
−4/3
i · 4πRni 2WSf(RniWS) (4.71b)
=− 1
4πn2iR
ni 2
WS
· 4πRni 2WSf(RniWS) = −
f(RniWS)
n2i
(4.71c)
Finalement, nous obtenons la formule suivante :
P = −f0(n0;T ) + n0 (µn0 + vxc(n0) + vel(RniWS)) (4.72)
4.3 Re´interpre´tation du mode`le de Thomas-Fermi
Conside´rons a` pre´sent le mode`le variationnel, dans l’approximation Thomas-Fermi et sans
e´change-corre´lation. Dans la limite r → ∞, le potentiel v(r) tend vers ze´ro. Nous pouvons
donc de´velopper la densite´ n(r) par rapport a` v(r)/kBT . Au premier ordre, ce de´veloppement
donne :
n(r) =
m3/2
2π2
(2kBT )
3/2
(
I1/2
(
µn0
kBT
)
+
vel(r)
2kBT
I−1/2
(
µn0
kBT
))
(4.73a)
=n0 +
m3/2
2π2
√
2kBTI−1/2
(
µn0
kBT
)
vel(r) (4.73b)
L’e´quation de Poisson est ainsi, dans la limite r →∞ :
χ′′el(r) =
4π
Z
r(n(r)− n0) = 2
π
m3/2
√
2kBTI−1/2
(
µn0
kBT
)
χel(r) = k
2
TFχel(r) (4.74)
ou` nous avons de´fini le nombre d’onde de Thomas-Fermi kTF :
kTF ≡
√
2
π
m3/2
√
2kBTI−1/2
(
µn0
kBT
)
(4.75)
La solution asymptotique ne divergeant pas a` l’infini est alors l’exponentielle de´croissante :
χel(r) = Ae
−kTF r (4.76)
On conside`re r∞ tel que :
χel(r > r∞) = Ae−kTF r (4.77)
Montrons a` pre´sent que χel(r) est monotone et de signe constant dans l’intervalle ]R
ni
WS, r∞].
(n(r)− n0) = m
3/2
2π2
(2kBT )
3/2
(
I1/2
(
vel(r) + µn0
kBT
)
− I1/2
(
µn0
kBT
))
(4.78)
La fonction I1/2 est strictement croissante, ainsi (n(r) − n0) et donc χ′′el(r > RniWS) sont du
signe de vel(r), ou encore de χel(r). Si vel(r) = 0, nous avons (n(r)−n0) = χ′′el(r > RniWS) = 0.
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Pour une fonction χel(r) de classe C∞ dans l’intervalle ]R
ni
WS, r∞], nous pouvons toujours
trouver un ǫ > 0 tel que, pour χ′el(r) 6= 0, χ′′el(r) 6= 0, on ait :
|χ′el(r)| > ǫ
∣∣∣∣12χ′′el(r)− ǫ6χ′′′el(r) + ...
∣∣∣∣ (4.79)
|χ′′el(r)| > ǫ
∣∣∣∣12χ′′′el(r)− ǫ6χ(4)el (r) + ...
∣∣∣∣ (4.80)
Conside´rant le cas ou` χel(r) < 0 et χ
′
el(r) > 0, nous avons χ
′′
el(r > R
ni
WS) < 0. En r − ǫ nous
aurons donc :
χel(r − ǫ) = χel(r)− ǫχ′el(r) +
ǫ2
2
χ′′el(r) + ... < χel(r) < 0 (4.81)
χ′el(r − ǫ) = χ′el(r)− ǫχ′′el(r) +
ǫ2
2
χ′′′el(r) + ... > χ
′
el(r) > 0 (4.82)
or pour A < 0, nous avons
χel(r∞) = Ae−kTF r∞ < 0 (4.83)
χ′el(r∞) = −kTFAe−kTF r∞ > 0 (4.84)
Un raisonnement par re´currence nous donne donc, apre`s un nombre fini de pas de largeur ǫ :
A < 0⇒ χel(r > RniWS) < 0 ; χ′el(r > RniWS) > 0 (4.85)
De manie`re similaire, un raisonnement sur le cas : χel(r) > 0 et χ
′
el(r) < 0 permet
d’e´tablir :
A < 0⇒ χel(r > RniWS) > 0 ; χ′el(r > RniWS) < 0 (4.86)
Pour A = 0, nous conside´rons χel(r) = 0 et χ
′
el(r) = 0. Alors χ
′′
el(r) = 0 et nous obtenons :
A = 0⇒ χel(r > RniWS) = 0 ; χ′el(r > RniWS) = 0 (4.87)
Ainsi, pour les cas a` A 6= 0, l’inte´grale intervenant dans la condition variationnelle
(Eq. 4.41) est diffe´rente de ze´ro puisque son inte´grand est de signe constant :
A 6= 0⇒
∫
R
ni
WS
dr {4πZrχel(r)} 6= 0 (4.88)
La condition variationnelle revient donc a` la condition A = 0, ou encore :
χel(r > RWS) = 0, χ
′
el(r > RWS) = 0 (4.89)
Nous retrouvons alors les e´quations du mode`le de Thomas-Fermi en sphe`re atomique isole´e.
Comme nous venons de le montrer, dans l’approximation Thomas-Fermi, le mode`le va-
riationnel revient rigoureusement au mode`le de Thomas-Fermi tel que de´crit par Feynman,
Metropolis et Teller dans la Ref. [17]. Une preuve diffe´rente est donne´e dans la Ref. [64].
Quant a` la formule de la pression (Eq. 4.90 page 67) elle devient identique a` la formule de la
pression du mode`le de Thomas-Fermi en sphe`re atomique isole´e :
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Fig. 4.2 – Illustration du mode`le d’atome dans le jellium, dans l’approximation Thomas-
Fermi sur le cas du fer a` 40 eV , densite´ du solide (ρ0 = 7.874 g.cm
−3). En rouge sont
repre´sente´es les solutions d’atome dans le jellium correspondant a` diffe´rentes valeurs de l’io-
nisation moyenne Z∗, en bleu figure la solution variationnelle, qui est identique a` la solution
du mode`le Thomas-Fermi de la cellule ionique.
P = −f 00 (n0;T ) + n0µn0 =
2
3
u00(n0;T ) (4.90)
De fait, l’approximation Thomas-Fermi constitue une jonction entre les mode`les d’atome
isole´ et d’atome dans le jellium. Dans l’approximation Thomas-Fermi, mode`le Inferno et
mode`le variationnel sont tous deux e´quivalents au mode`le de la Ref. [17]. Cependant, seule
l’interpre´tation d’atome dans le jellium permet de conserver l’aspect variationnel et l’accord
avec le the´ore`me du viriel lorsque l’on sort du formalisme quasiclassique de Thomas-Fermi.
La Fig. 4.2 pre´sente les potentiels obtenus pour diffe´rentes ionisations moyennes Z∗, lors
de calculs Thomas-Fermi d’atome dans le jellium. Parmi ces solutions figure la solution va-
riationnelle (en bleu), qui correspond a` la solution du mode`le Thomas-Fermi de la sphe`re
ionique.
4.4 Cas de l’atome quasi-neutre
Dans la version quantique du mode`le variationnel que nous conside´rons, un cas particulier
doit retenir notre attention : celui de l’atome quasi-neutre. Ge´ne´ralement, a` basse tempe´ra-
ture, il peut exister une solution de l’e´quation du champ autocohe´rent (Eq. 4.40 page 60)
telle que la contribution du continuum a` la densite´ soit ne´gligeable. Pour cela, il suffit que le
potentiel chimique µ garantissant la neutralite´ soit suffisamment ne´gatif pour que les valeurs
de la distribution de Fermi-Dirac pour E > 0 ne suffisent pas a` donner une ponde´ration
significative au continuum. Un tel cas est repre´sente´ sche´matiquement sur la Fig. 4.3a. Les
e´tats lie´s, seuls, contribuent a` la densite´. Il existe alors toujours un rayon Rmin tel que :∫ ∞
Rmin
dr {rχel(r)} ≈ 0 (4.91)
Alors, pour toutes les densite´s ioniques telles que RniWS > Rmin, la solution d’atome neutre de
l’e´quation du champ autocohe´rent ve´rifie presque la condition variationnelle et constitue une
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Bound states
Continuum
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µ
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∆EFth.
∆EFth.
Fig. 4.3 – Vues sche´matiques de diffe´rents cas. Cas de l’atome quasi-neutre (a), cas d’ioni-
sation “plutoˆt chimique” (b), cas d’ionisation “plutoˆt thermique” (c)
approximation acceptable de la solution du mode`le variationnel. On parlera alors d’atome
quasi-neutre.
Dans un tel cas, si nous admettons que la se´paration en e´nergie des deux derniers e´tats lie´s
reste grande devant l’e´talement en e´nergie de la distribution de Fermi-Dirac, la tempe´rature,
tant qu’elle permet l’existence de l’atome neutre, n’a aucune incidence sur la population des
e´tats. Celle-ci est fixe´e par la neutralite´. La tempe´rature n’a donc pas d’incidence non plus
sur la densite´ ou sur le potentiel. Lorsque l’on modifie la tempe´rature, le potentiel chimique
s’adapte alors simplement de manie`re a` retrouver la population du dernier e´tat lie´ qui garantit
la neutralite´.
A` partir de l’atome quasi-neutre, le processus d’ionisation, c’est-a`-dire l’apparition d’une
contribution du continuum, peut se faire via deux me´canismes. Il peut s’agir, d’une part, de la
disparition d’un e´tat lie´ et du de´calage du potentiel chimique vers ze´ro ou au-dela` (processus
d’ionisation “plutoˆt chimique” ou “plutoˆt par pression”, repre´sente´ sche´matiquement par la
Fig. 4.3b). D’autre part, il peut s’agir de l’e´talement de la distribution de Fermi-Dirac sur la
re´gion des e´nergies positives (processus d’ionisation “plutoˆt thermique”, repre´sente´ sche´mati-
quement par la Fig. 4.3c). Bien e´videmment, a` tempe´rature finie, l’ionisation re´sulte toujours
d’un me´lange de ces deux me´canismes.
Dans notre mode`le a` un centre, l’apparition de l’atome quasi-neutre comme solution va-
riationnelle traduit tout simplement le passage de l’e´tat plasma a` l’e´tat de gaz monoatomique
dans la limite des basses densite´s et basses tempe´ratures. Il s’agit donc d’un comportement
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sain et qui posse`de, dans une certaine mesure, une pertinence physique.
Ceci peut eˆtre interpre´te´ de la manie`re suivante. Lorsque, d’une part, la tempe´rature est
trop faible pour imposer un e´talement de la distribution de Fermi-Dirac sur la re´gion des
e´nergies positives et que, d’autre part, les ions sont suffisamment e´loigne´s pour que leurs
corte`ges e´lectroniques n’interagissent pas, il y a alors passage a` un gaz neutre.
Cependant, notre mode`le a` un seul centre ionique n’inclut par de´finition aucun des effets
a` plusieurs centres qui dominent dans les gaz mole´culaires, les liquides ou les solides. Hors
des conditions de validite´ des mode`les d’atomes moyen, la` ou` seuls des effets a` plusieurs
centres ioniques continuent a` engendrer une ionisation, le mode`le pre´sente un passage au
gaz neutre. Ce comportement, parfois sans pertinence physique mais the´oriquement sain et
compre´hensible permet de poser clairement des limites de validite´ du mode`le aux basses
densite´s et tempe´ratures.
Au-dela` du fait que le mode`le puisse re´ve`ler un comportement non-physique dans ces
re´gions, nous souhaitons ici insister sur le fait qu’en pre´sentant clairement des limites de
validite´ et un comportement the´oriquement appre´hende´ quant a` ces dernie`res, ce mode`le
repre´sente une valeur ajoute´e par rapport aux mode`les a` sphe`re de Wigner-Seitz neutre. En
effet, ces derniers maintiennent une ionisation non nulle qui est un artefact de l’hypothe`se
de neutralite´ de la sphe`re de Wigner-Seitz. En tant que telle, il est difficile de connaˆıtre la
pertinence d’une telle ionisation dans les re´gimes de basses densite´s et basses tempe´ratures.
Le maintient de l’inconsistance thermodynamique de ces mode`les dans les re´gions de basses
densite´s et basses tempe´ratures est la` pour nous rappeler qu’on ne peut pallier les lacunes du
mode`le a` un centre par une lacune quant a` la description de l’e´quilibre.
4.5 The´ore`me du viriel et condition variationnelle
Le the´ore`me du viriel est ve´rifie´ pour les proble`mes a` N-corps exacts classique et quantique.
De`s lors qu’une approximation est faite sur le proble`me a` N-corps, la ve´rification du the´ore`me
du viriel n’est plus une chose acquise et il faut la de´montrer dans le cas du syste`me approxime´
que l’on e´tudie.
En premier lieu, nous allons rappeler ici quelques ge´ne´ralite´s sur le the´ore`me du viriel.
Dans le cas de notre mode`le, la preuve formelle de ce the´ore`me donne´e par Feynman, Metro-
polis et Teller dans la Ref. [17] est encore applicable. Nous allons donner dans cette section
une autre preuve, directe et exploitable dans les calculs. Nous nous appliquerons enfin a` de´-
tailler les raisons de l’inconsistance thermodynamique des autres mode`les quantiques d’atome
moyen.
4.5.1 Ge´ne´ralite´s
Dans un premier temps, rappelons brie`vement l’e´tablissement du the´ore`me du viriel pour
un syste`me a` N-corps classique, en trois dimensions. Soit un syste`me de particules classiques
de masses mj, de positions rj. Son moment d’inertie I s’e´crit :
I =
∑
j
mjr
2
j (4.92)
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Les de´rive´es temporelles premie`re et seconde du moment d’inertie sont alors :
dI
dt
=
∑
j
2mjrj.
drj
dt
(4.93)
d2I
dt2
=
∑
j
2mj
((
drj
dt
)2
+ rj.
d2rj
dt2
)
= 4Ekin + 2
∑
j
rj.F j (4.94)
ou` Ekin est l’e´nergie cine´tique du syste`me et F j la re´sultante des forces qui s’appliquent a` la
particule j. Nous noterons alors qu’ici est intervenu le degre´ d’homoge´ne´ite´1 en impulsion de
l’e´nergie cine´tique dkin = 2. Conside´rant qu’a` l’e´quilibre, le moment d’inertie est constant,
nous avons d2I/dt2 = 0 et ainsi :
2Ekin = −
∑
j
rj.F j (4.95)
On a pour habitude de qualifier le membre de droite de “terme du viriel”. Ce dernier peut
eˆtre se´pare´ en une contribution volumique, issue de forces qui de´rivent ge´ne´ralement d’un
potentiel, et une contribution surfacique provenant de forces de pression qui s’exercent sur le
syste`me. L’expression devient alors (le de´tail est pre´sente´ par exemple dans la Ref. [69]) :
3PV = 2Ekin −
∑
j
rj.∇rv(r)|rj (4.96)
Nous noterons que le facteur 3 provient de la dimensionalite´ spatiale dspace = 3 du proble`me.
Si nous conside´rons que le potentiel d’interaction est une fonction homoge`ne de r de degre´
dint, nous obtenons alors par le the´ore`me d’Euler sur les fonctions homoge`nes :
3PV = 2Ekin − dint
∑
j
v(rj) = 2Ekin − dintEint (4.97)
ou` Eint est l’e´nergie d’interaction du syste`me. Par exemple, pour un syste`me coulombien,
dint = −1 et alors :
3PV = 2Ekin + Eint (4.98)
Dans le syste`me exact, P correspond a` la pression telle que de´finie par la thermodynamique.
Dans le cas des syste`mes approxime´s, une relation telle que celle-ci e´tablit une de´finition de
la pression dite “du viriel”, qui ne revient pas ne´cessairement a` la de´finition thermodyna-
mique de la pression. Lorsque le mode`le approxime´ ve´rifie le the´ore`me du viriel, la pression
thermodynamique est identique a` la pression du viriel.
Afin de montrer le the´ore`me du viriel dans le cadre de notre mode`le, nous allons d’abord
faire apparaˆıtre le terme du viriel dans l’e´nergie cine´tique, pour chacun des trois formalismes
dans lequel nous avons e´crit le mode`le. Ensuite, apre`s un calcul pre´liminaire sur les termes
d’interaction, nous montrerons que la condition pour que la pression du viriel soit identique
a` la pression thermodynamique revient au syste`me que nous avons obtenu par le calcul
variationnel.
1f est une fonction homoge`ne de degre´ d en x si et seulement si f(ax) = adf(x)
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4.5.2 E´nergie cine´tique et viriel
Cas Thomas-Fermi
Dans le cas Thomas-Fermi, le degre´ d’homoge´ne´ite´ de l’e´nergie cine´tique en impulsion se
manifeste via les proprie´te´s de diffe´rentiation des inte´grales de Fermi In :
∆U01 =
m3/2
4π2
(2kBT )
5/2
∫
d3r
{
I3/2
(
v(r) + µn0
kBT
)
− I3/2
(
µn0
kBT
)}
(4.99a)
=
m3/2
4π2
(2kBT )
5/2
∫ ∞
0
dr
{
4πr2
(
I3/2
(
v(r) + µn0
kBT
)
− I3/2
(
µn0
kBT
))}
(4.99b)
=
m3/2
4π2
(2kBT )
5/2
[
4π
3
r3
(
I3/2
(
v(r) + µn0
kBT
)
− I3/2
(
µn0
kBT
))]∞
0
− 3
2
m3/2
2π2
(2kBT )
3/2
∫ ∞
0
dr
{
4π
3
r3I1/2
(
v(r) + µn0
kBT
)
dv(r)
dr
}
(4.99c)
∆U01 =−
1
2
∫ ∞
0
dr
{
4πr2n(r)r
d
dr
v(r)
}
(4.99d)
Cas quantique non-relativiste
Nous conside´rons le cas quantique non-relativiste et inte´grons l’Eq. 9.41 page 152 pour
les fonctions d’ondes lie´es :
∫
d3r (r.∇v(r))ϕ∗s(r)ϕs(r)) = −
~
2
2m
∫
d3r {∇. (ϕ∗s(r)∇ (r.∇ϕs(r))− (∇ϕ∗s(r)) (r.∇ϕs(r)))
−2ϕ∗s(r)∇2ϕs(r)
}
(4.100a)
= − ~
2
2m
∫
dS. {(ϕ∗s(r)∇ (r.∇ϕs(r))− (∇ϕ∗s(r)) (r.∇ϕs(r)))}
− 2
(
− ~
2
2m
)∫
d3r
{
ϕ∗s(r)∇2ϕs(r)
}
(4.100b)
Or les fonctions d’ondes de base {ϕs} sont telles que pour r → ∞, on a ϕ∗s(r) = 0 et
∇ϕ∗s(r) = 0, l’inte´grale de surface s’annule donc et nous pouvons e´crire :
∫
d3r {ϕ∗s(r)ϕs(r)r.∇v(r)} = −2
∫
d3r
{
ϕ∗s(r)
(−~2∇2
2m
)
ϕs(r)
}
(4.101)
Pour les fonctions d’ondes du continuum, nous inte´grons la diffe´rence des Eqs. 9.41 et 9.42
prises pour des fonctions de meˆmes valeurs propres E,ℓ,m. Nous obtenons alors la relation
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du viriel associe´e a` l’e´quation de Schro¨dinger, avec son terme de surface :∫
d3r {(r.∇v(r)) ϕ∗E,ℓ,m(r)ϕE,ℓ,m(r))
}
=− ~
2
2m
∫
d3r
{
∇.
(
ϕ∗E,ℓ,m(r)∇ (r.∇ϕE,ℓ,m(r))−
(
∇ϕ∗E,ℓ,m(r)
)
(r.∇ϕE,ℓ,m(r))
)
−∇.
(
ϕfree ∗E,ℓ,m(r)∇
(
r.∇ϕfreeE,ℓ,m(r)
)
−
(
∇ϕfree ∗E,ℓ,m(r)
)(
r.∇ϕfreeE,ℓ,m(r)
))
−2ϕ∗E,ℓ,m(r)∇2ϕE,ℓ,m(r) + 2ϕfree ∗E,ℓ,m(r)∇2ϕfreeE,ℓ,m(r)
}
(4.102a)
=− ~
2
2m
∫
Σ∞
dS.
{
ϕ∗E,ℓ,m(r)∇ (r.∇ϕE,ℓ,m(r))−
(
∇ϕ∗E,ℓ,m(r)
)
(r.∇ϕE,ℓ,m(r))
− ϕfree ∗E,ℓ,m(r)∇
(
r.∇ϕfreeE,ℓ,m(r)
)
+
(
∇ϕfree ∗E,ℓ,m(r)
)(
r.∇ϕfreeE,ℓ,m(r)
)}
− 2
(
− ~
2
2m
)∫
d3r
{
ϕ∗E,ℓ,m(r)∇2ϕE,ℓ,m(r)− ϕfree ∗E,ℓ,m(r)∇2ϕfreeE,ℓ,m(r)
}
(4.102b)
≡IS − 2
(
− ~
2
2m
)∫
d3r
{
ϕ∗E,ℓ,m(r)∇2ϕE,ℓ,m(r)− ϕfree ∗E,ℓ,m(r)∇2ϕfreeE,ℓ,m(r)
}
(4.102c)
Montrons a` pre´sent que les fonctions d’ondes de base {ϕE,ℓ,m} sont telles que l’inte´grale de
surface IS s’annule :
IS =− ~
2
2m
∫
Σ∞
dS.
{
ϕ∗E,ℓ,m(r)∇ (r.∇ϕE,ℓ,m(r))−
(
∇ϕ∗E,ℓ,m(r)
)
(r.∇ϕE,ℓ,m(r))
− ϕfree ∗E,ℓ,m(r)∇
(
r.∇ϕfreeE,ℓ,m(r)
)
+
(
∇ϕfree ∗E,ℓ,m(r)
)(
r.∇ϕfreeE,ℓ,m(r)
)}
(4.103a)
Nous conside´rons une sphe`re de rayon tendant vers l’infini. L’e´le´ment de surface est alors
dS = r2 sin θdθdϕer = r sin θdθdϕr
=− ~
2
2m
lim
r→∞
∫ π
0
∫ 2π
0
dθdϕr sin θ
{
ϕ∗E,ℓ,m(r)r.∇ (r.∇ϕE,ℓ,m(r))−
(
r.∇ϕ∗E,ℓ,m(r)
)
(r.∇ϕE,ℓ,m(r))
− ϕfree ∗E,ℓ,m(r)r.∇
(
r.∇ϕfreeE,ℓ,m(r)
)
+
(
r.∇ϕfree ∗E,ℓ,m(r)
)(
r.∇ϕfreeE,ℓ,m(r)
)}
(4.103b)
=− ~
2
2m
∫ π
0
∫ 2π
0
dθdϕ sin θ
{|Yℓ,m(θ, ϕ)|2} · lim
r→∞
r

RE,ℓ(r)r r ∂∂r
(
r
∂
∂r
(
RE,ℓ(r)
r
))
−
(
r
∂
∂r
(
RE,ℓ(r)
r
))2
− R
free
E,ℓ (r)
r
r
∂
∂r
(
r
∂
∂r
(
RfreeE,ℓ (r)
r
))
+
(
r
∂
∂r
(
RfreeE,ℓ (r)
r
))2

(4.103c)
Conside´rant que RE,ℓ(r →∞) = AE sin(pEr − ℓπ/2 + ∆E,ℓ)
=− ~
2
2m
∫ π
0
∫ 2π
0
dθdϕ sin θ
{|Yℓ,m(θ, ϕ)|2} lim
r→∞
A2EpE (sin (2pEr − ℓπ + 2∆E,ℓ)− sin (2pEr − ℓπ))
(4.103d)
=− ~
2
2m
∫ π
0
∫ 2π
0
dθdϕ sin θ
{|Yℓ,m(θ, ϕ)|2} lim
r→∞
2A2EpE sin∆E,ℓ cos (2pEr − ℓπ +∆E,ℓ)
(4.103e)
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Ainsi, nous retrouvons dans le terme surfacique de la relation du viriel un terme rapidement
oscillant de meˆme nature que dans le terme surfacique de la re`gle de somme de Friedel (cf.
Eq. 9.90 page 157). De`s lors qu’on inte`gre en e´nergie, ce terme donne une contribution nulle
et nous pouvons e´crire :
∫
d3r
{
ϕ∗E,ℓ,m(r)ϕE,ℓ,m(r)r.∇v(r)
}
=− 2
∫
d3r
{
ϕ∗E,ℓ,m(r)
(−~2∇2
2m
)
ϕE,ℓ,m(r)
−ϕfree ∗E,ℓ,m(r)
(−~2∇2
2m
)
ϕfreeE,ℓ,m(r)
}
(4.104)
∆U01 =
∑
s
fFn0(Es)〈ϕs|H0S|ϕs〉+
∫
d3k
(2π)3
{
fFn0(Ek)
(
〈ϕk|H0S|ϕk〉 − 〈ϕfreek |H0S|ϕfreek 〉
)}
(4.105a)
∆U01 =−
1
2
∫
d3r {n(r)r.∇v(r)} (4.105b)
Cas quantique relativiste
Comme dans 4.2.5 page 57, pour alle´ger les notations, on omet l’indic¸age en spin des e´tats
du continuum ϕk et on sous entend la sommation sur le spin dans les inte´grale sur k.
Nous inte´grons l’Eq. 9.52 page 153 pour les fonctions d’ondes lie´es :
∫
d3r (r.∇v(r))ϕ†s(r)ϕs(r) = −i~c
∫
d3r
{
∇.
(
ϕ†s(r)α(r.∇ϕs(r))
)− ϕ†s(r)α.∇ϕs(r)}
= −i~c
∫
dS.
{(
ϕ†s(r)α(r.∇ϕs(r))
)}
+ i~c
∫
d3r
{
ϕ†s(r)α.∇ϕs(r)
}
(4.106)
or les bispineurs de base {ϕs} sont tels que pour r → ∞, on a ϕ†s(r) = 0, l’inte´grale de
surface s’annule donc et nous avons :
∫
d3r
{
ϕ†s(r)ϕs(r)r.∇v(r)
}
= −
∫
d3r
{
ϕ†s(r) (−i~cα.∇)ϕs(r)
}
(4.107)
Pour les fonctions d’ondes du continuum, nous inte´grons la diffe´rence des Eqs. 9.52 et 9.53
prises pour des bispineurs de meˆmes valeurs propres E,κ,m, et obtenons ainsi la relation du
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viriel associe´e a` l’e´quation de Dirac, avec son terme de surface :
∫
d3r (r.∇v(r))ϕ†E,κ,m(r)ϕE,κ,m(r)
=− i~c
∫
d3r
{
∇.
(
ϕ†E,κ,m(r)α(r.∇ϕE,κ,m(r))
)
−∇.
(
ϕfree †E,κ,m(r)α(r.∇ϕ
free
E,κ,m(r))
)
−ϕ†E,κ,m(r)α.∇ϕE,κ,m(r) + ϕfree †E,κ,m(r)α.∇ϕfreeE,κ,m(r)
}
(4.108a)
=− i~c
∫
Σ∞
dS.
{
ϕ†E,κ,m(r)α(r.∇ϕE,κ,m(r))− ϕfree †E,κ,m(r)α(r.∇ϕfreeE,κ,m(r))
}
− (−i~c)
∫
d3r
{
ϕ†E,κ,m(r)α.∇ϕE,κ,m(r)− ϕfree †E,κ,m(r)α.∇ϕfreeE,κ,m(r)
}
(4.108b)
≡IS − (−i~c)
∫
d3r
{
ϕ†E,κ,m(r)α.∇ϕE,κ,m(r)− ϕfree †E,κ,m(r)α.∇ϕfreeE,κ,m(r)
}
(4.108c)
IS =− i~c
∫
Σ∞
dS.
{
ϕ†E,κ,m(r)α(r.∇ϕE,κ,m(r))− ϕfree †E,κ,m(r)α(r.∇ϕfreeE,κ,m(r))
}
(4.109a)
Ici encore, nous conside´rons une sphe`re de rayon r →∞, dS = r2 sin θdθdϕer
=− i~c lim
r→∞
∫ π
0
∫ 2π
0
dθdϕr2 sin θ
{
ϕ†E,κ,m(r)er.α(r.∇ϕE,κ,m(r))− ϕfree †E,κ,m(r)er.α(r.∇ϕfreeE,κ,m(r))
}
(4.109b)
=− i~c lim
r→∞
∫ π
0
∫ 2π
0
dθdϕr2 sin θ

(
−iPE,κ(r)
r
Ω†κ,m
QE,κ(r)
r
Ω†−κ,m
)( 0 er.σ
er.σ 0
) iΩκ,mr ∂∂r
(
PE,κ(r)
r
)
Ω−κ,mr ∂∂r
(
QE,κ(r)
r
)


−
(
−iP
free
E,κ (r)
r
Ω†κ,m
QfreeE,κ (r)
r
Ω†−κ,m
)( 0 er.σ
er.σ 0
)
iΩκ,mr
∂
∂r
(
P freeE,κ (r)
r
)
Ω−κ,mr ∂∂r
(
QfreeE,κ (r)
r
)




(4.109c)
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Rappelons que (er.σ)Ωκ,m(θ, ϕ) = −Ω−κ,m(θ, ϕ)
=~c
∫ π
0
∫ 2π
0
dθdϕ sin θ
{|Ωκ,m(θ, ϕ)|2}
lim
r→∞
r2
(
PE,κ(r)
∂
∂r
(
QE,κ(r)
r
)
− P freeE,κ (r)
∂
∂r
(
QfreeE,κ (r)
r
))
− ~c
∫ π
0
∫ 2π
0
dθdϕ sin θ
{|Ω−κ,m(θ, ϕ)|2}
lim
r→∞
r2
(
QE,κ(r)
∂
∂r
(
PE,κ(r)
r
)
−QfreeE,κ (r)
∂
∂r
(
P freeE,κ (r)
r
))
(4.109d)
Conside´rant que PE,κ(r → ∞) = AE sin(pEr − ℓκπ/2 + ∆E,κ) et que QE,κ(r → ∞) =
−sgn(κ)AE pEE+2mc2 sin(pEr − ℓ˜κπ/2 + ∆E,κ), nous obtenons :
=~c
∫ π
0
∫ 2π
0
dθdϕ sin θ
{|Ωκ,m(θ, ϕ)|2}
lim
r→∞
κA2E
pE
E + 2mc2
(sin(2pE − ℓκπ + 2∆E,κ)− sin(2pE − ℓκπ))
(4.109e)
=~c
∫ π
0
∫ 2π
0
dθdϕ sin θ
{|Ωκ,m(θ, ϕ)|2} lim
r→∞
2κA2E
pE
E + 2mc2
sin∆E,κ cos(2pE − ℓκπ +∆E,κ)
(4.109f)
La` encore, nous retrouvons dans le terme surfacique de la relation du viriel le terme ra-
pidement oscillant de la re`gle de somme de Friedel (cf. Eq. 9.117 page 160), donnant une
contribution nulle. Nous pouvons donc e´crire :∫
d3r
{
ϕ†E,κ,m(r)ϕE,κ,m(r)r.∇v(r)
}
=−
∫
d3r
{
ϕ†E,κ,m(r) (−i~cα.∇)ϕE,κ,m(r)
−ϕfree †E,κ,m(r) (−i~cα.∇)ϕfreeE,κ,m(r)
}
(4.110)
∆T1 =
∑
s
fFn0(Es)〈ϕs|T |ϕs〉+
∫
d3k
(2π)3
{
fFn0(Ek)
(
〈ϕk|T |ϕk〉 − 〈ϕfreek |T |ϕfreek 〉
)}
(4.111a)
ou` T = α.P c
∆T1 =−
∫
d3r {n(r)r.∇v(r)} (4.111b)
Dans chacun des trois cas e´tudie´s, le facteur multiplicatif devant le terme d’e´nergie cine´-
tique correspond au degre´ d’homoge´ne´ite´ en impulsion de l’e´nergie cine´tique dkin. De´finissons :
∆UNRkin 1 ≡ ∆U01 ; ∆URkin 1 ≡ ∆T1 (4.112)
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dNRkin ≡ 2 ; dRkin ≡ 1 (4.113)
Ivirial ≡ −
∫
d3r {n(r)r.∇v(r)} (4.114)
Avec ces notations, dans le cadre de notre mode`le, nous avons l’e´galite´ :
∆Ukin 1 =
1
dkin
Ivirial (4.115)
4.5.3 Calculs pre´liminaires sur les interactions
Conside´rons alors les grandeurs Iel et Ixc de´finies comme suit :
Iel ≡ −
∫
d3r {n(r)r.∇vel(r)} (4.116)
Ixc ≡
∫
d3r {n(r)r.∇ (vxc(n(r))− vxc(n0))} (4.117)
Iel =−
∫ ∞
0
dr
{
4πr3n(r)
d
dr
(
Zχel(r)
r
)}
(4.118a)
=
∫ ∞
0
dr
{
4πr2(n(r)− n0θ(r −RWS))Zχel(r)
r
}
−
∫ ∞
0
dr
{
4πr2(n(r)− n0θ(r −RWS))Zχ′el(r)
}
−
∫ ∞
0
dr
{
4πr3n0θ(r −RWS) d
dr
(
Zχel(r)
r
)}
(4.118b)
Le second terme du membre de droite de l’Eq. 4.118b peut eˆtre re´-exprime´ comme suit (de´tail
de la transformation dans 9.15 page 172) :∫ ∞
0
dr
{
4πr2 (n(r)− n0θ(r −RWS))Zχ′el(r)}
=
Z2χ′el(0)
2
+
1
2
∫ ∞
0
dr
{
4πr2(n(r)− n0θ(r −RWS))Zχel(r)
r
}
(4.119)
Quant au troisie`me terme de l’Eq. 4.118b, il peut eˆtre re´e´crit de la manie`re suivante :∫ ∞
0
dr
{
4π r3n0θ(r −RWS) d
dr
(
Zχel(r)
r
)}
=
[
4πr3n0θ(r −RWS)Zχel(r)
r
]∞
RWS
−
∫ ∞
RWS
dr
{
12πr2n0
Zχel(r)
r
}
(4.120a)
= −3n0
ni
vel(RWS)− 3n0
∫ ∞
RWS
dr
{
4πr2vel(r)
}
(4.120b)
Ainsi :
Iel =− Z
2χ′el(0)
2
+
(
1− 1
2
)∫ ∞
0
dr
{
4πr2(n(r)− n0θ(r −RWS))Zχel(r)
r
}
+ 3
n0
ni
vel(RWS) + 3
∫ ∞
RWS
dr
{
4πr2vel(r)
}
(4.121a)
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Iel =−∆U el1 + 3
n0
ni
vel(RWS) + 3
∫ ∞
RWS
dr
{
4πr2vel(r)
}
(4.121b)
Voyons a` pre´sent le calcul de Ixc :
Ixc =
∫ ∞
0
dr
{
4πr3n(r)
d
dr
vxc(n(r))
}
=
∫ ∞
0
dr
{
4πr3n(r)
∂vxc(n)
∂n
∣∣∣∣
n(r)
n′(r)
}
(4.122a)
Supposons que fxc(n) est une fonction homoge`ne de degre´ dxc. Le the´ore`me d’Euler implique
alors :
n
∂fxc(n)
∂n
= nvxc(n) = dxcfxc(n) (4.123)
∂
∂n
(
n
∂fxc(n)
∂n
)
=
∂fxc(n)
∂n
+ n
∂2fxc(n)
∂n2
= dxc
∂fxc(n)
∂n
(4.124)
n
∂2fxc(n)
∂n2
= n
∂vxc(n)
∂n
= (dxc − 1)∂fxc(n)
∂n
(4.125)
Ainsi :
Ixc =
∫ ∞
0
dr
{
4πr3(dxc − 1) ∂fxc(n)
∂n
∣∣∣∣
n(r)
n′(r)
}
= (dxc − 1)
∫ ∞
0
dr
{
4πr3
d
dr
fxc(n(r))
}
(4.126a)
= (dxc − 1)
∫ ∞
0
dr
{
4πr3
d
dr
(fxc(n(r))− fxc(n0))
}
(4.126b)
= (dxc − 1)
([
4πr3 (fxc(n(r))− fxc(n0))
]∞
0
− 3
∫ ∞
0
dr
{
4πr2 (fxc(n(r))− fxc(n0))
})
(4.126c)
Ixc = −3(dxc − 1)∆Uxc1 (4.126d)
Remarquons ici que l’hypothe`se sur l’homoge´ne´ite´ de l’e´nergie d’e´change-corre´lation nous
renvoie a` la relation profonde entre le the´ore`me du viriel et les lois d’e´chelle du terme d’inter-
action. Si cette hypothe`se est naturellement ve´rifie´e par le terme d’e´change de Kohn-Sham
(cf. Ref. [35]), l’utilisation d’un terme de corre´lation supple´mentaire pose le proble`me de la
validite´ de ce dernier vis-a`-vis du the´ore`me du viriel. Il s’agit la` d’un sujet toujours actif et
nous renvoyons le lecteur aux Refs [70–72] qui concernent ce proble`me.
4.5.4 Forme ge´ne´rale et condition de validite´
Le the´ore`me du viriel pour un syste`me coulombien posse`de toujours la forme ge´ne´rale :
dspacePvirialVi = dspace
ni
Pvirial = dkinUkin + Uint (4.127)
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ou` dspace de´signe la dimensionalite´ spatiale du proble`me, Ukin le terme cine´tique de l’e´nergie,
Uint le terme d’interaction de l’e´nergie et dkin le degre´ d’homoge´ne´ite´ en impulsion de Ukin.
Dans le cadre de notre mode`le, nous se´parons les contributions des ordres 0 et 1 :
dspacePvirialVi = dspace
ni
Pvirial = dkin
u00
ni
+ dkin∆Ukin 1 +
fxc(n0)
ni
+∆U el1 +∆U
xc
1 (4.128)
Plus particulie`rement, le the´ore`me du viriel s’e´crit dans le cas non-relativiste :
3PNRvirialVi =
3
ni
PNRvirial = d
NR
kin
u0NR0
ni
+dNRkin∆U
NR
kin 1+Uint = 2
(
u0NR0
ni
+∆U01
)
+
fxc(n0)
ni
+∆U el1 +∆U
xc
1
(4.129)
Dans le cas relativiste, il s’e´crit :
3PRvirialVi =
3
ni
PRvirial = d
R
kin
u0R0
ni
+dRkin∆U
R
kin 1+Uint =
(
u0R0
ni
+∆T1
)
+
fxc(n0)
ni
+∆U el1 +∆U
xc
1
(4.130)
Cependant, nous avons choisi de conside´rer l’ordre ze´ro dans l’approximation non-relativiste,
nous e´crivons donc plutoˆt :
3PRvirialVi =
3
ni
PRvirial = d
NR
kin
u0NR0
ni
+dRkin∆U
R
kin 1+Uint = 2
u0NR0
ni
+∆T1+
fxc(n0)
ni
+∆U el1 +∆U
xc
1
(4.131)
Le the´ore`me du viriel est ve´rifie´ si :
Pvirial = Pthermo. = n
2
i
∂Feq.(ni, Z, T )
∂ni
(4.132)
Or, dans le cadre de notre mode`le, nous avons montre´ que la pression thermodynamique
est :
Pthermo. = P =− f0 + n0µn0 + n0vel(RWS) + n0vxc(n0) (4.133a)
=
2
3
u00 − fxc(n0) + n0vel(RWS) + n0vxc(n0) (4.133b)
en introduisant l’homoge´ne´ite´ de fxc (Eq. 4.123)
=
2
3
u00 + n0vel(RWS) + (dxc − 1)fxc(n0) (4.133c)
Le the´ore`me du viriel est alors ve´rifie´ si :
3
ni
Pvirial =
3
ni
P (4.134a)
2
u0,NR0
ni
+ dkin∆Ukin 1 +
fxc(n0)
ni
+∆U el1 +∆U
xc
1 = 2
u0,NR0
ni
+ 3
n0
ni
vel(RWS) + 3(dxc − 1)fxc(n0)
ni
(4.134b)
en utilisant les Eqs. 4.121b et 4.126d
Ivirial +
fxc(n0)
ni
− Iel + 3
∫
d3r {vel(r)θ(r −RWS)} − 1
3(dxc − 1)Ixc = 3(dxc − 1)
fxc(n0)
ni
(4.134c)
Une condition suffisante pour la ve´rification du the´ore`me du viriel est donc :
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Fig. 4.4 – Illustration de la cohe´rence thermodynamique obtenue avec le mode`le variationnel
sur le cas du fer a` 7.874 g.cm−3, a` la tempe´rature de 2 eV . On voit que la pression thermo-
dynamique obtenue par la formule est identique a` la pression du viriel lorsque la condition
variationnelle est ve´rifie´e.


Ivirial = Iel + Ixc
⇔ v(r) = vel(r)− vxc(n(r)) + vxc(n0) (4.135)∫
d3r {vel(r)θ(r −RWS)} = 0 (4.136)
dxc =
4
3
(4.137)
En fait la condition des Eqs. 4.135, 4.136, 4.137 est la seule condition physiquement accep-
table. Pour s’en convaincre, le lecteur pourra conside´rer par exemple le degre´ d’homoge´ne´ite´
de l’e´change-corre´lation, qui est profonde´ment lie´ a` la nature de l’interaction e´lectrostatique.
La condition d’e´quilibre du syste`me est identique a` la condition de ve´rification du the´o-
re`me du viriel. En illustration, la Fig. 7.1 montre sur le cas du fer a` la tempe´rature de 2 eV
et a` la densite´ du solide que la condition variationnelle est ve´rifie´e pour l’ionisation moyenne
qui garantit l’e´galite´ des pressions thermodynamique et du viriel.
4.6 Inconsistance thermodynamique des mode`les quan-
tiques existants
Les mode`les partiellement ou totalement quantiques de´crits dans l’e´tat de l’art pre´sentent
des inconsistances thermodynamiques. Ils ne permettent pas un calcul rigoureux de l’e´qui-
libre thermodynamique et ne ve´rifient pas le the´ore`me du viriel. Nous allons ici discuter des
diffe´rentes origines de cette lacune.
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4.6.1 Mode`le d’atome moyen de Rozsnyai
Dans le cas du mode`le d’atome moyen de Rozsnyai, une cause tout a` fait e´vidente d’in-
consistance thermodynamique est l’utilisation de deux formalismes distincts pour traiter les
e´lectrons lie´s et les e´lectrons du continuum. Il n’est en effet pas possible d’e´crire une fonction-
nelle telle qu’une fois minimise´e, on retrouve des e´quations du mouvement quantique pour
les e´tats lie´s et une approximation Thomas-Fermi pour le continuum. Par essence, ce type de
mode`le couplant des formalismes incompatibles ne saurait eˆtre variationnel.
De plus, lorsqu’un e´tat lie´ disparaˆıt, sa contribution aux valeurs des Observables n’est pas
remplace´e par la contribution d’une re´sonance apparue dans le continuum. En particulier,
ce type de mode`le ne garantit pas la continuite´ de l’e´quation d’e´tat au travers des seuils
d’ionisation.
4.6.2 Mode`le Inferno et sphe`re de Wigner-Seitz neutre
Dans le cas du mode`le Inferno, l’origine de l’inconsistance thermodynamique du mode`le
est lie´e a` la nature d’atome isole´ de ce mode`le. L’hypothe`se principale de ce mode`le consiste
a` ne´gliger le comportement de la densite´ en dehors de la sphe`re de Wigner-Seitz. Cette
hypothe`se posse`de en fait deux aspects. D’une part, on conside`re le potentiel et la densite´
comme constants en dehors de la sphe`re. De`s lors, la neutralite´ globale du syste`me revient
a` la neutralite´ de la sphe`re de Wigner-Seitz, qui constitue le second aspect de l’hypothe`se.
Comme nous le verrons un peu plus loin, il est possible de postuler uniquement la neutralite´
de la sphe`re de Wigner-Seitz.
Dans le cas du mode`le Inferno de type A, repris par le code Purgatorio, toutes les
grandeurs sont calcule´s au sein de la sphe`re de Wigner-Seitz. Il faut alors conside´rer que :
– rien n’impose que les fonctions d’onde lie´es soient nulles au-dela` de la sphe`re de Wigner-
Seitz
– la normalisation des fonctions d’onde du continuum est faite dans tout l’espace, de la
meˆme manie`re que nous le faisons dans notre mode`le (dans le cas d’Inferno le champ
est simplement nul a` l’exte´rieur de la sphe`re de Wigner-Seitz).
Au vu de ces deux points, les termes de surfaces obtenus dans la relation du viriel ne sont
ge´ne´ralement pas nuls.
Dans le cas du mode`le Inferno de type T, on calcule les grandeurs dans tout l’espace
et non plus dans la seule sphe`re de Wigner Seitz, les termes de surface peuvent alors devenir
nul. Toutefois, il faut conside´rer que l’e´quation de Poisson autocohe´rente n’est pas ve´rifie´e au
dela` de la sphe`re de Wigner-Seitz. L’e´galite´ : Ivirial = Iel + Ixc n’est alors pas valide partout.
Afin de clarifier la nature de l’inconsistance thermodynamique d’Inferno, nous nous
sommes aussi penche´s sur un mode`le d’atome dans le jellium a` sphe`re de Wigner-Seitz neutre.
Il s’agit d’un mode`le ou` la neutralite´ de la sphe`re de Wigner-Seitz est impose´e sans ne´gliger le
comportement de la densite´ a` l’exte´rieur de la sphe`re de Wigner-Seitz. Ceci revient a` re´soudre
les Eqs. 4.39, 4.40 page 60 de notre mode`le en remplacant l’Eq. 4.41 par la condition de
neutralite´ de la sphe`re de Wigner-Seitz :
Z −
∫ RniWS
0
dr
{
4πr2n(r)
}
= 0 (4.138)
De meˆme qu’Inferno, ce mode`le a e´te´ imple´mente´ sous la forme d’une option dans le code
VAAQP. Les re´sultats obtenus avec ce mode`le (de´signe´s par “NWS option” sur les figures)
sont la pluspart du temps tre`s proches de ceux obtenus avec Inferno.
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Fig. 4.5 – Comparaison entre les re´sultats issus du mode`le variationnel (VAAQP), ceux issus
du mode`le Inferno (INFERNO option) et ceux issus du mode`le d’atome dans le jellium a`
sphe`re de Wigner-Seitz neutre (NWS option). Comparaison de l’inte´grand de la condition
variationnelle rχel(r) pour le cas de l’aluminium a` la tempe´rature de 2 eV et a` la densite´ du
solide (ρ0 = 2.7 g.cm
−3).
La Fig. 4.5 illustre la proximite´ des re´sultats obtenus avec les deux mode`les dans le cas de
l’aluminium a` la tempe´rature de 2 eV et a` la densite´ du solide. Comme on peut le voir sur la
figure, la structure e´lectronique en couches obtenue avec le mode`le d’atome dans le jellium a`
sphe`re de Wigner-Seitz neutre est tre`s proche de celle obtenue avec Inferno. Seule la partie
proche du rayon de Wigner-Seitz2 diffe`re le´ge`rement d’un mode`le a` l’autre, en raison de la
condition a` la limite d’Inferno. Les re´sultats issus du mode`le variationnel sont, quant a` eux,
tre`s diffe´rents dans ce cas.
Nous pouvons de´duire que, dans ce re´gime, la particularite´ des re´sultats d’Inferno pro-
vient surtout d’un des aspects de l’hypothe`se principale : la neutralite´ de la sphe`re de Wigner-
Seitz. Le fait de ne´gliger le comportement de la densite´ au-dela` de la sphe`re de Wigner-Seitz
semble ici moins important.
Il est inte´ressant de remarquer que, de`s lors qu’un formalisme pleinement quantique est
utilise´, l’inconsistance thermodynamique vient tre`s profonde´ment de l’utilisation d’une sphe`re
atomique isole´e dans le mode`le. C’est bel est bien la conception de l’atome en tant que sphe`re
neutre constitutive du plasma qui est ici mise en cause.
Nous noterons tout de meˆme les travaux de Bar-Shalom, Oreg et Klapisch sur le code
EOSTA (voir les Refs. [60–63]) qui jouent sur l’approximation du terme d’e´change-corre´lation
afin de re´concilier les de´finitions de la pression dans le cadre d’un mode`le de type Inferno.
Un tel proce´de´ peut eˆtre interpre´te´ a` la lumie`re des Eqs. 4.135, 4.136, 4.137 page 79. In fine,
il s’agit de compenser une violation de ces diffe´rentes e´quations par une autre, afin d’obtenir
un accord entre les pressions malgre´ la pre´sence d’un terme de surface. La Ref. [62] sugge`re
que ce proce´de´ donne des re´sultats en accord avec l’expe´rience. Toutefois, outre le fait qu’un
tel proce´de´ ne garantit pas la construction de l’e´quilibre thermodynamique, il n’y a pas de
justification the´orique rigoureuse permettant la violation des Eqs. 4.135, 4.136, 4.137.
4.6.3 Mode`le AJCI
Le mode`le AJCI pre´figure en de nombreux points le mode`le variationnel de´crit ci-avant.
L’un des buts du travail de Perrot sur ce mode`le (voir la Ref. [59]) e´tait d’ailleurs d’effectuer
2et e´videmment la partie au-dela` du rayon de Wigner-Seitz, identiquement nulle dans le cas d’Inferno
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une avance´e dans la recherche de la cohe´rence thermodynamique pour les mode`les de plasmas
denses.
La re´solution du mode`le AJCI, revient a` re´soudre les Eqs. 4.39, 4.40 page 60 a` n0 impose´,
sans satisfaire l’Eq. 4.41, qui n’apparaˆıt pas dans ce mode`le. Ce mode`le ne donne donc
ge´ne´ralement pas acce`s a` l’e´quilibre thermodynamique et ne ve´rifie pas le the´ore`me du viriel.
Cependant, il ne connaˆıt aucune des inconsistances profonde mentionne´e ci-avant pour les
autres mode`les. Dans le cadre du mode`le AJCI, la re`gle de somme de Friedel (cf. Eqs. 9.90
page 157 et 9.117 page 160) est ve´rifie´e et les termes de surface de la relation du viriel
s’annulent.
Chapitre 5
The´orie de la re´ponse line´aire et RPA
Comme nous l’avons vu au chapitre pre´ce´dent, notre mode`le repose sur un syste`me de
charges constitue´ d’un ion plonge´ dans un jellium. Nous sommes ainsi amene´s a` e´tudier,
entre autres, la re´ponse statique du jellium a` la pre´sence de l’ion. Dans ce cadre, nous calcu-
lerons nume´riquement la re´ponse dans un certain voisinage de l’ion. Cependant, nous aurons
e´galement besoin d’une the´orie approximative et analytique afin de fournir la forme asymp-
totique de cette re´ponse. Dans cette optique, il s’est re´ve´le´ ne´cessaire de revisiter la the´orie
de la re´ponse line´aire et de l’approximation de la phase ale´atoire, dans le cadre des plasmas
denses, afin d’en tirer les formes asymptotiques et de mieux en appre´hender les limitations.
Ces dernie`res seront aborde´es en fin de ce chapitre.
5.1 Re´ponse line´aire
Afin d’obtenir une expression analytique de la susceptibilite´, nous allons suivre ici le
de´veloppement de la Ref. [73].
5.1.1 Expression de la susceptibilite´ dans l’espace de Fourier
La fonction de Lindhard (cf. Eq. 9.144 page 163) exprime la re´ponse line´aire de la densite´
a` un potentiel pertubatif en milieu homoge`ne, dans l’espace de Fourier.
Π0q,ω = −2
∫
d3k
(2π)3
{
fF (Ek)
(
1
~ω + iη − (Ek − E|k−q|) −
1
~ω + iη − (E|k+q| − Ek)
)}
(5.1)
Nous allons partiellement effectuer l’inte´grale sur le vecteur d’onde k. Dans ce qui suit, nous
conside´rons le cas non-relativiste et utilisons le jeu de variables adimensionne´es suivant :
κ ≡ k
kF
; ~kF ≡
√
2mEF
Q ≡ q
kF
; ν ≡ ~ω
EF
(5.2)
θ ≡ kBT
EF
; iδ ≡ iη
EF
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ou` EF est l’e´nergie de Fermi. Dans ce chapitre nous convenons de la notation suivante pour
la distribution de Fermi-Dirac :
fFκ ≡ fFµ
(
~
2k2Fκ
2
2m
)
=
1
e
β
„
~2k2
F
κ2
2m
−µ
« (5.3)
Π0Q,ν =−
2k3F
(2π)3EF
∫
d3κ
{
fFκ
(
1
ν + iδ − (κ2 − (κ−Q)2) −
1
ν + iδ − ((κ+Q)2 − κ2)
)}
(5.4a)
=− 2k
3
F
(2π)2EF
∫ ∞
0
dκ
{
κ2fFκ
∫ +1
−1
dt
{
1
ν + iδ − 2κQt+Q2 −
1
ν + iδ − 2κQt−Q2
}}
(5.4b)
=− 2k
3
F
(2π)2EF
∫ ∞
0
dκ
{
κ2
2Q
fFκ
∫ +1
−1
dt
{
1
p+ − κt −
1
p− − κt
}}
(5.4c)
ou` on a de´fini p± ≡ ν+iδ2Q ± Q2
≡− 2k
3
F
(2π)2EF2Q
(g(p+)− g(p−)) = − 2k
3
F
(2π)2EF2Q
∫ p+
p−
dp
{
dg(p)
dp
}
(5.4d)
Nous conside´rons alors la fonction g(p), de´finie comme suit :
g(p) ≡
∫ ∞
0
dκ
{
κ2fFκ
∫ +1
−1
dt
{
1
p− κt
}}
(5.5a)
=
∫ ∞
0
dκ
{
κfFκ
∫ p+κ
p−κ
dX
X
}
=
∫ ∞
0
dκ
{
κfFκ ln
(
p+ κ
p− κ
)}
(5.5b)
Calculons la de´rive´e de g(p) :
dg(p)
dp
=
∫ ∞
0
dκ
{
κfFκ
(
1
p+ κ
− 1
p− κ
)}
(5.6a)
=
∫ ∞
0
dκ
{
fFκ (−2)
(
−1 + p
2
p2 − κ2
)}
(5.6b)
=2
∫ ∞
0
dκ
{
fFκ
}− 2p2 ∫ ∞
0
dκ
{
fFκ
p2 − κ2
}
(5.6c)
=2
∫ ∞
0
dκ
{
fFκ
}− p2 ∫ ∞
0
dκ
{
fFκ
p2 − κ2
}
− p2
∫ 0
−∞
dκ
{
fFκ
p2 − κ2
}
(5.6d)
=2
∫ ∞
0
dκ
{
fFκ
}− p2 ∫ ∞
−∞
dκ
{
fFκ
p2 − κ2
}
(5.6e)
Le premier terme peut eˆtre traite´ de manie`re imme´diate :∫ p+
p−
dp
{
2
∫ ∞
0
dκ
{
fFκ
}}
= 2
∫ ∞
0
dκ
{
fFκ
}
(p+ − p−) = 2Q
∫ ∞
0
dκ
{
fFκ
}
(5.7)
Afin de traiter le second terme de l’Eq. 5.6e, la fraction peut etre de´compose´e en e´le´ments
simples :∫ ∞
−∞
dκ
{
fFκ
p2 − κ2
}
=
∫ ∞
−∞
dκ
{
fFκ
(p− κ)(p+ κ)
}
=
1
2p
∫ ∞
−∞
dκ
{
fFκ
(
1
p+ κ
+
1
p− κ
)}
(5.8)
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Fig. 5.1 – Contour d’inte´gration Γ de la fonction fFκ
(
1
p+κ
+ 1
p−κ
)
L’inte´grand est holomorphe partout sauf aux poˆles de la distribution de Fermi-Dirac (cf.
Eqs. 9.153, 9.154 page 164) et aux deux poˆles simples κ = ±p. Il s’agit d’une fonction
analytique que nous pouvons inte´grer par la me´thode des re´sidus a` l’aide du contour Γ de´fini
comme sur la Fig. 5.1 page 85. Ce contour se place ne´cessairement dans le demi-plan a` valeurs
imaginaires positives (causalite´, cf. Ref. [26]).
∫ ∞
−∞
dκ
{
fFκ
(
1
p+ κ
+
1
p− κ
)}
=
(∫
Γ
−
∫
CR→∞
−
∑
j,±
∫
Cj
±
)
dκ
{
fFκ
(
1
p+ κ
+
1
p− κ
)}
(5.9)
Calculons alors les diffe´rentes contributions a` l’inte´grale. Le the´ore`me des re´sidus applique´
au contour ferme´ Γ, entourant un poˆle simple en +p implique :
∫
Γ
dκ
{
fFκ
(
1
p+ κ
+
1
p− κ
)}
= −2iπfFp (5.10)
La de´croissance rapide (κ → ∞ ⇒ f(Ek) ∼ e−κ2) de la distribution de Fermi-Dirac assure
l’annulation de l’inte´grale sur CR→∞ par le lemme de Jordan.
∫
CR→∞
dκ
{
fFκ
(
1
p+ κ
+
1
p− κ
)}
= 0 (5.11)
Le contournement de chaque poˆle de Fermi direct κj± se calcule a` l’aide du the´ore`me des
re´sidus, en exprimant le comportement de la distribution de Fermi-Dirac au voisinage du
poˆle (cf. Eq. 9.156 page 165) :
∫
Cj
±
dκ
{
fFκ
(
1
p+ κ
+
1
p− κ
)}
=
∫
Cj
±
dκ
{
−θ
2κj±
1
κ− κj±
(
1
p+ κ
+
1
p− κ
)}
(5.12a)
=(−2iπ) −θ
2κj±
(
1
p+ κj±
+
1
p− κj±
)
(5.12b)
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Nous obtenons alors :
p2
∫ ∞
−∞
dκ
{
fFκ
p2 − κ2
}
=
p
2
(
−2iπfFp − iπθ
∑
j,±
1
κj±
(
1
p+ κj±
+
1
p− κj±
))
(5.13a)
=− iπpfFp − iπp2θ
∑
j,±
1
κj±
1
p2 − κj 2±
(5.13b)
Moyennant quelques manipulations formelles, nous arrivons a` :
∑
±
1
κj±
1
p2 − κj 2±
= i
2κji
p2
(
− 1|κj|2 +
p2 + |κj|2
(p2 − |κj|2)2 + 4p2κj 2i
)
(5.14)
et ainsi :
p2
∫ ∞
−∞
dκ
{
fFκ
p2 − κ2
}
=− iπpfFp + 2πθ
∑
j
κji
(
− 1|κj|2 +
p2 + |κj|2
(p2 − |κj|2)2 + 4p2κj 2i
)
(5.15)
Il s’agit a` pre´sent de re´aliser l’inte´grale sur p :∫ p+
p−
dp
{
p2
∫ ∞
−∞
dκ
{
fFκ
p2 − κ2
}}
=− iπ
∫ p+
p−
dp
{
pfFp
}
+ 2πθ
∑
j
κji
(
−p+ − p−|κj|2 +
∫ p+
p−
dp
{
p2 + |κj|2
(p2 − |κj|2)2 + 4p2κj 2i
})
(5.16)
Pour le premier terme de l’inte´grale, nous obtenons :∫ p+
p−
dp
{
pfFp
}
=
∫ p+
p−
dp
{
p
e
p2
θ
−AT + 1
}
(5.17a)
=
−θ
2
∫ p2
+
/θ
p2
−
/θ
dX
{
e−(X−AT )
1 + e−(X−AT )
}
(5.17b)
=
−θ
2
ln

1 + eAT− p
2
+
θ
1 + eAT−
p2
−
θ

 (5.17c)
et pour le second terme sous la somme :
∫ p+
p−
dp
{
p2 + |κj|2
(p2 − |κj|2)2 + 4p2κj 2i
}
=− 1
2
∫ p+
p−
dp


1
1 +
(
2pκji
p2−|κj |2
)2 ddp
(
2pκji
p2 − |κj|2
)

(5.18a)
=− 1
2
(
arctan
(
2p+κ
j
i
p2+ − |κj|2
)
− arctan
(
2p−κ
j
i
p2− − |κj|2
))
(5.18b)
=
1
2
(
arctan
(
p+ + κ
j
r
κji
)
+ arctan
(
p+ − κjr
κji
)
− arctan
(
p− + κjr
κji
)
− arctan
(
p− − κjr
κji
))
(5.18c)
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Finalement, nous obtenons l’expression exacte de la fonction de re´ponse line´aire dyna-
mique du gaz parfait d’e´lectrons :
Π0Q,ν =−
2k3F
(2π)2EF

∫ ∞
0
dκ
{
fFκ
}− iπθ
4Q
ln

1 + eAT− p
2
+
θ
1 + eAT−
p2
−
θ


+ πθ
∑
j
(
κji
|κj|2 −
1
2Q
(
arctan
(
p+ + κ
j
r
κji
)
+ arctan
(
p+ − κjr
κji
)
− arctan
(
p− + κjr
κji
)
− arctan
(
p− − κjr
κji
))) ≡ − 2k3F
(2π)2EF
g(Q, ν)
(5.19)
Remarquons que cette approche, dans l’espace re´ciproque, est re´pute´e pour la faible
convergence de la somme sur les poˆles de Fermi. Afin de reme´dier a` ce proble`me et d’ef-
fectuer des calculs nume´riques plus efficaces, il peut eˆtre pre´fe´rable de mener une approche
de la fonction de re´ponse dans l’espace direct. Une telle technique est aborde´e par exemple
dans les Refs. [74,75].
5.1.2 Limite statique
La limite statique correspond au cas ν → 0. Dans ces conditions :
p± =
ν + iη
2Q
± Q
2
= ±Q
2
+ iδ ; p ≡ Q
2
(5.20)
Π0Q,0 =−
2k3F
(2π)2EF
(∫ ∞
0
dκ
{
fFκ
}
−πθ
∑
j
(
κji
|κj|2 −
1
2p
(
arctan
(
p+ κjr
κji
)
+ arctan
(
p− κjr
κji
))))
(5.21a)
≡− 2k
3
F
(2π)2EF
g(Q) (5.21b)
5.2 Densite´ asymptotique dans l’approximation RPA
Munis de l’expression de Π0q,ω, nous pouvons a` pre´sent nous pencher sur la re´ponse line´aire
autocohe´rente. Plus pre´cise´ment, nous allons chercher a` obtenir la forme asymptotique de la
perturbation statique de densite´ limω→0 limr→∞ n1ω(r), dans le cadre des plasmas denses, et
dans la limite des basses tempe´ratures. Dans cette partie, nous suivrons le de´veloppement de
la Ref. [76].
5.2.1 Self-e´nergie, autocohe´rence et RPA
La perturbation de densite´ n1q,ω cre´e´e par un potentiel v
1
q,ω, dans l’approximation de la
re´ponse line´aire s’e´crit :
n1q,ω = Π
0
q,ωv
1
q,ω (5.22)
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En chaque point, cette perturbation de densite´ induit elle-meˆme un potentiel, de nature
coulombienne. Ce potentiel auto-induit s’e´crit dans l’espace direct comme la convolution de
la pertubation de densite´ n1(r) par le noyau coulombien 1/r. Dans l’espace de Fourier, on
e´crira donc le potentiel auto-induit comme le produit :
v1 selfq = v
C
q n
1
q (5.23)
Le potentiel v1q qui perturbe la densite´ est la somme d’un potentiel exte´rieur et du potentiel
auto-induit :
v1q = v
1 ext
q + v
1 self
q = v
1 ext
q + v
C
q n
1
q (5.24)
Nous avons donc affaire a` l’e´quation autocohe´rente :
n1q = Π
0
qv
1 ext
q +Π
0
qv
C
q n
1
q (5.25)
dont la solution peut eˆtre formellement e´crite :
n1q =
Π0qv
1 ext
q
1− Π0qvCq
(5.26)
La fonction de Lindhard, dans l’espace de Fourier, constitue ce qu’on appelle dans la
litte´rature le diagramme en anneau (cf. Ref. [26]). En conside´rant l’autocohe´rence de la
re´ponse, nous avons e´crit l’e´quation de Dyson dans l’approximation dite de l’anneau (Ring
Approximation), aussi connue sous le nom d’approximation de la phase ale´atoire (Random
Phase Approximation, RPA1).
Si le potentiel exterieur est le potentiel e´lectrostatique du noyau ZvCq , de nature coulom-
bienne, la solution s’e´crit alors :
n1q = Z
Π0qv
C
q
1− Π0qvCq
(5.27)
Rappellons que vCq = 4πe
2/q2 (Eq. 9.164 page 165). Ainsi :
Π0qv
C
q = Π
0
Qv
C
Q = −
2k3F
(2π)2EF
g(Q)
4πe2
Q2k2F
= − 2
π
e2
kF
EF
g(Q)
Q2
(5.28)
Il est alors inte´ressant de remarquer que le facteur e2kF/EF est un nombre sans dimension
directement lie´ a` la densite´ du plasma :
e2
kF
EF
=
2
kF
me2
~2
=
2
kF
mc2
~c
e2
~c
=
2
kFa0
(5.29)
Rappellons les de´finitions de du nombre d’onde de Fermi kF et du rayon intere´lectronique
adimensionne´ rs : 

k3F
3π2
= n0
4π
3
(rsa0)
3 =
1
n0
⇒
(
4
9π
)1/3
rs =
1
kFa0
(5.30)
Ainsi la re´ponse au potentiel coulombien Π0Qv
C
Q est line´aire du nombre d’aspect rs du proble`me
qui refle`te le re´gime de densite´ du plasma.
Π0Qv
C
Q = −
4
π
(
4
9π
)1/3
rs
g(Q)
Q2
(5.31)
1en bons Franc¸ais, on pourrait d’ailleurs interpre´ter RPA comme “Re´ponse Premie`re Autocohe´rente”.
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Cette proprie´te´ est utile a` l’obtention d’une forme asymptotique dans la limite des plasmas
denses. Elle permet de remplacer l’application du the´ore`me de Lighthill sur la forme asymp-
totique des transforme´es de Fourier (Ref. [77]) par l’utilisation d’un de´veloppement en rs.
Pour une discussion pre´cise sur ce point, le lecteur pourra se reporter a` la Ref. [78].
Exprimons a` pre´sent la forme de la perturbation de densite´ dans l’espace direct :
n1(r) =
∫
d3q
(2π)3
{
n1qe
iq.r
}
(5.32a)
=− Z k
3
F
(2π)3
∫
d3Q
{
4
π
(
4
9π
)1/3
rsg(Q)
Q2 + 4
π
(
4
9π
)1/3
rsg(Q)
eikFQ.r
}
(5.32b)
=− Z k
3
F
(2π)3
∫ ∞
0
dQ
{
Q2
4
π
(
4
9π
)1/3
rsg(Q)
Q2 + 4
π
(
4
9π
)1/3
rsg(Q)
2π
∫ π
0
dθ sin θ
{
eikFQr cos θ
}}
(5.32c)
=− Z k
3
F
(2π)2
∫ ∞
0
dQ
{
Q2
4
π
(
4
9π
)1/3
rsg(Q)
Q2 + 4
π
(
4
9π
)1/3
rsg(Q)
∫ +1
−1
dt
{
eikFQrt
}}
(5.32d)
=− Z k
2
F
2π2r
∫ ∞
0
dQ
{
Q sin (kFQr)
4
π
(
4
9π
)1/3
rsg(Q)
Q2 + 4
π
(
4
9π
)1/3
rsg(Q)
}
(5.32e)
Rappelons que p ≡ Q/2 et que g(−Q) = g(Q)
=− Z k
2
F
π2r
(∫ ∞
0
+
∫ 0
−∞
)
dp
{
p sin (2kFpr)
1
π
(
4
9π
)1/3
rsg(2p)
p2 + 1
π
(
4
9π
)1/3
rsg(2p)
}
(5.32f)
=− Z k
2
F
π2r
∫ ∞
−∞
dp
{
p sin (2kFpr)
1
π
(
4
9π
)1/3
rsg(2p)
p2 + 1
π
(
4
9π
)1/3
rsg(2p)
}
(5.32g)
Dans l’expression qui pre´ce`de, l’aspect fractionnaire – directement issu de l’autocohe´rence –
de l’inte´grand engendre un ensemble de poˆles complique´ a` traiter. Cependant, il est possible
d’e´crire ce terme sous la forme d’un de´veloppement en rs que nous pouvons tronquer dans la
limite des plasmas denses. On note :
g(Q) ≡ g0 + g1(Q) ≡ g0 + g0ξ(Q) , p2D ≡
rs
π
(
4
9π
)1/3
g0 (5.33)
La fraction se re´e´crit alors :
1
p2 + p2D + p
2
Dξ(2p)
=
1
p2 + p2D
1
1 +
p2D
p2+p2D
ξ(2p)
=
1
p2 + p2D
(
1− p
2
D
p2 + p2D
ξ(2p) + ...
)
(5.34)
et la perturbation de densite´ dans l’espace direct devient :
n1(r) =− Z k
2
F
π2r
∫ ∞
−∞
dp
{
p sin (2kFpr)
p2D(1 + ξ(2p))
(p+ ipD)(p− ipD)
(
1− p
2
D
p2 + p2D
ξ(2p) + ...
)}
(5.35a)
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apre`s de´composition en e´le´ments simples, nous obtenons :
=− Z k
2
F
π2r
∫ ∞
−∞
dp
{
p sin (2kFpr)
p2D(1 + ξ(2p))
2ipD
(
1
p− ipD −
1
p+ ipD
)
·(
1− p
2
D
p2 + p2D
ξ(2p) + ...
)}
(5.35b)
≡− Z k
2
F
2π2r
(I0 + I1 + ...) (5.35c)
Nous allons nous limiter a` traiter le terme I0, associe´ a` l’ordre 0 en rs de la fraction. Ce
dernier ne fait apparaˆıtre que deux poˆles simples en p = ±ipD.
I0 =
∫ ∞
−∞
dp
{
p sin (2kFpr)
1
π
(
4
9π
)1/3
rsg(2p)
2ipD
(
1
p− ipD −
1
p+ ipD
)}
(5.36a)
=− rs
4π
(
4
9π
)1/3(∫ ∞
−∞
dp
{
pe2ikF pr
pD
g(2p)
p− ipD
}
−
∫ ∞
−∞
dp
{
pe2ikF pr
pD
g(2p)
p+ ipD
}
−
∫ ∞
−∞
dp
{
pe−2ikF pr
pD
g(2p)
p− ipD
}
+
∫ ∞
−∞
dp
{
pe−2ikF pr
pD
g(2p)
p+ ipD
})
(5.36b)
≡− rs
4π
(
4
9π
)1/3 (
I+0 − I−0 − I¯+0 + I¯−0
)
(5.36c)
Il s’agit alors de traiter chacune de ces quatre inte´grales. Remarquons tout d’abord que
chacun des inte´grands comporte la fonction g(2p), directement lie´e a` l’aspect de re´ponse
line´aire au champ. Il convient donc de se pencher rapidement sur les proprie´te´s d’analycite´
de cette dernie`re.
arctan
(
p± κjr
κji
)
=
1
2i
(
ln
(∓κjr + iκji − p)− ln (±κjr + iκji + p)) (5.37)
g(2p) =
∫ ∞
0
dκ
{
fFκ
}− πθ∑
j
(
κji
|κj|2 −
1
2p
(
arctan
(
p+ κjr
κji
)
+ arctan
(
p− κjr
κji
)))
(5.38a)
=
∫ ∞
0
dκ
{
fFκ
}− πθ∑
j
(
κji
|κj|2 −
1
4ip
(
ln
(
κj− − p
)− ln (κj+ + p)
+ ln
(
κj+ − p
)− ln (κj− + p))
)
(5.38b)
On a donc des singularite´s de la fonction ln pour p = κj−, p = −κj+ = κ¯j−, p = κj+ et
p = −κj− = κ¯j+. g(2p) posse`de donc un poˆle simple en 0 ainsi que des singularite´s avec
branches de coupures en chacun des poˆles de Fermi. Chacun des inte´grands posse`de en plus
un poˆle simple soit en p = ipD, soit en p = −ipD, qui est lie´ a` l’aspect autocohe´rent du champ
auquel se fait la re´ponse. Enfin chacun des inte´grands posse`de une fonction exponentielle
e2ikF pr, ou e−2ikF pr, qui va permettre d’appliquer le lemme de Jordan. Afin faire converger
les inte´grales pour des rayon positifs, on va inte´grer les deux premiers termes de l’Eq. 5.36c
page 90 sur des contours situe´s au dessus de l’axe re´el (Im(p) > 0) et les deux seconds sur
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Fig. 5.2 – Contours d’inte´gration Γ et Γ¯ et de´tails du contournement des branches de coupures
pour deux paires de poˆles κj± et κ¯
j
±
des contours situe´s au dessous de l’axe re´el (Im(p) < 0). Plus pre´cise´ment, nous utiliserons
les contours Γ et Γ¯ de´finis comme indique´ sur la Fig. 5.2.
I+0 =
(∫
Γ
−
∫
CR→∞
−
∑
j,±
(∫
Cj
±
+
∫
+∆j
±
+
∫
−∆j
±
))
dp
{
pe2ikF pr
pD
g(2p)
p− ipD
}
(5.39a)
=− 2πe−2kF pDrg(2ipD)−
∑
j,±
(∫
+∆j
±
+
∫
−∆j
±
){
pe2ikF pr
pD
g(2p)
p− ipD
}
(5.39b)
I−0 =
(∫
Γ
−
∫
CR→∞
−
∑
j,±
(∫
Cj
±
+
∫
+∆j
±
+
∫
−∆j
±
))
dp
{
pe2ikF pr
pD
g(2p)
p+ ipD
}
(5.40a)
=−
∑
j,±
(∫
+∆j
±
+
∫
−∆j
±
){
pe2ikF pr
pD
g(2p)
p+ ipD
}
(5.40b)
I¯+0 =
(∫
Γ¯
−
∫
C¯R→∞
−
∑
j,±
(∫
C¯j
±
+
∫
+∆¯j
±
+
∫
−∆¯j
±
))
dp
{
pe−2ikF pr
pD
g(2p)
p− ipD
}
(5.41a)
=−
∑
j,±
(∫
+∆¯j
±
+
∫
−∆¯j
±
)
dp
{
pe−2ikF pr
pD
g(2p)
p− ipD
}
(5.41b)
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I¯−0 =
(∫
Γ¯
−
∫
C¯R→∞
−
∑
j,±
(∫
C¯j
±
+
∫
+∆¯j
±
+
∫
−∆¯j
±
))
dp
{
pe−2ikF pr
pD
g(2p)
p+ ipD
}
(5.42a)
=− 2πe−2kF pDrg(2ipD)−
∑
j,±
(∫
+∆¯j
±
+
∫
−∆¯j
±
)
dp
{
pe−2ikF pr
pD
g(2p)
p+ ipD
}
(5.42b)
En choisissant une coupure [−3π/2, π/2[, calculons les contributions des branches de coupure
partant des κj+.
(∫
+∆j
+
+
∫
−∆j
+
)
dp
{
pe2ikF pr
pD
g(2p)
p± ipD
}
= lim
ρ→∞
lim
ǫ→0
(∫ κj
+
+ǫeiπ/2
κj
+
+ρeiπ/2
+
∫ κj
+
+ρe−3iπ/2
κj
+
+ǫe−3iπ/2
)
dp
{
e2ikF pr
pD(p± ipD)
πθ
4i
ln(κj+ − p)
}
(5.43a)
Le seul terme de g(2p) pour lequel les deux inte´grales ne se compensent pas est e´videmment
celui en ln(κj+ − p), dont la branche de coupure est situe´e entre les deux segments +∆j+ et
−∆j+. En effectuant le changement de variable p = ye
iπ/2 + κj+ dans la premie`re inte´grale et
p = ye−3iπ/2 + κj+ dans la seconde, nous obtenons :
=
∫ 0
∞
idy
{
πθ
4i
e2ikF r(iy+κ
j
+
)
pD(iy + κ
j
+ ± ipD)
ln(−ye iπ2 )
}
−
∫ 0
∞
idy
{
πθ
4i
e2ikF r(iy+κ
j
+
)
pD(iy + κ
j
+ ± ipD)
ln(−ye− 3iπ2 )
}
(5.43b)
Tenant compte que ln(yeiϕ) = ln(y) + iϕ, nous arrivons a` :
=i
π2θ
2
e2ikF rκ
j
+
∫ 0
∞
dy
{
e−2kF ry
pD(iy + κ
j
+ ± ipD)
}
(5.43c)
Le cas des branches de coupure partant des κj− est rigoureusement identique. Pour le calcul
des contributions des branches de coupure partant des κ¯j+, nous choisissons une coupure
[−π/2, 3π/2[.
(∫
+∆¯j
+
+
∫
−∆¯j
+
)
dp
{
pe−2ikF pr
pD
g(2p)
p± ipD
}
= lim
ρ→∞
lim
ǫ→0
(∫ κ¯j
+
+ǫe−iπ/2
κ¯j
+
+ρe−iπ/2
+
∫ κ¯j
+
+ρe3iπ/2
κ¯j
+
+ǫe3iπ/2
)
dp
{
e−2ikF pr
pD(p± ipD)
πθ
4i
(− ln(p− κ¯j+))
}
(5.44a)
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Changement de variable p = ye−iπ/2+ κ¯j+ dans la premie`re inte´grale et p = ye
3iπ/2+ κ¯j+ dans
la seconde :
=
∫ 0
∞
(−i)dy
{
−πθ
4i
e−2ikF r(−iy+κ¯
j
+
)
pD(−iy + κ¯j+ ± ipD)
ln(ye−
iπ
2 )
}
−
∫ 0
∞
(−i)dy
{
−πθ
4i
e−2ikF r(−iy+κ¯
j
+
)
pD(−iy + κ¯j+ ± ipD)
ln(ye
3iπ
2 )
}
(5.44b)
=− iπ
2θ
2
e−2ikF rκ¯
j
+
∫ 0
∞
dy
{
e−2kF ry
pD(−iy + κ¯j+ ± ipD)
}
(5.44c)
Idem pour les branches de coupure partant des κ¯j−. Nous pouvons a` pre´sent e´crire I0 :
I0 =− rs
4π
(
4
9π
)1/3(
− 4πe−2kF pDrg(2ipD)
+π2θ
∑
j,±
(
e2ikF rκ
j
±
∫ 0
∞
dy
{
e−2kF ry
(iy + κj±)2 + p2D
}
− e−2ikF rκ¯j±
∫ 0
∞
dy
{
e−2kF ry
(−iy + κ¯j±)2 + p2D
}))
(5.45a)
=
rs
4π
(
4
9π
)1/3(
4πe−2kF pDrg(2ipD)− 2π2θ
∑
j,±
e2ikF rκ
j
±
∫ ∞
0
dy
{
e−2kF ry
(iy + κj±)2 + p2D
})
(5.45b)
Cette expression peut eˆtre reformule´e en terme de fonctions E1 :
=
rs
4π
(
4
9π
)1/3(
4πe−2kF pDrg(2ipD)
+
π2θ
pD
∑
j,±
e2ikF rκ
j
±
(∫ ∞
0
dy
{
e−2kF ry
y − iκj± − pD
}
−
∫ ∞
0
dy
{
e−2kF ry
y − iκj± + pD
}))
(5.45c)
=
rs
4π
(
4
9π
)1/3(
4πe−2kF pDrg(2ipD)
+
π2θ
pD
∑
j,±
(
e−2kF rpDE1
(−2kF r(iκj± + pD))− e2kF rpDE1 (−2kF r(iκj± − pD)))
)
(5.45d)
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En exprimant le comportement asymptotique des fonctions E1, nous arrivons a` :
r →∞⇒
I0 =
rs
4π
(
4
9π
)1/3(
4πe−2kF pDrg(2ipD)− π
2θ
2kF rpD
∑
j,±
e2kF riκ
j
±
(
1
iκj± + pD
− 1
iκj± − pD
))
(5.46a)
=
p2D
4g0
(
4πe−2kF pDrg(2ipD)− π
2θ
kF r
∑
j,±
e2kF riκ
j
±
κj 2± + p2D
)
(5.46b)
=
p2D
4g0
(
4πe−2kF pDrg(2ipD)
−π
2θ
kF r
∑
j
2e−2κ
j
ikF r
(κj 2r − κj 2i + p2D)2 + (2κjrκji )2
(
(κj 2r − κj 2i + p2D) cos(2κjrkF r) + 2κjrκji sin(2κjrkF r)
))
(5.46c)
Nous rappelons alors que : κj 2r − κj 2i = −θAT = −µ/EF et 2κjrκji = πθ(2j + 1)
=
p2D
4g0
(
4πe−2kF pDrg(2ipD)
−π
2θ
kF r
∑
j
2e−2κ
j
ikF r
(p2D − θAT )2 + (πθ(2j + 1))2
(
(p2D − θAT ) cos(2κjrkF r) + πθ(2j + 1) sin(2κjrkF r)
))
(5.46d)
Dans la limite des basses tempe´rature, tous les poˆles de Fermi se rassemblent sur ceux d’ordre
0. Nous avons de plus πθ(2j + 1)→ 0 et µ→ EF , c’est a` dire θAT → 1
I0 =
p2D
4g0
(
4πe−2kF pDrg(2ipD)− 2π
2θ
kF r
e−2κ
0
i kF r
p2D − 1
cos(2κ0rkF r)
)
(5.47)
n(r →∞) = −Z k
2
F
2π2r
I0 (5.48)
Finalement, dans la limite des basses tempe´ratures et hautes densite´s, nous obtenons le
comportement asymptotique suivant :
n1(r) =
p2D
g0
g(2ipD)
e−2pDr
r
+
p2D
4g0(1 + p2D)
e−2b
F
0
r cos(2aF0 r)
r3
(5.49)
Cette forme pre´sente l’inte´reˆt de rassembler les deux comportements caracte´ristiques des
plasmas denses : l’e´crantage et les oscillations de Friedel. D’une part l’aspect de re´ponse
line´aire comprend une partie de la physique des corre´lations e´lectronique qui re´sulte en un
comportement oscillant amorti. D’autre part, l’autocohe´rence resulte en un comportement
d’e´crantage qui correspond au comportement asymptotique dans l’approximation Thomas-
Fermi.
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Toutefois, il nous faut ici faire la remarque que ce calcul, effectue´ en perturbant un gaz
d’e´lectrons homoge`ne, ne privile´gie aucune origine spatiale. Pour la mise en pratique du re´sul-
tat dans le cadre d’un calcul ou le gaz d’e´lectron est assimilable au gaz d’e´lectron homoge`ne
dans une partie restreinte de l’espace il convient de conside´rer en plus un certain de´phasage
des oscillations de Friedel. Un calcul plus direct, base´ sur le de´phasage des fonctions d’onde
autour d’une impurete´, est aborde´ dans les Refs. [79–81] et me`ne a` un re´sultat tre`s similaire,
en introduisant en plus un de´phasage dans les oscillations de Friedel. Le traitement formel
que nous avons choisi de pre´senter ci-dessus pre´sente l’avantage de mieux afficher la nature
des comportements d’e´crantage et d’oscillations de Friedel.
Enfin, il faut e´galement faire la remarque suivante : bien que le calcul de la fonction de
Lindhard (Eq. 9.144 page 163) via la perturbation des ondes planes ne fait pas apparaˆıtre
formellement d’e´tat lie´, la re´ponse line´aire obtenue s’applique bel et bien a` la densite´ totale
et non a` la seule contribution des e´tats du continuum.
En pratique, ceci s’illustre lorsqu’il existe un e´tat lie´ de tre`s faible e´nergie, c’est-a`-dire un
e´tat lie´ connaissant une de´croissance exponentielle sur une e´chelle relativement longue. On
constate alors que les oscillations de Friedel qui apparaissent dans la contribution des e´tats
du continuum a` la densite´ sont de´cale´es de manie`re a` compenser cette lente de´croissance.
5.3 Limites de la re´ponse line´aire asymptotique dans
la limite dense, a` tempe´rature quasi-nulle
Afin de montrer les limites de la forme analytique pre´sente´e dans l’Eq. 5.49 page 94,
nous avons effectue´ un calcul de l’aluminium a` quatre fois la densite´ du solide, pour une
tempe´rature de 1 eV , avec une zone nume´rique s’e´tendant jusqu’a` rnum = 45 a0. Ce calcul
fut effectue´ aux moyens du code VAAQP qui, comme on le verra plus loin, utilise la forme
de l’Eq. 5.49 page 94 dans sa condition a` la limite. On s’est donc bien assure´ de la robustesse
du re´sultat quant a` cette condition en effectuant un calcul similaire avec une zone nume´rique
ne s’e´tendant que jusqu’a` rnum = 15 a0. Dans ce second calcul, la condition a` la limite a
une influence largement supe´rieure et la variation sur l’ionisation d’e´quilibre reste infe´rieure
a` 0.04%.
La Fig. 5.3a pre´sente la densite´ e´lectronique obtenue pour le premier calcul ainsi qu’un
ajustement effectue´ en r = 15 a0 sur l’expression suivante :
n1(r)− n0 = Ae
−kTF r
r
+B
e−2b
F
0
r
r3
sin(2aF0 r + δ) (5.50)
ou` l’ajustement porte sur les variables A, B et δ
Remarquons d’abord l’e´cart entre la densite´ telle qu’elle est calcule´e par le code et le
resultat de l’ajustement. Cette diffe´rence montre que la forme pre´sente´e dans l’Eq. 5.49 page
94 n’est pas comple`tement apte a` repre´senter la densite´ dans cette re´gion de l’espace.
Afin d’avoir une appre´ciation quantitative de cet e´cart, on a proce´de´ a` des ajustements
sur des intervalles successifs, en prenant cette fois la forme plus ge´ne´rale :
n1(r)− n0 = Ae
−kTF r
r
+B
e−2b
fit
0
r
r3
sin(2afit0 r + δ) (5.51)
ou` l’ajustement porte sur les variables A, B, δ, afit0 et b
fit
0 .
Les re´sultats de ces ajustements sont pre´sente´s sur les Fig. 5.3 b et c. Comme on peut
le voir, les valeurs “effectives” de afit0 et b
fit
0 obtenues par ajustement semblent bel et bien
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Fig. 5.3 – Illustration de l’inexactitude de la re´ponse line´aire sur le cas de l’aluminium a`
10.8 g.cm−3, a` la tempe´rature de 1 eV . On pre´sente la densite´ issue d’un calcul VAAQP avec
un ajustement sur la forme issue de la RPA en r = 15 a0 (a). On pre´sente d’autre part les
re´sultats d’ajustements sur une forme plus ge´ne´rale (Eq. 5.51), effectue´s pour des intervalles
successifs de 15 a` 45 a0 (b et c).
tendre vers aF0 , b
F
0 . Cependant, la de´rive sur les valeurs de ces coefficients peut nous faire
suspecter la pre´sence d’effets thermiques (c’est-a`-dire la contribution significative de poˆles de
Fermi d’indices supe´rieurs a` ze´ro) ou alors d’effets non-line´aires.
Chapitre 6
Me´thodes nume´riques
6.1 Me´thodes pour le calcul de la densite´ quantique
6.1.1 Inte´gration de l’e´quation d’onde
Dans le cadre des mode`les d’atome dans le jellium nous mettons en place un concept
d’atome e´tendu dans l’espace. Les calculs nume´riques qui mettent en œuvre ces mode`les font
appel a` la densite´ et donc aux fonctions d’onde a` des rayons largement supe´rieurs au rayon de
Wigner-Seitz. Il est alors crucial de disposer d’une me´thode permettant d’inte´grer l’e´quation
d’onde (Schro¨dinger ou Dirac) rapidement, et e´ventuellement sur des maillages relativement
grossiers, c’est-a`-dire avec un nombre limite´ de nœuds par oscillation de la fonction d’onde.
Dans le cadre du de´veloppement du code VAAQP, deux me´thodes ont e´te´ teste´es : la
me´thode de Numerov (cf. 9.8 page 160), de´die´e aux e´quations de type Schro¨dinger radiale et
la me´thode pre´dicteur-correcteur d’Addams-Bashforth-Moulton (ABM, voir par exemple la
Ref. [82]), plus ge´ne´rale.
En ce qui concerne le syste`me de Dirac radial, l’utilisation de la me´thode de Numerov
suppose l’utilisation de la forme “Schro¨dinger” (cf. Eq. 2.121 page 30), ce qui ne´cessite d’ef-
fectuer des transformations sur les composantes radiales. Ces dernie`res ont e´videmment un
couˆt en termes de temps de calcul. Toutefois, il faut souligner que la me´thode de Numerov
est en elle-meˆme e´conome puisqu’elle ne met en jeu que 3 nœuds de maillage.
La me´thode Addams-Bashforth-Moulton, quant a` elle, est directement utilisable avec la
forme classique du syste`me de Dirac radial (cf. Eqs 2.115 et 2.116 page 29). En revanche,
cette me´thode met ge´ne´ralement en jeu un nombre de nœuds de maillages plus important
que la me´thode de Numerov (5 nœuds dans notre utilisation la plus courante).
Pour le code VAAQP, nous avons opte´, apre`s e´tude, pour la me´thode de Numerov (cf. 9.8
page 160), qui pre´sente l’inte´reˆt d’eˆtre pre´cise et rapide, mais surtout de posse´der une
meilleure stabilite´ sur des maillages grossiers. En illustration, la Fig. 6.1 pre´sente l’exemple du
calcul d’une fonction de Bessel sphe´rique. Le calcul est effectue´ sur un maillage mixte grossier
au bord de la re´gion nume´rique (environ 10 nœuds de maillage par pe´riode). Sur cette figure,
le lecteur pourra constater nettement l’instabilite´ nume´rique relative de la me´thode ABM 5
points par rapport a` la me´thode de Numerov.
D’autre part, comme nous le verrons plus loin (cf. 6.1.3 page 103), le passage a` la forme
“Schro¨dinger” de l’e´quation de Dirac radiale peut se re´ve´ler utile dans l’utilisation de la
me´thode des phases pour la recherche des valeurs propres des e´tats lie´s.
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Fig. 6.1 – Illustration de la diffe´rence de stabilite´ entre la me´thode ABM - 5 points et la
me´thode de Numerov. Est pre´sente´ ici le cas d’une fonction de Bessel (grande composante en
champ nul P freeε,κ (r) avec ε = 1 Hartree, κ = 5) calcule´e sur un maillage mixte avec environ
10 nœuds par pe´riode en bout de grille.
6.1.2 Conditions aux limites
Que l’on utilise l’e´quation de Schro¨dinger ou celle de Dirac le calcul des fonctions d’ondes
ou des composantes radiales peut eˆtre ramene´ a` la recherche des solutions d’une e´quation
diffe´rentielle d’ordre 2 de type Sturm-Liouville. Le the´ore`me d’existence et d’unicite´ (cf. par
exemple la Ref. [83]) garantit alors que la solution est de´finie par deux conditions aux limites.
Condition a` la limite r → 0
Dans la limite r → 0, nous retrouvons le potentiel coulombien du noyau nu. Les fonctions
d’onde ou les composantes sont donc tout simplement celles de l’atome hydroge´no¨ıde, dont
le de´veloppement en se´rie est connu (voir Eqs 2.49 et 2.50 page 23 pour le cas non relativiste,
Eqs 2.153, 2.154 et 2.155 page 32 pour le cas relativiste).
En pratique, la condition a` cette limite sert aussi au de´marrage de l’inte´gration de l’e´qua-
tion d’onde vers l’exte´rieur. Nous obtenons les premiers points de la fonction d’onde en
conside´rant qu’au voisinage du noyau, l’e´crantage reste suffisamment faible pour que cette
dernie`re puisse eˆtre approxime´e par la fonction d’onde de l’atome hydroge´no¨ıde.
Condition a` la limite r →∞
Tous les potentiels que nous e´tudions tendent vers ze´ro a` l’infini. Dans la limite r →∞,
nous retrouvons donc le cas du potentiel nul. Dans le cas de l’e´quation de Schro¨dinger, la
forme en potentiel nul pour les e´tats lie´s est donne´e par l’Eq. 2.67 page 24 ; pour les e´tats
du continuum, elle est donne´e par l’Eq. 2.62 page 24. Dans le cas de l’e´quation de Dirac, la
solution en potentiel nul pour les e´tats lie´s est donne´e par les Eqs. 2.174,2.175 page 34 ; pour
les e´tats du continuum, elle est donne´e par les Eqs. 2.166,2.170 page 33.
Dans les calculs nume´riques, une premie`re approche consiste a` conside´rer le champ comme
nul au bord de la re´gion nume´rique (nous notons r∞ le rayon de la re´gion nume´rique). Cette
approximation n’est justifie´e que si les e´nergies conside´re´es sont grandes en valeur absolue
6.1. ME´THODES POUR LE CALCUL DE LA DENSITE´ QUANTIQUE 99
devant les valeurs du potentiel au-dela` de r∞ :
|E| >> v(r > r∞) (6.1)
Cette approche est en pratique toujours applique´e pour les e´tats lie´s.
Pour les e´tats du continuum, une autre approche possible de la condition a` la limite
consiste a` conside´rer l’approximation WKB valide au bord de la re´gion nume´rique. Dans
ce cas, le raccordement en r∞ est effectue´ sur les solutions WKB qui retrouvent les solu-
tions en potentiel nul a` l’infini. Une telle approximation autorise la prise en compte d’une
forme asymptotique pour le potentiel. Cependant, il faut pre´ciser que l’approximation WKB
implique une approximation du terme centrifuge de l’e´quation d’onde.
Dans tous les cas, la taille de la re´gion nume´rique r∞ impose une restriction sur les
e´nergies que l’on peut conside´rer. Il existe alors un certain voisinage de l’origine E = 0 qui
reste inaccessible. De ceci ne re´sulte aucune geˆne si la partie ne´gative de ce domaine d’e´nergie
ne comprend aucun e´tat lie´ et si sa partie positive ne comprend pas de forte variation du
de´phasage (ie. pas de re´sonance). Autrement dit : la taille de la re´gion nume´rique de´finit la
capacite´ a` s’approcher des seuils d’ionisation.
Dans le cas d’un calcul de l’atome hydroge´no¨ıde, le potentiel de´croˆıt moins vite que le
terme centrifuge. La condition a` la limite de type WKB est alors a` pre´fe´rer. En revanche, dans
le cas des mode`les de type atome dans le jellium, nous e´tudions des potentiels a` de´croissance
forte car re´sultant d’un phe´nome`ne d’e´crantage. En ge´ne´ral, la re´gion nume´rique est telle que
le potentiel est plus faible que le terme centrifuge pour r ≥ r∞. Nous devons donc privile´gier
la condition de potentiel nul. Quant au mode`le Inferno, on suppose dans celui-ci que le
potentiel est nul a` partir du rayon de Wigner-Seitz. Le raccordement peut donc s’effectuer
sur les solutions en potentiel nul, directement au rayon de Wigner-Seitz.
Concernant les e´tats lie´s, nous verrons qu’il est utile d’effectuer une inte´gration de l’e´qua-
tion d’onde vers l’inte´rieur, en partant de la condition a` la limite externe. Dans ce cas, nous
utiliserons la condition de champ nul afin de de´marrer cette inte´gration.
Dans le cas des e´tats du continuum, il est a` noter que les amplitudes de la solution en
potentiel nul et in extenso de la solution WKB sont fixe´es par la normalisation (cf. 9.4.1 page
149 et 9.4.2 page 150).
En pratique, concernant les e´tats du continuum, la condition a` la limite r = r∞ peut
eˆtre utilise´e de deux manie`res. Elle peut servir a` de´marrer une inte´gration de l’e´quation
d’onde vers l’inte´rieur (c’est le cas dans la me´thode phase-amplitude aborde´e dans 6.1.5 page
110) ou alors, apre`s une inte´gration vers l’exte´rieur qui porte sur toute la re´gion nume´rique,
uniquement a` normaliser la partie interne et a` de´terminer le de´phasage.
6.1.3 E´tats lie´s, recherche des valeurs propres
Ge´ne´ralite´s
Les e´tats propres de l’e´quation d’onde qui posse`de une e´nergie ne´gative sont lie´s. C’est-
a`-dire qu’au-dela` d’un certain rayon, leurs fonctions d’onde (ou leurs composantes) ont une
nature e´vanescente. A` l’instar d’une condition de nœud dans un proble`me de corde vibrante,
une telle condition est de nature a` discre´tiser les modes. A` nombre quantique ℓ ou κ donne´, il
s’agit alors de re´soudre un proble`me dit“aux valeurs propres”c’est-a`-dire de trouver les valeurs
propres discre`tes pour lesquelles l’e´quation posse`de une solution qui satisfait les conditions
aux limites en ze´ro et a` l’infini. Chacune des solutions posse`de un nombre de nœuds diffe´rent,
tous situe´s dans la re´gion classiquement permise. Dans le cas de l’atome hydroge´no¨ıde, tous les
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nombres de nœuds peuvent eˆtre re´alise´s. En revanche, dans le cas d’un potentiel localisable,
seuls les Nℓ ∈ N premiers nombres de nœuds peuvent eˆtre re´alise´s1.
Il est d’usage de reformuler le proble`me de la manie`re suivante : pour une valeur propre
d’essai E donne´e, on conside`re deux solutions “partielles” du proble`me :
– R−E,ℓ(r) (respectivement
(
P−E,κ, Q
−
E,κ
)
dans le cas relativiste), qui satisfait l’e´quation
d’onde ainsi que la condition a` la limite en ze´ro.
– R+E,ℓ(r) (respectivement
(
P+E,κ, Q
+
E,κ
)
dans le cas relativiste), qui satisfait l’e´quation
d’onde ainsi que la condition a` la limite a` l’infini.
Si en un quelconque point de raccordement rm, nous avons :
{
R−E,ℓ(rm) = R
+
E,ℓ(rm) (6.2)
R− ′E,ℓ(rm) = R
+ ′
E,ℓ(rm) (6.3)
Alors le the´ore`me d’existence et d’unicite´ assure que R−E,ℓ(r) = R
+
E,ℓ(r) partout. Nous
avons donc affaire a` la solution qui satisfait les deux conditions aux limites : Rnr,ℓ(r) ou` nr
est le nombre de nœuds de la solution.
Nous pouvons e´videmment faire un raisonnement identique dans le cas relativiste, en
effectuant le raccordement suivant :
{
P−E,κ(rm) = P
+
E,κ(rm) (6.4)
Q−E,κ(rm) = Q
+
E,κ(rm) (6.5)
Ge´ne´ralement, le calcul des e´tats lie´s s’effectue en inte´grant l’e´quation d’onde, pour une
valeur propre d’essai E :
– vers l’exte´rieur, en partant de la condition a` la limite en ze´ro et jusqu’au point de
raccordement rm, obtenant ainsi dans la partie interne du maillage la fonction R
−
E,ℓ(r)
(ou les composantes
(
P−E,κ, Q
−
E,κ
)
)
– vers l’inte´rieur, en partant de la condition a` la limite a` l’infini et jusqu’au point de
raccordement rm, obtenant ainsi dans la partie externe du maillage la fonction R
+
E,ℓ(r)
(ou les composantes
(
P+E,κ, Q
+
E,κ
)
)
Il reste alors a` converger vers la valeur Enr,ℓ (respectivement Enr,κ) pour laquelle on obtient
le raccordement.
Remarquons qu’en ge´ne´ral, nous effectuerons les calculs nume´riques interne et externe
avec des normalisations diffe´rentes. Souvent, les me´thodes de recherche de la valeur propre
fixent la normalisation d’une partie par rapport a` l’autre en imposant l’une des conditions de
raccordement, par exemple l’Eq. 6.2 (respectivement l’Eq. 6.4). Lorsque la seconde condition
de raccordement est satisfaite, on retrouve une normalisation identique pour les deux parties
de la fonction d’onde (ou des composantes). Les me´thodes de phase pre´sente´es plus loin sont
quant a` elles base´es sur le raccordement d’une fonction inde´pendante de la normalisation.
Concernant le choix du point de raccordement, il est souvent judicieux d’opter pour un
point proche du point tournant du proble`me, c’est-a`-dire le point correspondant au rayon
rEturn. de´fini comme suit :
E = −v(rEturn.) (6.6)
1Ceci est aborde´ dans la Ref. [84] et peut eˆtre vu comme une conse´quence du the´ore`me de Levinson. Dans
le cas du potentiel coulombien, le de´phasage a` l’origine E = 0 est infini si l’on convient d’un de´phasage nul
dans la limite E →∞. Dans le cas d’un potentiel localisable, le de´phasage a` l’origine est borne´ et sa division
par π donne le nombre de nœuds du dernier e´tat lie´. Pour une revue approfondie sur le the´ore`me de Levinson,
le lecteur est invite´ a` consulter la Ref. [85].
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Ce choix pre´sente deux particularite´s inte´ressantes : d’une part, il permet de situer tous
les nœuds de la fonction d’onde (ou des composantes radiales) dans la partie interne du
maillage ; d’autre part, ce choix garantit une stabilite´ nume´rique maximale pour l’inte´gration
de l’e´quation d’onde. En effet, le point tournant de´limite les zones nume´riquement stables
pour le sche´ma d’Euler explicite, qui constitue un cas de re´fe´rence se´ve`re en matie`re de
stabilite´.
Toutefois, nous utilisons en ge´ne´ral des me´thodes plus stables que le sche´ma d’Euler
explicite et une certaine liberte´ dans le choix du point de raccordement est autorise´e. Nous
verrons d’ailleurs que le suivi du point de raccordement sur le maillage peut se montrer
proble´matique pour le processus de convergence.
Me´thode de Cohen
Une me´thode de recherche des valeurs propres de l’e´quation de Dirac radiale est celle
pre´sente´e par Cohen dans la Ref. [86]. Nous ne nous attarderons pas sur cette me´thode qui ne
pre´sente qu’un inte´reˆt historique. Cette me´thode tre`s simple se re´ve`le assez peu performante
a` l’usage. Elle consiste simplement a` raccorder syste´matiquement la grande composante :
P−E,κ(rm) = P
+
E,κ(rm) (6.7)
et a` appliquer la correction en e´nergie :
∆E =
cP−E,κ(rm)∆Qκ(rm, E)∫ rm
0
dr
{
P− 2E,κ(r) +Q
− 2
E,κ(r)
}
+
∫∞
rm
dr
{
P+2E,κ(r) +Q
+2
E,κ(r)
} (6.8)
ou` nous avons de´fini le saut de la petite composante : ∆Qκ(rm, E) ≡ Q−E,κ(rm) − Q+E,κ(rm)
Cette correction est obtenue en conside´rant que les solutions “partielles” (P−E,κ, Q
−
E,κ) et
(P+E,κ, Q
+
E,κ) sont proches de la solution. (Pnr,κ, Qnr,κ). En proce´dant ainsi, la me´thode permet
de converger vers un e´tat propre mais ne permet pas de choisir ce dernier : la convergence se
fait vers un e´tat dont on ne maˆıtrise pas le nombre de nœuds.
E´videmment, une me´thode similaire peut eˆtre imagine´e dans le cas de l’e´quation de Schro¨-
dinger.
Me´thode de Grant, Desclaux, Mayers, O’Brien
Une autre me´thode de recherche des valeurs propres est pre´sente´e par Grant dans la
Ref. [87] ainsi que par Desclaux, Mayers et O’Brien dans la Ref. [88]. Dans cette me´thode,
il s’agit de raccorder syste´matiquement la grande composante P et d’appliquer une simple
me´thode de Newton-Raphson sur le saut de l’autre composante : ∆Q(rm, E). Afin d’obtenir
la de´rive´e en e´nergie de l’amplitude de ce saut, nous pouvons inte´grer, en plus de l’e´quation
d’onde, l’e´quation sur la de´rive´e en e´nergie des composantes, c’est-a`-dire le jeu d’e´quations
suivant, obtenu en de´rivant les Eqs. 2.115 et 2.116 page 29 par rapport a` l’e´nergie :
∂
∂r
(
∂P (r)
∂E
)
+
κ
r
(
∂P (r)
∂E
)
+ ηP (r)
(
∂Q(r)
∂E
)
= −∂ηP (r)
∂E
Q(r) (6.9)
∂
∂r
(
∂Q(r)
∂E
)
− κ
r
(
∂Q(r)
∂E
)
− ηP (r)
(
∂P (r)
∂E
)
=
∂ηQ(r)
∂E
P (r) (6.10)
Cette me´thode pre´sente le de´savantage de ne´cessiter l’inte´gration d’un couple d’e´quations
supple´mentaire. De plus, comme pour la me´thode de Cohen, cette me´thode ne permet pas de
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Fig. 6.2 – Illustration du comportement du saut de la petite composante au point tournant
∆Q(rEturn, E), en fonction de l’e´nergie. Le calcul est effectue´ dans le cas d’un potentiel d’atome
hydroge`no¨ıde. Remarquons le comportement non-monotone et fortement non-line´aire de la
fonction ainsi que l’annulation de cette dernie`re pour chacune des valeurs propres (a). Le suivi
du point tournant rEturn. sur le maillage spatial discret ame`ne des artefacts dans comportement
de ∆Q(rEturn, E). La vue de´taille´e pre´sente´ en (b) illustre ceci.
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Fig. 6.3 – Illustration du comportement du saut de la petite composante ∆Q(rm, E) calcule´e
en un point de raccordement fixe´ (ici le point tournant pour E = 20 Hartree), en fonction de
l’e´nergie, dans le cas d’un potentiel d’atome d’hydroge`no¨ıde. Remarquons le comportement
fortement non-line´aire et discontinu de la fonction ainsi que l’annulation de cette dernie`re pour
chacune des valeurs propres. En fixant un point de raccordement, nous nous s’affranchissons
des artefacts pre´sente´s sur la Fig. 6.2.
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Fig. 6.4 – Illustration du comportement du saut de la fonction de phase ∆Φ calcule´e en un
point de raccordement fixe´ rm (ici le point tournant pour ε = 20Hartree), en fonction de
l’e´nergie, dans le cas d’un potentiel de d’atome hydrogeno¨ıde. On remarquera le comporte-
ment monotone et fortement non-line´aire de la fonction ainsi que son passage aux multiples
de π pour chacune des valeurs propres.
choisir le nombre de nœuds de l’e´tat vers lequel on converge. Afin d’obtenir un e´tat a` nombre
de nœuds choisi, il faut donc guider la me´thode en e´liminant les convergences vers les autres
e´tats. Enfin la fonction de saut ∆Qκ pre´sente en ge´ne´ral un comportement non-line´aire, voire
non-monotone et discontinu peu approprie´ a` une me´thode du type Newton-Raphson.
Les Figs. 6.2 et 6.3 page 102 pre´sentent l’allure de la fonction ∆Qκ(rm, E) en fonction de
l’e´nergie pour deux politiques de choix du point de raccordement. Sur la Fig. 6.2, le point de
raccordement rm est choisi au plus pre`s du point tournant alors que sur la Fig. 6.3, le point
de raccordement est fixe´ et inde´pendant de l’e´nergie.
Dans le cas ou` le point tournant est choisi pour le raccordement de la fonction d’onde, nous
noterons le comportement de la fonction ∆Qκ(r
E
turn., E), pre´sente´ en Fig. 6.2a. La fonction
est ici non-monotone et non-line´aire, assez impropre a` une recherche syste´matique des ze´ros.
De plus, le suivi du point tournant sur le maillage spatial engendre les petits artefacts de´crits
sur la Fig. 6.2b, eux aussi propres a` geˆner le processus de convergence.
Dans le cas ou` le point de raccordement de la fonction d’onde est fixe, nous remarquerons
le comportement de la fonction ∆Q(rEm, E), pre´sente´ en Fig. 6.3. Cette fois, la fonction est
monotone par morceaux et posse`de un ze´ro sur chaque morceau. La difficulte´ re´side alors dans
le comportement non-line´aire de la fonction et dans la proce´dure nume´riquement couˆteuse
qui est ne´cessaire pour isoler chaque morceau.
Me´thode de phase simple
Une alternative inte´ressante aux deux me´thodes de recherche des valeurs propres pre´-
ce´demment aborde´es re´side dans l’utilisation plus ou moins astucieuse des proprie´te´s de la
phase des fonctions d’ondes (ou des composantes) radiales lie´es.
Une premie`re approche, aborde´e dans la Ref. [89], consiste a` de´finir une fonction de phase
Φ±E,ℓ(r) telle que :
tanΦ±E,ℓ(r) ≡
R±E,ℓ(r)
R± ′E,ℓ(r)
(6.11)
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De manie`re absolue, en convenant d’une coupure en [0, π[ pour la tangente2, nous de´finissons :
Φ−E,ℓ(r) ≡ n−r {[0, r]} π + arctan
(
R−E,ℓ(r)
R− ′E,ℓ(r)
)
(6.12)
Φ+E,ℓ(r) ≡
(
nr − n+r {[r,∞]}
)
π + arctan
(
R+E,ℓ(r)
R+ ′E,ℓ(r)
)
(6.13)
ou` n±r {[a, b]} est le nombre de ze´ros de R±E,ℓ(r) dans l’intervalle [a, b], nr = n−r {[0, r]} +
n+r {[r,∞]} De cette manie`re, nous assurons la continuite´ de la fonction Φ±E,ℓ(r) au travers
des coupures de la tangente. Le saut de phase est alors de´fini comme suit :
∆ΦE,ℓ(r) ≡ Φ−E,ℓ(r)− Φ+E,ℓ(r) (6.14)
Ce dernier prend des valeurs multiples de π chaque fois que les solutions partielles R− ′E,ℓ(r) et
R+ ′E,ℓ(r) ve´rifient les conditions de raccordement.
Partant de l’Eq. 6.11, nous pouvons e´crire :
R± ′′E,ℓ(r) =
R± ′E,ℓ(r)
tanΦ±E,ℓ(r)
− R
±
E,ℓ(r)Φ
± ′
E,ℓ(r)
tan2Φ±E,ℓ(r)
(
1 + tan2Φ±E,ℓ(r)
)
(6.15a)
=R±E,ℓ(r)
(
1
tan2Φ±E,ℓ(r)
− Φ± ′E,ℓ(r)
(
1
tan2Φ±E,ℓ(r)
+ 1
))
(6.15b)
=R±E,ℓ(r)
(
1
tan2Φ±E,ℓ(r)
− Φ± ′E,ℓ(r)
1
sin2Φ±E,ℓ(r)
)
(6.15c)
L’e´quation de Schro¨dinger (Eq. 2.31 page 21) devient alors :
Φ± ′E,ℓ(r) = k
2(r) sin2Φ±E,ℓ(r) + cos
2Φ±E,ℓ(r) (6.16)
En premier lieu, nous remarquerons que dans le domaine classiquement permis (k2(r) >
0), Φ±E,ℓ(r) est une fonction croissante de r qui prend une valeur multiple de π en chacun des
ze´ros de la fonction R±E,ℓ(r). C’est cet aspect qui motive la de´nomination de fonction de phase
pour Φ±E,ℓ(r). D’ailleurs, si nous de´finissons la repre´sentation phase/amplitude suivante :
R±E,ℓ(r) = AE,ℓ(r) sinΦ
±
E,ℓ(r) (6.17)
R± ′E,ℓ(r) = AE,ℓ(r) cosΦ
±
E,ℓ(r) (6.18)
2Pour une coupure en [−π/2, π/2[, les de´finitions seront :
Φ−E,ℓ(r) ≡ n−r {[0, r]}π + arctan
(
R−E,ℓ(r)/R
− ′
E,ℓ(r)
)
si R−E,ℓ(r)/R
− ′
E,ℓ(r) > 0
Φ−E,ℓ(r) ≡
(
n−r {[0, r]}+ 1
)
π + arctan
(
R−E,ℓ(r)/R
− ′
E,ℓ(r)
)
si R−E,ℓ(r)/R
− ′
E,ℓ(r) ≤ 0
Φ+E,ℓ(r) ≡
(
nr − n+r {[r,∞]}
)
π + arctan
(
R+E,ℓ(r)/R
+ ′
E,ℓ(r)
)
si R+E,ℓ(r)/R
+ ′
E,ℓ(r) > 0
Φ+E,ℓ(r) ≡
(
nr − n+r {[r,∞]}+ 1
)
π + arctan
(
R+E,ℓ(r)/R
+ ′
E,ℓ(r)
)
si R+E,ℓ(r)/R
+ ′
E,ℓ(r) ≤ 0
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il est alors ne´cessaire que :
A± ′E,ℓ(r) sinΦ
±
E,ℓ(r) + A
±
E,ℓ(r)Φ
± ′
E,ℓ(r) cosΦ
±
E,ℓ(r) = A
±
E,ℓ(r) cosΦ
±
E,ℓ(r) (6.19a)
A± ′E,ℓ(r)
A±E,ℓ(r)
tanΦ±E,ℓ(r) =
(
1− Φ± ′E,ℓ(r)
)
(6.19b)
A± ′E,ℓ(r)
A±E,ℓ(r)
=
(
1− k2(r)) sinΦ±E,ℓ(r) cosΦ±E,ℓ(r) (6.19c)
Il apparaˆıt alors que dans le domaine classiquement permis, pour r 6= 0 la fonction AE,ℓ(r)
ne posse`de pas de ze´ro et a ainsi le caracte`re d’une fonction d’amplitude.
Dans un second temps, nous pouvons montrer que le saut de phase en un point donne´
∆ΦE,ℓ(r) est une fonction strictement croissante de la valeur propre d’essai E. Soit E1, E2
deux valeurs propres d’essai distinctes3, auxquelles on associe respectivement les termes k21(r),
k22(r) dans l’e´quation de Schro¨dinger. E´tudions la diffe´rence :
δΦ±E1,E2,ℓ(r) ≡ Φ±E2,ℓ(r)− Φ±E1,ℓ(r) (6.20)
δΦ± ′E1,E2,ℓ(r) =Φ
± ′
E2,ℓ
(r)− Φ± ′E1,ℓ(r) (6.21a)
=k22(r) sin
2Φ±E2,ℓ(r) + cos
2Φ±E2,ℓ(r)− k21(r) sin2Φ±E1,ℓ(r)− cos2Φ±E1,ℓ(r) (6.21b)
=
(
k22(r)− k21(r)
)
sin2Φ±E2,ℓ(r) + k
2
1(r)
(
sin2Φ±E2,ℓ(r)− sin2Φ±E1,ℓ(r)
)
+
(
1− sin2Φ±E2,ℓ(r)
)− (1− sin2Φ±E1,ℓ(r)) (6.21c)
= (E2 − E1) sin2Φ±E2,ℓ(r)
+
(
k21(r)− 1
) (
sinΦ±E2,ℓ(r) + sinΦ
±
E1,ℓ
(r)
) sinΦ±E2,ℓ(r)− sinΦ±E1,ℓ(r)
Φ±E2,ℓ(r)− Φ±E1,ℓ(r)
δΦ±E1,E2,ℓ(r)
(6.21d)
Afin d’alle´ger les notations, de´finissons la fonction f±E1,E2,ℓ(r) :
f±E1,E2,ℓ(r) ≡ −
(
k21(r)− 1
) (
sinΦ±E2,ℓ(r) + sinΦ
±
E1,ℓ
(r)
) sinΦ±E2,ℓ(r)− sinΦ±E1,ℓ(r)
Φ±E2,ℓ(r)− Φ±E1,ℓ(r)
(6.22)
Il s’agit d’une fonction borne´e de r. Nous avons ainsi :
δΦ± ′E1,E2,ℓ(r) + f
±
E1,E2,ℓ
(r)δΦ±E1,E2,ℓ(r) = (E2 − E1) sin2Φ±E2,ℓ(r) (6.23a)
e
R r dr′{f±E1,E2,ℓ(r′)} (δΦ± ′E1,E2,ℓ(r) + f±E1,E2,ℓ(r)δΦ±E1,E2,ℓ(r)) =(E2 − E1) sin2Φ±E2,ℓ(r)eR r dr′{f±E1,E2,ℓ(r′)}
(6.23b)
d
dr
(
e
R r dr′{f±E1,E2,ℓ(r′)}δΦ±E1,E2,ℓ(r)
)
=(E2 − E1) sin2Φ±E2,ℓ(r)e
R r dr′{f±E1,E2,ℓ(r′)}
(6.23c)
qui est du signe de E2 − E1.
3 Dans tout ce qui suit, nous conside´rons que les e´nergies E1, E2, sont telles que ΦE1,ℓ(r), ΦE2,ℓ(r) ne
sont pas situe´s de part et d’autre d’une branche de coupure. Bien entendu, ceci ne restreint en rien la porte´e
de la de´monstration. Si ΦE1,ℓ(r) − ΦE2,ℓ(r) < π il ne s’agit que d’un choix de coupure et sinon, il suffit de
proce´der a` un de´coupage de l’intervalle.
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Concernant δΦ−E1,E2,ℓ(r), nous pouvons e´crire :
e
R r
0
dr′{f−E1,E2,ℓ(r′)}δΦ−E1,E2,ℓ(r)− δΦ−E1,E2,ℓ(0)
=
∫ r
0
dr′
d
dr′
(
e
R r′
0
dr′′{f−E1,E2,ℓ(r′′)}δΦ−E1,E2,ℓ(r′)
)
(6.24a)
= (E2 − E1)
∫ r
0
dr′
{
sin2Φ−E2,ℓ(r
′)e
R r′
0
dr′′{f−E1,E2,ℓ(r′′)}
}
(6.24b)
δΦ−E1,E2,ℓ(r) =e
− R r
0
dr′{f−E1,E2,ℓ(r′)}(
(E2 − E1)
∫ r
0
dr′
{
sin2Φ−E2,ℓ(r
′)e
R r′
0
dr′′{f−E1,E2,ℓ(r′′)}
}
+ δΦ−E1,E2,ℓ(0)
)
(6.25)
ou` l’inte´grale dans le membre de droite est e´videmment positive, ainsi que le facteur multi-
plicatif. Conside´rant alors la condition limite en 0 :
Φ−E,ℓ(r → 0) =
R−E,ℓ(r → 0)
R− ′E,ℓ(r → 0)
= 0 (6.26)
Nous avons donc δΦ−E1,E2,ℓ(0) = 0 et ainsi, δΦ
−
E1,E2,ℓ
(r) est du signe de (E2 − E1). Φ−E,ℓ(r) est
donc une fonction croissante de la valeur propre d’essai E.
Conside´rons a` pre´sent δΦ+E1,E2,ℓ(r) :
e
R r
∞
dr′{f+E1,E2,ℓ(r′)}δΦ+E1,E2,ℓ(r)− δΦ+E1,E2,ℓ(r →∞)
=
∫ r
∞
dr′
d
dr′
(
e
R r′
∞
dr′′{f+E1,E2,ℓ(r′′)}δΦ+E1,E2,ℓ(r′)
)
(6.27a)
=− (E2 − E1)
∫ ∞
r
dr′
{
sin2Φ+E2,ℓ(r
′)e−
R
∞
r′ dr
′′{f+E1,E2,ℓ(r′′)}
}
(6.27b)
δΦ+E1,E2,ℓ(r) =e
− R∞r dr′{f+E1,E2,ℓ(r′)}(
− (E2 − E1)
∫ ∞
r
dr′
{
sin2Φ+E2,ℓ(r
′)e−
R
∞
r′ dr
′′{f+E1,E2,ℓ(r′′)}
}
+ δΦ+E1,E2,ℓ(r →∞)
)
(6.28)
ou` l’inte´grale dans le membre de droite est encore positive, ainsi que le facteur multiplicatif.
Conside´rant alors la condition limite a` l’infini :
tanΦ+E,ℓ(r →∞) =
R+E,ℓ(r →∞)
R+ ′E,ℓ(r →∞)
= − 1
pE
(6.29)
ou` pE ≡
√−2mE/~ est une fonction strictement de´croissante de E. Ainsi tanΦ+E,ℓ(r → ∞)
est une fonction croissante de Φ+E,ℓ(r →∞) et de´croissante de E. Φ+E,ℓ(r) est donc une fonction
de´croissante de la valeur propre d’essai E. δΦ+E1,E2,ℓ(r) est alors du signe de − (E2 − E1).
Finalement, le saut de la fonction de phase en un point donne´ ∆Φ(r, E) ≡ Φ+E,ℓ(r)−Φ−E,ℓ(r)
est une fonction croissante de la valeur propre d’essai E et prend des valeurs multiples de π
en chaque valeur propre Enr,ℓ.
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Dans les calculs nume´riques, nous pouvons nous appuyer sur cette fonction pour converger
vers un e´tat propre a` nombre de nœuds choisi, par une me´thode de dichotomie ou encore
de Newton-Raphson. Dans ce dernier cas, il est ne´cessaire de disposer de la de´rive´e de la
fonction de phase par rapport a` l’e´nergie. Il convient alors d’effectuer le calcul suivant :
∂
∂E
tanΦ±E,ℓ(r) =
1
cos2Φ±E,ℓ(r)
∂Φ±E,ℓ(r)
∂E
=
1
R± ′E,ℓ(r)2
(
R± ′E,ℓ(r)
∂R±E,ℓ(r)
∂E
−R±E,ℓ(r)
∂R± ′E,ℓ(r)
∂E
)
(6.30a)
=
2
R± ′E,ℓ(r)2
∫ r
a
dr′
{
R±E,ℓ(r
′)2
}
; a =
{
∞ dans le cas +
0 dans le cas −
(6.30b)
En effet, conside´rant l’e´quation de Schro¨dinger radiale et sa de´rive´e en e´nergie :
R± ′′E,ℓ(r) + k
2(r)R±E,ℓ(r) = 0 (6.31)
∂R± ′′E,ℓ(r)
∂E
+
∂k2(r)
∂E
R±E,ℓ(r) + k
2(r)
∂R±E,ℓ(r)
∂E
= 0 (6.32)
Nous pouvons e´crire :
R±E,ℓ(r)
∂R± ′′E,ℓ(r)
∂E
+ k2(r)R±E,ℓ(r)
∂R±E,ℓ(r)
∂E
=− ∂k
2(r)
∂E
R±E,ℓ(r)
2 (6.33a)
R±E,ℓ(r)
∂R± ′′E,ℓ(r)
∂E
−R± ′′E,ℓ(r)
∂R±E,ℓ(r)
∂E
=− 2R±E,ℓ(r)2 (6.33b)
d
dr
(
R± ′E,ℓ(r)
∂R±E,ℓ(r)
∂E
−R±E,ℓ(r)
∂R± ′E,ℓ(r)
∂E
)
=2R±E,ℓ(r)
2 (6.33c)
ce qui permet d’obtenir l’Eq. 6.30b.
La Fig. 6.4a pre´sente le comportement typique du saut de phase dans le cas d’un potentiel
d’atome hydroge´no¨ıde. Pour une telle fonction, l’efficacite´ d’une me´thode de Newton-Raphson
risque d’eˆtre fortement limite´e par son comportement tre`s non-line´aire en e´nergie.
Remarquons que, dans le cas d’un potentiel localise´, il est aise´ de trouver le nombre de
nœuds du dernier e´tat lie´ accessible en calculant le saut de phase a` l’e´nergie ne´gative la plus
haute que l’on peut conside´rer (limite de´finie par la taille r∞ de la re´gion nume´rique). De la
division entie`re de ce saut de phase par π re´sulte naturellement le nombre de nœuds de l’e´tat
lie´ de plus haute e´nergie calculable.
Pour obtenir une efficacite´ maximale de la me´thode de Newton-Raphson, il serait opportun
de disposer de grandeurs variant line´airement l’une par rapport a` l’autre. La Ref. [90] propose
un changement de fonction astucieux qui permet d’appliquer cette me´thode dans de bonnes
conditions. Lorsque nous recherchons un e´tat a` nombre de nœuds nr donne´, nous cherchons
une valeur propre E telle que :
∆ΦE,ℓ(rm) = nrπ ≡ (n− ℓ− 1)π (6.34)
or, dans le cas de l’atome hydroge´no¨ıde, nous avons la relation :
−2Enr,ℓ =
Z2
n2
(6.35)
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Fig. 6.5 – Illustration du comportement du saut de la fonction de phase ∆Φ calcule´e en un
point de raccordement fixe´ rm (ici le point tournant pour ε = 20Hartree), en fonction de
l’e´nergie, dans le cas d’un potentiel de d’atome hydrogeno¨ıde. On remarquera le comporte-
ment monotone et fortement non-line´aire de la fonction ainsi que son passage aux multiples
de π pour chacune des valeurs propres.
Il semble donc pre´fe´rable de chercher a` satisfaire l’e´quation suivante, en supposant que la
line´arite´ sera approximativement pre´serve´e :
gnE,ℓ(r) ≡
π2
(∆ΦE,ℓ(r) + ℓπ)2
− 1
n2
= 0; (6.36)
La Fig. 6.4b pre´sente la fonction gnE,ℓ dans un cas de potentiel d’atome hydroge´noide. Nous
noterons que le comportement de cette fonction est tre`s adapte´ a` l’utilisation de la me´thode
de Newton-Raphson.
Nous pre´ciserons enfin que toutes les conside´rations qui pre´ce`dent peuvent eˆtre ite´re´es
pour le cas relativiste, au moyen de la forme “Schro¨dinger” du syste`me de Dirac radial (cf.
Eq. 2.121 page 30). Il faut alors de´finir une fonction de phase telle que :
tanΦ±E,κ(r) ≡
F±E,κ(r)
F± ′E,κ(r)
(6.37)
ou` F±E,κ(r) ≡ P±E,κ(r)/
√
ηP (r) (Eq. 2.122 page 30).
La me´thode de phase pre´sente´e ci-dessus permet une convergence extreˆmement rapide
vers les valeurs propres (tre`s souvent en quelques ite´rations), ainsi qu’une grande robustesse.
Par ailleurs, cette me´thode ne re´clame aucune proce´dure d’inte´gration autre que celle des
fonctions d’onde (ou des composantes).
Me´thodes de phase ame´liore´es
La repre´sentation phase-amplitude des fonctions d’onde du continuum (cf. Eqs 2.38 et
2.39 page 21) sugge`re une manie`re le´ge`rement diffe´rente de de´finir la fonction de phase. En
effet, si nous conside´rons le comportement asymptotique des fonctions d’onde du continuum,
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la repre´sentation phase-amplitude est telle que :
RE,ℓ(r) = AE,ℓ sin(pEr − ℓπ
2
+ ∆E,ℓ) = AE,ℓ sinΦE,ℓ(r) (6.38)
R′E,ℓ(r) = AE,ℓpE cos(pEr −
ℓπ
2
+ ∆E,ℓ) = AE,ℓpE cosΦE,ℓ(r) (6.39)
tanΦE,ℓ(r) = pE
RE,ℓ(r)
R′E,ℓ(r)
(6.40)
Cette de´finition correspond aussi a` la limite WKB (cf. Eq. 2.72 page 25). En effet, dans le
cas de l’approximation WKB, nous avons :
RE,ℓ(r) = AE,ℓ(r) sinΦE,ℓ(r) (6.41)
R′E,ℓ(r) = AE,ℓ(r)k(r) cosΦE,ℓ(r) (6.42)
tanΦE,ℓ(r) = k(r)
RE,ℓ(r)
R′E,ℓ(r)
(6.43)
ou` on se souvient que k(r →∞) = pE.
Partant de ce constat, une seconde approche de la me´thode de phase, le´ge`rement diffe´rente
de la pre´ce´dente, est pre´sente´e dans la Ref. [90]. De manie`re ge´ne´rale, nous pouvons de´finir
une fonction FE,ℓ(r) telle que dans le cadre de la repre´sentation phase-amplitude :
R′E,ℓ(r) ≡ AE,ℓ(r)FE,ℓ(r) cosΦE,ℓ(r) (6.44)
FE,ℓ(r) peut alors s’exprimer, partout ou` cosΦE,ℓ(r) 6= 0, par :
FE,ℓ(r) = A
′
E,ℓ(r) tanΦE,ℓ(r) + AE,ℓ(r)Φ
′
E,ℓ(r) (6.45)
Lorsque l’approximation WKB est valable, nous avons alors simplement :
FE,ℓ(r) = AE,ℓ(r)Φ
′
E,ℓ(r) = k(r) (6.46)
Dans la Ref. [90], les auteurs proposent une fonction de phase inspire´e de la forme WKB,
et sugge`rent un choix astucieux du point de raccordement afin que ce dernier ve´rifie les
conditions de validite´ de l’approximation WKB. La fonction de phase Φ±E,ℓ(r) est alors de´finie
telle que :
tanΦ±E,ℓ(r) = k(r)
R±E,ℓ(r)
R± ′E,ℓ(r)
(6.47)
Plus pre´cise´ment, la Ref. [90] fait usage d’une solution WKB qui diffe`re le´ge`rement de celle
utilise´e ci-dessus car elle prend en compte la singularite´ du potentiel a` l’origine. Dans cette
forme, qui s’appuie sur une analyse mathe´matique plus fine, le terme k(r) se voit remplace´
par un terme k¯(r) de´fini comme suit :
k¯2(r) = 2E + 2v(r)− (ℓ+
1
2
)2
r2
(6.48)
La Fig. 6.5 pre´sente le saut de phase ainsi que la fonction gnE,ℓ, dans un cas de potentiel
d’atome hydroge´noide, pour cette dernie`re me´thode. Nous noterons que le comportement des
fonctions reste tre`s similaire a` celui de leurs e´quivalents dans le cadre de la me´thode de phase
simple.
Nos tests ont montre´ que la me´thode de phase simple (ou` FE,ℓ(r) ≡ 1), une me´thode de
phase ame´liore´e avec FE,ℓ(r) ≡ k(r) et la me´thode de phase ame´liore´e avec FE,ℓ(r) ≡ k¯(r),
pre´sentent des rapidite´s de convergence tout a` fait comparables et sont d’une manie`re ge´ne´rale
bien plus performantes que les autres me´thodes.
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6.1.4 Etats du continuum, re´sonances et maillage a` raffinement
adaptatif
Les contributions des e´tats du continuum aux valeurs des diffe´rentes Observables font
ge´ne´ralement intervenir la somme sur l’e´nergie des modules au carre´ des fonctions d’onde.
Comme montre´ par exemple dans la Ref. [30], au voisinage de la disparition d’un e´tat lie´,
une variation rapide du de´phasage en fonction de l’e´nergie (re´sonance) apparaˆıt dans le
continuum. Ceci correspond a` un changement brutal de la phase de la fonction d’onde, c’est-
a`-dire, pour une valeur donne´e du rayon, a` une oscillation rapide de la fonction d’onde.
Afin d’inte´grer correctement la contribution de cette re´gion du spectre, il faut disposer d’un
nombre suffisant de nœuds de maillage en e´nergie pour repre´senter cette oscillation. Il s’agit
simplement de la traduction du fait que la densite´ d’e´tat est lie´e a` la de´rive´e du de´phasage par
rapport a` l’e´nergie. Un point de vue encore plus e´vident sur la chose est offert par le traitement
des inte´grales au moyen de la re`gle de somme de Friedel (voir par exemple l’Eq. 4.65 page
63). Dans ce cas, l’inte´grale fait directement intervenir le de´phasage et le maillage doit eˆtre
adapte´ aux e´volutions de celui-ci.
Le calcul du de´phasage peut eˆtre effectue´ de manie`re absolue en comptant les nombres de
nœuds de la fonction d’onde ainsi que de la fonction de Bessel qui correspond a` la fonction
d’onde en champ nul4. La valeur du de´phasage a` l’origine E = 0 ne peut pas eˆtre obtenue via
le calcul nume´rique d’une fonction d’onde. En revanche, nous pouvons utiliser le the´ore`me
de Levinson (cf. la Ref. [85] pour une revue re´cente sur ce the´ore`me) afin de de´terminer cette
valeur a` partir du nombre de nœuds de l’e´tat lie´ de plus haute e´nergie, a` moment angulaire
donne´.
Pour garantir une finesse de grille suffisante, nous utilisons dans le code VAAQP un
maillage a` raffinement adaptatif (Adaptative Mesh Refinement, AMR) avec un crite`re de
raffinement sur le de´phasage5. La Fig. 6.6 page 111 pre´sente la mise en œuvre de l’AMR sur
la re´sonance 3p du Fer a` 41 g.cm−3, 6 eV (cf. Fig. 6.6a). Comme nous pouvons le voir sur la
Fig. 6.6b, le pas en e´nergie est graduellement adapte´ a` la pente du de´phasage le long de la
re´sonance. Ainsi, la contribution des e´tats du continuum aux valeurs des Observables – par
exemple la densite´ – est correctement inte´gre´e et le passage du seuil d’ionisation de la couche
3p se fait de manie`re continue (cf. Fig. 6.7 page 112).
6.1.5 Etats du continuum : me´thode phase/amplitude
Nous tenons ici a` nous arreˆter e´galement sur la me´thode dite phase-amplitude qui consiste
a` inte´grer les e´quations pour la repre´sentation en phase-amplitude des fonctions d’onde (c’est-
a`-dire les Eqs. 2.38, 2.39 page 21 correspondant a` l’e´quation de Schro¨dinger ou les Eqs. 2.137,
2.138, 2.139 page 31 correspondant a` l’e´quation de Dirac). L’inte´reˆt de cette me´thode re´side
dans le fait que les fonctions de phase et d’amplitude sont des fonctions non-oscillantes et
lentement variables. En travaillant sur ces dernie`res, nous pouvons nous affranchir de la
contrainte d’avoir un nombre significatif de nœuds de maillage par pe´riode de la fonction
d’onde. Il est alors possible de s’accommoder de maillages qui comptent un nombre de nœuds
moins important. Ce type de me´thode a de´ja` e´te´ utilise´ pour le calcul de composantes radiales
de l’e´quation de Dirac (cf. Ref. [91]) ou encore pour le calcul de fonctions de Bessel aux grands
arguments (cf. Ref. [92]).
Toutefois, il s’agit de re´soudre un syste`me raide d’e´quations non-line´aires couple´es (non
linear stiff set of equations), c’est-a`-dire un syste`me d’e´quations non-line´aires posse´dant plu-
4Pour acce´le´rer la proce´dure, il est e´galement possible faire usage de la repre´sentation en phase-amplitude.
5En fait, le crite`re porte aussi sur la distribution de Fermi-Dirac.
6.1. ME´THODES POUR LE CALCUL DE LA DENSITE´ QUANTIQUE 111
1π
2π
∆
ε,
ℓ=
1
(
ra
d
)
résonane 3p (a)
10−6
10−5
10−4
10−3
0 0.01 0.02 0.03
∆
ε
(
H
a
rt
re
e)
ε (Hartree)
maillage rané
(b)
Fig. 6.6 – Raffinement du maillage en e´nergie de VAAQP sur la re´sonance 3p du Fer a`
41 g.cm−3, 6 eV . De´phasage le long de la re´sonance (a) et taille du pas en e´nergie (b).
112 CHAPITRE 6. ME´THODES NUME´RIQUES
0
5
10
4π
r2
(n
co
n
ti
n
u
u
m
(r
)
−
n
0
)
(
a
−1 0
)
eet de la résonane 3p
(a)
0
10
20
30
0 2.5 5
4π
r2
(n
(r
)
−
n
0
)
(
a
−1 0
)
r (a0)
()
0
10
20
30
0 2.5 5
4π
r2
n
bo
u
n
d
(r
)
(
a
−1 0
)
r (a0)
disparition de la
(b)
ouhe 3p
1π
2π
0 0.025 0.05 0.075 0.1
∆
ε,
ℓ=
1
(
ra
d
)
ε (Hartree)
résonane 3p (d)
ouhe
Fe 6 eV , 40.5 g.cm−3
Fe 6 eV , 41.0 g.cm−3
Fig. 6.7 – De´localisation de la couche 3p et apparition de la re´sonance dans un calcul VAAQP
du Fer a` 41 g.cm−3, 6 eV . Effet de la re´sonance 3p dans la contribution des e´tats du continuum
(a), effet de la disparition de la couche 3p dans la contribution des e´tats lie´s (b), compensation
des effets dans la densite´ totale (c) et mise en e´vidence de la re´sonance 3p dans le de´phasage
(d). Les courbes correspondant a` la densite´ de 40.5 g.cm−3 sont trace´es en rouges, celles
correspondant a` la densite´ de 41 g.cm−3 en vert.
6.1. ME´THODES POUR LE CALCUL DE LA DENSITE´ QUANTIQUE 113
sieurs solutions e´voluant sur des e´chelles caracte´ristiques tre`s diffe´rentes. Ce type de syste`me
donne en ge´ne´ral lieu a` un calcul nume´rique de´licat. En effet, toute erreur nume´rique sur
les conditions aux limites correspond a` une combinaison line´aire des diffe´rentes solutions qui
peut constituer une source d’instabilite´, puisque le syste`me est non-line´aire.
Lorsque nous mettons en œuvre cette me´thode, le calcul s’effectue ge´ne´ralement en deux
parties : pre`s du centre ionique, nous inte´grons l’e´quation d’onde dans sa repre´sentation
usuelle, vers l’exte´rieur. Dans la zone la plus e´loigne´e, nous inte´grons la repre´sentation phase-
amplitude de l’e´quation d’onde, vers l’inte´rieur, en partant de la condition a` la limite externe.
Il suffit ensuite de raccorder les solutions en re´percutant la normalisation usuelle des e´tats
libres sur la partie interne.
Bar-Shalom, Klapisch et Oreg pre´sentent dans la Ref. [93] une me´thode de type pre´dicteur-
correcteur modifie´e permettant d’inte´grer les e´quations phase-amplitude associe´es a` l’e´quation
de Dirac, dans l’approximation de la petite composante.
D’autre part, dans les Refs. [53,94] qui concernent le code Purgatorio, il est fait mention
de l’utilisation de la me´thode de Rosenbrock (ou de Kaps-Rentrop), base´e sur un syste`me
d’AMR pour la re´solution des e´quations phase-amplitude correspondant a` l’e´quation de Dirac.
De manie`re prospective, nous avons teste´ la me´thode de Rosenbrock afin de ve´rifier la fai-
sabilite´ et e´ventuellement d’utiliser cette me´thode dans le code VAAQP. La Fig. 6.8 pre´sente
l’exemple d’un re´sultat obtenu pour un calcul de fonction de Bessel, pour lequel la maˆıtrise
de la condition a` la limite est maximale.
La me´thode phase-amplitude n’a, dans un premier temps, pas e´te´ retenue car nos tests
ont mis en e´vidence que :
– La sensibilite´ aux conditions aux limites est tre`s grande, et pouvait nuire a` la robustesse
du calcul. En effet, la moindre erreur sur la condition a` la limite exte´rieure se traduit de
manie`re catastrophique dans le calcul. La solution devient vite comple`tement errone´e et
le maillage se voit alors raffine´ a` l’extreˆme. La Fig. 6.9 illustre l’effet d’une erreur sur la
condition a` la limite. Dans le cas pre´sente´, l’erreur de 1% introduite se repercute par un
comportement oscillant sur toute la fonction calcule´e et de`s lors, le calcul initialement
possible sur 3326 nœuds de maillage, doit s’effectuer sur 16316 nœuds.
– De plus, meˆme avec une condition a` la limite de grande pre´cision, le choix du point
de raccordement influe de manie`re importante a` la fois sur l’erreur nume´rique et sur le
temps de calcul. En effet, de`s lors que l’amplitude varie de manie`re significative, l’erreur
nume´rique sur cette dernie`re croˆıt et conse´quemment, le calcul doit s’effectuer sur un
maillage tre`s fin. Il s’agit donc de faire un choix optimal pour la position de ce point
de raccordement.
Ce type de me´thode est donc a` utiliser de manie`re tre`s controˆle´e. Une utilisation e´ventuel-
lement avantageuse de cette me´thode consisterait a` l’appliquer uniquement au calcul des
fonctions d’ondes du continuum loin du centre ionique, a` haute e´nergie (c’est-a`-dire lorsque
le maillage spatial ne permet plus de repre´senter correctement la fonction d’onde) et a` haut
moment angulaire (c’est-a`-dire lorsque la fonction d’onde reste tre`s proche de la fonction de
Bessel).
Cependant, dans le cadre de ce travail, nous nous sommes concentre´s sur le re´gime de la
matie`re dense et tie`de (typiquement T . 100 eV ). Dans ces conditions, les calculs ne font
pas intervenir les re´gions ou` la me´thode phase-amplitude se re´ve`lerait avantageuse.
Par ailleurs, toujours de manie`re prospective, nous avons teste´ une me´thode originale
base´e sur les e´quations phase-amplitude pour effectuer des calculs rapides de fonction de
Bessel au moyen d’une interpolation des fonctions de phase et d’amplitude sur une table pre´-
calcule´e. Il s’ave`re que la` encore, l’inte´reˆt d’une telle me´thode se trouve pour des fonctions
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de Bessel de hauts moments angulaires, typiquement supe´rieurs a` la dizaine.
6.2 Re´solution des e´quations du mode`le Inferno
A` titre d’exemple pre´liminaire de re´solution des e´quations d’un mode`le d’atome moyen,
commenc¸ons par de´crire rapidement la re´solution classique du mode`le Inferno, qui est plus
simple que celle d’un mode`le d’atome dans le jellium.
A` partir d’un potentiel de de´part, nous effectuons le calcul des fonctions d’onde au moyen
des me´thodes pre´sente´es ci-avant. Le potentiel e´tant de´fini comme nul a` l’exte´rieur de la
sphe`re de Wigner-Seitz, le raccord de chaque fonction d’onde du continuum sur la fonction
en champ nul se fait au rayon de Wigner-Seitz. Ainsi, la re´solution de l’e´quation d’onde n’est
ne´cessaire qu’a` l’inte´rieur de la sphe`re de Wigner-Seitz.
Munis des fonctions d’onde Rnr,ℓ, RE,ℓ et des inte´grales :
IWSnr,ℓ =
∫ RniWS
0
dr
{
R2nr,ℓ
}
(6.49)
IWSE,ℓ =
∫ RniWS
0
dr
{
R2E,ℓ −Rfree 2E,ℓ
}
(6.50)
nous pouvons rechercher le potentiel chimique µ, ou la densite´ de jellium n0, qui garantit la
neutralite´ de la sphe`re de Wigner-Seitz :
Z =
∫ RniWS
0
dr
{
4πr2n(r)
}
=
4
3
πn0R
ni 3
WS +
∑
nr,ℓ
2(2ℓ+ 1)fFn0(Enr,ℓ)I
WS
nr,ℓ
+
∑
ℓ
2(2ℓ+ 1)
∫ ∞
0
dE
{
fFn0(E)I
WS
E,ℓ
}
(6.51)
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Une telle recherche est tre`s rapide en regard des autres calculs et peut eˆtre effectue´e par une
simple me´thode de dichotomie. Ainsi, nous obtenons la densite´ et le potentiel chimique tel
que de´finis implicitement par la condition de neutralite´.
Cette proce´dure de calcul de la densite´ et du potentiel chimique peut eˆtre simplement
incluse dans une me´thode ite´rative de re´solution de l’e´quation de Poisson. A` chaque ite´ration,
nous re´solvons l’e´quation de Poisson par une me´thode de diffe´rences finies, avec les conditions
aux limites :
χel(R
ni
WS) = 0 (6.52)
χ′el(R
ni
WS) = 0 (6.53)
La troisie`me condition : χel(0) = 1, est remplie par construction car la neutralite´ de la sphe`re
de Wigner-Seitz est satisfaite par de´finition du potentiel chimique.
Nous obtenons le nouveau potentiel e´lectrostatique et, a` partir de la densite´, il est possible
de calculer un potentiel d’e´change-corre´lation dans le cadre de la LDA. C’est ainsi que pouvons
calculer le nouveau potentiel total, qui va eˆtre utilise´ dans l’ite´ration suivante.
Ce simple sche´ma ite´ratif, e´ventuellement assorti d’une sous-relaxation, permet en ge´ne´ral
une re´solution rapide des e´quations du mode`le Inferno. Nous tenons a` insister ici sur le fait
que cette re´solution tre`s simple est possible parce qu’a` chaque ite´ration, nous proce´dons au
calcul d’un nouveau potentiel e´lectrostatique a` partir d’un syste`me e´lectriquement neutre.
6.3 Re´solution des e´quations du mode`le VAAQP
6.3.1 Proce´dure de minimisation
Comme nous l’avons vu dans 4.2 page 51, la minimisation de la fonctionnelle Ω par rapport
au potentiel d’essai v(r) re´sulte, pour une densite´ de jellium n0 arbitraire, en l’obtention de
l’e´quation du champ autocohe´rent (Eq. 4.40 page 60) et permet de fixer le multiplicateur
γ en fonction de n0 (Eq. 4.39 page 60), tel que la neutralite´ globale (Eq. 4.9 page 51) soit
respecte´e.
Ainsi, a` n0 donne´, il existe un potentiel d’essai veq(n0, r) tel que :
veq(n0, r) = vel {veq(n0, r′), n0} (r)− vxc (n {veq(n0, r′), n0} (r)) + vxc (n0) (6.54)
On peut d’autre part trouver n0 eq tel que :∫
d3r {vel {veq(n0 eq, r′), n0 eq} (r)θ(r −RniWS)} = 0 (6.55)
L’e´quilibre thermodynamique est alors de´termine´ par n0 eq, veq(r) ≡ veq(n0 eq, r)
Afin d’effectuer une re´solution nume´rique de notre mode`le, nous pouvons proce´der selon
le sche´ma ge´ne´ral suivant, qui reprend les deux e´tapes ci-dessus :
– En premier lieu nous cherchons les solutions veq(n0, r) de l’e´quation du champ autoco-
he´rent (Eq. 6.54) pour diffe´rentes valeurs de n0
– En second lieu, nous cherchons parmi ces solutions celle qui satisfait la condition varia-
tionnelle (Eq. 6.55)
Un autre sche´ma ge´ne´ral a e´galement e´te´ teste´. Celui-ci consiste a` rechercher une solution
de l’e´quation du champ autocohe´rent parmi une classe de potentiels d’essai qui ve´rifie une
condition particulie`re. Cette condition particulie`re est construite de manie`re a` devenir e´qui-
valente a` la condition variationnelle (Eq. 4.41 page 60) lorsque l’autocohe´rence est obtenue.
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Fig. 6.10 – Recherche de la solution variationnelle ou de la solution a` sphe`re de Wigner-
Seitz neutre dans la classe de solutions de l’e´quation du champ autocohe´rent. Valeur de
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Fer a` 7.874 g.cm−3 (ρ0)(a) et a` 78.74 g.cm−3 (10ρ0)(b), a` la tempe´rature de 2 eV .
Dans le cas ou` l’on remplace la condition variationnelle (Eq. 4.41 page 60) par la condition
de neutralite´ de la sphe`re de Wigner Seitz (Eq. 4.138 page 80), les deux sche´mas ge´ne´raux
restent possibles. Nous pouvons d’une part rechercher n0NWS tel que :
Z −
∫
d3r {n {veq(n0NWS, r′), n0 eq} (r)(1− θ(r −RniWS))} = 0 (6.56)
D’autre part, nous pouvons rechercher une solution de l’e´quation du champ autocohe´rent
parmi la classe des potentiels d’essai qui re´sultent en une densite´ ve´rifiant la neutralite´ de la
sphe`re de Wigner Seitz.
Dans le code VAAQP, des sche´mas base´s sur les deux options ont e´te´ imple´mente´es tant
pour la re´alisation du mode`le variationnel que pour l’option NWS. En ce qui concerne le mo-
de`le variationnel, la premie`re solution est la plus standard, en raison de sa relative robustesse
et de sa rapidite´. En revanche, en ce qui concerne l’option NWS, il semble ge´ne´ralement plus
rapide de proce´der selon la seconde me´thode.
6.3.2 Re´solution de l’e´quation du champ autocohe´rent
Occupons nous a` pre´sent de la re´solution du proble`me de champ autocohe´rent, c’est-a`-
dire :
n(r) = n {v(r′), n0} (r) (6.57)
vel(r) ≡ Z
r
−
∫
d3r′
{
n(r′)− n0θ(r′ −RniWS)
|r − r′|
}
(6.58)
v(r) = vel(r)− vxc(n(r)) + vxc(n0) (6.59)
Nous pouvons re´e´crire ce proble`me sous la forme d’une e´quation de Poisson autocohe´rente :
χ′′el(r) =
4π
Z
r (n {χel(r′), n0} (r)− n0θ(r −RniWS)) (6.60)
118 CHAPITRE 6. ME´THODES NUME´RIQUES
ou` nous avons de´fini la notation suivante :
n {χel(r′), n0} (r) ≡ n
{
v(r′) =
Zχel(r
′)
r′
− vxc(n {χel(r′′), n0} (r′)) + vxc(n0), n0
}
(r) (6.61)
Pour traiter la densite´ comme une fonctionnelle de la seule contribution e´lectrostatique au po-
tentiel, nous devons exiger a priori l’autocohe´rence de la densite´ avec le potentiel d’e´change-
corre´lation, dans le cadre de la LDA. En pratique, nous ne proce´dons pas exactement de la
sorte et cette autocohe´rence est obtenue dans le meˆme processus ite´ratif que l’autocohe´rence
du potentiel e´lectrostatique.
Le proble`me “mal pose´”
Lors d’une ite´ration, le potentiel e´lectrostatique ne ve´rifie pas l’autocohe´rence, et il nous
faudrait re´soudre l’e´quation suivante :
χ′′el(r →∞) =
4π
Z
r (n(r)− n0θ(r −RniWS)) (6.62)
avec les conditions aux limites :
χel(r →∞) = 0 (6.63)
χ′el(r →∞) = 0 (6.64)
χ′el(0) = 1 (6.65)
Comme on le sait, le the´ore`me d’existence et d’unicite´ applique´ aux e´quations diffe´ren-
tielles du second degre´ garantit l’existence et l’unicite´ d’une solution pour un jeu de deux
conditions aux limites telles que les Eqs. 6.63, 6.64 (dans ce cas il s’agit d’une condition de
type Dirichlet-Neumann). Ainsi, en ajoutant l’Eq. 6.65, le proble`me est sur-contraint. L’ajout
de cette condition revient a` exiger la neutralite´ globale, qui n’est verifie´e que dans le cas de
la solution autocohe´rente, graˆce a` la re`gle de somme de Friedel.
Une autre manie`re de voir ce proble`me, plus pragmatique, est que pour toute densite´
du jellium n0 et pour tout potentiel d’essai v(r), la densite´ n {n0, v(r)} (r′) ne garantit pas
ne´cessairement la neutralite´ globale du syste`me. Dans le cadre d’un calcul ite´ratif, une densite´
non-autocohe´rente va engendrer un comportement coulombien or, nous ne pouvons travailler
qu’avec un potentiel a` de´croissance forte (localise´).
Plusieurs concepts de solutions a` ce proble`me peuvent venir a` l’esprit :
– on peut comple´ter le syste`me de charges afin de le neutraliser. Il faut alors trouver un
sche´ma permettant de converger vers le potentiel tel que cette charge supple´mentaire
soit nulle
– on peut exiger la neutralite´ globale du syste`me a` chaque ite´ration, par un choix de
n0. Le processus ite´ratif qui s’en suit convergera vers une solution autocohe´rente avec
une valeur de n0 inconnue a priori. Le potentiel e´lectrostatique initial de la me´thode
ite´rative parame´trise alors a` la fois le potentiel autocohe´rent obtenu et la valeur de
n0. La complexite´ du proble`me qui se pose ensuite dans la recherche de la solution
variationnelle est incommensurable.
– on peut relaˆcher la contrainte sur la condition limite en ze´ro (Eq. 6.65), ceci revient
a` ajuster la charge du noyau. Il s’agit alors de disposer d’un sche´ma permettant de
converger vers la bonne condition en ze´ro.
– on peut relaˆcher la contrainte sur l’e´quation de Poisson, c’est-a`-dire ite´rer la re´solution
d’une autre e´quation permettant de conserver toutes les conditions aux limites. Il s’agit
alors de disposer d’un sche´ma permettant de converger vers l’e´quation de Poisson.
En fait, seules les deux dernie`res ide´es se re´ve`lent applicables.
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Me´thode de Tir
La me´thode pre´sente´e ici se rapproche du troisie`me concept de solution pre´sente´ ci-dessus.
Elle est aborde´e dans la Ref. [95].
Partant de l’e´quation de Poisson autocohe´rente (Eq. 6.60) et des seules conditions formu-
le´es dans les Eqs 6.63 et 6.64, nous pouvons e´crire la forme inte´grale :
χel(r) =
∫ r
∞
dr′
∫ r′
∞
dr′′ {χ′′el(r′′)} (6.66a)
=
∫ ∞
r
dr′ {(r′ − r)χ′′el(r′)} (6.66b)
=
∫ ∞
r
dr′
{
4π
Z
r′(r′ − r) (n {χel(r′′), n0} (r′)− n0θ(r′ −RniWS))
}
(6.66c)
=
∫ r+2ǫ
r
dr′
{
4π
Z
r′2 (n {χel(r′′), n0} (r′)− n0θ(r′ −RniWS))
}
−
∫ r+2ǫ
r
dr′
{
4π
Z
r′ (n {χel(r′′), n0} (r′)− n0θ(r′ −RniWS))
}
+ P (r + 2ǫ)−Q(r + 2ǫ) (6.66d)
nous avons de´fini ici les inte´grales P (r), Q(r) comme suit :
P (r) ≡
∫ ∞
r
dr′
{
4π
Z
r′2 (n {χel(r′′), n0} (r′)− n0θ(r′ −RniWS))
}
(6.67)
Q(r) ≡
∫ ∞
r
dr′
{
4π
Z
r′ (n {χel(r′′), n0} (r′)− n0θ(r′ −RniWS))
}
(6.68)
En utilisant une re`gle de Simpson, nous obtenons :
χel(r) =
4π
Z
(4(r + ǫ)ǫ (n {χel(r′), n0} (r + ǫ)− n0θ(r + ǫ−RniWS))
+(r + 2ǫ)2ǫ (n {χel(r′), n0} (r + 2ǫ)− n0θ(r + 2ǫ−RniWS)))
+ P (r + 2ǫ)−Q(r + 2ǫ) (6.69)
Si n {χel(r′), n0} (r) est une fonctionnelle locale (c’est-a`-dire une fonction) de χel(r′), alors
le calcul de χel(r) peut eˆtre effectue´ de proche en proche, en partant de valeurs asymptotiques :
on parle de tir. Ainsi, dans le cas du calcul de la densite´ dans l’approximation Thomas-Fermi,
nous pouvons tout a` fait appliquer cette me´thode.
Afin de trouver les valeurs de de´part du calcul, nous utilisons la forme asymptotique
ge´ne´rale du potentiel Thomas-Fermi (cf. Eq. 4.76 page 65) :
χel(r →∞) = Ae−kTF r (6.70)
Cette dernie`re est parame´trise´e par la constante A. A` chaque valeur de cette constante va
correspondre une valeur de χel(0), obtenue par tir. Il suffit alors de trouver la valeur de A
qui permet de satisfaire la condition formule´e par l’Eq. 6.65, par exemple au moyen d’une
me´thode de dichotomie.
De cette manie`re, nous pouvons calculer une solution quelconque d’atome dans le jellium
(ie. avec une ionisation moyenne Z∗ arbitraire) dans l’approximation Thomas-Fermi. Comme
il a e´te´ montre´ dans 4.3 page 65, la solution variationnelle correspondra au cas ou` la condition
a` la limite en 0 sera ve´rifie´e pour A = 0.
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Me´thode ite´rative Poisson-Helmholtz
Le calcul quantique d’atome dans le jellium est un proble`me non-local. En conse´quence,
la me´thode de tir pre´sente´e ci-avant ne peut pas lui eˆtre applique´e.
La me´thode de´crite ici fut utilise´e en premier lieu par un groupe de recherche de NORDITA
travaillant sur les impurete´s dans les me´taux. Ses premie`res mises en œuvre, qui se firent
dans le cadre de l’approximation TF, sont de´crites dans les Refs. [54,96,97]. Concernant des
utilisations de cette me´thode pour les calculs quantiques, on peut citer les Refs. [55,98].
La me´thode consiste a` remplacer la proce´dure ite´rative de re´solution de l’e´quation de
Poisson par une proce´dure ite´rative de re´solution d’une e´quation de Helmholtz qui lui est
e´quivalente apre`s convergence. Ce faisant, a` chaque ite´ration, la solution est construite par
convolution d’un terme source avec la fonction de Green de l’e´quation de Helmholtz (de type
Yukawa, cf. Eq. 9.181b) et non plus avec la fonction de Green de l’e´quation de Poisson (de
type coulombien). L’inte´reˆt est d’introduire un e´crantage nume´rique via la fonction de Green.
Ainsi, les de´fauts ou exce`s de charge qui apparaissent en cours de processus ite´ratif se voient
e´crante´s et a` chaque ite´ration, c’est un potentiel a` de´croissance forte qui est construit.
En d’autres termes, cela revient a` contourner le proble`me mal pose´ non plus en relaˆchant
une des conditions aux limites (comme c’e´tait le cas dans la me´thode de tir) mais en violant
l’e´quation de Poisson au cours du processus ite´ratif.
A` partir de l’e´quation de Poisson autocohe´rente (Eq. 6.60), nous construisons l’e´quation
de Helmholtz autocohe´rente qui suit :
χ′′el(r)− k2Hχel(r) =
4π
Z
r(n {χel(r′), n0} (r)− n0θ(r −RniWS))− k2Hχel(r) ≡ SH(r) (6.71)
Le sche´ma ite´ratif consiste a` re´soudre :
χ′′el n+1(r)− k2Hχel n+1(r) =
4π
Z
r(nn(r)− n0θ(r −RniWS))− k2Hχel n(r) ≡ SH n(r) (6.72)
avec les conditions aux limites donne´es dans les Eqs. 6.63, 6.64 et 6.65 page 118.
Nous pouvons construire la solution par convolution du terme source par la fonction de
Green de Helmholtz, en syme´trie sphe´rique (cf. Eq. 9.183g page 168) :
χel n+1(r) =e
−kHr − e
−kHr
kH
∫ r
0
dr′
{
sinh(kHr
′)
(
4π
Z
r′(nn(r′)− n0θ(r′ −RniWS))− k2Hχel n(r′)
)}
− sinh(kHr)
kH
∫ ∞
r
dr′
{
e−kHr
′
(
4π
Z
r′(nn(r′)− n0θ(r′ −RniWS))− k2Hχel n(r′)
)}
(6.73)
En utilisant cette forme, nous allons calculer le potentiel χel n+1(r) dans toute la re´gion
nume´rique [0, r∞]. De manie`re pratique, nous distinguons dans le produit de convolution
les contributions lie´es au noyau, au jellium, a` la re´gion nume´rique [0, r∞] et a` la re´gion
asymptotique [r∞,∞[, en notant :
χel n+1(r) ≡ e−kHr + Inum.(r) + I∞(r) + Ijel.(r) (6.74)
La contribution du jellium peut eˆtre calcule´e sans difficulte´ comme suit :
Ijel.(r) =− 4π
Z
n0
e−kHr
kH
∫ r
0
dr′ {sinh(kHr′)r′ (1− θ(r′ −RniWS))}
− 4π
Z
n0
sinh(kHr)
kH
∫ ∞
r
dr′
{
e−kHr
′
r′ (1− θ(r′ −RniWS))
}
(6.75)
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Ijel.(r > R
ni
WS) =−
4π
Z
n0
e−kHr
kH
∫ RniWS
0
dr′ {sinh(kHr′)r′} (6.76a)
=− 4π
Z
n0
e−kHr
kH
(
RniWS
cosh(kHR
ni
WS)
kH
− sinh(kHR
ni
WS)
k2H
)
(6.76b)
=− 4π
Z
n0
(
e−kH(r−R
ni
WS)
2k2H
(
RniWS −
1
kH
)
+
e−kH(r+R
ni
WS)
2k2H
(
RniWS +
1
kH
))
(6.76c)
Ijel.(r < R
ni
WS) =−
4π
Z
n0
(
e−kHr
kH
∫ r
0
dr′ {sinh(kHr′)r′}+ sinh(kHr)
kH
∫ RniWS
r
dr′
{
e−kHr
′
r′
})
(6.77a)
=− 4π
Z
n0
(
r
k2H
+
(
e−kH(R
ni
WS+r)
2k2H
− e
−kH(RniWS−r)
2k2H
)(
RniWS +
1
kH
))
(6.77b)
Pour calculer la contribution de la zone nume´rique, nous devons effectuer nume´riquement,
en chaque point, l’inte´grale suivante :
Inum.(r) =− e
−kHr
kH
∫ r
0
dr′
{
sinh(kHr
′)
(
4π
Z
r′(nn(r′)− n0)− k2Hχel n(r′)
)}
− sinh(kHr)
kH
∫ r∞
r
dr′
{
e−kHr
′
(
4π
Z
r′(nn(r′)− n0)− k2Hχel n(r′)
)}
(6.78)
en pratique, afin de simplifier les calculs nume´riques, nous de´finissons les fonctions P (r) et
Q(r) :
P (r) ≡
∫ r
0
dr′
{
sinh(kHr
′)
(
4π
Z
r′(nn(r′)− n0)− k2Hχel n(r′)
)}
(6.79)
Q(r) ≡
∫ r
r∞
dr′
{
e−kHr
′
(
4π
Z
r′(nn(r′)− n0)− k2Hχel n(r′)
)}
(6.80)
Nous pouvons effectuer une proce´dure d’inte´gration nume´rique vers l’exte´rieur pour calculer
P (r), une proce´dure d’inte´gration nume´rique vers l’inte´rieur pour calculer Q(r) et le calcul
de Inum.(r) se re´sume alors a` :
Inum.(r) = −e
−kHr
kH
P (r) +
sinh(kHr)
kH
Q(r) (6.81)
La contribution asymptotique s’exprime comme suit :
I∞(r) = −sinh(kHr)
kH
∫ ∞
r∞
dr′
{
e−kHr
′
(
4π
Z
r′(nn(r′)− n0)− k2Hχel n(r′)
)}
(6.82)
Nous allons faire appel aux formes asymptotiques n∞n (r) et χ
∞
el n(r) de la densite´ et du potentiel
e´lectrostatique pour calculer ce terme.
Concernant la de´rive´e du potentiel χ′el n+1(r), nous pouvons e´crire :
χ′el n+1(r) ≡ −kHe−kHr + I ′num.(r) + I ′∞(r) + I ′jel.(r) (6.83)
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I ′jel.(r < R
ni
WS) = −
4π
Z
n0
(
1
k2H
− kH
(
e−kH(R
ni
WS+r)
2k2H
+
e−kH(R
ni
WS−r)
2k2H
)(
RniWS +
1
kH
))
(6.84)
I ′jel.(r > R
ni
WS) = −kHIjel.(r > RniWS) (6.85)
I ′num.(r) =e
−kHrP (r) + cosh(kHr)Q(r)− e
−kHr
kH
P ′(r) +
sinh(kHr)
kH
Q′(r) (6.86a)
=e−kHrP (r) + cosh(kHr)Q(r) (6.86b)
I ′∞(r) = kH
cosh(kHr)
sinh(kHr)
I∞(r) (6.87)
Condition a` la limite et forme asymptotique du potentiel
Comme nous l’avons vu ci-dessus, la construction d’une solution de l’e´quation de Poisson-
Helmholtz en utilisant la fonction de Green ne´cessite le calcul du terme inte´gral asymptotique
I∞ qui met en jeu une forme asymptotique du potentiel e´lectrostatique χ∞el n(r). D’autre part,
pour de´marrer l’inte´grale externe Q, il nous faut un moyen de calculer les points au voisinage
de r∞. Enfin, pour re´aliser la condition variationnelle, il est utile de calculer la contribution
asymptotique a` l’inte´grale de l’Eq. 4.41 page 60.
En premier lieu, nous conside`rons qu’au-dela` du rayon de la re´gion nume´rique r∞, l’e´qua-
tion de Poisson est toujours ve´rifie´e, avec une forme asymptotique de la densite´ n∞n (r) que
l’on pre´cisera ulte´rieurement.
χ∞′′el n (r) =
4π
Z
r (n∞n (r)− n0) (6.88)
Apre`s convergence du processus d’ite´ration, l’e´quation de Poisson sera ve´rifie´e partout et
il y aura alors raccordement de χel n(r) = χel n+1(r) sur χ
∞
el n(r) en r∞. La contribution
asymptotique peut eˆtre re´e´crite :
I∞(r) =− sinh(kHr)
kH
∫ ∞
r∞
dr′
{
e−kHr
′ (
χ∞′′el n (r
′)− k2Hχ∞el n(r′)
)}
(6.89a)
deux inte´grations par parties sur le premier terme re´sultent en :
=− sinh(kHr)
kH
([
e−kHr
′
χ∞′el n(r
′)
]∞
r∞
+ kH
[
e−kHr
′
χ∞el n(r
′)
]∞
r∞
+ k2H
∫ ∞
r∞
dr′
{
e−kHr
′
χ∞el n(r
′)
}
−k2H
∫ ∞
r∞
dr′
{
e−kHr
′
χ∞el n(r
′)
})
(6.89b)
=
sinh(kHr)
kH
e−kHr∞ (χ∞′el n(r∞) + kHχ
∞
el n(r∞)) (6.89c)
D’autre part, en r = r∞, nous pouvons e´crire :
kHχel n(r∞) = kHe−kHr∞ + kHIjel.(r∞)− e−kHr∞P (r∞) + kHI∞(r∞) (6.90)
χ′el n(r∞) = −kHe−kHr∞ − kHIjel.(r∞) + e−kHr∞P (r∞) + kH
cosh(kHr∞)
sinh(kHr∞)
I∞(r∞) (6.91)
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Fig. 6.11 – Une illustration du saut de potentiel en r∞. On pre´sente ici le cas de l’aluminium
a` 10.8 g.cm−3, 2 eV , pour l’ionisation moyenne d’e´quilibre (Z∗ = 3.4855) avec un rayon de
re´gion nume´rique r∞ = 20 a0.
d’ou` l’e´galite´ :
χ′el n(r∞) + kHχel n(r∞) =kH
(
1 +
cosh(kHr∞)
sinh(kHr∞)
)
I∞(r∞) =
kHe
kHr∞
sinh(kHr∞)
I∞(r∞) (6.92)
=χ∞′el n(r∞) + kHχ
∞
el n(r∞) (6.93)
Ainsi, dans la me´thode ite´rative pre´sente´e ici, la condition a` la limite ve´rifie´e par construction
par le potentiel ne fixe ni la valeur de χel n(r∞), ni la valeur de χ′el n(r∞) mais bien la valeur
de la combinaison : (χ′el n(r∞) + kHχel n(r∞)). Il n’y a raccordement de χel n(r∞) et χ
′
el n(r∞)
sur leurs valeurs asymptotiques que dans la mesure ou` l’e´quation de Poisson est ve´rifie´e dans
la re´gion nume´rique. Ce raccordement n’est donc effectif qu’apre`s convergence et est sujet
a` l’erreur nume´rique. En ge´ne´ral, il subsiste un saut de potentiel en r∞ entre la solution
nume´rique apre`s convergence et la forme asymptotique.
La Fig. 6.11 pre´sente cet artefact dans le cas d’un calcul ou` les oscillations de Friedel sont
assez pre´sentes. Comme on peut le voir, le raccordement est effectue´ a` une impre´cision pre`s.
Afin d’obtenir une expression χ∞el n(r), nous utilisons la forme asymptotique de la densite´
issue de la the´orie de la re´ponse line´aire n∞(r) = n1(r). En pratique, nous raccordons en r∞
la forme suivante sur la densite´ calcule´e nume´riquement, en ajustant les coefficients A, B et
δ :
r ≈ r∞ ⇒ n(r)− n0 = n1(r)− n0 = Ae
−kTF r
r
+B
e−2b
F
0
r
r3
sin(2aF0 r + δ) (6.94)
Nous calculons ensuite le potentiel ve´rifiant l’e´quation de Poisson pour cette forme asympto-
tique (de´tail dans 9.14 page 168) :
χ∞el n(r) =
4π
Z
A
e−kTF r
k2TF
− 4π
Z
Be−2b
F
0
r sin(2aF0 r + δ)
+
4π
Z
B
((
αF0 (1 + 2b
F
0 r) + 2β
F
0 a
F
0 r
)
sin δ +
(
βF0 (1 + 2b
F
0 r) + 2α
F
0 a
F
0 r
)
cos δ
)
(6.95)
Nous pouvons effectuer le meˆme type de calcul pour la de´rive´e χ′el∞(r) (de´tail dans 9.14 page
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168) :
χ∞′el n(r) =−
4π
Z
A
e−kTF r
kTF
− 4π
Z
B
e−2b
F
0
r
r
sin(2aF0 r + δ)
− 4π
Z
B
((−2αF0 bF0 − 2βF0 aF0 ) sin δ + (−2βF0 bF0 + 2αF0 aF0 ) cos δ) (6.96)
Afin de re´aliser la condition variationnelle, il est utile de calculer e´galement l’inte´grale du
potentiel (de´tail et notations dans 9.14 page 168) :∫ ∞
r∞
dr {rχ∞el n(r)} =
4π
Z
A
e−kTF r
k3TF
(
r∞ +
1
kTF
)
− 4π
Z
B
(
−r
2
∞
2
(
αF0 sin(δ) + β
F
0 cos(δ)
)
+
2r3∞
3
(−(αF0 bF0 + βF0 aF0 ) sin(δ) + (αF0 aF0 − βF0 bF0 ) cos(δ))
−1
2
I1S +
2bF0
3
I2S −
2aF0
3
I2C
)
(6.97)
Une premie`re remarque est que cette condition a` la limite de raccordement sur une forme
de type “re´ponse line´aire asymptotique” ne correspond pas a` la condition limite de champ
nul utilise´e pour le calcul des fonctions d’ondes. En effet, pour eˆtre pleinement cohe´rent avec
la condition de champ nul, il faudrait plutoˆt raccorder la densite´ sur une forme obtenue
a` partir de cette hypothe`se. Cependant, lorsque l’on adopte cette me´thode, le calcul des
diffe´rents termes inte´graux – notamment celui de la condition variationnelle – ne´cessite le
calcul nume´rique d’inte´grales de forme (les autres terme qui apparaissent peuvent se traiter
analytiquement) : ∫ ∞
0
dE
{
fFn0(E)
∫ ∞
r∞
dr {rF (r)G(r)}
}
(6.98)
ou` F et G sont des fonctions de Bessel. Effectuer un tel traitement nume´rique de la condi-
tion asymptotique apparaˆıt finalement aussi couˆteux qu’e´tendre la re´gion dans laquelle nous
effectuons le calcul comple`tement nume´rique de la valeur des Observables. Nous pre´fe´rons
donc utiliser la condition de raccordement fonde´e sur la re´ponse line´aire, quitte a` repousser
la limite externe de notre re´gion nume´rique pour en diminuer l’effet.
Comme nous l’avons vu dans 5 page 83, la re´ponse line´aire ne de´crit en ge´ne´ral pas
parfaitement le comportement de la densite´ au-dela` de la re´gion nume´rique. Son utilisation
malgre´ ses limites peut eˆtre conside´re´e comme un pis-aller. Cependant, a` de´faut d’eˆtre parfait,
ce traitement de la condition a` la limite permet ge´ne´ralement d’assurer une de´pendance
tre`s faible en maillage. Ceci meˆme pour des calculs relativement se´ve`res, impliquant des
oscillations de Friedel faiblement amorties6.
La Fig. 6.12 pre´sente les densite´s obtenues pour des calculs impliquant des re´gions nume´-
riques de 10 a0 et de 20 a0. Cette figure se concentre sur les oscillations de Friedel, importantes
dans le cas conside´re´ (cuivre a` dix fois la densite´ du solide, 2 eV ). Les ionisations moyennes
d’e´quilibre obtenues par les deux calculs pre´sente´s sur cette figure sont identiques.
Convergence de la me´thode
Partant d’un potentiel e´lectrostatique initial, il s’agit d’ite´rer les calculs de la densite´
et les produits de convolution afin de converger vers le potentiel autocohe´rent. En ge´ne´ral,
6“It’s not just good. It’s good enough !”
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Fig. 6.13 – Illustration de la convergence d’un calcul d’atome dans le jellium avec la me´thode
ite´rative, ici le cas de l’aluminium a` 10.8 g.cm−3, a` une tempe´rature de 2 eV , pour l’ionisation
moyenne d’e´quilibre (Z∗ = 3.4855). Le coefficient de relaxation choisi est 0.3. On pre´sente le
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nous choissisons de partir du potentiel Thomas-Fermi. A` partir du sche´ma ite´ratif que nous
venons de de´crire, diffe´rentes me´thodes peuvent eˆtre utilise´es pour assurer ou acce´le´rer la
convergence.
La plus simple de mise en œuvre consiste a` appliquer un simple coefficient de relaxation
au potentiel e´lectrostatique, d’une ite´ration sur l’autre. Ge´ne´ralement, la me´thode ite´rative
converge sans proble`me lorsqu’elle est applique´e avec une sous-relaxation suffisante.
Une me´thode a` peine moins simple est celle propose´e dans la Ref. [99]. Cette me´thode
consiste a` conside´rer la re´ponse du processus ite´re´ (calcul de la densite´ et produit de convo-
lution) comme local et line´aire. Conside´rant alors deux potentiels initiaux et les potentiels
finals qui leurs sont associe´s, nous pouvons chercher localement, en chaque nœud du maillage,
la valeur du potentiel qui sera invariante. Apre`s tests, il s’ave`re que cette me´thode se re´ve`le
efficace dans le cas ou` la densite´ est calcule´e dans l’approximation Thomas-Fermi. Elle per-
met alors d’obtenir la convergence en un nombre d’ite´rations conside´rablement plus faible
qu’avec une simple me´thode de relaxation (re´duction supe´rieure a` un facteur 2 sur le nombre
d’ite´rations dans certains cas). En revanche, dans le cas des calculs quantiques, cette me´thode
ne semble pas apporter d’ame´lioration. Ceci s’explique tre`s probablement par le fait que dans
le cas Thomas-Fermi, le proble`me est effectivement local alors qu’il ne l’est pas dans le cas
quantique.
Une me´thode plus fine pourrait passer par un calcul nume´rique de la fonction de re´ponse
du processus ite´re´ afin d’appliquer une me´thode de gradient.
La Fig. 6.13 illustre la convergence vers le potentiel autocohe´rent dans un cas d’aluminium
a` 10.8 g.cm−3 (4ρ0), a` la tempe´rature de 2 eV , pour l’ionisation d’e´quilibre Z∗ = 3.4855.
Apre`s diffe´rents tests, notre choix s’est porte´ sur une simple me´thode de sous-relaxation
a` coefficient fixe. Une telle me´thode pre´sente l’avantage crucial de la robustesse et un choix
judicieux du coefficient de relaxation en fonction du re´gime e´tudie´ permet bien souvent d’at-
teindre des performances honorables quant a` la rapidite´ de convergence.
La Fig. 6.14a pre´sente les processus de convergence pour diffe´rents coefficients de relaxa-
tion dans le cas d’un calcul du fer a` 78.74 g.cm−3 (10ρ0), a` la tempe´rature de 2 eV . Comme
nous pouvons le constater, il existe un choix optimal du coefficient de relaxation, ici 0.8, qui
permet d’atteindre une grande rapidite´ de convergence. Une sous-relaxation plus forte conti-
nue a` garantir la convergence mais allonge la dure´e du calcul. Une sous-relaxation plus faible,
voire une sur-relaxation, allonge la dure´e du calcul et peut meˆme entrainer une divergence.
Dans la me´thode ite´rative Poisson-Helmholtz, le choix du parame`tre kH est en the´orie
laisse´ libre. Cependant, certaines conside´rations pratiques restreignent le choix quant a` cette
grandeur. En effet, le parame`tre kH correspond au nombre d’onde dans la fonction de Green
par laquelle nous convoluons le terme source a` chaque ite´ration. Il de´finit donc la longueur
d’e´cran de l’information, c’est-a`-dire la porte´e a` laquelle une information peut se re´percuter
d’une ite´ration a` l’autre. Il apparaˆıt donc e´vident que le choix de kH posse`de une incidence
sur la rapidite´ de convergence de la me´thode. De manie`re intuitive, plus la longueur d’e´cran
est courte (c’est-a`-dire plus kH est grand), plus le processus ite´ratif est long. A` l’inverse,
une longueur d’e´cran plus grande (c’est-a`-dire un kH plus petit) correspond a` un processus
ite´ratif plus court. Bien e´videmment, il faut garder a` l’esprit que le but de la me´thode ite´-
rative Poisson-Helmholtz est pre´cise´ment d’introduire une longueur d’e´cran afin de localiser
le potentiel a` chaque ite´ration, malgre´ le de´faut de neutralite´. Plus la longueur d’e´cran est
grande, plus la distance a` laquelle le de´faut de neutralite´ est e´crante´ est grande, et plus la
re´gion nume´rique doit eˆtre e´tendue. Rappellons a` ce sujet que dans le cas kH = 0, la me´thode
revient a` une re´solution ite´rative de l’e´quation de Poisson (e´quation et fonction de Green
deviennent celles de Poisson). Ainsi donc, le choix de kH est une affaire de compromis entre
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Fig. 6.14 – Fer a` 78.74 g.cm−3 (10ρ0), a` la tempe´rature de 2 eV , pour l’ionisation moyenne
d’e´quilibre Z∗ = 8.76. Illustration de l’effet du choix du coefficient de relaxation sur la
convergence de la me´thode pour un parame`tre kH = k
Z∗
TF (a). Figurent a` coˆte´ des courbes
les coefficients de relaxation correspondants. Illustration de l’effet du choix de kH sur la
convergence de la me´thode avec un coefficient de relaxation de 0.3 (b). En trait plein est
repre´sente´e la convergence pour kH = k
Z∗
TF , en tirete´ la convergence pour kH = 2k
Z∗
TF et en
point-tirete´ la convergence pour kH = 1/2 k
Z∗
TF .
rapidite´ de la me´thode ite´rative et taille de la re´gion nume´rique. Une politique de choix peut
donc eˆtre de dimensionner la re´gion nume´rique en fonction des besoins de la physique, c’est-
a`-dire en fonction des longueurs de de´croissance que l’on s’attend a` trouver (kZ
∗
TF – nombre
d’onde Thomas-Fermi qui correspond a` l’ionisation moyenne – pour l’e´crantage et bF0 – partie
imaginaire du poˆle de Fermi d’ordre ze´ro – pour les oscillations de Friedel) puis a` dimen-
sionner kH afin d’e´cranter le de´faut de neutralite´ dans cette re´gion. Dans les faits, il peut
parfois s’ave´rer plus judicieux d’e´tendre un peu la re´gion nume´rique pour re´duire le nombre
d’ite´rations. Enfin, on notera qu’il est e´galement possible de jouer sur le choix de kH en cours
de processus ite´ratif, au fur et a` mesure que le de´faut de neutralite´ a` e´cranter se re´duit.
Apre`s diffe´rents tests, toujours dans un souci de robustesse, nous avons opte´ pour un choix
de parame`tre kH statique, souvent fixe´ au nombre d’onde Thomas-Fermi k
Z∗
TF qui correspond
a` l’ionisation moyenne Z∗ pour laquelle le calcul est effectue´.
La Fig. 6.14b pre´sente les processus de convergence pour diffe´rents parame`tres kH . Le
rayon de la re´gion nume´rique a` e´te´ ici choisi pour permettre un calcul a` kH = k
Z∗
TF/2. Comme
nous pouvons le constater sur la figure, la rapidite´ de convergence de´croˆıt avec la longueur
d’e´cran de la fonction de Green.
Il faut encore remarquer qu’apre`s convergence, dans le cadre de l’erreur nume´rique re´si-
duelle, il subsiste une trace de l’e´crantage nume´rique sur la solution. Cet aspect de´routant de
la me´thode pre´sente´e ici n’a de conse´quence que lorsque cet artefact devient du meˆme ordre
de grandeur que les comportements physiques a` calculer. Un tel cas peut se pre´senter dans les
calculs qui mettent en jeu des ionisations moyennes tre`s faibles. Les variations de densite´s en
dehors de la sphe`re de Wigner-Seitz ont alors une amplitude tre`s faible et peuvent eˆtre alte´-
re´s par la trace de l’e´crantage nume´rique. De manie`re raisonnable, il ne convient d’appliquer
cette me´thode ite´rative que lorsque l’ionisation moyenne est significative.
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Chapitre 7
Code VAAQP et exploitation pour le
calcul d’e´quations d’e´tat
7.1 Code VAAQP
Le code VAAQP a e´te´ conc¸u afin d’effectuer des calculs nume´riques sur la base du mode`le
variationnel de´crit dans le chapitre 4. Il imple´mente les me´thodes nume´riques de´crites au
chapitre 6 dans une structure oriente´e objet, code´e en C++. De cette manie`re, une grande
souplesse est obtenue dans l’utilisation et dans l’adaptation du code a` diffe´rents types de
calcul.
A` l’heure actuelle trois options sont disponibles en ce qui concerne le calcul de la densite´. Il
peut s’effectuer dans le formalisme quantique non-relativiste – par re´solution de l’e´quation de
Schro¨dinger –, dans le formalisme quantique relativiste – par re´solution de l’e´quation de Dirac
– ou encore dans le formalisme quasiclassique de Thomas-Fermi. Dans chacun de ces trois
cas, c’est la the´orie des fonctionnelles de la densite´ qui est applique´e avec l’approximation de
la densite´ locale pour le terme d’e´change corre´lation (DFT-LDA).
Plusieurs termes d’e´change-corre´lations sont disponibles ; notamment le terme d’e´change
de Kohn-Sham (cf. Ref. [35]) seul ou avec un terme de corre´lation Hedin-Lundqvist (cf.
Ref. [100]), le terme avec corrections de gradient de Perrot (cf. Ref. [101]) ou encore le terme
d’e´change-corre´lation d’Iyetomi-Ichimaru (cf. Ref. [102]). N’importe quel autre terme LDA
peut tre`s simplement eˆtre utilise´ dans le code.
Dans un souci de validation et de comparaison avec d’autres mode`les, le code VAAQP
posse`de diffe´rentes options permettant de re´aliser, outre le mode`le variationnel, des calculs
avec un mode`le d’atome dans le jellium a` sphe`re de Wigner-Seitz neutre ainsi qu’avec un
mode`le de type Inferno.
Chacune de ces deux options a e´te´ de´veloppe´e dans un but pre´cis. L’option de mise
en œuvre d’un mode`le de type Inferno est apparue naturellement ne´cessaire pour deux
raisons. La premie`re e´tait de pouvoir appliquer ce mode`le avec des proce´dures de calcul
rigoureusement identiques a` celles utilise´es pour notre mode`le variationnel. La seconde e´tait
la validation de nos me´thodes de calculs de la densite´. Nous avons ainsi pu confronter nos
re´sultats a` d’autres, issus du code Purgatorio qui met en œuvre le mode`le Inferno de type
T. L’inte´reˆt de la mise en œuvre d’un mode`le d’atome dans le jellium a` sphe`re de Wigner-Seitz
neutre est surtout the´orique. Nous noterons qu’un tel mode`le n’est aborde´ nulle part dans la
litte´rature et ne posse`de pas un grand inte´reˆt en tant que tel. Cependant, se pencher sur ce
mode`le s’est re´ve´le´ largement utile d’un point de vue the´orique, comme e´tape interme´diaire
de comparaison entre le mode`le variationnel et le mode`le Inferno. Il permet notamment de
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distinguer les effets respectifs des deux grandes hypothe`ses du mode`le Inferno : neutralite´
de la sphe`re de Wigner-Seitz et nullite´ du potentiel en dehors de cette meˆme sphe`re.
En execution purement se´quentielle, le calcul d’un point de l’e´quation d’e´tat (de´fini par
le couple densite´-tempe´rature) peut eˆtre effectue´ a` l’aide d’un microprocesseur re´cent en
quelques minutes. Afin de re´duire encore les temps d’exe´cution, le code VAAQP s’est vu
dote´ d’un mode d’exe´cution paralle`le a` me´moire partage´e, re´alise´ au moyen des directives
OpenMP. Les temps de calculs mis en jeu permettent la construction de tables d’e´quation
d’e´tat dans des temps humainement acceptables, de l’ordre de quelques heures pour les cas
pre´sente´s dans ce manuscrit.
Dans toute la conception de ce code, un soin particulier a e´te´ apporte´ a` la pre´cision des
calculs. En effet, le calcul de la pression via le the´ore`me du viriel consiste en une diffe´rence de
deux e´nergies, de l’ordre de la dizaine d’Hartree par a30 pour obtenir une pression de l’ordre
du centie`me de Hartree par a30 avec, dans les pires cas, 3 chiffres significatifs. Typiquement,
un tel calcul ne´cessite d’avoir une pre´cision correcte sur le 6e`me chiffre significatif des e´nergies.
7.2 Cohe´rence thermodynamique
Les premiers re´sultats issus du code VAAQP ont permis la ve´rification directe de la
cohe´rence thermodynamique des valeurs obtenues avec notre mode`le variationnel. Dans le
cadre de ce mode`le, la pression peut eˆtre calcule´e de trois manie`res. En premier lieu, nous
pouvons calculer la pression par application de la formule pre´sente´e dans l’Eq. 4.90 page
67 (re´sultats de´note´s par “Formula”). En second lieu, il est possible de calculer la pression
par de´rivation de l’e´nergie libre le long d’une isotherme (re´sultats de´note´s par “Thermo”).
Dans la mise en œuvre nume´rique, nous proce´dons alors a` une simple diffe´rence finie. Enfin,
nous pouvons calculer la pression en appliquant le the´ore`me du viriel (re´sultats de´note´s par
“Virial”). Dans le cas du mode`le Inferno, seuls les calculs par de´rivation de l’e´nergie libre
(“Thermo”) et application du the´ore`me du viriel (“Virial”) sont pertinents. En effet, ce mode`le
ne conduit pas a` une formule analytique pour la pression.
La Fig. 7.1 pre´sente une illustration comparative de la cohe´rence thermodynamique obte-
nue avec VAAQP sur l’isotherme a` 2 eV de l’aluminium. Sont pre´sente´es les valeurs obtenues
par les trois calculs de la pression pour le mode`le variationnel ainsi que par les deux calculs
de la pression approprie´s dans le cas de l’option Inferno du code. L’isotherme obtenue
avec le mode`le de Thomas-Fermi-Dirac (via l’option Thomas-Fermi du code) est e´galement
repre´sente´e sur la figure.
Il convient de remarquer que selon la de´finition choisie pour la pression, la correction
par rapport au mode`le Thomas-Fermi qu’apporte le mode`le Inferno sur cette isotherme
peut eˆtre positive ou ne´gative. L’e´cart relatif entre les re´sultats issus des deux de´finitions
possible pour le mode`le Inferno atteint plusieurs dizaines de pourcents (45% vers 4 g.cm−3,
supe´rieur a` 20% sur tout le domaine repre´sente´).
Dans le cas du mode`le variationnel, nous insisterons sur l’accord pre´cis entre les re´sultats
issus des diffe´rentes de´finitions. Nous noterons aussi, sur cette isotherme, la proximite´ des va-
leurs de la pression e´lectronique avec celles issues du mode`le de Thomas-Fermi. Bien entendu,
la cohe´rence thermodynamique du mode`le variationnel a e´te´ ve´rifie´e avec d’autres transfor-
mations thermodynamiques. D’ailleurs, elle fait l’objet d’une ve´rification syste´matique dans
nos calculs d’e´quations d’e´tat et constitue un crite`re qui permet la de´tection d’e´ventuelles
erreurs nume´riques.
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Fig. 7.1 – Illustration de la cohe´rence thermodynamique obtenue avec le mode`le variationnel
sur le cas de l’isotherme a` 2 eV de l’aluminium
7.3 E´quations d’e´tat
Dans le cas de notre mode`le variationnel, la pression e´lectronique est presqu’exclusivement
lie´e a` l’ionisation moyenne Z∗ issue du calcul. Donner Z∗ en fonction de la densite´ ρ et de
la tempe´rature T est donc pratiquement e´quivalent donner la pression. D’autre part, dans la
litte´rature, l’ionisation moyenne est tre`s souvent utilise´e comme repre´sentation de l’e´quation
d’e´tat pour son aspect pratique dans la comparaison des mode`les.
La Fig. 7.2 pre´sente les ionisations moyennes de l’aluminium obtenues avec le mode`le
variationnel (option principale de VAAQP) (Fig. 7.2a), avec l’option Inferno de VAAQP
(Fig. 7.2b) et avec le mode`le de Thomas-Fermi-Dirac (option TF de VAAQP) (Fig. 7.2c). De
manie`re similaire, les Figs 7.3a,b,c et 7.4a,b,c pre´sentent les ionisations moyennes obtenues
avec ces diffe´rents mode`les pour le fer et le cuivre.
Les calculs quantiques ont e´te´ effectue´s a` l’aide de l’option non-relativiste de calcul de
la densite´. Le terme d’e´change de Kohn-Sham a e´te´ choisi d’une part pour la comparaison
directe avec le mode`le de Thomas-Fermi-Dirac et d’autre part parce que les tempe´ratures
que nous conside´rons dans ces figures ne ne´cessitent pas un traitement des effets thermiques
et des corre´lations.
Nous tenons ici a` mettre en garde le lecteur quant a` la pertinence the´orique de ces figures,
qui pre´sentent l’ionisation moyenne Z∗. Bien que tre`s pratique pour comprendre les diffe´-
rences de comportement entre les mode`les, l’ionisation moyenne Z∗ pose des proble`mes de
de´finition. Plusieurs de´finitions de Z∗ peuvent en effet eˆtre avance´es. Les plus courantes sont
la soustraction du nombre d’e´lectrons lie´s a` la charge du noyau (Z −∑ℓ 2(2ℓ+ 1)fF (Enr,ℓ))
ou bien encore, par analogie avec le mode`le de Thomas Fermi dans son interpre´tation clas-
sique, le rapport de la densite´ e´lectronique au rayon de Wigner-Seitz a` la densite´ ionique.
Rappelons que, dans le cas ou` la de´finition de Z∗ fait intervenir une distinction entre e´tats
du continuum et e´tats lie´s, il n’existe pas d’Observable au sens de la me´canique quantique
qui lui corresponde. En effet, cette distinction repose uniquement sur le choix de la base de
repre´sentation et, e´videmment, la valeur d’une Observable ne peut en aucun cas de´pendre
d’un tel choix.
Dans notre cas, la de´finition de Z∗ correspond a` la charge apparente des ions du jellium
(Z∗ = n0/ni, ou` n0 est la valeur asymptotique de la densite´). La valeur de Z∗ est alors
directement lie´e au potentiel chimique. Or la de´finition de ce potentiel chimique est lie´e
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Fig. 7.2 – E´quations d’e´tat : ionisation moyenne Z∗ de l’aluminium en fonction de la densite´
ρ et de la tempe´rature T pour le mode`le variationnel (a), le mode`le Inferno(b) et le mode`le
Thomas-Fermi-Dirac (c).
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Fig. 7.3 – E´quations d’e´tat : ionisation moyenne Z∗ du fer en fonction de la densite´ ρ et
de la tempe´rature T pour le mode`le variationnel (a), le mode`le Inferno(b) et le mode`le
Thomas-Fermi-Dirac (c).
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Fig. 7.4 – E´quations d’e´tat : ionisation moyenne Z∗ du cuivre en fonction de la densite´ ρ
et de la tempe´rature T pour le mode`le variationnel (a), le mode`le Inferno(b) et le mode`le
Thomas-Fermi-Dirac (c).
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Fig. 7.5 – E´quations d’e´tat : ionisation moyenne Z∗ du plomb en fonction de la densite´ ρ
et de la tempe´rature T pour le mode`le variationnel (a), le mode`le Inferno(b) et le mode`le
Thomas-Fermi-Dirac (c).
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Fig. 7.6 – Comparaison entre les re´sultats issus du mode`le variationnel (VAAQP), ceux issus
du mode`le Inferno (INFERNO option) et ceux issus du mode`le d’atome dans le jellium a`
sphe`re de Wigner-Seitz neutre (NWS option). Comparaison de l’ionisation moyenne le long
de l’isotherme a` 2 eV de l’aluminium.
a` la condition limite sur le potentiel e´lectrostatique (en fait la grandeur invariante est le
potentiel e´lectrochimique). En conse´quence, si la de´finition de Z∗ reste la meˆme lorsqu’on
passe d’un mode`le d’atome dans le jellium a` un autre, elle diffe`re en revanche lorsque l’on
passe a` un mode`le de type Inferno, ou` le potentiel est de´fini comme nul a` l’exte´rieur
de la sphe`re de Wigner-Seitz. En d’autres termes, dans le cadre d’un mode`le Inferno, la
densite´ peut eˆtre vue comme discontinue au rayon de Wigner-Seitz (si on conside`re qu’elle est
prolonge´e par le jellium) et n0 ne correspond pas rigoureusement a` une valeur asymptotique.
De manie`re ge´ne´rale, la comparaison de grandeurs the´oriques entre un mode`le d’atome a`
extension spatiale finie et un mode`le d’atome infiniment e´tendu est une de´marche de´licate.
En termes de valeurs nume´riques, les changements de de´finition influent relativement peu.
La comparaison de Z∗ entre un mode`le de type Inferno et un mode`le d’atome dans le jellium,
a` de´faut d’eˆtre comple`tement rigoureuse, peut eˆtre admise dans une certaine mesure comme
pertinente. Pour s’en convaincre, le lecteur pourra constater sur la Fig. 7.6 la proximite´ des
valeurs de Z∗ obtenues le long de l’isotherme a` 2 eV de l’aluminium, d’une part avec le
mode`le Inferno et d’autre part avec le mode`le d’atome dans le jellium a` sphe`re de Wigner-
Seitz neutre. Cette proximite´ montre encore que les effets d’extension spatiale finie restent
en eux-meˆmes peu importants en regard des effets de sphe`re de Wigner-Seitz neutre.
Nous tenons e´galement a` mettre en garde le lecteur quant a` la pertinence de l’ionisation
moyenne Z∗ en tant que grandeur pouvant eˆtre confronte´e a` l’expe´rience. On trouve dans la
litte´rature de nombreuses valeurs pour l’ionisation moyenne, ou encore pour le nombre d’e´lec-
trons libres par atome. Bien souvent, ces valeurs se re´fe`rent aux e´lectrons de valence (cf. par
exemple la Ref. [103]). Dans certaines expe´riences de diffusion Thomson (cf. Ref. [104]), un
autre type de valeur est avance´, qui de´pend du mode`le de conductivite´ utilise´ pour l’inter-
pre´tation. Notre de´finition de Z∗ correspond a` une valeur asymptotique de la densite´ dans
un atome qui, rappelons-le, n’est pas a` voir comme un e´le´ment constitutif du plasma mais
plutoˆt comme une entite´ statistique. L’assimilation directe de cette valeur a` une grandeur
mesurable par l’expe´rience n’est pas une de´marche totalement justifie´e. Plus pertinente serait
la confrontation de coefficients de transports calcule´s sur la base du mode`le avec des valeurs
mesure´es.
Une premie`re observation est que les comportements qualitatifs d’ionisation par pression
et par effet thermique sont restitue´s par chacun des mode`les. Pour s’en convaincre, il suffit
de regarder sur les Figs 7.2, 7.3 et 7.4 l’allure des isothermes et des isochores les plus basses
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pour chacun des trois mode`les.
De manie`re ge´ne´rale, nous obtenons par les mode`les quantiques des ionisations moyennes
infe´rieures a` celles issues du mode`le de Thomas-Fermi. En ce qui concerne le mode`le va-
riationnel, il faut rappeler qu’une densite´ du jellium infe´rieure implique aussi des pressions
e´lectroniques infe´rieures (cf. Eq. 4.90 page 67). La contribution des ions a` la pression est tre`s
logiquement une fonction croissante de l’ionisation moyenne, il est donc le´gitime de penser
que la pression totale obtenue avec le mode`le variationnel sera d’une manie`re ge´ne´rale moins
e´leve´e que la pression totale obtenue graˆce au mode`le de Thomas-Fermi. Les diffe´rences entre
les pressions obtenues avec mode`le Inferno et celles issues du mode`le Thomas-Fermi de´-
pendent largement de la de´finition de la pression adopte´e dans le cas d’Inferno. Cela a de´ja`
e´te´ aborde´ pre´ce´demment.
Dans la re´gion des hautes tempe´ratures, aux densite´s mode´re´es, les re´sultats issus du
mode`le variationnel tendent a` rejoindre ceux issus du mode`le Inferno. Par exemple, pour
le fer a` 3.9 g.cm−3 (ρ0/2), a` la tempe´rature de 40 eV , les e´carts relatifs sur l’ionisation
moyenne et la pression sont de l’ordre de 0.1%. Cette concordance provient de la faiblesse
des oscillations de Friedel dans ce re´gime.
Dans le re´gime des hautes densite´s et tempe´ratures mode´re´es, la` ou` les oscillations de
Friedel sont peu amorties, les re´sultats obtenus avec le mode`le variationnel diffe´rent a` la fois
de ceux obtenus avec le mode`le Inferno et de ceux obtenus avec le mode`le Thomas-Fermi.
Concernant les extre`mes en densite´ de ce re´gime, il est le´gitime de s’interroger sur la limite
de validite´ de tous les mode`les.
Proche des conditions normales, nous obtenons par les mode`les Inferno et Thomas-
Fermi (cf. Figs 7.2b et c, Figs 7.3b et c et Figs 7.4b et c ) une ionisation non nulle. Un tel
comportement peut eˆtre impute´ a` l’hypothe`se de neutralite´ de la sphe`re deWigner-Seitz. Dans
le cas du mode`le d’atome dans le jellium a` sphe`re de Wigner-Seitz neutre, un comportement
tout a` fait similaire est d’ailleurs observe´.
Comme nous pouvons le voir sur les e´quations d’e´tat pre´sente´es en Fig. 7.2a, Fig. 7.3a
et Fig. 7.4a, la solution du mode`le variationnel semble tendre vers l’atome quasi-neutre de`s
que l’on s’approche du re´gime des conditions normales. En fait, la condition variationnelle
autorise une extension du potentiel e´lectrostatique au-dela` de la sphe`re de Wigner-Seitz. Cette
extension permet l’existence d’e´tats lie´s qu’une condition de type sphe`re neutre interdirait
(voir Fig. 4.5). Dans le cas Thomas-Fermi, qui constitue la jonction entre les deux types de
mode`le, les e´tats lie´s ne sont pas de´crits et ce comportement n’a e´videmment pas lieu. Dans
le cadre d’un mode`le quantique et variationnel, le mode`le a` un seul centre n’est pas apte
a` de´crire l’existence d’e´lectrons de´localise´s dans les conditions normales. Nous avons alors
affaire dans ces re´gimes au gaz quasi-neutre dense de´crit dans 4.4 page 67. Comme nous
l’avons vu, aux tempe´ratures qui permettent son existence, la solution d’atome quasi-neutre
se re´ve`le acceptable du point de vue de la condition variationnelle pour des densite´s assez
faibles (ge´ne´ralement de l’ordre de ρ0/100). En pratique, il existe une re´gion de densite´ plus
e´leve´e (souvent jusqu’a` des densite´s le´ge`rement supe´rieures a` ρ0) ou` l’ionisation qui de´coule
du calcul variationnel reste ne´gligeable et ou` il est encore le´gitime d’approximer les grandeurs
d’e´tat par celles de la solution d’atome neutre. En effet, tant que la densite´ du jellium reste
pratiquement nulle, la pression e´lectronique reste ne´gligeable et l’e´nergie libre reste presque
constante.
Vraisemblablement, ce passage a` l’atome neutre dans la re´gion des conditions normales
indique tout simplement que le mode`le a` un centre est hors de son domaine de validite´.
L’ionisation pre´sente dans la nature a` ces re´gimes re´sulte probablement d’effets a` plusieurs
centres (effets mole´culaires, de physique des liquides ou` de physique du solide) que le mode`le
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d’atome moyen n’est pas apte a` de´crire. Une premie`re ame´lioration du mode`le qui pourrait
venir a` l’esprit consisterait a` inclure le terme a` deux centres du de´veloppement en grappes.
Rappelons cependant que ce de´veloppement en grappe ne constitue pas un de´veloppement au
sens mathe´matique du terme et qu’il peut ne pas converger syste´matiquement dans tous les
re´gimes physiques. Il est donc a` envisager, de`s lors que la convergence ne se fait plus a` l’ordre
1 du de´veloppement en grappe, que tous les ordres puissent jouer un roˆle significatif. Il est
fort probable que dans un tel cas, il faille changer d’outil the´orique pour de´crire le syste`me.
7.4 Confrontation avec l’expe´rience
7.4.1 Types d’expe´rience
En terme de confrontation d’un mode`le avec des re´sultats expe´rimentaux, il convient
d’abord de se poser la question de la nature des grandeurs a` e´tudier. Ide´alement, ces grandeurs
devraient eˆtre a` la fois calculables directement par le mode`le et mesurables directement dans
l’expe´rience. Il faudrait e´galement que les re´sultats issus du mode`le soient plausibles dans le
re´gime choisi et de´pendants de la the´orie, voire discriminants.
Les grandeurs directement accessibles par les mode`les d’atome moyen sont d’une part les
valeurs moyennes des Observables, dont les grandeurs thermodynamiques, et d’autre part les
e´le´ments de matrice des Observables dans une base de particules inde´pendantes, qui n’ont
aucune pertinence en eux-meˆmes. Les grandeurs calcule´es de manie`re moins directe telles
que les coefficients de transport, qui sont ge´ne´ralement obtenus par des formules mettant
en jeu les e´le´ments de matrices de certaines Observables, font appel a` des approximations
supple´mentaires. Ces dernie`res ne sont par conse´quent pas a` privile´gier dans le cadre d’une
premie`re confrontation avec l’expe´rience. Ainsi, il est naturel de se diriger en premier lieu
vers les mesures d’e´quations d’e´tat.
Sur les e´quations d’e´tat dans le re´gime des plasmas denses, relativement peu de transfor-
mations thermodynamiques sont, pour l’instant, accessibles par l’expe´rience. Nous pouvons
en citer trois :
– Compression isotherme :
Le mate´riau est progressivement comprime´ par des enclumes, en laissant la tem-
pe´rature s’e´quilibrer (cf. la Ref. [105]). Ge´ne´ralement, les expe´riences sont re´alise´es
a` froid (tempe´rature ambiante) et re´sultent en une mesure de la courbe de com-
pression froide. C’est en cela que re´side pour nous le principal inconve´nient de ces
mesures. Les mode`les de plasmas denses sont plutoˆt destine´s a` de´crire la matie`re a`
tempe´rature finie. Confronter nos re´sultats a` de telles mesures ne´cessiterait certaines
adaptations du mode`le et la prise en compte approfondie des contributions ioniques.
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– Chauffage isochore :
Premier type d’expe´rience : le mate´riau est chauffe´ par effet Joule alors que son
volume est maintenu presque constant par des enclumes (cf. les Refs [106–109]).
Dans ces expe´riences, malgre´ le confinement, il se produit ge´ne´ralement une de´tente
du plasma et les densite´s mises en jeu sont alors plus faibles que la densite´ du solide
(ge´ne´ralement de l’ordre de ρ0/10).
Second type d’expe´rience : Le mate´riau est chauffe´ en un temps bref devant son
temps d’expansion hydrodynamique par le de´poˆt d’e´nergie de protons acce´le´re´s. Ce
type d’expe´rience semble tre`s prometteur pour l’e´tude des proprie´te´s radiatives et
de l’e´quation d’e´tat des plasmas denses. Cependant, les techniques ne permettent
pas pour l’heure de chauffer un e´chantillon de matie`re suffisant pour obtenir des
mesures dans de bonnes conditions d’e´quilibre thermodynamique. De plus, le fait que
ce proce´de´ soit encore tre`s re´cent implique que les points issus de telles expe´riences
restent assez rares.
– Compression adiabatique dynamique ou compression par onde de choc :
Le mate´riau, initialement aux conditions normales, est soumis a` une onde de choc. Au
passage de cette dernie`re, il subit une transformation thermodynamique qui le place
en un point de l’adiabatique d’Hugoniot principale qui est de´fini par l’amplitude
du choc. Cette transformation permet de sonder des densite´s relativement e´leve´es
(supe´rieures a` la densite´ du solide) a` des tempe´ratures mode´re´es (de l’ordre de
quelques e´lectronVolts a` quelques dizaines d’e´lectronVolts).
Les expe´riences de compression par choc pre´sentent plusieurs inte´reˆts. En premier lieu, le
principe expe´rimental est adaptable a` plusieurs e´chelles de pression, en changeant le moyen
d’engendrer le choc. Nous citerons notamment de manie`re non-exhaustive :
– les explosifs chimiques (cf. Ref. [110]) pour les pressions typiquement infe´rieures a`
0.2 TPa
– les canons a` gaz le´ger (cf. Ref. [111]), pour les pressions typiquement infe´rieures a`
0.4 TPa
– les impacts de plaques, mises en vitesse par des explosifs chimiques (cf. Ref. [112]) ou
des champs magne´tiques de haute puissance pulse´e (cf. Ref. [113]) pour les pressions
typiquement infe´rieures a` 0.6 TPa
– les chocs induits par laser (cf. Ref. [114]) pour les pressions allant jusqu’a` plusieurs TPa
– les explosions nucle´aires (cf. Ref. [115]) pour les pressions allant jusqu’a` plusieurs di-
zaines de TPa
Les moyens de re´aliser ce type d’expe´rience sont relativement anciens et sur certains e´le´ments
(notamment l’aluminium, le fer, le cuivre et le plomb) une vaste base de donne´e est ainsi
disponible (cf. Ref. [116]).
L’obtention des grandeurs thermodynamiques peut passer par des mesures de la vitesse du
son, de vitesse des surfaces libres, de vitesse du choc, d’adaptation d’impe´dance... et re´sultent
en ge´ne´ral en une donne´e de la pression ainsi que de la densite´ sous choc.
Il faut ne´anmoins remarquer que la comparaison a` l’adiabatique d’Hugoniot principale,
pratique pour sa relative accessibilite´ par l’expe´rience, pre´sente plusieurs inconve´nients ma-
jeurs.
En premier lieu, comme toutes les transformations thermodynamiques particulie`res, les
adiabatiques d’Hugoniot posse`dent des proprie´te´s intrinse`ques (le lecteur pourra notamment
consulter la Ref. [117]) qui contraignent le chemin thermodynamique inde´pendamment de
la surface fournie par l’e´quation d’e´tat. Une projection de la courbe d’Hugoniot sur un plan
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(notamment le plan densite´-pression ρ, P ) ne permet pas ne´cessairement de refle´ter les effets
d’un changement d’e´quation d’e´tat. Ge´ne´ralement, les expe´riences ne caracte´risent le che-
min thermodynamique que par deux grandeurs inde´pendantes et non trois. Seules de telles
projections de l’adiabatique sont alors accessibles.
D’autre part, l’adiabatique d’Hugoniot principale, la plus accessible par l’expe´rience,
prend son e´tat initial dans les conditions normales, c’est-a`-dire hors du domaine de vali-
dite´ des mode`les de plasmas denses. Ceci implique, d’une part, de pouvoir calculer des points
dans cette re´gion a` partir d’un mode`le qui ne lui est pas adapte´. D’autre part, ceci implique
que ces calculs doivent fournir des re´sultats suffisamment corrects pour ne pas alte´rer la
totalite´ de la courbe d’Hugoniot.
Dans le cas du mode`le variationnel, nous avons ge´ne´ralement une solution d’atome prati-
quement neutre (Z∗ = 0) aux environs des conditions normales. De ceci re´sulte une pression
e´lectronique nulle et ainsi, dans la re´gion proche des conditions normales, c’est la contribution
ionique seule (nulle dans le cas d’une contribution de type OCP) qui va dicter le compor-
tement de la pression totale. Ceci peut eˆtre vu comme un comportement opportun puisque
dans cette re´gion, c’est pre´cise´ment les contributions a` plusieurs centres, ge´ne´ralement de´-
crites dans le terme ionique qui vont jouer. Dans la litte´rature sur les autres mode`les, on a
souvent recours a` une soustraction des valeurs obtenues aux conditions normales qui se jus-
tifie difficilement d’un point de vue the´orique. Cependant, il faut aussi relativiser l’incidence
des incertitudes qui concernent l’e´tat initial. En effet, de`s lors que l’on entre dans le re´gime
des chocs forts : P >> P0, les courbes d’Hugoniot issues d’e´tats initiaux distincts tendent a`
se rejoindre.
Une autre re´serve a` e´mettre concerne la qualite´ des points expe´rimentaux a` haute pression.
Ge´ne´ralement, dans les re´gions de hautes pressions, les expe´riences sont peu nombreuses et
leurs re´sultats sont largement disperse´s voire accompagne´s de larges barres d’erreur.
Malgre´ ces inconve´nients, la comparaison a` l’adiabatique d’Hugoniot principale reste un
passage oblige´ pour la qualification d’un mode`le. Si elle ne donne acce`s qu’a` une re´gion tre`s
restreinte de l’e´quation d’e´tat, elle constitue ne´anmoins une sonde des densite´s relativement
hautes a` des tempe´ratures mode´re´es. Sans force´ment y chercher une discrimination entre les
mode`les, il faut y voir un moyen de tester la vraisemblance des re´sultats obtenus.
7.4.2 Calcul des courbes d’Hugoniot
L’e´quation qui de´finit l’adiabatique d’Hugoniot de´coule de la relation de conservation de
l’e´nergie applique´e de part et d’autre de la discontinuite´ que constitue une onde de choc (pour
plus de pre´cisions, le lecteur pourra se reporter aux tre`s classiques Refs. [118,119]1) :
U − U0 = 1
2
(P + P0)
(
1
ρ0
− 1
ρ
)
(7.1)
ou` U0 est l’e´nergie interne massique dans l’e´tat initial (“pre´-choc”), P0 la pression totale dans
l’e´tat initial, ρ0 la densite´ dans l’e´tat initial, et ou` U , P , ρ sont les grandeurs correspondantes
dans l’e´tat final (“post-choc”). Il s’agit donc de re´soudre l’Eq. 7.1 en conside´rant l’e´quation
d’e´tat P ≡ P (ρ, T ), U ≡ U(ρ, T ).
Afin de confronter nos re´sultats a` l’expe´rience, nous devons fournir des pressions et des
e´nergies internes totales et non les seules valeurs de la contribution e´lectronique a` ces gran-
deurs. Ceci passe en ge´ne´ral par l’adjonction d’une contribution ionique a` la pression et a`
l’e´nergie interne. Il faut cependant noter qu’une se´paration rigoureuse du proble`me de la
1voire a` la presque aussi classique Ref. [120] !
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physique des plasmas en un terme ionique et un terme e´lectronique n’est pas chose e´vidente
et passe en ge´ne´ral par des approximations dont la porte´e n’est pas force´ment maˆıtrise´e.
Dans la contribution ionique, il y a en premier lieu le terme de type gaz parfait qui restitue
simplement la contribution de l’e´nergie cine´tique des ions.
Afin de tenir compte des interactions entre ions, de nombreuses approches ont e´te´ pro-
pose´es, base´es le plus souvent sur des the´ories de type HNC ou sur des simulations. Parmi
l’abondante litte´rature concernant l’e´quation d’e´tat ionique, nous noterons en particulier le
terme ionique de Cowan, dit “IONEOS” et de´crit dans la Ref. [121], qui est utilise´ dans cer-
tains calculs constitutifs de l’e´quation d’e´tat SESAME. Pour notre application, nous avons
choisi d’utiliser une formule issue de la Ref. [15], qui provient de simulations de plasmas a`
une composante (One Component Plasma, OCP). Cette formule, utilise´e e´galement dans la
Ref. [122], pre´sente l’avantage de la simplicite´. Nous la rappelons ci-dessous :
Pion =
(
1 +
∆Eion
3kBT
)
nikBT (7.2)
Eion =
3
2
kBT +∆Eion (7.3)
∆Eion =


∆EOCP si ∆EOCP <
3
2
kBT
3
2
kBT sinon
(7.4)
∆EOCP = kBTΓ
3/2
4∑
i=1
ai
(bi + Γ)i/2
− kBTΓa1 (7.5)
a1 = −0.895929, b1 = 4.666486
a2 = 0.11340656, b2 = 13.675411
a3 = −0.90872827, b3 = 1.8905603
a4 = −0.11614773, b4 = 1.0277554
ou` Γ est le parame`tre de couplage ionique, dont nous rappelons la de´finition :
Γ =
Z∗ 2e2
RniWSkBT
(7.6)
Nous insisterons ici sur le fait que le choix d’un terme ionique peut influer sur le re´sultat
des calculs. De`s lors qu’un terme ionique est ajoute´ aux re´sultats d’un mode`le de structure
e´lectronique, il devient de´licat de juger des performances de ce dernier. La` re´side encore un
point faible des confrontations a` l’expe´rience qui suivent.
Comme il a e´te´ mentionne´ ci-avant, un des proble`mes majeurs qui se pose dans l’e´tude
de la courbe d’Hugoniot principale re´side dans le calcul de l’e´tat thermodynamique initial,
ge´ne´ralement situe´ proche des conditions normales. Dans le cas du mode`le variationnel, le
de´passement de la limite de validite´ du mode`le au voisinage de ces conditions se manifeste
clairement par la chute brutale de l’ionisation moyenne et le retour a` la solution d’atome
quasi-neutre. Dans les conditions normales, c’est-a`-dire densite´ du solide2 et tempe´rature
tre`s faible (T0 ∼ Tamb ∼ 0.025 eV ), la solution d’atome neutre n’est en ge´ne´ral pas rigoureu-
sement acceptable du point de vue de la condition variationnelle (cf. 4.4 page 67). Cependant,
2Nous avons utilise´ : ρ0 = 2.7 g.cm
−3 pour l’aluminium, ρ0 = 7.874 g.cm
−3 pour le fer, ρ0 = 8.92 g.cm
−3
pour le cuivre et ρ0 = 11.34 g.cm
−3 pour le plomb.
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l’ionisation moyenne est si faible dans cette re´gion que l’on peut tout a` fait approcher les
grandeurs thermodynamiques a` l’aide de l’atome quasi-neutre.
Dans le cas d’Inferno ou encore du mode`le de Thomas-Fermi, la limite de validite´ n’est
pas clairement de´finie. Le mode`le donne des re´sultats meˆme dans les conditions normales.
Deux politiques peuvent alors eˆtre adopte´es : soit on utilise ces re´sultats en sachant qu’ils sont
incorrects, soit on effectue la soustraction de la pression e´lectronique obtenue aux conditions
normales a` toutes les valeurs de la pression e´lectronique, ce qui permet de ramener artifi-
ciellement la pression totale a` la contribution ionique seule. Puisque cette dernie`re option
n’est pas justifiable d’un point de vue the´orique, dans tout ce qui suit, nous opterons pour
la premie`re.
Munis d’un calcul pour l’e´tat initial, on peut calculer inde´pendamment chaque point de
la courbe d’Hugoniot. Hormis l’e´tat initial, il n’est donc pas ne´cessaire de proce´der au calcul
des points qui sont manifestement situe´ en dehors du domaine de validite´ des mode`les. Par
souci d’honneˆtete´ intellectuelle, nous avons donc e´vite´ de calculer la courbe d’Hugoniot dans
cette re´gion.
Concernant la me´thode de re´solution de l’Eq. 7.1 sur la surface de´finie par l’e´quation
d’e´tat, deux me´thodes viennent naturellement a` l’esprit : soit un calcul de l’e´quation d’e´tat a`
la vole´e, utilise´ dans un algorithme de re´solution de l’Eq. 7.1, soit une tabulation de l’e´quation
d’e´tat et l’utilisation d’un sche´ma d’interpolation dans l’algorithme de re´solution de l’Eq. 7.1.
Dans le cadre d’un premier calcul de la courbe d’Hugoniot, il nous a paru raisonnable de
proce´der selon la seconde option. Le sche´ma de re´solution consiste simplement en une me´thode
de Newton-Raphson et nous avons utilise´ une interpolation line´aire a` deux dimensions (a` l’aide
de la fonction “interp2” de Matlab ou d’Octave). L’interpolation line´aire a e´te´ choisie pour sa
simplicite´ et sa robustesse (cf. Ref. [123]). Outre qu’il existe des sche´mas d’interpolation plus
sophistique´s (cf. par exemple les Refs. [124–127]), il convient de remarquer que le sche´ma
d’interpolation line´aire ne pre´serve pas la cohe´rence thermodynamique entre deux points.
Dans une approche fine de l’e´quation d’e´tat, on pourrait se pencher sur l’utilisation d’un
sche´ma d’interpolation qui pre´serve la cohe´rence thermodynamique des re´sultats. Un tel
sche´ma est pre´sente´ dans la Ref. [128].
Les Figs. 7.7, 7.8, 7.9 et 7.10, pre´sentent respectivement les calculs des Hugoniots prin-
cipales de l’aluminium, du fer, du cuivre et du plomb avec des points expe´rimentaux issus
respectivement des Refs [110,112,113,115,129–153], des Refs [110,112,129,130,134,134,135,
137,139,144,153–169], des Refs [110,129,130,132,133,135–139,141,144,148,153,154,156,160–
162,166,168,170–181] et des Refs [110,129,132,135,137,138,142,147,154,156,161,166,170,171,
176, 178, 179]. Excepte´ pour le fer aux faibles compression, les courbes d’Hugoniot issues du
mode`le variationnel semblent en meilleur accord que les courbes d’Hugoniot calcule´es via le
mode`le Inferno. Nous n’irons pas jusqu’a` tirer haˆtivement des conclusions a` partir de cette
apparente performance du mode`le. En effet, il faut rappeler que le choix d’un autre terme
ionique pourrait tout a` fait changer ce re´sultat et que les points expe´rimentaux pre´sentent
une dispersion suffisamment large pour que chacun de ces mode`les soit acceptable. Cepen-
dant, en toute objectivite´, il faut au moins noter que la cohe´rence thermodynamique permet
de lever une grande part de l’ambigu¨ıte´ usuelle sur les re´sultats de tels calculs. En effet, dans
le cas de notre mode`le variationnel, seul le choix du terme ionique pose un arbitraire. Dans
le cas du mode`le Inferno en revanche, une vaste gamme d’Hugoniot principales distinctes
peut eˆtre obtenue en conjuguant : le choix d’une de´finition pour l’e´nergie libre (mode`le A,
T ou B), le choix d’une de´finition pour la pression (thermodynamique ou viriel), le choix de
soustraire ou non la pression aux conditions normales et enfin le choix d’un terme ionique.
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Fig. 7.7 – Adiabatique d’Hugoniot principale de l’aluminium : pression totale P en fonction
de la densite´ ρ.
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Fig. 7.8 – Adiabatique d’Hugoniot principale du fer : pression totale P en fonction de la
densite´ ρ.
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Fig. 7.9 – Adiabatique d’Hugoniot principale du cuivre : pression totale P en fonction de la
densite´ ρ.
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Fig. 7.10 – Adiabatique d’Hugoniot principale du plomb : pression totale P en fonction de
la densite´ ρ.
Chapitre 8
Conclusion
En conclusion de ce travail, il nous faut en premier lieu insister sur l’obtention de la co-
he´rence thermodynamique. Nous disposons a` pre´sent d’une approche the´orique et nume´rique
qui permet de poser le concept d’atome dans un plasma dans le cadre de la me´canique quan-
tique et d’une manie`re qui autorise le calcul de l’e´quilibre thermodynamique du plasma. Il
importe de pre´ciser que d’une certaine fac¸on, il s’agit du premier mode`le quantique d’atome
a` pre´senter une cohe´rence interne en physique des plasmas.
Le mode`le, tel que nous l’avons pre´sente´ ici, ne repose re´ellement que sur deux hypothe`ses :
d’une part la pre´dominence des effets a` un centre – hypothe`se qui de´finit la physique atomique
– et d’autre part une hypothe`se sur la forme de la fonction de corre´lation ionique a` deux
corps. La ne´cessite´ de cette seconde hypothe`se de´coule de la structure du de´veloppement en
grappe qui exige un postulat sur la corre´lation d’ordre deux afin de calculer l’ordre un. Cette
hypothe`se pourrait ne´anmoins faire l’objet d’un traitement plus re´aliste, nous y reviendrons
plus loin.
Par ce travail nous espe´rons apporter une re´ponse pertinente a` la question qui s’est pose´e
de`s les premie`res tentatives de ge´ne´ralisation quantique du mode`le de Thomas-Fermi. Cette
question peut eˆtre formule´e ainsi : au-dela` d’une simple intuition heuristique, est-il possible de
de´finir un concept d’atome the´oriquement cohe´rent dans le cadre de la physique des plasmas ?
La notion d’atome devient-t-elle caduque de`s lors que les e´lectrons se de´localisent ? La re´ponse
qu’apporte notre e´tude est alors la suivante : l’atome peut eˆtre de´fini dans un plasma au
prix d’une re´vision radicale de sa conception. L’ide´e d’un e´le´ment neutre constitutif de la
matie`re ne peut eˆtre maintenue. En revanche, l’atome revient en tant qu’objet statistique
repre´sentatif du plasma dans son inte´gralite´. Cette rede´finition du concept d’atome reste
ne´anmoins compatible avec la conception usuelle de l’atome dans le cadre de la matie`re non-
ionise´e. Nous avons en effet vu qu’elle tend vers cette dernie`re de`s lors qu’on entre dans un
re´gime de basses tempe´ratures et de basses densite´s.
Notre e´tude a ne´cessite´ la conception d’un nouveau code : VAAQP, qui a permis de
montrer la faisabilite´ des calculs mettant en œuvre ce mode`le variationnel. Cet outil permet
de´sormais d’effectuer une grande partie des calculs utiles a` la tabulation d’e´quations d’e´tat
de manie`re automatise´e, dans une logique de production. Il offre une plateforme performante
en terme de rapidite´ et de pre´cision, mais surtout souple dans son utilisation ainsi que dans
son adaptation a` des de´veloppements the´oriques a` venir.
Par une premie`re confrontation avec l’expe´rience, nous avons montre´ que ce nouveau
mode`le repre´sente un candidat se´rieux pour la description des plasmas denses. Si la confron-
tation a` l’expe´rience par le biais des e´quations d’e´tat se re´ve`le peu discriminante, elle confirme
ne´anmoins la vraisemblance de nos re´sultats.
Outre l’atteinte de ces objectifs majeurs, de nombreuses perspectives s’ouvrent de´sormais
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pour de futurs travaux.
Un premier champ de progression pourrait concerner l’ame´lioration de la prise en compte
des aspects ioniques du plasma. Rappelons ici que les conside´rations the´oriques tenues sur
le mode`le avec l’hypothe`se d’une fonction de corre´lation ide´alise´e peuvent eˆtre sans difficulte´
majeure ge´ne´ralise´es a` des fonctions de corre´lations ioniques plus sophistique´es. Au vu des
temps de calculs ne´cessaires a` la re´solution du mode`le dans son application pre´sente, il semble
envisageable d’obtenir la cohe´rence entre les aspects e´lectroniques et ioniques en couplant
notre re´solution a` des simulations ou a` des calculs de type HyperNetted Chain.
Une question ouverte re´side dans la manie`re de mieux appre´hender la re´gion des conditions
normales. Il serait notamment inte´ressant de mieux comprendre les limites du mode`le a` un
centre, et de conside´rer une e´ventuelle jonction avec des calculs mettant en jeu des effets a`
plusieurs centres, comme des simulations de dynamique mole´culaire quantique.
Dans une optique d’exploitation du mode`le, il serait approprie´ d’effectuer des calculs de
coefficients de transport tel que la conductivite´ e´lectrique. Pour ce faire, certaines the´ories
telles que celle de Kubo-Greenwood (cf. Refs. [182,183]) sont directement applicables. Cepen-
dant, une approche plus ambitieuse, en effectuant un calcul de re´ponse line´aire dynamique
du syste`me a` l’e´quilibre, pourrait sans doute se re´veler plus inte´ressante encore.
Enfin, dans l’ide´e d’obtenir une mode´lisation statistique plus fine du plasma, une piste
que nous ne manquerons pas d’explorer sera d’effectuer des calculs en configurations ou en
supraconfigurations afin d’avoir la possibilite´ d’utiliser ce nouveau mode`le pour des calculs
de proprie´te´s radiatives.
Chapitre 9
Annexes
9.1 Rappel sur les multiplicateurs de Lagrange
Plus qu’une de´monstration ge´ne´rale de la me´thode, on rappelle ici un exemple a` deux
dimensions qui illustre la me´thode des multiplicateurs de Lagrange. Soit la fonction de deux
variables f(x, y). On veut minimiser f le long de y = yC(x).
d
dx
f(x, yC(x)) = 0 =
∂f(x, y)
∂x
∣∣∣∣
y=yC(x)
+
∂f(x, y)
∂y
∣∣∣∣
y=yC(x)
dyC(x)
dx
(9.1)
La me´thode des multiplicateurs de Lagrange consiste a` de´finir la fonction g(x, y) en introdui-
sant le multiplicateur γ comme suit :
g(x, y) ≡ f(x, y)− γ(y − yC(x)) (9.2)
Minimiser f le long de y = yC(x) revient alors a` minimiser explicitement g :
∂g(x, y)
∂y
= 0 =
∂f(x, y)
∂y
− γ ⇒ γ = ∂f(x, y)
∂y
(9.3)
∂g(x, y)
∂x
= 0 =
∂f(x, y)
∂x
+ γ
dyC(x)
dx
=
∂f(x, y)
∂x
+
∂f(x, y)
∂y
dyC(x)
dx
(9.4)
On retrouve bien que l’Eq. 9.1 est e´quivalente a` l’Eq. 9.4.
9.2 Rappel sur les de´rive´es fonctionnelles
On rappelle ici brie`vement la de´finition de la de´rive´e fonctionnelle ou de´rive´e au sens
de Fre´chet ainsi que son e´quivalence a` la de´rive´e d’une fonction lorsque la fonctionnelle est
locale.
Soit n {v(r)} (r′) une fonctionnelle.
n {v(r) + δv(r)} (r′) =n {v(r)} (r′) + δn {v(r)} (r′) (9.5a)
=n {v(r)} (r′) +
∫
d3r
{
δn {v(r)} (r′)
δv(r)
δv(r)
}
(9.5b)
On appelle de´rive´e fonctionnelle, ou de´rive´e au sens de Fre´chet, de n {v(r)} (r′) par rapport
a` v(r) le terme :
δn {v(r)} (r′)
δv(r)
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Par de´finition de la distribution de Dirac δ3, on a la relation :
δv(r′)
δv(r)
= δ3(r
′ − r) (9.6)
Soit une fonctionnelle n {v(r)} (r′) locale, c’est a dire dont la valeur en r′ est fonction de
la valeur de v en r′ uniquement :
n {v(r)} (r′) ≡ f(v(r′)) (9.7)
Alors si l’on conside`re une variation δv(r) :
n {v(r) + δv(r)} (r′) =f(v(r′) + δv(r′)) (9.8a)
=f(v(r′)) +
∂f(v)
∂v
∣∣∣∣
v(r′)
δv(r′) (9.8b)
=n {v(r)} (r′) + ∂f(v)
∂v
∣∣∣∣
v(r′)
∫
d3r {δv(r)δ3(r′ − r)} (9.8c)
On a donc :
δn {v(r)} (r′)
δv(r)
=
∂f(v)
∂v
∣∣∣∣
v(r′)
δ3(r
′ − r) = ∂f(v)
∂v
∣∣∣∣
v(r′)
δv(r′)
δv(r)
(9.9)
9.3 Thermodynamique du gaz parfait d’e´lectrons
Nous rappelons ci-dessous quelques relations usuelles sur le gaz parfait d’e´lectrons. En
premier lieu, la distribution de Fermi-Dirac peut eˆtre e´crite :
fFn0(E) =
1
eβ(E−µn0 ) + 1
(9.10)
La contribution de l’e´nergie E a` l’entropie est alors :
Sn0(E) = kB
(
fFn0(E) ln f
F
n0
(E) + (1− fFn0(E)) ln(1− fFn0(E))
)
(9.11)
Ainsi, l’e´nergie libre volumique prend la forme :
f 00 (n0, T ) =2
∫
d3k
(2π)3
{
fFn0(E)E − TSn0(E)
}
(9.12)
=n0µn0 −
2
3
m3/2
4π2
(2kBT )
5/2I3/2
(
µn0
kBT
)
(9.13)
Les de´rive´es par rapport a` l’e´nergie de la distribution de Fermi-Dirac et de la contribution
de l’e´nergie E a` l’entropie sont alors :
∂fFn0(E)
∂E
= −βfFn0(E)(1− fFn0(E)) (9.14)
∂Sn0(E)
∂E
= kB
∂fFn0(E)
∂E
ln
(
fFn0(E)
1− fFn0(E)
)
= −E − µn0
T
∂fFn0(E)
∂E
(9.15)
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9.4 Normalisation aux ondes planes
9.4.1 Cas non-relativiste
Nous convenons de normaliser les fonctions d’ondes du continuum comme les ondes planes,
c’est-a`-dire : ∫
d3r
{
ϕ∗E,ℓ,m(r)ϕE′,ℓ′,m′(r)
}
= δ(E − E ′)δℓ,ℓ′δm,m′ (9.16)
En exprimant les fonctions d’onde, nous avons :∫
d3r
{
ϕ∗E,ℓ,m(r)ϕE′,ℓ′,m′(r)
}
=
∫ ∞
0
dr
{
r2
RE,ℓ(r)
r
RE′,ℓ′(r)
r
}∫ π
0
dθ sin θ
∫ 2π
0
dϕ
{
Y ∗ℓ,m(θ, ϕ)Yℓ′,m′(θ, ϕ)
}
(9.17a)
=
∫ ∞
0
dr {RE,ℓ(r)RE′,ℓ′(r)} δℓ,ℓ′δm,m′ (9.17b)
Reste donc a` normaliser les fonctions radiales de manie`re a` obtenir :∫ ∞
0
dr {RE,ℓ(r)RE′,ℓ(r)} = δ(E − E ′) (9.18)
Proce´dons :∫ ∞
0
dr {RE,ℓ(r)RE′,ℓ(r)} =
∫ ∞
0
dr
{
AEAE′ sin
(
pEr − ℓπ
2
+ ∆E,ℓ
)
sin
(
pE′r − ℓπ
2
+ ∆E′,ℓ
)}
(9.19a)
=
AEAE′
4
2πδ(pE − pE′) (9.19b)
or pE =
√
2mE/~, d’ou`
δ(pE − pE′) = δ(E − E ′) dE
dpE
= δ(E − E ′)~
2pE
m
(9.20)
Ainsi : ∫ ∞
0
dr {RE,ℓ(r)RE′,ℓ(r)} = A
2
E
2
π
~
2pE
m
δ(E − E ′) (9.21)
d’ou` nous de´duisons :
AE =
√
m
~2
√
2
πpE
(9.22)
Dans la limite r →∞, nous avons :
RE,ℓ(r) = AE sin
(
pEr − ℓπ
2
+ ∆E,ℓ
)
(9.23)
d’ou` nous de´duisons, pour la re´pre´sentation phase-amplitude :
AE,ℓ(r) = AE ; Φ
′
E,ℓ(r) = pE ⇒ θ = −pEA2E = −
m
~2
2
π
(9.24)
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9.4.2 Cas relativiste
Nous convenons de normaliser les bispineurs du continuum comme les ondes planes, c’est-
a`-dire : ∫
d3r
{
ϕ†E,κ,m(r)ϕE′,κ′,m′(r)
}
= δ(E − E ′)δκ,κ′δm,m′ (9.25)
En exprimant les bispineurs, nous avons :∫
d3r
{
ϕ†E,κ,m(r)ϕE′,κ′,m′(r)
}
=
∫ ∞
0
dr
{
r2
PE,κ(r)
r
PE′,κ′(r)
r
}∫ π
0
dθ sin θ
∫ 2π
0
dϕ
{
Ω†κ,m(θ, ϕ)Ωκ′,m′(θ, ϕ)
}
+
∫ ∞
0
dr
{
r2
QE,κ(r)
r
QE′,κ′(r)
r
}∫ π
0
dθ sin θ
∫ 2π
0
dϕ
{
Ω†−κ,m(θ, ϕ)Ω−κ′,m′(θ, ϕ)
}
(9.26a)
=
∫ ∞
0
dr {PE,κ(r)PE′,κ′(r) +QE,κ(r)QE′,κ′(r)} δκ,κ′δm,m′ (9.26b)
Reste donc a` normaliser les fonctions radiales de manie`re a` obtenir :∫ ∞
0
dr {PE,κ(r)PE′,κ(r) +QE,κ(r)QE′,κ(r)} = δ(E − E ′) (9.27)
Proce´dons :∫ ∞
0
dr {PE,κ(r)PE′,κ(r) +QE,κ(r)QE′,κ(r)}
=AEAE′
∫ ∞
0
dr
{
sin
(
pEr − ℓκπ
2
+ ∆E,κ
)
sin
(
pE′r − ℓκπ
2
+ ∆E′,κ
)
+(−sgn(κ))2pEpE′
η0Pη
0 ′
P
sin
(
pEr − ℓ˜κπ
2
+ ∆E,κ
)
sin
(
pE′r − ℓ˜κπ
2
+ ∆E′,κ
)}
(9.28a)
=AEAE′
(
1 +
pEpE′
η0Pη
0 ′
P
)(∫ ∞
0
dr
{
1
2
cos ((pE − pE′)r)
}
−
∫ ∞
0
dr
{
1
2
cos ((pE + pE′)r)
})
(9.28b)
=
A2E
2
(
1 +
p2E
η0 2P
)
πδ(pE − pE′) (9.28c)
or pE =
√
η0Pη
0
Q =
√
E2 + 2Emc2/(~c), d’ou`
δ(pE − pE′) = δ(E − E ′) dE
dpE
= δ(E − E ′) pE(~c)
2
E +mc2
(9.29)
Ainsi :∫ ∞
0
dr {PE,κ(r)PE′,κ(r) +QE,κ(r)QE′,κ(r)} =A
2
E
2
(
1 +
p2E
η0 2P
)
π
pE(~c)
2
E +mc2
δ(E − E ′) (9.30a)
=
A2E
2
2E + 2mc2
E + 2mc2
pE(~c)
2
E +mc2
πδ(E − E ′) (9.30b)
=A2E~c
pE
η0P
πδ(E − E ′) (9.30c)
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d’ou` nous de´duisons :
AE =
1√
~c
√
η0P
πpE
=
1√
~c
√
pE
πη0Q
(9.31)
Dans la limite r →∞, nous avons :
PE,ℓ(r) = AE sin
(
pEr − ℓκπ
2
+ ∆E,κ
)
(9.32)
d’ou` nous de´duisons, pour la repre´sentation phase-amplitude :
AE,ℓ(r) = AE ; Φ
′
E,ℓ(r) = pE ⇒ θ = −pE
A2E
η0P
=
m
~2
2
πη0P
(9.33)
9.5 Relation du viriel
9.5.1 Cas de l’e´quation de Schro¨dinger
On suit ici le de´veloppement formel de la Ref. [184]. On rappelle l’e´quation de Schro¨dinger
et sa conjugue´e hermitique :
− ~
2
2m
∇2ϕ(r) = (E + v(r))ϕ(r) (9.34)
− ~
2
2m
∇2ϕ∗(r) = (E + v(r))ϕ∗(r) (9.35)
On fait apparaˆıtre le terme du viriel (r.∇v(r))ϕ∗(r)ϕ(r)
ϕ∗(r)r.∇
(
− ~
2
2m
∇2ϕ(r)
)
= ϕ∗(r) (E + v(r)) r.∇ϕ(r) + (r.∇v(r))ϕ∗(r)ϕ(r)
=
(
− ~
2
2m
∇2ϕ∗(r)
)
r.∇ϕ(r) + (r.∇v(r))ϕ∗(r)ϕ(r)
(9.36)
− ~
2
2m
(
ϕ∗(r)r.∇
(∇2ϕ(r))+ (∇2ϕ∗(r)) r.∇ϕ(r)) = (r.∇v(r))ϕ∗(r)ϕ(r) (9.37)
Soit, en convention de sommation d’Einstein :
− ~
2
2m
(ϕ∗(r)xj∂j (∂i∂iϕ(r)) + (∂i∂iϕ∗(r))xj∂jϕ(r)) = (xi∂iv(r))ϕ∗(r)ϕ(r) (9.38)
On effectue alors le calcul suivant :
∂i (ϕ
∗(r)∂i (xj∂jϕ(r)) − (∂iϕ∗(r)) (xj∂jϕ(r)))
= (∂iϕ
∗(r)) ∂i (xj∂jϕ(r)) + ϕ∗(r)∂i∂i (xj∂jϕ(r)) (9.39a)
− (∂i∂iϕ∗(r)) (xj∂jϕ(r))− (∂iϕ∗(r)) ∂i (xj∂jϕ(r)) (9.39b)
=ϕ∗(r)∂i∂i (xj∂jϕ(r))− (∂i∂iϕ∗(r)) (xj∂jϕ(r)) (9.39c)
=ϕ∗(r) (∂i∂iϕ(r) + ∂i (xj∂i∂jϕ(r)))− (∂i∂iϕ∗(r)) (xj∂jϕ(r)) (9.39d)
=2ϕ∗(r)∂i∂iϕ(r) + ϕ∗(r)xj∂j∂i∂iϕ(r)− (∂i∂iϕ∗(r)) (xj∂jϕ(r)) (9.39e)
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En utilisant Eq. 9.39e dans Eq. 9.38 :
− ~
2
2m
(∂i (ϕ
∗(r)∂i (xj∂jϕ(r))− (∂iϕ∗(r)) (xj∂jϕ(r)))− 2ϕ∗(r)∂i∂iϕ(r)) = (xi∂iv(r))ϕ∗(r)ϕ(r)
(9.40)
ou encore, en abandonnant la convention de sommation d’Einstein :
− ~
2
2m
(
∇. (ϕ∗(r)∇ (r.∇ϕ(r))− (∇ϕ∗(r)) (r.∇ϕ(r)))− 2ϕ∗(r)∇2ϕ(r)) = (r.∇v(r))ϕ∗(r)ϕ(r)
(9.41)
La meˆme de´marche peut eˆtre effectue´e pour les ondes planes :
− ~
2
2m
(
∇.
(
ϕfree ∗(r)∇
(
r.∇ϕfree(r)
)− (∇ϕfree ∗(r)) (r.∇ϕfree(r)))− 2ϕfree ∗(r)∇2ϕfree(r)) = 0
(9.42)
9.5.2 Cas de l’e´quation de Dirac
Concernant le the´ore`me du viriel dans le cadre de l’e´quation de Dirac, on opte ici pour le
traitement formel de la Ref. [185], en raison de sa grande similarite´ avec le traitement utilise´
dans le cadre de l’e´quation de Schro¨dinger. On rappelle l’e´quation de Dirac et sa conjugue´e
hermitique :
− i~cα.∇ϕ(r) +mc2βϕ(r) = (E + v(r))ϕ(r) (9.43)
+ i~c
(
∇ϕ†(r)
)
.α+mc2ϕ†(r)β = (E + v(r))ϕ†(r) (9.44)
On fait apparaˆıtre le terme du viriel (r.∇v(r))ϕ†(r)ϕ(r)
ϕ†(r)r.∇
(−i~cα.∇ϕ(r) +mc2βϕ(r)) =ϕ†(r) (E + v(r)) r.∇ϕ(r) + (r.∇v(r))ϕ†(r)ϕ(r)
(9.45a)
=
(
i~c
(
∇ϕ†(r)
)
.α+mc2ϕ†(r)β
)
r.∇ϕ(r)
+ (r.∇v(r))ϕ†(r)ϕ(r) (9.45b)
−i~c (ϕ†(r)r.∇ (α.∇ϕ(r)) + (∇ϕ†(r)) .αr.∇ϕ(r))+mc2 (ϕ†(r)r.∇ (βϕ(r))− ϕ†(r)β r.∇ϕ(r))
= (r.∇v(r))ϕ†(r)ϕ(r)
(9.46)
Soit, en convention de sommation d’Einstein :
−i~c (ϕ†(r)xi∂i (αj∂jϕ(r)) + (∂jϕ†(r))αj (xi∂iϕ(r)))+mc2 (ϕ†(r)xi∂i (βϕ(r))− ϕ†(r)βxi∂iϕ(r))
= (xi∂iv(r))ϕ
†(r)ϕ(r)
(9.47)
En simplifiant :
−i~c (xiϕ†(r)αj∂i∂jϕ(r) + xi (∂jϕ†(r))αj (∂iϕ(r))) = (xi∂iv(r))ϕ†(r)ϕ(r) (9.48)
On effectue alors le calcul suivant :
∂j
(
ϕ†(r)αj(xi∂iϕ(r)
)
=
(
∂jϕ
†(r)
)
αj (xi∂iϕ(r)) + ϕ
†(r)αj∂j (xi∂iϕ(r)) (9.49a)
=
(
∂jϕ
†(r)
)
αj (xi∂iϕ(r)) + ϕ
†(r)αj(∂jxi) (∂iϕ(r)) + ϕ†(r)αjxi (∂j∂iϕ(r))
(9.49b)
=xi
(
ϕ†(r)αj∂i∂jϕ(r) +
(
∂jϕ
†(r)
)
αj (∂iϕ(r))
)
+ ϕ†(r)αjδij∂iϕ(r)
(9.49c)
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Ainsi, on obtient l’e´galite´ :
xi
(
ϕ†(r)αj∂i∂jϕ(r) +
(
∂jϕ
†(r)
)
αj (∂iϕ(r))
)
= ∂j
(
ϕ†(r)αj(xi∂iϕ(r))
)− ϕ†(r)αj∂jϕ(r)
(9.50)
En utilisant Eq. 9.50 dans Eq. 9.48
− i~c (∂j (ϕ†(r)αj(xi∂iϕ(r)))− ϕ†(r)αj∂jϕ(r)) = (xi∂iv(r))ϕ†(r)ϕ(r) (9.51)
ou encore, en abandonnant la convention de sommation d’Einstein :
− i~c (∇. (ϕ†(r)α(r.∇ϕ(r)))− ϕ†(r)α.∇ϕ(r)) = (r.∇v(r))ϕ†(r)ϕ(r) (9.52)
La meˆme de´marche peut eˆtre effectue´e pour les ondes planes :
− i~c (∇. (ϕfree †(r)α(r.∇ϕfree(r)))− ϕfree †(r)α.∇ϕfree(r)) = 0 (9.53)
9.6 Perturbations statiques et variation de la fonction
d’onde
Il ne s’agit pas ici de re´sumer la totalite´ de la the´orie des perturbations en me´canique
quantique mais plutot de rappeler deux re´sultats qui sont utiles dans le calcul des variations.
Soit H˜0 le hamiltonien non perturbe´ et {|ϕi〉} la base orthonorme´e telle que :
H˜0|ϕi〉 = Ei|ϕi〉 (9.54)
On applique au syste`me une perturbation statique −δV˜ de repre´sentation |r〉 : −δv(r). Cette
perturbation engendre une perturbation |δϕi〉 de l’e´tat |ϕi〉 ainsi qu’une perturbation δEi de
la valeur propre Ei.
(H˜0 − δV˜ )(|ϕi〉+ |δϕi〉) = (Ei + δEi)(|ϕi〉+ |δϕi〉) (9.55)
Ainsi on a a` l’ordre 0 :
H˜0|ϕi〉 = Ei|ϕi〉 (9.56)
et a` l’ordre 1 :
− δV˜ |ϕi〉+ H˜0|δϕi〉 = δEi|ϕi〉+ Ei|δϕi〉 (9.57)
(H˜0 − Ei)|δϕi〉 = (δEi + δV˜ )|ϕi〉 (9.58)
On projette l’e´quation d’ordre 1 sur |ϕi〉 :
〈ϕi|(H˜0 − Ei)|δϕi〉 = 0 = 〈ϕi|(δEi + δV˜ )|ϕi〉 = δEi + 〈ϕi|δV˜ |ϕi〉 (9.59)
Ainsi, on obtient :
δEi = −〈ϕi|δV˜ |ϕi〉 (9.60)
On projette alors l’e´quation d’ordre 1 sur |ϕj〉 6= |ϕi〉 :
〈ϕj|(H˜0 − Ei)|δϕi〉 = (Ej − Ei)〈ϕj|δϕi〉 = 〈ϕj|(δEi + δV˜ )|ϕi〉 = +〈ϕj|δV˜ |ϕi〉 (9.61)
d’ou`
〈ϕj|δϕi〉 = 〈ϕj|δV˜ |ϕi〉
Ej − Ei ; |δϕi〉 =
∑
j 6=i
|ϕj〉〈ϕj|δV˜ |ϕi〉
Ej − Ei (9.62)
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En repre´sentation |r〉 :
δEi = −
∫
d3r′ϕci(r
′)δv(r′)ϕi(r′) ; δϕi(r) = 〈r|δϕi〉 =
∑
j 6=i
ϕj(r)
Ej − Ei
∫
d3r′
{
ϕcj(r
′)δv(r′)ϕi(r′)
}
(9.63)
Ce qui conduit aux de´rive´es de Fre´chet suivantes :
δEi
δv(r′)
= −|ϕi(r′)|2 ; δϕi(r)
δv(r′)
=
∑
j 6=i
ϕj(r)
ϕcj(r
′)ϕi(r′)
Ej − Ei (9.64)
Soit dans le cas de la base qui nous occupe : {{|ϕs〉} , {|ϕk〉}}
δEs
δv(r′)
= −|ϕs(r′)|2 (9.65)
δϕs(r)
δv(r′)
=
∑
s′ 6=s
ϕs′(r)
ϕcs′(r
′)ϕs(r′)
Es′ − Es +
∫
d3k′
(2π)3
ϕk′(r)
ϕc
k′
(r′)ϕs(r′)
Ek′ − Es (9.66)
δϕk(r)
δv(r′)
=
∑
s′
ϕs′(r)
ϕcs′(r
′)ϕk(r′)
Es′ − Ek +
∫
d3k′
(2π)3
ϕk′(r)
ϕc
k′
(r′)ϕk(r′)
Ek′ − Ek (9.67)
On peut alors calculer les de´rive´e fonctionnelles de diffe´rentes quantite´s qui font intervenir
la fonction d’onde, notamment la carre´ du module :
δ|ϕk(r)|2
δv(r′)
=
δϕck(r)
δv(r′)
ϕk(r) + ϕ
c
k(r)
δϕk(r)
δv(r′)
=
∑
s′
ϕcs′(r)ϕk(r)
ϕs′(r
′)ϕck(r
′)
Es′ − Ek +
∫
d3k′
(2π)3
ϕck′(r)ϕk(r)
ϕk′(r
′)ϕck(r
′)
Ek′ − Ek
+
∑
s′
ϕck(r)ϕs′(r)
ϕcs′(r
′)ϕk(r′)
Es′ − Ek +
∫
d3k′
(2π)3
ϕck(r)ϕk′(r)
ϕc
k′
(r′)ϕk(r′)
Ek′ − Ek
(9.68)
Ainsi que la somme :
δ
δv(r′)
∫
d3k
(2π)3
gkCk =
δ
δv(r′)
∫
d3k
(2π)3
gk
∫
d3r
{|ϕk(r)|2 − 1} (9.69a)
=
∫
d3k
(2π)3
gk
∫
d3r
{
δ|ϕk(r)|2
δv(r′)
}
(9.69b)
=
∫
d3k
(2π)3
gk
∫
d3r
∫
d3k′
(2π)3
ϕck′(r)ϕk(r)
ϕck(r
′)ϕk′(r′)
Ek′ − Ek
+
∫
d3k
(2π)3
gk
∫
d3r
∫
d3k′
(2π)3
ϕck(r)ϕk′(r)
ϕc
k′
(r′)ϕk(r′)
Ek′ − Ek (9.69c)
=
∫
d3k
(2π)3
∫
d3k′
(2π)3
(gk − gk′)
∫
d3rϕck′(r)ϕk(r)
ϕck(r
′)ϕk′(r′)
Ek′ − Ek
(9.69d)
=−
∫
d3k
(2π)3
∫
d3k′
(2π)3
gk − gk′
Ek − Ek′ (2π)
3δ3(k
′ − k)ϕck(r′)ϕk′(r′) (9.69e)
=− 1
(2π)3
∫ ∞
0
dk k2
∫ ∞
0
dk′ k′2
gk − gk′
Ek − Ek′
δ(k′ − k)
k2∫ π
0
dθk
∫ 2π
0
dφk
∫ π
0
dθk′
∫ 2π
0
dφk′
δ(θk′ − θk)
sin θk
δ(φk′ − φk)ϕck(r′)ϕk′(r′)
(9.69f)
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or
lim
k′→k
(
gk − gk′
Ek − Ek′
)
= lim
k′→k
(
gk − gk′
k − k′
k − k′
Ek − Ek′
)
=
δgk
δEk
(9.70)
Finalement :
δ
δv(r′)
∫
d3k
(2π)3
gkCk = −
∫ ∞
0
dk
(2π)3
k2
δgk
δEk
∫ π
0
∫ 2π
0
dθkdφk|ϕk(r′)|2 (9.71)
9.7 Re`gle de somme de Friedel
On rappelle ici la re`gle de somme de Friedel, dans le formalisme du proble`me a` potentiel
central.
9.7.1 Cas de l’e´quation de Schro¨dinger
Commenc¸ons par rappeller l’e´quation de Schro¨dinger radiale, pour les e´tats du continuum :
R′′E,ℓ(r) +
2m
~2
(E + v(r))RE,ℓ(r)− ℓ(ℓ+ 1)
r2
RE,ℓ(r) = 0 (9.72)
On conside`re que les e´tats du continuum sont normalise´s aux ondes planes :
∫ ∞
0
dr {RE,ℓ(r)RE′,ℓ(r)} = δ(E − E ′) ⇒ AE =
√
m
~2
√
2
πpE
(9.73)
ou` :
pE ≡
√
2mE
~2
(9.74)
Nous conside´rons un potentiel localise´, c’est-a`-dire tel qu’il existe un r∞ pour lequel :
r > r∞ ⇒ v(r) = 0 (9.75)
pour r →∞, nous avons alors l’e´quation :
R′′E,ℓ(r) + p
2
ERE,ℓ(r) = 0 (9.76)
Pour b→∞, nous pouvons donc e´crire :
∫ b
0
dr
{
R′′E,ℓ(r)RE′,ℓ(r)−RE,ℓ(r)R′′E′,ℓ(r)
}
=(p2E′ − p2E)
∫ b
0
dr {RE,ℓ(r)RE′,ℓ(r)} (9.77)
[
R′E,ℓ(r)RE′,ℓ(r)−RE,ℓ(r)R′E′,ℓ(r)
]b
0
=(pE′ + pE)(pE′ − pE)
∫ b
0
dr {RE,ℓ(r)RE′,ℓ(r)}
(9.78)
La de´rive´e n-ie`me de RE′,ℓ peut eˆtre de´veloppe´e en pE :
R
(n)
E′,ℓ(r) = R
(n)
E,ℓ(r) + (pE′ − pE)
∂R
(n)
E,ℓ(r)
∂pE
∣∣∣∣∣
pE
+ ... (9.79)
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Nous pouvons ainsi e´crire :[
R′E,ℓ(r)(pE′ − pE)
∂RE,ℓ(r)
∂pE
−RE,ℓ(r)(pE′ − pE)
∂R′E,ℓ(r)
∂pE
+ o
(
(pE′ − pE)2
)]b
0
=(pE′ + pE)(pE′ − pE)
∫ b
0
dr {RE,ℓ(r)RE′,ℓ(r)} (9.80)
Pour E → E ′, nous obtenons alors l’e´galite´ suivante :[
∂RE,ℓ(r)
∂pE
R′E,ℓ(r)−RE,ℓ(r)
∂R′E,ℓ(r)
∂pE
]b
0
= 2pE
∫ b
0
dr
{
R2E,ℓ(r)
}
(9.81)
Toujours dans le cadre b→∞, nous avons :
RE,ℓ(r) = AE sin
(
pEr − ℓπ
2
+ ∆E,ℓ
)
(9.82)
R′E,ℓ(r) = AEpE cos
(
pEr − ℓπ
2
+ ∆E,ℓ
)
(9.83)
∂RE,ℓ(r)
∂pE
= − AE
2pE
sin
(
pEr − ℓπ
2
+ ∆E,ℓ
)
+ AE
(
r +
∂∆E,ℓ
∂pE
)
cos
(
pEr − ℓπ
2
+ ∆E,ℓ
)
(9.84)
∂R′E,ℓ(r)
∂pE
=
AE
2
cos
(
pEr − ℓπ
2
+ ∆E,ℓ
)
− AEpE
(
r +
∂∆E,ℓ
∂pE
)
sin
(
pEr − ℓπ
2
+ ∆E,ℓ
)
(9.85)
Ainsi, on peut e´crire :∫ b
0
dr
{
R2E,ℓ(r)
}
= A2E
(
− 1
4pE
sin (2pEb− ℓπ + 2∆E,ℓ) + 1
2
(
b+
∂∆E,ℓ
∂pE
))
(9.86)
En ite´rant le calcul pre´ce´dent pour les ondes planes (∆ = 0), nous obtenons de manie`re
e´vidente : ∫ b
0
dr
{
Rfree 2E,ℓ (r)
}
= A2E
(
− 1
4pE
sin (2pEb− ℓπ) + b
2
)
(9.87)
Finalement, nous obtenons :∫ b→∞
0
dr
{
R2E,ℓ(r)−Rfree 2E,ℓ (r)
}
=
m
~2πpE
(
∂∆E,ℓ
∂pE
− 1
pE
sin∆E,ℓ cos(2pEb− ℓπ +∆E,ℓ)
)
(9.88)
ou` le second terme du membre de droite donne une contribution nulle pour b→∞, de`s que
l’on inte`gre en e´nergie.
Nous de´finissons alors ∆N comme suit
∆N(b→∞) ≡
∑
ℓ
2(2ℓ+ 1)
∫ ∞
0
dE
{
fFn0(E)
∫ b→∞
0
dr
{
R2E,ℓ(r)−Rfree 2E,ℓ (r)
}}
(9.89a)
=
∑
ℓ
2(2ℓ+ 1)
∫ ∞
0
dpE
{
fFn0(E)
π
∂∆E,ℓ
∂pE
}
(9.89b)
= −
∑
ℓ
2(2ℓ+ 1)
∫ ∞
0
dpE
{
∆E,ℓ
π
∂fFn0(E)
∂pE
}
(9.89c)
=
∑
ℓ
2(2ℓ+ 1)
∫ ∞
0
dpE
{
∆E,ℓ
π
βpEf
F
n0
(E)(1− fFn0(E))
}
(9.89d)
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ou` on a pris la convention ∆E=0,ℓ ≡ 0. Si ce n’est pas le cas, nous utilisons la forme :
∆N(∞) =
∑
ℓ
2(2ℓ+ 1)
∫ ∞
0
dpE
{
∆E,ℓ −∆0,ℓ
π
βpEf
F
n0
(E)(1− fFn0(E))
}
(9.90)
Alors, pour des e´tats lie´s normalise´s dans tout l’espace :∫ ∞
0
dr
{
4πr2(n(r)− n0)
}
=
∑
nr,ℓ
2(2ℓ+ 1)fFn0(Enr,ℓ)
∫ ∞
0
dr
{
R2nr,ℓ(r)
}
+
∑
ℓ
2(2ℓ+ 1)
∫ ∞
0
dE
{
fFn0(E)
∫ b→∞
0
dr
{
R2E,ℓ(r)−Rfree 2E,ℓ (r)
}}
(9.91a)
=
∑
nr,ℓ
2(2ℓ+ 1)fFn0(Enr,ℓ) + ∆N(∞) (9.91b)
9.7.2 Cas de l’e´quation de Dirac
Commenc¸ons par rappeller le syste`me de Dirac radial, pour les e´tats du continuum :
P ′E,κ(r) +
κ
r
PE,κ(r) + ηP (r)QE,κ(r) = 0 (9.92)
Q′E,κ(r)−
κ
r
QE,κ(r)− ηQ(r)PE,κ(r) = 0 (9.93)
On conside`re que les e´tats du continuum sont normalise´s aux ondes planes :
∫ ∞
0
dr {PE,κ(r)PE′,κ(r) +QE,κ(r)QE′,κ(r)} = δ(E − E ′) ⇒ AE =
√
1
~c
√
η0P
πpE
(9.94)
ou` :
pE ≡
√
E2 + 2Emc2
~2c2
(9.95)
Multipliant la premie`re e´quation du syste`me par Q′E′,κ(r) et la seconde par P
′
E′,κ(r), nous
obtenons :
QE′,κ(r)P
′
E,κ(r) +
κ
r
QE′,κ(r)PE,κ(r) +
E
~c
QE′,κ(r)QE,κ(r) +
2mc2 + v(r)
~c
QE′,κ(r)QE,κ(r) = 0
(9.96)
PE′,κ(r)Q
′
E,κ(r)−
κ
r
PE′,κ(r)QE,κ(r)− E
~c
PE′,κ(r)PE,κ(r)− v(r)
~c
PE′,κ(r)PE,κ(r) = 0 (9.97)
En retranchant a` chacune des e´quations son e´quivalente avec les indices permute´s, nous
arrivons a` :
QE′,κ(r)P
′
E,κ(r)−QE,κ(r)P ′E′,κ(r)
+
κ
r
(QE′,κ(r)PE,κ(r)−QE,κ(r)PE′,κ(r)) + E − E
′
~c
QE′,κ(r)QE,κ(r) = 0 (9.98)
PE′,κ(r)Q
′
E,κ(r)− PE,κ(r)Q′E′,κ(r)
− κ
r
(PE′,κ(r)QE,κ(r)− PE,κ(r)QE′,κ(r))− E − E
′
~c
PE′,κ(r)PE,κ(r) = 0 (9.99)
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Enfin, en retranchant la premie`re e´quation a` la seconde :
E − E ′
~c
(PE′,κ(r)PE,κ(r) +QE′,κ(r)QE,κ(r))− d
dr
(QE,κ(r)PE′,κ(r)−QE′,κ(r)PE,κ(r)) = 0
(9.100)
Alors, nous pouvons e´crire :
E − E ′
~c
∫ b
0
dr {PE′,κ(r)PE,κ(r) +QE′,κ(r)QE,κ(r)} = [QE,κ(r)PE′,κ(r)−QE′,κ(r)PE,κ(r)]b0
(9.101)
Il est alors possible de de´velopper PE,κ, QE,κ et (E − E ′)/~c en pE :
PE′,κ(r) =PE,κ(r) + (pE′ − pE)
∂P
(n)
E,κ(r)
∂pE
∣∣∣∣∣
pE
+ ... (9.102)
QE′,κ(r) =QE,κ(r) + (pE′ − pE)
∂Q
(n)
E,κ(r)
∂pE
∣∣∣∣∣
pE
+ ... (9.103)
E − E ′
~c
=
~c
2mc2
2Emc2 − 2E ′mc2
~2c2
=
~c
2mc2
(
2Emc2 + E2 − 2E ′mc2 − E ′2
~2c2
+
E ′2 − E2
~2c2
)
(9.104)
=
~c
2mc2
(
p2E − p2E′ + o
(
(pE − pE′)2
))
=
~c
2mc2
(
(pE + pE′)(pE − pE′) + o
(
(pE − pE′)2
))
(9.105)
Dans la limite E ′ → E, nous obtenons l’e´galite´ suivante :
[
QE,κ(r)
∂PE,κ(r)
∂pE
− ∂QE,κ(r)
∂pE
PE,κ(r)
]b
0
=
~c
2mc2
2pE
∫ b
0
dr
{
P 2E,κ(r) +Q
2
E,κ(r)
}
(9.106)
Pour b→∞, nous pouvons e´crire :
PE,κ(r) = AE sin
(
pEr − ℓκπ
2
+ ∆E,κ
)
(9.107)
QE,κ(r) = −sgn(κ)pE
η0P
AE sin
(
pEr − ℓ˜κπ
2
+ ∆E,κ
)
(9.108)
∂PE,κ(r)
∂pE
= − AE
2pE
mc2
E +mc2
sin
(
pEr − ℓκπ
2
+ ∆E,κ
)
+ AE
(
r +
∂∆E,κ
∂pE
)
cos
(
pEr − ℓκπ
2
+ ∆E,κ
)
(9.109)
∂QE,κ(r)
∂pE
= −sgn(κ)AE
2η0P
mc2
E +mc2
sin
(
pEr − ℓ˜κπ
2
+ ∆E,κ
)
− sgn(κ)pE
η0P
AE
(
r +
∂∆E,κ
∂pE
)
cos
(
pEr − ℓ˜κπ
2
+ ∆E,κ
)
(9.110)
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ou` nous avons utilise´ les relations :
∂η0P
∂pE
= − ~c
E +mc2
pE (9.111)
∂AE
∂pE
= − AE
2pE
mc2
E +mc2
(9.112)
dont nous de´duisons :
QE,κ(r)
∂PE,κ(r)
∂pE
− ∂QE,κ(r)
∂pE
PE,κ(r)
=sgn(κ)
A2E
η0P
mc2
E +mc2
sin
(
pEr − ℓκπ
2
+ ∆E,κ
)
sin
(
pEr − ℓ˜κπ
2
+ ∆E,κ
)
− sgn(κ)A
2
EpE
η0P
(
r +
∂∆E,κ
∂pE
)(
sin
(
pEr − ℓ˜κπ
2
+ ∆E,κ
)
cos
(
pEr − ℓκπ
2
+ ∆E,κ
)
− cos
(
pEr − ℓ˜κπ
2
+ ∆E,κ
)
sin
(
pEr − ℓκπ
2
+ ∆E,κ
))
(9.113a)
QE,κ(r)
∂PE,κ(r)
∂pE
− ∂QE,κ(r)
∂pE
PE,κ(r) =− A
2
E
2η0P
mc2
E +mc2
sin (2pEr − ℓκπ + 2∆E,κ)
+
A2EpE
η0P
(
r +
∂∆E,κ
∂pE
)(
cos2 (2pEr − ℓκπ + 2∆E,κ)
+ sin2 (2pEr − ℓκπ + 2∆E,κ)
)
(9.113b)
=− A
2
E
2η0P
mc2
E +mc2
sin (2pEr − ℓκπ + 2∆E,κ)
+
A2EpE
η0P
(
r +
∂∆E,κ
∂pE
)
(9.113c)
En ite´rant le calcul pre´ce´dent pour les ondes planes (∆ = 0), nous obtenons de manie`re
e´vidente :
QfreeE,κ (r)
∂P freeE,κ (r)
∂pE
− ∂Q
free
E,κ (r)
∂pE
P freeE,κ (r) =−
A2E
2η0P
mc2
E +mc2
sin (2pEr − ℓκπ) + A
2
EpE
η0P
r
(9.114)
Finalement :∫ b→∞
0
dr
{
P 2E,κ(r) +Q
2
E,κ(r) −P free 2E,κ (r)−Qfree 2E,κ (r)
}
=
mc2
~cπpE
(
∂∆E,κ
∂pE
− 1
pE
mc2
E +mc2
sin∆E,κ cos (2pEr − ℓκπ +∆E,κ)
)
(9.115)
ou` le second terme du membre de droite donne une contribution nulle pour b→∞, de`s que
l’on inte`gre en e´nergie.
Nous de´finissons alors ∆N comme suit :
∆N(b→∞) ≡
∑
κ
2|κ|
∫ ∞
0
dE
{
fFn0(E)
∫ b→∞
0
dr
{
P 2E,κ(r) +Q
2
E,κ(r)− P free 2E,κ (r)−Qfree 2E,κ (r)
}}
(9.116)
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Et nous arrivons a` :
∆N(∞) =
∑
κ
2|κ|mc2~3c3
∫ ∞
0
dpE
{
∆ε,κ −∆0,κ
π(E +mc2)
pEf
F
n0
(E)
E +mc2
(
β(1− fFn0(E)) +
1
E +mc2
)}
(9.117)
9.8 Me´thode de Numerov
La me´thode de Numerov (cf. Ref. [186]) est une me´thode de diffe´rences finies pour les
e´quations de la forme
f ′′(x) + ω(x)f(x) = 0 (9.118)
Cette me´thode tire parti de la forme de l’e´quation pour obtenir une pre´cision d’ordre 6
avec une diffe´rence finie en 2 points seulement.
On e´crit le de´veloppement de Taylor pour la fonction f :
f(x± h) = f(x)± h f ′(x) + h
2
2
f ′′(x)± h
3
6
f (3)(x) +
h4
24
f (4)(x)± h
5
12
f (5)(x) + o(h6) (9.119)
ainsi que pour sa de´rive´e seconde f ′′ :
f ′′(x± h) = f ′′(x)± h f (3)(x) + h
2
2
f (4)(x)± h
3
6
f (5)(x) + o(h4) (9.120)
On e´crit
f(x+ h) + f(x− h) = 2f(x) + h2 f ′′(x) + h
4
12
f (4)(x) + o(h6)
=
(
2− h2ω(x)) f(x) + h4
12
f (4)(x) + o(h6)
(9.121)
f ′′(x+ h) + f ′′(x− h) = 2f ′′(x) + h2 f (4)(x) + o(h4) (9.122)
en utilisant l’Eq. 9.118
h2 f (4)(x) = 2ω(x)f(x)− ω(x+ h)f(x+ h)− ω(x− h)f(x− h) + o(h4) (9.123)
Finalement, en substituant h2 f (4)(x) :
(
1 +
h2
12
ω(x+ h)
)
f(x+ h) +
(
1 +
h2
12
ω(x− h)
)
f(x− h) =
(
2− 10
12
h2ω(x)
)
f(x) + o(h6)
(9.124)
Si on discre´tise les fonctions f et ω sur une grille de pas h, avec des indices i, on a donc
le sche´ma suivant :
fi+1 =
1
1 + h
2
12
ωi+1
((
2− 10
12
h2ωi
)
fi −
(
1 +
h2
12
ωi−1
)
fi−1
)
+ o(h6) (9.125)
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9.9 Perturbations dynamiques et fonction de Lindhard
Conside´rons un hamiltonien H˜ consitue´ du hamiltonien H˜0 et d’un potentiel perturbatif
V˜ 1(t) de´pendant du temps :
H˜ = H˜0 + V˜ 1(t) (9.126)
On conside`re le de´veloppement perturbatif de l’e´tat, en repre´sentation de Schro¨dinger :
|ϕ(t)〉 = |ϕ0(t)〉+ |ϕ1(t)〉 (9.127)
L’e´quation d’onde a` l’ordre 0 est alors :
H˜0|ϕ0(t)〉 = i~ ∂
∂t
|ϕ0(t)〉 (9.128)
Les solutions sont alors les ϕfreek , a` l’ope´rateur d’e´volution pre`s :
ϕ0k(r, t) = e
− i
~
Ektϕfreek (r) (9.129)
L’e´quation d’onde a` l’ordre 1 est, quant a` elle :
H˜0|ϕ1(t)〉+ V˜ 1(t)|ϕ0(t)〉 = i~ ∂
∂t
|ϕ1(t)〉 (9.130)
On conside`re alors la transforme´e de Fourier temporelle de´finie comme suit :
ϕ1k(r, t) =
∫ ∞
−∞
dω
2π
{
ϕ1k,ω(r)e
−iωt} (9.131)
Il convient de remarquer que la conjugue´e hermitique de la transforme´e de Fourier n’est pas
la transforme´e de Fourier de la conjugue´e hermitique :
ϕ1 ck (r, t) =
(∫ ∞
−∞
dω
2π
{
ϕ1k,ω(r)e
−iωt})c (9.132a)
=
∫ ∞
−∞
dω
2π
{
ϕ1 ck,ω(r)e
+iωt
}
(9.132b)
=
∫ ∞
−∞
dω
2π
{
ϕ1 ck,−ω(r)e
−iωt} (9.132c)
v1(r, t) =
∫ ∞
−∞
dω
2π
{
v1ω(r)e
−iωt} (9.133)
En utilisant cette transformation de Fourier, l’e´quation d’onde a` l’ordre 1 s’e´crit :
H0
∫ ∞
−∞
dω
2π
{
ϕ1k,ω(r)e
−iωt}+ ∫ ∞
−∞
dω
2π
{
v1ω(r)ϕ
free
k (r)e
− i
~
(~ω+Ek)t
}
=~ω
∫ ∞
−∞
dω
2π
{
ϕ1k,ω(r)e
−iωt}
(9.134a)∫ ∞
−∞
dω
2π
{(
H0ϕ1k,ω(r) + v
1
ω−Ek/~(r)ϕ
free
k (r)
)
e−iωt
}
=~ω
∫ ∞
−∞
dω
2π
{
ϕ1k,ω(r)e
−iωt}
(9.134b)
H0ϕ1k,ω(r)− ~ωϕ1k,ω(r) =− v1ω−Ek/~(r)ϕfreek (r)
(9.134c)
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On exprime la solution a` l’aide de la fonction de Green de l’e´quation d’onde des particules
libres (voir l’Eq. 9.174 page 166)
ϕ1k,ω(r) =
∫
d3r′
{
−v1ω−Ek/~(r′)ϕfreek (r′)G0(r, r′; ~ω)
}
(9.135)
Un calcul identique peut eˆtre effectue´ pour la conjugue´e hermitique :
ϕ1 ck,ω(r) =
∫
d3r′
{
−v1−ω−Ek/~(r′)ϕfree ck (r′)G0 c(r, r′; ~ω)
}
(9.136)
On peut alors construire la densite´ perturbe´e a` l’ordre 1 :
n(r, t) =gspin
∫
d3k
(2π)3
{
fF (Ek)|ϕk(r, t)|2
}
(9.137)
=gspin
∫
d3k
(2π)3
{
fF (Ek)ϕ
0 c
k (r, t)ϕ
0
k(r, t)
}
+ gspin
∫
d3k
(2π)3
{
fF (Ek)
(
ϕ0 ck (r, t)ϕ
1
k(r, t) + ϕ
1 c
k (r, t)ϕ
0
k(r, t)
)}
+ ... (9.138)
≡n0 + n1(r, t) + ... (9.139)
On remarquera que l’on a ici omis d’ajouter la traditionnelle contribution des e´tats lie´s a`
la densite´. De fait, conside´rer l’action d’un potentiel par perturbation des ondes planes ne
fait pas formellement apparaˆıtre d’e´tat lie´. Pourtant, la me´thode de perturbation de´crite ici
donne bel et bien acce`s a` la perturbation de la densite´ totale et non de la seule contribution
des e´tats du continuum. On revient sur ce proble`me dans la partie 5.3, en page 95.
n1(r, t) =gspin
∫
d3k
(2π)3
{
fF (Ek)
(
ϕ0 ck (r, t)ϕ
1
k(r, t) + ϕ
1 c
k (r, t)ϕ
0
k(r, t)
)}
(9.140a)
=gspin
∫
d3k
(2π)3
{
fF (Ek)
(∫
dω
2π
{
ϕfree ck (r)ϕ
1
k,ω(r)e
−i
“
ω−Ek
~
”
t
}
+
∫
dω
2π
{
ϕ1 ck,−ω(r)ϕ
free
k (r)e
−i
“
ω+
Ek
~
”
t
})}
(9.140b)
=
∫
dω
2π
{
e−iωtgspin
∫
d3k
(2π)3
{
fF (Ek)
(
ϕfree ck (r)ϕ
1
k,ω+Ek/~
(r) + ϕ1 ck,−ω+Ek/~(r)ϕ
free
k (r)
)}}
(9.140c)
≡
∫
dω
2π
{
e−iωtn1ω(r)
}
(9.140d)
ou` on a de´fini :
n1ω(r) ≡gspin
∫
d3k
(2π)3
{
fF (Ek)
(
ϕfree ck (r)ϕ
1
k,ω+Ek/~
(r) + ϕ1 ck,−ω+Ek/~(r)ϕ
free
k (r)
)}
(9.141a)
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En exprimant les solutions ϕ1k,ω, ϕ
1 c
k,ω donne´es dans les Eqs. 9.135, 9.136, on obtient pour la
re´ponse line´aire de la densite´ :
=− gspin
∫
d3k
(2π)3
∫
d3r′
{
fF (Ek)
(
ϕfree ck (r)v
1
ω(r
′)ϕfreek (r
′)G0(r, r′;Ek + ~ω)
+v1ω(r
′)ϕfree ck (r
′)G0 c(r, r′;Ek − ~ω)ϕfreek (r)
)}
(9.141b)
=− gspin
∫
d3r′v1ω(r
′)
∫
d3k
(2π)3
d3k′
(2π)3
{
fF (Ek)
(
ϕfree ck (r)ϕ
free
k (r
′)ϕfree
k′
(r)ϕfree c
k′
(r′)
Ek′ − (Ek + ~ω)
+
ϕfree ck (r
′)ϕfree c
k′
(r)ϕfree
k′
(r′)ϕfreek (r)
Ek′ − (Ek − ~ω)
)}
(9.141c)
on permute les indices muets dans le second terme :
=− gspin
∫
d3r′v1ω(r
′)
(∫
d3k
(2π)3
d3k′
(2π)3
{
fF (Ek)
ϕfree ck (r)ϕ
free
k (r
′)ϕfree
k′
(r)ϕfree c
k′
(r′)
Ek′ − (Ek + ~ω)
}
+
∫
d3k′
(2π)3
d3k
(2π)3
{
fF (Ek′)
ϕfree c
k′
(r′)ϕfree ck (r)ϕ
free
k (r
′)ϕfree
k′
(r)
Ek − (Ek′ − ~ω)
})
(9.141d)
=gspin
∫
d3r′v1ω(r
′)
∫
d3k
(2π)3
d3k′
(2π)3
{(
fF (Ek′)− fF (Ek)
) ϕfree ck (r)ϕfreek (r′)ϕfreek′ (r)ϕfree ck′ (r′)
Ek′ − (Ek + ~ω)
}
(9.141e)
On conside`re alors la transforme´e de Fourier spatiale de´finie comme suit :
n1ω(r) =
∫
d3q
(2π)3
{
n1q,ωe
iq.r
}
(9.142)
Dans le cas quantique non-relativiste, on a a` traiter le hamiltonien de Schro¨dinger H˜0 = H˜0S,
gspin = 2 et les fonctions d’onde sont : ϕ
free
k (r) = e
ik.r, ainsi :
n1ω(r) =2
∫
d3r′v1ω(r
′)
∫
d3k
(2π)3
d3k′
(2π)3
{(
fF (Ek′)− fF (Ek)
) ei(k−k′).(r′−r)
Ek′ − (Ek + ~ω)
}
(9.143a)
en faisant le changement de variable q = k′ − k :
=2
∫
d3q
(2π)3
{
eiq.r
∫
d3k
(2π)3
{
fF (E|q+k|)− fF (Ek)
E|q+k| − (Ek + ~ω)
}∫
d3r′
{
v1ω(r
′)e−iq.r
′
}}
(9.143b)
=2
∫
d3q
(2π)3
{
eiq.rΠ0q,ωv
1
q,ω
}
(9.143c)
ou` on a de´fini :
Π0q,ω ≡
∫
d3k
(2π)3
{
fF (E|q+k|)− fF (Ek)
E|q+k| − Ek − ~ω
}
(9.144)
Finalement :
n1q,ω = Π
0
q,ωv
1
q,ω (9.145)
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Dans le cas quantique relativiste, on a a` traiter le hamiltonien de Dirac H˜0 = H˜0D, gspin = 1
et les bispineurs sont : ϕfreek,s (r) =
1√
2Ek
(uk,s + v−k,−s) eik.r, ainsi :
n1ω(r) =
∑
s,s′
∫
d3r′v1ω(r
′)
∫
d3k
(2π)3
d3k′
(2π)3
{(
fF (Ek′)− fF (Ek)
) 1
2Ek2Ek′
ei(k−k
′).(r′−r)
Ek′ − (Ek + ~ω)(
u†k,s + v
†
−k,−s
)
(uk,s + v−k,−s)
(
uk′,s′ + v−k′,−s′
) (
u†
k′,s′
+ v†−k′,−s′
)}
(9.146a)
=
∑
s,s′
∫
d3r′v1ω(r
′)
∫
d3k
(2π)3
d3k′
(2π)3
{(
fF (Ek′)− fF (Ek)
) 1
2Ek2Ek′
ei(k−k
′).(r′−r)
Ek′ − (Ek + ~ω)2Ek2Ek
′δs,s′
}
(9.146b)
=2
∫
d3q
(2π)3
{
eiq.rΠ0q,ωv
1
q,ω
}
(9.146c)
Finalement, on a toujours :
n1q,ω = Π
0
q,ωv
1
q,ω (9.147)
Remarquons que le meˆme re´sultat peut eˆtre obtenu via le formalisme des fonctions de
Green a` tempe´rature finie, pour une telle approche, on pourra se reporter a` la Ref. [26].
9.10 Singularite´s de la distribution de Fermi-Dirac
Afin de re´aliser par la me´thode des re´sidus certaines inte´grales faisant intervenir la dis-
tribution de Fermi-Dirac, il est utile de connaˆıtre le comportement de cette dernie`re dans le
plan complexe.
Conside´rons la distribution de Fermi-Dirac adimensionne´e, dans le cas non-relativiste :
fF (κ) =
1
e
κ2
θ
+AT + 1
(9.148)
ou` l’on a de´fini AT ≡ µ/kBT , et ou` κ ∈ C. On aura un poˆle de la distribution lorsque :
e
κ2
θ
+AT = −1 = e±i(2j+1)π ; j ∈ N (9.149)
κ2 = κ2r − κ2i + 2iκrκi = θ (AT ± iπ(2j + 1))⇔ κ2r − κ2i = θAT ; 2iκrκi = ±iπθ(2j + 1)
(9.150)
ou` l’on note κr ≡ Re(κ) et κi ≡ Im(κ). On obtient alors les solutions :
κjr =
1√
2
√
−θAT +
√
(θAT )2 + (πθ(2j + 1))2 (9.151)
κji =
1√
2
√
+θAT +
√
(θAT )2 + (πθ(2j + 1))2 (9.152)
Les singularite´s de la distribution de Fermi-Dirac sont ainsi situe´es aux poˆles de Fermi κj±,
κ¯j± de´finis comme suit :
κj± ≡ ±κjr + iκji (9.153)
κ¯j± ≡ ±κjr − iκji (9.154)
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Il s’agit a` pre´sent de chercher le comportement de la distribution de Fermi-Dirac aux
voisinages de ces poˆles. Soit κ = κj± + ε (de´marche identique pour κ = κ¯
j
± + ε), ou` ε est un
infiniment petit du 1er ordre. On a alors :
κ2
θ
+ AT =
2εκj±
θ
± iπ(2j + 1) (9.155)
et donc :
fF (κ) =
1
e±iπ(2j+1)
(
1 +
2εκj
±
θ
)
+ 1
= − θ
2εκj±
= − θ
2κj±
1
κ− κj±
(9.156)
on a ainsi affaire a` un poˆle simple en κj± avec le re´sidu −θ/2κj±.
9.11 Potentiel coulombien dans l’espace de Fourier
Soit le potentiel coulombien :
vC(r) =
e2
r
(9.157)
Effectuons alors la transforme´e de Fourier de vC(r) :
vCq =e
2
∫
d3r
{
eiq.r
r
}
(9.158)
=e2 lim
η→0+
∫
d3r
{
e−ηr
eiq.r
r
}
(9.159)
=2πe2 lim
η→0+
∫ ∞
0
dr
{
re−ηr
∫ +1
−1
{
eiqrt
}}
(9.160)
=2πe2 lim
η→0+
∫ ∞
0
dr
{
re−ηr
[
eiqrt
iqr
]+1
−1
}
(9.161)
=4πe2 lim
η→0+
∫ ∞
0
dr
{
e−ηr sin(qr)
q
}
(9.162)
=
4πe2
q
lim
η→0+
([
−e
−ηr cos(qr)
q
]∞
0
−
∫ ∞
0
dr
{
η
q
e−ηr cos(qr)
})
(9.163)
=
4πe2
q2
(9.164)
9.12 Fonctions de Green des e´quations d’onde
Soit l’e´quation d’onde stationnaire, pour un hamiltonien H˜ :
(H˜ − E)|ψ〉 = 0 (9.165)
Il est souvent inte´ressant d’e´crire des solutions de l’e´quation inhomoge`ne associe´e, notamment
pour e´crire la fonction de re´ponse.
(H − E)ψ(r) = F (r) (9.166)
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Il s’agit d’une e´quation line´aire, afin de la re´soudre, on recherche la fonction de Green
G(r, r′, E), c’est-a`-dire la solution de l’e´quation suivante :
(H − E)G(r, r′, E) = δ3(r − r′) (9.167)
Conside´rons la base {|ϕj〉} des e´tats propres de H˜ :
H˜|ϕj〉 = Ej|ϕj〉 (9.168)
On note ϕj(r) la repre´sentation |r〉 de |ϕj〉 et ϕcj(r) son hermitique conjugue´e. La relation
de fermeture de la base {|ϕj〉} permet d’e´crire :∑
j
|ϕj〉〈ϕj| = I⇒ 〈r|r′〉 =
∑
j
〈r|ϕj〉〈ϕj|r′〉 =
∑
j
ϕj(r)ϕ
c
j(r
′) = δ3(r − r′) (9.169)
A` partir de cela, il est trivial de construire G(r, r′, E) :
(H − E)ϕj(r) = (Ej − E)ϕj(r) (9.170)
(H − E)
∑
j
ϕj(r)ϕ
c
j(r
′)
(Ej − E) =
∑
j
ϕj(r)ϕ
c
j(r
′) = δ3(r − r′) (9.171)
Finalement :
G(r, r′, E) =
∑
j
ϕj(r)ϕ
c
j(r
′)
Ej − E (9.172)
Dans le cas de la the´orie des perturbations a` l’ordre 1, on doit re´soudre une e´quation
inhomoge`ne du type :
(H0 − E)ψ(r) = F (r) (9.173)
Les ondes planes
{
|ϕfreek 〉
}
consituent par de´finition la base d’e´tats propres de H˜0 et alors la
fonction de Green G0(r, r′, E) s’e´crit :
G0(r, r′, E) =
∫
d3k
(2π)3
{
ϕfreek (r)ϕ
free c
k (r
′)
Ek − E
}
(9.174)
9.13 Fonction de Green de Helmholtz
On rappelle ici un calcul de la fonction de Green de Helmholtz, ainsi que l’expression de
cette dernie`re en syme´trie sphe´rique.
L’e´quation de Helmholtz inhomoge`ne, pour une fonction f(r), est :
∇2rf(r)− k2f(r) = SH(r) (9.175)
La fonction de Green de Helmholtz est de´finie par :
∇2rGH(r, r′)− k2HGH(r, r′) = δ3(r − r′) (9.176)
en convenant des transforme´es de Fourier :
GH(r, r
′) =
∫
d3k
(2π)3
{
GH k(r
′)eik.r
}
(9.177)
δ3(r − r′) =
∫
d3k
(2π)3
{
eik.(r−r
′)
}
(9.178)
9.13. FONCTION DE GREEN DE HELMHOLTZ 167
on obtient directement :
GH k(r
′) = − e
−ik.r′
k2 + k2H
= − e
−ik.r′
(k + ikH)(k − ikH) (9.179)
GH(r, r
′) =
∫
d3k
(2π)3
{
− e
ik.(r−r′)
(k + ikH)(k − ikH)
}
≡ GH(r − r′) (9.180a)
=
1
(2π)2
∫ ∞
0
dk
{ −k2
(k + ikH)(k − ikH)
∫ π
0
dθ sin θ
{
eik|r−r
′| cos θ
}}
(9.180b)
=
1
(2π)2
∫ ∞
0
dk
{ −k2
(k + ikH)(k − ikH)
∫ 1
−1
dt
{
eik|r−r
′|t
}}
(9.180c)
=
1
(2π)2
∫ ∞
0
dk
{ −k2
(k + ikH)(k − ikH)
2 sin(k|r − r′|)
k|r − r′|
}
(9.180d)
En de´composant la fraction en e´le´ments simples, on obtient :
=
1
(2π)2
∫ ∞
0
dk
{ −2k
|r − r′|
1
2ikH
(
1
k − ikH −
1
k + ikH
)
sin(k|r − r′|)
}
(9.180e)
De´composant a` pre´sent le sinus :
=
1
(2π)2
∫ ∞
0
dk
{
k
2kH |r − r′|
(
1
k − ikH −
1
k + ikH
)(
eik|r−r
′| − e−ik|r−r′|
)}
(9.180f)
=
1
2(2π)2kH |r − r′|
(∫ ∞
0
dk
{
keik|r−r
′|
k − ikH
}
−
∫ ∞
0
dk
{
keik|r−r
′|
k + ikH
}
−
∫ ∞
0
dk
{
ke−ik|r−r
′|
k − ikH
}
+
∫ ∞
0
dk
{
ke−ik|r−r
′|
k + ikH
})
(9.180g)
=
1
2(2π)2kH |r − r′|
(∫ ∞
−∞
dk
{
keik|r−r
′|
k − ikH
}
−
∫ ∞
−∞
dk
{
keik|r−r
′|
k + ikH
})
(9.180h)
On re´alise chacune de ces deux inte´grales par la me´thode des re´sidus en conside´rant un contour
Γ constitue´ de l’axe re´el et d’un demi-cercle de rayon infini dans le demi-plan Im(k) > 0.
Sachant que |r−r′| > 0, le lemme de Jordan applique´ au demi-cercle garantit que ce dernier
apportera une contribution nulle a` l’inte´grale. Chacune de ces inte´grales le long de l’axe re´el
revient alors a` l’inte´grale sur tout le contour Γ. Puisque kH > 0, le poˆle simple de la premie`re
inte´grale k = ikH est situe´ dans le contour et apporte une contribution 2iπ(ikHe
−kH |r−r′|). Le
poˆle simple de la seconde inte´grale k = −ikH est situe´ hors du contour et n’apporte aucune
contribution. Finalement, nous obtenons :
GH(r − r′) =2iπ(ikHe
−kH |r−r′|)
2(2π)2kH |r − r′| (9.181a)
=− e
−kH |r−r′|
4π|r − r′| ≡ GH(|r − r
′|) (9.181b)
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On conside`re a` pre´sent la solution de l’e´quation de Helmholtz inhomoge`ne, avec un terme
source SH(r) a` syme´trie sphe´rique :
f(r) =
∫
d3r′ {SH(r′)GH(|r − r′|)} (9.182a)
=2π
∫ ∞
0
dr′
{
r′2SH(r′)
∫ π
0
dθ sin θ
{
GH(
√
r2 + r′2 − 2rr′ cos θ)
}}
(9.182b)
=
∫ ∞
0
dr′ {SH(r′)gH(r, r′)} (9.182c)
ou` on a de´fini :
gH(r, r
′) ≡2πr′2
∫ π
0
dθ sin θ
{
GH(
√
r2 + r′2 − 2rr′ cos θ)
}
(9.183a)
=2πr′2
∫ +1
−1
dt
{
− e
−kH
√
r2+r′2−2rr′t
4π
√
r2 + r′2 − 2rr′t
}
(9.183b)
=− r
′2
2
√
2rr′
∫ +1
−1
dt

e
−kH
√
2rr′
q
r2+r′2
2rr′
−t√
r2+r′2
2rr′
− t

 (9.183c)
en faisant le changement de variable : ξ ≡
√
r2+r′2
2rr′
− t
=− r
′2
2
√
2rr′
(−2)
∫ q r2+r′2
2rr′
−1
q
r2+r′2
2rr′
+1
dx
{
e−kH
√
2rr′x
}
=
r′2√
2rr′
[
−e
−kH
√
2rr′x
kH
√
2rr′
]q r2+r′2
2rr′
−1
q
r2+r′2
2rr′
+1
(9.183d)
=− 1
2kH
r′
r
(
e−kH
√
r2+r′2−2rr′ − e−kH
√
r2+r′2+2rr′
)
(9.183e)
=− 1
2kH
r′
r
(
e−kH |r−r
′| − e−kH |r+r′|
)
(9.183f)
=− 1
2kH
r′
r
(
e−kHr sinh(kHr′)θ(r − r′) + e−kHr′ sinh(kHr)θ(r′ − r)
)
(9.183g)
9.14 Potentiel asymptotique par la re´ponse line´aire
Nous pre´sentons ci-dessous le de´tail des calculs utilise´s dans 6.3.2 afin d’obtenir les formes
asymptotiques χ∞el n(r) et χ
∞′
el n(r), ainsi que la contribution asymptotique a` l’inte´grale du
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potentiel :
∫∞
r∞
dr {rχ∞el n(r)}.
χ∞el n(r) =
4π
Z
∫ ∞
r
dr′
{
r′(r′ − r) (n1(r)− n0)} (9.184a)
=
4π
Z
A
∫ ∞
r
dr′
{
r′e−kTF r
′ − re−kTF r′
}
+
4π
Z
B
∫ ∞
r
dr′
{
e−2b
F
0
r′
r′
sin(2aF0 r
′ + δ)− re
−2bF
0
r′
r′2
sin(2aF0 r
′ + δ)
}
(9.184b)
=− 4π
Z
A
d
dkTF
∫ ∞
r
dr′
{
e−kTF r
′
}
− 4π
Z
Ar
∫ ∞
r
dr′
{
e−kTF r
′
}
+
4π
Z
B
∫ ∞
r
dr′
{
e−2b
F
0
r′
r′
ei(2a
F
0
r′+δ) − e−i(2aF0 r′+δ)
2i
}
− 4π
Z
Br
∫ ∞
r
dr′
{
e−2b
F
0
r′
r′2
ei(2a
F
0
r′+δ) − e−i(2aF0 r′+δ)
2i
}
(9.184c)
=
4π
Z
A
e−kTF r
kTF
(
r +
1
kTF
)
− 4π
Z
Ar
e−kTF r
kTF
+
4π
Z
B
eiδ
2i
∫ ∞
r
dr′
{
e2ir
′(−bF
0
+iaF
0
)
(
1
r′
− r
r′2
)}
− 4π
Z
B
eiδ
2i
∫ ∞
r
dr′
{
e2ir
′(−bF
0
−iaF
0
)
(
1
r′
− r
r′2
)}
(9.184d)
=
4π
Z
A
e−kTF r
k2TF
+
4π
Z
B
eiδ
2i
(∫ ∞
r
dr′
{
e2κ0r
′
r′
}
+
[
r
e2κ0r
′
r′
]∞
r
−
∫ ∞
r
dr′
{
2κ0r
e2κ0r
′
r′
})
− 4π
Z
B
e−iδ
2i
(∫ ∞
r
dr′
{
e2κ
∗
0
r′
r′
}
+
[
r
e2κ
∗
0
r′
r′
]∞
r
−
∫ ∞
r
dr′
{
2κ∗0r
e2κ
∗
0
r′
r′
})
(9.184e)
ou` nous avons de´fini κ0 ≡ (−bF0 + iaF0 )
=
4π
Z
A
e−kTF r
k2TF
+
4π
Z
B
2i
(
eiδ(−e2κ0r)− e−iδ(−e2κ∗0r)
+eiδ(1− 2κ0r)
∫ ∞
r
dr′
{
e2κ0r
′
r′
}
− e−iδ(1− 2κ∗0r)
∫ ∞
r
dr′
{
e2κ
∗
0
r′
r′
})
(9.184f)
Rappellons la de´finition de la fonction E1 :
∫ ∞
r
dr′
{
e2cr
′
r′
}
= E1(−2cr) (9.185)
ou` le parame`tre c est tel que Re(c) < 0. Ainsi, nous pouvons e´crire une premie`re forme pour
χ∞el n(r) :
χ∞el n(r) =
4π
Z
A
e−kTF r
k2TF
+
4π
Z
B
2i
(
−e−2bF0 r
(
ei(2a
F
0
r+δ) − e−i(2aF0 r+δ)
)
+eiδ(1− 2κ0r)E1(−2κ0r)− e−iδ(1− 2κ∗0r)E1(−2κ∗0r)
)
(9.186)
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En de´finissant a` pre´sent αF0 ≡ Re
(
E1(−2(−bF0 + iaF0 )r)
)
et βF0 ≡ Im
(
E1(−2(−bF0 + iaF0 )r)
)
,
nous obtenons sans difficulte´
χ∞el n(r) =
4π
Z
A
e−kTF r
k2TF
− 4π
Z
Be−2b
F
0
r sin(2aF0 r + δ)
+
4π
Z
B
((
αF0 (1 + 2b
F
0 r) + 2β
F
0 a
F
0 r
)
sin δ +
(
βF0 (1 + 2b
F
0 r) + 2α
F
0 a
F
0 r
)
cos δ
)
(9.187)
χ∞′el n(r) =−
4π
Z
A
∫ ∞
r
dr′
{
e−kTF r
′
}
− 4π
Z
B
∫ ∞
r
dr′
{
e−2b
F
0
r′
r′2
sin(2aF0 r
′ + δ)
}
(9.188a)
=− 4π
Z
A
e−kTF r
kTF
− 4π
Z
B
eiδ
2i
∫ ∞
r
dr′
{
e2κ0r
′
r′2
}
+
4π
Z
B
e−iδ
2i
∫ ∞
r
dr′
{
e2κ
∗
0
r′
r′2
}
(9.188b)
=− 4π
Z
A
e−kTF r
kTF
− 4π
Z
B
2i
(
e−2b
F
0
r
r
(
ei(2a
F
0
r+δ) − e−i(2aF0 r+δ)
)
+ eiδ(2κ0r)E1(−2κ0r)− e−iδ(2κ∗0r)E1(−2κ∗0r)
)
(9.188c)
=− 4π
Z
A
e−kTF r
kTF
− 4π
Z
B
e−2b
F
0
r
r
sin(2aF0 r + δ)
− 4π
Z
B
((−2αF0 bF0 − 2βF0 aF0 ) sin δ + (−2βF0 bF0 + 2αF0 aF0 ) cos δ) (9.188d)
∫ ∞
r∞
dr {rχ∞el n(r)} =
4π
Z
A
∫ ∞
r∞
dr
{
r
e−kTF r
k2TF
}
− 4π
Z
B
2i
∫ ∞
r∞
dr
{
re−2b
F
0
r
(
ei(2a
F
0
r+δ) − e−i(2aF0 r+δ)
)}
+
4π
Z
B
2i
eiδ
∫ ∞
r∞
dr {r(1− 2κ0r)E1(−2κ0r)}
− 4π
Z
B
2i
e−iδ
∫ ∞
r∞
dr
{
r(1− 2κ∗0r)E1(−2κ∗0r)
}
(9.189)
Il est alors inte´ressant d’effectuer les inte´grales qui suivent (on conside`re que Re(a) > 0) :∫ ∞
r∞
dr
{
re−ar+b
}
=
(
r∞ +
1
a
)
e−ar∞+b
a
(9.190)
∫ ∞
r∞
dr
{
r2e−ar+b
}
=
(
r2∞ +
2r∞
a
+
2
a2
)
e−ar∞+b
a
(9.191)
∫ ∞
r∞
dr {rE1(ar)} =
∫ ∞
r∞
dr
{
r
∫ ∞
r
dt
{
e−at
t
}}
(9.192a)
=
[
r2
2
∫ ∞
r
dt
{
e−at
t
}]∞
r∞
+
∫ ∞
r∞
dr
{
r2
2
e−ar
r
}
(9.192b)
=− r
2
∞
2
E1(ar∞) +
1
2
(
r∞ +
1
a
)
e−ar∞
a
(9.192c)
9.14. POTENTIEL ASYMPTOTIQUE PAR LA RE´PONSE LINE´AIRE 171
∫ ∞
r∞
dr
{
r2E1(ar)
}
=
∫ ∞
r∞
dr
{
r2
∫ ∞
r
dt
{
e−at
t
}}
(9.193a)
=
[
r3
3
∫ ∞
r
dt
{
e−at
t
}]∞
r∞
+
∫ ∞
r∞
dr
{
r3
3
e−ar
r
}
(9.193b)
=− r
3
∞
3
E1(ar∞) +
1
3
(
r2∞ +
2r∞
a
+
2
a2
)
e−ar∞
a
(9.193c)
Finalement, apre`s quelques manipulations, nous obtenons :
∫ ∞
r∞
dr {rχ∞el n(r)}
=
4π
Z
A
e−kTF r
k3TF
(
r∞ +
1
kTF
)
+
4π
Z
B
2i
(
e2κ0r+iδ
2κ0
(
r∞ − 1
κ0
)
− e
2κ∗
0
r−iδ
2κ∗0
(
r∞ − 1
κ∗0
))
+
4π
Z
B
2i
eiδ
((
2κ0
r3∞
3
− r
2
∞
2
)
E1(−2κ0r∞) +
(
2κ0
r2∞
3
− 7r∞
6
+
7
12κ0
)
e−2κ0r∞
2κ0
)
− 4π
Z
B
2i
e−iδ
((
2κ∗0
r3∞
3
− r
2
∞
2
)
E1(−2κ∗0r∞) +
(
2κ∗0
r2∞
3
− 7r∞
6
+
7
12κ∗0
)
e−2κ
∗
0
r∞
2κ∗0
)
(9.194a)
=
4π
Z
A
e−kTF r
k3TF
(
r∞ +
1
kTF
)
− 4π
Z
B
(
−r
2
∞
2
(
αF0 sin(δ) + β
F
0 cos(δ)
)
+
2r3∞
3
(−(αF0 bF0 + βF0 aF0 ) sin(δ) + (αF0 aF0 − βF0 bF0 ) cos(δ))− 12I1S + 2b
F
0
3
I2S −
2aF0
3
I2C
)
(9.194b)
ou` nous avons de´fini :
I1S ≡
e−2b
F
0
r∞
2(aF 20 + b
F 2
0 )
((
2aF0 b
F
0
2(aF 20 + b
F 2
0 )
+ aF0 r∞
)
cos(2aF0 r∞ + δ)
+
(
bF 20 − aF 20
2(aF 20 + b
F 2
0 )
+ bF0 r∞
)
sin(2aF0 r∞ + δ)
)
(9.195)
I2S ≡ −
exp(−2bF0 r∞)
4(aF 20 + b
F 2
0 )
((−bF 30 + 3bF0 aF 20
(aF 20 + b
F 2
0 , 2)
2
− 2r∞ ∗ (b
F 2
0 − aF 20 )
(aF 20 + b
F 2
0 )
− 2bF0 r2∞
)
sin(2aF0 r∞ + δ)
+
(
−−a
F 3
0 + 3a
F
0 b
F 2
0
(aF 20 + b
F 2
0 )
2
− 2r∞ 2a
F
0 b
F
0
aF 20 + b
F 2
0
− 2aF0 r2∞
)
cos(2aF0 r∞ + δ)
)
(9.196)
I2C ≡ −
exp(−2bF0 r∞)
4(aF 20 + b
F 2
0 )
((−bF 30 + 3bF0 aF 20
(aF 20 + b
F 2
0 , 2)
2
− 2r∞ ∗ (b
F 2
0 − aF 20 )
(aF 20 + b
F 2
0 )
− 2bF0 r2∞
)
cos(2aF0 r∞ + δ)
−
(
−−a
F 3
0 + 3a
F
0 b
F 2
0
(aF 20 + b
F 2
0 )
2
− 2r∞ 2a
F
0 b
F
0
aF 20 + b
F 2
0
− 2aF0 r2∞
)
sin(2aF0 r∞ + δ)
)
(9.197)
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9.15 Calcul utile pour le the´ore`me du viriel
Nous pre´sentons ci-dessous le de´tail de la transformation du terme d’interaction e´lectro-
statique utilise´e dans 4.5.3 page 76.
∫ ∞
0
dr
{
4πr2 (n(r)− n0θ(r −RWS))Zχ′el(r)} (9.198a)
=−
∫ ∞
0
dr
{
4πr2(n(r)− n0θ(r −RWS))
∫ ∞
r
dr′ {4πr′(n(r′)− n0θ(r′ −RWS))}
}
(9.198b)
=
1
2
(
−
∫ ∞
0
dr
{
4πr2(n(r)− n0θ(r −RWS))
∫ ∞
r
dr′ {4πr′(n(r′)− n0θ(r′ −RWS))}
}
+
∫ ∞
0
dr
{
4πr2(n(r)− n0θ(r −RWS))
∫ r
∞
dr′ {4πr′(n(r′)− n0θ(r′ −RWS))}
})
(9.198c)
=
1
2
(
−
∫ ∞
0
dr
{
4πr2(n(r)− n0θ(r −RWS))
∫ ∞
r
dr′ {4πr′(n(r′)− n0θ(r′ −RWS))}
}
+
[∫ r
0
dr′
{
4πr′2(n(r′)− n0θ(r′ −RWS))
}∫ r
∞
dr′ {4πr′(n(r′)− n0θ(r′ −RWS))}
]∞
0
−
∫ ∞
0
dr
{
4πr(n(r)− n0θ(r −RWS))
∫ r
0
dr′
{
4πr′2(n(r′)− n0θ(r′ −RWS))
}})
(9.198d)
=− 1
2
∫ ∞
0
dr
{
4πr2(n(r)− n0θ(r −RWS))
·
(
1
r
∫ r
0
dr′
{
4πr′2(n(r′)− n0θ(r′ −RWS))
}
+
∫ ∞
r
dr′ {4πr′(n(r′)− n0θ(r′ −RWS))}
)}
(9.198e)
=
1
2
(
−Z2
∫ ∞
0
dr
{
4π
Z
r(n(r)− n0θ(r −RWS))
}
+
∫ ∞
0
dr
{
4πr2(n(r)− n0θ(r −RWS))Zχel(r)
r
})
(9.198f)
=
Z2χ′el(0)
2
+
1
2
∫ ∞
0
dr
{
4πr2(n(r)− n0θ(r −RWS))Zχel(r)
r
}
(9.198g)
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Résumé :
Le calcul des propriétés radiatives des plasmas denses fait en général appel au concept d'atome dans 
un plasma. Parmi les modèles qui définissent un tel concept, les modèles d'atome moyen représentent 
souvent un point de départ indispensable avant des approches statistiques plus sophistiquées. En outre, ils 
permettent de calculer les propriétés thermodynamiques ainsi que certains coefficients de transport.
Depuis l'application du modèle quasiclassique de Thomas-Fermi aux plasmas denses par Feynman, 
Metropolis et Teller, toutes ses généralisations quantiques ont conduit à des modèles qui présentent des 
inconsistances thermodynamiques. 
Ce travail porte sur un modèle variationnel d'atome moyen pour la description des plasmas denses. 
Contrairement aux autres modèles, ce dernier donne, par construction, accès à l'équilibre thermodynamique 
et vérifie le théorème du viriel. Afin de résoudre les équations de ce modèle, un code nommé VAAQP 
(Variational Average-Atom in Quantum Plasmas) a été réalisé. Il permet notamment le calcul de l'équation 
d'état des plasmas denses.
Après un état de l'art des modèles d'atome moyen, le formalisme du modèle variationnel est décrit 
dans ses versions Thomas-Fermi, quantique non-relativiste et quantique relativiste. La validité du théorème 
du viriel pour ce modèle est démontrée et l'inconsistance thermodynamique des autres modèles est 
expliquée. Les méthodes numériques qui sont appliquées dans VAAQP sont ensuite exposées. Enfin, les 
résultats obtenus avec le modèle variationnel, concernant les équations d'état, sont commentés et comparés 
aux résultats d'autres modèles, dont le modèle INFERNO, ainsi qu'à des résultats d'expériences sur les 
adiabatiques d'Hugoniot.
Mots-clefs : plasmas denses, matière à haute densité d'énergie, modèles d'atome moyen, physique atomique, 
équation d'état, plasmas fortement couplés
Abstract:
Calculations of the radiative properties of dense plasmas are usually based on the concept of an atom 
in a plasma. Such a concept is often used in average-atom models which constitute a good starting point for 
more sophisticated statistical approaches. Average-atom models are also directly useful in the calculation of 
the equation of state and of some transport coefficients.
Since Feynman, Metropolis and Teller application of the Thomas-Fermi model to dense plasmas, all 
attempts to construct a quantum extension of the model have led to some thermodynamic inconsistencies.
This work concerns a variational average-atom model of dense plasmas. Contrary to other models, 
this one gives access to the thermodynamic equilibrium and respects the virial theorem. In order to resolve 
the model's equations, a numerical code called VAAQP (Variational Average-Atom in Quantum Plasmas) 
was written. In particular, it allows us to calculate the equation of state.
After a description of other models, we outline the variational model formalism in the framework of 
the Thomas-Fermi theory, of the non-relativistic quantum mechanics, and of the relativistic quantum 
mechanics. It is then shown that the variational model fulfills the virial theorem and the thermodynamic 
inconsistencies of the other models are explained. The numerical methods which constitute the basis of the 
VAAQP code are described. Applications of the variational model to equation of state computations are 
presented and compared to results from other models, such as INFERNO. Comparisons to experiments on 
the Hugoniot shock adiabats are also shown.
Keywords: dense plasmas, high energy density physics, average-atom models, atomic physics, equation of 
state, strongly coupled plasmas
