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Linguistic Tools Incidental to Work in Machine Translation
Russell Bateman
Automated Language Processing Systems

During the developnent of natural language processing software.
especially computer translation systems or computed-aids to translation
(MT. MAT. etc.). tools are created and research performed wnich are often
wasted when commercial companies die or academic research projects break
up. What is tile nature of the tools which are developed and just what are
we loosing when the projects die with no more legacy tilan the spreading
of good minds and ideas to the four winds?
I should like first to examine the evolution of developnent
env irorments and the various vehicles which developers have originated to
further Mr. This is somewhat cursory and amounts to a fairly loose
description of what I have encountered in my association with the MI'
world.
General Purpose Prograoning Languages
In the early days. the computer languages available to the developer
were limited in scope. They had extremely JX)or string handling capability
and were not the least bit sui ted to expressing 1 inguistic algori trims
invol ving parsing or pattern matching. Among these languages were various
machine languages (early SYSTRAN code was written in assembly) and
FDRTRAN. Severe problems remained even after code was written in that the
code was not easily maintained nor was ita simple matter to initiate a
new comer to dev el opi ng in such an e nv i roment.
As early as 1960. formal specifications arose for general purJX)se
progranming languages which permitted superior implementation of
algorithms through devices such as block structuring and modularity.
Throughout the sixties and seventies languages like ALGa.., Ft./I. PASCAL
and 'C' were born but with the exception of Ft.II and 'C', they still
lacked fonnally defined string handling. At Brighan Young Universi ty, the
Translation Sciences Institute (TSl) as it was to be called, began to
tackle machine translation and soon chose Ft.II. primarily because they
were using IBM hardware but also for its relatively superior algorithmic
ability and its string handling. Ft.II furnished a built-in data structure
for strings but mani pulation was still mostly in the hands of the
progranmer who was required to write libraries of routines for this.

The 'C' progranDiing language has become an excellent system
progranming language because of its PQrtability and efficiency, but i t is
nevertheless lim1 ted in the same way as fl.'/I and other 'structured'
progranming lanE,uages in that it has almost no built-in string
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manipulation functions at all. Furthermore. these languages do not allcw
linguistic algorithms. such as parsing or morphological analy sis. to be
written in concise and intuitively obvious ways. See Figure 1.
Special Purpose Languages
In the early seventies. new languages like LISP and Prolog sufaced
with a markedly superior ability in linguistic expression. particularly
in expressi ng and mani pulati ng semantic relationships. which was
recognized early on as rerhaps the greatest nightrnare to overcome in
machine translation. The Artificial Intelligence (AI) community has been
most active in their use. Few commercial MI' concerns have begun to use
them. This is. hcwever. understandable for three reasons. First, their
initial availability on systems was quite limited and still is in any
standard or portable lorm. Second, few offer native language compilation
on any machine thus being difficul t to integrate with existing prograns
which b often a requirEment in the commercial setting. Companies like
Autcmated Language Processing Systems (ALPS) rely upon a real-time
environment for their translator aids and cannot accept the relative
slcwness of interpreters. particularly on the existing, general-purpose
non-LISP hardware. Last, truly integrated enviroments where one finds
the capabili ty of calling srecial purpose language functions are scarce
or r.on-existent. Fully compiled versions of these languages cannot, by
defini tion. have all the functionality of the interpreted versions. In
any case, LISP and Prolog may te well sui ted to solving many linguistic
or AI problems, but their use as systems programming languages is still
not widely accepted nor possible (as least not on a wide enough range of
hardware). Realistically, a commercial M.AT company must provide an entire
translator environmen~, geared to helping the translator translate rather
than frustrating him, and in doing such. must integrate a great deal of
systems software like word processors and control envirol'Illents which
cannot be done practically in the current array of 'AI' progranming
languages. because, as we said, of the relative unacceptability of
systems progrcreming in these languages. We look forward to the day when
LISP machines are widely available and at reasonable prices. See Figure
2.
Comparing general purpose progranming languages like ALGOL and 'C'
with LI;)P and Prolog in our context however is quite pointless -- like
comparing apples and oranges. To create a good translation env iroment.
one needs document production facil ities foremost and that impl ies
systems and general purpose progranming languages for the reasons already
established. To meet the needs of linguistic expression -- which is
worlds apart -- special purpose linguistic languages are necessary. and
most companies come to that realization, sooner or later investing a
great deal of time and talent in this area.
Linguistic Support Software or 'Lingware'

All projects have used sane system supported progranming language or
another but true innovaters in MI' companies. anong them SYSTRAN, ISI,
TAUM, Weidner and ALPS have designed and implemented what one could call
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lIinclude
iii ncl ude

<mytypes. h>
<parsingtypes. h>

tldefine
l!define
IIdefine

TRUE
FALSE
ParseTreeNodeSi z e

1

o

sizeof(struct ParseTreel

extern struct ParseTree *Rr::gSeg, *EndSeg j
void builcLnr.n()
{

*rnal1oc( ) ;

char
boolean

= FALSE,
first_node = TRUE;
*1 ay. *new_np, *1 ast_brotl1el~;

buildin~noun_phrase

struct Parse Tree

/*
* Beginning at right of sentence. parse for simpl e noun phra::es.
*/
node = EndSeg;
do
{

node = node- >1 eft;
if «not buildin~noun_phrase) && (node->cat == NCUN»
{

= TRUE;
new_np = (struct ParseTree * )mal1cc( ParseTreeNcdeSize)
new_nI>->id = NaJ N;
new_nI>->son = node;
node->fatiler = new_np;
last_brother = node;
buildin~noun_phrase

else if (bui1din~noun_phrase)
switch (node->cat)
{
case DET
case ADV
case ADJ
case NaJN
node->father = new_np;
node->brother = last_brother;
1 ast__ brother = node;
break;
defaul t :
buildin~noun_phrase = false;
while (node 1= BegSeg);

Figure 1:

"A Simple Noun Phrase Rule Fragplent in 'C'"

j
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sentence ( sOJP,VP) )

-->

noun_phrase(NP), verb_phrase(VP).

) -->
determiner(Det). nounOlcun), rel_clause(Rel).
noun_phrase ( np(Proper_noun) ) --> proper_noun(Proper_noun).
noun_phra~e ( np<Det. Noun, Rel)

verb_phrase ( vp(TV,NP) ) -->
trans_verb(TV), noun_phrase(NP).
verb_phrase ( vp(IV) ) --> intrans_verb(IV).
rel_clause ( rel (that. VP) )
rel_clause ( rel (nil) ) -->

-->
[].

[that], verb_phrase (VP) .

determiner( deal ) --> [a].
determiner( det(every) ) --> [every].
noun ( n(man) ) --> [man].
noun ( n(wanan) ) --> [wanan].

-->
-->

prope r _noun ( name ( john)
proper_noun ( name(mary)

[johnJ.
[mary).

trans_verb( tv (loves) ) --> [loves j •
intrans_verb( iv (lives) ) --> [lives).

Figure 2:

"Fragment of a GraIJllar in Prolog"

Simpl e Noun Phrase Rul es:
AJP
AJP

->
->
->

{ADV}
AJP

ADJ.

ADJ.

NOM
NCl.lN
NOON.
NOM[l, 2=NCl.lNJ ->
NCl.lN
NOM ->
NOUN.
DET

->

NAJ.

FUNNY_WORD(all, both, just,quite, such)

NP(features)

->

Figure 3:

{DET}

{AJ PI

{NAJ }

DET.

NOM(features).

"A Rule Fral?}Ilent in a Lingware Fonnalisn"
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'lingware' with t1-le goal of pennitting near direct expression of
linguistic algorithms: structural analysi::;,
syntactic and semantic
transfer and inflectj(ll1.
Sune
of the~:,e
ner! languages received
affectionate names fnm Uletr parents like LINGBCt,'::- (Hhich HaS calqued on
SNOBOL and COBOL) E~!ld MAIUr2 (for m2.nipulL1te), othel'S were called simply
'Transfer Language''::. They a11 per'formc(j the jrnportant role of linguistic
support software and had the benefit of being, quite maintainable; that
is. the algorithms they expre~secl were ea~)ily corrected and improved.
Newcomers. even pure Jinglli~ltS. translator~) and other non-data processing
types. learned them ea~:ily enoUf~h and could express their algorithms
adequately in a matter of weeks. 1. sr~ak fn.m exper'ience here. They also
had the advantage ot' making a parttcular project come together at an
amaz ingly fast r'ate -- extremely important in the commer'cial world -because the developers could skip th(~ startr-up time of performing mundane
progranming activ Hies 1 ike pattern matching and the creation of data
structures. In general, this 1 ingyJare was designed to be used by all the
indiv idual language projects and usually succeeded well enou{!,h at that.
The only draw-back ~Jas that they were very difficul t to enhance. but with
experience, the creators began to make succeeding designs more complete
and encompassing. Among all the parSel" tool s ever created. few have
actually been offered on a practical and commercial basis; one notabl~
exception hCMever is the Ne\-J York Universi ty Linguistic String Parser.
See Fi gure 3.
Debugging and ISAMs

Put ti ng toge ther a tr ansI ati on ~;y stem is a bi g affai r and the
software becomes very large and complex. Debugging becomes a concern and
is an indispensible tool to the linguist and programmer alike. It is
almost always impossible to diagnose a problem in a system based on the
translated output. Writing debuggers is something that each project
tackles sooner or later whether they think thei r sy stem-suppl ied debugger
is adequate or not. An important IXtrt of creating linguistic support
tools like a formali3Tl for ::;yntactic analysiS is providing a mean~. of
intercepting and debugging their output before it is corrupted by another
phase of the translation code.
It is also essential that an Mr project have an IS At·l or dictionary
lookup capability, and if the developnent sy stem tbey have chosen does
not offer a suitable one, they will be uncier the obligation of writing
one -- a nOIr-trivial endeavour. Their" ISM'l (or often ISAMs) must provide
fast and accurate access to lexicons as well 3S any tables they may use
for grammar, inflection and the I ike.

Simple HorIilological and Synthesis Tools
Occasioned by every MT effort are the essential building blocks
which must be in pI ace before one can begtn the more academically
satisfying and more talked-about stage of IXtrsing. By this I am refering
to prograns that break up and define sentences and words and reduce words
morphologically in order to identify and by look-up obtain the necessary
syntactic and semantic; information used by the IXtrser. In Engl ish this

often occurs in the form of a reasonably simple algorithm but in the case
of other languages, extensive tables and character matching functions are
designed.
On the other hand of course, are the tools with which the target
language is produced. We call this synthesis and it entails a host of
useful progr an 5 to inflect naninal forms, conjugate verbs, determine
capitalization, etc. any of which could find their appl1catlon in
assorted CAI (Canputer Aided Instruction), writers' workbench (X!ickages
and the like.
, , '
Research Aids. Dictionaries and

GraDDBrS

There are differing requirements between 'the needs of the machine in
language processing and the needs. of the intelligent hunan dictionary
user. One example of this is the reference work, L' art de conjuguer.
dictionnaire des 120QO yerbes. The 'Bescherelle'l:ts it is camnonly called
has been the de facto (albeit popUla~) French verb conjugation bible for
a very long time. It treats sane eighty conjugation types of the French
language in a way that anyone of reasonable intelligence can understand.
The problem here is that, the canputer is not capable of reasonable
intelligence, and 50 each Ml' project has had t.o reorganize the tables.
Another example -- because I work most in French -- is the Larous5e
Dictionnaire des verbes, a rich work full of simple. straightforward
research on verb valency with examples galore. And yet the work w~s
approached from a traditional grammar standpoint in both the terminology
it uses and the categorizations. I have personally adapted much of its
codings in my work according to hit-and-miss. practical requirements
imposed upon me by the necessity I have to 'get the best out for the,
current dead! ine'. There is a dearth of such reference material in
languages other than French and German; MT researchers therefore have to
research and codify their am. We have .linguists at ALPS' who have done
this sort of thing two and three times as they went fran project to
project.
AllaJ me to quickly add to this list of references most often
created and exploited by MI' researchers, the backward or reversed
dictionary and the text corpus. BrOtln University's corpus has served
almost everyone since its tagging was finished in the early seventies.
but other languages are not so fortunate. Corpora are difficult to obtain
in French and other Romance languages, even though sane do exist in
academic environments. Many Mr canpanies must resort to compiling their
own reverse dictionaries (essential to the establlShment of morphological
tables) and corpora (used for statistical and contextual analyses of
words) •

To recap the products which are created incidental to work on every
allOtl me to re-enunerate specifically. ,) String handling
flmctions for the progranming languages used. 2) Parsers and/or special
MI' project,
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purpose progranming languages for expressing granmatical fonnal isms
developed by linguists. 3) Other tools often invol ving compilers and
interpreters for performing the steps in the translation process such as
morphological
reduction.
ordering.
inflection/conjugation
and
capi talization or other graphological adjustments of the output. 4)
Debugging or diagnostic display packages created for use by the
implementors. 5) ISAM capability as a basis for lexicons and tables if
none is available or suitable on the developnent system chosen. 6)
C')[Tlpiled data fran granmar research.
corpus study. stati stical
'exicography, semantics research. etc.
Is It Feasible to Sell or Otherwise Distribute these Materials?
Of course that is the question that my superiors and board of
directors would be most likely to ask! The problan of feasibility seems
to lie in two principal areas: the possibility of producing a workable
package to sell and the desire or willingness of the producing company to
share its developnent with potential competitors.
The packaging of such information can take several of many
tradi tional forms. publishing in the case of dictionaries and granmar
research or installation in the case of actual software packages like
parsers and verb conj uga tors.
The more obvious impediment to the proliferation of specific
linguistic tools in the commercial let alone public domain is the
understandable desire of any company which perceives its existence as
depending on Mf systems sales. to alone reap the benefits of its own R &
D I ingware and technological edge. To digress I might state that this
probably occurs even when the tools they are currently developing and
using are academically obsolete when compared WIth the latest as defined
by the participants in conferences like CALICO. COLING and other AU.
happenings and the various conferences on AI; for it is doubtful that any
of the truly commercial Mf companies are now employing any linguistic
knowledge or techniques that are not at least five to ten years old. And
it is al so very doubtful that real AI is even being used in any of the
companies with actual products now on the marketl
In view of the 3I1all nunber of MI' companies in existence. the real
market for computational linguistic tools and information might be the
academic institution. Much Information reaches the public domain through
the conferences just mentioned and isn't fully exploited by the MI' and
university cOJIlInunities. In addition. however, publishers of dictionaries
should be lnterested as the increased computerization of their industry.
including their traditionally paper-mediun products. will certainly
overturn much of what has been compiled over the centuries. This of
course appl ies dranatically to traditional school-boy granmars but can
also find its application in age-old authorities such as Bescherelle and
Grev isse' s Ie Bon Usage.
To a large extent. the public domain would be benefitted by the
efforts of MI' researchers. past and present. particularly in two areas:
dictionaries and granmars •
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France for example, is currently in a p=riod of informatisation or
canputerization to place a world of information in the form of o~line
reference materials, shopping and banking services only as far aNay fran
each citizen as his or her telephone and television screen. Prototype
systems have already been installed in various French cities. Soon, I
Pe!ieve, tb~ reI ~ance upon manual, intell igent methods will be upstaged
by tile arrival or autanatic, unintelligent ones and the publishers of
dictionaries will be urged by software developers of these sy stems to
change tpeir format because the computer cannot op=rate on thei r impl ici t
:. of prma ti on~
In the area of granmatical theory and research, Ml' excells as a
proving ground. To a great extent, the old school-boy granmars have been
shQoln to be lnadequate by attempts made to apply than on the machine. It
is true that present machine applications can be unfair, especially in
light of difficult semantic considerations, but coding any granmar's
rules in a machine can be very instructive as the BYU-TSI project found
out during the decade of its work with Junction Granmar.
Conclusions

In conclusion, I have shown that a great variety of useful
by-products in actual tools and important research are created 'fran
scratch' each t.ime an Ml' project is launched. I believe that we in the Ml'
world are doing a Clisserv ice to the general advancement of Ml' by not
examining possible and (in the case of private ventures) commercially
harmless outlets for the mass of knowledge gained on each project.
Notes

1 Batanan, R., 1983, "Introduction to Interactive Translation" in
proceedings of the Novanber 1983 ASLIB Conference, London, England.
2 'LINGBCL' and 'MANIP' are unofficial tradenames belonging to the
Weidner Communications Corporation, Northbrook, Illinois. The term
'Transfer Language' was used at the BYU-TSI project.
3 Grischman, R. and Ngo Thanh Nhan, 1984, "Autanated Determination
of Sublanguage Syntactic Usage" in proceedings of the July 1984 COLING
Conference, Stanford University, California.

