Motivated by applications to web caching and other distributed server architectures, we analyze load balancing algorithms from the standpoint of spread, which measures the number of different assignments an item receives across multiple iterations of the algorithm on varying load distributions. Minimizing spread while balancing load is important in order to make efficient use of server resources such as memory and in order to minimize service latency. In the paper, we consider both on-line and off-line versions of the problem. Most importantly, we describe on-line load balancing algorithms with very low spread, which means that the assignments made for most items do not change even when the loads associated with the items do change. This means that load balancing is an example of a problem for which it is possible to find highly stable (or, consistent) online algorithms -i.e. algorithms for which the output changes only slightly (with high probability) even if the inputs change dramatically. This paper is dedicated to the memory of Danny Lewin, who pioneered the notion of consistent hashing and its applications to load balancing and content distribution on the Internet. Danny's ideas furnished many of the underpinnings for the problem and algorithms studied herein. *
INTRODUCTION
A central design issue in distributed web services, such as caching and edge computing, is the need for highly-stable on-line algorithms whose outputs change by a limited amount as the inputs to the algorithm change. This theme appeared in the work of Lewin [6] and of Karger et al [5] on consistent hashing, i.e. hash functions which don't change their output too much in response to changes in the set of hash targets. We believe it is interesting to explore the theme of consistent optimization algorithms more generally. In this paper, we extend the class of consistent algorithms to include load-balancing problems which arise naturally in distributed web applications.
The model
We consider a load balancing problem in which n items are to be fractionally assigned to m buckets with capacities ρ1, . . . , ρm, in each of t consecutive assignment rounds. The weights of the items vary from round to round, with {µis} n i=1 representing the weights in round s. Letting xijs denote the fraction of item i which is assigned to bucket j in round s, we may define the unnormalized spread of an assignment to be the sum, over all items i, of the number of buckets which receive a positive fraction of the load on i in any round, i.e. the cardinality of the set {(i, j) : ∃s xijs > 0}. It is technically more convenient to work with the normalized spread (hereinafter called simply "spread") which is defined by Spread = #{(i, j) : ∃s xijs > 0} − n.
In other words, to compute the normalized spread of an assignment, each item is allowed to use one bucket for free and is charged one unit of spread for each additional bucket used in any round.
The definition of spread is motivated by web caching applications, in which each item represents a web object, its weight (or load) represents the amount of demand for that object, and each bucket represents a web server. In such a context, it is necessary to balance the load of the objects (by assigning each item to one or more buckets) so that no server has a demand that exceeds its capacity. (Here, we assume that fractional assignments of items to buckets cause the loads associated with those items to be apportioned among the corresponding servers accordingly.) The spread of the algorithm measures how often the algorithm causes duplicate copies of an object to be stored on different servers. Thus, minimizing spread corresponds to using the available cache space as efficiently as possible. In the cases of interest, n is very large (corresponding to the number of items that might be accessed or cached), m is fairly small (corresponding to the number of servers), and t is moderate (depending on the frequency of updates, and on the time it takes the cached data to expire, and/or the time it takes to provide updated server information to a client).
Spread-minimization is even more critical in designing load-balancing algorithms for other distributed web services, such as edge computing and grid computing applications. This is because the applications in such cases tend to have a large footprint (a single instance of the application consumes a large amount of memory and other resources), and the cost of moving an application to an extra server is high (e.g. because of the high start-up time).
In these applications, it is natural to model the loads and capacities as multi-variable quantities. For instance, bandwidth and CPU could be regarded as separate variables in any of the applications discussed above. We will consider the spread-minimization problem in a setting where the loads and capacities are d-dimensional vectors for some d > 1. Surprisingly, the bounds we obtain in the multivariate case are not much worse than those obtained in the single-variable case.
Lower bounds for spread
It is easy to see that no algorithm can achieve spread less than m−1 in the worst case when d = t = 1; simply consider the case where each bucket has unit capacity, one of the items has weight greater than m − 1, and the rest have weight ε for some small ε. It is also easy to see that there is an algorithm whose worst-case spread is exactly m − 1, namely the greedy algorithm which assigns items to bin 1 until it fills up, then assigns items to bin 2 until it fills up, and so on. To see this, note that if xij > 0 then either j is the last bucket receiving load from i, or i is the last item assigning load to j. There are n pairs meeting the first criterion and m pairs meeting the second criterion, and the two sets overlap in at least one pair (i, j), namely the last bucket to receive load from the last item. This puts an upper bound of n + m − 1 on the unnormalized spread, as desired.
Returning to the case of multiple assignment rounds, there is a lower bound of t(m − 1) on the worst-case spread (provided n ≥ t): simply choose a different heavilyloaded item in each round. Although the spread achieved by the greedy algorithm no longer matches this lower bound, we shall see in Section 3 that there is another algorithm, inspired by the Beck-Fiala Theorem [1] , which achieves it exactly.
The on-line case
The crux of this paper, however, concerns the spreadminimization problem in the framework of on-line algorithms. We always assume that such algorithms know the complete load distribution (i.e. the loads {µis} n i=1 ) for the present iteration and all prior iterations, as well as their decisions in prior iterations, but they do not know the load distribution in future iterations. We will consider two natural variants of the on-line spread minimization problem.
• A deterministic on-line algorithm running against an omniscient adversary (i.e. one with knowledge of the algorithm's decisions on prior iterations).
• A randomized on-line algorithm running against an oblivious adversary with no knowledge of the algorithm's prior decisions.
The latter variant is the one which is most relevant in the applications.
For the first variant, we shall see that the worst-case spread can be no better than linear in n, even when m = 2 and t = 2. This is not especially surprising since by changing the loads associated with each item, we might expect that an adversary can force the algorithm to change the assignments for a substantial number of the items.
More importantly, against an oblivious adversary, if the total capacity of the buckets is assumed to exceed the total load of the items by a factor of 1 + ε or more, there is a randomized algorithm achieving spread Oε(mt) with arbitrarily high probability. This is the best possible spread to within a constant factor, since the lower bound sketched above can easily be modified to give spread tm/(1 + ε) in the case where there is a (1 + ε)-factor of surplus capacity.
At first glance, the fact that we can achieve spread O(mt), which is indepedent of n, is somewhat surprising. When n is much larger than mt (as it often is in practice), this means that the algorithm assigns almost every item to a single bucket and that this bucket does not change even if the loads associated with the items change dramatically. In other words, the algorithm is highly stable (or consistent) in the sense that the output changes very little even when the input changes a lot. This is somewhat unexpected since, a priori, load balancing seems like a problem for which the output should be fairly sensitive to the input loads for the items. The low spread is quite useful in practice since it means that most items are assigned to a single server and that this server does not change over time, even if the loads associated with the items change substantially.
Related work
The subject matter of this paper has precursors in several existing lines of work. The most salient of these is consistent hashing ( [5] , [6] ). Our definition of spread agrees closely with the spread of a random ranged hash function as defined in those papers. Indeed, consistent hashing can be viewed as solving the spread-minimization problem for a set of items of equal weight, when the variable which changes from iteration to iteration is the set of buckets to which the items may be assigned. In contrast, the present paper focuses on assignment problems where the items have differing weights which vary from iteration to iteration. However, there are strong parallels between the algorithms considered here and those which have been used for consistent hashing. In particular, the randomized on-line algorithm analyzed in Section 2.1 is inspired by the use of random permutations in the hash functions constructed in [6] .
Another precursor is discrepancy theory ( [1] , [2] , [9] ) in which one studies a problem for which exact fractional solutions exist, and the aim, broadly speaking, is to examine how close integer solutions can come to satisfying the constraints of the problem. (For example, one has a collection of subsets of some finite set S, and one wants to color the elements of S red and blue so that each of the given subsets receives approximately equal numbers of each color. This example roughly corresponds to the case m = 2 in our load balancing problem, with each subset in the given collection corresponding to the set of heavily-loaded items in one of the t assignment rounds.) In the present context, an integer solution corresponds to a zero-spread assignment. Whereas discrepancy theory concerns itself with algorithms and existence theorems for integer solutions which are as close as possible to being exact solutions, our spread-minimiziation algorithms attempt to find exact solutions which are (in a suitable sense) as close as possible to being integer solutions.
The off-line spread minimization algorithm of Section 3 has qualitative connections with the approximation algorithm for scheduling on unrelated machines developed by Lenstra, Shmoys, and Tardos in [7] and generalized by Shmoys and Tardos in [10] . Although their papers do not mention the notion of spread explicitly, it is implicit in the analysis of their rounding technique for the linear programming relaxation.
Spread minimization is also related to bin packing, on which there is an extensive literature. (See [3] for a survey.) Our problem is the same as bin packing, except that we allow fractional assignment of items and we are trying to get an assignment that is consistent, i.e. that changes very little when the item sizes change. The multivariate case of our algorithm may be of particular interest to the bin packing problem. It is also interesting to note that, in contrast to many bin packing algorithms which pack the large items first, we find it beneficial to pack the small items first.
The theme of algorithms which can change their decisions, but which are discouraged from doing so, arises also in the area of scheduling with pre-emption; see the survey paper [4] . Although this work is thematically connected with ours, the technical issues which arise are quite different.
ON-LINE ALGORITHMS
The spread-minimization problem is most interesting in the context of a randomized on-line algorithm running against an oblivious adversary, which is also the context most relevant to the applications. Throughout this section, we will assume that the total capacity of the buckets exceeds the total load in each round by a factor of 1 + ε, where ε is some fixed positive constant less than 1/2. Our bounds on spread will explicitly indicate their dependence on ε. (Note that, in the presence of this surplus capacity condition, the naive lower bound on worst-case spread is t(m − 1)/(1 + ε), via the same argument sketched in the introduction.)
Before treating the case of an oblivious adversary, we wish first to present an example indicating that an adversary with knowledge of the algorithm's decisions in prior assignment rounds is "too powerful," in the sense that such an adversary can force O(n) spread, even in the case m = t = 2. In the second round, place load 2/R on each of the red items, and zero load on all other items. To avoid overloading buckets, at least (1 − ε)R/2 of the red items must assign some of their load to the second bucket. The spread is equal to the number of items which used both buckets over the course of the two rounds. Thus
Homogeneous-capacity case
From now on, we will consider a randomized on-line algorithm running against an oblivious adversary. Let's specialize, for now, to the case that all buckets have capacity 1 + ε, hence the total load in each round is bounded above by m. We will analyze the following greedy algorithm.
Algorithm 2.2. For each item i, choose a permutation πi of the set of buckets, independently and uniformly at random from the set of all such permutations. In each round, items are assigned one at a time, in order from lightest to heaviest. Item i assigns all of its load to the first bucket in the permutation πi, assuming this bucket has enough residual capacity to accept the load. Otherwise item i fills this bucket and moves to the next one in the permutation, continuing in this way until all of its load has been assigned.
A subtle point in the design of this algorithm is that it is necessary, in each round, to order the items from lightest to heaviest and to assign them in that order. If the heavier items are assigned first, the number of full buckets will grow too rapidly, so that later items will not get their first choice. By ordering the items from lightest to heaviest, we ensure that only a small subset of the items fail to get their first-choice bucket; in fact, the analysis will show that this subset has expected size O(m) in each round. Theorem 2.3. Suppose each bucket has capacity 1+ε and the total load in each round is at most m. Given any sequence of load distributions
Proof. Let "stage (i, s)" refer to the step in round s in which the greedy algorithm assigns item i, and let F (i, s) denote the number of full buckets at the start of this step. We will reduce the problem of bounding expected spread to bounding each of the random variables F (i, s) separately. The requisite bounds will then be stated and proved in a separate claim.
The link between estimating spread and counting full buckets can be understood as follows. Each time item i assigns positive load to bucket j, it may be classified into one of the following three cases:
. This does not contribute to the spread, since the definition of spread allows each item to use one bucket for free.
2. j's capacity is saturated by i in round s. Since each bucket is saturated at most once per round, these cases combine to contribute at most mt to the spread.
3. j = πi (1) , and j is partially filled by i in round s.
For the purpose of establishing a bound of the form Spread = O(mt), it suffices to consider only the contribution coming from case 3, since we have already argued that the contributions from cases 1 and 2 are O(mt). Next, note that when item i assigns its load according to the greedy algorithm, it saturates all but at most one of the buckets it assigns its load to; thus it contributes at most one unit of spread to case 3. Moreover, if i saturates πi(1) and partly fills j in round s, then saturating πi(1) generates two "free credits" (since it satisfies cases 1 and 2 simultaneously) and one of these may be applied toward bucket j; thus we need only consider cases where an item skips the first bucket in its permutation and partly fills a later one. The preceding paragraph establishes that an upper bound on spread can be obtained by counting the total number of times any item skips over the first bucket in its permutation. But the probability that this happens in stage (i, s) is exactly F (i, s)/m, so bounding the random variables F (i, s)/m translates directly into bounding the spread.
To make the above argument precise, for each triple There are some obvious inequalities which follow from the definitions of spread and the greedy algorithm. First,
because we can obtain an upper bound for spread by charging item i one unit each time it assigns positive load to a bucket other than πi (1) . Next,
Zijs ≤ m ∀s.
The first inequality expresses the fact that the greedy algorithm fills all but at most one of the buckets it uses in stage (i, s), while the second expresses the fact that each bucket fills up at most once per assignment round. Let Xis = 1 − Yi1s be the indicator random variable for the event that bucket πi (1) is full at the start of stage (i, s). Note that
We may rewrite inequality (2) as Zijs and combine it with (1) and (3) to obtain
Now fix a round s and assume without loss of generality that the items are numbered in such a way that
i.e. that the greedy algorithm in round s considers the items in reverse order. We choose this numbering convention because of the following useful fact, which we will use repeatedly. 
Proof. Recall that È n k=1 µ ks ≤ m. By (6), the first i terms of this sum are all greater than or equal to µis, hence µis ≤ m/i.
To bound E(F (i, s)/m), we will apply the following estimate, whose proof is deferred.
Using (8), we may now compute the following bound on E( 
Summing over i = 60ε −3 m , . . . , n, the contributions from I1, I2 are both bounded by
−2 µis = 12ε −2 m, while the contribution from I3 is bounded by
We conclude that
Plugging this into (5) yields
from which the theorem follows.
Applying Markov's Inequality to Theorem 2.3, we may convert our upper bound on expected spread into an upper bound on spread that holds with high probability.
Corollary 2.6. With probability 1 − δ, the greedy algorithm achieves spread O(ε
The same analysis can be adapted to give a spread bound which is logarithmic instead of linear in 1/δ, at the cost of a slightly worse dependence on t. Here and throughout the paper, we denote the natural logarithm function by "log".
Theorem 2.7. With probability 1 − δ, the greedy algorithm achieves spread O(ε −3 (mt log(1/ε)+t log(t/δ)).
Proof sketch. Based on Claim 2.5, we know that E(F (i, s)/m) = O(µis), and that Pr(F (i, s)/m > αµis)
is exponentially small in α. This exponential tail bound allows us to derive a sharper tail bound on spread than the one obtained in Corollary 2.6 using Markov's Inequality. We will specify a constant α, depending only logarithmically on t and 1/δ, such that with probability 1−δ/2 or better, none of the random variables F (i, s)/m (for i > 5ε −1 m) exceeds αµis. Conditional on this highprobability event, we will prove that the spread is linear in αmt with high probability, thereby establishing the desired bound on spread.
Put
A tedious calculation verifies that
when αµis < ε/5. By the union bound, with probability at least 1 − δ/2 the inequality 
so another application of the union bound over t assures that the probability that ∃s
Xis > 8ε −1 αm is less than δ/2. But (4) now tells us that the spread is O(ε −1 αmt) with probability at least 1 − δ. Substituting for α, we recover the bound claimed in the theorem.
We believe that it should be possible to simultaneously strengthen Theorems 2.3 and 2.7 to obtain the bound Spread = O(ε −3 log(δ −1 )tm) with probability 1 − δ. However, the proof may become much more elaborate, because it will be necessary to account for the possible dependence between the spread in different assignment rounds.
Proof of Claim 2.5
We now turn to proving Claim 2.5, which was deferred in the proof of Theorem 2.3. The intuition behind the proof is this: within a fixed round s, if the random variables measuring the amount of load assigned to a set S of buckets in different stages of the greedy algorithm were independent, then we could apply Chernoff bounds to derive an exponential tail bound resembling the one stated in Claim 2.5. However, these random variables are not independent because as buckets start to fill up, it influences the probability that load in future stages will be assigned to buckets in S. Thus, a subtler argument is required, capturing the intuition that if only a very small fraction of the buckets are full, the dependence between the random variables is very weak and should not upset the tail bound too much.
We will need the following lemma, which generalizes the classical Chernoff bound as found, for instance, in [8] . The lemma deals with cases where there is a limited amount of dependence between the random variables. The proof is standard, and is given here for the purpose of making the exposition self-contained. 
. , Xi−1). If
log(1+ε) in the above inequality produces the bound
The lemma follows upon observing that
Proof of Claim 2.5. As stated above, the general idea is to bound the probability that too many buckets fill up, using the Chernoff bound (Lemma 2.8). It is tricky to deal with the greedy algorithm directly, since the random variables measuring the amount of load assigned to a set of buckets by different items are not independent. Instead we will compare the greedy algorithm to an alternative assignment process where the load variables are dominated by sums of nearly-independent random variables.
Consider the following three assignment processes, each of which defines load random variables L(i, j, s) and "full-bucket-counting" random variables F (i, s). 
Greedy algorithm
• B(i, s) contains the set of all buckets whose residual capacity is at least µis, and is equal to that set if its cardinality is greater than or equal to (1 − r)m.
Assign item i to the element of B(i, s) which appears earliest in πi, without regard for whether this assignment will overload the selected bucket or not. L (i, j, s) is the load on bucket j at stage (i, s), and F (i, s) is the number of buckets with residual capacity less than µis at stage (i, s).
The following lemma presents some simple facts about the relations between these assignment processes.
Lemma 2.9. The assignment processes defined above satisfy
Proof. Property 3 is again proved by downward induction on i, i.e. considering items in the order they are treated by these assignment processes. The inductive hypothesis is that greedy-unsplittable and reckless-unsplittable make all the same decisions from the start (stage n) up to stage i. In the base case this is trivial. In the induction step, one observes that F (i, s) grows as the assignment process proceeds. (The residual capacity of buckets is shrinking, and µis is growing, so the number of buckets with residual capacity below µis grows.) Thus the hypothesis F (i, s) ≤ rm implies that the same inequality held in all prior rounds as well. We now apply the induction hypothesis to conclude that the greedy-unsplittable and reckless-unsplittable processes made all the same decisions up to stage i. If so, then B(i, s) = A(i, s)  since B(i, s) is defined by the same criterion as A(i, s)  as long as F (i, s) ≤ rm. But if B(i, s) = A(i, s) , then greedy-unsplittable and reckless-unsplittable will make the same decision in stage (i, s) , which verifies the induction step.
Fix a set S of rm buckets, and let Xi denote the random variable measuring the total amount of load assigned to buckets in S during stage (i, s) of the reckless unsplittable assignment. Note that 0 ≤ Xi ≤ µis and
In order for S to be contained in F (i, s), it must be the case that each of the rm buckets in S has load at least 1 + ε − µis at stage (i, s), which would imply that
We may bound the probability of this event by applying Lemma 2.8 to the sequence of random variables Xn, Xn−1, . . . , Xi. The lemma refers to a parameter M = È n i=1 ci which in our case is
Note that
where we have used the facts that ε < 1/2 (by assumption), r < ε/5 (by assumption), and µis < ε/5 (by the assumption i > 5ε −1 m, combined with observation 2.4). Putting all this together, we apply Lemma 2.8 to conclude that
The left side of (9) is an upper bound on the probability that S is contained in the set F (i, s) . The union bound now gives
≤ rm as well (by parts (2) and (3) of Lemma 2.9), so the claim is proved.
Heterogeneous-capacity case
We deal now with the case where the buckets have differing capacities. Proof. If the capacities ρ1, . . . , ρm are all common multiples of some number z, then we may split bucket j into j/z "virtual buckets" and run the greedy algorithm on these virtual buckets. The total number of such buckets is ρ/z, where ρ = È m j=1 ρj is the total capacity. By Theorem 2.3 the expected spread is O(ε −3 tρ/z). In the general case, taking z = ρε/2m, we may round down each ρj to the nearest multiple of z, i.e. replace ρj with z ρj/z and modify the algorithm to ignore the excess capacity. In doing so, we lose at most z units of capacity per server, for a total of zm = ρε/2 lost units of capacity. But the capacity in each round exceeds the load by ρε, so the revised capacity still exceeds the load in each round by a factor of 1 + ε/2. Thus the expected spread will be O(ε
Extension to multiple variables
The spread-minimization problem admits a natural generalization to the multi-variable setting, in which loads and capacities take values in Ê d . (In the applications, the variables typically represent different server resources, e.g. bandwidth and CPU.) An instance of the problem now consists of nt load vectors { µis}, whose k-th component will be denoted µ isk , and m capacity vectors { ρj }. As before, the task is to fractionally assign items to buckets in each of t rounds, in such a way that the capacity constraints in each load variable are satisfied. Spread is defined exactly as before.
It is trivial to prove a lower-bound of dt(m − 1) on the worst-case spread povided n ≥ dt. Simply pick disjoint sets of d items, one for each of the t rounds; let {i (1, s), i(2, s) In considering on-line algorithms, we will assume as before that capacity exceeds load by a factor of at least 1 + ε in each round (and in each load variable). The greedy algorithm studied above is not suitable in the multi-variable case, even when the buckets are equicapacitated. The reason is that when buckets reach saturation in one or more of their load coordinates, they are left with a nonzero residual capacity vector which is now off-limits to the algorithm. In this way, it is possible for the greedy algorithm to become wedged in a state where it is impossible to find a feasible solution without revoking earlier decisions. Moreover, such scenarios cannot be relegated to the realm of "small probability"; it is easy to come up with examples of problem instances where the greedy algorithm's probability of getting wedged is arbitrarily close to 1.
In light of this complication, we are forced to look at non-greedy algorithms. The greedy algorithm gets into trouble when large items saturate a bucket in one or more load coordinates. Consequently, it makes sense to consider an algorithm which splits large items into smaller pieces so as to ensure that, with high probability, no bucket ever gets saturated in any load coordinate. The following algorithm divides large items up into equal-sized pieces; the number of such pieces is determined by the largest component of the item's load vector. The analysis will show that the spread is within a log-factor of the optimal worst-case spread, with high probability, in the equicapacitated case. Assume that the capacity of each bucket is (1 + ε, 1 + ε Proof. To bound the probability that As overloads the k-th load variable in bucket j, we use the Chernoff bound (Lemma 2.8). 
≤ 1, and the Chernoff bound yields
Taking the union bound over all choices of k, s, and j, we see that the probability of any bucket getting overloaded in any round is at most δ, as claimed.
Finally, we must bound the spread, assuming that the algorithm chooses assignment As in each round s.
as claimed.
OFF-LINE ALGORITHMS
As explained in Section 2.4, there is a lower bound of dt(m−1) on the worst-case spread of any algorithm. We will present a simple algorithm which exactly achieves worst-case spread dt(m − 1). The algorithm is based purely on linear algebra, and is inspired by the setbalancing algorithm of Beck-Fiala [1] . As mentioned in the introduction, the same ideas underlie the rounding techniques of Lenstra, Shmoys and Tardos [7] , [10] . Proof. For simplicity, assume all buckets have equal capacity. (We will indicate later how to eliminate this assumption.) As in the introduction, let xijs denote the fraction of load on item i assigned to bucket j in round s. We will find an assignment where xijs is independent of s, and where each bucket receives exactly 1/m of the load in each round. This means that we seek real numbers xij satisfying
Line 11 accounts for n equations, and line 12 accounts for mt equations. However, the equations (12) for j = m are redundant, as they follow from (11) 
FURTHER DIRECTIONS AND OPEN QUESTIONS
As we have indicated, some of the bounds proved above for on-line spread-minimizing algorithms are probably not optimal. In particular, the multi-varable case still has a gap between the lower bound of Ω(dtm) and the upper bound of O(dtm log dtm). We conjecture that the lower bound is tight. We also suspect that, in the single-variable case, the greedy algorithm achieves a spread depending logarithmically on 1/δ, not linearly.
Also interesting is the fact that we don't know how to handle heterogeneous capacities in the multi-variable case, except when all of the capacities are scalar multiples of each other. In fact, we have seen that with non-parallel capacity vectors, the existence of a feasible solution imposes non-trivial conditions on the problem instance. This makes it more difficult to guess what the proper conjecture should be in this setting.
We have not analyzed on-line spread-minimization algorithms from the standpoint of competitive ratio. Rather, we have compared the on-line algorithm's worstcase spread with that of the optimal off-line solution. In fact, it is not clear how one ought to define the competitive ratio of such algorithms. (If one compares the unnormalized spread with the optimal unnormalized spread, then all the algorithms presented above achieve competitive ratios arbitrarily close to 1 in the large-n limit. If one compares normalized spread with optimal normalized spread, then the possibility arises that the optimal normalized spread is zero; in such cases, is the on-line algorithm required to have zero spread?) However, there are clearly interesting questions about competitive ratio (e.g. in the case where n are tm are comparable in magnitude) and the answers may be nontrivial.
Throughout the paper, we have adopted a definition of spread based on counting measure. This definition is the correct one for the applications if all of the cached objects are of roughly similar size. However, to model cases where the sizes of the cached objects can vary widely, it is desirable to define the obvious weighted version of spread, and to seek algorithms which minimize this quantity. (Presumably the algorithms would be evaluated according to a suitably-defined notion of competitive ratio.) It is easy to see that the algorithms analyzed in this paper are not satisfactory in the weightedspread context.
Finally, we anticipate further interesting work on the theme of consistent algorithms, i.e. those whose outputs don't change too much when presented with a sequence of varying inputs. So far, hashing ([5] , [6] ) and loadbalancing have been studied from this perspective, but it is possible that analyzing other optimization problems (e.g. scheduling, network flow) from this standpoint would yield interesting and applicable results.
