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I :  image à partitionner 
Χ = {x1, …, xi,…, xN} : ensemble de N individus (pixels) à classer 
l
 
:  un niveau de gris 
l i  :  niveau de gris d’un pixel xi 
N
l
:   nombre de niveaux de gris 
Na :  nombre d’attributs représentant un individu xi 
Nc :  nombre de classes d’une image I 
ai = (ai1, ai2,…, aiNa) : vecteur d’attributs (ou spectre) de dimension Na représentant 
l’individu xi 
Aj : [a1j, a2j,…, aNj]T  attribut j représentant l’ensemble des N individus. 
Pr = {Pr1, Pr2,…, P rNc} : ensemble des prototypes des Nc classes. 
Ci :  classe i de l’image I 
NCi :  nombre d’individus de la classe Ci  
gi :  centre de gravité de la classe Ci  
σ:  écart-type 
Dj (xi) : degré d’appartenance de xi à la classe Cj 
µ :  moyenne 
d(., .) : distance 
Vxi :  voisinage d’un pixel xi 
S :  matrice de similarité 
R :  matrice de responsabilité 
A :  matrice de disponibilité 
p :  paramètre de préférence 
λi :  longueur d’onde de la bande i 
R(λi) : mesure de réflectance à la longueur d’onde λi
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                                                                    Résumé 
 
Les images hyperspectrales suscitent un intérêt croissant depuis une quinzaine d’années. Elles fournissent une 
information plus détaillée des propriétés spectrales d’une scène et permettent une discrimination plus précise des 
objets que les images couleur ou même les images multispectrales. Bien que les potentialités de la technologie 
hyperspectrale apparaissent relativement grandes, l’analyse et le traitement de ces importantes quantités de 
données restent une tâche difficile et leur exploitation présente aujourd’hui un défi en termes d’interprétation.  
Les travaux de cette thèse s’inscrivent dans le cadre de la réduction et du partitionnement des images 
hyperspectrales de grande dimension spatiale. L’approche proposée se compose essentiellement de deux étapes : 
extraction d’attributs et classification des pixels de l’image. Il existe dans la littérature différents travaux 
consacrés au développement des méthodes statistiques de caractérisation des pixels allant des moments d’ordre 
1, 2 et 3, aux attributs calculés à partir des matrices de cooccurrences et de transformée en ondelettes. Une 
nouvelle approche d’extraction d’attributs à partir des matrices de tri˗occurrences définies sur des voisinages 
cubiques est proposée. Ces attributs tiennent compte conjointement de l’information spatiale et spectrale des 
données. Une étude comparative a été menée afin de tester le pouvoir discriminant de ces nouveaux attributs par 
rapport aux attributs classiques. Les attributs proposés montrent un large écart discriminant par rapport à ces 
derniers et par rapport aux signatures spectrales originales. 
Pour pouvoir exploiter ces données, l’opération de classification constitue une étape incontournable. Cette 
opération peut être menée de manière supervisée, semi-supervisé ou non supervisée. La classification non 
supervisée présente plusieurs avantages par rapport aux autres approches, tels que la non nécessité pour 
l’utilisateur de préciser à l’avance les classes à discriminer et les échantillons d’apprentissage (relevés de terrain) 
dont l’accès pour certaines applications est très difficile. C’est pourquoi, nous nous intéressons ici au 
partitionnement des images par une approche de classification non supervisée et non paramétrique. Le caractère 
non paramétrique permet d’éviter les erreurs introduites lors de l’estimation des paramètres des modèles qui 
peuvent fausser la classification et plus particulièrement dans le cas des données de grande dimension. Une étude 
comparative des principaux classifieurs semi-supervisés (connaissance du nombre de classes) et non supervisés 
non paramétriques (C-moyennes, FCM, ISODATA, AP, …), a montré la supériorité de la méthode de 
propagation d’affinité (AP). Mais malgré un meilleur taux de classification, cette méthode présente deux 
inconvénients majeurs. D'une part, la version complètement non supervisée donne une surestimation du nombre 
de classes. D’autre part, lorsqu'il s'agit de partitionner des images hyperspectrales de grande taille spatiale, sa 
complexité de calcul est quadratique. Par conséquent, son application sur ces types de données reste impossible. 
Nous avons proposé une approche qui apporte des solutions à ces deux problèmes. Elle consiste tout d’abord à 
réduire le nombre d’individus à classer avant l’application de l’AP en introduisant une étape de pré-classification 
qui agrège automatiquement les pixels à très forte similarité. L'image hyperspectrale est divisée en blocs, puis 
l’étape de réduction est appliquée indépendamment sur chacun des blocs. L’AP est ensuite appliquée sur un 
nouvel ensemble de pixels constitué cette fois-ci des représentants de chaque groupe formé et des individus non 
agrégés. Pour estimer le nombre de classes, la méthode AP utilise de manière implicite un paramètre de 
préférence p dont la valeur initiale correspond à la médiane des valeurs de la matrice de similarité. Cette valeur 
conduisant souvent à une sur-segmentation des images, nous avons introduit une étape permettant de l’optimiser 
en maximisant un critère lié à la variance interclasse. L’approche proposée a été testée sur des images 
synthétiques, monocomposantes et multicomposantes et a montré pour l’ensemble des tests réalisés, une 
discrimination cohérente des différentes classes dans les images. Elle a été également appliquée et comparée sur 
des images hyperspectrales de grande taille spatiale (1000 × 1000 pixels × 62 bandes avec une résolution spatiale 
au sol de 0.5m) dans le cadre d’une application réelle pour la détection des plantes invasives et non invasives. 
L’approche non supervisée développée a donné sur cette grande image un taux moyen de bonne classification de 
97.19% contre 76.64% pour FCM, 65.03% pour C-moyenne et 62.81% pour ISODATA. Deux autres 
applications concernant l’identification du couvert paysager sont également traitées. 
 
 
Mots clés : partitionnement, réduction, classification, non supervisée, non paramétrique, propagation d’affinité, 







The interest in hyperspectral image data has been constantly increasing during the last years. Indeed, 
hyperspectral images provide more detailed information about the spectral properties of a scene and allow a 
more precise discrimination of objects than traditional color images or even multispectral images. High spatial 
and spectral resolutions of hyperspectral images enable to precisely characterize the information pixel content. 
Though the potentialities of hyperspectral technology appear to be relatively wide, the analysis and the treatment 
of these data remain complex. In fact, exploiting such large data sets presents a great challenge. 
In this thesis, we are mainly interested in the reduction and partitioning of hyperspectral images of high spatial 
dimension. The proposed approach consists essentially of two steps: features extraction and classification of 
pixels of an image. A new approach for features extraction based on spatial and spectral tri-occurrences matrices 
defined on cubic neighborhoods is proposed. A comparative study shows the discrimination power of these new 
features over conventional ones as well as spectral signatures. Concerning the classification step, we are mainly 
interested in this thesis to the unsupervised and non-parametric classification approach because it has several 
advantages: no a priori knowledge, image partitioning for any application domain, and adaptability to the image 
information content. A comparative study of the most well-known semi-supervised (knowledge of number of 
classes) and unsupervised non-parametric methods (K-means, FCM, ISODATA, AP) showed the superiority of 
affinity propagation (AP). Despite its high correct classification rate, affinity propagation has two major 
drawbacks. Firstly, the number of classes is over-estimated when the preference parameter p value is initialized 
as the median value of the similarity matrix. Secondly, the partitioning of large size hyperspectral images is 
hampered by its quadratic computational complexity. Therefore, its application to this data type remains 
impossible. To overcome these two drawbacks, we propose an approach which consists of reducing the number 
of pixels to be classified before the application of AP by automatically grouping data points with high similarity. 
We also introduce a step to optimize the preference parameter value by maximizing a criterion related to the 
interclass variance, in order to correctly estimate the number of classes.  
The proposed approach was successfully applied on synthetic images, monocomponent and multicomponent and 
showed a consistent discrimination of obtained classes. It was also successfully applied and compared on 
hyperspectral images of high spatial dimension (1000 × 1000 pixels × 62 bands) in the context of a real 
application for the detection of invasive and non-invasive vegetation species. Two other results concerning the 
application of the identification of the landscape covered are also presented. 
 
Keywords: partitioning, reduction, classification, unsupervised, non-parametric, affinity propagation, image, 
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L’intérêt pour les données issues de capteurs d’imagerie hyperspectraux est croissant 
depuis quelques années. En effet, les images hyperspectrales fournissent une information plus 
détaillée des propriétés spectrales d’une scène et permettent une discrimination plus précise 
des objets que ne le permettent les images couleur (RVB) ou même les images 
multispectrales. À partir des images hyperspectrales, l’accès à des informations spatiales et 
spectrales est possible et permet de caractériser les objets de manière très fine. Bien que les 
potentialités de la technologie hyperspectrale apparaissent relativement grandes, l’analyse et 
le traitement de ces données restent des procédures complexes et difficiles. De ce fait, 
exploiter ces quantités importantes de données présente un défi, et la plupart des méthodes 
d’analyse et d’interprétation sont encore en développement.  
Pour pouvoir exploiter les données hyperspectrales, les opérations de caractérisation et 
de classification constituent des étapes incontournables et fortement inter-dépendantes. 
 L’étape de caractérisation consiste à extraire des attributs pour représenter chacun des pixels 
de l’image. Ces attributs peuvent être issus de traitements statistiques, morphologiques ou 
purement radiométriques. Plusieurs travaux ont été consacrés à l’adaptation ou à l’extension 
des méthodes statistiques existantes d’extraction d’attributs aux cas des images 
hyperspectrales [1]–[4], mais la complexité de ces images nécessite des approches toujours 
plus élaborées pour la caractérisation des pixels, car la finesse et la pertinence de ces attributs 
conditionnent fortement les résultats de classification.  
L’étape de classification des pixels peut être menée de manière supervisée, semi-supervisée 
ou non supervisée. La classification non supervisée présente plusieurs avantages par rapport à 
l’approche supervisée ou semi-supervisée, telle la non nécessité pour l’utilisateur, ni de 
préciser à l’avance les classes à discriminer ni de fournir d’échantillons d’apprentissage (des 
relevés de terrain). Un algorithme de classification non supervisé détecte automatiquement les 
classes distinctes de manière objective, ce qui réduit considérablement le risque d’erreur lié à 
la phase de modélisation ou à la variation temporelle des modèles, dont l’accès pour certaines 
applications est très difficile. Par conséquent, les méthodes supervisées et semi-supervisées  
ne sont pas appropriées et seront écartées dans ce travail car trop dépendantes d’informations 
parfois subjectives et souvent peu fiables. 
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Les algorithmes de classification non supervisés peuvent être classés en deux groupes : 
méthodes paramétriques et méthodes non paramétriques. Les méthodes paramétriques 
nécessitent une estimation des paramètres du mélange avant la phase de la classification. 
Plusieurs algorithmes ont été proposés pour l’approche paramétrique, dont le plus utilisé est 
certainement l’algorithme EM (Expectation-Maximisation). L’approche paramétrique 
présente plusieurs inconvénients en comparaison avec l’approche non paramétrique. Parmi 
ces inconvénients, on peut citer principalement les erreurs liées à une modélisation incorrecte 
des lois conditionnelles, mais aussi celles liées à l’estimation du modèle de mélange. Par 
conséquent, ces erreurs ne contribuent pas à l’obtention de meilleurs taux de classification.  
Récemment, un algorithme de classification, appelé propagation d’affinité AP (Affinity 
Propagation), a été proposé [5]. Cet algorithme peut être utilisé en mode semi-supervisé ou 
non supervisé. Son principe consiste à détecter des représentants à partir des données et à 
former des classes autour de ces représentants de manière déterministe. L’algorithme AP a 
connu un vif succès en raison de ses trois principaux avantages : i) il peut être utilisé dans 
deux modes : non supervisé ou semi-supervisé, ii) il est insensible à l'initialisation et iii) il est 
efficace par rapport aux algorithmes semi-supervisés comme les C-moyennes [6], le FCM [7], 
et ISODATA [8]. Grâce à ces avantages, cet algorithme a été largement utilisé dans plusieurs 
domaines telles que la télédétection, la gestion des données multimédia et la reconnaissance 
des formes [5], [9], [10]. Toutefois, malgré son succès dans différents domaines, l’application 
de l’AP sur des données réelles de grande taille comme les images aériennes et satellitaires est 
impossible car de complexité trop élevée. De plus, la version complètement non supervisée 
surestime le nombre de classes [11],[12]. La recherche de solutions pour pouvoir l’appliquer 
sur des données de très grande taille et estimer le nombre de classes sans sur-segmentation les 
images s’impose.  
 
Dans le cadre de cette thèse nous nous intéressons d’abord aux méthodes d’extraction 
d’attributs, puis aux méthodes non supervisées et non paramétriques pour le partitionnement 
des données de grande dimension (images hyperspectrales de grande taille spatiale). 
Les travaux menés dans cette thèse portent sur les aspects suivants : 
• L’étude des différentes méthodes de caractérisation et de classification semi-




• L’élaboration des solutions pour pouvoir appliquer l’algorithme de classification de 
propagation d’affinité aux données de grande dimension, afin d’aboutir à de meilleurs 
résultats de classification, 
• L’application de l’approche proposée à des images naturelles de grande taille spatiale 
pour des applications réelles, parmi lesquelles la détection de plantes invasives. 
Le mémoire est organisé en deux parties. La première partie porte sur la présentation 
des travaux de l’état de l’art, est composée de quatre chapitres. La seconde partie, composée 
de deux chapitres expose les nouveaux travaux développés dans le cadre de cette thèse ; ainsi 
qu’une étude expérimentale portant sur le partitionnement d’images multi et hyperspectrale de 
grandes tailles.  
Le premier chapitre présente le problème posé, les objectifs à atteindre dans le cadre 
de cette thèse, ainsi que le contexte général dans lequel s’inscrivent les travaux menés. 
Le deuxième chapitre dresse l’état de l’art des méthodes d’extraction d’attributs. 
Nous évoquons en premier lieu les attributs de la littérature, allant des moments d’ordre 1, 2 
et 3 aux attributs calculés à partir des matrices de cooccurrences et des transformées en 
ondelettes. Nous nous intéressons plus particulièrement aux statistiques d’ordre supérieur et à 
leur application pour l’imagerie hyperspectrale. Nous évoquons ensuite les particularités et les 
atouts de ces statistiques dans le cadre de notre application (classification des pixels des 
images hyperspectrales) afin de justifier les voies de recherche que nous avons investies.  
Le troisième chapitre est dédiée à l’état de l’art des méthodes de classification non 
paramétriques semi-supervisées et non supervisées. Cet état de l’art nous permettra 
d’appréhender les avantages et les inconvénients de chacune des méthodes évoquées, de 
proposer et de justifier les grandes lignes de l’approche de classification des pixels des images 
hyperspectrales présentée dans ce mémoire. 
Le quatrième chapitre porte sur les critères d’évaluations non supervisés des 
méthodes de classification. Les performances des principaux critères associés à la méthode de 
classification retenue dans le chapitre précédent sont comparées sur des données 
hyperspectrales.  
Le cinquième chapitre expose l’ensemble du travail méthodologique réalisé pendant 
cette thèse. Nous y présentons tout d’abord la méthodologie adoptée pour la caractérisation 
des pixels d’une image multi et hyperspectrale ainsi que la présentation des nouveaux attributs 
 10 
de tri-occurrences calculés sur des voisinages cubiques. Ces attributs tiennent compte de 
l’aspect spatial et spectral des données. Une étude comparative est menée afin de tester le 
pouvoir discriminant de ces attributs par rapport aux autres attributs (signatures spectrales, 
moments statistiques, attributs d’Haralick, attributs issus des transformées en ondelettes). 
Plusieurs évaluations sont menées sur des images multi-composantes pour valider la 
démarche suivie.  
Ce chapitre se poursuit par la présentation de l’approche de classification proposée 
pour partitionner les images de grandes tailles. Deux étapes fondamentales sont introduites 
pour pouvoir appliquer l’approche de classification par propagation d’affinité à des données 
de grande dimension : la réduction du nombre d’individus à classer, et l’optimisation et 
application de l’AP sur les données retenues. 
Nous y détaillons les approches développées et donnons des résultats comparatifs sur des 
images réelles et synthétiques. 
  
Dans le sixième chapitre, nous présentons les résultats de l’application de la chaîne 
développée sur des images réelles hyperspectrales ou multispectrales de grande dimension 
spatiale. Trois applications sont considérées : i) la l’identification de plantes invasives et non 
invasives, ii) la détection des pins ; iii) la classification du couvert paysager. 
 
En conclusion générale, nous résumons notre contribution et tirons les conclusions 
sur l’approche développée. Nous proposons enfin quelques pistes d’améliorations de 







Partie I  






Dans cette partie, structurée en quatre chapitres, nous mettons tout d’abord en lumière le contexte et la 
problématique de l’analyse d’images et de leur partitionnement dans le premier chapitre. Nous dressons ensuite 
un état de l’art des deux grandes étapes nécessaires à l’interprétation du contenu informationnel des images que 
sont l’extraction d’attributs pertinents à partir de ces images (chapitre 2), et la classification des pixels à partir de 
ces caractéristiques (chapitre 3). Cette étape de classification nécessitera, dans le contexte non supervisé que 
nous aurons auparavant justifié et choisi, l’utilisation de mesures intrinsèques de la qualité des résultats de 







Description du contexte et problématique 
 
Dans ce chapitre, nous évoquons en premier lieu le contexte général des travaux menés 
dans le cadre de cette thèse. Nous nous intéressons particulièrement à une technologie pleine 
de promesses : l’imagerie hyperspectrale. Après avoir évoqué les particularités et les atouts de 
ce nouvel outil, nous dressons un bilan des problèmes liés à son exploitation. 
 
1.1. Contexte général 
 
La présente étude concerne le partitionnement des images hyperspectrales par des 
méthodes de classification. L’objectif principal est de pouvoir classer les différents pixels de 
l’image sans aucune connaissance a priori.  
En guise d’introduction au contexte du travail réalisé, nous présentons tout d’abord, dans cette 
section, l’imagerie hyperspectrale, ses caractéristiques et ses avantages. Dans un second 
temps, nous introduisons la problématique de la classification des pixels issus de ce type 
d’imagerie, et les nombreuses difficultés rencontrées dans ce domaine. 
1.1.1. Imagerie hyperspectrale. 
 
Une définition formelle de l’imagerie hyperspectrale (HS) est donnée par Kruse [13]: 
“L’imagerie hyperspectrale consiste à acquérir des spectres pour tous les pixels d’une image, 
où un spectre est une mesure contiguë d’une distribution de longueur d’onde, avec une 
résolution suffisante pour résoudre la variabilité naturelle du système d’intérêt”. Chang [14] 
précise cette définition en distinguant l’imagerie HS de l’imagerie couleur et multispectrale 
par trois caractéristiques principales (voir Figure 1).  
–  Les capteurs couleur ou multispectraux enregistrent une image de scène dans au 
minimum trois et au plus une dizaine de bandes spectrales, alors que les systèmes 
d’imagerie hyperspectrale acquièrent des centaines de bandes contiguës et disjointes ; 
–  Les systèmes multispectraux ont une résolution spectrale (longueur d’onde centrale 
divisée par la largeur de la bande spectrale) de l’ordre de 10, alors qu’elle est de l’ordre 
de 100 pour les systèmes d’imagerie HS. 
– Alors que les systèmes multispectraux acquièrent les images dans des bandes de longueur 
d’onde larges et irrégulièrement espacées, les systèmes d’imagerie HS produisent des 
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bandes spectrales contiguës et régulièrement espacées, permettant d’obtenir un spectre 
quasi-continu pour chaque pixel. 
 
Le Tableau 1 dresse un bilan des possibilités étendues de l’imagerie HS à travers 
différentes caractéristiques en comparaison avec les techniques optiques plus classiques : 
imagerie couleur (RVB), imagerie multispectrale (MS) [14] 
Tableau 1 : Caractéristiques de l’imagerie RVB,  de l’imagerie MS, et de l’imagerie HS. 
Caractéristiques Imagerie RVB Imagerie MS Imagerie HS 
Information spatiale ∞ ∞ ∞ 
Information spectrale Limitée Limitée ∞ 
Information multi-composée Limitée Limitée ∞ 
Sensibilité aux composés mineurs Limitée Limitée ∞ 
 
L'imagerie HS permet ainsi de décrire les objets d'une manière finement détaillée 
grâce à de nombreux attributs. 
 
Figure 1: De la vision numérique monochrome à l’imagerie hyperspectrale [14] 
 
1.1.2. Domaines applicatifs. 
 
Les images HS fournissent donc une information plus détaillée des propriétés spectrales d’une 
scène et permettent d’accéder à une identification et une discrimination plus précises des 
objets imagés que les capteurs multispectraux. 
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De fait, l’émergence depuis le milieu des années 1990 de cette technologie a permis 
d’envisager un large spectre d’applications [15]. La miniaturisation très récente des dispositifs 
d’acquisition d’imagerie HS permet d’accroître encore le champ des applications potentielles 
[16]. Les principales applications de l’imagerie HS sont : 
 
– la médecine (ex. : extraction du réseau veineux, détection de mélanome) [17]; 
– le contrôle de production (ex. : détection de défauts) [18]; 
– la surveillance de sites industriels (ex. : détection d’émissions polluantes) [19]; 
– l’agro-alimentaire (ex. : analyse de la qualité) [20]; 
– l’agriculture (ex. : traitement ciblé des parcelles) [21]; 
– la défense (ex. : détection de cibles) [22]. 
Les chercheurs dans ces différents domaines ont ainsi un accès à des informations 
spatiales et spectrales permettant de caractériser un échantillon de manière rapide et avec une 
résolution spatiale et spectrale très fine pour analyser une étendue d’échantillons hétérogènes 
complexes. Toutefois, cette multiplicité des attributs spectraux n’est pas sans poser de 
problèmes pour le traitement postérieur à l’acquisition. 
 
1.2. Problèmes liés à la classification des données en grande dimension 
 
Bien que les potentialités de la technologie hyperspectrale apparaissent relativement 
grandes, l'exploitation de ces données est une procédure complexe et difficile. En effet, les 
particularités des données hyperspectrales (et leur grande dimensionnalité en particulier) ne 
permettent pas l’utilisation des algorithmes de classification ou de segmentation 
classiquement utilisés en imagerie couleur ou multispectrale. Ces particularités nécessitent en 
effet le développement d'algorithmes de traitement dédiés, qui permettent, d'une part, de 
s'affranchir du phénomène touchant les espaces de grande dimension (effet de Hughes ou 
malédiction de la dimensionnalité [23]), et d’autre part, de prendre en compte les dimensions 
spectrale et spatiale des données. 
 
1.2.1. Choix des attributs - Information spatiale et spectrale 
 
La description du contenu des images se fait par le biais des attributs qui doivent 
permettre de discriminer les classes en présence. Dans le cas des données hyperspectrales, il 
est nécessaire d'utiliser des attributs qui soient non seulement capables de caractériser 
l'information spectrale, mais qui tiennent compte également de l'information spatiale.  
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La plupart des approches disponibles pour le traitement des données hyperspectrales 
ne prennent pas en compte conjointement les dimensions spatiales et spectrales des données. 
Les images hyperspectrales ne sont généralement pas traitées comme des matrices (images) 
mais comme une liste non ordonnée de spectres sans aucun arrangement spatial particulier. Ce 
constat a été posé par de nombreux auteurs, dont Tadjudin et Landgrebe [25]. La prise en 
compte de l’information spatiale et spectrale apparaît cependant très utile dans le cas de 
problèmes de classification très difficiles où les objets à discriminer sont spectralement très 
proches. 
 
En effet, l'utilisation simultanée de l'information spectrale et spatiale est une voie pour 
discriminer des structures variables réalisées à partir de matériaux identiques [25]. 
L’utilisation d'une information de structuration des pixels telle que la taille ou la forme des 
régions de l’image permettra par exemple, de discriminer le toit d’une maison privée de celui 
d’un large immeuble. Dans le domaine de l'agriculture, la distinction entre culture et 
adventice est parfois très délicate en particulier pour des sols ayant déjà une couverture 
végétale [26]. Les auteurs expliquent alors que l’information spectrale seule n’est pas 
suffisante pour discriminer de façon robuste les adventices des cultures. En effet, la 
réflectance des plantes est extrêmement fluctuante en fonction de l’espèce, de l’état 
physiologique de la plante (stress hydrique, état de santé), de l’état de la feuille (orientation 
suivant la lumière incidente, âge, structure), de la nature et de l’état du sol, ainsi que de la 
structure complexe du couvert végétal. Cela nécessite l’introduction d’autres caractéristiques 
pour parvenir à un taux de classification correct. 
 
1.2.2. Choix de la méthode de classification 
 
La classification de données en imagerie consiste à partitionner l’ensemble des pixels 
de l’image en groupes homogènes et cohérents, en se basant sur les attributs de ces pixels, soit 
directement issus de l’acquisition (mesure de luminance, éventuellement spectrale), soit après 
un traitement d’extraction de nouveaux attributs liés à ces derniers et permettant l’accès à des 
informations de plus haut niveau structurel (attributs de texture, etc.). 
Le choix de l'approche de classification est une question importante, car il influence 
fortement l’analyse et l’interprétation des données. De nombreuses approches de classification 
d’objets ont été développées dans la littérature depuis plusieurs dizaines d’années. Ces 
approches  paramétriques ou non paramétriques peuvent être répertoriées en trois catégories : 
la classification supervisée, la classification semi-supervisée et la classification non 
supervisée.  
La première catégorie exige généralement une connaissance a priori sur les données à 
classer : nombre de classes, et/ou estimation du modèle du mélange, et/ou échantillon 
d’apprentissage. Il s’agit ici d’apprendre à classer un nouvel individu parmi un ensemble de 
classes prédéfinies, déterminées à l’avance. Parmi ces méthodes, on peut citer l’analyse 
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discriminante linéaire de Fisher [27], les méthodes de classification basées sur l’algorithme 
EM (Estimation-Maximization) [28], les méthodes neuronales [29], les méthodes à noyau de 
type SVM (Support Vector Machines) [30]. Ces approches ont montré plusieurs limites pour 
le traitement des données en grandes dimensions. Par exemple, les méthodes s’appuyant sur 
des modèles imposés de distribution conditionnelle des classes, comme des distributions 
multinormales, sont souvent largement insuffisantes pour représenter fidèlement la réalité. Par 
ailleurs, les méthodes utilisant un jeu d’apprentissage ne peuvent conduire à de bons résultats 
que si le jeu d’apprentissage est absolument fiable, ce qui est loin d’être le cas dans beaucoup 
d’applications. Les méthodes de classification semi-supervisées exigent quant à elles un 
minimum de connaissances a priori, comme le nombre de classes à utiliser pour le 
partitionnement des objets. 
Remédiant aux limites de ces approches, la classification non supervisée et non paramétrique 
permet un traitement de tout type de données sans aucune hypothèse faite à l'avance, ni 
supervison. À partir d’une population d’objets, il s’agit d’extraire des classes ou groupes 
d’individus présentant des caractéristiques communes, le nombre et la définition des classes 
n’étant, cette fois, pas donnés a priori. En général, l’approche non supervisée présente 
plusieurs avantages par rapport à l’approche supervisée [31] :  
– elle permet la détection automatique des classes distinctes, qu’elles soient connues à 
l’avance ou non, ce qui réduit considérablement le travail de l’utilisateur. 
– les caractéristiques des objets à classer pouvant varier dans le temps, l’approche non 
supervisée est un excellent moyen pour suivre ces changements. 
 
Le choix de la méthode de classification est donc crucial dans le but d’obtenir de 
meilleurs résultats de classification. Pour cette raison, une étude approfondie sur les méthodes 
de classification non paramétriques et non supervisées sera présentée dans la section suivante. 




Dans ce chapitre introductif, nous avons évoqué les propriétés et les atouts des images 
hyperspectrales dans une problématique de classification de scènes complexes. L'avenir de ce 
type d’images apparaît prometteur mais nécessite un investissement de recherche pour 
résoudre des problèmes liés à l'exploitation de ces données. Dans le cadre de cette thèse, nous 
nous intéresserons plus particulièrement aux grandes étapes de la chaîne d’analyse et 
d’interprétation des images que sont la caractérisation et à la classification des pixels de ce 
type de données.  
Dans ce chapitre, deux problématiques afférentes à l'exploitation des données 
hyperspectrales ont été évoquées, à savoir : 
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(1)  Comment choisir les attributs les plus pertinents en vue de la classification, 
(2) Comment choisir l'approche de classification la plus appropriée pour mieux 
partitionner les données de grandes dimensions.  
 
Le chapitre suivant présente un état de l'art sur les attributs les plus pertinents pour la 
description des images. Il est suivi d’un chapitre dédié à un état de l’art sur les méthodes de 
classification. Nous nous intéressons uniquement aux approches de classification non 
supervisées et semi-supervisées non paramétriques. Cet état de l’art nous permettra 
d’appréhender les avantages et les inconvénients de chacune des méthodes évoquées, de 
justifier les grandes lignes de l’approche de classification des pixels des images HS proposée 
dans ce mémoire. Dans le cadre non supervisé que nous avons choisi, nous détaillons dans le 
dernier chapitre de cette partie les outils de mesure de la qualité intrinsèque d’une 
classification. 
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Chapitre 2  




Pour pouvoir analyser et interpréter le contenu informationnel des données, l’extraction 
d’attributs et la classification sont deux étapes indispensables. La description du contenu des 
images se fait par le biais des attributs qui doivent permettre de discriminer les classes en 
présence.  
L’étape d’extraction d’attributs regroupe un ensemble de techniques de calcul de 
paramètres pour caractériser les pixels de l’image à partitionner. Il est bien connu que la 
pertinence de ces attributs conditionne fortement les résultats de classification.  
Avant de passer en revue dans le Chapitre 3 les principales méthodes de classification non 
paramétriques, non supervisées et semi-supervisées, nous présentons ici un état de l’art sur les 
principaux attributs utilisés pour la caractérisation des pixels (individus). 
 
Il existe de nombreuses techniques de caractérisation d’un pixel dans son 
environnement spatial. Par exemple, les attributs peuvent être issus de l’histogramme de 
l’image, de l’image gradient, de la matrice de cooccurrences, de la matrice des longueurs de 
plage, des coefficients des filtres de Gabor ou des coefficients de la transformée en ondelettes 
[32]. Les méthodes statistiques d’extraction d’attributs étudient la relation entre un pixel et ses 
voisins et définissent des paramètres discriminants de la texture en se basant sur des outils 
statistiques. Généralement, elles sont utilisées pour caractériser des structures fines, sans 
régularité apparente.  
Dans le cas des images multicomposantes (multi ou hyperspectrales), la richesse 
d’information fait qu’il est possible de définir trois grandes familles d’attributs : 
• spatiaux : calculés sur une fenêtre d’analyse suivant les dimensions spatiales, 
• spectraux : calculés sur une fenêtre d’analyse suivant la dimension spectrale, 
• spatiaux et spectraux : calculés sur une fenêtre d’analyse cubique suivant les 




Dans le cas des données hyperspectrales, il est nécessaire d’utiliser des attributs qui 
soient non seulement capables de caractériser l’aspect spectral, mais qui tiennent compte 
également de l’information spatiale. La prise en compte de l’information spatiale apparaît très 
utile dans le cas de problèmes de classification complexes où les objets à discriminer sont 
spectralement très proches. En effet, l’utilisation simultanée de l’information spectrale et 
spatiale est une voie pour discriminer des structures variables réalisées à partir de matériaux 
identiques [26].  
Rappelons que la démarche globale adoptée dans ce travail est d’éviter l’utilisation 
d’information a priori dans l’élaboration de méthodes de classification. Aussi, nous ne 
présentons ici que les attributs les plus pertinents, ne nécessitant aucune hypothèse 
d’utilisation. 
Le choix d’attributs est une étape cruciale de laquelle dépendent fortement les 
performances du processus de classification. Ce chapitre est donc dédié aux méthodes 
d’extraction d’attributs. Après avoir rappelé les caractéristiques des moments d’ordre 1, 2 et 
3, des attributs calculés à partir des matrices de cooccurrences et des longueurs de plages, et 
de la transformée en ondelettes, nous nous intéressons plus particulièrement aux statistiques 
d’ordre supérieur et à leur application pour l’imagerie hyperspectrale (HS). Nous évoquons 
ensuite les particularités et les atouts de ces statistiques dans le cadre de notre application 
(classification des pixels des images HS) afin de justifier les voies de recherche que nous 
avons investies.  
2.2. Attributs spatiaux 
 
Pour la caractérisation des pixels des images monocomposantes, les attributs les plus 
utilisés sont les moments statistiques [34], les attributs de cooccurrences (attributs d’Haralick) 
[35] [36], les coefficients d'ondelettes [37] et les statistiques d’ordre supérieur [38]. 
 
2.2.1. Les moments statistiques  
 
Les moments statistiques sont calculés soit à partir de l’histogramme d’une image 
entière, soit en considérant l’ensemble des pixels dans une fenêtre donnée.  
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Soit aj le vecteur d’attributs caractérisant un pixel xj,. Dans le cas d’une image 
monocomposante, on pose aj = lj le niveau de gris du pixel xj.   
Soit Nv le nombre de pixels d’une fenêtre d’analyse W avec xj∈ W. 
Les quatre premiers moments calculés localement pour caractériser un pixel xi en 
tenant comptes des pixels voisins d’une fenêtre W centrée sur le pixel xi. sont : moyenne, 
variance, skewness (ou coefficient de dissymétrie) et kurtosis (ou coefficient d’aplatissement) 
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Ces attributs, couramment utilisés pour la caractérisation des pixels, ont été aussi 
utilisés pour estimer la dynamique ou la rugosité des textures [39], [40]. Ils permettent une 
classification fine s’ils sont utilisés sur des fenêtres de petite taille (3x3) et intègrent bien les 
détails de la texture sur des fenêtres de taille encore plus grande (7x7, 9x9, 11x11). Sur des 
fenêtres de grande taille, ces attributs permettent une bonne discrimination des classes, mais 
ils introduisent des effets de bord propres pouvant conduire à des taux de classification 
erronés.  
Une étude menée par Rosenberger et Chehdi [41] pour l’analyse des images texturées a 
montré que les moments d’ordre 1 et 2 seuls ont permis d’obtenir 72.3% de taux moyen de 
classification correcte (noté ACCR : Average Correct Classification Rate) sur 50 échantillons 
de 21 textures différentes, représentatives de l’album de Brodatz [42], la classification étant 
opérée par le critère de minimisation de la distance euclidienne. Il est également montré que 
l’utilisation conjointe des quatre moments permet d’atteindre un taux moyen de bonne 
classification de 92.6%. De plus, leur utilisation conjointe avec d’autres attributs (paramètres 
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d’un modèle de textures ou attributs de cooccurrences), permet d’augmenter le taux de bonne 
classification de 5.4%.  
 
2.2.2. Les attributs de la matrice de cooccurrences  
 
Dans le but de décrire une région texturée, un ensemble d’attributs basé sur le calcul 
des matrices de cooccurrence des niveaux de gris a été proposé par Haralick [43]. Les matrices 
de cooccurrence constituent l’outil le plus populaire pour l’identification et la classification de 
textures [43]–[45]. Ils ont été utilisés de deux manières, soit directement sur l’image en 
procédant par une étape de réduction des niveaux de gris (à 32 ou 64 niveaux) ou bien sur les 
coefficients d’ondelettes [46], [47].  
La matrice de cooccurrence consiste à estimer les fréquences d’apparition de couples 
de niveaux de gris de pixels dans une zone de l’image. Les éléments de cette matrice notés 
,
( , )d i jM θ l l  indiquent la fréquence d’occurrence d’un couple de niveaux de gris ( il , jl ) séparés 
par une distance d et situés sur une droite faisant un angle θ par rapport à l’axe horizontal 
avec { }0 ,45 ,90 ,135θ = ° ° ° ° . 
Dans le cas d’une image monocomposante, les statistiques d’ordre 2 ou les attributs 
d’Haralick mesurent la distribution des couples de niveaux de gris ( ,i jl l ) conjointement 
présents dans une image en fonction de l'éloignement des pixels. Cette méthode donne 
généralement lieu au calcul d'une matrice M pour une direction définie par un angle θ et pour 
une distance d séparant les sites du couple. Pour une image I ayant N
l
 niveaux de gris 
distincts, la matrice de cooccurrences admet N
l
² éléments pour chaque direction θ. Même si 
on considère que cette matrice est symétrique (le nombre de transitions du niveau de gris il  
vers le niveau jl est égal au nombre de transitions du niveau jl  vers le niveau il ), le nombre 
d'éléments utiles de la matrice ( N
l
 x ( N
l
+1)/2) est généralement beaucoup trop important 
pour que la matrice soit directement utilisée pour caractériser les pixels de l’image. Une 
première réduction de ce nombre consiste par exemple à réduire le nombre de niveaux de gris 
de l'image par une fonction linéaire. Haralick et al. [35] ont proposé un ensemble de quinze 
attributs (cf. Annexe A) calculés à partir des matrices de cooccurrences pour caractériser les 
textures de façon efficace et surtout concise.  
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L’étude menée dans [41] a permis également l’analyse de la redondance entre plusieurs 
types d’attributs : cooccurrences, extrema locaux, longueur de plages, histogrammes locaux, 
intégrale curviligne, modèle d’autocorrélation et moments d’ordre k. Sur la même image 
constituée de textures de l’album de Brodatz [42], cette étude a montré que neuf attributs 
d’Haralick sur quinze ne sont pas redondants suivant le critère de corrélation. Le taux moyen 
de bonne classification est similaire en utilisant les neufs ou les quinze attributs (86.6%). Ceci 
permet donc de réduire l’espace de mesures, car l’utilisation conjointe d’attributs redondants 
n’apporte aucune information complémentaire et pertinente pour la discrimination des 
textures entre elles. 
Cette étude a montré que l’association des attributs de cooccurrences, les moments 
d’ordre 1 à 4, donne un taux de bonne classification autour 98,8% en appliquant la méthode 
de classification supervisée utilisant le critère de minimisation de la distance euclidienne. 
2.2.3. Les attributs des longueurs de plages 
 
Galloway [33] a introduit la méthode de la matrice de longueur de plages qui consiste 
à rechercher les plages (ou segments de pixels) de même niveau de gris.  
Une plage est définie comme un ensemble consécutif de points ayant des niveaux de 
gris similaires l , dans une direction donnéeθ .  
Pour chaque orientation, une matrice ( ), ,PL L θl  de longueurs de plages de taille Nl×L 
est calculée, avec Nl le nombre de niveaux de gris de l’image ou de la fenêtre à considérer, et 
L la longueur maximale d’une plage.   




Dans cette section nous avons présenté un état de l’art des principaux attributs 
spatiaux les plus pertinents, ne nécessitant aucune hypothèse d’utilisation. Chaque type 
d’attributs a ses caractéristiques propres et peut s'appliquer à n'importe quel type d'images 
monochromes. Vu l’importance du nombre de paramètres qui peuvent être utilisés (voir 
Annexe A), une étude a été menée dans [39], [41] pour analyser la redondance ou la corrélation 
des attributs adaptés à la caractérisation de la texture les plus utilisés. Ces travaux ont permis 
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de réduire l’espace de mesures car l’utilisation conjointe d’attributs redondants n’apporte 
aucune information complémentaire.  
L’étude a permis de dégager les conclusions suivantes: 
–  les attributs de la matrice de cooccurrence sont relativement redondants. En effet, seuls 9 
de ces  15 attributs sont non redondants, 
– les attributs de la matrice de longueur de plages sont un peu plus redondants que ceux de la 
matrice de cooccurrence et sont moins nombreux. Seuls 3 attributs sur 5 sont moins 
redondants, 
–  les moments d’ordre 1 à 4 sont complémentaires aux attributs définis et donnent de bons 
résultats. 
Il convient de noter que : 
• les attributs extraits des matrices de cooccurrences permettent une caractérisation 
correcte des pixels dans le cas des images texturées simples mais restent insuffisants 
pour représenter finement des textures complexes.  
• les statistiques d’ordre supérieur montrent l'apport important pour la caractérisation 
des pixels des images (meilleur que les statistiques d’ordre deux), ce qui contribue à 
une meilleure discrimination. Ces attributs sont complémentaires à ceux extraits des 
matrices de cooccurrences. 
• Les attributs présentés ont été utilisés principalement pour les images monochromes. 
Pour le cas des images hyperspectrales, ils peuvent être calculés bande par bande. 
Nous présentons dans la section 2.7 les différentes extensions de ces attributs pour les images 
multispectrales et hyperspectrales. 
 
2.3. Attributs issus de la transformée en ondelettes 
 
Les transformations orthogonales permettent de représenter et d'étudier les signaux et 
les images dans un autre espace que celui d’origine. Les attributs issus d’une transformation 
orthogonale sont calculés généralement par transformation locale de l’image et peuvent être 
utilisés pour le partitionnement des images présentant des textures. Certaines des 
transformations (transformées en sinus, cosinus, Hadamard, Fourier, et ondelettes) sont à 
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valeur dans des espaces qui peuvent êtres propices à l'extraction d’attributs pertinents. C'est le 
cas notamment de la transformée en ondelettes qui permet par exemple une meilleure 
description des signaux non stationnaires [37].  
Transformée en Ondelettes : 
L’analyse multi-résolution consiste à décomposer l’image sur une gamme très étendue 
d’échelles, opération que nous pouvons comparer à une cartographie (Figure 2). A chaque 
échelle, l’image est remplacée par l’approximation la plus adéquate que l’on puisse y tracer. 
En allant des échelles les plus grossières vers les plus fines, nous accédons à des 
représentations de plus en plus précises de l’image donnée jusqu’à l’échelle maximale 
correspondant à l’image originale. L’analyse s’effectue en calculant ce qui diffère d’une 
échelle à l’autre, c’est à dire les détails à une résolution donnée.  
En corrigeant une approximation encore assez grossière, ces détails permettent d’accéder à 
une représentation d’une qualité meilleure. Parmi les méthodes multi-résolutions les plus 
utilisées dans la littérature, nous allons nous intéresser à la décomposition en ondelettes [48]. 
La transformée en ondelettes a été introduite par Jean Morlet en 1983 pour faciliter l'étude des 
signaux sismiques [32]. Cette transformée permet la représentation de l'évolution temporelle 
d'un signal monodimensionnel. Adaptée au traitement de données bidimensionnelles [48], la 
transformée en ondelettes donne accès à une représentation spectrale multirésolution de 
l'image initiale. Cette représentation est utilisée en analyse de textures dans [37] [49][50]. La 
transformée en ondelettes entre dans le cadre des méthodes multi-échelle.  
 
Figure 2 : Exemple de décomposition en 3 niveaux d'ondelettes 
Nous introduisons ici quelques concepts de base relatifs à la transformation en 
ondelettes. On peut trouver plus de détails sur la théorie des ondelettes dans plusieurs travaux, 
  
 25
notamment ceux de Meyer [51], de Mallat [48], et de Truchetet [52]. Les ondelettes sont des 
fonctions dont la forme générale est donnée par la formule suivante : 
 
,












où le paramètre h est le facteur d’échelle, τ le paramètre de translation, et Ψ est une fonction 
appelée ondelette mère. 
L’analyse par ondelettes est un outil mathématique capable de transformer un signal 
d’énergie finie dans le domaine spatial en un autre signal d’énergie finie dans le domaine 
spatio-fréquentiel. Les composantes de ce nouveau signal sont appelées les coefficients 
d’ondelettes. Ces coefficients renseignent sur la variation locale des niveaux de gris autour 
d’un pixel donné de l’image. Ils sont d’autant plus grands que cette variation est importante. 
Contrairement à la transformée de Fourier, l’analyse par ondelettes est localisée dans l’espace 
et en fréquence, ce qui la rend très utile pour  l’analyse  des  signaux  non  stationnaires. En 
1989, Mallat [48] a proposé un schéma d’analyse multi-résolution basé sur la transformation 
en ondelettes. L’algorithme décompose une image en un ensemble de trois images de détails 
et une image d’approximation. À chaque niveau de décomposition,  la  taille  de  l’image et 
des images de détails associés d’approximation est réduite d’un facteur deux par rapport au 
niveau antérieur.  
Deux paramètres doivent être fixés pour la transformée en ondelettes : 
 
• Le choix de l’ondelette mère: dans plusieurs études [50], [53]–[56], les auteurs ont 
essayé de donner une réponse générale au problème du choix de l’ondelette mère, 
mais il n’y a pas de solution globale et le choix de l’ondelette dépend essentiellement 
du type d’application visé (compression, classification, etc.). Pour ce qui est de la 
classification, les ondelettes de Daubechies [54]–[56] sont souvent utilisées pour 
l’analyse de la texture car elles permettent une bonne localisation dans les domaines 
spatial et fréquentiel et sont sensibles à la singularité locale et à la corrélation de 
l’image. 
 
• Le choix de la transformation : du fait que l’algorithme décompose une image en un 
ensemble d’images de détails et une image d’approximation, à chaque niveau de 
décomposition la taille de l’images d’approximation est réduite d’un facteur deux. 
Pour des besoins particuliers en traitement d’image, cette réduction de taille peut 
constituer un handicap, car la correspondance pixel à pixel entre les différentes 
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résolutions n’est pas préservée (Figure 3). Afin de pallier ce problème, la 
transformation bicubique [55] est souvent utilisée. 
 
Les attributs les plus utilisés pour caractériser la texture dans le plan spatio-fréquentiel 
sont l’énergie et la moyenne [57]. L’attribut énergie est une mesure locale de la distribution 
des coefficients d’ondelettes en fonction de la fréquence de l’orientation et de l’échelle. Elle a 
été utilisée avec succès pour des problèmes de classification et de segmentation des textures 
[54], [58]. Ces deux attributs de texture sont calculés comme suit :  
Soit ci la valeur de la transformée du pixel xi pour les sous bandes d’approximations sur les 
différents niveaux de décompositions.  
Les attributs moyenne et énergie calculés sur une fenêtre W de taille Nv centrée sur la valeur 























Les moments statistiques ainsi que les attributs de cooccurrences à partir des coefficients 
d’ondelettes ont été utilisés avec succès pour des problèmes de classification et de 
segmentation des textures de l’album de Brodatz [46], [47]. La procédure de classification est 
obtenue par une simple comparaison des attributs calculés par bloc. La localisation précise 
des frontières entre régions est réalisée par l’application d’un algorithme de squelettisation. 
 
Figure 3 : Évolution du voisinage en fonction de la résolution 
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2.4. Les statistiques d’ordre supérieur  
 
Les statistiques d’ordre supérieur, autrement dit les moments et cumulants d’ordre 
supérieur à deux, sont essentiellement utilisées pour combler les insuffisances de 
caractérisation des individus par des statistiques d’ordre deux. Elles donnent une description 
plus complète des données et de leurs propriétés et contribuent ainsi à une meilleure 
discrimination [74-75]. 
L’un des fondateurs de l’analyse et de la synthèse d’image, André Gagalowicz [59] [60], a 
montré que les statistiques d’ordre supérieur permettent une meilleure description des images 
que les statistiques du second ordre. En effet, il a montré que deux images présentant des 
microstructures différentes, ont des statistiques d’ordre deux identiques mais des statistiques 
d’ordre supérieur différentes. D’autres auteurs [61], [62] ont confirmé cette conclusion pour la 
caractérisation des pixels des images texturées synthétiques et réelles. Cela implique que pour 
une meilleure description d’une texture, les statistiques d’ordre supérieur doivent être 
introduites.  
Cruz et al. [38] ont montré également que les bi-corrélations et tri-corrélations, donnent 
des caractéristiques plus riches (plus discriminantes) que les moments d'ordre deux pour la 
représentation des microtextures, car elles estiment des corrélations entre 3 ou 4 pixels dans 
un voisinage donné autour du pixel courant. Ils ont montré également que la bi-corrélation est 
moins pertinente que la tri-corrélation pour la caractérisation des textures analysées. Coroyer 
[62] a montré sur un échantillon de la base d’images de Brodatz [42] que les statistiques 
d’ordre trois décrivent mieux les micro-textures dont les distributions sont plutôt non-
gaussiennes. Sur 504 images de taille 64x64 pixels, les statistiques d’ordre supérieur donnent 
un taux de bonne classification de 98.4% contre 95.4% pour les cooccurrences en utilisant une 
approche de classification neuronale. Ce résultat a été également confirmé sur d’autres bases 
d’images de taille 32x32 et 16x16 pixels par le même auteur. 
 
2.5. Attributs spectraux 
 
En plus des attributs liés directement à la signature spectrale de chaque pixel, d’autres 
attributs spécifiques à l’imagerie multicomposantes ont été proposés comme la dérivée 
spectrale [63] qui peut être estimée par l’obtention de l’information sur la pente de la courbe 
de réflectance. Les données hyperspectrales acquises dans des conditions réelles sont souvent 
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bruitées. Le bruit peut potentiellement être amplifié lorsque les dérivées sont calculées sur ces 
données. Par conséquent, il devient nécessaire de filtrer les données en réflectance par un 
filtre qui supprime de telles perturbations.  
La première dérivée spectrale est calculée comme suit : 








avec ∆λ = λj−λi la différence des longueurs d’ondes λi et λj correspondant aux bandes i et j, 
avec λi <λj. 









k j iR R RR
 
(2.9) 
avec ∆λ = λk−λj- λi ; λk>λj> λi 
L’intégration de l’information liée à la dérivée spectrale a permis d’obtenir une 
meilleure séparation entre les classes que l’utilisation directe des signatures spectrales 
[63]. Toutefois, l’utilisation de la signature spectrale directe [64], [65] pour classer les pixels 
donne des résultats très satisfaisants pour de nombreuses applications. 
2.6. Attributs spatiaux et spectraux 
 
Plusieurs travaux ont montré que l’extraction des caractéristiques reste un problème 
difficile pour les images couleur [66], multi ou hyperspectrales, où les attributs des pixels de 
l'image prennent leurs valeurs dans un espace multidimensionnel. Pour ce faire, beaucoup de 
travaux ont été proposés pour l'analyse des attributs dans le cas des images multispectrales et 
hyperspectrales [67]–[71]. Ces travaux ont été menés sur l'utilisation de filtres de Gabor [72], 
les matrices de cooccurrences [2], [3], [73]–[76] et la morphologie mathématique [67], [77] – 
[79].  L’objectif de cette étude n’est pas de réaliser une présentation exhaustive des méthodes 
afférentes à chacune des catégories évoquées ci-dessus mais de présenter les approches 
récentes qui ont suscité le plus grand nombre de travaux. 
Une première généralisation des matrices de cooccurrences pour les images couleur 
[73] a été proposée en 1996, le calcul des attributs d’Haralick (énergie, entropie, contraste, 
corrélation, homogénéité) se faisant sur les composantes couleur des pixels. Par analogie au 
calcul de la fréquence d’apparition d’un couple de valeurs de niveaux de gris, ici le spectre 
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couleur associé au couple de pixels est utilisé. L’application de l’approche proposée sur des 
images multispectrales synthétiques à des fins de classification a montré son pouvoir 
discriminant (83.81% contre 60% pour les attributs calculés bande par bande) dans le cas de 
textures qui ont la même couleur et des structures différentes ou d’une même structure 
présentant des couleurs différentes. Le classifieur utilisé est celui des k plus proches voisins 
(KNN) qui est un classifieur supervisé. 
Dans [80], Ghoneim et al. présentent une extension du calcul des matrices de 
cooccurrences pour la discrimination des tumeurs sur des données IRM (données 3D). 
L’extension se présente dans la façon dont sont disposés les deux voxels utilisés comme le 
montre la Figure 4. Les deux valeurs utilisées pour le calcul de la densité de probabilité 
conditionnelle se situent sur deux plans différents. Les résultats de discrimination des tumeurs 
par la méthode LDA (Linear Discriminant Analysis) [27] utilisant les attributs d’Haralick 
(énergie, contraste, corrélation, entropie, moment des différences inverses, moment 
diagonale) montrent que les cooccurrences calculées dans un cube permettent de mieux 
discriminer les tumeurs que les cooccurrences calculées seulement suivant les directions 
spatiales. Certaines tumeurs sont reconnues à 100% contre 75% pour les cooccurrences 
classiques.  
Notons que cette approche est appliquée sur des données d’imagerie 3D, toutefois elle 
peut être facilement étendue à des données hyperspectrales. 
 
Figure 4 : Représentation de deux voxels xi et xj pour une distance d=1 et angle θ=45°, θ=90° 
 
Plus récemment, une autre piste de calcul d’attributs de cooccurrences pour la classification 
des pixels des images couleur a été étudiée [2]. Les six attributs d’Haralick (homogénéité, 
contraste, corrélation, entropie, homogénéité locale) sont calculés à la fois entre et au sein des 
trois bandes spectrales (RVB) après réduction par quantification des niveaux de gris par bande 
spectrale. Six matrices de cooccurrences sont nécessaires pour le calcul des 30 attributs. Ces 
attributs sont ensuite utilisés conjointement avec les attributs de couleurs (moyenne et l’écart 
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type des 3 bandes) pour la classification de 54 images couleurs de la base de données de 
Vistex et Outex [2]. Les résultats ont montré que les meilleurs pourcentages de bonne 
classification sont obtenus avec l’ensemble des attributs (méthode multispectrale et méthode 
spatiale classique) avec des taux moyens de bonne classification respectivement de 97,9% et 
94,9%. Le KNN est utilisé comme classifieur. Pour chaque image, la moitié des pixels a été 
utilisée pour l’étape d'apprentissage, et l'autre moitié a servi en tant que données de test. Cette 
étude montre que les attributs proposés sont complémentaires à ceux de la cooccurrence 
classique calculée sur chaque bande (Figure 5), alors que leur combinaison augmente le taux 
de classification  pour différentes images testées. 
 
 
Figure 5: Taux de bonne classification en fonction des différents attributs. 
Pour calculer les cooccurrences dans un volume, une étude intégrant le voisinage  d’un 
voxel a été introduite dans [3]. Le voisinage est choisi par l’algorithme d’analyse de la semi 
variance 3D (les tailles retenues sont 3x3x3 et 3x3x5). Comme les méthodes déjà citées, cette 
approche est basée sur le calcul de la densité de probabilité du second ordre. L’application des 
attributs (contraste, entropie, homogénéité, second moment angulaire) à l’entrée d’un 
classifieur supervisé SVM pour le partitionnement de deux images hyperspectrales, Hyperion 
(481x255x45) et ISIS (800x800x190), a montré de meilleurs résultats que les attributs de 
cooccurrences classiques : 87% contre 76% pour Hyperion et 78% contre 70% pour ISIS. 
Dans [74], [75], [81] Khelifi et al. ont développé une stratégie de calcul des matrices de 
cooccurrences aux cas des images multicomposantes qui tient compte à la fois de 
l’information spectrale et spatiale nommé SSGLDM (spatial and spectral gray level 
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dependence method). Cette méthode se base sur l’estimation des densités de probabilité du 
second ordre pour des vecteurs spectraux (Figure 6) suivant une distance et une direction 
données (d et θ) ; c’est une généralisation du calcul des matrices de cooccurrences classiques 
(GLCM) aux cas des images multi-composantes. La méthode de calcul proposée reste une 
méthode du second ordre puisqu’elle cherche la fréquence d’apparition d’un couple de 
vecteurs. Sept attributs d’Haralick ont été extraits pour caractériser l’image entière afin de la 
classer suivant le degré de malignité de la tumeur observée : second moment angulaire, 
entropie, inertie, homogénéité locale, asymétrie, proéminence, corrélation. Ces attributs ont 
tous été calculés pour une distance d=1 et quatre directions θ=0°, θ=45°, θ=90° et θ=135°. 
Elle a été appliquée avec succès à des images multispectrales (16 bandes spectrales : [500, 
650] nm avec un pas de 5 nm) texturées de cancer de la prostate en utilisant la méthode de 
classification SVM (96% contre 91.8% pour les cooccurrences calculés bande par bande). 
Une étude comparative a été menée par les auteurs pour évaluer la pertinence de ces 
paramètres en réduisant le nombre de bandes spectrales et les niveaux de gris. Comme le 
montre la Figure 7, la réduction du nombre des niveaux de gris à 32 niveaux au lieu de 64 
donne dans la majorité des cas (4 cas sur 6) de meilleurs résultats de classification. Le 
meilleur taux est obtenu pour un nombre de bandes égal à trois et pour 32 niveaux de gris 
(97.76%). De plus, l’application de la méthode SSGLDM sur un sous-ensemble de bandes 
donne sur l’ensemble des tests de meilleurs résultats que ces mêmes attributs calculés à partir 
de matrices de cooccurrences classiques (GLCM). Toutefois, le taux décroît (moins bon que 
la GLCM) si on l’applique sur l’ensemble des bandes (94.87% pour la GLCM sur une seule 
bande contre 93.91% pour la SSGLDM  sur 16 bandes et pour une réduction à 32 niveaux).  
 





Figure 7: Taux de bonne classification en fonction des différents attributs et du nombre de 




L’analyse des travaux réalisés dans la littérature sur la caractérisation des pixels des 
images mono ou multicomposantes (couleur, multi-hyperspectrales) conduit aux conclusions 
suivantes : 
• Les statistiques d’ordre supérieur sont les plus adaptées pour la caractérisation des 
scènes complexes et ont montré leur pouvoir discriminant par rapport aux attributs de 
texture calculés à partir des matrices de cooccurrences. Dans certains cas, la 
combinaison de ces deux types d’attributs améliore le taux de discrimination [41]. 
• La transformée en ondelettes peut également constituer un outil pertinent pour la 
représentation de la texture à diverses échelles [46], [47], [56], et optimiser le 
partitionnement des images en l’associant aux attributs statistiques. 
Actuellement, le problème de la caractérisation des pixels des images hyperspectrales 
n’est pas complètement résolu car les deux informations spatiale et spectrale ne sont pas 
finement et conjointement exploitées. De plus, l’utilisation des statistiques d’ordre supérieur 
avec l’exploitation de l’information spatiale et spectrale des données hyperspectrales présente 
une voie de recherche prometteuse pour la caractérisation des pixels des images 
hyperspectrales. 
Dans ce cadre, nous proposons dans la seconde partie de cette thèse une extension du calcul 






Chapitre 3  
Classification semi-supervisée et non supervisée 
   
 
 
3.1. Introduction   
 
Le chapitre précédent portant sur l’extraction des attributs a permis d’évoquer l’intérêt de 
combiner les aspects spatiaux et spectraux dans les approches de caractérisation des données 
hyperspectrales pour mieux partitionner le contenu d’une image. Dans le présent chapitre 
nous allons nous intéresser à l’étape de classification permettant de partitionner les individus 
ou objets à partir des attributs qui les représentent. Pour cette étape incontournable dans 
l’exploitation et l’interprétation des données, il existe trois grandes familles de méthodes : les 
méthodes supervisées,  semi-supervisées et non supervisées.  
La classification supervisée consiste à inférer, à partir d’un échantillon de données classées ou 
d’apprentissage, une procédure de classification. Plus clairement, il s’agit de modéliser une 
relation entre des informations déjà classées et une information cible qu’on veut classer. On 
suppose qu’il existe déjà une classification, donc un nombre connu de classes, où chaque 
groupe d’instance (classe) possède déjà un profil particulier. Les méthodes supervisées 
nécessitent donc de l’utilisateur une ou plusieurs interventions. 
Si par ailleurs, seul le nombre de classes est connu au départ, on parle de classification semi-
supervisée.  
 
Si, maintenant on désire réaliser une classification sans connaissance a priori du nombre de 
classes ou de leurs caractéristiques, on effectue alors une classification dite non supervisée. 
Contrairement aux méthodes supervisées et semi-supervisées, les méthodes non supervisées, 
ne nécessitent aucune intervention de l’utilisateur. 
La classification non-supervisée présente plusieurs avantages importants par rapport à 
l’approche supervisée :  
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i) la non nécessité pour l’utilisateur de préciser à l’avance les classes à discriminer et les 
échantillons d’apprentissage. L’algorithme de classification détecte automatiquement 
les classes distinctes de manière objective, ce qui réduit considérablement le risque 
d’erreur ;  
ii) l’accès à des données d’apprentissage (des relevés de terrain) pour certaines 
applications est très difficile voir impossible. De plus, il n’est pas rare qu’elles soient 
imparfaites ou entachées d’erreurs, et que leur utilisation conduise à des aberrations 
dans les résultats de classification. Par conséquent, les méthodes supervisées ne sont 
pas appropriées et seules les méthodes non supervisées peuvent apporter une solution 
objective. 
 
Les méthodes appartenant à la catégorie des méthodes non supervisées peuvent être 
répertoriées en deux groupes : les méthodes paramétriques dans lesquelles un modèle 
paramétrique (par exemple, des lois conditionnelles aux classes) est imposé a priori ; et les 
méthodes non paramétriques dans lesquelles aucune hypothèse n’est faite concernant ces lois. 
Au sein de ce  second groupe, les méthodes s’appuient  sur des mesures directes de similarité 
(ou dissimilarité) entre individus pour leur classification.  
Les méthodes du premier groupe présentent plusieurs inconvénients en comparaison avec 
celles du second groupe. Parmi ces inconvénients on peut citer principalement les erreurs 
d’estimation du modèle du mélange ce qui peut fausser la classification, et plus 
particulièrement dans le cas des données en grande dimension.   
 
Ce chapitre est donc dédié à un état de l’art sur les méthodes de classification en s’intéressant 
dans un premier temps aux principales approches de classification non paramétriques semi-
supervisées, c'est-à-dire des méthodes qui ne nécessitent pas d’apprentissage, mais un 
minimum de connaissance a priori comme le nombre de classes. Ces méthodes sont : 
C˗moyennes [6], C-moyennes floues [7], ISODATA [8] et SOM [82], [83]. Ensuite, nous 
présentons deux approches complètement non supervisées et non paramétriques : LBG 
(Linde, Buzo et Gray) [84] et propagation d’affinité AP [5]. Après une analyse approfondie de 
l’ensemble de ces méthodes, nous mettons en lumière leurs avantages et inconvénients afin de 
dégager une nouvelle approche de classification.  
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3.2. La classification  
La classification est un procédé algorithmique visant à diviser un ensemble d’individus en 
un nombre Nc de classes, selon un critère de similarité dépendant du contexte et du résultat 
désiré. En imagerie, l’objectif est de produire des partitions mettant en valeur de manière 
simple et schématique différentes régions élémentaires d’une scène. Ainsi, une classe 
représente une famille de pixels ayant des propriétés communes et qui identifie une ou 
plusieurs zones présentant des caractéristiques physiques (type de sol, de végétation, taux 
d’humidité) ou contextuelles propres. La qualité des résultats obtenus dépendant grandement 
des classes formées, ces dernières doivent satisfaire aux trois exigences suivantes : 
• Exhaustivité : tous les pixels de l’image doivent pouvoir être associés à une classe. 
,i j i jx X C tel que x C∀ ∈ ∃ ∈  
• Séparabilité : les classes doivent être suffisamment différentiables pour qu’un pixel ne 
puisse être associé qu’à une seule classe. 
1
1.. 1..
{ ,..., },Nc i i
i Nc i Nc
Soit C C C C X et C
= =
= = = ∅∪ ∩  
• Pertinence : l’association d’un pixel à une classe doit être effectuée suivant un critère 
objectif à définir et indépendant de l’utilisateur. 
Ces trois exigences doivent être vérifiées simultanément pour aboutir à un résultat de 
classification correct. 
  Nous présentons dans la section suivante les principales méthodes de classification 
semi-supervisées et non supervisées. 
3.2.1. Méthodes de classification semi-supervisées 
 
Une méthode de classification semi-supervisée nécessite un nombre minimum de 
paramètres. De nombreuses méthodes ont été proposées parmi lesquelles on trouve : trois 
versions des C-moyennes qui nécessitent au minimum la connaissance a priori du nombre de 
classes (C-moyennes de base [6], la version floue des C-moyennes (FCM) [7] et les 
C˗moyennes possibilistes (PCM) [85]) ; ISODATA [8] qui exige les connaissances a priori du 
nombre de classes, du nombre d’itérations, du nombre d’individus minimal dans une classe, 
des seuils minimum et maximum d’agrégation, et du nombre maximum de paires de classes 
pouvant être fusionnées ; et, enfin la carte auto-organisatrice de Kohonen ou Self 
Organisation Map (SOM) [82] dont le paramètre d’entrée est le nombre de classes. Une 
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version non supervisée de cet algorithme existe [86] mais elle réduit de manière importante le 
nombre de classes, ce qui se traduit par un fort taux d’erreur de classification.  
3.2.1.1. La famille des C-Moyennes 
 
L’algorithme des C-Moyennes, proposée en 1967 par McQueen [6], est probablement 
l’un des algorithmes de classification semi-supervisé les plus connus [87]. Basé sur la 
minimisation d’une fonction de coût, il est relativement simple et permet d’obtenir de bonnes 
performances grâce à certaines limitations qui seront discutées plus loin. 
Entrée :  
- un tableau croisant l’ensemble X des individus xi à classer et l’ensemble des 
attributs (N × Na), 
- le nombre de classes Nc. 
 
Sortie : Partition de l’ensemble X en Nc classes. 
Algorithme :  
• Normaliser les données, 
• Sélectionner aléatoirement Nc individus et les considérer comme les centres de gravité 
initiaux des classes, 
• Tant que le résultat de partitionnement change 
− Affecter chaque individu à la classe Ck dont le centre de gravité gk lui est le plus 
proche. 
− Calculer les nouveaux centres de gravité des classes en cas de réaffectation. 
     Fin tant que. 
  
Dans l’algorithme C-moyennes de base, l’appartenance d’un individu à une classe est 
représentée par une variable binaire. Dans le cas où la décision est non binaire, un degré 
d’appartenance peut être défini. Ainsi, un élément peut appartenir à plusieurs classes à la fois, 
avec des degrés d’appartenance dont les valeurs sont comprises entre 0 et 1. Cette notion 
convient parfaitement à la classification pour modéliser l’appartenance relative d’un point à 
une classe. On notera ainsi Dk (xi) le degré d’appartenance de l’individu xi à la classe Ck. On 
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distingue trois types d’algorithmes suivant les contraintes imposées sur les degrés 
d’appartenance :  
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Les trois méthodes sont fondées sur la minimisation d’une fonctionnelle commune : 
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D est une matrice de taille
 
NxNc, dont les éléments sont les Dk(xi).
  
Pr= {Pr1, …, PrNc} est l’ensemble des prototypes des Nc classes dont la distance aux xi est notée 
di,k.  
{ }Ncωωω ,...,1= est l’ensemble des termes de pénalité des données atypiques associés à 
chacune des classes dans le PCM. Ces termes sont identiquement nuls dans le cas de HCM et 
de FCM.  
m, appelé coefficient de flou, est un paramètre de l’algorithme contrôlant la quantité de flou 
dans la partition (m>1). 
Le principe de cette famille de méthodes est de minimiser itérativement la 
fonctionnelle J en alternant une mise à jour de D et de P.  
Le Tableau 2 récapitule les équations de mises à jour des éléments de D. Pour les 
méthodes FCM et PCM, les degrés d’appartenance sont, en pratique, proches pour m 
supérieur à 20. A l’inverse, si m tend vers 1, la matrice de partition floue devient une partition 
stricte. Le choix de m reste ainsi un problème ouvert. Les utilisateurs de cet algorithme 




Tableau 2: Mise à jour des degrés d'appartenance dans la famille des C-moyennes 
HCM , ,
1 ,( )




i k i j
k i
si d d k j
D x





































































De nombreuses adaptations de la famille C-Moyennes ont été proposées [89]–[92], 
reposant toutes sur le calcul de centres représentatifs des différentes classes. Ce type 
d’algorithmes souffre de deux principaux inconvénients. Premièrement, le nombre de centres 
Nc (nombre de classes) doit être défini a priori. Cela nécessite soit de connaître à l’avance le 
nombre de classes que l’on souhaite obtenir, ce qui est rarement le cas si on veut découvrir 
des classes naturelles dans les données, soit d’exécuter l’algorithme un grand nombre de fois 
en variant les valeurs de centres et de choisir la meilleure partition selon un indice de qualité à 
définir, ce qui est particulièrement coûteux en temps de calcul. Deuxièmement, ces 
algorithmes ne peuvent pas discriminer des classes contenant des données plus proches du 
centre d’une autre classe que du centre de leur propre classe. Malheureusement cela arrive 
fréquemment dans les classes naturelles [93], par exemple lorsque les tailles des classes 
présentent une grande disparité ou lorsque les classes ne sont pas hyper-sphériques. Enfin, les 
résultats sont sensibles au paramètre de flou qui peut varier d’une application à l’autre [88]. 
 
3.2.1.2 La méthode ISODATA 
 
La méthode ISODATA est un algorithme itératif, comme les C-moyennes. L’hypothèse 
fondamentale de l’algorithme ISODATA est que la distribution de chaque classe suit une loi 
décroissante à partir de sa moyenne µk. L’affectation optimale d’un individu xi à une classe 
peut donc se faire en sélectionnant la classe Ck dont le centre de gravité gk est le plus proche 




Entrée :  
- un tableau croisant l’ensemble X des individus xi à classer et l’ensemble des 
attributs (NxNa),  
- Connaissances a priori à fournir par l’utilisateur : 
o le nombre minimum Ncmin et maximum Ncmax de classes Nc, 
o le nombre maximum d’itérations, 
o le nombre minimum de pixels Nmin  par classe, 
o le seuil maximum de la variance des classes, 
o la distance minimale entre les centres de gravité des classes, 
o le nombre maximum de paires de classes pouvant être fusionnées. 
 
Sortie : Partition de l’ensemble X en Nc classes. 
Algorithme :  
1. Normaliser les données, 
2. Affecter aléatoirement les N individus à Ncmin classes, 
3. t = 0, 
4. Tant que le résultat de partitionnement change OU t < tmax 
• t = t+1, 
• Calculer les centres de gravité des classes gi, 
• Affecter chaque individu à la classe dont le centre est le plus proche, 
• Éliminer les classes comportant moins de Nmin individus, et affecter les individus 
orphelins aux classes dont les centres sont les plus proches, 
• Recalculer les centres des classes, 
• Si deux classes sont suffisamment proches  suivant la distance L1, les rassembler, 
• Si la valeur de la variance intra-classe est trop importante, partitionner la classe en 
deux classes, 
• Recalculer les centres des classes 
Fin tant que. 
 
Cet algorithme fournit une approximation des moyennes des distributions de 
probabilité par classe, selon le critère du maximum de vraisemblance. Il donne de bons 
résultats dans le cas de distributions normales [94]. Pour les données réelles, cet algorithme est 
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moins performant ; de plus, il nécessite la connaissance a priori de plusieurs paramètres dont 
le réglage est difficile à optimiser : le nombre minimum et maximum de classes, le nombre 
maximum d’itérations, le nombre minimum de pixels par classe, le seuil maximum de la 
variance des classes, le seuil de la distance minimale entre les centres de gravité des classes et 
le nombre maximum de paires de classes pouvant être fusionnées. 
 
3.2.1.3 La carte auto-organisatrice 
 
La carte auto-organisatrice ou Self Organizing Map (SOM) [82], [83] encore appelée 
algorithme de Kohonen, est un algorithme stochastique de classement des données, qui 
respecte la topologie de l’espace des observations en intégrant une notion de voisinage entre 
les classes. Cet algorithme est souvent utilisé pour la réduction de la dimensionnalité et la 
visualisation des données [95]–[97].  
L’algorithme comporte deux étapes principales : l’extraction des caractéristiques et la 
classification fondée sur un réseau de neurones (voir structure en Figure 8). Un neurone est 
une unité de traitement de l’information. Les neurones sont connectés par des synapses, 
chacune d’entre elles caractérisées par un poids. Plus précisément, un signal xj à l’entrée j du 
synapse reliée au neurone k est multiplié par le poids synaptique wkj. Un réseau de neurone est 
un ensemble de neurones organisés sous la forme de couches. Si la couche d’entrée possède N 
unités et la couche de sortie possède M unités, chaque unité dans la couche de sortie possède 
N poids associés aux connexions qui proviennent de la couche d’entrée, de sorte que 
l’ensemble des poids de neurones est organisé sous la forme d’un réseau à deux dimensions 
WMxN. 
 
Figure 8: Topologie de l’algorithme SOM 
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Les étapes de l’algorithme SOM semi-supervisé sont les suivantes : 
Entrée :  
- un tableau croisant l’ensemble X des individus xi à classer et l’ensemble des 
attributs (N × Na), 
- le nombre de classes Nc. 
 
Sortie : Partition de l’ensemble X en Nc classes. 
Algorithme : 
1. Normaliser les données, 
2. t = 0, 
3. Initialiser aléatoirement les Nc prototypes Pri = (Pr1i,...,Pr Nai) pour 
chaque neurone i,  
1≤ i≤ Nc. 
4. Tant que le résultat de partitionnement change  
• t = t+1, 
Étape de compétition : 
• Echantillonnage : choisir aléatoirement un individu xk représenté 
par son vecteur d’attributs ak , 
• Correspondance et similarité : parmi les Nc neurones, choisir le 
meilleur, v*(xk), pour représenter cet individu avec : 
( ){ }*
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v x Arg d a P  (3.8) 
 
            où d est la distance euclidienne  
Étape d’adaptation : 
• Apprentissage : mettre à jour les prototypes Prj de chaque neurone 
j selon la règle : 
 
*( )( ) ( 1) ( ) ( ( 1) )ε= − − − −k
r r r
j j j kjv xP t P t t K P t a  (3.9) 
 
où  
* ( )kjv x
K est une fonction de voisinage centrée autour des neurones 





( ), ( )
( )
1
















ε(t) est le taux d’apprentissage, dépendant de la valeur de 
l’itération t avec ( ) 1t
t
ε =  pour t ≠ 0. 
et dr1 est la taille du voisinage à la première itération. 
Fin tant que. 
 
La performance du réseau de neurones SOM dépend de plusieurs paramètres de 
réglage : 
– Nombre de neurones de sortie : le nombre idéal de neurones de sortie doit être égal 
au nombre de classes souhaité, associant exactement un neurone avec une classe. 
– Initialisation des poids : les poids sont initialisés de manière aléatoire. 
– Choix de la fonction de voisinage (p. ex. fonction gaussienne) 
– Distance de référence dr qui détermine la taille du voisinage. 
Cet algorithme est souvent utilisé comme première étape d’analyse [95]–[97] ; de 
nombreux travaux ont montré son efficacité en termes de pré-classification. En effet, SOM 
estime des référents représentant des sous classes, et les partitions associées à chaque référent 
sont ensuite utilisées en entrée d’une méthode de classification traditionnelle pour former la 
classification finale. D’après ces études, l’introduction du SOM comme étape préliminaire 
avant celle de la classification pour réduire la dimension des données, contribue à un meilleur 
²partitionnement des images. 
  
3.2.1.4 L’immunité artificielle 
 
Il a été proposé d'utiliser le concept de système immunitaire artificiel pour la classification, 
avec notamment une application aux images multi-composantes. Ce concept, proposé depuis la fin des 
années 1990 [141], a été utilisé dans de nombreux domaines comme la reconnaissance de formes 
[142], la classification non supervisée [143] et l'optimisation [143]. La méthode proposée, nommée 
UAIC (Unsupervised Artificial Immune Classifier), est en réalité une méthode semi-supervisée, qui 
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requiert comme préalable le nombre de classes. Elle est basée sur la mutation de populations 
d'anticorps (antibodies) engendrés par clonage à partir de cellules mémoire (memory cells), réagissant 
à la présentation d'antigènes (antigens), et représentant l'ensemble des centres de classes. Dans la mise 
en œuvre proposée, les antigènes correspondent aux données (vecteurs d'attributs correspondant aux 
pixels de l'image) non encore rencontrées au cours du traitement.  
La sélection clonale des cellules de types lymphocytes B dans le système immunitaire humain 
est le mécanisme fondamental duquel s’inspire l’UAIC. Le Tableau 3  résume l’analogie entre 
le système immunitaire humain et UAIC. 
 
Tableau 3 : Correspondance entre le système immunitaire humain et UAIC 
Système immunitaire UAIC 
Antigènes vecteurs d’attributs des pixels de l’image 
Anticorps centres des classes/vecteurs des caractéristiques 
Espace des formes ensemble des valeurs possibles des vecteurs/pixels 
Expansion clonale reproduction des centres des classes qui sont bien assortis 
avec des antigènes 
Maturation d’affinité proportion entre la mutation des centres de classes et la 
suppression des centres de classes les plus faiblement 
stimulés 
Mémoire immunitaire mise en mémoire des centres de classes mutés 
Méta dynamique création et suppression continue des centres de classes 
 
La mise en œuvre d’UAIC comprend deux étapes : tout d’abord, le premier 
regroupement des centres est effectué par un choix aléatoire depuis les données en entrée. 
Ensuite, l’étape de classification est effectuée. Cette méthode assigne chaque pixel à la classe 
qui maximise la stimulation entre l’antigène et l’anticorps. Par la suite, basée sur la classe, la 
population d’anticorps évolue et le groupe de cellules mémoire est mis à jour par des 
algorithmes immunitaires jusqu’à ce que le critère d’arrêt soit rempli.  
 
L’algorithme UAIC est présenté en trois étapes : initialisation, classification avec 
UAIC et condition d’arrêt.  
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Soient AB l’ensemble des anticorps, ab un seul anticorps particulier (ab ∈ AB), MC 




Cette étape peut être considérée comme un prétraitement des données. UAIC applique 
l’approche Kaufman (KA) [98] à la population initiale de cellules mémoire MC. 
1 : Sélection de la première MC (cellule mémoire) la plus centralisée. 
2 : pour tout anticorps non sélectionné abi faire 
- pour tout anticorps non sélectionné wi faire 
calculer Tji = max(Dj − dji , 0) avec dji = dist(abj , abi) et Dj = mins (dsj) (s est l’une des 
MC sélectionnée), 
- calculer le gain de la sélection de abi avec ji
j
T∑ . 
3 : Sélection des instances abi non encore sélectionnées qui maximisent  ji
j
T∑  
4 : Si le nombre de MC sélectionnées est T alors Stop ; sinon Revenir à 2,  
5 : Pour terminer le regroupement, assigner chaque anticorps non sélectionné Ab{r} au 
groupe représenté par la cellule mémoire la plus proche aux cellules initiales Ab{r} 
suivant l’indice : 
 
1













qui mesure la distance entre les deux individus xi et xj. 
 
• Classification utilisant UAIC 
 
Une fois l’initialisation terminée, l’étape suivante est une étape de classification itérative. 
Pour chaque itération, l’algorithme effectue les étapes suivantes pour former chaque 
antigène (ag). 
1 : Attribuer l’antigène ag à la k ième classe : Pour chaque ag dans l’image, attribuer cet 
antigène à l’une des classes, où la classe est supposée être la k ème classe. Étant donné un 
antigène spécifique, il faut trouver la cellule-mémoire mc qui maximise l’affinité :  
  
 45
( )arg max ,
mc MC
mc affinity ag mc
∈








= −   
(3.13) 
où u est le rayon d’influence de AB. 
2 : Évolution de la population d’anticorps ABk : Après avoir assigné les antigènes aux classes, 
l’évolution de la population d’anticorps ABk et de la cellule mémoire MCk sont effectuées. 
3 : Mise à jour de la mémoire MCk : L’étape finale dans le processus de formation est 
l’introduction potentielle des nouvelles cellules mémoire développées mc dans 
l’ensemble des cellules mémoire MC existantes. 
4 : Agrégation des cellules mémoire contenant la même information afin de limiter la 
croissance de population. 
• Condition d’arrêt 
 
La condition d’arrêt est différente suivant les applications. Une solution consiste à définir 
un nombre fixe d’itérations comme condition d’arrêt. Une autre solution consiste à fixer un 
seuil. En pratique, un seuil est fixé suivant la proportion de pixels de chaque classe qui 
changent de classe au cours des itérations de l’algorithme. 
Enfin, UAIC renvoie le résultat de classification de l’image. 
Appliquée sur deux images multispectrales (Landsat TM, MODIS) et une image 
hyperspectrale (PHI, 80 bandes), cette méthode a montré des résultats supérieurs aux 
méthodes k-means, ISODATA, FCM et SOM avec des taux de bonne classification supérieurs 
à 80%, soit en moyenne 10% de plus que la moins efficace des méthodes comparées, en 
l'occurrence la méthode k-means.  
 
3.2.2. Méthodes de classification non supervisée 
 
Pour la classification non supervisée, nous ne disposons d’aucune autre information 
que les données elles mêmes. Ainsi, ces méthodes ne sont pas sujettes au choix par 
l’utilisateur de paramètres qui peuvent grandement affecter le résultat. Nous présentons ici 
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quatre approches qui répondent  à ces exigences d’indépendance à toute information a priori. 
Nous verrons ainsi les méthodes génétiques, l’approche FCM non supervisée, la méthode 
MLBG et enfin, la méthode de propagation d’affinité. 
3.2.2.1 Les méthodes génétiques 
 
Les algorithmes génétiques (AG), présentés par John Holland en 1975 [99], [100] sont 
des algorithmes inspirés du processus d’évolution naturelle. Dans de nombreux domaines 
applicatifs, les algorithmes génétiques ont été appliquées avec succès [101]. En 1975, De Jong 
[102] a effectué un grand nombres de tests pour étudier l’effet du changement des paramètres 
de contrôle sur les performances de l’AG. Lors de ces tests, différentes valeurs ont été 
analysées, telles que la taille de la population, la probabilité de croisement et la probabilité de 
mutation [100]. En 2001, Bandyopadhyay et Maulik [103] ont appliqué l’AG pour regrouper 
différents ensembles de données et les fusionner. 
• L’algorithme génétique 
L’approche génétique est une méthode adaptée pour résoudre une très large gamme de 
problèmes. Récemment, AG a été appliquée avec succès pour l’optimisation des problèmes de 
classification non supervisée [104], [105].  
Les principales étapes sont : 
1 : Initialisation de la population (Chromosomes) et définition de la fonction d’aptitude ou de 
« fitness ». 
Une population est l’ensemble des chromosomes. La taille typique de la population peut 
aller de 20 à 1000 [99]. 
Pour chaque chromosome de la population, un paramètre Ki correspondant à la longueur 
du chromosome (équivalent  au nombre des classes dans le problème de classification) est 
généré aléatoirement dans l’intervalle [Kmin, Kmax], où Kmin=2 généralement et Kmax 
représente la longueur maximale des chromosomes. Ce chromosome est supposé coder 
les Ki centres de classes. Pour l'initialisation de ces centres, les Ki  individus sont choisis 
aléatoirement à partir de l'ensemble de données. Ces individus sont distribués de manière 
aléatoire dans le chromosome. 
Une fonction d’aptitude doit être définie pour mesurer l’adaptabilité de chaque 
chromosome de la population. L’aptitude peut être calculée à l’aide d’un indice comme 
celui de Davies-Bouldin [144]. 
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2 : Sélection et mutation de la population courante. 
Au cours de la mutation, tous les chromosomes de la population sont vérifiés unité par 
unité, et selon une probabilité prédéfinie. Toutes les valeurs d’une unité spécifique 
peuvent être changées au hasard. 
3 : Croisement: 
Le but de l’opération de croisement est de créer deux nouveaux chromosomes à partir de 
deux chromosomes existants choisis au hasard parmi la population actuelle. 
4 : Évaluation et arrêt 
Basé sur le croisement et la mutation des chromosomes, une fois initialisé, l’AG évolue 
itérativement d’une génération à l’autre. La population évolue au fil des générations dans 
le but de maximiser la valeur de la fonction d’aptitude. 
L’algorithme continue tant que le critère d’arrêt n’est pas satisfait.  
L’algorithme génétique permet la résolution d’un problème de grande complexité par 
l’examen simultané de solutions multiples. Cependant, il présente quelques difficultés de mise 
en œuvre, comme le choix de la fonction d’aptitude dont dépend la qualité des résultats, et  la 
nécessité de disposer d’une population importante de chromosomes.  
• Algorithme Génétique Hybride 
Dans [56] est décrit un algorithme génétique hybride incorporant, dans un schéma multi-
résolution, l’algorithme génétique traditionnel et la méthode de classification k-means. Cette 
méthode est une autre variante de l’AG dans laquelle l’opérateur de croisement est remplacé 
par la classification C-moyennes, et les autres opérateurs demeurent inchangés. Ce 
remplacement est justifié du fait que l’opérateur de sélection de l’algorithme génétique 
prélève des solutions en accord avec les valeurs d’aptitude du chromosome (information 
globale), au lieu d’utiliser l’interaction locale entre les gènes.  
Dans cette méthode, une structure quad-tree est d’abord construite, et l’image est 
partitionnée en blocs à différents niveaux de résolution. Des attributs de texture sont ensuite 
extraits de chaque bloc (la valeur moyenne des niveaux de gris est le seul attribut de texture 
utilisé). 
 L’image entière est alors combinée en tant que chromosome/solution, chaque bloc étant vu 
comme un gène. Ainsi, chaque gène sera mis en relation avec quatre voisins immédiats, sauf 
ceux situés sur les bords de l’image/chromosome. 
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L’algorithme génétique hybride est alors exécuté pour partitionner l’image en apposant un 
label de classe de texture optimal pour chaque gène. Une fois la convergence atteinte à un 
niveau donné du quad-tree, l’allèle de chaque gène (résultat de partitionnement) du niveau 
courant est propagé comme allèle initial des gènes descendants au niveau inférieur. 
L’algorithme est stoppé à chaque niveau de résolution lorsqu’un critère d’arrêt est atteint.  
Les différentes étapes de cet algorithme pour chaque niveau de résolution peuvent être 
résumées comme suit : 
1 : Extraction des attributs à partir de chaque bloc, 
2 : Partitionnement du niveau courant : 
•  Initialiser la population  
• Faire 
- Appliquer la classification C-moyennes 
- Appliquer la mutation 
- Évaluer la fonction d’aptitude 
- Sélectionner les chromosomes en fonction de leur aptitude pour la 
génération suivante 
Tant qu’il y a évolution de la population 
3 : Propagation du résultat de partitionnement au niveau inférieur, 
4 : Retour à l’étape 1. 
L’application de cet algorithme sur des images monocomposantes montre que le taux 
d’erreur de classification décroît lorsque le niveau de résolution augmente. Cette méthode a 
cependant le même inconvénient que l’algorithme C-moyennes (sensibilité au choix aléatoire 
des centres des classes).  
3.2.2.2 FCM non supervisé 
Dans [106], une version non supervisée du FCM, adaptée aux problèmes de 
reconnaissance de formes multi-classes en hautes dimensions, est présentée dans l’objectif 
d’accroître la précision et la stabilité du FCM standard. Elle s’appuie sur deux concepts : la 
pondération non supervisée des centres de classes à partir de l’extraction non paramétrique 
d’attributs pondérés, et l’extraction d’attributs par analyse discriminante. L’avantage de cette 
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méthode réside dans ses caractéristiques non supervisée et non paramétrique, grâce auxquelles 
le système détermine automatiquement le nombre de classes ; de plus, elle est plus robuste 
que l’algorithme FCM classique. Toutefois, elle n’est pas complètement stable car, suivant la 
complexité des images traitées, le niveau de variabilité peut être élevé. 
 
3.2.2.3 La méthode MLBG (Modified LBG) 
 
La méthode MLBG proposée par Rosenberger et Chehdi [41] est une optimisation de la 
méthode semi-supervisée LBG [84]. La méthode MLBG ne nécessite pas la connaissance du 
nombre de classes mais seulement d’un majorant de celui-ci. Elle est caractérisée par les 
propriétés suivantes : 
• évaluation et possibilité de remise en cause d’un résultat intermédiaire, 
• correction d’un résultat courant en exploitant les résultats antérieurs, 
• évaluation de la solution sans connaissance de vérité de terrain. 
Pour déterminer la meilleure partition de X, quatre étapes essentielles sont nécessaires. 
Entrée : un tableau croisant l’ensemble X des individus xi à classer et l’ensemble des 
attributs (NxNa) 
Sortie : Partition de l’ensemble X en Nc classes. 
Algorithme :  
1. Normalisation des données 
2. Choix de la classe à subdiviser : à l’état initial (k = 1), la classe à subdiviser est 
l’ensemble X. A chaque itération (k>1), la classe qui maximise une fonction de 
dispersion est partitionnée, 
3. Choix de noyaux de division d’une classe, composés du barycentre de la classe 
à partitionner et du point le plus distant du barycentre appartenant à la même 
classe, 
4. Partition en k+1 classes par la méthode des C-moyennes, 
5. Evaluation de la partition de l’ensemble X suivant le critère de dispersion intra-
classe (Dis) Eq. (1. 2). Si ces critères sont satisfaits (la partition de l’ensemble 
X à k + 1 classes est valide), alors l’étape 1 est relancée pour essayer de créer k 
+ 2 classes. Dans le cas contraire, le choix des noyaux est remis en cause et 
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l’étape 2 est de nouveau relancée en intégrant les échecs précédents. Si aucun 
noyau n’engendre une partition valide, le choix de la classe à subdiviser est 
remis en cause et l’étape 1 est relancée. Si aucune classe ne génère une 
nouvelle partition valide alors le nombre de classes et la partition obtenus sont 
considérés optimaux. 
La dispersion intra-classe est donnée par :  
1




Dis C d g a
card C
=
= ∑  
(3. 14) 
 
où gi est le centre de gravité de la classe Ci et jia est l’attribut du j ème élément de la classe Ci. 
Le point sensible de cette méthode réside dans l’initialisation des noyaux. En effet, le 
choix des noyaux des classes influe sur la convergence et la qualité du résultat. 
3.2.2.4 La propagation d’affinité 
 
Récemment, Frey et Dueck [5] ont proposé une nouvelle approche de classification qui 
peut être utilisée de manière totalement non supervisée ou semi-supervisée : la propagation 
d’affinité. Cette méthode a connu un vif succès dans plusieurs domaines applicatifs pour les 
trois principales raisons suivantes : i) elle est efficace lorsque le nombre de classes est connu, 
ii) elle peut être utilisée suivant deux modes : non supervisé ou semi-supervisé, iii) elle est 
complètement déterministe.  
L’AP a été appliquée dans différents domaines telles que la télédétection [9], [107], la 
gestion des données multimédia [108] et la reconnaissance des formes (catégorisation des 
images [109], la reconnaissance des chiffres manuscrits [110], la reconnaissance de la parole 
[111], les requêtes visuelles [112], la caractérisation des protéines [113]  et la génomique [145]).  
• AP pour la réduction de la dimensionnalité 
Dans le domaine de la télédétection, l’AP a été utilisée principalement pour réduire le 
nombre d’attributs ou la sélection de bandes spectrales pour les images hyperspectrales. Ceci 
peut s’expliquer par le fait que le nombre de bandes spectrales (considérées ici comme des 
individus) dans l’imagerie hyperspectrale est limité à quelques centaines, ce qui peut être géré 
facilement par l’AP malgré sa complexité quadratique. La première application de la méthode 
AP aux images hyperspectrales pour la sélection des bandes spectrales a été proposée par Jia 
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et Qian dans [9]. Dans [114], Qian propose une amélioration de la méthode présentée dans [9], 
par l’introduction de la divergence de Kullback-Leibler [115] comme mesure de similarité 
entre les bandes spectrales, ainsi que le kurtosis de l’ensemble des bandes comme paramètre 
de préférence pour la classification des images. La comparaison pour la sélection de bandes 
de l’AP avec l’algorithme basé sur la divergence de l’information (ID) et celui de l’analyse en 
composantes principales par maximum de vraisemblance (MV PCA) a été réalisée sur trois 
images hyperspectrales issues de trois capteurs hyperspectraux différents (AVIRIS Indian 
Pines, HYDICE Washington D.C. Mall et ROSIS Pavia).  Les résultats obtenus, donnés dans 
le Tableau 4(a), montrent que l’AP permet de mieux sélectionner les bandes les plus 
représentatives des données. Il est à noter que le classifieur supervisé SVM est utilisé dans 
l’étape de classification des données après réduction. 
Dans [116], Jia et al. introduisent une étape d’extraction d’attributs utilisant différents 
types d’ondelettes (Haar, Daubechies et Coiflet) à différents niveaux. Ensuite, ils 
sélectionnent avec l’AP les attributs les plus représentatifs pour les intégrer dans le classifieur 
KNN. L’application de cette approche sur des images hyperspectrales AVIRIS montre qu’en 
procédant à la sélection d’un certain nombre d’ondelettes par l’AP, on obtient de meilleurs 
résultats de classification qu’avec l’ensemble des bandes utilisant directement les signatures 
spectrales des pixels ou un sous-ensemble de bandes sélectionnées par l’AP. Pour 13 attributs 
sélectionnés par l’AP parmi les 220 attributs (un coefficient d’approximation au premier 
niveau par bande), les ondelettes de Haar et de Daubechies donnent respectivement 83.5%, et 
82.5% de taux de bonne classification. Quant à la sélection de bandes spectrales de l’image 
par l’AP, elle ne conduit qu’à un taux de bonne classification de 81%.  
Jia et al. ont également développé une méthode non supervisée de sélection de bandes 
pour les images hyperspectrales sans suppression manuelle de bandes [10]. Cette approche 
utilise d'abord les ondelettes pour retirer automatiquement le bruit spatial sur toutes les 
données hyperspectrales, puis applique l’AP afin de choisir les bandes les plus représentatives 
et enfin utilise un algorithme de classification (KNN ou SVM) pour évaluer la pertinence des 
bandes sélectionnées. L’application sur l’image hyperspectrale AVIRIS Indian Pines montre 
que l’utilisation des attributs après réduction par AP donne de meilleurs résultats de 
classification que l’utilisation de l’ensemble des bandes (+5% de différence). Pour l’image 
multispectrale Washington D. C. Mall les résultats sont presque similaires à ceux utilisant 
l’ensemble des bandes (+1%). L’AP donne un meilleur résultat que l’algorithme basé sur 
l’information mutuelle (MI) pour la sélection de bandes (+2% de différence par rapport à la 
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classification avec toutes les bandes) pour AVIRIS et -3% de différence pour 
Washington D. C. Mall. 
Dans [117], une méthode semi-supervisée basée sur l’application de l’AP avec 
différentes métriques (corrélation et séparabilité entre les bandes) a été proposée. Cette 
méthode nommée FM-AP (Feature Metric AP) a été appliquée avec succès sur des images 
hyperspectrales HYPERION (250 x 566 pixels x 224 bandes) et AVIRIS Indian Pines (145 x 
145 pixels x 220 bandes) pour la sélection de bandes spectrales. Les auteurs ont comparé leur 
méthode de réduction à l’analyse en composantes principales par maximum de vraisemblance 
(MV PCA), à la sélection de bande basée sur le critère de corrélation (PCC Pearson 
correlation coefficient) et à l’AP standard en utilisant le SVM comme classifieur. Les résultats 
de classification sont également reproduits dans le Tableau 4(b), et montrent encore la 
supériorité de la méthode de sélection proposée sur ces deux jeux de données, avec un 
maximum du taux de bonne classification obtenu pour un nombre de bandes autour de la 
cinquantaine. 
À travers les différentes expérimentations [109], [114], [117] l’AP standard a donné 
généralement les meilleurs résultats dans la sélection de bandes pour différentes images 
hyperspectrales (AVIRIS, HYDICE, HYPERION) par rapport à d’autres approches, y 
compris l’analyse en composantes principales par maximum de vraisemblance (MV PCA), la 
divergence de l’information (ID) et l'information mutuelle (MI).  
L’AP a été utilisée pour la détection des régions d'intérêt et la sélection des paysages 
représentatifs pour la télédétection, mais seulement sur des images de petites tailles spatiales.  
Dans [118], Yang et al. ont proposé de remplacer la distance euclidienne de l’AP 
standard par une mesure de similarité basée sur les statistiques floues comme entrée de 
l’algorithme AP (FS-AP). La méthode a été comparée aux C-moyennes, FCM et l'AP 
standard en utilisant trois types d’images multispectrales de télédétection de petite taille 
(Landsat ETM+ : 86 x 86 pixels x 6 bandes ; Quickbird : 88 x 88 pixels x 3 bandes et Modis : 
90 x 86 pixels x 5 bandes). La méthode FS-AP améliore les résultats de classification par 
rapport à la version standard de l’AP avec une charge de calcul plus faible et donne de 
meilleurs résultats que les autres algorithmes cités. Les performances comparées des 
différentes méthodes sur ces images multispectrales sont données dans le Tableau 5(a), et 
montrent l’apport de la méthode FS-AP. 
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Dans [119], Yang et al. proposent une approche semi-supervisée de l’AP basée sur 
l’apprentissage incrémental-décrémental nommée ID-AP. Elle est appliquée sur les trois types 
d'images multispectrales utilisées dans [118] pour la classification de la couverture terrestre.  
Comparée à différents algorithmes de classification semi-supervisée Constrained K-means 
(CKM), AP semi-supervisée (SAP), et SAP incrémental (IS-AP), l’approche ID-AP donne les 
meilleurs taux de classification comme le montre le Tableau 5(b). On peut noter que les trois 
méthodes à base de propagation d’affinité sont meilleures que la méthode CKM dans tous les 
cas. 
D’autres extensions de l’AP ont été proposées dans [117] et [118] et appliquées sur 
des images multispectrales de petite taille (moins de 100x100 pixels). 
Dans [110], une extension du modèle à un seul représentant de l’AP à un modèle multi 
représentants nommé ME-AP a été développée. Cette approche détermine le nombre de 
représentants dans chaque classe associés à un représentant global afin de rapprocher les sous 
classes. Elle a été appliquée sur trois bases de données d'images et deux bases de données de 
chiffres manuscrits. Les résultats ont montré de meilleures performances que l’AP standard 
avec un modèle de représentant unique, la version hiérarchique de l’AP [120] et la 
classification basée sur la théorie spectrale des graphes. L’AP a également été associée à 
l'apprentissage semi-supervisé nommé SAP (Seeds Affinity Propagation) [121]. Cette méthode 
est une version semi-supervisée de l'AP qui utilise une mesure de similarité asymétrique et 
capte l'information structurelle de textes en introduisant une approche d'apprentissage semi-
supervisée, où la connaissance de quelques objets étiquetés par rapport à un grand nombre de 
ceux non marqués est exploitée. La comparaison de l’approche SAP aux C-moyennes et à 
l’AP standard sur les données de texte (avec des définitions de similarité adaptées) a montré 
de meilleures performances en termes de précision de la classification.  
L’AP a été également récemment utilisée avec succès pour l'identification des 
paysages représentatifs des écosystèmes forestiers dans dix régions forestières du Canada à 
partir des images satellite Landsat [122].  
La supériorité de l'AP par rapport à d'autres méthodes de classification classiques a été 
aussi démontrée dans une étude comparative sur la reconnaissance de visage [5], où elle a 
fourni de meilleurs taux de classification que les C-moyennes, C-centres et la classification 
ascendante hiérarchique.  
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Toutes les études citées dans cette section montrent la supériorité de la méthode de 
propagation d'affinité par rapport aux méthodes classiques, soit pour la réduction d’attributs 
(ou des bandes spectrales), soit pour la classification des pixels sur des images de petites 
tailles. 
• AP pour la classification  
Si l’AP a été largement utilisée pour réduire le nombre d’attributs dans le domaine de 
la télédétection, elle l’a été beaucoup moins pour la classification des pixels. Cela est dû à la 
complexité quadratique de l'algorithme qui exige le calcul préalable d’une matrice de 
similarité de taille N× N, N étant le nombre d’individus.  
Malgré ses bonnes performances de classification, l’application de l’AP sur des 
données réelles de grandes dimensions spatiales comme les images aériennes hyperspectrales 
reste impossible. Par exemple, sur un PC de 4 Go RAM, 3GHz processeur avec un système 
d’exploitation 32 bits (environnement Matlab), le nombre d’individus qui peuvent être classés 
par l’algorithme AP est généralement limité à moins de 3000 pixels ou objets. En outre, on 
observe expérimentalement que la version non supervisée surestime fortement le nombre de 
classes.  
 
Tableau 4: Comparaison des méthodes de réduction des bandes des images hyperspectrales et 
classification  avec SVM (ACCR : Taux de bonne classification moyen (en %)). 
Qian et al., 2009 [9] MV-PCA ID AP 
AVIRIS /Indian Pines 60.13 62.65 82.67 
HYDICE/Washington DC Mall 74.96 87.40 89.06 
ROSIS/Pavia 99.71 99.77 99.82 
(a) 
Yang et al., 2013 [117] 
 
MV-PCA PCC AP FM-AP 
AVIRIS/Indian Pines 61.08 74.01 74.02 87.15 





Tableau 5: Comparaison des méthodes de classification sur des images multispectrales (ACCR en %). 
Yang et al., 2010 [118] C-moyennes FCM AP FS-AP 
Landsat-7 ETM/ Haerbin 65.94 70.01 74.10 82.37 
Quickbird /Trento 73.20 74.74 76.60 80.22 
MODIS / Changchun 77.75 79.35 78.76 82.76 
(a) 
 
Yang et al., 2013 [119] CKM SAP IS-AP ID-AP 
Landsat-7 ETM/ Haerbin 78.54       80 87.17 90.37 





MODIS / Changchun 81.60 84.02 83.62 89.10 
(b) 
Nous détaillons ci-dessous l’aspect algorithmique de la méthode de propagation 
d’affinité. 
Algorithme de propagation d’affinité : 
La classification par propagation d’affinité requiert d'abord le calcul d’une matrice de 
similarité notée S. Les éléments S(xi,xk) de la matrice S mesurent la similarité entre tous les 
couples d'individus (xi,xk) pour xi ≠ xk. La distance euclidienne négative est souvent utilisée 
comme mesure de similarité : 
 




avec ai le vecteur d’attributs représentant l’individu xi. 
Les éléments diagonaux S(xk,xk) de la matrice S, reflétant la pertinence a priori du 
choix de l’individu k pour servir de représentant  et connus sous le nom de préférence, ne sont 
pas calculés de la même manière que les éléments S(xi,xk) pour xi ≠ xk. Plus précisément, 
S(xk,xk) = p (paramètre de préférence) est initialisé à la valeur médiane des éléments de S pour 
xi ≠ xk. 
( , ) = ∀k k kS x x p x  (3. 16) 
 
AP est connu comme un algorithme de passage de messages. En effet, à chaque itération de 
l’algorithme, la question suivante est posée : quel individu sera considéré comme représentant 
ou exemplaire de tous les autres, et quel représentant sera choisi pour chaque individu ? Deux 
types de messages sont échangés : “Responsabilité” et “Disponibilité”. Une fois initialisé, 
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l’algorithme calcule de manière itérative pour chaque individu ses degrés de disponibilité et 
de responsabilité envers les autres individus. Initialement, tous les individus sont considérés 
comme représentants. Deux procédures de transmission de messages appelés responsabilité et 
disponibilité sont utilisées pour échanger les messages entre l'individu xi et un représentant 
candidat xk. La Figure 9 illustre un exemple de la procédure d’échanges de messages de l’AP. 
La responsabilité R(xi,xk) est le message envoyé à partir de xi au candidat représentant xk, 
indiquant combien xk serait un bon représentant de xi. Alternativement, la disponibilité A(xi,xk) 
est le message envoyé du candidat représentant xk à l’individu xi, indiquant à quel point il 
serait approprié pour xi de choisir xk comme son représentant. Cette procédure cherche pour 
chaque individu le représentant qui maximise la somme des disponibilités et des 
responsabilités.  
 
Envoi de message de responsabilité R 
(de l’individu i au candidat exemplaire k)  
Envoi de message de disponibilité A 
(du candidat exemplaire k à l’individu i) 
 
Figure 9: Procédures d’échanges de messages de l’AP 
Les quatre principales étapes de l’algorithme sont : 
Entrée : 
− N le nombre d’individus à classer,  
− S la matrice de similarité de taille N× N  
− Dans le cas du mode supervisé : le nombre de classes 
 
Sortie : 
− Résultat de classification sous forme d’un vecteur contenant pour chaque individu 
l’indice de son exemplaire. 
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− L’évaluation de la fonction objectif que la propagation d’affinité a maximisée pour 
chaque individu. Elle  indique à quel point les exemplaires choisis sont appropriés 
pour représenter les données.  
 
 
1. Initialisation :  
Soient R la matrice de responsabilité et A la matrice de disponibilité. Ces deux matrices, ainsi 
que la matrice de similarité S, sont de taille N× N. 
( , ) 0,  ( , ) 0  ,i k k i i kR x x A x x x x= = ∀  (3.17) 
2. Mise à jour de la responsabilité          
,
( , ) ( , ) -max  ( ( , ) ( , ))≠= + ∀ ≠i k i k j j k j i i j i kR x x S x x A x x S x x x x                                  (3.18) 
3. Mise à jour de la disponibilité          
 
( , )
( , ) min{0, ( , ) max{0, ( , ) } }  k i k k j k i k
j j k
A x x R x x R x x x x
≠
= + ∀ ≠∑                     
( , )
( , ) max{0, ( , ) } 
≠
= ∀∑k k j k k
j j k
A x x R x x x                
(3.19) 
 
4. Affectation des représentants          
*( ) arg max{ ( ( , ) ( , ) }i i k k i
k
E x R x x A x x= +                                                            
Avec *( )iE x
 
le représentant attribué à l’individu xi.  
Un facteur d’amortissement α [0,1]∈  est introduit pour régulariser la mise à jour des 
matrices de responsabilité et de disponibilité au cours des itérations. Pour éviter les 
oscillations numériques qui se présentent dans certaines circonstances, il est recommendé 
d’utiliser α=0.9 [120]. Les mises à jour des messages sont réalisées de manière itérative 
suivant les relations suivantes : 
1
1
ˆ ˆ (1 )















 avec it l’itération en cours. 
 
5. Condition d'arrêt          
Les exemplaires ne doivent pas changer pour les n dernières itérations de la boucle principale, 
où n est une valeur prédéfinie par l’utilisateur.  
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3.3. Analyse de l’influence des attributs et du choix de la métrique sur les 
résultats de la classification par AP 
 
Les différentes métriques données dans le Tableau 6 ont été introduites pour calculer 
la matrice de similarité à l’entrée de l’AP et analyser leur influence sur le choix du paramètre 
de préférence et sur les résultats de partitionnement. Pour cette expérimentation, plusieurs 
images synthétiques ont été construites à partir de l’album de Brodatz [42]. Les Figures 10 et 
11 montrent respectivement le procédé de construction de ces images et un échantillon de 
trois images test. 
La figure 12 montre les résultats de partitionnement obtenus pour des images de la 
Figure 11. L’AP est utilisée ici dans sa version non supervisée. Le calcul des attributs est 
réalisé sur des fenêtres de taille 3x3 et la valeur du paramètre de préférence a été fixée à la 
valeur médiane de la matrice de similarité. Deux types d’attributs sont utilisés, les statistiques 
du premier ordre (4 attributs : moyenne, variance, skewness et kurtosis) puis les deux attributs 
issus des transformées en ondelettes (moyenne, énergie), les statistiques d’ordre deux (8 
attributs). Cette figure montre également, le nombre de classes estimé automatiquement, ainsi 
que le taux moyen de bonne classification (ACCR en %) en fonction des attributs 
caractérisant les pixels et les indices de similarité utilisés.  
Les Figures 13 et 14 donnent l’évolution du critère ACCR (%) en fonction des indices 
de similarité pour chacune des images, puis pour l’ensemble de ces images respectivement. Il 
est à noter que les meilleurs taux sont obtenus avec la distance L1 quelle que soit la nature des 
attributs utilisés et quelle que soit l’image à partitionner. Cette conclusion confirme les 
résultats de comparaison de différentes métriques donnés dans [147-148]. Cette métrique est 
donc retenue par la suite comme critère de similarité pour la formation des classes. 
 
Tableau 6: Indices de similarité entre deux individus xi et xj 
Métriques Formules  
Distance L1 (où distance de Manhattan) 1 1( , ) || ||L i j i jS x x a a= − −  
Distance L2 (euclidienne) 2 2( , ) || ||L i j i jS x x a a= − −  
Distance L∝ (Tchebychev) ([1, ])( , ) max | |Che i j il jll NaS x x a a∈= − −  
Mesure de corrélation ( , ) | ( , ) | 1Corr i j i jS x x corr a a= −  
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Figure 10: Procédé de construction d’une image synthétique 
3.4. Discussion 
 
L’état de l’art sur les différentes méthodes de classification présentées dans ce chapitre 
nous amène à formuler plusieurs remarques importantes : 
- Les diverses méthodes classiques dites semi-supervisées (C-moyennes, C-moyennes 
floues, ISODATA) nécessitent toutes la connaissance a priori du nombre de classes en 
entrée, ce qui est difficile à obtenir dans le cas où l’on cherche à partitionner des 
images représentant des données naturelles, comme celles traitées en télédétection, 
pour lesquelles la diversité et la variabilité des classes sont importantes. 
- La méthode de propagation d’affinité (AP) peut être utilisée en mode complètement non 
supervisé. Elle a été largement exploitée ces dernières années dans des domaines 
nombreux et divers. Les différentes études menées [114], [117], [118], [120] montrent sa 
supériorité quand elle est utilisée en mode semi-supervisé par rapport aux méthodes 
C˗moyennes, C˗moyennes floues et ISODATA. Elle présente cependant encore 
quelques limites liées à la dimensionnalité et à la surestimation du nombre des classes 
(sur-segmentation) quand elle est utilisée en mode non supervisé. Néanmoins grâce à 
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ses avantages et performances quant à la qualité des résultats de classification, mais 
aussi à son caractère déterministe, nous l’avons retenue comme méthode de 
classification. Dans la suite de cette thèse, nous apporterons des solutions pour 
remédier à ses inconvénients majeurs que sont la surestimation du nombre de classes 













   (a) : image 1 (b) : image 2 (c) : image 3 
Figure 11: Exemple d’images synthétiques à partitionner 














































































































































Figure 12: Résultats de partitionnement des images de la Figure 11 en fonction du choix de l’indice 




(a) : Résultat image 1 
 
(b) : Résultat image 2 
 
(c) : Résultat image 3 






Figure 14: Taux de classification moyens pour les 3 images en fonction des indices de similarité 
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Chapitre 4   
Critères d’évaluation d’une méthode de 
classification  
 
4.1. Introduction  
 
Les critères d’évaluation sont indispensables pour évaluer et quantifier les 
performances d’un algorithme de classification, car la qualité d’une partition conditionne 
fortement celle de l’interprétation. C’est pourquoi de nombreux critères sont proposés dans la 
littérature pour pouvoir évaluer la qualité des résultats de classification [133], [135], [137], 
[140], [144], [138]. Deux types d’évaluation peuvent être distingués : 
–  Évaluation  relative : il s’agit d’évaluer la qualité d’un résultat de classification en 
mesurant sa similarité avec une vérité de terrain. Cette évaluation fait appel à des 
critères externes basés sur des connaissances a priori. Ce type d’évaluation pose le 
problème de la confiance dans la vérité de terrain, qui reste souvent subjective et 
approximative. Un exemple emblématique de ce problème est celui de l’image 
hyperspectrale AVIRIS Indian Pines, très largement utilisée dans la littérature en 
classification et dont la vérité de terrain associée contient un grand nombre d’erreurs et 
d’approximations patentes [146]. 
Dans le cas où une vérité de terrain fiable est disponible, la matrice de confusion peut 
être calculée. 
–  Évaluation absolue : des critères d’évaluation non supervisés sont utilisés pour estimer 
la qualité d’un résultat de partitionnement à partir de statistiques calculées sur chaque 




Dans ce chapitre, on se limite à l’analyse des principaux critères internes (non 
supervisés) d’évaluation des résultats de classification. Il est à noter que ces critères sont 
également utilisés comme indices d’agrégation  pour affecter un individu ou pixel à une classe 
ou bien comme critère d’arrêt.  
4.2. Critères d’évaluation non supervisés 
 
L'étude réalisée par Voisine [40] pour la comparaison des méthodes de validation des 
algorithmes de classification permet de retenir les attributs suivants, considérés comme les 
plus pertinents : l'homogénéité (critère de Cochran), la compacité, et la stabilité. D'autres 
critères [45], [123], [124] ont montré souvent des résultats intéressants pour l'évaluation des 
résultats de classification. Nous rappelons ici ces critères. 
• Test d’homogénéité de Cochran 
Ce test donne une mesure de confiance sur l'homogénéité d’une région. Soit R une région 
formée d'un ensemble de sous-régions Ri  telles que  













Où 2iσ   est la variance de la région Ri. Cette mesure donne un critère fiable de l’homogénéité 
d’une région ou d’une classe. Elle permet de valider une région indépendamment des autres, 
et de plus, la variance peut être calculée sur n’importe quel ensemble d’attributs. Par contre la 
qualité de la validation est fortement dépendante du choix des attributs et du seuil. 
• La compacité 
La compacité est un paramètre morphologique global d’une région, qui mesure sa 







=  (4.2) 
 
où S(R) et P(R) sont respectivement l’aire et le périmètre de la région R.  
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Cette mesure permet de bien détecter les régions compactes lorsqu’elles ne sont pas bruitées. 
Elle n’est toutefois pas efficace pour la validation de régions difformes ou allongées. 
• Critère adaptatif d’homogénéité (FCR) 
Rosenberger et Chehdi [39], [41] ont proposé une méthode de validation basée sur deux critères 
adaptatifs. Ces deux critères reprennent les deux conditions de bonne classification de 
Haralick [44]. Le critère global d’évaluation défini (noté FCR) tient compte à la fois de 
l'homogénéité globale intra-classe et interclasse.  
FCR = 
( ) ( )1
2
































où N, NR, Ri et ri représentent respectivement le nombre de pixels, le nombre de régions dans 
l’image, une région i et le nombre de pixels dans la région Ri. 
Les deux mesures ( )iD R  et  ( )iD R  dépendent du type de régions segmentées. Si une région 
est considérée comme uniforme, ces mesures dépendent de l’écart type de ses niveaux de gris. 
Si elles sont texturées, elles dépendent d’un ensemble d’attributs de texture. Cette mesure 
donne une évaluation globale de la segmentation, par contre elle ne permet pas de comparer la 
qualité de deux régions. 
• Critère d’évaluation de Levine et Nazif 
Levine et Nazif [140] proposent une mesure de performance de la classification qui peut être 
calculée en temps réel. Ce critère calcule la somme des contrastes des régions Ri  pondérées 
par leurs aires S(Ri). Le contraste d’une région est défini à partir des contrastes existants avec 
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Avec iµ  la  moyenne dans la région Ri ; lij  la longueur de la frontière commune entre Ri et Rj; 
et  ( )iP R   le périmètre de la région Ri.  
Plus cette mesure est élevée, meilleure est l’évaluation de la qualité des résultats de 
classification. 
• Contraste de Zeboudj 
Zeboudj [126], [127] définit une mesure de contraste d’une région dans l’image, qui reflète 
d’une part l’homogénéité intérieure de la région, et d’autre part, l’importance des transitions 
avec les régions voisines. Cette mesure est utilisée pour sélectionner les meilleurs seuils dans 
un processus de classification. Si on note Vx un voisinage d’un pixel x, le contraste intérieur et 
extérieur d’une région Ri  d’aire ( )iS R   et de frontières Fi  se définissent respectivement par : 
( )
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où li est la longueur de Fi. 
Le contraste de Ri est donné par : 
( )
1 ,           si 0 <  < 
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Le contraste global est finalement : 
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( )1 ( )Zeboudj i i
i
C S R C R
S
= ∑  
(4.11) 
 
avec S l’aire totale des régions. 
• Statistique de Huberts 
Dans [128], l'indice Γ (aussi appelé “ statistique de Huberts”) est proposé pour évaluer un 
algorithme de classification. Considérons l’ensemble X des individus à classer et N’=N(N-1)/2  
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Trois cheminements sont alors envisagés pour évaluer ou comparer entre eux des schémas de 
classification. 
−  Évaluation Externe : dans ce cas d1(xi,xj)  et d2(xi,xj) correspondent aux distances entres 
les classes contenant les individus xi  et xj, respectivement dans le schéma obtenu et dans la 
classification issue des connaissances externes (classification prédéfinie). L’optimum est 


















− Évaluation Interne : cet indice permet d’évaluer l’adéquation entre un résultat de 
classification Cl et la matrice de dissimilarité Diss dont il est issu. Pour cela on pose 
d1(xi,xj)=diss(xi, xj)  (dissimilarité entre les deux individus) et d2(xi,xj)=1 si xi et xj 
appartiennent à des classes différentes dans Cl, et 0 sinon. 
Le maximum est atteint pour le résultat Cl= {{ x1},...,{ xN}} (chaque classe est constituée 
d’un unique individu). En revanche, pour un nombre fixe de classes, l’optimum 
(maximum) caractérise un résultat constitué de classes bien séparées relativement à la 
matrice Diss. 
 
− Évaluation Relative : dans ce dernier cas d1(xi,xj) correspond toujours à la distance entre 
les deux objets xi  et xj , tandis que d2(xi,xj) mesure la distance entre les classes contenant xi  
et xj . Pour deux objets appartenant à une même classe, le produit est nul (d2(xi,xj) = 0). On 
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cherche alors le résultat de classification qui maximise ce critère, révélant ainsi des classes 
compactes et séparées. 
 
Un grand nombre d’autres critères mesurant en général le degré d’homogénéité ou 
d’hétérogénéité des classes sont aussi couramment utilisés: 
• Intra [129]: ce critère indique le degré d’homogénéité entre les individus x et y appartenant 
à la même classe Ci. Ce critère est à minimiser.  
21 1 ( , )
2i
i
i jC x y
C
Intra d x x
Nc N
= ∑ ∑ ∑  
(4.1 4) 
 
• Inter[129] : ce critère mesure le degré d’hétérogénéité ou de séparabilité entre les classes. Il 
est à maximiser. 
2 21 ( , )
ii
C i XC
Inter N d g g
Nc
= ∑  
(4.1 5) 
 
où gx est le centre de gravité de l’ensemble des pixels. 
• Root-mean-square standard deviation [130]: ce critère permet également la mesure de 
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avec ax le vecteur d’attributs représentant le pixel x. 
• R-squared [130] : il mesure le degré de différence entre les classes. 
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avec gx est le centre de gravité de X, et gi le centre de gravité de Ci. 
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• Calinski-Harabasz index [131] : ce critère pondère la variance intra-classe par le nombre de 
classes et permet donc d'avoir un nombre "optimal" de classes de manière objective. Sa 
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• Indice de Davies-Bouldin [132] : il est basé sur la minimisation  du rapport des dispersions 
intra-classe et de la séparation interclasse. La meilleure partition est celle qui minimise la 
moyenne de la valeur calculée pour chaque classe. En d’autres termes, la meilleure 
partition est celle qui minimise la similarité entre les classes. 
1
( ) ( )1
= max ( , )
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 (4.1 9) 
 
avec Sa la séparation interclasse et da la dispersion intra-classe 
 
• Indice de Xie-Beni [133]: il définit la séparation interclasse comme le minimum du carré 
de la distance entre les centres des classes et la compacité intra-classe comme la moyenne 
du carré de la distance entre l'ensemble des données et les centres des classes 
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• Indice de SD validity [134]: ce critère est basé sur le concept de dispersion moyenne et de 
séparation totale entre les classes. Le premier terme évalue la compacité basée sur la 
variance des classes et le second terme évalue la différence de séparation basée sur la 
distance entre les centres des classes. La valeur de cet indice est la somme de ces deux 
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avec σCi la matrice de covariance de Ci, et σX celle de X 
• Indice de validité S_Dbw [135] : cet indice prend en compte la densité pour mesurer la 
séparation interclasse. L’idée de base est que pour chaque paire de centres de classe, au 
moins une de leurs densités doit être plus grande que la densité de leur point médian. La 
compacité intra-classe est la même que dans SD. De même, l’indice est la somme de ces 
deux termes et la valeur minimale de S_Dbw indique le nombre optimal des classes. 
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où uij est la médiane de  gi et gj les centres de gravité des classes. La fonction de densité autour 
de gi se définit comme suit : elle compte le nombre d’individus dans un hyper-sphère dont le 
rayon est égal à la moyenne des écart-type des classes. L'écart type moyen des classes est 
défini par : 
1








= ∑  (4.23) 
 
• Indice de Silhouette [136]: cet indice procède à l’échelle microscopique, c’est à dire qu’il 
s’intéresse aux individus en particulier et non pas aux classes. Le but de ce critère  est de 
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• Indice de Dunn [137]  : Ce critère est à maximiser en calculant le rapport entre la distance maximum 
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Ces critères sont dans la plupart des cas efficaces et simples à utiliser pour évaluer un résultat 
de classification. 
Les premiers critères cités ont été utilisés dans les thèses de Rosenberger [39] et 
Moghrani [138]. Certains de ces critères ont également été utilisés dans [123] comme le critère 
de Levine et Nazif et le critère de Yasnoff. D’autres critères ont été définis dans la thèse de 
Voisine [40] comme la stabilité et le temps de calcul.  
 
4.3. Analyse des indices d’évaluation associés à l’AP. 
 
Dans cette section, une analyse de neuf critères parmi ceux cités dans la section 
précédente et précisés dans le tableau de l’annexe B est menée pour examiner leur 
comportement en fonction de l’évolution du paramètre de préférence de la méthode AP, 
paramètre vis-à-vis duquel elle est très sensible. Pour cette analyse, nous avons utilisé des 
données issues d’une image aérienne réelle hyperspectrale de taille 8075x9748 pixels, en 62 
bandes spectrales couvrant le spectre visible/proche infrarouge [400, 970] nm.  La résolution 
spatiale au sol de cette image est de 0.50m. Cette image a été acquise dans la région de 
Murcia (Espagne) en octobre 2010 à l’aide du spectromètre imageur AISA Eagle de l’équipe 
TSI2M dans le cadre d’un projet en partenariat avec INFRAECO, entreprise hispano-
chilienne spécialisée dans la gestion environnementale. L’image hyperspectrale que nous 
avons traitée est de petite dimension spatiale (64x64). Ella a été construite à partir d’un 
ensemble de régions pour lesquelles nous disposions d’une vérité de terrain, c'est-à-dire  
mesures spectrales et observations. Nous avons sélectionné cinq classes parmi celles de la 
vérité de terrain pour construire cette image. À cette image, nous avons associé une vérité de 
terrain comme le montre la Figure 15. Les données de l’image (c) ont été prélevées 
aléatoirement à partir des zones 1, 2, 3, 4 et 5. Ces zones correspondent respectivement aux 




Comme le montre la Figure 16, les signatures spectrales des pixels au sein des 
différentes classes présentent des chevauchements importants et nous pouvons remarquer que 
certaines classes ne sont pas homogènes physiquement. Cette hétérogénéité réelle est 




      
  Rivière 
     Pinus halepensis 
  Pêchers  
  Arundo donax 
  Bâtiment                                 
 
 
(a)  Image originale hyperspectrale visualisée en RVB 
(R : 650nm, V : 550nm, B : 450nm) (400x400 
pixels).  
(b) Image des labels des 
classes de la vérité de 
terrain (64x64 pixels) 
 
(c) Image hyperspectrale 
test construite (64x64 
pixels), visualisée en RVB 
(R : 650nm, V : 550nm, 
B : 450nm)  
Figure 15: Image originale et image test construite 
 
Figure 16: Les signatures spectrales de la vérité de terrain des cinq classes de l’image hyperspectrale 
       construite. 
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Pour cette analyse, nous avons mesuré l’évolution des neuf indices d’évaluation de la qualité 
d’une partition en fonction des attributs et du paramètre de préférence p. Les Figures 17, 18 et 
19 représentent ces évolutions pour les différents jeux d’attributs évoqués précédemment. 
L’analyse de ces évolutions est résumée dans le Tableau 7 qui donne la partition optimale en 
fonction du critère choisi. Ces résultats montrent que le critère de Levine et Nazif (Inter-LN) 
donne les résultats les plus probants à la fois pour le taux moyen de  bonne classification et 
pour l’estimation du nombre exact de classes présentes dans les données. Ce critère sera par 
conséquent retenu dans le développement de l’approche de classification présentée dans la 
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Figure 17: Évolution des critères d’évaluation en fonction du paramètre de préférence pour l’image 
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Figure 18: Évolution des critères d’évaluation en fonction du paramètre de préférence pour l’image 
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Figure 19: Évolution des critères d’évaluation en fonction du paramètre de préférence pour l’image 
hyperspectrale de la figure 15(c) (attributs : moyenne et énergie  des coefficients 
d’ondelettes calculés sur une fenêtre 3x3). 
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Tableau 7: Valeur optimale du paramètre de préférence, nombre de classes obtenues et ACCR 







Moyenne et énergie 
issues de la transformée 
en ondelettes 
Inter_LN 
p optimal -1350 103 -3,612 -2.09 
Nc 5 5 5 
ACCR (%) 90.72 91.94 89.65 
SIL 
p optimal -1687 103 -8,96 -4,58 
Nc 4 3 3 
ACCR (%) 71.69 52.49 47.79 
SD 
p optimal -1687 103 -0,95 -0,66 
Nc 11 8 9 
ACCR (%) 49.17 62.04 53.17 
XIE 
p optimal -337 103 -3,612 -4,58 
Nc 8 5 3 
ACCR (%) 60.33 91.94 47.79 
RS 
p optimal -1687 103 -8,96 -4,58 
Nc 4 3 3 
ACCR (%) 71.69 52.49 47.79 
RMSSTD 
p optimal -168103 -0,25 -0,39 
Nc 11 9 11 
ACCR (%) 49.17 51.29 45.48 
DUNN 
p optimal -168 103 -0,25 -0,39 
Nc 11 9 11 
ACCR (%) 49.17 51.29 45.48 
CH 
p optimal -168 103 -0,25 -0,39 
Nc 11 9 11 
ACCR (%) 49.17 51.29 45.48 
DB 
p optimal -1687 103 -8,96 -4,58 
Nc 4 3 3 





Conclusion de la Partie I  
 
L’état de l’art présenté dans cette partie nous a permis d’appréhender les avantages et les 
inconvénients de chacune des méthodes évoquées de caractérisation, de classification des 
pixels, deux étapes centrales dans la chaîne d’analyse et d’interprétation de l’information, 
ainsi que d’analyser les performances comparées de techniques non supervisées d’évaluation 
de la classification. Cette analyse nous a également permis de proposer et de justifier les 
grandes lignes de l’approche qui va être proposée dans ce mémoire.  
Cette analyse nous a conduit aux conclusions suivantes :  
• Concernant l’étape de caractérisation des pixels des images hyperspectrales : 
o  les attributs classiques pour la caractérisation des pixels des images 
monocomposantes peuvent être adaptés aux images hyperspectrales en les 
calculant bande par bande. 
o les statistiques d’ordre supérieur permettent une meilleure caractérisation des 
pixels des images. Cependant, nous constatons que cette étape est réalisée, 
dans la majorité des cas, sans réellement se soucier de l’information spectrale. 
Or, il nous semble que dans une démarche de partitionnement d’image 
hyperspectrale, l’exploitation conjointe de l’information spatiale et spectrale 
apparaît tout à fait légitime voire même indispensable. En effet, les approches 
qui combinent l'information spatiale et spectrale donnent des résultats de 
classification meilleurs que les approches qui ne tiennent comptent que de 
l'information spectrale. 
• Concernant l’étape de classification : plusieurs algorithmes de classification 
d'images hyperspectrales ont été proposés dans la littérature. La comparaison des uns 
par rapport aux autres est une tâche extrêmement difficile, car dans la plupart des cas 
les résultats engendrés sont variables en fonction des applications considérées. Une 
autre difficulté provient du fait qu'il n'existe pas de critères rigoureux de sélection d’un 
algorithme particulier. Les conclusions que l’on peut dégager des différentes analyses 
de cet état de l'art sont les suivantes:  
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o Les approches utilisant les notions d'analyse de données paraissent les plus 
robustes pour le traitement des données de grandes dimensions. 
o les diverses méthodes de classification semi-supervisées (C-moyennes, C-
moyennes floues, ISODATA) ne sont pas appropriées pour le partitionnement 
des données réelles, puisque toutes nécessitent a minima la connaissance a priori 
du nombre de classes.  
o La méthode de classification non supervisée par propagation d’affinité a été 
largement exploitée ces dernières années dans des domaines nombreux et divers. 
En revanche, cette méthode dans sa version de base présente encore quelques 
limites liées à la dimensionnalité en termes de nombre d’individus et au sur-
partitionnement de l’image. Pour remédier à ces problèmes, une approche non 
supervisée de classification des données de grande dimension sera présentée dans 
le chapitre suivant.  
• Enfin, concernant l’étape d’évaluation des méthodes de classification, celle-ci  est 
indispensable pour quantifier les performances des algorithmes. Plusieurs méthodes 
d'évaluation ont été présentées dans la littérature et qui peuvent être utilisées, on peut 
citer les plus pertinents et les plus utilisés ; la compacité, la stabilité des résultats, et les 
critères d’homogénéité des classes d’une partition. Nous avons retenu le critère de 
Levine et Nazif après une analyse expérimentale comparative des performances de 
différents critères menée dans la section 4.2. Il sera introduit comme critère 
d’optimisation dans la procédure d’estimation du nombre de classes issues de 
l’application de la méthode de classification AP.  
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Partie II  




Cette  partie est structurée en deux chapitres. Dans le premier (chapitre 5), nous présentons 
l’approche proposée de caractérisation et de classification des pixels. Tout d’abord, nous 
introduisons et analysons les différents attributs développés pour des images multi-
hyperspectrales. Nous présentons ensuite la méthode de réduction des données à classer et la 
méthode de propagation par affinité (AP) optimisée. Le chapitre 6 porte sur l’évaluation et la 
validation de la chaîne d’analyse et de partitionnement des images multi et hyperspectrales 
développée sur trois applications réelles : identification de plantes invasives et identification 
du couvert paysager, dont la détection des cèdres, à partir d’images aéroportée et satellitaire. 
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L’état de l’art présenté dans le premier chapitre nous a permis d’évoquer les particularités 
et les atouts des méthodes de caractérisation et de classification des pixels. Pour l’extraction 
des attributs, nous avons souligné l’intérêt des statistiques d’ordre supérieur pour la 
caractérisation des pixels des images complexes. Quant à la classification des pixels, les 
méthodes de classification non supervisées et non paramétriques présentent un intérêt pour 
l’utilisateur car les connaissances du terrain ne sont pas exigées. La méthode de propagation 
d’affinité répond parfaitement à cet objectif.  
Tenant compte de ces considérations, nous présentons dans ce chapitre l’architecture 
générale de l’approche proposée en décrivant les deux modules qui la composent  (cf. 
Figure : 20) 
• Le premier module est l’extraction d’attributs statistiques pour la caractérisation des 
pixels des images monocomposantes ou hyperspectrales. Une nouvelle approche de 
calcul d’attributs de tri-occurrences calculés sur des voisinages cubiques est proposée. 
Ces attributs tiennent compte de l’aspect spatial et spectral des données. Une étude 
comparative est menée afin de tester le pouvoir discriminant de ces attributs par 
rapport à d’autres attributs de la littérature.  
• Le second module est la classification des pixels de l’image. Deux étapes sont 
introduites pour pouvoir appliquer l’approche de classification par affinité à des 
données de grande dimension : 
- Réduction du nombre d’individus à classer pour permettre l’exécution de l’AP. 




Figure 20: Chaîne de partitionnement d'images 
 
Nous détaillons dans les sections suivantes les différentes étapes de chaque module et 
nous menons une étude comparative sur des images réelles et synthétiques pour évaluer 
l’approche proposée.  
 
5.2. Extraction d’attributs de tri-occurrences  
 
Pour caractériser un pixel, les attributs statistiques sont souvent estimés en utilisant les 
statistiques du premier ou du second ordre. Les différentes analyses menées dans l’état de l’art 
montrent que l’introduction des statistiques d’ordre supérieur contribue à la discrimination des  
classes de textures complexes. Par conséquent, nous introduisons les statistiques d’ordre trois.  
Le calcul des attributs de tri-occurrences est basé sur l’extension du calcul des attributs de 
cooccurrences à l’ordre deux. Le schéma de calcul de ces attributs suit donc les mêmes étapes 
que celles des cooccurrences, à savoir : 
• Réduction du nombre des niveaux, bande par bande par la fonction de multi-seuillage 
proposée par Kermad et Chehdi [139], 
• Choix du voisinage Vxi suivant le type d’image : voisinage 2D ou 3D, 
• Calcul des matrices de tri-occurrences : matrice 3D des fréquences d’apparition de 
triplets de valeurs de pixels organisés de manière fixe dans le voisinage Vxi, 
• Calcul des attributs d’Haralick : contraste, corrélation, moment des différences 
inverses, moyennes des sommes, variance des sommes, entropie, nuance du groupe 
(cluster shade) et proéminence du groupe (cluster prominence). 
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Pour le calcul de ces attributs, nous avons proposé deux schémas : le premier est adapté au 
cas des images monochromes ou monobandes, et le second au cas des images multi-
hyperspectrales. La méthode de tri-occurrences sera aussi comparée avec différentes 
méthodes de calcul d’attributs : signatures spectrales, moments statistiques (moyenne, 
variance, skewness et kurtosis), la moyenne et l’énergie calculées à partir de la transformée en 
ondelettes, et enfin les attributs classiques de la cooccurrence. 
La validation de l’étape de calcul d’attributs passe impérativement par la classification 
pour tester le pouvoir discriminant des paramètres calculés. Nous utilisons dans cette section 
la version standard de l’AP non supervisée ; les modifications réalisées seront présentées dans 
la section suivante. Pour pouvoir exécuter la version standard de l’AP, l’étape de validation de 
la pertinence des attributs ne portera que sur des images de petites tailles. 
 
5.2.1. Attributs de tri-occurrences spatiaux 
 
Inspirés par l’approche proposée dans [61] pour la caractérisation des pixels des images 
texturées, basée sur les statistiques d’ordre trois, nous proposons de l’étendre au calcul des 
attributs d’Haralick. Dans [61], Reuzé propose de caractériser les pixels par des attributs 
(somme des contrastes, produit des contrastes, homogénéité du contraste) calculés à partir 
d’un couple de distances (d1, d2). Chaque couple (d1, d2) définit les distances entre le point 
central d’une fenêtre de taille 3x3 et deux autres pixels localisés différemment dans cette 
même fenêtre. On distingue alors 28 combinaisons possibles de disposition de triplets, 
constituées de 5 formes orientées dans 4 directions (cf. figure 21). Le calcul des trois attributs 
précédents sur quatre images de l’album de Brodatz ayant les micro-textures les plus difficiles 
à discriminer et l’application du critère de minimisation de la distance de Mahalanobis pour la 
classification donne un taux de bonne classification de 100%. 
En considérant le même schéma de disposition des trois pixels dans l’image présentée 
par la Figure 21, nous proposons de calculer la fréquence d’apparition des trois niveaux sur 
des fenêtres de taille (3x3). Nous nous sommes limités à des fenêtres de petite taille afin 




Figure 21: Les 28 combinaisons spatiales possibles 
Cette méthode estime les fréquences d’apparition des triplets de niveaux de gris 
1 2 3( , , )l l l , au sein d’un cube de tri-occurrences. Le calcul consiste pour un couple 
d’orientations 1 2( , )θ θ θ=  et un couple de distances d = (d1, d2) à chercher les triplets de pixels 
{xi, xj, xk} de niveaux de gris { }1 2 3, ,l l l de paramètres  θ  et d.  
Afin d’analyser le pouvoir discriminant des quinze attributs d’Haralick à l’ordre trois et d’en 
extraire les moins redondants, nous avons appliqué l’algorithme AP dans sa version non 
supervisée. L’indice de corrélation est utilisé comme mesure de similarité entre les attributs 
(cf. Tableau 6).  
Le coefficient de corrélation entre deux attributs Ai et Aj de dimension N, s’écrit : 
cov( , )( , )










où cov(Ai, Aj) est la covariance entre les attributs Ai et Aj.  
Les coefficients de corrélation entre les différents attributs sont à valeurs dans 
l’intervalle [- 1, 1]. Le coefficient de corrélation corr(Ai, Aj) traduit la redondance entre les 
deux attributs Ai et Aj, celle-ci est d’autant plus forte que la valeur |corr(Ai, Aj)| est proche 
de 1.  
 
Une étude approfondie sur la corrélation entre les attributs d’Haralick par la méthode de 
propagation non supervisée sur les images présentées dans 2.2.2 a permis de dégager les 
conclusions suivantes : 
• les attributs du cube de tri-occurrences sont relativement corrélés, 
• huit attributs sur 15 ont été sélectionnés par l’AP comme étant les plus représentatifs 
des données. 
 
Nous calculons les huit attributs retenus à partir du cube de tri-occurrences noté M avec un 






, 1 2 3( , , )dM θ l l l  la fréquence d’apparition normalisée d’un triplet de niveaux de gris 
1 2 3( , , )l l l distants successivement de d1 et d2 pour deux orientations 1θ et 2θ .  
Les huit attributs du cube de tri-occurrences retenus sont :  
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Nous présentons ci-après les résultats d’évaluation de ces attributs pour le 
partitionnement des images monochromes. La méthode de classification utilisée ici est la 
version classique non supervisée de la propagation d’affinité. 
5.2.2. Validation 
 
Pour valider la méthode proposée de calcul des attributs de tri-occurrences, nous 
l’avons testée sur une base de données d’images synthétiques monochromes extraites de 
l’album de Brodatz [42]. Cette base sélectionnée est composée de 16 images dont chacune est 
constituée de cinq régions (trois uniformes et deux texturées). Les régions uniformes sont 
synthétisées suivant des modèles gaussiens avec des moyennes différentes et des écarts-types 
identiques.  
Nous précisons que pour l’ensemble des expérimentations, le paramètre de préférence 
de l’AP est fixé à la valeur médiane de la matrice de similarité hors les éléments de la 
diagonale ; la valeur du paramètre de régularisation α est fixée par défaut à 0,9 afin d’éviter 
les oscillations [5], et la métrique utilisée est L1.  
Nous montrons dans la Figure 22) les résultats de classification en fonction de la nature 
des attributs extraits sur trois images. Les performances de trois types d’attributs sont 
comparées :  
• Attributs de cooccurrences (8 attributs : cf. section 2.2.2), 
• Attributs de tri-occurrences (8 attributs : cf. section 5.2.1), 
• Attributs de tri-occurrences et moyenne (9 attributs). 
 
Pour le calcul de ces attributs, une fenêtre de taille 3x3 a été utilisée. Pour chaque 
expérimentation, nous précisons le nombre de classes Nc estimé par l’AP ainsi que le taux 
de bonne classification moyenné sur l’ensemble des classes, noté ACCR (Average Correct 
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Classification Rate). La Figure 23 précise les performances obtenues pour chaque image 
en considérant cinq configurations liées aux types d’attributs : statistiques du premier 
ordre (quatre), ceux issus des ondelettes (deux), ceux issus de la cooccurrence (huit), ceux 
de la tri-occurrence (huit) et ceux de la tri-occurrence associés à la moyenne (neuf). 
Pour l’ensemble des 16 images testées, les résultats expérimentaux confirment ceux 
obtenus sur chacune des images, à savoir que les attributs de tri-occurrences donnent de 
meilleurs résultats (ACCR : 75.04%) par rapport aux attributs statistiques du premier ordre 
(ACCR : 66.32%), ceux issus de la transformée en ondelettes (ACCR : 65.12%) et les 
attributs de la matrice de cooccurrences (ACCR : 68.40%). L’association de la moyenne avec 
les attributs de tri˗occurrences a permis l’amélioration du taux de classification de ces derniers 
de 8.52% en moyenne. En effet, différentes combinaisons d’attributs ont été testées, seule la 






                                Exemples de trois images synthétiques à partitionner  
Attributs utilisés Résultats de classification 
       
    
Cooccurrences 
 Nc=12   ACCR=70.58%  Nc=13  ACCR=66.69% 
 
Nc=14      ACCR=67.94% 
Tri-occurrences 
 
   
 Nc =11 ACCR =72.51% Nc =11 ACCR=69.51% Nc =14 ACCR=70.37% 
Tri-occurrences et 
moyenne 
   
 Nc =8 ACCR=85.44% Nc =7 ACCR=84.12% Nc =9 ACCR=81.22% 
 
Figure 22: Résultats de partitionnement de trois images synthétiques avec différentes configurations 






























Figure 23: Performances des résultats de partitionnement des trois images synthétiques avec 
différentes configurations d'attributs. 
Pour confirmer la supériorité de l’AP annoncée dans les différents travaux de la 
littérature, nous avons comparé ses performances à celles des méthodes de classification 
semi˗supervisées, C˗moyennes, FCM et ISODATA en fixant pour l’ensemble des méthodes le 
nombre de classes à 5 et en utilisant uniquement comme attributs ceux des tri˗occurrences. 
Pour pouvoir comparer les résultats de l’AP à ceux des autres méthodes, nous l’avons utilisée 
dans sa version semi-supervisée. Le taux moyen de l’AP est de 95% contre 64.56% pour 
C˗moyennes, 79.69% pour FCM et 63.52% pour ISODATA. Ces résultats confirment bien la 
supériorité de l’AP par rapport aux méthodes semi-supervisées souvent citées dans la 
littérature comme méthodes de référence. Il est à noter que l’AP donne de meilleurs résultats 
dans sa version semi-supervisée (nombre de classes égal 5) (95%) par rapport à la version non 
supervisée (75.04%), soit une amélioration de près de 20%. Cette différence est due au sur-
partitionnement dans le cas de l’AP non supervisée.  
5.2.3. Conclusion 
 
Les différents résultats de classification présentés dans la section précédente nous ont 




• Le résultat de classification est fortement variable en fonction du choix des attributs,  
• Les attributs de tri-occurrences donnent les meilleurs résultats de classification,  
• En combinant la moyenne avec les attributs de tri-occurrences, le résultat de 
classification est amélioré pour l’ensemble des images testées, 
• La méthode de propagation d’affinité non supervisée donne un sur-partitionnement de 
l’image. On peut remarquer cependant que le résultat de classification obtenu est 
visuellement cohérent bien que les textures supposées appartenir à la même classe ne 
soient pas parfaitement homogènes (connaissance a priori biaisée). 
5.2.4. Attributs de tri-occurrences spatiaux et spectraux 
 
Pour les images multi et hyperspectrales, les attributs de tri-occurrences définis dans la 
section précédente peuvent être calculés suivant les dimensions spatiales en procédant bande 
par bande. Toutefois, cette méthode de calcul ne permet pas d’intégrer l’information spectrale, 
et traite les données comme s’il n’y avait aucune relation entre les bandes spectrales. La 
même remarque peut être faite si les attributs sont calculés uniquement suivant la dimension 
spectrale, sans utiliser les dimensions spatiales.  
La Figure 24 montre la disposition des fenêtres d'analyses suivant trois dimensions. 
• Dimension spatiale : les attributs sont calculés bande par bande sur des fenêtres 
définies dans le plan spatial. 
• Dimension spectrale : les attributs sont calculés sur des bandes adjacentes. 
• Dimension spatiale et spectrale : les attributs sont calculés sur des cubes, pour tenir 
compte à la fois de l'information spatiale et spectrale. 
 
Pour mieux caractériser un pixel, nous avons donc intégré des attributs calculés 
suivant les dimensions spatiale et spectrale. Dans ce cas, le calcul des attributs de tri-
occurrences pour les images multi ou hyperspectrales est réalisé sur un cube de taille impaire 
centré sur le pixel à caractériser en tenant compte de toutes les configurations des triplets de 
pixels (voxels) intégrant à chaque fois le pixel central comme l’illustre avec quelques 
configurations la Figure 25. 
Avec ce procédé, chaque pixel pour une bande donnée peut être caractérisé par Q 
paramètres calculés de la même manière que les attributs présentés dans la section précédente. 
Au final chaque pixel du plan spatial sera représenté au total par un vecteur d’attributs dont la 
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dimension est Q×Nb avec Nb le nombre de bandes spectrales. Dans le cas où seulement trois 
bandes sont considérées suivant la dimension spectrale le vecteur d’attributs pour caractériser 
un pixel de la bande centrale  a une dimension de 81×Nb   
 
 
Figure 24: Différentes dispositions des fenêtres d'analyses pour l’extraction d’attributs 
 
 
Figure 25: Quelques exemples de configurations de tri-occurrences dans un cube 3x3x3 
 
Nous allons évaluer dans la section suivante la pertinence des attributs spatiaux et 




Une première évaluation de l’étape d’extraction d’attributs de tri-occurrences spatiaux 
et spectraux a été réalisée sur l’image hyperspectrale déjà présentée dans la section 4.3 du 
chapitre 4. Dans cette première expérimentation, nous rappelons que la taille choisie pour 
l’image construite est limitée à 64×64 pixels pour deux raisons : la première est la possibilité 
d’appliquer l’AP sur un nombre d’individus compatible avec les capacités de traitement 
classique en environnement Matlab, la seconde est la limitation des données de la vérité de 


















La Figure 26 montre les résultats de classification de l’AP en mode non supervisé de 
l’image montrée plus haut en Figure 15, avec les mêmes configurations d’attributs que dans la 
section 2.2.2. Le résultat de la classification en considérant uniquement la signature spectrale 
des pixels est également donné.  
Les remarques évoquées dans la section 2.2.2 restent valables ici. En effet, les 
tri˗occurrences offrent les meilleures performances, ainsi que leur combinaison avec la 
moyenne, qui améliore encore la qualité de classification de 11.2 %. La combinaison du 
moment du premier ordre (moyenne) avec les attributs d’ordre supérieur permet de 
caractériser des structures de texture de différents types : fines, grossières, peu texturées ou 
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  Rivière      Pinus halepensis 
  Pêchers    Arundo donax   Bâtiment 
 







Les résultats présentés ici ont montré que : 
• Les attributs de tri-occurrences proposés permettent une meilleure caractérisation vis à 
vis des attributs statistiques d’ordre inférieur, 
• La surestimation du nombre de classes par la propagation d’affinité est encore 
confirmée pour l’image hyperspectrale testée. 
• L’amélioration du résultat de classification par la combinaison de la moyenne et les 
huit attributs de tri-occurrences reste vraie pour l’image hyperspectrale. 
Les attributs de tri-occurrences associés à la moyenne sont donc retenus pour le 
partitionnement des images hyperspectrales dans la suite de ce travail. 
Il est à noter que nous nous sommes limités dans cette section aux images hyperspectrales 
de petite taille spatiale afin de pouvoir appliquer la méthode de propagation d’affinité. 
5.3. Réduction de dimension et classification non supervisée par propagation 
d’affinité 
 
Afin de pouvoir appliquer la méthode de propagation d’affinité pour le 
partitionnement des données de grandes dimensions spatiales comme les images 
hyperspectrales (grand nombre de pixels), nous proposons ici une étape qui consiste à réduire 
le nombre d’individus avant l’application de l’AP. La section suivante précise la démarche 
suivie. 
5.3.1. Réduction du nombre d’individus à classer  
 
Nous introduisons ici une étape préliminaire à la classification par la méthode AP, 
dont l’objectif est la réduction de la taille de la matrice de similarité ce qui doit permettre 
d’appliquer cette méthode sur des images de grandes dimensions spatiales. Cette étape 
consiste à regrouper automatiquement les individus ayant une très forte similarité pour ne pas 
affecter la qualité des données à classer par l’AP, et à remplacer chaque groupe homogène 
formé par un seul représentant. Le critère d’agrégation utilisé est celui de la distance L1. Pour 
réduire le temps de calcul, l’image est divisée en blocs carrés de taille Nbc individus, puis la 
recherche de similarité est réalisée de manière parallèle sur chacun des blocs.  
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La procédure de réduction est réalisée de manière itérative en exploitant seulement la 
signature spectrale des pixels. Plus précisément, les pixels dont les spectres sont identiques 
sont d’abord regroupés lors de la première itération. À ce niveau, chaque sous-groupe formé 
est représenté par un individu choisi aléatoirement parmi eux puisque les signatures spectrales 
sont identiques. Ensuite, à partir de la deuxième itération, le pixel ayant la plus petite distance 
au centre de gravité de la sous-classe est sélectionné pour la représenter. Puis, à chaque 
itération, l’appariement est réalisé sur l’ensemble des pixels retenus à l’itération précédente en 
relâchant la contrainte sur le critère de similarité. La valeur du critère de similarité pour l’arrêt 
de l’appariement est estimée localement pour chaque bloc. Pour N individus à classer, cette 
étape regroupe chaque individu xi avec l’individu xk présentant la distance minimale par 
rapport à tout le reste de l'ensemble. Si en parcourant le reste des données, il existe un 
individu xj ayant une distance plus faible par rapport à un individu xk que celle d’un individu 
xi, le lien entre les individus xi et xk est rompu (xi sera seul) et xk sera regroupé avec xj. La 
procédure par bloc ne nécessite pas la construction d’une matrice de similarité, mais 
seulement des matrices de distance qui ont les mêmes tailles que celles des blocs de l’image à 
partitionner. La procédure de réduction est automatisée car à la fin de chaque passage de 
l’algorithme, la valeur de la distance maximale d’agrégation à ne pas dépasser est estimée. 
Cette valeur notée δB est estimée pour chacun des blocs comme suit :  
 
Soient Nbc le nombre d’individus d’un bloc B de l’image et SimB un ensemble de taille 
((Nbc2-Nbc)/2) représentant les similarités Sm entre chaque couple d’individus dans ce bloc.  
 
L’indice de similarité Sm entre le couple d’individus xi et xk s’écrit :  
                                                                   
1
1
( , ) - | - |a
u u
N
m i k i k i k
u
S x x a a a a
=
= =∑  
(5.11) 
avec Na le nombre d’attributs et ai le vecteur d’attributs représentant l’individu xi.  
La valeur limite d’agrégation est estimée comme suit : 
- Calcul de la valeur moyenne µB et de la valeur de l’écart type σB de l’ensemble SimB. 
- Calcul du nouveau sous-ensemble SimB’ ⊂  SimB ayant des valeurs dans l’intervalle 
[µB˗σB, µ B+σB]. 
- Estimation de la valeur de l’écart-type du nouveau ensemble SimB’ donnant le seuil 
d’agrégation δB du bloc B. 
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5.3.2. Validation de l’étape de réduction 
 
Pour montrer la stabilité de la méthode de réduction proposée par rapport à la variation de 
la taille des blocs, nous avons exécuté l’approche développée pour différentes tailles en 
calculant à chaque fois le taux de classification correspondant donné par l’AP sur l’ensemble 
des pixels retenus dans les différents blocs. Ces résultats sont également comparés au taux de 
classification de référence obtenu sur l’image sans découpage. 
 
Les différentes étapes de la procédure de validation sont les suivantes : 
1. Diviser l’image en blocs, 
2. Appliquer la réduction sur chacun des blocs, 
3. Calculer les attributs de tri-occurrence et la moyenne, 
4. Appliquer la méthode de classification par AP semi-supervisée sur les pixels retenus 
des différents blocs en fixant le nombre de classes à 5, 
5. Calculer le taux de classification. 
 
Pour valider l’étape de réduction (2) nous avons utilisé l’image déjà présentée dans la section 
4.3. (Figure 15) Quatre tailles de blocs sont utilisées comme le montre la Figure 27 ; un bloc 
de taille 64x64 (image entière), 4 blocs de taille 32x32 pixels, 16 blocs de tailles 16x16 pixels 
et 64 blocs de 8x8 pixels. Dans cette figure, les résultats de l’approche proposée de réduction 
automatique par bloc sont donnés en indiquant le nombre de pixels retenus (Nr). À titre de 
comparaison, les résultats de réduction par  l’AP de manière non supervisée sont donnés. 
L’AP a été utilisée dans l’étape de réduction car elle surestime le nombre de classes et par 
conséquent, permet de former une première partition avec des classes fortement homogènes. 
Ces résultats montrent que le nombre de pixels retenus par l’approche proposée est toujours 
très supérieur à celui donné par l’AP en mode non supervisé. Il est à rappeler que seules les 
signatures spectrales sont utilisées dans cette expérimentation comme attributs dans l’étape de 
réduction des pixels. 
 
Les taux de bonne classification obtenus (ACCR %) après l’application de l’AP en mode 
supervisé sur l’ensemble des pixels retenus par les deux approches de réduction en fonction 
de la taille des blocs de découpage de l’image originale sont donnés dans la Figure 28. Le 
Tableau 8 donne les détails de ces performances après l’introduction de l’étape de réduction 
sur des blocs 64x64 (l’image entière), 32x32, 16x16 et 8x8. Les taux obtenus après réduction 
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avec l’approche développée sont élevés ; de plus, ils sont pratiquement indépendants de la 
taille des blocs. Par contre, l’application de l’AP en mode non supervisé à la fois dans l’étape 
de réduction, et  dans celle de la  classification donne des résultats moins probants.  
Ces résultats montrent donc que le taux de bonne classification peut diminuer si la phase de 
réduction n’est pas optimisée. 
 
L’application de l’étape de réduction proposée, associée à l’AP semi-supervisée sur toute 
l’image donne un taux moyen de bonne classification de 97.51%. Ce taux est supérieur à celui 
obtenu par l’application directe de l’AP semi-supervisée sans réduction sur toute l’image en 
fixant le nombre de classes à 5 (ACCR : 90.72%). En effet, le fait de remplacer, dans l’étape 
de réduction, chaque groupe d’individus strictement similaires par un seul représentant avant 
l’étape de classification, perturbe moins le calcul des poids affectés aux individus par l’AP et 
par conséquent fausse moins les résultats de partitionnement.  
 
Dans cette évaluation, nous avons examiné également la validité de l’approche de 
réduction développée par appariement automatique suivant la métrique L1, en introduisant 
des attributs différents dans l’étape de classification par AP. La Figure 29 montre ces  
résultats. Nous observons que quel que soit le type d’attributs, la phase de réduction améliore 
les performances de l’AP, ce qui rend cette étape préliminaire obligatoire avant l’application 
de l’AP, Il est à noter que les résultats obtenus avec les attributs de la tri-occurrence associés à 
la moyenne sont les plus stables.  
 
En conclusion, les différents résultats de l’approche de réduction proposée sont 
pertinents ; de plus ils sont stables par rapport à la taille des blocs sur lesquels elle est 
appliquée. Pour appuyer cette conclusion, les résultats de cette étape de réduction ont été 
également comparés à ceux de l’algorithme neuronal SOM (Self-Organizing Map) [82] 
souvent utilisé comme étape préliminaire avant celle de la classification comme nous l’avons 
mentionné dans la section 1.2.2.3 . La Figure 30 montre les résultats de l’application de l’AP 
en fixant le nombre de classes à 5, sans étape de réduction préliminaire (a), avec une 
réduction par notre approche (b) et avec réduction par le SOM (c). Notre approche donne le 
meilleur taux moyen de bonne classification (97.51 % contre 95.36%). Le SOM est utilisé ici 
en mode semi-supervisé, où le nombre de pixels est le même que celui donné par notre étape 
de réduction. Le résultat se dégrade encore si le SOM est utilisé en mode non supervisé 
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(74,32%). Nous avons également utilisé dans cette expérimentation les signatures spectrales 
des pixels comme attributs dans l’étape de réduction.  
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 Image originale 
 Réduction par l’approche proposée Réduction par l’AP non supervisée 
Bloc 64x64 
   Nr=2281 
(a) 




   Nr=2154 
(c) 




  Nr=2023 
(e) 




  Nr=1962 
 (g) 
  Nr=448 
 (h) 
 
Figure 27: Réduction du nombre de pixels à classer par appariement en fonction de la taille des blocs 




Figure 28: Performances de l’approche de réduction et de classification en fonction de la taille des 
blocs de découpage de l’image originale. 
 
Tableau 8: Résultats de classification en fonction de la taille des blocs 
Taille de blocs 




















par l’AP en 
mode semi-
supervisé 
8x8 1962 96.52% 448 96.43% 
16x16 2023 97.47% 225 95.70% 
32x32 2154 97.49% 110 85.32% 
64x64 2281 97.51% 214 90.72% 





















Réduction des blocs et classification par l'AP
Réduction par appariement (L1) sur les blocs et classification par l'AP
32x32                                                        16x16 8x8                         
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Figure 29: Performance de l’AP (ACCR (%))  en fonction du nombre de pixels après réduction par 
appariement (L1) et par type d’attributs. 
 
 
Sans réduction  
 
(ACCR : 90.72%) 
 
 
Avec réduction préalable par 
l’approche développée 
 (ACCR : 97.51%) 
 
 
Avec réduction préalable par 
l’algorithme SOM  
(ACCR : 95.36%) 
 
 
(a) (b) (c) 
 Rivière       Pinus halepensis   Pêchers  Arundo donax  Bâtiment 
 
Figure 30 : Résultats de classification de l’AP (nombre de classes fixé à 5) avec et sans réduction. 
 
Pour montrer à nouveau l’intérêt de l’introduction de l’étape de réduction du nombre 
d’individus avant l’application de l’AP, la Figure 31 montre les résultats de classification 
obtenus par l’AP en mode non supervisé avec et sans l'étape préliminaire de réduction sur 
l'image hyperspectrale construite. En fixant le paramètre de préférence p à la valeur médiane 



















nombre de pixels retenus après réduction
Signatures spectrales
Statistiques du premier ordre






19 sans réduction, alors qu'il est réduit à 9 après l'application de l'étape de réduction proposée 
sur 4 blocs. Après cette étape, le nombre de classes a été réduit, mais il n’est toujours pas 
optimal car l’image est sur-segmentée.  
Nous proposons dans la section suivante une approche pour optimiser l’estimation du 
nombre de classes. 
Sans réduction des données 
  (p= valeur médiane de S)  
Nc estimé par l’AP : 19 
 
 
Avec réduction des données 
  (p= valeur médiane de S)  







Figure 31 : Résultat de classification de l’AP standard en mode non supervisé sans et avec réduction. 
 
5.3.3 Classification avec optimisation de l’estimation du nombre de classes 
 
Comme nous l’avons indiqué dans les sections précédentes, le nombre de classes 
déterminé par l’AP est surestimé lorsque le paramètre de préférence est choisi comme la 
médiane de la matrice de similarité S. En effet, ce paramètre p qui traduit la force 
d’attractivité propre à chaque individu, contrôle implicitement le nombre d’exemplaires 
représentant chaque classe. Plus sa valeur est faible, plus l’individu cède sa priorité à devenir 
représentant de classe. Par contre, plus sa valeur est grande (proche de 0) plus il va être 
privilégié pour être représentant de sa classe. En adoptant comme valeur de p celle de la 
médiane des valeurs de S (sans tenir compte des éléments de la diagonale) comme préconisé 
dans [5], on observe que l’AP génère un nombre de classes important, et par conséquent une 
mauvaise estimation du nombre de classes, ce qui se traduit par un taux d'erreur de 
classification élevé. Par conséquent, l’estimation du nombre de classes, passe nécessairement 
par une bonne estimation du paramètre de préférence p.  
Pour estimer la valeur du paramètre p donnant la meilleure partition et donc une 
estimation optimisée du nombre de classes, nous avons introduit le critère d’évaluation (EC) 
lié à la variance interclasse défini par Levine et Nazif [140] et discuté dans la première partie 
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de ce mémoire (Chapitre 4). Rappelons que la meilleure partition retenue est celle qui 
maximise le critère EC. 
Les différentes étapes pour l’estimation du paramètre p donnant la meilleure partition sont : 
1 : Exécution de l’AP avec p= valeur médiane de S, 
2 : Calcul des valeurs de la matrice de responsabilité R de la dernière itération notée Rf, 
3 : Recherche dichotomique de la valeur de p qui maximise EC dans l’intervalle [pinf, psup] 
, avec pinf = min(Rf) et psup = médiane(Rf). 
 
En appliquant cette approche d’estimation du nombre de classes, la meilleure partition 
après l’étape de réduction, en n’utilisant que les signatures spectrales comme attributs, puis 
l’AP avec les attributs de tri-occurrence et la moyenne, est obtenue pour 5 classes. La 
Figure 32 montre l’évolution des résultats intermédiaires d’estimation du nombre de classes 
(recherche de la valeur de p) en fonction de l’évolution du critère de validation. Le taux de 
bonne classification correspondant au nombre de classes correctement estimé (figure 32 (c)) 
est de 97.51%. Le Tableau 9 montre la matrice de confusion correspondant à ce résultat (5 
classes).  
p= -6 066 300 (valeur 
minimale de la matrice Rf) 
Nc estimé par l’AP : 3  
EC=0.59 
p= -4 563 400 (valeur 
intermédiaire) 
Nc estimé par l’AP : 4  
EC=0.65 
p=-1 557 700 (valeur 
intermédiaire) 
Nc estimé par l’AP : 5  
EC=0.69 
p=-54 806 (valeur médiane 
de la matrice Rf) 
Nc estimé par l’AP : 23  
EC=0.29 
 
    
(a) (b)  (c) (d) 
 Rivière       Pinus halepensis   Pêchers  Arundo donax  Bâtiment   
 
Figure 32 : Partitionnement de l’image hyperspectrale synthétique par l’AP avec étape de réduction du 






Tableau 9 : Matrice de confusion (5 classes) correspondant au résultat de partitionnement de la 
Figure 32(c),   CCR en %, (.) : nombre de pixels. 
Classes prédites 
par l’approche proposée  
(nombre de pixels) 
Classes de la vérité de terrain 
























(130) 0 0 
Pêcher 
 (1041) 0 0 
87.55% 
(1041) 0 0 
Arundo donax 














L’approche proposée de réduction et de classification avec estimation du nombre de 
classes a été validée sur l’image hyperspectrale. Les résultats ont montré la robustesse et la 
stabilité de la méthode en exploitant directement les signatures spectrales dans l’étape de 
réduction et les attributs de tri-occurrence associés à la moyenne dans la phase de 
classification par l’AP.  
L’application de l’AP après une étape préliminaire de réduction du nombre 
d’individus sur des images hyperspectrales, spatialement de grande taille a été validée. De 
plus elle contribue à l’augmentation du taux de bonne classification de l’AP. Les résultats de 
la recherche automatique de la valeur optimale du paramètre p pour estimer le nombre de 
classes sont probants.  
Pour valider la chaîne développée dans cette thèse, nous présentons dans le chapitre suivant 
les résultats de classification obtenus sur trois applications réelles qui entrent dans le cadre de 
la problématique de la gestion et du suivi de l’environnement à partir d’images aériennes 
hyperspectrales ou d’images multispectrale satellitaires. La première application porte sur la 




Chapitre 6  
Application à l’identification de plantes invasives et 
du couvert paysager 
 
6.1 Identification de plantes invasives 
 
Les plantes invasives pour un territoire donné sont des plantes envahissantes 
étrangères à l’ensemble des plantes indigènes. Dans certains cas, la détection de ces plantes à 
une étape précoce est d’un grand intérêt sur le plan environnemental et économique. L'objectif 
d’une détection à un stade précoce permet d'entreprendre des actions de gestion ultérieures 
appropriées de façon à limiter leur développement.  
Cette première application concerne donc l’identification de plusieurs plantes 
invasives et non-invasives d’une zone de la région de Murcia (sud est de l’Espagne). La 
disponibilité de relevés sur cette zone nous a permis de valider l’approche non supervisée 
développée dans le cadre de cette thèse. 
Nous présentons dans ce chapitre les différents résultats de classification donnés par 
notre approche ainsi qu’une étude comparative avec d’autres méthodes de classification. 
6.1.1 Présentation des données 
 
Nous avons choisi une zone de l’image hyperspectrale Cieza -Région de Murcia, 
Espagne- (8075x9748 pixels) qui contient le maximum de données de vérité de terrain. La 
taille de la zone choisie est de 1000x1000 pixels. Six classes sont présentes dans cette zone 
dont trois correspondent à des plantes invasives (Phragmites australis, Tamarix et Arundo 




Zone de l’image hyperspectrale choisie visualisée en 
RVB 
(650, 550, 450) nm (taille 1000x1000) 





Zones de l’image hyperspectrale correspondant aux masques. Image visualisée en RVB  
(650, 550, 450) nm 
(c) 
 
 Pêcher  Tamarix  Arundo donax 
 Phragmites  australis  Pinus halepensis  Ulmus minor 
 
Figure 33 : Image hyperspectrale Cieza acquise par le capteur AISA Eagle et zones d’intérêt à 
partitionner. 
 
6.1.2 Résultats d’identification  
 
Cette section présente les résultats obtenus par l’approche développée pour la 
détection de trois types de plantes invasives (Phragmites australis, Tamarix et Arundo 
donax). Nous présentons dans un premier lieu les résultats de classification en exploitant 
directement les signatures spectrales de chaque pixel à la fois dans les étapes de réduction des 
 106
pixels et de classification. Dans un second lieu, nous présentons les résultats obtenus en 
utilisant les signatures spectrales dans l’étape de réduction, et les autres catégories d’attributs 
déjà évoqués dans le chapitre précédent en entrée du classifieur AP. 
• Classification à partir des signatures spectrales 
 
Les étapes de validation de l’approche proposée sont : 
1. Division de l’image en blocs (400 blocs de taille 50 x 50 pixels), 
2. Application de l’étape de réduction sur chacun des blocs, 
3. Application de l’AP avec l’optimisation de l’estimation du nombre de classes, 
4. Calcul du taux de bonne classification (ACCR). 
  L'image hyperspectrale de la Figure 34 montre les résultats intermédiaires de 
l'estimation du nombre de classes (Nc), selon le critère d’évalution EC (recherche de la valeur 
optimale de p) et les résultats de partitionnement correspondants. La première colonne donne 
le résultat de partitionnement sur l'ensemble de l'image, tandis que, pour une meilleure 
lisibilité, la deuxième colonne montre le résultat correspondant seulement aux zones 
d’intérêts. 
Le meilleur résultat maximisant le critère EC est donné pour huit classes. Le 
Tableau 10 donne la matrice de confusion correspondante où le taux de bonne classification 
par classe (Correct Classification Rate (CCR)) est indiqué. Les résultats de l'application de 
l'approche proposée donnent un taux de bonne classification de 97,66% pour les six classes de 
la vérité de terrain. Ces résultats montrent que deux des trois plantes invasives (Tamarix et 
Arundo donax) sont détectées à 100%. Le taux de bonne classification pour la classe 






p = -52 200  
(valeur minimum de la matrice Rf) 
 
Nc estimé par l’AP : 68    
 
EC = 0.25 
 
Nc estimé par l’AP : 313 EC=0.31 
  
p = - 28 500 (valeur intermédiaire)     
Nc estimé par l’AP : 26     
 












p = - 66 (valeur médiane de la matrice Rf) 




Figure 34 : Partitionnement de l’image hyperspectrale Cieza en fonction de la valeur du paramètre p : 
1ère colonne: partitionnements de l’image complète ; 2ème colonne : Résultats de 




Tableau 10: Matrice de confusion correspondant aux résultats de partitionnement à 8 classes.    




Nous avons également comparé les performances de l'étape de réduction proposée à 
celle de l'approche de SOM semi-supervisée et non supervisée, sur la même image 
hyperspectrale (1000 x 1000 pixels x 62 bandes). Dans le cas de l’utilisation de l’algorithme 
SOM, en mode semi-supervisé (nécessité de la connaissance a priori du nombre de classes), 
nous avons estimé le nombre de classes par l’AP. Le Tableau 11 montre que les résultats de la 
réduction par SOM ne sont pas satisfaisants ni en mode semi-supervisé ni en mode non 
supervisé. En effet, les résultats de la classification dans les deux cas donnent respectivement 
un taux de classification de 47,20% et 45,60% contre 97,66% par notre approche. Ces 
résultats confirment les expérimentations obtenues sur l'image synthétique et montrent que la 
réduction des données par le SOM n’est pas satisfaisante. 
Enfin, nous avons comparé les résultats de notre approche de classification avec ceux 
des méthodes classiques semi-supervisée C-moyennes et ISODATA souvent utilisées en 
télédétection. Pour être en mesure d'utiliser ces méthodes semi-supervisées, une connaissance 
a priori d’un certain nombre de paramètres est nécessaire : le nombre de classes, les valeurs 
de certains seuils et le nombre d'itérations. Nous précisons que ces deux méthodes ont été 




l’approche proposée  
(nombre de pixels) 
Classes de la vérité de terrain 

























(4305) 0 0 0 0 
Tamarix 
(162) 0 0 
100% 
(162) 0 0 0 
Pêcher 
 (3115) 0 0 0 
100% 
(3115) 0 0 
Ulmus minor 




(272) 0 0 0 0 0 
99.27% 
(272) 
Classe anonyme 1 
 (8) 
1.43% 
(8) 0 0 0 0 0 
Classe anonyme 2 
(68) 
11.87% 





estimons d'abord le nombre de classes Nc par notre approche, puis nous introduisons cette 
valeur comme connaissance a priori pour les deux autres. Pour l’algorithme C-moyennes, le 
meilleur taux de classification (65.03%) a été obtenu avec des valeurs de seuil fixées à 5% et 
trois itérations et, pour ISODATA, le meilleur taux (62.81%) a été obtenu avec un seuil de 
5%, trois itérations, un nombre minimum de pixels par classe égale à 1, une variance 
maximum de 1, une distance minimale entre les classes de 5 et un nombre maximum de paires 
de classes pouvant être fusionnées égale à 2.  
Le taux de bonne classification obtenu par notre approche est de 97.66%. 
Les résultats des expérimentations confirment l'efficacité de notre approche par 
rapport aux autres méthodes comparées à la fois pour l'étape de réduction (par rapport à 
SOM) et pour l'étape de classification (par rapport aux C-moyennes et ISODATA). 
Tableau 11: Comparaison des performances de trois classifieurs sur la zone d’image Cieza (1000x1000 
pixels, 62 bandes spectrales). 
 
Approche proposée  
(étape de réduction + AP 
modifié) 
SOM (semi-supervisée) + 
AP modifié 
SOM (non supervisée) 
+AP modifié 
Nombre initial de pixels à 
classer  
1 000 000 
Nombre de pixels après 
l’étape de réduction 
45 518 45 518 4943 
Nc
 
estimé sur toute 
l’image 
35 35 24 
Nc
 
estimé sur les zones 
de vérité de terrain 
8 21 11 
ACCR 97.66% 47.20% 45.60% 
 
 
• Classification à partir des attributs de tri-occurrences 
Dans cette section, nous évaluons les attributs de tri-occurrences proposés. Ces 
attributs sont calculés sur des voisinages cubiques de taille (3x3x3). Nous avons suivi les 
mêmes étapes que celles présentées dans la section précédente. Les résultats de classification 
sont tout d’abord comparés aux attributs statistiques du premier ordre (4 attributs : moyenne, 
variance, skewness et kurtosis), puis aux attributs issus de la transformée en ondelettes (2 
attributs : moyenne, énergie). 
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La Figure 35 présente les différents résultats et le Tableau 12 donne la matrice de 
confusion du meilleur résultat (tri-occurrences et moyenne). 
Les différents résultats obtenus confirment les conclusions données en 5.2.3 :  
− Les attributs de tri-occurrences permettent une meilleure caractérisation des pixels des 
images réelles, 
− L’ajout de l’attribut de moyenne aux attributs de tri-occurrences améliore encore les 
résultats de classification, 
− Le taux de classification à partir des attributs de tri-occurrences s’améliore de 1.62% 





Attributs utilisés Résultats de classifications 
Statistiques du premier 
ordre 
  
Nc =44 Nc =18 ACCR = 55.75% 
Moyenne et énergie 















 Nc =31 Nc =7 ACCR = 99.28% 
 
Figure 35 : Résultats de partitionnement de l'image hyperspectrale réelle avec différentes 
configurations d'attributs. 1ère colonne: partitionnements de l’image complète ; 2ème 






Tableau 12: Matrice de confusion correspondant aux résultats de partitionnement en 7 classes (attributs 
de tri-occurrence et moyenne).  CCR en %, (.) : nombre de pixels. 
 
6.2 Identification du couvert paysager  
 
6.2.1 Détection des pins  
 
Dans le cadre de cette application, il s’agit d’évaluer le pouvoir discriminant de la 
chaîne d’analyse développée pour la détection d’une espèce de pins (cèdre) à partir de 
l’imagerie satellitaire multispectrale. L'image multispectrale utilisée ici a été acquise par le 
satellite d'observation Ikonos le 11 Juillet 2005, dans la région de Baabdat (Liban). Cette 
image est constituée de trois bandes (RVB) dont la taille du pixel est de 0,8 m. Conjointement 
à cette image, fournie par le Centre National de Télédétection du Liban dans le cadre d’un 
projet collaboratif CEDRE, des relevés de vérité de terrain partiels ont été communiqués pour 
permettre de calculer le taux de détection. La Figure 36 montre l’image originale (1000 x 
1000 pixels), les masques des relevés de terrain fournis, ainsi que les différents résultats de 
partitionnement obtenus. Les conditions d’utilisation sont les mêmes que dans le cas de 
l’application précédente.  
Pour l’ensemble des trois zones de la vérité de terrain, le Tableau 13 donne les taux 




l’approche proposée  
(nombre de pixels) 
Classes de la vérité de terrain 

























(4305) 0 0 0 0 
Tamarix 
(162) 0 0 
100% 
(162) 0 0 0 
Pêcher 
(3115) 0 0 0 
100% 
(3115) 0 0 
Ulmus minor 




(274) 0 0 0 0 0 
100% 
(274) 
Classe anonyme 1 
 (24) 
4.32% 
(24) 0 0 0 0 0 
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pins. Dans certaine zones où le sol est pratiquement couvert par les pins (zone 1) le taux de 
détection estimé est de 67.21%. Par contre dans le cas des zones 2 et 3 où les pins sont 
dispersés, les taux estimés sont faibles si on se réfère aux observations de la vérité de terrain, 
avec des taux de 32.57 % et 30.38% respectivement. Toutefois, si l’on observe la densité des 
pins présents dans l’image, on peut considérer que ces taux correspondent plutôt à la 
proportion de surface occupée par les pins et non aux taux de détection. Le taux moyen 
d’occupation au sol par les pins et non le taux de détection pour l’ensemble des trois zones est 
de 40.78%.  
Cette application est un exemple typique qui démontre que l’utilisation de relevés de 
terrain approximatifs biaise fortement le taux de détection d’une méthode de classification. En 
effet, la vérité de terrain indique la présence de pins dans une zone, mais ne précise pas 
exactement la surface occupée par ces pins car l’accès à cette donnée est difficile. 
 
Tableau 13: Taux d’occupation au sol des pins. 
Zones  Nombre de 
pixels 
Nombre de classes Nombre de pixels 
détectés comme 
appartenant aux pins 
Taux 
d’occupation au sol 
Zone 1 15573 4 10467 67.21% 
Zone 2 10683 4 3480 32.57% 





(a) : image originale (RVB) 1000x1000 pixels (b) : masque de la vérité de terrain 
 
 
(c) : zones de l’image originale correspondant aux 
masques 
(b) : image partitionnée complète 
 
 
(e) : zones de la vérité de terrain partitionnées (f) : Détection des pins 
 
Figure 36 : Détection des pins par l’approche développée. 
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6.2.1 Identification des structures au sol  
 
Cette troisième application concerne l’identification de quatre classes : bâtiment, sol nu, 
végétation,  et plan d’eau, à partir d’une autre  image satellitaire IKONOS de taille 154 x 152 
pixels  avec  trois bandes spectrales et une résolution spatiale de 1 mètre. Des relevés 
ponctuels de terrain ont été réalisés à l’aide d’un système GPS pour quatre classes (bâtiment, 
sol nu, végétation, plan d’eau) représentant respectivement 18, 34, 26 et 52 points. En 
appliquant la chaîne d’analyse et de partitionnement, les taux de classification par classe en 
tenant compte du positionnement des points GPS et des pixels des 4 classes estimées, sont de 
94.44% pour la classe bâtiment, 94.12% pour le sol nu et 88.46% pour la classe végétation et 
76.92% pour la classe eau. Le taux de classification moyen (ACCR) est de 88.48%. Ce 
résultat est obtenu après réduction du nombre de pixels en considérant toute l’image, et il est 
très similaire à celui obtenu après découpage en quatre blocs. Les attributs utilisés sont les 
mêmes que ceux des applications précédentes. 
 
 
(a) : image originale (b) : résultat de la chaîne proposée 
 
 
Bâtiment Sol nu Végétation Plan d’eau 
 




6.4. Conclusion  
 
L’approche de classification non paramétrique et non supervisée basée sur l’AP que 
nous avons développé dans ce travail a été validée sur une application réelle en identification 
d’espèces végétales. Les résultats ont montré la robustesse et la stabilité de cette méthode, qui 
exploite conjointement les attributs spectraux et spatiaux de tri-occurrences et de moyenne. 
L’application de l’AP après une étape préliminaire de réduction du nombre d’individus sur 
l’image hyperspectrale de grande dimension spatiale a été validée. Les résultats de la 
recherche automatique de la valeur optimale du paramètre p pour estimer le nombre de classes 
sont probants. Enfin, l’approche proposée donne de meilleurs résultats de classification par 
rapport aux approches classiques de classification semi-et non supervisées (C-moyennes, 





Conclusion générale  
 
Dans ce mémoire, nous avons proposé une approche originale de classification non 
supervisée dont la propriété fondamentale est de pouvoir s’appliquer aux données 
hyperspectrales de grande dimension spatiale. Pour atteindre cet objectif nous avons 
dû apporter une solution aux problèmes de caractérisation des pixels des images 
hyperspectrales, puis concevoir une méthode de réduction du nombre d’individus à classer qui 
permet l’application de la méthode de propagation d’affinité sans dégrader la qualité de la 
classification, et enfin développer une méthode d’estimation du nombre de classes optimal par 
propagation d’affinité, basée sur un critère d’évaluation de partitionnement. 
Les conclusions majeures que l’on peut tirer de cette étude sont les suivantes : 
• La pré-hiérarchisation des méthodes de caractérisation et de partitionnement des 
pixels a permis de dégager les principales aptitudes des méthodes proposées dans 
chacune de ces phases de traitement afin de mieux les exploiter. 
Cette étape a aussi permis de mettre en avant les meilleures méthodes en précisant 
leurs avantages et leurs limites. 
• La méthode de caractérisation basée sur le calcul d’attributs de tri-occurrences 
spatiale-spectrale développée a montré de meilleures performances en 
caractérisation des pixels par rapport aux attributs classiques de la littérature 
(moments statistiques et issus de la transformée en ondelettes). 
• La méthode de réduction du nombre d’individus à classer permet d’améliorer le 
taux de bonne classification et de résoudre le problème d’application de la 
méthode de classification par propagation d’affinité sur des données de grande 
dimension spatiale. 
• La méthode d’estimation du nombre de classes basée sur la propagation d’affinité 
permet de résoudre le problème de cette dernière, lié au sur-partitionnement de 
l’image. 
L’approche développée synthétisant ces différents points a été appliquée avec succès 
sur des données monocomposantes et hyperspectrales : 
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- L’application de l’approche proposée sur des données monocomposantes 
(images synthétiques) a montré que, en premier lieu, les attributs de tri-
occurrences permettent une meilleure caractérisation des pixels des images. 
D’autre part, l’ajout de l’attribut moyenne améliore notablement le taux de 
bonne classification. En second lieu, la méthode classique de propagation 
d’affinité offre de meilleures performances en termes de classification par 
rapport aux méthodes classiques de partitionnement (C-moyennes, FCM et 
ISODATA) qui, rappelons le, sont des méthodes semi-supervisées nécessitant 
a minima la donnée du nombre de classes. 
- L’application de l’approche proposée sur une application concrète en 
identification d’espèces végétales sur des données hyperspectrales réelles de 
grande dimension spatiale affirme les conclusions antérieures liées au pouvoir 
discriminant des attributs proposés et à la bonne estimation du nombre de 
classes par la méthode de propagation d’affinité modifiée. 
Les quelques perspectives de ces travaux portent à la fois sur l’étape d’extraction d’attributs et 
sur l’étape de classification. 
En effet, l’intégration de l’information spatiale et spectrale est un processus  de grande 
complexité calculatoire qui peut encore être optimisé. Une perspective dans ce sens serait 
l’introduction d’une phase préliminaire de réduction de bandes permettant de préserver au 
maximum l’information spectrale.  
L’introduction d’autres attributs d’ordre supérieur, par exemple les quadri-occurrences reste 
également une piste à explorer. 
Quant à l’approche de classification par AP, le paramètre de préférence pourrait être estimé au 
cours d’une étape préliminaire afin d’éviter une recherche dichotomique nécessitant plusieurs 




Annexe A :  
Attributs spatiaux pour images monocomposantes 
 
• Attributs de cooccurrence : 
 
Les attributs calculés à partir de la matrice de cooccurrence M pour une distance d et 
une orientation θ données avec un nombre de niveaux de gris N
l
(le terme 
, 1 2( , )dM θ l l  avec 
1 2 et l l  deux niveaux de gris sont : 
1. Second moment angulaire : ce paramètre mesure l’homogénéité de l’image; il est 















l l  
2. Contraste : il mesure le contraste d’une image; il est élevé lorsque l’on passe d’un 
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3. Corrélation : il décrit la corrélation des niveaux de gris d’un pixel avec un autre pixel 
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4. Variance : cet indicateur décrit la dispersion des transitions entre niveaux de gris. 
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5. Moment des différences inverses : ce paramètre renseigne sur l’importance des 






















6. Moyennes des sommes : 
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8. Entropie des sommes : 
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10. Variance des différences : 
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11. Entropie de la différence : 
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13. Deuxième information sur la mesure de corrélation : 
 
( )2 22 1 Hij HijICORR e− −= −  
Où ( ) ( ) ( ) ( )( )
1 2
1 1




i j i jHij M M M M ε
− −
= =
= − +∑ ∑
l l
l l
l l l l   
 














l l  
15. Information contour : ce paramètre fournit une indication sur la présence de contours. 
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• Attributs de longueur de plages : 
 
Nous détaillons ici les attributs calculés à partir de la matrice de longueur de plages PL 
pour une distance et une orientation données. 
Soient PL de taille NGxL, NG est le nombre de niveaux de gris de l’image et L la 
longueur maximale d’une plage. 


















2. importance des longues plages : cet indicateur est d’autant plus élevé que la probabilité 














3. distribution des niveaux de gris : ce paramètre est peu élevé pour une répartition 















4. distribution des plages : cet attribut mesure la non-uniformité de la répartition des 















5. pourcentage de plages : ce paramètre mesure le nombre de plages par unité de surface, 



















Annexe B :  
Critères d’évaluation comparés 
 
Indice Notation Valeur optimale 
Root-mean-square  [130] RMSSTD minimum 
R-squared [130] RS maximum 
Indice de Calinski-Harabasz [131] CH maximum 
Indice de Davies-Bouldin [132]  DB minimum 
Indice de  Xie-Beni [133]  XIB minimum 
Indice de validité SD [134] SD minimum 
Levine et Nazif [140] Inter-LN maximum 
Indice de Silhouette [136] Sil maximum 
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