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1 引言
网格计算 [1]是通过跨域、跨组织的资源集成，为用户提
供 统 一 、标 准 、可 靠 的 服 务 ，其 关 键 技 术 有 资 源 管 理 和 分
配、任 务 调 度 和 任 务 管 理 等 [2]，其 中 网 格 资 源 管 理 和 分 配 [3]
是 实 现 网 格 计 算 的 基 础，是 网 格 计 算 研 究 的 重 点，目 前 有
多种研究方法，分别从不同的角度研究网格资源管理和分
配的性能。
早 期 网 格 资 源 管 理 的 研 究 主 要 从 提 高 网 格 系 统 性 能
的 角 度 来 研 究 网 格 资 源 的 分 配 ，如 I. Foster 等 [4]用 平 均 响




解决 网 格 资 源 分 配 问 题 成 为 研 究 热 潮。 R. Buyya[5]采 用 计
算经济学的市场均衡理论来研究网格资源分配，通过市场
的供求平衡实现资源优化分配，用户的 QoS 需求通过对资
源 的 出 价 来 体 现，并 研 究 了 相 应 的 网 格 体 系 架 构 [6]；J. Yu[7]
等 分 析 了 服 务 时 间 和 执 行 代 价 等 不 同 优 化 目 标 下 的 资 源
分 配 问 题；C. S. Yeo 等 [8]对 资 源 分 配 的 动 态 价 格 机 制 进 行
了 研 究；R. Wolski 等 [9]分 析 了 应 用 微 观 经 济 学 理 论 来 研 究
网格资源分配的优势，并建立了资源供需双方模型和价格




情 况 下 实 现 资 源 分 配，而 市 场 的 规 模 是 无 限 大 的，单 个 用
户对资源价格的影响可忽略。
然 而，由 于 实 际 网 格 的 规 模 是 有 限 的，某 个 用 户 对 网
格资源使用必然会对其他用户造成影响，匆略用户之间的
相互影响来研究网格资源分配会导致较大的偏差。 实际网
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解 [11]的 方 法 来 研 究 网 格 资 源 分 配 问 题。 S. U. Khan 等 [12]讨
论 了 合 作 博 弈 和 竞 争 博 弈 时 用 户 的 分 配 策 略 ；Y. K. Kwok
等 [13]研 究 了 分 层 网 格 体 系 结 构 中 用 户 资 源 分 配 的 静 态 博
弈 ；李 志 洁 等 [14]讨 论 了 动 态 博 弈 下 用 户 按 比 例 出 价 的 策
略；L.Yao 等 [15]分 析 了 多 资 源 环 境 中 资 源 所 有 者 的 博 弈 策
略；李 立 等 [16]分 析 了 网 格 环 境 下 资 源 双 向 组 合 拍 卖 机 制 。
这些方法是建立在网格用户是完全理性的前提下，即所有
网 格 用 户 的 信 息 及 策 略 是 公 开 的 知 识，每 个 用 户 在 此“公






见 用 基 于 完 全 理 性 的 博 弈 理 论 来 研 究 网 格 资 源 分 配 有 很
大的局限性。 为此，需要考虑在有限理性情况下用户的最
优资源分配博弈策略的设计问题。
本 文 应 用 有 限 理 性 博 弈 的 方 法 来 构 建 网 格 用 户 对 资
源的使用策略，提出基于 有 限 理 性 [17]的 最 优 反 应 动 态 网 格












设网格中有 n 个用户共同使用总量为 R 的单一资源，
则用户所占用的资源数量越多其效用最大，同时考虑用户
之间对资源占有的竞争关系，若其他用户所占用的资源越








Σrj-ri 为除用户 i 之外，所有其他用户所占
用资源的总和。 T-i 是一个与 ri 无关的量。
2.2 用户最优策略






根据纳什均衡的定义可知，在纳什均衡时每个 用 户 的
策 略 都 是 对 其 他 所 有 用 户 策 略 的 最 优 反 应， 则 达 到 均 衡
时，式（5）可写成：
（6）












其 中 Δr 为 偏 离 量。 可 以 证 明 ，这 时 该 用 户 的 效 用 函
数 为：
（11）
可 见，如 果 用 户 j 单 独 偏 离 其 最 优 策 略 rj* 时 ，其 效 用
uj 会降低。 因此，当网络中有 n 个 用 户 共 同 使 用 一 总 量 为




网 格 环 境 中 资 源 总 量 R 及 资 源 被 使 用 的 信 息∑rj 可
由公正的第三方向所有网格用户公布， 因此理论上用户 i
只 要 采 取 ri*= Rn+1
的 资 源 占 有 策 略 就 可 以 使 其 效 用 达 到
最大值 ui*。 但在实际网格环境中，用户无法知道其他用户
的 信 息，况 且 网 格 环 境 是 动 态 变 化 的，用 户 数 量 本 身 就 不
是 一 个 固 定 的 常 量， 因 此 用 户 i 即 使 知 道 最 优 策 略 ri*，但
由于 n 等因 素 的 不 确 定 ，仍 无 法 得 到 当 前 最 优 资 源 占 有
策 略 的 解 ， 可 见 实 际 的 网 格 资 源 分 配 是 一 个 有 限 理 性










优 反 应 动 态 网 格 资 源 分 配 机 制（BRDGRAM），博 弈 方 通 过




用 户 i 根 据 系 统 公 告 的 可 用 资 源 总 量 R 发 出 资 源 请
求 ri(ri<R2 )




∑rj， 然后根据反 应 函 数 ri*=R-
n
j = 1
∑rj 计 算 自
己下一步的策略 ri′，同 时 计 算 新 的 效 用 ui′ ，当 效 用 的 变
化 量 |Δu|<ε（ε 为很小的正数）时，可认为达到均衡，否则进
行下一轮的博弈。 效用函数 T-i 采用之前所采集到的系统
公告数值的平均值 T-i，BRDGRAM 具体算法如图 1。
4 仿真结果及分析
构建资源数分别为 100、500、1 000 个资源单位， 用户




当 R=500，n=2，ε=1 时， 随 着 博 弈 的 进 行 两 个 博 弈 方
的 策 略 值 逼 近 于 式（8）中 的 理 论 计 算 值 166.67，如 图 2 所
示。当资源总量 R 和用户数 n 取其他值的情况下也能得到
类 似 的 仿 真 结 果，可 见 采 用 BRDGRAM 算 法，网 格 用 户 在
无法获得其他用户信息的情况下，也可达到最大效用下的




在用 户 犯 错 等 扰 动 情 况 下，BRDGRAM 可 进 行 自 动 调
整，使用户的策略回到均衡状态，如图 3 所示。
4.2 结果分析
· 在 用 户 数 n 不 变 的 情 况 下， 随 着 资 源 总 量 R 的 增
加，达到最优策略所需的博弈回合次数越多。
这 是 由 于 当 用 户 数 量 不 变 时 ， 随 着 资 源 总 量 的 增
加 ， 每 个 用 户 进 行 策 略 调 整 时 所 带 来 的 效 用 变 化 越 大 ，
用 户 之 间 需 要 更 多 次 的 协 商 才 能 达 到 最 优 策 略 ， 如 图 4
所 示。
· 当 用 户 数 n 和 资 源 总 量 R 不 变 时，若 ε 越 小，则 所
需 博 弈 的 回 合 越 多， 但 每 个 用 户 分 配 的 资 源 越 平
均，可见体现了资源分配的公平性。



















2 1 23 33.216~33.609
100
2 0.1 76 33.237~33.458 33.333
20 1 14 4.404 ~ 5.165 20 0.1 54 4.585 ~ 4.961 4.762
50 1 25 1.709~2.253 50 0.1 27 1.715 ~ 2.248 1.961
500 2 1 78 166.627 ~ 166.840 500 2 0.1 244 166.618 ~ 166.739 166.667
20 1 49 23.624 ~ 24.019 20 0.1 225 23.722 ~ 23.907 23.810
50 1 45 9.613 ~ 10.027 50 0.1 204 9.714 ~ 9.908 9.804
1 000
2 1 133 333.312 ~ 333.476
1 000
2 0.1 406 333.298 ~ 333.392 333.333
20 1 80 47.474 ~ 47.783 20 0.1 367 47.551 ~ 47.696 47.619
50 1 77 19.462 ~ 19.779 50 0.1 354 19.540 ~ 19.688 19.608
图 2 BRDGRAM 算法仿真过程（R=500，n=2）
图 3 BRDGRAM 在扰动情况下的调整
图 4 博弈次数随资源数量变化情况
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· 当资源总量 R 和 ε 不变的情况下，随着用户数量的
增加，博弈次数会减少，但当减少到一定值后，随着
用户数量的增加，博弈回合反而会增加。




显，因 此 需 要 比 较 长 的 时 间 才 能 达 到 稳 定；随 着 用 户 数 量





针 对 实 际 网 格 环 境 中 网 格 用 户 不 一 定 完 全 掌 握 相 互
之 间 的 所 有 信 息， 以 及 用 户 在 决 策 过 程 中 可 以 犯 错 等 情
况，本文实现了基于有限理性博弈的最优反应动态网格资
源 分 配 机 制 （BRDGRAM）。 仿 真 结 果 表 明 在 BRDGRAM
下，网格用户在不需要预见和预测能力的情况下可通过快
速 地 学 习 和 调 整 达 到 均 衡 策 略， 实 现 网 格 资 源 的 优 化 分





机 制；在 资 源 分 配 策 略 中 考 虑 费 用、任 务 执 行 时 效 等 约 束
因 素，使 其 能 满 足 用 户 不 同 的 QoS 需 求；研 究 需 求 多 种 不
同类型资源时的综合评价和分配策略。
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Abstract A grid resource allocation mechanism based on the best-response dynamics is introduced in this paper, with which
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处 在 不 利 位 置（如 小 区 边 缘）的 用 户 与 基 站 之 间 的 信
道 较 差，容 易 受 到 噪 声 及 干 扰 的 影 响，因 此 用 户 信 号 一 般
较差，通话困难。 如果在原有基站的基础上增加一些新的
中 继 站，可 以 增 大 天 线 的 分 布 密 度，拉 近 天 线 和 用 户 的 距
离，此 时 下 行 数 据 从 基 站 先 传 给 中 继 站，中 继 站 再 传 给 终
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