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Effective management needs to know sizes of animal populations. This can be accom-
plished in various ways, but a very popular way is mark-recapture studies. Mark-recapture
studies need a way of telling if a captured animal has been previously seen. For tradi-
tional mark-recapture, this is achieved by applying a tag to the animal. For non-invasive
mark-recapture methods which exploit photographs, there is no tag on the animal’s body.
As a result, these methods require animals to be individually identifiable. They assess
if an animal has been caught before by examining photographs for animals which have
individual-specific marks (Cross et al., 2014; Gomez et al., 2016; Beijbom et al., 2016;
Körschens, Barz, and Denzler, 2018).
This study develops a model which can reliably match photographs of the same individual
based on individual-specific marks. The model consists of two main parts, an object
detection model, and a classifier which takes two photos as input and outputs a predicted
probability that the pair is from the same individual (a match). The object detection
model is a convolutional neural network (CNN) and the matching classifier is a special
kind of CNN called a siamese network. The siamese network uses a pair of CNNs that
share weights to summarise the images, followed by some dense layers which combine the
summaries into measures of similarity which can be used to predict a match.
The model is tested on two case studies, humpback whales (HBWs) and western leop-
ard toads (WLTs). The HBW dataset consists of images originally collected by various
institutions across the globe and uploaded to the Happywhale platform which encour-
ages scientists to identify individual mammals. HBWs can be identified by their fins and
specials markings. There is lots of data for this problem. The WLT dataset consists of
images collected by citizen scientists in South Africa. They were either uploaded to iSpot,
a citizen science project which collects images or sent to the (WLT) project, a conserva-
tion project staffed by volunteers. WLTs can be identified by their unique spots. There
is a little data for this problem. One part of this dataset consists of labelled individuals
and another part is unlabelled.
The model was able to give good results for both HBWs and WLTs. In 95% of the
cases the model managed to correctly identify if a pair of images is from the same HBW
individual or not. It accurately identified if a pair of images is drawn from the same
WLT individual or not in 87% of the cases. This study also assessed the effectiveness of
the semi-supervised approach on the WLT unlabelled dataset. In this study, the semi-
supervised approach has been partially successful. The model was able to identify new
individuals and matches which were not identified before, but they were relatively few in
numbers. Without an exhaustive check of the data, it is not clear whether this is due to
the failure of the semi-supervised approach, or because there are not many matches in
the data. After adding the newly identified and labelled individuals to the WLT labelled
dataset, the model slightly improved its performance and correctly identified 89% of WLT
pairs.
iii
A number of computer-aided photo-matching algorithms have been proposed (Matthé et
al., 2017). This study also assessed the performance of Wild-ID (Bolger et al., 2012), one
of the commonly used photo-matching algorithm on both HBW and WLT datasets. The
model developed in this thesis achieved very competitive results compared with Wild-ID.
Model accuracies for the proposed siamese network were much higher than those returned
by Wild-ID on the HBW dataset, and roughly the same on the WLT dataset.
iv
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1.1.1 Individual animal recognition in ecology
Effective management and conservation of wildlife rely on sound knowledge of population
information (Caughley and Gunn, 1996). The knowledge of this information is crucial
for addressing questions related to community, ecosystem function, population dynamics,
and behavioural ecology (Schneider et al., 2019). For example assessing if a species
faces extinction requires information on the existing demographics of the species. This
information is obtained via studies that recognise individuals so that their life can be
followed over time. This allows one to estimate their abundance and their survival rate
(Lebreton et al., 1992). The commonly used technique to achieve individual species
recognition is the use of invasive methods that apply a mark or a tag to the animal’s
body (Whitehead, Christal, and Tyack, 2000). These methods have been applied to
both marine and terrestrial species of various sizes (Auckland, Debinski, and Clark, 2004;
Watkins et al., 1993) to assess both theoretical and applied questions (Booth, 2004;
Kohler and Turner, 2001). However, invasive procedures are expensive to implement and
potentially reduce the animal’s natural behaviour and performance (Wilson and McMahon,
2006), and disturb its activities and relationship to others (Cuthill, 1991). Tags applied
to individuals do not last a lifetime and their loss and the non-reporting of retrieved tags
can bias the estimation of population parameters (Bradshaw, Barker, and Davis, 2000;
Schwarz and Seber, 1999). In addition to being impracticable with large populations,
invasive methods cause ethical and welfare conflicts due to temporary or permanent
application of tags (Wilson and McMahon, 2006; McMahon, Bradshaw, and Hays, 2006).
Alternatively, many species are dotted with patterns or special body markings such as
spots, fins or tail shape that are unique and individual-specific (Arzoumanian, Holmberg,
and Norman, 2005; Gamble, Ravela, and McGarigal, 2008) and can be referred to as
natural marks. Body markings can be utilised for individual recognition. The methods
which exploit natural markings are cost-effective and not harmful to an individual animal’s
life. The non-intrusive nature of these methods is advantageous for studying threatened
and endangered animals (Kelly, 2001). These approaches have evolved as a reliable
alternative to invasive methods and have been applied to a wide range of animals –
mammals (Langtimm et al., 2004; Martínez-Jauregui et al., 2012), amphibians (Gamble,
Ravela, and McGarigal, 2008), reptiles (Pellitteri-Rosa et al., 2010), and fishes (Speed,
Meekan, and Bradshaw, 2007).
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1.1.2 Computer vision for animal ecology
Deep learning algorithms are artificial intelligence algorithms capable of discovering and
learning good representations from raw data using feature learning at different levels, with
higher-level learned features expressed in terms of lower-level ones (Bengio, 2012a). Orig-
inally inspired from mammal visual cortex (Hubel and Wiesel, 1968), deep convolutional
neural networks are a category of deep neural networks (Bengio, 2012a) comprising a
sequence of layers of neurons, each one making use of convolution operations to extract
the information from overlapping small regions from previous layers (Goodfellow, Bengio,
and Courville, 2016). Deep learning techniques have improved the cutting edge computer
algorithms in different domains – speech recognition (Hinton et al., 2012; Deng, Hinton,
and Kingsbury, 2013), machine translation (Cho et al., 2014) and computer vision tasks
including object recognition (He et al., 2016a; Simonyan and Zisserman, 2014a), object
detection (Szegedy, Toshev, and Erhan, 2013), amongst others. However, deep learning
tools and knowledge are still not common in ecology despite the exponential growth and
complexity of ecological datasets (Christin, Hervet, and Lecomte, 2018).
Computer vision is referred to as a scientific field that uses computers to extract high-level
understanding from digital images or videos with the perspective of automating tasks
that can be performed by human visual system. (LeCun, Bengio, and Hinton, 2015).
The growth of ecological computer vision evolved from different fields – computer science
(Branson et al., 2014) and remote sensing (LaRue, Stapleton, and Anderson, 2017)
amongst others. Computer vision can effectively improve the efficiency, reproducibility,
and the accuracy of ecological image-based processing tasks via automation analysis (Dell
et al., 2014; Pennekamp and Schtickzelle, 2013). The smallest unit in the image is a pixel
denoting the intensity value in the visible spectrum. In the image, neighbouring pixels
form a group identity based on pixels proximity, similarity, and orientation referred to as
features. They are often locations of higher intensity in pixel values caused by objects
of interest in the image like points, edges or the relationship with surrounding pixels.
Changes in pixel values and the relationship with surrounding pixels among images produce
a sequence of features. Based on features, computer vision algorithms are able to perform
ecological image-based tasks that could be a laborious manual process (Weinstein, 2018).
The introduction of computer vision in ecology has improved the use of non-invasive
techniques via image analysis. Computer vision algorithms assess the size, location, and
characteristics of ecological objects of interest in images by means of features. Image
features have been used to perform a range of tasks – ascertain the evolution of animal
colouration, pattern signatures, size, and shape assessment (Stoddard, Kilner, and Town,
2014; Levy, Lerner, and Shashar, 2014). They have also been used to study animal
camouflage via edge detection algorithms (Stoddard et al., 2016; Tankus and Yeshurun,
2008). They can be used to describe the size and the shape for both specimens and living
animals (Olsen and Westneat, 2015; Lavy et al., 2015; Howland, Macfarlane, and Tyack,
2012).
One of the tasks performed by ecologists is estimating the size of a population in a given
study area. The first step to achieve this task is to identify individuals. To perform
individual-level identification, a computer vision algorithm makes use of the similarity of
an image pattern to match different images. The matching algorithm extracts features
from two images and computes the likelihood of these being from the same individual.
For individuals with unique patterns or markings, this can be thought of as a cheaper
way to avoid expensive trapping and tagging occasions that could be dangerous for both
observers and animals. This approach has been applied to a wide range of animals such
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Figure 1.1: A matching algorithm scores the similarity of a pho-
tographed zebra to a library of known zebras to track individuals over
time (Crall et al., 2013). The picture was taken from (Weinstein, 2018).
as zebras, elephants, and box turtles (Crall et al., 2013; Ardovini, Cinque, and Sangineto,
2008; Cross et al., 2014). This approach is even effective for animals with complex
pattern or markings like catfish, giraffes, and whale sharks (Dala-Corte, Moschetta, and
Becker, 2016; Bolger et al., 2012; Arzoumanian, Holmberg, and Norman, 2005). Earlier
attempts made use of traditional machine learning algorithms with focus on feature-
engineered or hard-coded feature extraction methods (Blanc, Lingrand, and Precioso,
2014; Lytle et al., 2010). Instead of hard-coded features, deep learning models are
exposed to large amounts of data to learn particular features necessary for discriminating
individuals (LeCun, Bengio, and Hinton, 2015). Deep learning models have significantly
enhanced the model performance on predicting species-level identity for various animal
taxa – mammal and coral (Gomez et al., 2016; Beijbom et al., 2016), fishes and butterflies
(Villon et al., 2016; Hernández-Serna and Jiménez-Segura, 2014), and chimpanzee, lemur,
and golden monkey identification (Deb et al., 2019; Körschens, Barz, and Denzler, 2018)
amongst others. Figure 1.1 displays an example of individual identification performed on
zebras based on their individual-specific lines. To match a new zebra against a library
of known zebras, the new image passes through a algorithm which extracts the image
key-points. Extracted key-points are tested against each library image’s key-points to
match the region of interest and compute the matching score. A library image with a
high score is referred to as a match with the New Image.
1.2 Research objectives
The main goal of the thesis is to develop methods that can automatically match photos,
and thus do individual identification. Even though it is possible to easily identify tens
of individuals from photographs, the task of processing thousands of images periodically
produced by citizens and scientists becomes tedious, time-consuming, and requires some
automation. This thesis aims at creating a computer-based algorithm that can help
automate the identification of species dotted with individual-specific marks. Individual
identification results can be considered as an initial step which can be used to derive other
useful measures such as estimation of the abundance/density and the survival rates of
the species. These pieces of information can help the conservation policies and decision
makers to keep track of species. This thesis has two case studies.
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A) The western leopard toad (WLT) (Sclerophrys pantherina) is considered to be en-
dangered by the International Union for Conservation of Nature as much of its
habitat has been transformed. This large and charismatic amphibian has become
the poster child of public conservation in Cape Town, and is even well known at
a national level in South Africa. Much of the natural habitat of this species has
been transformed into periurban areas, where the WLTs have adapted well to in-
creases in breeding sites and manicured gardens. However, negotiating traffic on
the way to and from breeding sites, leaves hundreds of animals dead every year,
which has spurred the formation of citizen groups which task themselves with aid-
ing WLTs cross roads (Measey et al., 2014). Some of the groups collect additional
data including images of the WLTs for scientists to conduct capture-mark-recapture
experiments, ideally with the aim of determining whether WLT populations are re-
sponding positively to citizen efforts. The WLTs have striking patterns on their
backs that are unique to each WLT, and thus can provide input data for individual
identification.
B) After hundreds of years of intense whaling, surviving humpback whales (HBWs) still
experience difficulties to cope with the warming oceans as well as the daily fight
against the fishing industry for food. Scientists study the marine life by monitoring
ocean daily activities through camera surveillance systems. To contribute to HBW
conservation effort, scientists use the shapes of HBW tail fins as well as unique
markings found on their photographs to identify individuals they are dealing with.
A large amount of this work continues to be done manually. Figure 1.2 displays
example images for HBWs (first row) and WLTs (second row).
This thesis has the following specific goals:
1. The ultimate goal of this thesis is to build a machine learning algorithm which
exploits individual-specific marks to automate the individual identification task from
images. However, in some images, the salient object (animal) only occupies a little
space, which makes the pattern or marks that are spots on the back of WLTs and
shapes of HBW tail fins and special markings to not be clearly visible while they are
the key feature of this thesis. Manually extracting salient objects from thousands
of images seems to be tedious and time-consuming. Therefore, this project
(a) firstly implements a semi-automated algorithm which utilises image threshold-
ing and edge detection to generate bounding box data for a large number of
training images. The process is faster than doing it manually.
(b) uses generated bounding box data to train a convolutional neural network to
fully automate the detection and extraction of the salient object from images.
The resulting model is used to crop the remaining images around the salient
object which were not accurately cropped by the semi-automated algorithm.
2. Use cropped images to train a matching classifier to individually identify HBWs and
WLTs from photographs based respectively on shapes of HBW tail fins and special
makings, and unique spots on the back of the WLTs.
3. Assess the effectiveness of a semi-supervised learning process for cases where there
is only a small amount of labelled data. This is the situation faced with when
constructing a model for WLTs.
4. Compare the model results with the results of the existing computer-aided photo-
matching algorithm.
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Figure 1.2: Example images for HBWs (first row) and WLTs (second
row).
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1.3 Outline of the thesis
This thesis comprises 5 chapters including this introduction chapter organised as fol-
lows: Chapter 2 starts off highlighting the theory behind the semi-supervised learning and
then reviews the literature behind neural networks algorithms. Chapter 3 describes the
data, presents methods used to obtain the bounding box data and train the automated
bounding box detection models. Finally, it presents and discusses model results from both
datasets. Chapter 4 presents the data, introduces the methods used to train the individual
identification models, gives and discusses model results from both datasets including the





This chapter introduces some machine/deep learning concepts and their corresponding
mathematical formulations. They will be invoked later on in the applications. It introduces
the semi-supervised learning approach whose prime objective will be to utilise a model
trained on a small dataset to identify new individuals in unlabelled data based on the
matching probability between individual images. This chapter also highlights the siamese
networks whose role is to compute the matching probability between pairs of individual
images. However, to lay the groundwork for further understanding, deep neural networks
(DNNs) and convolutional neural networks (CNNs) are introduced. Their building blocks
are then used for model application architectures including the siamese networks. Deep
learning models can over-fit to data if not carefully controlled. Hence, some regularisation
strategies are introduced to deal with the over-fitting issues encountered in the training
process. In the deep learning models, the learning process occurs by changing the model
parameters over time to refine the computed functions for better predictions in the later
iterations. Finally, optimisation algorithms whose main aim is to enable the learning
process are reviewed.
2.1 Semi-supervised learning
Various machine learning algorithms are used to extract useful insights from the data.
These algorithms can be categorised into supervised and unsupervised learning (Chapelle,
Scholkopf, and Zien, 2009) algorithms based on the methodology used to learn from the
data. This section highlights the semi-supervised learning (Chapelle, Scholkopf, and Zien,
2009; Zhu, 2005; Zhu and Goldberg, 2009) algorithm which lies between the aforemen-
tioned algorithms. The semi-supervised learning is motivated by the fact that most of
data-driven real-world problems consist of a small amount of labelled data and abundant
unlabelled data. Labelling real-world data is tedious, time-consuming and requires an
expert annotator, so that even when data is plentiful, the proportion that is ultimately
labelled may be small. The semi-supervised learning overcomes this bottleneck by utilising
the model fitted on the labelled data to label the unlabelled data. The semi-supervised
learning approach is an iterative process. Predictions in one step are added to training
examples at the next step. This is done with both positive (predictions the model got
right) and negative (predictions the model got wrong) examples.
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2.1.1 Supervised learning
Supervised learning algorithms are supplied with correctly labelled data. They are pairs
{i(m), t(m)}Mm=1 of training instances i(m)’s together with their labels t(m)’s. An instance
i is a specific object often denoted by n-dimensional feature-vector i = [i1, . . . , in] ∈ Rn
with each dimension representing a particular feature. Instances are assumed to be drawn
independent and identically distributed (iid) from an unknown underlying distribution
P (i). They are regarded as inputs to the learning process. Labels are observed values of
instances, and reflect what kind of conclusions the algorithm could draw from the data.
Given the domain of instances I and its corresponding domain of labels T , assuming
P (i, t) to be the underlying distribution on inputs and labels I × T , given
{i(m), t(m)}Mm=1 ∼iid P (i, t), the supervised learning algorithm is challenged to learn the
mapping g : I 7→ T in generalisable fashion such that g(i) predicts the correct label t of
a future instance i picked from the same distribution. Depending on the nature of the
label t, the supervised learning can be further divided into two subgroups: classification
and regression problems. The former is a supervised learning paradigm with categorical
outcomes, the related function g is a classifier function. The latter deals with continuous
outcomes, the corresponding function g is called the regression function. The best g,
usually denoted by g? is required to minimise the loss which determines the impact or
the cost of producing a prediction g(i) different from the observed value. The best g is
mathematically given by g? = argminL(i, t, g(i)), where L(i, t, g(i)) is the loss function.
Labelling the data involves a lot of effort in engineering features and creating labels,
which result in generating less labelled data compared to the available unlabelled data.
The next section introduces unsupervised learning which deals with unlabelled data.
2.1.2 Unsupervised learning
Unsupervised machine learning algorithms are furnished with the data and challenged to
discover the underlying hidden patterns. They are trained on unlabelled data and aim
to discover inherent similarities and group them into categories accordingly, and assign
each category its own new label. Unsupervised learning is typically used for clustering
and association applications.
2.1.3 Semi-supervised learning
The target of semi-supervised learning is to improve either the supervised or unsupervised
learning algorithm by incorporation additional information in the learning process. The
semi-supervised paradigm has various settings (Zhu and Goldberg, 2009) such as:
• Constrained clustering: It is viewed as the extension to the unsupervised clus-
tering. Besides the unlabelled instances {i(m)}Mm=1, the algorithm is provided with
additional information about clusters such as a must-link constraint stating that two
particular instances must belong to the same cluster, the cannot-link constraint as-
serting that two given instances cannot be in the same cluster or the constraint on
the size of the cluster.
• Semi-supervised classification: It is the extension to the supervised classification
setting. It deals with k labelled instances {i(m), t(m)}km=1 and d unlabelled instances
{i(j)}k+dj=k+1. Unlabelled instances are assumed to be more abundant than the
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labelled ones, d  k. In this perspective, the goal is to train a classifier on
the partially labelled instances that outperforms the one trained solely on labelled
instances (Zhu and Goldberg, 2009). There is also another semi-supervised setting
concerned with the regression with labelled and unlabelled instances. The setting
is performed in the same fashion as the semi-supervised classification. This thesis
focusses on the semi-supervised classification.
2.1.4 Transductive and inductive semi-supervised learning
Practically, there are two slightly different forms of semi-supervised learning known as
inductive and transductive semi-supervised learning (Zhu and Goldberg, 2009; Chapelle,
Scholkopf, and Zien, 2009). The inductive paradigm operates in the same way as the
supervised learning algorithm. Its main goal is to predict the labels of future instances, in
other words, the generalisation on unseen data. Since semi-supervised learning involves
both labelled and unlabelled instances, the transductive paradigm aims at predicting labels
on the unlabelled instances in the training data.
• Inductive semi-supervised learning: Given labelled instances {i(m), t(m)}km=1 and
unlabelled instances {i(k)}k+dj=k+1, the inductive learning aims at learning a mapping
function g : I 7→ T in a way that g generalises well even on the future instances
beyond {i(k)}k+dj=k+1, in the same way as the supervised learning approach.
• Transductive learning: Given respectively labelled and unlabelled instances {i(m), t(m)}km=1,
{i(k)}k+dj=k+1, transductive learning learns the mapping function g : Ik+d 7→ T k+d
such that g makes better predictions on unlabelled instances {i(k)}k+dj=k+1. The
mapping is only defined on training data and is not required to generalise beyond
this.
2.1.5 Self-training model
The key strategy behind this method is that it utilises its predictions to train itself, hence
the self-training name. This kind of learning can be either inductive or transductive
depending on the nature of the mapping function one is concerned with.
Given a set of labelled instances Ψ = {i(m), t(m)}km=1 and unlabelled instances Ω =
{i(k)}k+dj=k+1, the self-training algorithm learns a mapping function g from labelled in-
stances Ψ using a supervised learning algorithm. The learned function g is then utilised
to make predictions on unlabelled instances Ω. A subset φ of unlabelled instances whose
predictions have the highest probability of membership are removed from unlabelled in-
stances and added to the labelled instances together with their predicted labels to increase
the size of the training instances. The self-training model is re-trained and the whole pro-
cess repeats again for a number of times.
2.2 Deep neural networks
DNNs are a class of machine learning algorithms originally inspired from the human brain
(Rosenblatt, 1957; Widrow and Lehr, 1990; Rumelhart, Hinton, and Williams, 1985).
They consist of a sequence of layers connected one to another whose components are
processing units referred to as neurons. There are three categories of layers – input layer,
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hidden layers, and output layer. The data is fed through the input layer and processed
across hidden layers up to the output layer. The hidden and output layers are referred to as
computation-performing layers (Aggarwal, 2018). However, the computations associated
with hidden layers are not observed by the user (Nordhausen, 2009), hence the name
hidden layers. For multilayer neural networks also known as feed-forward neural networks,
layers are fully connected. Neurons between adjacent layers are fully pairwise linked.
However, there is no connection between neurons within a layer (Agatonovic-Kustrin and
Beresford, 2000). Each neuron receives the information from the previous layer, processes
it, and sends the integrated information to neurons of the subsequent layer. The outcome
from the output layer is the model prediction. A neural network with a single hidden layer
is called a shallow neural network. The one with many hidden layers is referred to as a
DNN.
DNN models involve three major components – data, parameters, and hyper-parameters.
The data consists of the inputs and their corresponding observed values. The parameters
are internal configuration variables to be learned by the model and they are required when
making predictions. The hyper-parameters are external configuration variables set by the
user. They help with the learning process to estimate the model parameters. Training
a DNN model involves estimating a large number of parameters. There is no analytical
solution for the weights. Hence, the model has to learn a set of parameters which allows
for the minimisation of the error between observed and predicted values. Weights are
randomly initialised and optimised through an iterative process. As a result, the learning
process occurs through changing the parameters to allow the model improvement in future
iterations.
The training process comprises two main phases, forward and backward propagation.
Forward propagation is concerned with the computation of the predicted values (model
predictions). Backward propagation or simply back propagation is the most commonly
used technique when training DNNs. It was introduced in 1986 by and is still the gold
standard in training DNNs models. It utilises the chain rule approach to propagate back
the errors from the output layer to the input layer, hence the name back propagation.
Its main purpose is to compute the gradients of the cost/error function with respect
to the model parameters. These gradients show how changing the model parameters
changes the cost function. In other words, they assess the correctness of the model
parameters in response to predicted values. The cost function is the result of small errors
accumulated throughout layers due to misspecification of the model parameters. For the
sake of parameter correction, an optimisation algorithm is used to update parameters in
the direction which minimises the cost function. Adjusting parameters over time refines
the computed function so that it yields more accurate predictions.
This section describes the mathematical formulation behind DNNs. The rest of this sec-
tion is organised as follows: To lay the groundwork for further understanding of DNNs, the
logistic regression model is viewed as a neural network with a single neuron. Mathematical
formulations are then generalised to multiple neurons in DNNs. The cost function and
some common activation functions are introduced. The section concludes by describing
the mathematics behind back propagation.
2.2.1 Logistic Regression as a neural network with a single neuron
The logistic regression model is one of the supervised learning algorithms used when the
model output is binary, either 1 or 0 depending on whether the character of interest is
reflected or not. It aims at categorising the input vector in one of the two categories
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Figure 2.1: The neuron receives inputs in (n = 1, 2, . . . ,N) from
other neurons scaled by their corresponding weights γn. It computes
the weighted sum s by adding a bias term c to their sum. An activation
function g(·) is used to capture the non-linearity and send the output
activation a to other neurons.
by assessing the probability of being categorised in the correct class. More precisely,
the model prediction is a single probability. A decision is made by setting a threshold,
usually 0.5. The model output is expected to be close to 1 if the character of interest is
present and 0 otherwise. As a result, if the model output is beyond the threshold, the
input vector is categorised in the class 1, otherwise 0. An artificial neuron involves three
major processes (a) receiving the information, (b) processing it, (c) and sending out the
processed information. Figure 2.1 summarises the three activities performed within a
neuron.
Let (i, t) be a pair of input vector and its corresponding observed value, where i ∈ RN and
t ∈ [0, 1]. The aim here is to classify the input vector in one of the two categories. The
neuron receives the vector entries scaled with their corresponding weights and computes




γnin + c, (2.1)
where γn is the weight that links the nth element of the vector to the neuron and c is
known as the bias term. The parameters γ and c are used to control the model output.
The weights are scaling factors that quantify the contribution of the vector elements to
the predicted value whilst the bias shift the activation by adding a constant c to the input
weighted sum. The relation (2.1) is vectorised as follows:
s = γT i+ c, (2.2)
where γT ∈ RN is a row vector whose components γn are individual weights associated
with the components in of the vector i.
Since one is interested in the probabilities, the output s of the linear function is not
appropriate. Hence, the sigmoid non-linear function is used to transform the output of
the linear function into probability. The model prediction is given by:
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a = g(s) =
1
1 + e−(γT i+c)
. (2.3)
GivenM training examples/vectors together with their observed values, their correspond-
ing predicted values can be computed one after another using the same computations as
described above. The input weighted sum associated with the mth training example is
given by:
s(m) = γT i(m) + c. (2.4)
The computations done above process a single training example at a time. Instead of
repeating the same scenariosM times, it is worth performing all computations at once by
stacking together all input vectors into a matrix I whose columns are training examples.
Its corresponding predictions are a vector A whose entries are individual predictions. This
process is called vectorisation, it aims at using vectors and matrices wherever possible
and tailored to speed up computations. This property is very important especially in deep
learning where one deals with large amount of data and many parameters. The vectorised
version corresponding to (2.4) is defined as follows:
S = γT I + c, (2.5)
where I is a matrix whose columns are training samples and S ∈ RM is a row vector
whose entries are defined in (2.4), and c is a row vector whose entries all equal to c.
The predictions associated with (2.5) are given by:
A = g(S) =
1
1 + e−(γT I+c)
, (2.6)
where A ∈ RM is a row vector whose entries are individual predictions given by (2.3). All
the computations performed above correspond to a single neuron. The following section
generalises the same computations to all neurons within a layer. The main aim of this
section is to compute the model predictions via a DNN forward propagation.
2.2.2 DNN forward propagation
A DNN is a neural network with many layers. Neurons of consecutive layers are fully
connected. However, neurons within the same layer are not connected. The information
is processed from the input layer to the output layer. The output of each layer is the
input to the next layer. This process is referred to as the forward propagation. Its main
objective is to compute the network predictions. Figure 2.2 displays the architecture of a
DNN.
Let a[h−1]k , γ
[h]
jk , and c
[h]
j denote respectively the output activation associated with the kth
neuron in layer h− 1, the weight linking the kth neuron from layer h− 1 to the jth neuron
in layer h and the bias corresponding to the jth neuron in layer h. The input weighted
sum to the jth neuron is defined as follows:
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Figure 2.2: DNN architecture where [i1, . . . , iN ] is the input vector,
γ
[h+1]
jk is the weight linking the k
th neuron from layer h to the jth neuron
in layer h+ 1, c[h+1]j is the bias term corresponding to the jth neuron in














where K is the number of neurons in layer h− 1. The summation over k means that
the input to the jth neuron in layer h is the sum of individual output activations of all
neurons in layer h− 1 scaled by the weights linking them to the jth neuron in layer h plus
the bias term related to the jth neuron in layer h.
The expression above is a sum of linear functions. The output of any sequence of linear
operations can be written as the output of a single linear operation, and thus stacking
linear layers on top of one another is not expected to give an improvement over what
a single layer can do. Linear functions are also limited in the range of phenomena they
can capture. To incorporate non-linearity, the output of the linear function is fed in the
non-linear function. As a result, the output activation function corresponding to neuron






















where g(·) is a non-linear function.
Rather than process each neuron individually, all the information coming from all neurons
in layer h− 1 to all neurons in layer h can be performed at once. For all neurons K, the
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vectorised form of (2.7) is written as follows:
s[h] = γ [h]a[h−1] + c[h], (2.9)
where γ [h] is a matrix of weights whose row entries are weights linking the K neurons
from layer h− 1 to a single neuron in layer h, s[h] is a vector whose entries are individual
neuron input weighted sum in layer h, a[h−1] the neuron output activations associated
with theK neurons in layer h− 1, and c[h] is vector whose entries correspond to individual
neuron biases in layer h. The output activations associated with all neurons in layer h







γ [h]a[h−1] + c[h]
)
, (2.10)
where a[h] is a vector whose components are neuron individual output activations from
layer h. These operations can be vectorised for computational efficiency as described
in the previous section to process all training examples at once. Deep learning litera-
ture encompasses a number of activation functions. The following section highlights the
commonly used ones.
2.2.3 Activation functions
When building a neural network, one of the choices to make is what kind of activation
function to use across hidden layers and at the output layer. However, a number of
activation functions are used in practice. The key feature for an activation function is for
it to be differentiable. The following are some of the activation functions encountered in
deep learning literature:
Sigmoid, a = 1/(1 + e−s), hyperbolic tangent, defined as a = (es − e−s)/(es + e−s).
The main downside of both activations is that when the value of s is either large or small
the gradient is close to zero. This substantially slows down the optimisation algorithm.
One of the most used activation function in deep learning is the rectified linear unit
commonly known as ReLU (Nair and Hinton, 2010; Glorot, Bordes, and Bengio, 2011)
defined as a = max(0, s). One disadvantage of the ReLU is that its gradient is zero
when s is negative. There is another modified version called Leaky ReLU (Xu et al.,
2015) which overcomes this drawback. Instead of taking the gradient of zero when s is
negative, it takes a small value that enables the gradient not to be zero. Its mathematical
form looks like a = max(0.01s, s). The advantages of both ReLU/Leaky ReLU is that
the gradient is positive and this accelerates the learning process.
Necessary tools to compute the model predictions are so far covered. Nevertheless, one
needs to know how well the model is doing when compared to the observed values. The
next section derives the cost function tailored to evaluate the error between the predicted
and observed values.
2.2.4 Derivation of the cost function
To assess how well the predicted values are getting closer to the observed values each time
the model is exposed to data, an error function known as the loss function is computed
to measure the discrepancy between each predicted value and its corresponding observed
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value. The cost function is referred to as the average loss from all predicted values.
This section derives the binary cross entropy loss utilised when the output of the model
is binary, either 0 or 1. Let t and t̂ be respectively the observed and predicted values
associated with a training example i. The probability that i belongs to class 1 is given
by:
Pr (t = 1|i) = t̂. (2.11)
Conversely, since probabilities sum to one, the probability that the same i belongs to class
0 is given by:
Pr (t = 0|i) = 1− t̂. (2.12)
Both cases can be summarised in the following single equation:
Pr(t|i) = t̂t (1− t̂)1−t .
Applying the natural logarithm function on both sides yields:
logPr(t|i) = t log t̂+ (1− t) log (1− t̂) ,
= −L(t̂, t). (2.13)
The expression above is the negative of the loss function. The loss function L(t̂, t)
assesses the discrepancy between the predicted value t̂ and the observed value t for a





the loss function associated
with the mth training example is yielded by:
L(t̂(m), t(m)) = −
[





When training examples are independently and identically distributed, the probability as-
sociated with all training labels is the product of the probabilities of all training examples.




Since predicted values are desired to be closer to observed values, the maximum likelihood
estimation is carried out to find parameters which maximise the probability of the training
examples being in the correct class. However, maximising the probability is the same as
maximising the log of the probability. As a result, using (2.13), the equation (2.15) can
be simplified to




Chapter 2. Literature review 16
The cost function is an average loss function from all training examples. Maximising the
log of the probability leads to minimising the cost function. The training aims at finding
the parameters γ and c which minimise the overall cost function defined as follows:













where t̂ = a[h] = g
(
γ [h]a[h−1] + c[h]
)
is the output activation in the last layer.
In response to the cost function, the model may need to be refined by adjusting param-
eters. The next section introduces the back propagation process used to compute the
gradients of the cost function in order to update the parameters in the direction which
minimises the cost function.
2.2.5 DNN back propagation
The main goal of this section is to compute the derivatives of the cost function with respect








. To achieve this, an intermediate quantity δ[h]j
referred to as the error emanating from the neuron j in layer h is introduced. The rate
of change of the cost function with respect to the parameters is then expressed in terms
of the error term δ[h]j .
The expression of the error term in layer h: This section computes the error originating
from layer h in the neural network. Computations are generalised from a single neuron j
to all neurons J in layer for the sake of vectorised implementations. Let the error related









By means of the chain rule the relation above can be re-expressed in terms of the partial


































where K is the number of neurons in layer h. After expanding the summation on the
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The relation (2.20) expresses a component-wise error. The errors resulting from all neu-
rons in layer h can be stacked together in a single vector for the sake of vectorisation.





where δ[h] is a vector whose components are error terms δ[h]j from individual neurons.
It is worth mentioning that, if h is the final layer, the expression of the error term is
given by (2.21). Otherwise, its corresponding error will be expressed in terms the error
from subsequent layers since back propagation sends the error from the last to the first
layer. As a result, the following section establishes the expression of the error term across
hidden layers.
Error propagation between consecutive layers: The error in a given layer is the result
of accumulated errors throughout previous layers. Subsequently, during back propagation,
the error is propagated layer to layer starting at the last layer. This section applies the
chain rule technique to establish the relationship between errors of two consecutive layers.
The error in layer h+ 1 is given by the derivative of the cost function with respect to the









Applying the chain rule to the relation (2.18) to incorporate the term s(h+1)k conveying






































































After expanding (2.25) and differentiating, all terms become zero except one where j′ = j.
Subsequently, the expression above reduces to:

















After plugging (2.26) into (2.24), the error term corresponding to the jth neuron in layer


















It is noticeable that in the forward computations, the summation is over the second index
of γkj , simply meaning that the neuron k in layer h+ 1 receives the input weighted sum
of all neuron output activations from layer h as input. In the backward process, the
summation is over the first index, this simply notifies that an error that occurs in neuron
j in layer h affects all the neurons in layer h+ 1 to which the neuron j sends connections.
In other words when back propagating the error, the neuron j in layer h receives all errors
from the K neurons in layer h+ 1.














is the transpose of the weight matrix associated with layer h+ 1, δ(h+1)
is a vector whose components δ[h+1]j are error terms originating from individual neurons
in layer h+ 1, and s[h] is a vector whose components are input weighted sum s[h]j for
each neuron in layer h.





δ(h+1) can intuitively be considered as moving the error backward from layer h+ 1 to





moves the error backward through the output activation associated with layer
h and producing the error δ[h] within the input weighted sum to layer h.
The relation (2.28) yields the expression of the error term across hidden layers. The
following section utilises respectively the expression of the error term in the final layer
and across hidden layers to respectively compute the gradient of the cost function with
respect to parameters in the final and hidden layers.
The gradient of the cost function with respect to any parameter in the network:
This section makes use of the error term introduced in the previous section to compute
the rate of change of the cost function with respect to weights or biases. By means of the
chain rule, the rate of change of the cost function with respect to bias c[h]j corresponding

















Chapter 2. Literature review 19






















This expression shows that the error corresponding to neuron j in layer h, is absolutely
the same as the rate of change of the cost function with respect to the bias of the same




By using the chain rule, the rate of change of the cost function with respect to the weight
γ
[h]

















After expanding further the summation on the right hand side of (2.29) and differentiating,










The rate of change of the cost function due to the weight γ [h]jk is the product of input
activation to the weight and the neuron output error term induced by the same weight.




If h is the final layer, the gradient of the cost function with respect to biases and weights
are respectively given by (2.31) and (2.34). Across hidden layers, the error term is given
by (2.28). As a result, the gradients of the cost function with respect to biases and

























DNNs considered so far take vectors as an inputs and utilise fully connected layers to
summarise these input vectors and compute their corresponding predicted values. How-
ever, not only do fully connected layers use many parameters which make the model hard
to train, but also in case of images, breaking an image into a vector of pixels can lead to
the loss of certain neighbourhood properties. The next section introduces CNNs. They
are a variant of DNNs which take 2-D input feature maps. They utilise convolutional
operations and shared weights to summarise the input feature maps into vectors of fea-
ture representations. CNNs will be used later on in the application chapters to summarise
images into vectors of feature representations before applying some fully connected layers
to compute the predicted values.
2.3 Convolutional networks
CNNs are quite similar to ordinary neural networks and still follow the same process
developed previously. Their inputs are 2-D (grayscale) or 3-D (RGB) images. They
enable the use of convolutional operations. Weights are also arranged into 2-D or 3-
D accordingly and referred to as filters/kernels. During the training, the model learns
filters which detect some features rather that individual weights. Convolutions allow an
efficient implementation of the forward propagation and a remarkable decrease of the
number of parameters in the network. A CNN can be viewed as a sequence of connected
layers. Each one transforms a volume of activations into another via a differentiable
function. CNNs are good at learning abstractions or representations (Bengio, 2012a).
Early layers might be learning edges, next layers some object’s parts and later layers
even more complex objects. There are three main categories of layers in convolutional
networks – convolutional, pooling, and fully connected layers. The convolutional and fully
connected layers have parameters to learn while pooling does not.
The convolution operation used in the deep learning literature does not match perfectly its
definition in other fields such as engineering and pure mathematics (Goodfellow, Bengio,
and Courville, 2016). Most of the deep learning libraries implement the cross-correlation
which performs the dot product between the elements of the filter and the spatial location
it overlaps without flipping the kernel. In deep learning the cross-correlation is referred
to as a convolution.
2.3.1 Mathematical formulation of cross-correlation and convolution
Given a 2-D image Γ and a 2-D filter F of size f1× f2, the cross-correlation (Goodfellow,
Bengio, and Courville, 2016) is formulated as follows:






The cross-correlation slides the filter along the image dimensions and computes the dot
product between the elements of the filter and the ones of the local position of the input
feature map it overlaps.
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The convolution corresponding to the same image Γ and the same filter F is obtained
by flipping the filer F both horizontally and vertically (Kim and Casper, 2013) before
correlating:






Both cross-correlation and convolution operations are demonstrated in the examples be-
low. The first matrix is referred to as the filter and the second as a spatial location of
the input feature map overlapped by the filter.
Cross-correlation:
k b ga e m
n u l
⊗
1 2 34 5 6
7 8 9
 = k.1 + b.2 + g.3 + a.4 + e.5 +m.6 + n.7 + u.8 + l.9
The cross-correlation computes the component-wise dot product between the elements
of the two matrices in the usual way.
Convolution:
k b ga e m
n u l
 ∗
1 2 34 5 6
7 8 9
 =
 l u nm e a
g b k
⊗
1 2 34 5 6
7 8 9

= l.1 + u.2 + n.3 +m.4 + e.5 + a.6 + g.7 + b.8 + k.9
Originally a convolution is performed by computing an inverted dot product between the
elements of the kernel and the spatial location it overlaps. This means that the process
starts off by the last element of the last row in the kernel and move from right to left
whereas it starts off by the first element of the first row in the input feature map and
move from left to right (first case in the above expression). However, the same result
can be achieved by flipping the kernel horizontally and vertically before performing the
cross-correlation operation (second case in the relation above).
It is worth mentioning that when training a convolutional network, if kernels are flipped
before performing the forward pass, during back propagation, the δ’s matrices are also
flipped in the same way when updating the weights. If kernels are not flipped before
performing the forward pass, only weights are flipped when performing the convolution
to send the errors to the previous layer. It is noticeable that flipping horizontally and
vertically simply means rotating the kernel weights by 180 degrees.
In terms of practical aspects, one can decide to compute either convolution or cross-
correlation and the learning algorithm will learn the appropriate filter weights for the
appropriate operation (Goodfellow, Bengio, and Courville, 2016). Most deep learning
frameworks implement the cross-correlation as formulated in (2.37) and refer to it as a
convolution. The same formulation is adopted for the rest of this section.
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Convolution for RGB and grayscale images:
Let Γ ∈ Rh×w×D be an RGB image, F ∈ Rf1×f2×D a filter of weights , and c ∈ R the
bias term. The corresponding convolution is defined as follows (T. Bolger et al., 2012;
Lan et al., 2017; Ji et al., 2010):







F(p,q,d)Γ(x+p,y+q,z+d) + c, (2.39)
where (x, y, z) denotes the 3-D coordinate of a pixel in an RGB image Γ and (p, q, d) the
3-D coordinate of a weight in the 3D filter F .
For grayscale images, where the number of channels is D = 1, the expression above
simplifies to:





F(p,q)Γ(x+p,y+q) + c. (2.40)
The subsequent sections only focus on the grayscale image case.
2.3.2 CNN forward propagation
In the forward process, a filter of weights is slid along the dimensions of the input feature
map. At each location, a dot product between the elements of the filter and those of
the input feature map it overlaps is computed. The resulting number represents a single
pixel in the output feature map. The same process is repeated until all pixels of the
input feature map are covered. The process ends up producing a 2-D feature map which
yields the responses of the filter at each spatial position. The parameters associated
with a convolutional layer are learnable filters. In the training process, the model will
learn filters which activate some features such as edges, shapes and complex objects.
However, utilising different filters to detect multiple features ends up outputting different
2-D feature maps which can be stacked into a single 3-D feature map. By convention,
the feature map and filter are required to have the same number of channels.
The main advantage of using a convolutional layer over a fully connected layer is that it
has a relatively small number of parameters. Hence, it is less prone to over-fitting. The
reasons behind this are:
1. Parameter sharing: a low level feature detector (such as edge detector) or high level
feature detector (such as object detector) which is useful in the region of an image
can probably be useful in the other region of the same image. This means that a
filter designed to detect a particular feature can be applied to different locations of
the input feature map.
2. Local/sparsity connection: each point in the output feature map is only connected
to a small location rather that the whole input feature map. In other words, each
point in the output feature map is a linear combination of neighbouring points in
the input feature map weighted by the filter weights.
3. Translation invariance: convolutional layers have the ability of preserving the im-
age’s identity or category despite changes in some specifics such as position or
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appearance. An image is still recognised and assigned to the same category no
matter some transformations such as rotation, shift, grayscaled, etc.























where (x, y) is the coordinate of a pixel in the input feature map a[h−1](x+p,y+q) and (p, q)
the coordinate of a weight in the filter γ [h](p,q). The summations over p and q show that
any entry in the output depends on each weight entry in the filter.
s
[h]
(x,y) is a linear combination of the inputs. As a result, a non-linear function is applied
to incorporate the non-linearity. The mostly used activation function in the convolutional






















where g(·) is the ReLU activation function.
The relations (2.41) and (2.42) can be used to make the prediction from any layer of the
network.
Each time the convolution operator is applied, the image shrinks. For an image of size
h×w convolved with an f1× f2 filter, the size of the output image is given by (h− f1 +
1)× (w− f2 + 1). Pixels in the corners of the input feature map are used much less in
the output feature map compared to pixels in the middle. Thus, some useful pieces of
information are thrown away. To avoid both scenarios, the zero-padding strategy is used.
By convention, it adds some zero-pixels all around the image, enabling the control of the
size of the output feature map.
Strided convolutions: The stride is the number of steps moved when convolving the
image with the filter. For a h×w image convolved with an f1× f2 filter, with padding p
and stride r, the image output size is bh+2p−f1r + 1c × b
w+2p−f2
r + 1c. In case that the
fraction is not an integer, the floor notation rounds it down to the nearest integer. This
means that computations are only performed if the filter lies entirely within the image.
Even though it is possible to design reliable networks using only convolutional layers, most
of neural network architectures comprise some pooling and fully connected layers.
Pooling layer: CNNs also make use of pooling layers which allow the decrease of the
image size and subsequently the amount of parameters which leads to over-fitting. It
speeds up computations and makes feature detectors more robust. The most common
pooling layers are max pooling and averaging pooling. To apply max pooling an image
is broken into different regions. The output from each region is the maximum in that
region referred to as the winning unit.
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The idea behind what max pooling is doing is that, if one considers regions as a set of
features, a large number in the region represents a particular feature associated with that
region. Hence, it deserves to be preserved in the output feature map.
Another type of pooling layer that is sometimes used in CNNs is average pooling. The
process is the same as max pooling the only difference is that instead of considering
the max in the given location, an average associated with all values in that location is
considered.
The interesting property of a pooling layer is that it has some hyper-parameters such as the
filter size and the stride. However, those hyper-parameters are fixed once either manually
or by cross-validation. There are no parameters to learn during back propagation. The
common choices of these parameters are (f = 2, r = 2) which divides the height and
the width of the image by 2, and the so-called overlapping pooling where (f = 3, r = 2).
Max pooling does not use padding and keeps the number of channels unchanged. The
result of a max pooling layer applied to a h×w×D image is bh−fr + 1c×b
w−f
r + 1c×D.
Though, there are no parameters to learn during back propagation, the error is propagated
back through the pooling layer. In case of the max pooling, the error is assigned to the
winning unit. Otherwise, for the average pooling, the error is divided by all entries of the
pooling block and each one receives an equal number. CNNs end by putting the outputs
of the convolutional layers through some fully connected layers.
2.3.3 CNN back propagation
The CNN back propagation applies the same formulations as the standard neural network.
The key difference is that, in the forward propagation of CNNs, each pixel in the input
feature map (layer h) only impacts a small number of pixels in the output feature map
(layer h+ 1). As a result, when back propagating, the error associated with a particular
pixel in layer h + 1 is only propagated back to neighbouring pixels in layer h which
contributed to its computation in the forward pass. Since filters of weights are used, their
corresponding error terms δ are also matrices with the same dimensions. Their entries
are individual error terms originating in a pairwise fashion from individual weights within
the filter. Updating filters implies updating its individual weights. Hence, the prime goal
of this section is to compute the gradients of the cost function with respect to individual
weights within a filter and biases.
The rate of change of the cost function due to a weight in the filter: This section
concerns with computing the gradient of the cost function ∂E∂γ(p′,q′) , referred to as the
measurement which assesses how changing the weight γ(p′,q′) in the filter changes the
cost function.
In the forward propagation, each weight in the filter contributes to the dot product
between the elements of the filter and the location of the input feature map it overlaps.
This means that the weight γ(p′,q′) in the filter influences each element in the output
feature map. The rate of change of the cost function due to the weight γ(p′,q′) in the
filter is computed by means of the chain rule as follows:

































































After expanding the summations on the right hand side and differentiating, all the com-











After substituting (2.45) in (2.43), the gradient of the cost function with respect to any























. The two summations in the expression (2.46) originate from the
weights sharing property. They put together all gradients corresponding to all outputs in
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The gradient of the cost function with respect to the bias term in layer h is exactly equal
to the error term.
If h is the final layer, the expressions (2.47) and (2.49) respectively determine the gra-
dients of the cost function with respect to the weights and biases. Otherwise, the error
corresponding to the hidden layer h depends on the error from subsequent layers. Hence,
the next section establishes the relationship between errors from consecutive layers.
Error propagation from layer h+ 1 to h : The main target is to express the error in





in terms of the error of the subsequent layer. It can be noticed
that changing a pixel value in the input feature map only affects a few elements in the
output feature map. In other words, it only changes a small region π of the output feature
map.
By means of the chain rule, the rate of change of the cost function E due to the change




































where (x′, y′) denotes the coordinate of a pixel in the region π within the feature map in






















































After expanding the dual summation on the right hand side and differentiating, all terms






. As a result,
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Plugging back (2.52) into (2.50), the rate of change of the cost function due to changing






















From x′ + p = x and y′ + q = y, it can be deduced that p = x− x′ and q = y − y′.






















It is required to flip (rotate by 180 degrees) the filter weights when sending errors to




























































(x,y) is a set of filters whose weights connects the elements from layer h to h + 1.
Intuitively, convolving γ [h+1](x,y) with δ
[h+1]
(x′,y′) can be thought of sending the error backward







propagate the error back through the output activation related
to layer h and yielding the error δ[h](x,y) in the input weighted sum of layer h.
After replacing δ[h](x,y) by its expression in (2.47) and (2.49), the gradients of the cost





































Preceding sections have covered the building blocks of a neural network architecture. The
next section introduces a class of neural networks known as siamese neural networks. They
are popular for tasks involving similarity learning between two objects such as images. To
ensure that a pair of images is transformed in the same way, the siamese network makes
use of two identical sub-networks, with same configuration and shared weights. Parameter
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updating is replicated across the twin sub-networks. The siamese network architecture
will be used in Chapter 4 to computer the matching probability between pairs of individual
images.
2.4 Siamese neural networks
The usual methods such as neural networks and support vector machines used to perform
a discriminative learning require in advance the knowledge of all possible categories as well
as their corresponding training examples. Subsequently, these methods tend to perform
poorly when faced with applications with a great number of categories where only a few
training examples per category are available, or when only a subset of whole categories
is provided. Tackling such kind of applications requires the use of methods that extract
insights from the available data without making use of categories. A common method
is performing a distance-based approach which computes the similarity metric between
features or patterns extracted from objects to be classified or identified. The learned sim-
ilarity metric can later generalise on even unseen categories. The type of neural networks
which deals with this kind of tasks are the so-called siamese networks. They were first
introduced in 1990s for fingerprint identification (Baldi and Chauvin, 1993) and signature
verification (Bromley et al., 1994). Afterwards, they have been used for performing var-
ious tasks such as face verification and recognition (Chopra, Hadsell, and LeCun, 2005;
“Deep face recognition.”), different matching problems ranging from patch matching,
stereo matching and aerial-to-ground image matching (Zagoruyko and Komodakis, 2015;
Zbontar and LeCun, 2015; Lin et al., 2015) and one-shot learning problems (Koch, 2015)
amongst others. A siamese network possesses two twin sub-networks with shared weights.
It is exposed to both alike pairs (with similar objects) and unlike pairs (with different ob-
jects) and computes the similarity between them. The similarity is expected to be closer
to 1 for a pair composed of same objects and closer to 0 otherwise. The similarity is
derived by means of a standard metric or not. This section, highlights most common
similarity metrics and different ways the similarity is computed from the model.
2.4.1 Common distance metrics for similarity assessment
Similarity measures are metrics used to quantify how much two objects are alike. The sim-
ilarity score usually lies between 0 and 1. As a result, two identical objects are deemed to
have a similarity of 1 and two completely different objects have 0 similarity. The similarity
is the core component of algorithms such as recommendations systems, clustering, classi-
fication, and image retrieval. The similarity and the distance are two opposite quantities.
The smaller the distance between two candidates, the higher the degree of similarity.
This section introduces some common distance metrics amongst others encountered in
the machine learning literature. Some of these will be used to compute different distances
metrics used to predict the matching probability between individual images in Chapter 4.
a) Euclidean distance: is the most common distance metric. It produces the length
of the path between two objects. The Euclidean distance between two vectors vr
and vs in m-dimensional space is defined as follows:
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b) Manhattan distance: expressed distance in terms of the sum of the absolute
values between data points of two instances. The Manhattan distance between two
m-dimensional vectors, is given by:




c) Minkowski distance: is a generalisation of the Euclidean and the Manhattan
distance. The Minkowski distance between two vectors in m-dimensional space is
yielded by:
d(vr,vs)MK = ||vr − vs||α =
m∑
k=1
[|vrk − vsk|α]1/α ,
where α denotes the order of the Minkowski metric. Though the expression above
is defined for any α > 0, only special cases where α = 1,2, and ∞ are encountered
in practice. α = 1 denotes the Manhattan distance also called L1-norm, α = 2 the
Euclidean distance also called L2-norm, and α =∞ corresponds to the Chebyshev
distance also known as the Lmax-norm.
d) Cosine similarity: the core idea behind cosine similarity is the dot product also
known as the inner product. It computes the normalised inner product between
two vectors that is the value of the cosine of the angle between them. The cosine
similarity between two vectors is defined as follows:












The cosine judgement is based on orientation rather than the magnitude. Hence,
two vectors with identical orientation have a cosine similarity of 1 no matter their
magnitude, orthogonal vectors have 0 cosine similarity, and diametrically opposed
vectors have -1 cosine similarity. However, cosine similarity is usually used in the
positive space where the output lies in the interval of 0 and 1.
The next section utilises some of the similarity metrics introduced in this section to
compute the similarity between two images in the siamese network. Since images are
higher dimensional objects, they are first reduced to feature-vector representations via a
CNN. Extracted features are used to compute the similarity.
2.4.2 Siamese networks for learning the similarity between two objects
The input to the siamese network is a pair of objects to be compared. A siamese neural
network utilises two convolutional sub-networks with shared weights to summarise a pair of
objects into vectors of feature representations. Feature vectors are then compared using
some standard distance metric. A siamese network encompasses two main properties
(Koch, 2015):
a) Prediction consistency: shared weights guarantee that two images from the same
object are mapped to the same receptor field in the feature space since both sub-
networks compute the same function.
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b) Symmetry: The joining layer computes the same metric inconsequential the twin
network that processes the image.
Some approaches are observed when dealing with siamese networks such as learning the
similarity metric from the data, inducing the distance metric from learned features, and
learning the similarity without a distance metric.
2.4.3 Similarity metric learned from the data
The core idea behind this perspective is finding a function which maps the input space
into target space such that the distance between a pair of objects in input space is
approximated by a simple distance (like Euclidean distance) in the target space (Chopra,
Hadsell, and LeCun, 2005). Given a differential function gγ(i) parametrised by γ, one is
required to find the shared parameter γ so that the similarity metric sγ = ||gγ(i(1))−
gγ(i(2))|| is minimised if (i(1), i(2)) is a similar pair and large otherwise. gγ(i(1)) and
gγ(i(2)) are higher level feature vector representations. The corresponding training loss
function is the so-called contrastive loss (Chopra, Hadsell, and LeCun, 2005) defined as
follows:













where t is a binary target which is either 0 if both objects are similar or 1 if different.
(i(1), i(2), t)k denotes the kth sample made of a pair of objects and their corresponding
label. Ls and Ld are respectively partial loss function for alike pair (similar objects) and
unlike pair (different objects). The loss function is designed in a way that minimising it
result in the decrease of Ls and an increase of Ld.
2.4.4 Induced metric from learned features
This approach focusses on learning features representations and induces the distance met-
ric from them later on. A standard neural network architecture which is replicated across
the twins of the siamese network is used to extract most salient feature representations
from raw pixels. A standard metric such as the Euclidean distance, the Manhattan dis-
tance or the cosine similarity is utilised to compute the similarity score between extracted
features. Expressing similarity as a probability may be easier to interpret than if it is
expressed as a score. Rather than computing the similarity score via a metric, an element-
wise metric is performed on feature vectors to obtain a single vector of the same length as
the original feature vectors. Sometimes, a normalisation layer such as mean-normalisation,
L2-normalisation or max-normalisation (where each component in the feature vector is
divided by the maximum) is performed before computing an element-wise metric (Taig-
man et al., 2014). Operations like element-wise dot product (Zagoruyko and Komodakis,
2015) or absolute value of element-wise difference between feature vectors (Koch, 2015)
are used to compute the merge layer. The probability of the similarity is computed via a
sigmoidal function either directly after the merge layer or after a fully connected neural
network.
The output of the sigmoid function is a probability. Hence, the corresponding objective
function is the binary cross-entropy loss defined as follows:


























The back propagation algorithm is used to learn the weights that minimise the loss
function above. Since weights are shared in the siamese network, the parameter updating
is mirrored across the twin networks.
2.4.5 Similarity learned from the data
This approach focusses on learning the similarity between objects without involving any
standard distance metric. The key idea behind this method is extracting higher-level
visual representations via a CNN. The two feature vectors are then concatenated in one
feature vector whose length is twice long. These vectors are then utilised to train a visual
similarity network whose output is the similarity between original images (Dosovitskiy
et al., 2015; Zbontar and LeCun, 2015; Han et al., 2015). Standard metrics are deemed
to be independent from the data at hand and hence might not be conveying the non-
linear inner structure of visual representations (Garcia and Vogiatzis, 2017). Training
deep learning models is challenging. It requires some experimentations and strategies.
The next section introduces some of these challenges.
2.5 Challenges in deep learning models
This section highlights three common challenges faced when training deep learning models
– under-fitting, over-fitting, and non-convergence issues. Under-fitting occurs when the
algorithm fails to fit the data and over-fitting when it fails to generalise. Sometimes, it
may happen that the optimisation algorithm fails to converge or takes a long time to
reach the minimum. This issue is due to some regions where the gradients are zero or
closer to zero.
2.5.1 Generalisation, capacity, under-fitting and over-fitting
What matters more in machine/deep learning is not how the algorithm performs on train-
ing data but how it does the job on previously unseen data. This ability is referred to as
generalisation. During training, an error measure known as the training error is computed
on a training set. The training process tries to decrease it through an optimisation pro-
cess. What makes machine learning different from optimisation is that the generalisation
error is also required to be small. The model generalisation is assessed by its performance
on a test set which is an unobserved input data drawn separately from the training set.
However, the training and test datasets are expected to come from the same underlying
distribution to be able to relate the training error to the test error.
Factors assessing how good a model performs are its ability to make the training error
and the gap between it and the test error small. These factors are related to two main
challenges faced in machine/deep learning, known as under-fitting and over-fitting. The
under-fitting issue happens when the model does not have the ability to get a sufficiently
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small training error (high bias). Over-fitting occurs when the model fails to generalise,
the gap between the training and test error is too high (high variance). Both cases can
be controlled by altering the model capacity. Roughly speaking, the model capacity is the
ability of fitting a wide range of functions. Models with low capacity are likely to under-fit,
they struggle to fit the training set. Models with high capacity are likely to over-fit, they
memorise the training set properties and fail to generalise. In general, models perform
better when their capacity is proportional to the complexity of the task at hand and the
amount of data provided. This means that, models with low capacity are not able to
perform complex tasks and models with high capacity may over-fit when their capacity
exceeds the task at hand.
2.5.2 Local optima, plateaus and saddle points
It used to be believed that the optimisation process of deep learning models gets stuck in
the local minima (T. Bolger et al., 2012; Gori and Tesi, 1992). However the understanding
of the local minima has changed through the advanced theory of the deep learning. When
training a neural network most points with zero gradients in cost function are not local
minima but saddle points instead (Dauphin et al., 2014; Choromanska et al., 2014). The
intuition is that when the gradient is zero in each direction there is either a convex-like
function where in all directions curves bend upwards or concave-like function where all
curves bend downwards. In high dimensional space, it is more likely to get regions where
some directions bend upwards and others downwards (saddle point) rather than have all
directions bending downwards (local minimum). Saddle points are surrounded by plateaus
where gradients are zero or closer to zero. Since the surface is almost flat when gradient
is small, it substantially slows down the learning process and gives an illusory impression
of the existence of the local minima. That is where the optimisation algorithms like
momentum, RMSProp and Adam designed to speed up the learning process intervene.
However, neural networks are complex optimisation problems. The understanding of their
representations in the high dimensional space is still an area of research.
Different approaches are carried out to overcome the over-fitting issues in practice. The
next section highlights the strategies used to avoid over-fitting when training deep learning
models to enhance the model performance.
2.6 Regularisation
Various definitions of regularisation are encountered in machine learning literature. In tra-
ditional machine learning and optimisation, the term regularisation refers to the penalty
term added to the loss function (Bishop and Others, 1995). Recently, Goodfellow, Ben-
gio, and Courville (2016) defined regularisation as any modification introduced into the
learning algorithm intended to decrease the generalisation error but not its training error.
Kukačka, Golkov, and Cremers (2017) refer to regularisation as any strategy aiming at
improving the model generalisation. This section introduces commonly used strategies
to regularise bigger networks – norm penalties designed to reduce the complexity of the
model, dropout referred to as ensemble model strategy to enhance the performance, data
augmentation to account the limitation of training data, and early stopping to avoid
over-fitting.
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2.6.1 Norm penalties
Norm penalties add an extra term to the standard cost function to constrain the weights
to remain relatively small. The regularised cost function takes the following form:
E(γ, c) = E(γ, c) + λR(γ), (2.60)
where E(γ, c) is the standard cost function and λR(γ) is the regularisation term weighted
by λ. R(γ) is either L2 or L1 norm and λ is a hyper-parameter which controls the
contribution of the regularisation term to the standard cost function.
2.6.2 Dropout
Dropout is a powerful technique used when regularising bigger networks introduced by
Srivastava et al. (2014). For each training example, some neurons are randomly removed
from the network as well as their incoming and outgoing connections via a certain proba-
bility p. Dropout is viewed as sampling and evaluating reduced networks from the whole
network at training time. Each training example is trained on a diminished network whose
neurons survived dropout. All reduced networks share weights extensively.
At test time, it is practically impossible to average predictions from all reduced networks.
However, there is a way to use a single model that approximates the resulting model from
all reduced models without using dropout at test time. The core idea is to scale down by
multiplying by p at test time all the weights from a neuron trained with a probability p.
This guarantees that, at a given layer, the output under dropout and the actual value at
test time are the same. By means of this scaling process, all reduced models are combined
into a single one referred to as an approximate averaging model at test time.
DNNs generalise well when they are trained on enough data. However, sometimes the
amount of data is limited. Data augmentation technique can be used to generate new
images from the original ones to augment the dataset size and avoid over-fitting issue.
2.6.3 Data augmentation
Deep learning models are known to require large amount of data for good performance.
They involve a large number of parameters which in turn requires more data to get
adjusted. More data helps diagnose the over-fitting issue, but data is not always available.
The most commonly used technique in computer vision is data augmentation. Data
augmentation is a strategy used to generated more images referred to as artificial images
from the original data. This technique is mostly used in computer vision to (a) reduce the
over-fitting problem by generating more data, (b) not allow the image to appear exactly
the same throughout the training process. This strategy seems to be straightforward
for some task like object classification. Operations like translation, rotation, mirroring,
colour shifting (Krizhevsky, Sutskever, and Hinton, 2012), random cropping, shearing
images can be effective and improve the model performance (Goodfellow, Bengio, and
Courville, 2016). However, one has to care about transformations which can change the
correct class. Practically, two forms of data augmentation are observed:
1. Off-line data augmentation: This kind of data augmentation is performed before
feeding images to the model and saved on the disk. It is the best option when
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dealing with a small dataset. It allows the increase of the dataset size by a factor
relatively equal to the number of transformations performed.
2. Data augmentation on-the-fly also know as online data augmentation: This
option of data augmentation seems to be suitable for relatively bigger dataset. To
work around the massive increase in size, the augmentation is done on mini-batches
before feeding them into the model during the training.
Over-fitting can also be avoided by stopping the learning process once the model has
stopped improving. This is the most used regularising form known as early stopping.
2.6.4 Early stopping
Bigger networks with large number of parameters commonly suffer from over-fitting prob-
lems. Their training error decreases gradually over time but their validation error decreases
for a while and at some point begins to worsen again. One can get reliable models with
low validation error by taking into account the parameters at the point in time with
minimised validation error. The optimisation process is performed until the validation
error has stopped improving for a while rather than waiting the algorithm to reach the
minimum. Each time the validation error decreases, either the parameters or the model
with parameters of the current state is saved. The last saved state is considered for the
best model.
Early stopping is probably the most commonly used regulariser (Caruana, Lawrence, and
Giles, 2001; Prechelt, 1998; Bengio, 2012b; Mahsereci et al., 2017) in deep learning due
to its effectiveness and simplicity. It runs the gradient descent at once, there is no need
trying many values of parameters and the regularization hyper-parameters.
2.6.5 Batch normalisation
DNNs are hard to train due to the change of inputs distribution associated with each
layer. It requires the layers to progressively adapt to the new distribution, since each layer
inputs are influenced by parameters of previous layers. This implies that, a little change of
parameters in the preceding layers affects all succeeding layers. It slows down the learning
process by requiring lower learning rates as well as the careful parameter initialisation.
There is a technique called batch normalisation (Ioffe and Szegedy, 2015) or simply batch
norm designed to overcome this issue.
When training a model such as a logistic regression, normalising the input data, that is,
transforming linearly the input data to have the mean zero and unit variance, can enhance
the speed of the learning algorithm (LeCun et al., 1998). It enables an efficient model
parameter learning.
DNNs do not only have input data but also activations which are inputs associated with
different hidden layers. Normalising each layer inputs makes values more stable, speeds
up the learning process and makes it easier on the later layers (Ioffe and Szegedy, 2015).
Batch norm ensures that the distribution of the non-linearity inputs remains more stable
throughout the network. This is done by fixing the mean and variance of layer inputs. It
allows the use of higher learning rates without caring about the divergence issue. Given
the intermediate value s[h](m) related to the mth training example at layer h, batch norm
is implemented as follows:











is the mean over the mini-batch (mini-batches are small
batches whose number of examples is less than the total number of training examples.
They are used to compute the error and update the model parameters) of size l. Its






. ε is a small value
added for numerical stability to avoid dividing by zero in case σ2 would be zero.
Normalising the input of each layer can result in changing what a layer can represent
(Ioffe and Szegedy, 2015). To ensure that the transformation introduced in the network
is an identity transformation, a pair of parameters λ[h], η[h] is introduced to scale and
shift the normalised value for each activation.
s̄[h](m) = λ[h]ŝ[h](m) + η[h], (2.62)
where λ[h] and η[h] are parameters to be updated through back propagation. They are
used to control the value of s̄[h](m).
By stacking together the l training examples in the mini-batch, the vectorised form of
(2.62) is defined as follows:
S̄[h] = λ[h]Ŝ[h] + η[h]. (2.63)
Batch normalisation has a slight regularisation effect since activations are scaled by the
mean and variance computed on a mini-batch rather than the entire training set. However,
enlarging the size of the mini-batch reduces this effect.
During the training process, batch norm processes the data by one mini-batch at a time.
However, at test time one wants to make predictions from the network. Theoretically,
the entire training set could be run to estimate µ and σ2. Practically, what is done is to
implement an exponential moving average by keeping track of mean and variance seen
on mini-batches at training time and use the latest values to roughly estimate the mean
and variance at test time.
With deep learning models, the learning occurs through the process of changing the model
parameters over time in the direction which minimises the cost function. The parameters
are updated via an optimisation algorithm. A number of optimisers have been suggested in
the deep learning literature. Some of them seem to work better for various architectures.
However, experimenting with them is still advisable. The next section highlights the most
common optimisers. Their key role is to update the model parameters to enable the
learning process.
2.7 Optimisation algorithms
Applying machine learning is an iterative process where one tries different methods before
picking one that performs better. As a result, the speed with which models can be trained
is key. Training deep learning models is quite slow when applied to big data, due to the
large numbers of parameters in these models. Having quick and good algorithms can
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readily speed up the training process as well as the efficiency. This section highlights the
gradient descent and its variants as well as the most common optimisation algorithms
which seem to work better for various architectures.
2.7.1 Gradient descent and its variants
Intuitively, the gradient descent can be thought about as a challenge of going downhill
following the steepest path. The shortest direction seems to be the one following the
steepest slope of the hill. Starting at the initial point, one can feel the slope of the hill
below his feet and steps down the direction that feels steepest. This process is iteratively
repeated until one reaches downhill where the slope is zero or closer to zero.
The slope of a function is referred to as the instantaneous rate of change of the function
at a given point. Mathematically, this is the derivative of the function at that point. The
gradient is the generalisation of a slope when a function takes on a vector of slopes in
different directions. To minimise the cost function, its gradients are computed through
back propagation and the parameters are iteratively updated in the negative direction of
the gradients.
Batch gradient descent processes the whole training set before making each small step.
However, one can get a faster learning algorithm by letting the gradient descent start
making progress before finishing to process the entire training examples. This can be
done by updating the gradients after each mini-batch.
When the mini-batch size is equal to the size of the entire training set, it ends up being a
batch gradient descent. When it is one, each training example is a mini-batch at its own,
it leads to another algorithm called stochastic gradient descent. The difference between
batch gradient descent, mini-batch gradient descent, and stochastic gradient descent is
in the number of training examples used to perform one update step.
Practically, using batch gradient descent with large amount of data is too slow since
it updates parameters after processing the entire training set. The stochastic gradient
descent loses the vectorisation property since only one training example is processed at
time. As a result, the mini-batch gradient descent is practically preferred. It encompasses
vectorised implementations and updates parameters progressively. Due to the layout and
access of the computer memory, computations are usually fast if the mini-batch size is
the power of 2. Usual mini-batch sizes are between 32 and 512. If n is the current epoch,
the parameters for the next epoch are updated as follows:
θn+1 = θn − α∇θ, (2.64)
where α is the learning rate, θ are the model parametesr either the weights γ or the
biases c, and ∇θ = ∂E∂θ is the gradient of the cost function with respect to the model
parameters.
In deep learning literature, there are other optimisation algorithms which seem to perform
better than the mini-batch gradient descent. They use an algorithm called exponentially
weighted moving average.
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2.7.2 Gradient descent with momentum or momentum
The standard gradient descent takes a lot of oscillations which slow down the convergence
process to the minimum. Using a larger learning rate may even end up overshooting and
diverging from the minimum. This prevents the use of a larger learning rate. The gradient
descent with momentum (Sutskever et al., 2013; Qian, 1999) seems to work faster than
the usual gradient descent. It allows the gradients to move towards the minimum rather
than oscillate all along. It also allows the use of larger learning rate to speed up the
learning process. The core idea is to store the exponentially moving average of the
gradients computed on preceding mini-batches in the variable V and use them to update
parameters on current mini-batch rather than the actual gradients. V can be thought of
as a velocity of a ball rolling downhill, building up speed (and momentum) according to
the direction of the gradient of the hill. Implementations are defined as follows
Vn = βVn−1 + (1− β)∇θ, (2.65)
where Vn is the moving average associated with the gradients dθ, and β is the parameter
that controls the exponentially moving average. It is referred to as a kind of velocity
that pushes the gradients in the right direction. If n is the current epoch, the parameters
corresponding to the next epoch are updated as follows:
θn+1 = θn − αVn, (2.66)
where α is the learning rate.
2.7.3 RMSProp
Another algorithm which can speed up the gradient descent is Root Mean Squared Prop
(RMSprob) introduced by Tieleman and Hinton. It aims at damping off the oscillations
which slow down the gradients. It speeds up the gradients in the direction towards the
minimum and enables the use of larger learning rate. RMSProp stores the exponentially
moving average of the gradient squared computed on previous mini-batches and use them
to update parameters on the current mini-batch.
Wn = βWn−1 + (1− β)∇2θ. (2.67)
The parameter β plays the same role of speeding up the gradients in the direction towards
the minimum. Wn is the exponentially moving average associated with the past gradients
squared.
The parameters are updated as follow:




where α is the learning rate. For numerical stability an ε term is added to the denominator
to avoid dividing by zero in case Wn should be zero. Another algorithm which seems to
work even better in most of the cases in computer vision is Adam optimisation algorithm.
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2.7.4 Adam optimisation algorithm
Adam optimisation algorithm (Kingma and Ba, 2014; Anonymous, 2018) combines both
the momentum and RMSProp properties. In addition to storing the exponentially moving
average of the gradients and their squared, it computes the bias correction associated
with them and use the results to update parameters on the current mini-batch. The










where Vn andWn are respectively the bias correction related to the gradients and gradients
squared.
The parameters are updated as follows:




where α is the learning rate hyper-parameter. The authors of the Adam algorithm pro-
posed the values of β1 and β2 to be 0.9 and 0.999 respectively, and 10−8 for ε (Kingma
and Ba, 2014).
In machine learning literature, a number of model evaluation metrics are encountered.
The next section mentions some metrics used to assess the classification and regression
models. They will be invoked when evaluating the application models in chapter 3 and 4.
2.8 Model assessment
2.8.1 Model evaluation procedures
When training a model, the interest is not in the performance on the training dataset but in
generalisation on unobserved samples. Training and testing a model on the same dataset
results in complex model which over-fits the data and does not necessary generalise on
unseen dataset. In the practice, two common evaluation procedures are encountered –
training/validation split and k-fold validation (Fushiki, 2011)
1. Splitting the dataset into training and validation/test datasets: To get the sense of
how the model is gaining the capability of generalisation, the model is trained on
training dataset but evaluated on a different dataset. This procedure yields a good
estimate of holdout sample performance. This procedure is handy and commonly
used due to its simplicity, speed, and flexibility.
2. K-fold cross-validation: This procedure splits the dataset into K train/validation
subsets. Each time the model is trained on K-1 subsets and validated on the
remaining one. This procedure mostly results in good estimate of holdout sample
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performance. However, its computational time is K times slower than the train/test
split strategy.
This thesis adopts the train and validation/test split approach since deep learning models
are computationally intensive. This section highlights some commonly used metrics for
classification and regression models. They will be used to assess the performance of the
models fitted in the applications chapters.
2.8.2 Metrics for classification models
Let D, t(i), and t̂(i) be respectively a set of instances, the observed and predicted value
associated with an instance i where t(i) and t̂(i) are binary, either 0 (negative class) or
1 (positive class).






I [t̂(i) = t(i)] , (2.72)
where I [·] is and indicator function which is 1 if the expression [·] holds, otherwise
0.




i∈D I [t̂(i) = t(i) = 1]∑
i∈D I [t(i) = 1]
(2.73)




i∈D I [t̂(i) = t(i) = 0]∑
i∈D I [t(i) = 0]
. (2.74)
4. The precision is the proportion of the number of positive instances correctly pre-
dicted over the number of instances predicted positive.
precision =
∑
i∈D I [t̂(i) = t(i) = 1]∑
i∈D I [t̂(i) = 1]
(2.75)
5. F1 represents the weighted average of precision and recall.
F1 score = 2× (recall× precision)/(recall+ precision). (2.76)
6. The area under the receiver operating characteristic (ROC) curve shortly denoted
as AUC (Bradley, 1997; Provost et al., 1998) represents the discriminative ability of
correctly distinguishing between classes. It can be viewed as the proportion of the
unity squared area, its value always lies between zero and one. The perfect model
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would have an AUC of 1 and the worst an AUC of 0. If a model does not achieve
an AUC greater than 0.5, it performs no better than random guessing.
2.8.3 Metrics for regression model
In regression models, the sum of the squares total (SST) evaluates the difference between
data points and the data mean. The sum of square errors (SSE) assesses the difference
between the data points and the model predictions. The difference between SST and
SSE gives the model improvement over the mean model prediction (Saunders, Russell,
and Crabb, 2012), which always outputs the data mean as prediction.
1. Dividing the distance between SST and SSE gives the coefficient of determination
also known as R-squared (R2). It is a statistical measure used to assess the goodness
of the regression model (Chen, 2002; Saunders, Russell, and Crabb, 2012). Its
mathematical formulation is given by
R2 = 1− SSESST . (2.77)
R2 value lies between 0 and 1. A model with R2 = 0 does not perform better than
the mean model while R2 = 1 denotes a model with perfect predictions.
2. Dividing the SSE by the number of data points gives the mean squared error (MSE).
The intersection over union (IoU) also called the Jaccard index is the commonly used
metric to assess the similarity between two shapes (Rezatofighi et al., 2019). The IoU
encodes the shape properties of the objects under comparison into the region property and
produces a normalised measure that focusses on their areas. This property makes the IoU
invariant to the scale of the problem under consideration. Due to this important feature,
all performance measures used to evaluate computer vision tasks such as detection (Lin
et al., 2014), segmentation (Cordts et al., 2016; Zhou et al., 2017), and tracking (Kristan
et al., 2017) rely on this metric. If A and B are shapes, the IoU is defined as follows:






Automated detection of bounding
boxes in images
The main objective of this thesis is to build a machine learning algorithm to automate
the HBW and WLT individual identification task based on the shape of HBW fin and
special marks, and unique spot on the WLT back. However, for some images, the salient
or informative object (toad or whale) only occupies a small space in the image, Figure 3.1
displays example images of this category. This causes the spots on the WLT’s back and
the shape of HBW fin and special marks to not be clearly visible while they are the key
feature for animal individuals. Thus, extracting the entire salient object in the images
is crucial for the identification task in this thesis. Though it is possible to crop tens to
hundreds of images manually, cropping thousands of images is tiresome, time-consuming,
and needs some automation.
When it comes the task of detecting and localising the object of interest in the images,
computer vision algorithms rely on CNNs and bounding boxes (Rahman et al., 2019). For
image processing, the bounding box is referred to as coordinates of a rectangular border
which entirely encloses a digital image on bi-dimensional background. The bounding box
is the core component of computer vision object detection algorithms such as Region-
based Convolutional Neural Network algorithm (Girshick, 2015; Ren et al., 2015) and You
Only Look Once referred to as the YOLO algorithm (Redmon et al., 2016). The inputs
to a bounding box model are pairs of images and the bounding box data associated with
the salient object in the images. The bounding box data (Girshick et al., 2014) are the
coordinates (x, y,w,h), where (x, y) are the coordinates of the upper-left corner of the
bounding box, w and h are respectively the width and the height of the salient object in
the image. The four numbers corresponding to the bounding box data suffice to define
the coordinates associated with the four corners of the bounding box.
The objective of this chapter is to build a convolutional neural network to automate the
detection and localisation of the salient object in the images. Localised salient objects will
be extracted by cropping images around them. In this thesis, the task of detecting and
localising the salient object in images using the bounding box is referred to as bounding
box detection. Generating the bounding box data manually is challenging. To solve
this task, a semi-automated algorithm which utilises image thresholding and binarization
(Chaki, Shaikh, and Saeed, 2014; Gatos, Ntirogiannis, and Pratikakis, 2009) to create the
bounding box data is implemented. This algorithm involves a threshold. It is impossible
to choose a threshold which can be used to accurately crop all images at once, hence
this algorithm is semi-automated. The generated bounding box data are used to train a
CNN for bounding box regression. The model outputs four numbers estimating the four
numbers defining the bounding box data. The model is trained taking into account some
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Figure 3.1: Example of images whose salient object only occupies a
small space in the image
or a combination of concepts such as data augmentation, data replication, and cyclic
learning rate. For the rest, this chapter describes the data, the methods used to generate
the bounding box data and train the model, and concludes with the presentation and
discussion of the model results.
3.1 Data
3.1.1 HBW dataset
The data consists of 25,361 images originally collected by different institutions across the
globe and uploaded to the Happywhale platform with the aim of identifying individual
marine mammals. Some of the images are coloured (RGB) and others grayscale, and differ
in terms of size and resolution. All the images are taken at the sea, their backgrounds do
not differ too much.
3.1.2 WLT dataset
This dataset comprises of almost two thousand images collected by citizen scientists in
South Africa. They were either uploaded to iSpot , a citizen science project that collects
images or sent to the WLT project, a conservation project staffed by volunteers. All the
images are coloured but different in terms of size and resolution. Images of this dataset
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have different background. The majority has a white background. The following group
of images have a black background. The remaining are taken in the gardens, inside the
box, and elsewhere.
3.2 Methods
3.2.1 Method used to obtain bounding boxes for training data
In some images, the salient objects only occupy a small space. Cropping them not only
makes the key features which are spots on the WLT’s back and the shape of HBW fin and
special marks more visible but also speeds up computations by limiting the processing to
the salient objects rather than the whole images.
(a) Semi-automated algorithm:
Cropping images usually involves edge/outline detection. The pixel intensity in the image
ranges from 0 to 255. A pixel with 0 intensity is black and the one with 255 is white. As a
result, pixels whose intensities are closer to 0 tend to be black and the ones closer to 255
white. The main target here is to extract the salient object from the background. This
is done by assigning to the background pixels of the same intensity. If the background
is black, the salient object will be white or vice versa. The semi-automated algorithm is
implemented as follows:
1. The image is converted into the grayscale mode.
2. The grayscaled image is then thresholded and binarized (Chaki, Shaikh, and Saeed,
2014; Gatos, Ntirogiannis, and Pratikakis, 2009) by assigning an intensity of 255
to pixels whose intensity is beyond the threshold and 0 for pixel intensity beneath
the threshold.
After image binarization, one of the following three scenarios is observed.
1. If the threshold set is the correct one, the outlines of the background and the object
of interest will be separated, one will be black and the other white, as shown by
BINARIZED IMAGE in Figure 3.2. The salient object is assumed to be bigger than
other objects in the image. Its corresponding outline is extracted by considering the
longer outline among the outlines of all outlined objects in the image. The extreme
points: the leftmost, rightmost, topmost, and bottommost along the outline of the
salient object are used to set the bounding box as shown by EXTREME POINTS
and BOUNDING BOX images in Figure 3.2.
2. If a part of the object of interest has the same colour as the background, this
part will be cut out. For this case, setting a bounding box around the object of
interest separated from the background results in extracting only a piece of the
salient object.
3. If the background pixel intensity is the same as the salient object, the algorithm
completely fails to separate the salient object outline from the background. As a
result, the algorithm returns the outline of the whole image as the bounding box.
This case is likely observed when the background and the salient object look alike.
(b) Generating the HBWs and WLTs bounding box data:
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Figure 3.2: RAW IMAGE is the original image before any manipulation.
BINARIZED IMAGE is obtained after thresholding and turning pixels to be
either white or black. EXTREME POINTS are the topmost, bottommost,
leftmost, and rightmost points along the outline of the salient object in
the image. BOUNDING BOX is a rectangle localising the salient object
in the image defined using extreme points.
The application of the semi-automated algorithm to the HBWs and WLTs results in the
three scenarios discussed above. For each threshold set manually by the user, some
images are accurately cropped and others are not. The ones that are accurately cropped
can be referred to as easy examples and the remaining hard examples for this threshold.
However, some images can be easy for one threshold and hard for another or vice versa.
It is not possible to choose a single threshold which can be used to accurately crop all
images at once. Hence, this algorithm is semi-automated rather than fully automated.
The bounding box data (Girshick et al., 2014) is defined by the four numbers (x, y,w,h),
where (x, y) are the coordinates of the upper-left corner of the bounding box, w and h are
respectively the width and the height of the animal in the image. Starting with the upper-
left corner of the bounding box and following the clockwise direction, the coordinates
associated with the four corners can be defined as follows: (x, y), (x+w, y), (x+w, y+
h) and (x, y+ h).
1. HBWs bounding box data: For the HBW dataset, a threshold of 120 was used
for all images. Images were saved with a bounding box set around the HBW tail
in the image for the sake of manual selection. 4,962 images whose HBW tails
were accurately located by the bounding box were selected and divided into three
categories, 4,000 images for training, 700 images for validation and 262 images for
testing.
2. WLTs bounding box data: The WLT dataset was relatively small. To obtain up
to a thousand of bounding box images, three different thresholds were used. Each
time, images were saved with a bounding box set around the WLT in the image
to facilitate the manual check. With a threshold of 140 the algorithm accurately
Chapter 3. Automated detection of bounding boxes in images 45
cropped 595 images. Then 320 images were selected with a threshold of 100.
Finally, a threshold of 70 was used and the algorithm cropped 283 images. It is
worth noting that each time the algorithm was applied to the remaining images. In
total, 1,195 images were selected and 1,000 images were used for training, 131 for
validation, and the remaining for testing.
It is noteworthy mentioning the following:
(a) For both HBW and WLT datasets, only a subset of the whole dataset was cropped.
The selected images are used to train a CNN which will be used to crop the remaining im-
ages including the hard images which were not accurately cropped by the semi-automated
algorithm.
(b) Besides the training, validation, and test datasets, two samples of 53 HBW and 28
WLT hard example images which were not accurately cropped by the semi-automated
algorithm are selected. They bounding boxes are manually generated. These samples are
used to assess how the model performs on hard example images.
(c) For WLT dataset, a slightly high threshold was suitable for images with a white back-
ground and a slightly low threshold was convenient for images with a black background.
For the HBW dataset, since all images were taken at the sea, the background was not
that much different for many images. As a result, with a single threshold, the algorithm
managed to accurately crop many images at once compared to WLT dataset.
3.2.2 Method used to train the CNN for bounding box regression
(a) Model architecture:
The model used a CNN employing 6 convolutional blocks followed by two fully connected
layers. The inspiration behind the architecture construction was drawn from VGG16
(Simonyan and Zisserman, 2014b) architecture. Each convolutional block is a stack of
3 convolutional layers. Each convolutional layer utilises 64 filters with a kernel size of 3.
Down-sampling was directly performed via a 2×2 convolution with stride 2. This strategy
has been used by He et al. (2016a). The batch normalisation and dropout were applied
after each convolutional block. These two techniques are reported to avoid the over-
fitting issue (Ioffe and Szegedy, 2015; Srivastava et al., 2014). Intuitively, to be able to
capture the coordinates associated with the top-left, top-right, bottom-left and bottom-
right corners of the bounding box, after convolutional blocks, max pooling was performed
separately on rows and columns and the results were concatenated. The ReLU non-linear
activation (Nair and Hinton, 2010) was used across hidden layers. This activation function
only activates positive features. It converts negative features to zero, which makes the
network sparse and easy to train efficiently. The fully connected layers had 16 nodes and
4 nodes respectively. The output layer used a linear activation function and 4 nodes as
the outputs of the model are 4 numbers estimating 4 numbers defining the bounding box
data. Several architectures were tried consisting of 4, 7 or 8 convolutional blocks, using
64-256 filters with the kernel size between 3 and 5, with and without dropout. The final
architecture was selected based on the lowest validation mean squared error (MSE) loss.
(b) Hyper-parameters:
The model was trained using the cyclic learning rate. According to Smith (2015), this
strategy eliminates the need for tuning the learning rate. Rather than using a fixed
learning rate, this technique fixes the upper and lower bounds and cycles the learning
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rate between them a number of times referred to as the number of cycles. After a cycle
length which is the number of iterations (epochs) allocated to each cycle, the model
continues to train with its current weights, but it resets the value of the learning rate
to the maximum to start off a new cycle. The model repeats the same scenario until
it finishes the number of cycles. For this application, the maximum learning rate was
0.032 and the minimum 0.002. The learning rate was reduced by a factor of 0.25 each
time no improvement is made over 3 epochs. When the learning rate is reduced down to
the minimum, the model computed the remaining epochs of the current cycle using the
minimum learning rate. The number of cycles was 3 with a cycle length of 100 epochs
for each one. The training was stopped by means of early stopping if no improvement
is made over 10 epochs. The dropout rate was set to 0.2 in the convolutional layers
and 0.5 in the fully connected layers. The weights were initialised according to He et al.
(2015) initialisation rule. The Adam (Kingma and Ba, 2014) optimising algorithm was
used to update the model parameters. An experimentation with different values for the
dropout rate between 0.1 and 0.5 was carried out. Various bounds for the cyclic learning
rate between 0.0001 and 0.1 were tried. Some of these values led to higher training MSE
loss and others to lower training MSE loss but higher validation MSE loss. Different
optimisation algorithms like SGD with and without momentum (Sutskever et al., 2013)
and RMSprop (“RMSprop Gradient Optimization”) were also tried. The final values were
chosen on the basis of lower validation MSE loss.
(b) Variance normalisation:
Batch normalisation (Ioffe and Szegedy, 2015) and dropout (Srivastava et al., 2014)
are both powerful concepts when training deep learning models. However, using both
concepts at the same time needs some attention. Performing batch normalisation after
dropout slightly reduces the model performance (Li et al., 2018). During training, dropout
randomly zeros some results but rescales up the rest to keep the overall average. As a
result, it does not preserve the output variance during training and when undertaking
inference (Li et al., 2018)
The behaviour of batch normalisation also differs from training and inference phases. At
training time, batch normalisation is carried out on mini-batches. Simultaneously, the
moving average of the mean and variance are computed. During inference, the moving
average is referred to as the sample estimation. Nevertheless, the moving average is not
the right estimate of the variance since dropout behaviour has altered the variance (Li
et al., 2018).
As a workaround, one of the solutions suggested is recomputing the moving average of
the mean and variance without dropout by maintaining other layers fixed. Only layers
comprising of batch normalisation are re-run. The performance is expected to be slightly
better.
3.2.3 Data manipulations
(a) Data replication and augmentation:
Data augmentation was used to increase the number of images seen by the model during
training. This has been shown to reduce over-fitting (Mikołajczyk and Grochowski, 2018;
Taylor and Nitschke, 2017). Images were augmented via an affine transformation (Perez
and Wang, 2017) which composed rotation, shearing, zooming, and shifting. The rotation
range was between -5 and +5 degrees, the shear range was between -5 and +5, the image
height or width was randomly zoomed within a range of 0.9 and 1.0. Either the image
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Figure 3.3: The red bounding box is the original bounding box. The
blue is the recomputed bounding box once the image has been rotated by
10 degrees anti-clockwise.
height or width was shifted by a factor of 0.01× height or width. Some informal trial-
and-error experimentation was used to select these parameters. However, the rotation
and shear range were kept relatively small to avoid getting a HBW tail position which is
unlikely to occur since in almost HBW images the HBW tail is in the horizontal position.
It is worth mentioning that the same values were used for both datasets.
(b) Images resizing and normalisation:
Images were resized via an affine transformation which transformed a rectangular area
of the original images to a square area of 128 × 128 pixels. Images were centred,
compressed to the mean ratio and grayscaled. The transformed image was annotated with
the transformed bounding box. In Figure 3.3, the red line shows the original bounding
box whilst the blue is the recomputed bounding box after a rotation of 5 degrees anti-
clockwise. Image pixels were normalised to zero mean and unit variance to speed up the
learning process (LeCun et al., 1998). During the validation phase, the data augmentation
was skipped since the validation set is required to reflect the real data. Images are only
compressed to the mean ratio, resized, normalised to zero mean and unit variance, and
grayscaled. The left image in Figure 3.4 was transformed for the validation phase and
the right for the training phase.
3.2.4 Models
This section describes models fitted for both HBW and WLT datasets.
(a) HBW models:
Three models were trained using the same architecture, the same 4,000 original images
and they were validated over 700 images.
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Figure 3.4: Both images are grayscaled, compressed to the mean ratio,
resized, normalised and annotated with the transformed bounding box
via an affine transformation. Additionally, the right image is randomly
transformed through online data augmentation. The right image is utilised
during training and the left during the validation phase.
1. The first model referred to as W1 in Table 3.1 utilised 4 augmented versions of
each original image, with data augmentation done online (Section 2.6.3). As a
result, this model augmented four times the size of the training dataset.
2. The second model named W2 in Table 3.1 applied online data augmentation to
transform the original images so that an image does not appear the same throughout
the training process. However, it did not augment the size of the training dataset.
3. The last model referred to as W3, was solely trained on the original images. Im-
ages were not transformed, they appeared the same throughout the entire training
process.
(b) WLT models:
Two models were fitted using 1,000 original images and validated them using 131 im-
ages. Each model utilised 16 augmented versions of each image, with data augmentation
performed online. Their results are summarised in Table 3.2.
1. The first model referred to as T1 in Table 3.2 was trained from scratch by randomly
initialising weights and optimising them through an iterative process during training.
2. The last model named T2 in Table 3.2 applied the transfer learning technique
(Tan et al., 2018). This case experimented if the model can utilise the knowledge
gained from localising the HBW tail in the photograph, to localise the WLT in the
photograph. This was motivated by the fact that CNNs learn more generic features
in the earlier layers and deal with complex objects in later layers (Bengio, 2012a).
As a result, to be able to leverage the low-level and mid-level features learned
from HBWs and generalise on WLTs, the weights in all 4 convolutional layers are
initialised to the values obtained using the best HBWs model. Weights in the first
convolutional layers are not estimated, they are held fixed at these values. Weights
in the final two convolutional layers are estimated. In other words, they fine-tuned
from these initial values.
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3.2.5 Model assessment
The models were assessed by the means of the mean squared error (MSE) loss, the coeffi-
cient of determination R-squared (R2), and the intersection over union (see section 2.9.3).
The MSE was computed between original bounding box data values (xi, yi,wi,hi)Ni=1 and
estimated values (x̂i, ŷi, ŵi, ĥi)Ni=1, where N is the number of validation images. For this
case, R2 gives the proportion of model prediction improvement compared to the mean
model which approximates each validation bounding box data values using the mean val-
ues of the validation dataset (x̄, ȳ, w̄, h̄), where x̄ = 1N
∑N
i=1 xi, etc. The intersection
over union gives the ratio of the overlapping area of the ground truth bounding box
and the predicted bounding box to the total area. The IoU of two perfectly overlapped
bounding boxes is 1 and 0 if there is no overlap.
3.2.6 Software, libraries and computational resources
Data augmentation and models were implemented using the Python programming lan-
guage and the deep learning framework Keras. The Python data analysis library Pandas
was used to read and manipulate .csv files. Images were loaded and visualised using the
Python Image Library (PIL). An affine transformation function from SciPy, the Python
scientific computing library was used through the transformation of images. Some met-
rics from the scikit-learn library were used to assess the model performance. The South
African Centre of Higher Performance Computing CHPC platform also known as Lengau
cluster was utilised for computational resources. A memory storage of 125 GB was avail-
able and each Python script implementation was submitted as a job in a queue and the
scheduler assigned it to a compute node of 24 cores, 24 CPUs, and 128 GB of mem-
ory. The semi-automated algorithm was implemented locally using Python programming
language and Open Computer Vision library (OpenCV).
3.3 Results
3.3.1 HBW model results
Table 3.1 summarises the ability of various neural network models to detect bounding
boxes in the HBW validation dataset. Models are assessed using the MSE and the coeffi-
cient of determination R2 and the intersection over union IoU. Models are trained using
the cyclic learning rate strategy. Some use online data augmentation and replication to
transform and augment the training images. The best model W1 achieved the inter-
section over union IoU = 0.91 and R2=0.94 over a test set consisting of 262 images.
Figure 3.5 displays the bounding box detection ability of the best model, on validation
images and hard examples images drawn from images which were not accurately cropped
by the semi-automated algorithm. The same best model achieved a coefficient of de-
termination R2 = 0.852 on a sample of 53 HBW hard example images which were not
accurately cropped by the semi-automated algorithm.
3.3.2 WLT model results
Table 3.2 summarises the ability of two neural network models to detect bounding boxes
in WLT validation images. Models are assessed using the MSE, R2, and IoU. They are
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Model Ag Re C1 C2 C3 ABN R2 IoU
W1 Yes Yes 19.01 15.42 14.63 14.26 0.914 0.90
W2 Yes No 37.37 19.49 17.41 16.16 0.903 0.88
W3 No No 27.29 25.57 22.89 21.72 0.897 0.87
Table 3.1: Assessment of the ability of various neural networks to detect
bounding boxes on the humpback whales validation dataset. Models are
assessed using the MSE and the coefficient of determination R2. Each
model was trained using the cyclic learning rate with 3 cycles of a cycle
length of 100 epochs each. C1,2,3 columns represent respectively the val-
idation mean squared error (MSE) after the first, second, and third cycle.
ABN column denotes the MSE after recomputing the batch normalisa-
tion. The last column represents the goodness of the model assessed by
the R2 criterion. For each model, R2 is computed for the case of the
lowest MSE (bold number). Ag notifies if the model uses online data
augmentation to transform training images and Re if the model uses aug-
mented versions of the original images to increase the training dataset
size. IoU gives the intersection over union of ground-truth and predicted
bounding box areas
trained using the cyclic learning rate strategy and use data augmentation and replication
to transform the training images and augment the size of the training dataset. The best
model (T2) achieved the IoU = 0.87 and R2= 0.85 over a test set consisting of 64
images. Figure 3.6 shows the bounding box detection ability of the best model, on WLT
validation images and hard images taken from images which were not correctly cropped by
the semi-automated algorithm. The best model achieved the coefficient of determination
R2=0.803 on a sample of 28 WLT hard example images which were not correctly cropped
by the semi-automated algorithm.
Model Ag Re C1 C2 C3 ABN R2 IoU
T1 Yes Yes 31.40 31.32 30.41 32.66 0.823 0.84
T2 Yes Yes 26.71 30.23 27.92 26.56 0.846 0.86
Table 3.2: Assessment of the ability of two neural networks models to
detect bounding boxes on the WLT validation dataset. Models are as-
sessed using the MSE, R2, and IoU. Each model was trained using the
cyclic learning rate with 3 cycles of length of 100 epochs each. C1,2,3
columns represent respectively the MSE after the first, second, and third
cycle. ABN column denotes the MSE after recomputing the batch nor-
malisation. The last column represents the goodness of the model assessed
by the R2 criterion a. R2 is computed only for the case associated with
the lowest MSE (bold numbers). Ag and Re indicate if the model used
data augmentation and augmented versions of the original images. IoU
is the intersection over union of ground-truth and predicted bounding box
areas.
3.4 Discussion of the model results
The coefficient of determination and IoU criteria showed that the best models on HBW
and WLT datasets achieved reliable performance. The coefficient of determination R2 and
IoU of the best model were respectively 0.94 and 0.91 for HBW test set and 0.85 and 0.87
Chapter 3. Automated detection of bounding boxes in images 51
for WLT test set . As shown in Figure 3.5 and Figure 3.6, the neural network models have
been able to reliably estimate the bounding boxes in images for which the semi-automated
algorithm failed to accurately detect and locate the animal in the photograph.
For HBW dataset, the model W1 which utilised online data augmentation and replication
outperformed the remaining models. The model W2 which only used online data aug-
mentation outperformed the last model W3 which did not apply data augmentation. For
the 3 cycles performed, the lowest MSE is observed after the third cycle. Recomputing
batch normalisation without dropout by maintaining other layers fixed slightly lowered
the MSE for all models. For this dataset, data augmentation, replication, recomputing
the batch normalisation, and cycling the learning rate for a number of cycles slightly
contributed to the overall performance of the model.
For the WLT dataset, the fine-tuned model T2 outperformed the model T1 trained from
randomly initialised weights. Recomputing the batch normalisation for the model T1
resulted in slightly higher MSE. For the fine-tuned model, the first cycle achieved the
smallest MSE among the 3 cycles. The same scenario was observed throughout the trials
performed.
It can be observed that models fitted on HBW dataset achieved slightly higher perfor-
mance in terms of MSE and coefficient of determination R2 compared to models trained
on WLTs. It might be due to the fact that models trained on HBWs used 4,000 original
images while ones fitted on western leopard toads only used 1,000 original images. As a
result, improving further the results of these models would require more data. Cycling the
learning rate for a couple of cycles was helpful for models trained from scratch but not
for a fine-tuned model. This seems intuitive since training a DNN from random weights
requires optimising a large amount of parameters through an iterative process. As a re-
sult, the model converges after many iterations. In contrast, a fine-tuned model keeps a
large amount of the parameters fixed and uses them to estimate the remaining ones.
Model usage:
Using the model involves the following 4 steps:
1. Image preprocessing phase: An image passes through an affine transformation that
compresses it to the mean ratio, resizes, normalises, and grayscales it.
2. Bounding box estimation: The model is used to estimate the bounding box on the
transformed image
3. Bounding box in the original image: The inverse of the affine transformation used
to transform the image is used to get the bounding box in the original image.
4. Extraction of the salient object: The salient object inside the bounding box is
cropped and saved as the new image one is interested in.
This chapter has shown that neural network models can reliably detect and locate animals
in the photographs. To save time and effort, the selected models are used to crop the
remaining images and take them to the next step of image matching in the next chapter.
Chapter 3. Automated detection of bounding boxes in images 52
Figure 3.5: Images of the first row are drawn from HBW validation
dataset. The red is the original bounding box and the blue is estimated
by the best model on HBW dataset. Images of the last two rows are
taken from hard examples which were not accurately cropped by the semi-
automated algorithm. The second row refers to images for which the semi-
automated algorithm completely failed to detect the animal in the image
and returned the bounding box of the entire image. The last row concerns
images for which the semi-automated algorithm only cropped a small part
of the salient object. In the last two rows, the red is the bounding box
set by the semi-automated algorithm and the yellow is estimated by the
model.
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Figure 3.6: Images of the first row are taken from WLT validation
dataset. The red is the original bounding box and the blue is estimated
by the best model. Images of the last two rows are taken from hard images
which were not accurately cropped by the semi-automated algorithm. The
yellow bounding boxes are estimated by the best model.
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Chapter 4
Identification of individual animals
from images with a siamese neural
network
4.1 Introduction and study objectives
Individual identification is one of the key tasks performed by ecologists. However, many
of the ecologists are still performing this task manually . For example citizens were used
to categorise 1.2 million camera trap images from Serengeti National Park (Swanson et
al., 2015). Like fingerprints in human beings, some animals in nature are dotted with
individual specific features which set them apart from one another and hence can enable
their identification (Gomez et al., 2016; Beijbom et al., 2016; Körschens, Barz, and
Denzler, 2018). WLTs and HBWs are part of the species dotted with individual-specific
markings. Each WLT individual can be identified by the unique spots on their back.
Each HBW individual can be identified by the shape of their tail fin and special marks.
Though one might be able to manually identify a few individuals from images, processing
thousands of images produced annually is tedious, time consuming and leaves out a huge
amount of data unexploited and underutilised. Hence, to help ecologists automate the
HBW and WLT individual identification, this chapter aims at:
1. Implementing a machine learning algorithm to automate the individual identification
task. This is achieved through individual photo matching based on individual-
specific marks and extracting individual IDs from obtained matches (images of the
same individual). Use the algorithm to individually identify HBWs and WLTs based
on their body-marks.
2. Using the implemented algorithm to test the effectiveness of the semi-supervised
approach on WLTs.
For the remaining, this chapter describes the data, methods used to train and assess
the models, the results from the models and the semi-supervised learning process, and
concludes with a discussion of the results.




The data was originally collected by different research institutions across the globe and
uploaded to the Happywhale platform. It consists of 25,631 images collected from 5,005
unique HBW individuals. The majority of the HBWs has one or two images. 228 indi-
viduals have more than 10 images and the individual with most images has 73 images.
However, among them there is a HBW name referred to as new-whale which comprises
9,664 images. They are individuals appearing only once grouped together under the
new-whale name. The model architecture which will be used to do individual photo
matching needs training on both matched pairs (two images from the same individual)
and unmatched pairs (two images from different individuals). This requires individuals
with at least two images so that each image can appear in both matched and unmatched
pairs during training. After removing individuals with a single image, individuals under
the new-whale name, and images deemed ambiguous, the HBW dataset remained with
2,915 individuals comprising 13,478 images. Figure 4.1 displays 10 image examples drawn
from ambiguous images. This category includes images whose fluke is not visible, two
different HBWs in the same image, images whose underside is not visible or only a small
part of the image is visible, and images whose fluke points downwards. Figure 4.2 displays
the distribution of HBW images from individuals with at least two images.
4.2.2 WLT dataset
This dataset consists of almost two thousand images collected by citizen scientists in
South Africa. They were either uploaded to iSpot, a citizen science project which collects
images or sent to the WLT project, a conservation project staffed by volunteers. This
dataset is much smaller and thus a much harder problem. It is partially labelled. The
labelled part has 164 unique individuals comprising at least two images each, the individual
with most images has 7 images, and all individuals have 430 images. The unlabelled part
comprises of 1,340 images. Figure 4.3 displays the distribution of WLT images from the
labelled portion of the dataset
4.3 Methods
4.3.1 Model architecture
(a) Model architecture for HBW dataset:
The siamese network architecture used (Bromley et al., 1994; Chopra, Hadsell, and LeCun,
2005; Taigman et al., 2014) consisted of two parts, the base network for feature extraction
and the matching network for computing the matching probability between extracted
features. The base network uses a pair of CNNs which share the same parameters to
summarise pairs of images. Practically, rather than keep two copies of the same CNN, only
a single base CNN is used twice to extract feature vectors from both images. However, the
execution time is doubled. The base model is a customer model originally inspired from
deep residual networks referred to as ResNets (He et al., 2016a). ResNet architectures
comprise many stacked residual blocks (He et al., 2016a; He et al., 2016b) each one
expressed as follows: y = F(x,Wi) + h(x), where F(x,Wi) = h(x)− x is the residual
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Figure 4.1: A sample of 10 HBW images selected from the list of
ambiguous images.
mapping to be learned, and h(x) = x is the identity mapping. The core strategy of
ResNets is to learn an additive residual function F referenced to h(x) via an identity
mapping h(x) = x. The process is performed by means of an identity skip connection or
short-cut. It is worth noting that the dimensions of F(x) and x have to match. Figure 4.4a
is the residual block construction and Figure 4.4b is a bottleneck residual module with skip
connection, where 1×1 convolutions are designed to decrease and restore the dimensions
depending on the number of times this 1× 1 convolution is performed. A small number
allows for a decrease of the number of feature maps while a large number allows for an
increase of the number of feature maps. The idea is to allow for the 3×3 convolution to
remain with smaller input/output dimensions in order to reduce the computational cost
but keeping the feature saliency.
The matching network combines image summarises into a similarity measures which can
be used to predict the matching probability. The judgement concerning whether two
images are taken from the same individual is made by setting a threshold probability
beyond which a pair is a match otherwise a non-match. Figure 4.5 shows the diagram
flow of the siamese architecture.
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Figure 4.2: Distribution of HBW images
Figure 4.3: Distribution of WLT images
Base model: The base model is a residual neural network also called ResNet (He et al.,
2016b) constructed taking into account the following ideas: Since the training dataset
seems to be relatively small, the number of model parameters to be learned is kept rela-
tively small. However, the model is made expressive enough. The base model consists of
6 convolutional blocks which process maps with lower and lower resolution (see Table 4.1
for more details), with intermediate pooling layers. The first block utilises a single con-
volutional layer with a kernel size of 9 and a stride of 2. It is followed by a 2 × 2 max
pooling. Due do its higher resolution, it utilises large amounts of memory. As a result,
subsequent layers are designed in a way to save memory. The second block is designed
as a VGGish (Simonyan and Zisserman, 2014b) block with two 3×3 convolutions. These
kind of convolutions are used to save memory since they are less memory intensive than
the next ResNet blocks. The remaining are ResNet like blocks.
It is a common architecture design pattern that the number of filters often increases
with the depth of the model (He et al., 2016a; Simonyan and Zisserman, 2014b). This
scenario can lead to an increase of the model parameters and computations especially
if larger kernel sizes are used. Though a pooling layer can be used to down sample the
height and the width of the feature map by keeping salient features, it does not reduce
the number of feature maps. To be able to control the depth of the network, ResNet
blocks with 1×1 convolutions were used. The key idea about the construction of these
blocks (He et al., 2016a) is the use of a sub-block with 1 × 1 convolution aiming at
reducing the number of feature maps for computational efficiency purpose while retaining
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(a) Building block
(b) Bottleneck residual module
Figure 4.4: Building block and a bottleneck residual module with skip
connection (He et al., 2016a)
Figure 4.5: Siamese network architecture for computing the matching
probability.
the saliency of the feature maps. It follows a 3 × 3 convolution to extend the receptive
field to be able to capture the locally spatial information. Finally, a 1 × 1 convolution
is used to restore the number of feature maps to the original. The result is then added
to the original tensor by means of the skip connection. Each block utilised 4 sub-blocks
and an additional 1 × 1 convolution computed after the pooling layer in the perspective
of increasing the dimension of feature maps (Szegedy et al., 2015; He et al., 2016a).
The Base model ends with a global max pooling layer to make extracted features more
robust.
Matching netwok: The key idea behind this part of the model is to create a number
of distance metrics and pass all of these to some dense layers to decide which, if any,
are predictive of matching images. For each pair of feature vectors (a1,a2) extracted
using the base model the following distance metrics are computed – the sum (a1 + a2),
the absolute difference |a1 − a2|, the difference squared (a1 − a2)2, and the product
(a1a2). The four quantities are concatenated in a single vector and fed into a dense
layer to decide their predictive importance. A sigmoid activation function is used at the
output layer to convert the output into the matching probability.
(b) Model architecture for WLT dataset
The models fitted on WLT dataset used the same architecture as defined above. Only
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Layer name Feature map size 53 - weighted layers
Conv1 384×384
[
9× 9, 64 stride 2




















 1× 1, 1283× 3, 128
1× 1, 128
× 4
Matching network 1× 512 similarity measures, 4-d fc, sigmoid
Table 4.1: Building blocks of the siamese network. The Conv blocks are
used to extract features and the Matching network to match them and
score their matching probability.
one model which fine-tuned a ResNet pre-trained on ImageNet (Deng et al., 2009) made
use of the base of ResNet50 as defined by He et al. (2016a) for feature extraction. The
matching network was kept as described above.
4.3.2 Sampling matched and unmatched pairs
Training a DNN from random weights for a classification task requires a few thousands of
representative samples per class (Russakovsky et al., 2015; Schneider et al., 2019). Given
the datasets at hand, it seems more challenging to train a model which can be able to
learn in most of time from 2 images per individual to classify the HBWs in more than two
and a half thousand categories and WLTs in more than a hundred categories. More than
that, categorising new images whose categories are not part of the training categories
would be a challenge. Thus, the composition of both datasets guided the choice of the
siamese network architecture (Chopra, Hadsell, and LeCun, 2005). Rather than focusing
on recognizing the categories of images, the algorithm is exposed to matched pairs and
unmatched pairs. The model learns to discriminate images from different individuals
and to relate ones from the same individual based on the individual-specific pattern or
markings.
To avoid images from the same individual to appear in both training and validation/test
dataset, unique individuals were divided into two groups, one for the training set and
another for validation/test set. Siamese neural networks accept pairs of images as inputs.
A dataset consisting of all pairs of images from the training dataset was constructed. This
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approach leads to two types of imbalance: (a) Among the p(p− 1)/2 created pairs (where
p is the number of images in the training dataset), there is a large number of unmatched
pairs compared to matched pairs. (b) Individuals with many images appear more often
in created pairs than others. It is due to the imbalance among individuals since they
have different number of images. For example, if an individual comprises of n images,
it appears n(n− 1)/2 times in the matched pairs dataset. If an image appears more
often in the training dataset, the model risks being biased to recognising them instead
of the pattern or individual-specific markings. The other issue is the computational cost
required to process the large number of pairs resulting from the constructed data. Hence,
to overcome these issues, a sampling algorithm was implemented. It sampled an equal
number of matched and unmatched training pairs. Besides that, for each training epoch,
each training image only appears 4 times, twice in matched pairs and the other two in
unmatched pairs. The size of the sampled pairs is twice the number of training images.
The implementation of the sampling algorithm is described below.
Matched pairs:
Given a list L of images from the same individual, the images inside the list L are shuffled
to create another list R in a way that the same image does not appear in the same
position in the list L and R. This is done to avoid having a pair of the same image when
doing an element-wise pairing between images from the list L and R. This procedure
yields a number of random matched pairs where each image only appears twice, once in
the list L and another in the list R. Putting together all pairs from different individuals
yields p matched pairs equal to the number of images in the training dataset.
Unmatched pairs:
Unmatched pairs are created in the same way as matched pairs. All training images are
put in a single list L′, another list R′ of the same images is created by shuffling the
images inside the list R′. However, for this case, an element-wise pairing is only allowed
for images from different individuals. The pairing is performed through the algorithm
described below.
In both datasets, some images from different individuals look alike though they are not
the same. The model can learn to correctly identify look-alike pairs as unmatched pairs
if trained on them as it acquires the ability of discriminating between matched and un-
matched pairs. To be able to choose pairs where the images are similar to one another,
but from different individuals, the current model state was used to get the matching
probability between all pairs of images. The result is a symmetric matrix of similarities. A
linear assignment algorithm was applied to randomly select unmatched pairs, with proba-
bility proportional to their similarity + a constant (η). The constant is used to control the
selection of unmatched pairs. By increasing the value of the constant one can flatten out
the probability so that all pairs are equally likely to be selected. In order to select different
unmatched pairs for consecutive epochs, entries selected in the previous epochs are set
to −∞ in the similarity matrix to tell the linear assignment algorithm to consider other
choices for the next selection. The linear assignment algorithm returns p unmatched pairs
equal to the total number of training images, wherein each image appears only once in
the list L′ and another in the list R′.
(a) HBWs training, validation, and test pairs:
The HBW dataset was divided into training and validation/test datasets. The training
dataset consisted of 2,500 HBW unique individuals comprising 11,533 images. These
Chapter 4. Identification of individual animals from images with a siamese neural
network 61
images generated 66,499,278 pairs of images with 58,195 matched and 66,441,083 un-
matched pairs. The algorithm described above was used to sample 23,066 pairs of images
after each 5 epochs. Half of them were matched pairs and another half unmatched pairs,
and each image only appears 4 times in these pairs.
The validation and test dataset were drawn from 415 unique individuals with 1,929 im-
ages. These images create 1,859,556 pairs with 10,008 matched pairs and 1,849,548
unmatched pairs. 5,600 pairs were selected and 2,000 pairs with 964 matched and 1,036
unmatched pairs were used to validate the models. The remaining 3,667 pairs with 1,722
matched and 1,945 unmatched pairs were used for the test dataset. To get the overall
model performance on the training dataset, the model was evaluated on 26,000 pairs of
images, a half of them were matched and another half unmatched pairs randomly selected
from training pairs. The first row of Figure 4.6 displays a matched pair and the second
an unmatched pair. They are drawn from pairs sampled using the sampling algorithm
described above.
(b) WLTs training and validation pairs:
The WLT dataset was split into training and validation datasets. The training dataset
consisted of 150 unique WLT individuals with 388 images. These yield 75,078 pairs of
images with 485 matched pairs and 74,593 unmatched pairs. The sampling algorithm was
used to choose 778 pairs, a half matched and another unmatched pairs after each five
epochs. The validation dataset had 14 unique individuals comprising 42 images. These
images produces 861 pairs with 53 matched and 808 unmatched. From these, 90 pairs
were used to validate the model. The first row of Figure 4.7 displays a matched pair and
the second an unmatched pair of WLTs. They are selected using the sampling algorithm.
4.3.3 Image preprocessing
(a) HBW image preprocessing:
The majority of HBW images have a height and with greater than 250 pixels. The mean
height and width are 505.45 and 1,000.12 respectively. Figure 4.8a and Figure 4.8b display
HBW image height and width distributions. On one hand, resizing the image to the lower
resolution leads to the loss of finer features and degrades the model performance (Koziarski
Michałand Cyganek, 2018). On the other hand, keeping a large size of images leads to
large amount of parameters which make the model hard to train. In this application,
images are resized to a slightly higher resolution in the perspective of capturing some finer
features like HBW tail fins and special marks. Some images were grayscale and others
RGB. The solution was to convert all images into grayscale. An affine transformation
(Weisstein, 2004) was then used to compress the image to the mean ratio and map
its rectangular area to a square area of 384×384. The same resolution has been used
in different applications (Simonyan and Zisserman, 2014a). At training time, online
data augmentation is performed via an affine transformation which randomly composes
rotation, shift, shear, and zoom to avoid original images appearing the same throughout
the training. More importantly, data augmentation is not performed for validation and
test cases, because these cases have to reflect the real data the model is likely to encounter
when deployed in the real-world application. Images were normalised to zero mean and
unit variance to reduce the memory and computation cost during training.
(b) WLT image processing: Many images in WLT dataset have a height and width
greater than 500 pixels. The mean height and width are respectively 1,042.84 and 1,094.55
pixels. Figure 4.9a and Figure 4.9b display WLT image height and width distributions.
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Figure 4.6: Two HBW training pairs, the first row is a matched and
the second an unmatched pair.
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Figure 4.7: Two WLT training pairs, the first row is a matched and the
second an unmatched pair.
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(a) (b)
Figure 4.8: HBW image height and width distributions
This dataset applies the same steps used to pre-process HBW images. The only difference
is that it utilises different image sizes to meet the requirements of the architectures used
to train the models to avoid the discrepancy between the weights of the pre-trained model
and the freshly initialised model. To be able to fine-tune the best HBW model on WLTs,
the model used the same image size 384×384. Images were resized to 224×224×3 to be
able to fine-tune a ResNet model trained using ImageNet (Deng et al., 2009) on WLT
dataset. The same size has been use for many applications and architectures (Szegedy
et al., 2015; He et al., 2016a; Simonyan and Zisserman, 2014a).
(a) (b)
Figure 4.9: WLT image height and with distributions
4.3.4 Model assessment
The following metrics were used to assess the performance of the models on both HBW
and WLT datasets: accuracy, sensitivity, specificity, AUC, and F1 score.
4.3.5 Models and hyper-parameter selection
This section describes the models fitted on both datasets, the hyper-parameters involved
in the training process, and the semi-supervised experiments carried over the WLT dataset.
(a) HBW model and hyper-parameters:
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The model was run over 100 epochs and the Adam optimising algorithm with a mini-batch
size of 32 was used to update the model parameters. The learning rate was 64×10−5
throughout the training. The parameter η controlling the selection of unmatched pairs
was set to 1000 for the first 10 epochs. Afterwards, it was set to 100 and reduced by
a factor of 100−0.1 each five epochs. The state of the best model was saved each time
the validation loss is reduced. The last saved model is referred to as the final model and
utilised to make predictions on the test dataset. It is worth mentioning that an exhaustive
search of all possible hyper-parameters was not done due to the computational resources
limitations. Only some values were experimented with to get a combination of which
leads to reliable results. Each epoch took 9 min on average using the g3.4xlarge Amazon
Web Service (AWS) spot instances (Section 4.3.6 ).
(b) WLT models and hyper-parameters:
Four models were fitted on WLT dataset in order to select the best model used to carry
out the semi-supervised experiments.
1. The first model named ScratchRGB in Table 3.6 is trained from random weights
on RGB images of size 224×224×3 by randomly initialising weights and optimising
them through an iterative process during training.
2. The second model referred to as ScratchGrayscale in Table 3.6 is also trained from
randomly initialised weights. It is trained on grayscaled images of size 224×224.
This model is fitted in the perspective of checking if the model performs better on
grayscale images than RGB images.
3. The third model named ResnetFinetuned in Table 3.6 fine-tuned ResNet50 (He
et al., 2016a) model trained on ImageNet (Deng et al., 2009). The convolutional
part of the ResNet50 is used for feature vector extraction. The model is trained
on RGB images of the same size 224×224×3 as ResNet50. The motivation behind
fitting this model is to check if the model can utilise the knowledge obtained from
categorising different images from ImageNet dataset to identify WLTs. Convolu-
tional neural networks learn more generic features in the earlier layers and deal with
complex objects in later layers. To leverage low and mid-level features learned from
ImageNet and generalise on the WLT dataset, the weights in the first 78 layers are
initialised to the values obtained using the ImageNet dataset. These weights are
not estimated, they are held fixed. Weights in the remaining layers are estimated.
4. The last model referred to as WhalesFinetuned in Table 3.6 fine-tuned the model
trained on HBWs. It is trained on grayscale images of size 384×384. The objective
of this model is to test if the model is able to utilise the knowledge gained from
identifying HBWs to identify WLTs. To benefit from low and mid-level features
learned from the HBW dataset, the weights in the first 4 convolutional blocks
(Table 4.5) are not estimated, they are held fixed and used to estimate the remaining
weights.
The four models were run over 100 epochs. The Adam optimiser was used with a mini-
batch size 32 to update the model parameters during training. A learning rate of 64×10−5
was used for the two first models and 32×10−5 for the last two models. The parameter η
controlling unmatched pairs selection was set to 1,000 for the first 10 epochs. To allow the
selection of similar looking unmatched pairs, for the rest of the training η was set to 100
and was being reduced by a factor of 100−0.1 for each five epochs. During the training,
the best model was saved each time the validation loss function drops. The last saved
model is referred to as the best model. It is worth mentioning that an exhaustive search
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of all possible parameters was not performed due to computational resources limitations.
The process experimented with some values to get a combination of hyper-parameters
which leads to reliable results. Each epoch took on average 2 min using the South African
Centre for Higher Performance Computing CHPC (see Section 4.3.6).
(c) WLT semi-supervised learning experiments:
Since some individuals in the training and validation datasets may still have some images
in the unlabelled dataset, a single image representing training and validation individu-
als was added onto unlabelled dataset to be able to capture their remaining images if
any. The WLT best model was then run over the unlabelled dataset once and obtained
predicted probabilities of a match for every pair of images. 100 image pairs with the
highest probability of a match were manually checked. Of these, some were true matches
(correctly identified) and some were not (incorrectly identified). All individuals involved
in the true matches were extracted and added to the training dataset. Due to the way
the training pairs are constructed (see Section 4.3.2), these new images will appear in
both matched pairs and unmatched pairs. After adding the newly identified individuals
to the training images, the model retrained and the checking process is then repeated.
4.3.6 Package and software
The following two paragraphs summarise the computational resources, software, libraries,
and modules involved in the implementation of the models.
(a) Computational resources, libraries and software used for HBW models:
Processing images involves arrays that utilise a large amount of memory. One needs
large memory storage and efficient computational resources. The g3.4xlarge Amazon
Web Services (AWS) spot instances from the Amazon Elastic Computing Cloud known
as EC2 was used to process the HBW models. It is one of the suitable instances for deep
learning models. It has 1 GPU with a GPU memory support of 8 GB, 16 vCPU, with
the main memory of 122 GB and a large internet bandwidth of 3.5 Gbps. The Python
data analysis library Pandas was used to read and manipulate .csv files. Images were
loaded and visualised in the working environment using Python Image Library (PIL). An
affine transformation function from SciPy the Python scientific computing library was
used through image preprocessing phase. The linear assignment problem solver referred
to as LAP module was used through the implementation of the sampling algorithm used
to sample matched and unmatched pairs. Some metrics from the scikit-learn library were
used to assess the model performance. Models were implemented in Keras deep learning
framework using Python programming language and Tensorflow back-end.
(b) Computational resources, libraries and software used for WLT models:
The South African Centre of High Performance Computing CHPC platform also known as
Lengau cluster was used for computational resources. A memory storage of 125 GB was
available. Each model was submitted as a job in the queue and the scheduler assigned
it to a compute node of 24 cores, 24 CPUs, and 128 GB of memory. The rest was
implemented as indicated above in (a).
Chapter 4. Identification of individual animals from images with a siamese neural
network 67
4.4 Results
4.4.1 Model results and discussion on HBW dataset
Table 4.2 summarises the model performance on the HBW individual identification task
over the training, validation, and test pairs as described under Section 4.3.2. In 95% of
the cases, the model was able to correctly identify from the validation and test pairs that
a pair of images was drawn from the same individual or not. Some images looked similar
though they were from different individuals. This idea led the choice of introducing in
the model an algorithm which sampled similar looking pairs from different individuals to
force the algorithm to consider them as unmatched pairs. The results in Table 4.2 show
that the model achieved a slightly higher specificity on the validation and test datasets
compared to sensitivity. It correctly identified 96% and 97% of unmatched pairs in the
validation and test pairs respectively. In contrast, it correctly identified 95% of matched
pairs in the validation dataset and 93% in the test dataset. During earlier iterations of the
training process, the performance on the validation dataset were slightly higher compared
to the performance on the training dataset. This was due to the fact that the model
was being trained on hard unmatched pairs (looking similar unmatched pairs). In the
later iterations, once the model has trained enough on hard unmatched pairs, its training
performance increased. On average, the five metrics show that the model achieved a very
good and stable performance on the HBW individual identification task. The confusion
matrices Table 4.3a and Table 4.3b show respectively the detailed predictions on the
training and test pairs. Figure 4.10 and Figure 4.11 display respectively examples of
correctly identified and misidentified HBW test pairs.
Metrics Training Validation Test
Accuracy 0.97 0.95 0.95
Sensitivity 0.98 0.95 0.93
Specificity 0.97 0.96 0.97
AUC 0.97 0.95 0.95
F1 score 0.97 0.95 0.95
Table 4.2: Model performance on HBW individual identification task.












Table 4.3: Training and test confusion matrices. Obs and Pred stand
respectively for observed and predicted values.
4.4.2 Model results and discussion on WLT dataset
Table 4.4 summarises the performance of four models on the WLT individual identifi-
cation task over the validation pairs. In 87% of the cases, the three first models in
Table 4.4 correctly identified whether a pair of images is from the same WLT individual
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Figure 4.10: Examples of correctly identified pairs. The first row is an
unmatched pair and the remaining are matched pairs.
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Figure 4.11: Examples of misidentified pairs. The first row was a
matched pair but misidentified as an unmatched pair by the model. The
remaining were unmatched pairs but misidentified as matched pairs.
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or not. Nevertheless, these models have different ability in identifying matched pairs (sen-
sitivity) and unmatched pairs (specificity). The first two models were likely to correctly
identify unmatched pairs compare to matched pairs, while the third model showed the
identical ability on both matched and unmatched pairs. The model ScratchRGB and
ScratchGrayscale trained from random weights on RGB and grayscale images achieved
almost identical results. The model WhalesFinetuned fine-tuned from the best model
on HBW identification task achieved lower performance among the four fitted models.
It shows that the model failed to leverage the knowledge gained from HBW individual
identification task. It might be due to the difference between key features, spots for WLTs
and the shape of HBW tail and special marks for HBW. The model ResnetFinetuned
fine-tuned from ResNet50 pre-trained on ImageNet achieved stable results for all five
metrics. This might be due to the fact that the ResNet50 was pre-trained on ImageNet
(Deng et al., 2009) containing 1000 different categories including various types of toads.
During training, the fine-tuned models (ResnetFinetuned and WhalesFinetuned) con-
verged after a few iterations compared to models trained from random weights. This can
be explained by the fact that these models were only training a few parameters while
maintaining a large amount of parameters fixed. The ResnetFinetuned model was se-
lected to carry out the semi-supervised experiments. The confusion matrix Table 4.5
gives more details on ResnetFinetuned model predictions over the validation dataset.
Figure 4.12 and Figure 4.13 display respectively the examples of accurately identified and
misidentified pairs.
Model Accuracy AUC Specificity Sensitivity F1 score
ScratchRGB 0.87 0.87 0.98 0.75 0.88
ScratchGrayscale 0.87 0.87 0.96 0.78 0.88
ResnetFinetuned 0.87 0.87 0.87 0.87 0.87
WhalesFinetuned 0.81 0.67 0.96 0.38 0.73
Table 4.4: Performance of four models on WLT individual identification
task over the validation dataset. Models are assessed using the accuracy,
AUC, sensitivity, specificity, and F1 score metrics.
4.4.3 Result from semi-supervised experiments
After 5 rounds of semi-supervised experiments, the model managed to identify 47 new
matched pairs in the following order: 8, 9, 13, 10, and 7. Some matched pairs from the
same individual were identified through different rounds. After extracting and grouping
them according to their individuals, the model identified up to 26 new individuals com-
prising 63 images. After adding these newly identified individuals to the training set, the
model slightly improved its results. It achieved a validation accuracy of 0.89 over 120





Table 4.5: Validation confusion matrix computed from the predictions
of ResnetFinetuned model. Obs and Pred stands for observed and pre-
dicted values.
Chapter 4. Identification of individual animals from images with a siamese neural
network 71
Figure 4.12: Examples of correctly identified WLT pairs. The first row
is an unmatched pair and the last is a matched pair.
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Figure 4.13: Examples of misidentified pairs. The first row was un
unmatched pair but misidentified as a matched pair and the last was a
matched pair but misidentified un unmatched pair.






Table 4.6: Validation matrix computed from 120 WLT validation pairs.
Obs and Pred stand for observed and predicted values.
Figure 4.14: A sample of identified matched pairs through semi-
supervised experiments. For each row, the first two and last two images
form matched pairs.
less than 180 unique individuals. In other words, it was being trained over almost 180
patterns. However, when applied over almost 1,400 images, it is likely to encounter less
or more than a thousand of different unique patterns with various shapes. As a result, a
model trained on almost 180 patterns might not generalise well on a thousand patterns.
The confusion matrix Table 4.6 gives detailed predictions from 120 validation pairs. Fig-
ure 4.14 displays a sample of matched pairs identified through the semi-supervised learning
process. For each row, the first two and the last two images form matched pairs. Fig-
ure 4.15 displays a sample of some look-alike unmatched pairs that the model assigned
a high matching probability. For each row, the first two and the last two images form
look-alike unmatched pa
4.5 Discussion
The models were able to achieved good results for the HBW and WLT individual iden-
tification task. However, the performance of the model was higher on the HBW case
Chapter 4. Identification of individual animals from images with a siamese neural
network 74
Figure 4.15: A sample of some look-alike unmatched pairs that the
model assigned a high matching probability. For each row, the first two
and the last two images form unmatched pairs.
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compared to the WLT case. The difference in performance is mainly due to the fact that
the HBW dataset had many images to train the model whilst the WLT dataset had a few
images. Improving the model performance further might require getting more data. The
semi-supervised approach was partially successful in this application. The model was able
to identify new individuals and matches that would otherwise not have been detected,
but these were relatively few in numbers. Without an exhaustive check of the data, it
is not clear whether this is due to a failure of the semi-supervised approach, or because
there are not many matches in the data.
Model usage:
The model can be used in two slightly different scenarios. Either it can be used to identify
new matches in a set of new individuals or to classify a new image into one of the existing
individual classes. In the former scenario, the new images are paired to create pairs. The
model is then used to predict the matching probability on these pairs which is closer to
1 if two images are from the same individual and 0 otherwise. In the latter scenario,
a new image is paired with images (one per individual) representing existing individual
classes. The model computes the matching probability for all formed pairs. The winning
individual class is the one with the highest probability, closer to 1. If all probabilities are
closer to 0, this implies that there is no match in the dataset. As a result, the new image
is classified as a new individual.
It is worth noting that the model output is a probability. The decision concerning whether
a pair is a match or not is made by setting a probability threshold beyond which a pair is
a match otherwise a non-match. A probability threshold of 0.5 was used during training
and validation/test phases.
4.6 WildID software results
The Wild-ID software (T. Bolger et al., 2012) utilises the Scale Invariant Feature Trans-
form (SIFT) operator (Lowe, 2004) for the extraction of distinctive image features. Given
a new image, the algorithm inspects if it has a match by computing the SIFT features
of all images in the database, comparing them with the SIFT features of the new image
in a pairwise fashion and computing the corresponding matching scores. The algorithm
ranks 20 potential image matches from the database associated with the top 20 higher
matching scores. The user examines the ranked images and confirms either among them
there is a match or not. It is worth mentioning that: (a) The Wild-ID software processes
a single image at a time (images ranked alphabetically). After the comparison of the new
image with the existing images, the database is updated by adding the newly processed
image. (b) Though the algorithm ranks up to 20 images, it only allows the user for con-
firming a single match. Once the user has confirmed a match, the software records it in
a particular file in the database, ignores the remaining and moves onto the next image to
be processed. If there is no match, the user rejects all potential candidates and Wild-ID
processes the next image.
4.6.1 Wild-ID data preparation
The Wild-ID software is tested over 300 images drawn from 250 different individuals. 200
among the individuals have a single image and the remaining 50 have two images which
allow for having at least a match in the dataset. Wild-ID processes images according to
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their alphabetical order. As a result, the individuals without a match in the dataset are
assigned names which allow them for being processed before individuals with a match in
the dataset to facilitate the manual check. The images are loaded and processed in the
following order:
a) The 200 different individuals which do not have any matches in the dataset are
processed first.
b) They are followed by 50 images from different individuals which have a match in
the dataset. These are still different individuals, none of their matches is included
yet.
c) Finally, 50 matches one for each individual loaded in b) are loaded and processed.
Though the algorithm processes and ranks potential matches for a) and b), there is no
use in checking them since these images are known to have no matches yet. Each time,
all ranked candidates are rejected to allow for the user to move onto the next image. All
images in c) have a match in the database from b) and are expected to appear high up
in the ranked potential matches.
4.6.2 Wild-ID results and discussion
a) Wild-ID result on the HBW dataset:
The Wild-ID achieved slightly lower performance on HBW dataset. It was only able to
rank the match among the top 20 images in 28/50 = 56% of the cases. Table 4.7 gives
more details on where the match appeared among the top 20. The Absence option means
that the match did not appear among the ranked images.






Table 4.7: Rank of 50 HBW matches by the Wild-ID software. The
Rank column displays the interval wherein the match appeared in the top
20 ranked images. In the 28/50 of the cases, the match appeared in the
first 20 ranked images.
b) Wild-ID result on the WLT dataset:
The Wild-ID software achieved good result on the WLT dataset. In 43/50 = 86% of the
cases the software managed to rank a match among the top 20 images. Table 4.8 gives
more details on where the match appeared among the top 20. The Absence case means
that the match did not appear among the top 20 ranked images.
4.6.3 Discussion
Wild-ID achieved good result on the WLT dataset compared to the HBW dataset. For
both datasets, in many cases the match appeared in the first top 5 candidates. There
is no a direct way to compare the model and Wild-ID results since the former uses the
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Table 4.8: Rank of 50 WLT matches by the Wild-ID software. The
Rank column displays the interval wherein the match appeared in the top
20 ranked images. In the 43/50 of the cases, the match appeared in the
first 20 ranked images.
top 1 accuracy and the later the top 20 accuracy. However, with much less effort made,
it can be concluded that the model performance is comparable on the WLT dataset and




Wildlife conservation measures are taken based on information about existing demo-
graphics, for example population sizes and population growth rates. Monitoring species
requires one to observe them over time by means of methods which allow their recog-
nition. Capture-mark-recapture is the common technique used in ecology for individual
identification (Whitehead, Christal, and Tyack, 2000; Auckland, Debinski, and Clark,
2004; Watkins et al., 1993). However, this technique can be harmful in some cases where
the marking is invasive and the marking events sometimes disrupt the wildlife (Weinstein,
2018).
This thesis developed a machine learning algorithm which exploits individual-specific mark-
ings as well as latent features to automate the individual identification task. It assessed
the effectiveness of the semi-supervised approach on WLT unlabelled dataset and com-
pared the siamese network and Wild-ID (one of the computer-aided photo-matching al-
gorithms) results on individual identification task. After reviewing the theory behind the
semi-supervised learning and neural network algorithms, the thesis built an automated
image matching model which consisted of two main tasks – identifying the region of the
image containing the animal (bounding box detection), and classifying two images within
these identified bounding boxes as originating from the same individual (identification).
The bounding box detection task was motivated by the fact that in some images the
animal only occupied a little space, for example a species inside an object. This caused the
pattern on images – spots on the back of the WLTs, and shape of HBW tail fins and special
marks to not be clearly visible while they are the key feature for the individual identification
task. The task of manually extracting animals from thousands of photographs is tedious
and time-consuming. As a result, this thesis implemented a semi-automated algorithm
which used image thresholding and edge detection to generate bounding box data for a
large number of training images. This is faster than doing it manually. It is noteworthy
mentioning that there is no threshold which can allow for accurately cropping all images at
once. Hence the algorithm was semi-automated rather than fully automated. Thereafter,
the generated bounding box data was used to train a CNN to automate the detection
and extraction of the animals from images. The models were assessed using the mean
squared error MSE, the coefficient of determination R2, and the intersection over union
IoU and achieved reliable results on both HBW and WLT datasets. The resulting models
were able to reliably crop the remaining images which were not accurately cropped by
the semi-automated algorithm and thus saving both effort and time. The cropped images
were finally used to train a siamese network for individual identification. In 95% of the
cases, the model was able to reliably identify whether two HBW images are from the
same individual or not on previously unseen pairs. For WLT dataset, the model was able
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to correctly identify if two toad images are from the same individual or not in 87% of the
cases of previously unseen pairs.
The semi-supervised learning process was performed over the unlabelled part of the WLT
dataset. In this project, the semi-supervised approach was partially successful. For a few
rounds performed, the model was able to identify 47 new matches from 26 new individuals.
It was not clear that the model got few matches and new individuals because the semi-
supervised approach failed or because there were not many matches in the dataset. After
adding the newly identified individuals to the WLT labelled dataset, the model slightly
improved its performance and correctly identified 89% of WLT pairs.
The results showed that the model trained on HBWs achieved higher performance. This is
due to the fact that it was trained on a relatively bigger dataset (> 10,000 images) which
allowed the algorithm to explore more shapes of HBW tail fins and special markings for
better generalisation. The WLT models were trained on about 500 images only. Improving
the performance of these models almost surely requires more data.
The comparison between the model and Wild-ID (one of the existing computer-aided
photo-matching algorithms) results showed that the model achieved very competitive
results compared with Wild-ID. It has been shown that the model can be used in two
slightly different scenarios. It can either be used to identify individuals in a new dataset
or classify new images in one of the existing individual classes.
This project only focussed on photo matching based on individual-specific marks. Other
information is often available, for example spatial locations and times where the photos
were taken. For future work, these could be integrated into the analysis. Another topic
for future work is to use the matches generated by the model for capture-recapture (CR).
Currently CR methods assume a correct individual ID, while the model gives a probability
of match, which gives important information about the uncertainty of a match. One
possibility would be to treat all model predictions as correct, but this would almost
certainly be wrong in some cases. Another much more difficult option is to adapt CR
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