Abstract-We present an interdomain routing protocol for heterogeneous networks employing different queuing service disciplines. Our routing protocol finds optimal interdomain paths with maximum reliability while satisfying the end-to-end jitter and bandwidth constraints in networks employing heterogeneous queuing service disciplines. The quality-of-service (QoS) metrics are represented as functions of link bandwidth, node buffers and the queuing service disciplines employed in the routers along the path. Our scheme allows smart tuning of buffer-space and bandwidth during the routing process to adjust the QoS of the interdomain path. We formulate and solve the bandwidth and buffer allocation problem for a path over heterogeneous networks consisting of different queuing services disciplines such as generalized processor sharing (GPS), packet by packet generalized processor sharing (PGPS) and self-clocked fair queuing (SCFQ).
I. INTRODUCTION
With the evolution of the Internet into a global communications medium consisting of heterogeneous networks, the need for providing quality-of-service (QoS) guaranteed multimedia data over heterogeneous networks has increased tremendously. To provide end-to-end QoS guarantees, the interdomain path routing protocol must take into account the resources such as bandwidth and buffer, and heterogeneity of the networks comprising the Internet. In this paper we consider the heterogeneity arising from the different queuing service disciplines used in the routers in a domain. Little work has been done to incorporate the information about resources and queuing service disciplines into QoS routing. Present interdomain routing protocols such as border gateway protocol (BGP) do not provide such mechanism [1] . We present an interdomain routing protocol which represents QoS metrics as functions of buffers, bandwidth and queuing service disciplines rather than static metrics. Our protocol uses this functional representation of QoS metrics to find optimal interdomain paths with maximum reliability while satisfying end-to-end jitter and bandwidth constraints. Our routing protocol uses the knowledge of different queuing service disciplines in multiple domains to find the optimal interdomain path. Our interdomain routing protocol has the following advantages over existing interdomain routing protocols:
First, our routing protocol is aware of the relationship among QoS metrics and resources belonging to heterogeneous networks and finds an optimal interdomain path by keeping this relationship into consideration.
Second, it models the QoS metrics as functions of resources such as buffer and bandwidth.
Third, it captures the interdependency between various QoS metrics such as reliability and jitter delay. This paper is organized as follows. In the next section we provide an overview of the related work in the area of QoS routing. In Section III, we formulate and provide an optimal solution to the interdomain path resource allocation problem. The solution to the interdomain path resource allocation problem can be used as a subroutine in the algorithm to solve interdomain QoS routing with resource allocation problem [12] . Finally, in Section IV we conclude the paper.
II. RELATED WORK
The research in the area of QoS routing has mainly focused on two approaches: QoS routing without resource allocation [2] , [3] and QoS routing with resource allocation [4] , [5] , [6] , [7] , [8] .
In QoS routing without resource allocation the QoS metrics are modeled as non-negative integers. In determining these metrics the interaction among resources is ignored. In addition the metrics along a path are simply added [2] , [3] . The QoS routing problem formulated in this manner is a constrained shortest path problem.
In QoS routing with resource allocation there are two approaches. In [4] , [5] , [6] resources are defined as numerical values associated with each edge of the graph. The QoS metrics associated with each edge are computed by using the available resources, traffic description and the queuing service discipline. In this approach the QoS metrics and resources are static and can not be fine-tuned during the routing process. In [7] , [8] 
V is the set of nodes and E is the set of edges in the graph. In each AS (autonomous system) a particular queuing service discipline is implemented in the output queue of every router belonging to that AS . Multiple ' AS s may have different queuing service disciplines implemented in them. As a special case of the above network, we consider a graph G consisting of three ' AS s as shown in Fig. 1 . The queuing service disciplines that are used in the three ' AS s are generalized processor sharing (GPS) [9] , packet by packet generalized processor sharing (PGPS) [10] and self-clocked fair queuing (SCFQ) [11] . We formulate and solve the interdomain QoS routing with resource allocation problem for the special case of the three ' AS s shown in Fig. 1 . This result can be generalized to more than three ' AS s employing various queuing service disciplines. 
subject to:
The symbols used in ( ) 1 are defined in 
We define the interdomain QoS routing with resource allocation problem as follows:
where ( ) , P s d is the set of all paths from node s to d .
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Specifically for the interdomain path ( ) p n described above and shown in Fig.1 , the optimization problem ( ) 1 can  be  reformulated using TABLE II, TABLE III and TABLE IV.  The values of parameters in TABLE II, TABLE III and  TABLE IV were derived in [7] . Following is the reformulated optimization problem: 
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A. Solution to the Interdomain Path Resource Allocation Problem
In this sub-section we solve the interdomain path resource allocation problem, defined in ( ) 2 , and obtain the optimal solution. The optimal solution consists of the values of the resource variables i.e., the link buffer sizes Proof: Due to space limitations the proof is omitted. The proof can be found at [12] .
Once the optimal solution value for 
then an optimal solution value for 
The proof can be found at [12] . Theorem III.1: For the case when the following inequality holds: 
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then the optimal solution ( ) 
The proof can be found at [12] .
The inequality ( ) 7 means that the number of bits that can be buffered in the nodes along the path ( ) p n can lead to a jitter value which can violate the jitter constraint. Note that in this case at the optimal solution
will be satisfied as an equality, i.e., 
To find the optimal values of buffers 
